Let f be a function such that for every ε > 0, n log n ≤ f (n) ≤ n εn holds if n is sufficiently large. Suppose that log f (n)/ log n is nondecreasing. Using sequences of finite alternating groups, for every such f we construct a 4-generator group such that s n ( ), the number of subgroups of index at most n in , grows like f (n).
Introduction
Let be a finitely generated group. Denote by s n ( ) the number of subgroups of index at most n in . The series {s n ( )} has been the subject of intense investigation in the past two decades (see [L1] , [L2] , [MS] and the references therein). Indeed, the behaviour of s n ( ) is the main topic of the forthcoming book of Lubotzky and Segal [LS] .
Given a function f , we say that has (subgroup) growth type f if there exist positive constants a and b such that (1) s n ( ) ≤ f (n) a for all n; (2) s n ( ) ≥ f (n) b for infinitely many n. Moreover, if (2) holds for all sufficiently large n, we say that has strict growth type f . Note that having strict growth type f is an equivalence relation.
A classical result of M. Hall [H] implies that F r , the free group on r generators (r ≥ 2), has growth type n n . Clearly, this is the upper limit for finitely generated groups.
At the other extreme, the smallest possible growth type for an infinite finitely generated residually finite group is achieved by the infinite cyclic group Z. This observation (see [MS] , [Sh] ) follows, for example, from the deep polynomial subgroup growth theorem (see [LMS] ) characterising finitely generated groups of polynomial subgroup growth (i.e., of growth type at most n).
In his 1994 International Congress of Mathematicians talk [L2], Lubotzky stated that "it is widely open as to what the possible types of subgroup growth are for finitely generated groups." Similar remarks have been made in [MS] .
As proved by Lubotzky [L3] , arithmetic groups in characteristic zero with the congruence subgroup property (e.g., = SL(r, Z), r ≥ 3) have growth type n log n/ log log n . Some other groups with "small growth," that is, of growth type at most n log n , have been constructed in [LPS] . Recently Segal [S] proved using certain "generalised Grigorchuk groups" that all functions f : N → N of the form n g (n) such that g(n) is nondecreasing and g(n) ≤ log log n can be realised as growth types. In particular, there is no gap between polynomial and nonpolynomial growth. This construction can also be used to realise many other growth types f with f (n) ≤ n log n (see [LS] ).
The growth type of finitely generated free soluble groups (of derived length at least 2) and various related groups is exponential (see [PS] ). In [PS] we asked whether there exists a finitely generated group of growth type strictly between 2 n and n n .
Metabelian groups with fractionally exponential subgroup growth, that is, of growth type e n γ , have been constructed by Segal and Shalev [SS] in the case when γ = 1/d for some positive integer d. In [MS] the following question is raised: "can a finitely generated group have growth type e n γ where γ is irrational?"
The following somewhat unexpected result answers the questions mentioned above and essentially completes the picture.
THEOREM A
Let f : N → N be a function such that f (n) = n g (n) , where g(n) is nondecreasing, log n ≤ g(n), and g(n) = o(n). Then there exists a 4-generator group having strict growth type f .
We observe (in Section 4) that in the above theorem the condition that g(n) should be nondecreasing cannot be replaced by the condition that f (n) should be nondecreasing.
Lubotzky [L1] asked whether a finitely generated amenable group has at most exponential subgroup growth. Our groups turn out to be elementary amenable, which implies a negative answer to this question.
Still we wonder whether the growth type of a finitely generated amenable group is strictly less than n n .
Let us say a few words about the construction. The group is defined (essentially) as a discrete subgroup of the profinite group G = Alt(n) f (n) . Under certain conditions turns out to have a fairly transparent structure; this is described in the structure theorem (Theorem 1). As a consequence we obtain that the profinite completion of is (essentially) G × Z (Section 2).
This reduces the proof of Theorem A to estimating s n (G). The key to our estimate is the following amusing, elementary result on finite permutation groups (Section 3).
THEOREM B
Let be a finite set, and let H be a subgroup of index n in Alt( ). Then the set has a partition = 1 ∪ · · · ∪ t such that the group A = Alt( 1 ) × · · · × Alt( t ) is contained in H and |H : A| ≤ n 3 .
Let us turn to some further results contained in this paper (Section 2).
Why should one consider the problem of finding groups of given subgroup growth? Apart from its intrinsic interest, such an investigation may lead to the discovery of groups with unusual properties.
One of the highlights in the parallel theory of word growth of finitely generated groups (see [G3] and the references therein) was the construction by Grigorchuk [G1] of groups of intermediate word growth (strictly between polynomial and exponential). Grigorchuk's construction has led to the solution of many other problems in group theory, such as the construction of (continuously many) amenable but not elementary amenable groups [G2] . As noted above, it has also led to the construction of groups of arbitrarily small but nonpolynomial subgroup growth [S] .
Similarly, the family of groups we use to prove Theorem A has some additional interesting properties.
Extending a classical result of B. H. Neumann [N] , we prove the following.
THEOREM C
There exist continuously many nonisomorphic 4-generator residually finite groups with isomorphic profinite completions.
It was previously shown by Pickel [P] that there are infinitely many finitely presented metabelian groups with isomorphic profinite completions. Of course there can only be a countable number of such groups. Unexpectedly, our construction can also be used to shed some light on a problem of Grothendieck [Gr] . Grothendieck discovered a remarkable close connection between profinite completions and representation theory.
For a group and a commutative ring A, denote by Rep A ( ) the category of finitely presented A-modules on which the group operates.
THEOREM (Grothendieck) Let u : 0 → be a homomorphism of finitely generated groups. The following are equivalent.
(a)
The continuous homomorphism u : 0 → induced by u is an isomorphism.
The "restriction functor"
is an equivalence of categories for all commutative rings A.
Grothendieck [Gr] also investigated conditions under which one could conclude that a homomorphism u as in the above theorem is actually an isomorphism. In particular, he asked whether it is sufficient to assume that and 0 are finitely presented. To our knowledge, this question remains open. Relaxing the condition finitely presented to finitely generated, Platonov and Tavgen [PT] gave the first construction of negative examples. Later Bass and Lubotzky [BL] gave some further difficult negative examples (which also disproved a conjecture of Platonov).
Our more elementary construction yields the following.
THEOREM D
There exist continuously many finitely generated residually finite groups such that for some subgroup 0 the continuous homomorphism ı : 0 → induced by the inclusion map i is an isomorphism of profinite completions, but 0 ∼ = .
It would be interesting to decide whether one can use our construction to obtain finitely presented examples.
A general construction
In 1937 B. H. Neumann [N] exhibited continuously many nonisomorphic finitely generated groups, based on sequences of finite alternating groups of pairwise different degrees. At the end of his paper he remarks that the groups constructed are interesting in themselves and describes their structure. In particular, he observes that such a group has a chain of normal subgroups 1 D N , such that D is the restricted direct product of the corresponding finite alternating groups, N /D is isomorphic to Alt(Z) (the group of even permutations of Z), and /N is an infinite cyclic group. The condition that the finite alternating groups should have different degrees is used in an essential way.
The main aim of this section is to give a much more general construction in which some (but only finitely many) of the alternating groups used may have the same degree. What is surprising is that one can give such a construction where the groups constructed satisfy a similar strong structure theorem.
We proceed by describing the construction in detail.
Let f : N → N be a function (to be specified later). Let 1 , 2 , . . . be finite sets of size n 1 ≤ n 2 ≤ · · · with all n i ≥ 7, such that for every n ≥ 7 exactly f (n) sets have size n. Denote the elements of i by w 1 i , w 2 i , . . . , and set = ∞ i=1 i . Let l i be a nondecreasing unbounded sequence of positive integers with 2l i ≤ n i , and set
Let A i denote the subgroup of G which acts on i as Alt( i ) and similarly to the identity on the other j . It is clear that G has naturally the structure of a profinite group, and D is a dense discrete subgroup of G, such that the profinite completion D is isomorphic to G.
Let Q be a subgroup of G, and let Q i be the permutation group induced by Q on the set of upper indices {1, . . . , n i } of the elements n 1 i , n 2 i of i . Suppose that the group Q satisfies the following hypothesis:
• supp(q) ⊆ L for every q ∈ Q (where supp(Q); is the set of elements which are not fixed by q);
• if n i = n j and i = j, then the permutation groups Q i , Q j are different. (We allow them to be equivalent as permutation groups.) We consider the possible choices for Q in Section 2.
Define two permutations π and τ of ; π acts on i as the 3-cycle π i = (w 1 i , w 2 i , w 3 i ), and τ acts on i as the n i -cycle
The main tools in proving our results are the groups of the form = π, τ, Q .
(Taking f (n) = 1 for n odd, f (n) = 0 for n even, and Q = 1 1, we obtain the groups of B. H. Neumann.)
Every such is a permutation group acting on with orbits i and hence is a subgroup of
We describe the structure of such a group in terms of its subgroups D, N = π , and H = D τ, Q . 
, the wreath product of Q and Z).
Proof
We break the proof into several claims.
CLAIM 1 Let i , i+1 , . . . , j be the orbits of size n. Then on the union of these orbits, acts like a subgroup of
Suppose first that n is even. Denote by n the action of on the union of orbits of size n. It is clear from the definitions that acts like the full symmetric group on every orbit of size n. The intersection I n of n with Alt( i ) × · · · × Alt( j ) acts on each of these orbits like a normal subgroup of index a power of 2 in Sym(n) and hence like Alt(n). That is, I n is a subdirect product of the groups Alt( i ), . . . , Alt( j ). If this subdirect product is not a full direct product, then for at least two orbits, say k and l , I acts on k ∪ l like a diagonal subgroup of Alt( k )×Alt( l ) (i.e., for some isomorphism α : Alt( k ) → Alt( l ), it is the group of all pairs (a, α(a)), a ∈ Alt( k )).
It easily follows that acts on k ∪ l like a diagonal subgroup of Sym( k ) × Sym( l ); that is, on the orbits k and l , Q, τ, π define equivalent permutation groups.
Identifying k and l with the set of upper indices (1, . . . , n), this implies that there exists a permutation ϕ ∈ Sym(n) which centralizes the n-cycle (1, . . . , n) and the 3-cycle (1, 2, 3) and takes the permutation group Q k into Q l by conjugation.
But the common centralizer of (1, . . . , n) and (1, 2, 3) in Sym(n) is 1 1. This contradiction finishes the proof if n is even. The case when n is odd is even easier. (Here n turns out to be equal to Alt
Proof Equivalently, we claim that A i ≤ for all i. By induction, we may assume that this holds for orbits of size strictly less than
] ∈ . This acts like the identity on all orbits of size greater than n and like a nontrivial even permutation on all orbits of size n. Using the induction hypothesis, we see that also has an element g which acts like a nontrivial even permutation on each orbit of size n and like the identity on all other orbits. Using Claim 1, we see that g is a normal subgroup of A i × · · · × A j (where i , . . . , j are the orbits of size n), and by the choice of g, it cannot be a proper normal subgroup. Hence A 1 × · · · × A j ⊆ , as required.
Again it is enough to see that A i ≤ N for all i. Clearly, N contains all commutators of the form [π, g], g ∈ . Taking commutators of elements of A i with π , we obtain all commutators of elements of A i with p i , where p i denotes the element of A i that acts like π i on i . These latter commutators clearly generate A i , which implies our claim.
CLAIM 4
We have N /D ∼ = Alt Z.
Proof
We call a subset of a transversal if it contains exactly one element from each orbit j . Let us say that two transversals are equivalent if they differ from one another in finitely many places. This is clearly an equivalence relation.
Denote the equivalence class of the transversal (w i 1 , w i 2 , w i 3 , . . .) by i. For i ≥ 0, let −i denote the equivalence class that consists of all the transversals that intersect every orbit j of size n in w
It is obvious that π acts on like the 3-cycle (1, 2, 3) and τ acts like the shift n → n + 1. It is also easy to see that every q ∈ Q acts like the identity (using the condition that supp(q) is contained in the "sparse" set L).
Therefore the conjugates of π act like some 3-cycle of the form ( j, j + 1, j + 2) on , and all such 3-cycles correspond to some conjugate of π. Since the finitary alternating group Alt( ) is generated by these 3-cycles, it follows that N acts on like Alt( ) ∼ = Alt(Z). Clearly, D is contained in the kernel K of this action.
We have to show that K ≤ D holds as well. Let k be an element of K . Since k ∈ N , k is a product of conjugates of π ; k = π g 1 · · · π g r , where g i ∈ Q, τ . By the definition of Q, for any given t, Q acts trivially on the first and last t-elements of every sufficiently large orbit. If the number of occurrences of τ , τ −1 in g 1 is less than t − 3, then by an easy induction argument we see that π g 1 acts on all large orbits such as π f 1 , where f 1 is a power of τ . Similarly, we see that on all sufficiently large orbits, k acts like π f 1 · . . . · π f i , where the f i are powers of τ . Since k acts like the identity on , it follows that π f 1 · . . . · π f i acts like the identity on all large orbits. Therefore the same is true for k; that is, k ∈ D, as required. 
g has finite support, and since we assume that D ∩ Q = 1 1, this implies g = 1 1.
Furthermore, the support of
These observations easily extend to arbitrary pairs of integers t and s.
Summarising, we see that the groups D Q τ t /D are pairwise disjoint commuting subgroups of H/D permuted by the infinite cycle τ D/D. This implies our claim.
The proof of the structure theorem is complete.
By the structure theorem, has a normal chain such that each factor is abelian or locally finite. This implies the following. 
Profinite completions
The main result of [LPS] was the construction of certain finitely generated groups having subgroup growth type n log n/(log log n) 2 (which was the smallest nonpolynomial growth type known at the time). The groups considered in [LPS] were essentially some of our groups with f (i) ≤ 1. The crucial fact proved there was that the profinite completion of such a group is not much larger than G = Alt(n i ).
The starting point of the current paper was the observation that this follows easily from the structure theorem (which was proved by B. H. Neumann [N] in the relevant special case).
Here we first determine the structure of the profinite completions of the groups constructed in the previous section. Consider the group G 0 generated by the profinite group G and τ . We have τ ∈ G if f (i) = 0 for all even numbers i, and we have τ 2 ∈ G in any case. Hence G 0 is an extension of G by a group of order at most 2. It is clear that G 0 is the inverse limit of similarly defined finite groups; hence it is a profinite group.
By the structure theorem, is a dense subgroup of G 0 (since contains D). 
Proof

The group G is isomorphic to the full profinite completion D. Now i(D) is dense in G; hence G is the image of D and we must have D ∼ = G. It also follows that
is an infinite simple group and /N ∼ = H/D ∼ = Q wr Z by the structure theorem.
COROLLARY 2.2 If Q is a perfect group, then has a subgroup of index at most 2 isomorphic to G ×Z.
Moreover, if for all even numbers i we have f
(i) = 0, then ∼ = G × Z.
Proof
Let us write Q wr Z = Q wr x . If ϕ is any homomorphism from Q wr x to a group of finite order n > 1, then
Hence the profinite completion of Q wr x is the same as that of x .
Therefore /D ∼ = Z, and then D K /D is isomorphic to a subgroup of index at most 2 in Z and hence to Z itself. Therefore D K ∼ = G × Z, as required.
Moreover, if f (i) = 0 for all even numbers i, then we have G = G 0 and the proof of the above lemma yields = D · K ∼ = G × Z.
We start to derive some consequences of the above results. In each of the cases considered below, it is crucial to make an appropriate choice of the subgroup Q, so that the group = π, τ, Q satisfies hypothesis (1) of Section 1. (We use freely the notation introduced there.)
First we prove Theorem C; more precisely, we prove the following.
THEOREM 2.3 There are continuously many nonisomorphic 4-generator residually finite groups with profinite completions isomorphic to G
Proof Consider groups such that f ( j) = 0 if j is even and f ( j) = 1 if j is odd ( j ≥ 7). By Corollary 2.2, the profinite completions of such groups are isomorphic to G. Now n 1 < n 2 < n 3 · · · is the set of odd integers (at least 7). Let I be a fixed subset of this set. Set l i = [n i /6], and define Q to act like Alt(5) on the set {w
i } for every i ∈ I and trivially on the rest of . By Corollary 2.2, the group = π, τ, Q has a unique normal subgroup N i with /N i ∼ = Alt(n i ). By the definition of Q, N i contains Q exactly if n i / ∈ I . A group can have only a countable number of subgroups Q isomorphic to Alt(5). By the above remarks, Q determines the set I ; hence there are only countably many sets I which can appear in the construction of a given . But there are continuously many possible choices for I ; hence there are continuously many nonisomorphic groups .
Next we investigate how fast the function f (n) appearing in the definition of our groups can grow. This is crucial for constructing groups with large prescribed subgroup growth (Section 4).
Clearly, f (n) is bounded by hom(Q, Alt(n)), the number of homomorphisms from Q to Alt(n). Müller [M] has obtained a complete asymptotic expansion for the related function hom(Q, Sym(n)) for an arbitrary finite group Q, in terms of certain invariants of Q.
We need only the following very simple consequence of his results, for which we provide a short direct proof. PROPOSITION 
2.4
Let Q be a finite group of order q. Then hom(Q, Sym(n)) ≥ n n(1−1/q+o(1)) as n → ∞.
Proof
Write n as n = mq + r , where 0 ≤ r < q. Sym(n) contains a semiregular subgroup S isomorphic to Q which fixes only r points. It is easy to see that the centraliser C of this subgroup in Sym(n) is isomorphic to (Q wr Sym(m)) × Sym(r ). Now hom(Q, Sym(n)) is at least as large as the number of conjugates of S in Sym(n). Hence it is at least
, which implies our statement.
where g(n) = o(n). There exists an integer N ≥ 7 such that for some the profinite completion has a subgroup of index at most 2 isomorphic to G × Z, where G
= ∞ n≥N Alt(n) f (n) . Moreover, for n ≥ N we have s n ( ) ≥ f (n).
Proof
We have to show that G contains a subgroup G which satisfies hypothesis (1) of Section 1.
We choose Q again to be isomorphic to Alt(5). In this case we have hom(Q, Alt(v)) = hom(Q, Sym(v)) ≥ v v(1−1/59) if v is a sufficiently large integer.
Let h : N → N be a function such that h(n) ≥ √ n and (1/2)(1 − 1/59)h(n) ≥ g(n). Then we have h(n) h(n) (1−1/59) ≥ n g(n) ; hence hom Q, Alt(h(n)) ≥ f (n) for large n. Choosing the sequence l i in the definition of our groups to grow sufficiently slowly, we can ensure that v i ≥ h(n i ) holds for all i. Then, by the above remarks, we can choose Q to act differently (as a permutation group Q i ) on each of the sets i of size n and trivially outside L i for all n ≥ N , as required.
It is clear that the groups have at least f (n) epimorphisms with distinct kernels onto Sym(n) if n is even and onto Alt(n) if n is odd. Since Sym(n) (resp., Alt(n)) has a corefree subgroup Sym(n − 1) (resp., Alt(n − 1)) of index n, it follows that has at least f (n) subgroups of index n for all n ≥ N .
Let us finally turn to considering the problem of Grothendieck [Gr] . A convenient reformulation is the following.
Problem
Let be a finitely generated residually finite group. Let 0 be a finitely generated subgroup that is dense in the profinite topology of . Suppose that 0 ∼ = . Under what conditions does this imply that 0 = ? Note that the assumption that 0 is dense in implies that if ı : 0 → is the continuous homomorphism induced by the inclusion map i : 0 → , then ı is an epimorphism. But then the Hopfian property of finitely generated profinite groups 0 ∼ = (see [RZ, Proposition 2.5 .2]) implies that ı is an isomorphism.
Platonov and Tavgen [PT] gave the first example of a pair of groups 0 < satisfying the above hypothesis for which 0 = . Their construction is based on a construction of Higman [Hi] of an infinite finitely presented group with no nontrivial finite quotients. Using a similar approach, Bass and Lubotzky [BL] gave new, interesting examples based on certain hyperbolic superrigid lattices.
Here we present some rather different examples using our main construction. We prove Theorem D; more precisely, we prove the following. THEOREM 2.6 Let I be a set of odd integers (at least 7), and set G = j∈I Alt( j). There exists a pair of groups 0 < such that 0 is dense in the profinite topology of ,
Proof Set f ( j) = 1 if j ∈ I , and set f ( j) = 0 otherwise. Consider a corresponding pair of groups = π, τ, Q and 0 = π, τ, Q 0 , where Q (resp., Q 0 ) acts as Alt(6) (resp., Alt(5)) on the sets {w i }) for all orbits n i with n i ∈ I . It easily follows from our previous results that 0 is a subgroup of which projects onto all finite quotients of (i.e., it is dense in the profinite topology of ).
By Corollary 2.2, we have
By the structure theorem, and 0 have normal chains with no equivalent refinements; hence 0 ∼ = .
It is clear that one can construct in a similar way an abundance of other examples.
Alternating-type groups
Let be a finite set. We call A ≤ Sym( ) a subgroup of alternating type if there is a partition 1 , . . . , t of , such that A = Alt( 1 ) × · · · × Alt( t ). The aim of this section is to prove that an arbitrary subgroup of Alt( ) contains an alternating-type subgroup of relatively small index. This result is later used to estimate the subgroup growth of profinite groups of alternating type, that is, profinite groups that are products of finite alternating groups. We need the following simple inequality. 
Proof
We have
For r = 2 we have to prove (2b)! ≥ (b!) 2 2 b+1 . This is true for b = 3 and true by an obvious induction argument for all b ≥ 3.
Proof of Theorem B
We actually prove the following sharper version of Theorem B.
THEOREM 3.2 Let G be a subgroup of index n in Alt( ) (where is a finite set). Then G contains an alternating-type normal subgroup A, such that
We first claim that if m = 6, then |H | 4/3 ≤ m!/2. For m = 5 this can be seen directly. By a classical result of Bochert (see [DM] ), H has order at most m!/[(m + 1)/2]!. Hence to prove our claim it suffices to show that
This is true for m = 8. For an even number m ≥ 8, (1) follows by induction. It is then clear that (1) also holds for all odd numbers m ≥ 7, which completes the proof of the claim. For m = 6 the largest order of a primitive group properly contained in Alt(6) is 60, and the largest order of a primitive group not containing Alt(6) is 120. Now 60 4/3 ≤ 360 = | Alt(6)| and 120 4/3 ≤ | Sym(6)|. From the above results, it follows that for primitive groups G the statement of the theorem holds with A = 1 1.
Suppose now that G is a transitive imprimitive group, and let 1 , . . . , r be a system of minimal blocks (of size b) for G. Denote by K the kernel of the action of G on the set of blocks. Then G/K has an embedding into Sym(r ). The setwise stabiliser of 1 in G acts on 1 as a primitive group P, and G has a natural embedding into P wr Sym(r ).
If P does not contain Alt( 1 ), then by the above claim we have |P| ≤ (b!) 4/3 and hence |G| ≤ (b!) 3r/4 · r !. Also, if P = 1 1, we have b ≥ 3, and by Proposition 3.1,
≥ |G| 4/3 and the statement of the theorem holds with A = 1 1. Suppose now that b ≥ 5 (which implies that Alt(b) is simple). If P contains Alt( 1 ), then K acts on 1 as a normal subgroup of Sym( 1 ). The same is true for all the blocks i .
Therefore
If K 0 contains Alt( i ), then it clearly contains H (since G is transitive). It is easy to see that K 0 is a normal subgroup of G.
The statement of the theorem holds in this case with A = K 0 .
If K 0 does not contain Alt( 1 ), then K 0 is a direct product of at most r/2 alternating groups of degree b (see, e.g., [BS, Proposition 3.3] ). We have |G| ≤ 2 r r !(b!) r/2 ≤ (r !) 3 (b!) r/2 ; hence |G| 4/3 ≤ (r !) 4 (b!) 2r/3 . Using Proposition 3.1, we see that |G| 4/3 is less than | Alt(m)|; hence the statement of the theorem holds in this case with A = 1 1.
To complete the proof for transitive groups G, it remains to consider the case when b ≤ 4.
We claim that in this case |G| ≤ (m!/2) 3/4 ; hence the statement of the theorem holds with A = 1 1.
The case r = 2, b = 2 can be checked directly. We have |G| ≤ (b!) r r !. When r = 2 and b = 3, 4, this is less than (m!/2) 3/4 . Hence we may assume that r ≥ 3. It suffices to show that (b!) (3/4) 
≥ (b!) r . In each of the cases b = 2, 3, 4, this latter inequality holds for r = 3, and for r ≥ 4 it follows by an obvious induction argument. This proves the claim.
For G intransitive we prove our statement by induction on m.
Let be an orbit of G. Let D be the group that acts as Sym( ) on and trivially on \ , and let C be the group defined similarly for \ . Then G ≤ C × D. 
By induction, D 1 has a normal subgroup A 1 of alternating type of index at most
It follows that A 1 ∩ D 2 is an alternating-type normal subgroup of G, acting trivially on \ . Similarly, there is an alternating-type normal subgroup A 2 ∩ C 2 of G of index at most c 3 f in C 1 which acts trivially on .
hence the index of A in Sym( ) is at most n 4 . This completes the proof.
Theorem B is proved.
Using an induction argument modelled on the last part of the above proof, we easily obtain the following slightly more general result. By the above corollary, when we estimate the number of small index subgroups of alternating-type groups, to a certain extent it is sufficient to estimate the number of alternating-type subgroups of a slightly larger index. As the next result shows, there are not too many of those.
LEMMA 3.4
The number of alternating-type subgroups A of index a in Alt(m) is at most a 3 .
The group G/K has a faithful transitive permutation representation of degree at most n; hence by [KlL, Proposition 5 .27], we have d = n i=1 i t i ≤ n. The number of choices for d is at most n. The number of multiplicative partitions of d is at most d 2 (see [HS] ); hence the total number of choices for the numbers t i is at most n 3 .
Given t i , the number of choices for a normal subgroup K i of the form
. It follows that the number of choices for K is at most
= f (n).
(Here we used our assumption that g(n) is nondecreasing.) Now G/K is a group of alternating type; hence H K /K contains a subgroup A of alternating type of index a ≤ n 4 in G/K . Moreover, A is a product of alternating type subgroups having indices a 1 , a 2 , . . . in the alternating direct constituents of G/K . Given a, the number of choices for the indices a i is at most the number of multiplicative partitions of a and hence at most a 2 ≤ n 8 . By Lemma 3.4, once the a i are given we have at most a 3 ≤ n 12 choices for the subgroup A. Clearly, H K /K is generated by A and at most 3 log n elements. Hence, given A, we have at most (n 4 ) 3 log n choices for H K /K .
Altogether we have at most f (n) · n 3 · n 8 · n 12 · n 12 log n = f (n)n 23+12 log n choices for H , as required.
As noted in [KL, Example 2] , the finite group Alt(n) n!/8 is generated by two elements for n sufficiently large, say, n ≥ N . This implies that the profinite group ∞ n=N Alt(n) f (n) is generated by two elements. Therefore 2-generator profinite groups of alternating type realise all growth types f between n log n and n n such that log f (n)/ log n is nondecreasing.
We are now ready to prove our main result.
THEOREM 4.2 Let f : N → N be a function such that f (n) = n g (n) , where g(n) is nondecreasing, log n ≤ g(n), and g(n) = o(n). Then there exists a 4-generator group having strict growth type f .
Proof By Theorem 2.4, there is a group such that has a subgroup S = S 1 × S 2 of index at most 2, where S 1 ∼ = ∞ n≥N Alt(n) f (n) and S 2 ∼ = Z. is generated by two elements and an Alt(5) subgroup; hence it is a 4-generator group.
We also know that for n ≥ N , s n ( ) ≥ f (n) holds. We have to estimate s n ( ) = s n ( ) from above.
Let H be a subgroup of index at most n in . Then we have |S 1 : H ∩ S 1 | ≤ n and |S 2 : H ∩ S 2 | ≤ n. Moreover, the subgroup K = (H ∩ S 1 ) × (H ∩ S 2 ) has index at most 2n 2 in .
H is generated by K and at most 2 log n elements; hence, given K , we have at most (2n 2 ) 2 log n choices for H . Therefore s n ( ) ≤ s n (S 1 ) · s n (S 2 )n 2 n 4 log n = s n (S 1 )s n (Z)n 2 · n 4 log n ≤ s n (S 1 )n 3 · n 4 log n . By Theorem 4.1, this implies s n ( ) ≤ f (n)n 26+16 log n . By assumption, f (n) ≥ n log n ; hence s n ( ) ≤ f (n) 43 , which completes the proof of the theorem.
The following simple observation yields some nontrivial restrictions on the subgroup growth of an arbitrary group. PROPOSITION 
4.3
Let G be a group, and let n and t be positive integers. Then
Proof Taking all intersections of t (not necessarily distinct) subgroups of index at most n in G, we obtain s n (G) t subgroups H of index at most n t in G. Such a subgroup H is contained by at most (n t ) t log n subgroups of G (since each of these subgroups is generated by H and at most log(n t ) elements of G). Hence H can be obtained as an intersection of t subgroups of index at most n in G in at most ((n t ) t log n ) t different ways. Our result follows.
Suppose now that f (n) = s n (G) for some group G, and say that f (n) ≥ n 2(log n) 3 . Proposition 4.3 implies that we have f (n log n ) ≥ f (n) (1/2) log n .
This shows that at least a weak version of the condition that log f (n)/ log n should be nondecreasing holds for any subgroup growth type f .
