WiFi signal fingerprint indoor location usually uses KNN algorithm, but the single algorithm is prone to accidental error, and the location accuracy of the algorithm is very difficult to meet the indoor positioning needs. Location tracking, a position estimation by the position fingerprint method, the optimal weighted value according to the Kalman filter algorithm, but in front of the non Gauss noise filtering algorithm, Kalman appeared to be inadequate, Monte Carlo particle filtering algorithm to predict particle state is applicable to all nonlinear Gauss noise. In this paper, we tried to match the location fingerprint information by KNN algorithm, and then predicted the particle state and weight by particle filter algorithm to optimize the location results, so as to improve the positioning accuracy of WiFi signal fingerprint location method. The experimental simulation results showed that the positioning accuracy of WiFi fingerprint is obviously improved by selecting the appropriate number of particles through the two algorithms.
Introduction
With the universal coverage of indoor and outdoor wireless access point WIFI signal, WIFI signal positioning technology has emerged based on the indoor positioning technology, the wireless network can not only improve the indoor positioning accuracy based on the traditional, but also to meet the position requirements based on LBS [1] , to a certain extent, save the cost, play a key role in the public service. At present, many scholars have proposed a positioning method for WIFI signal intensity of different position, using KNN nearest neighbor algorithm, location fingerprint database and Kalman filtering methods are commonly used algorithm to optimize and improve the indoor positioning accuracy [2] , but there are still defects in different degrees. However, both the extended Kalman filter and the Untraced Kalman filter are based on the Gauss state to iterate the results and approach the results. Many practical problems are nonlinear, not Gauss's, and Gauss approximation is still unable to accurately represent the true state distribution. In order to solve the above problem, the positioning result based on KNN algorithm is further implemented by particle filtering algorithm to achieve the accuracy of WIFI fingerprint location [3] . In the particle filter, Monte Carlo sampling is applied, and a set of weighted samples is applied to approximate the real state, and the optimal solution is obtained [4] , which makes it suitable for any non Gauss, nonlinear dynamic space.
In order to improve the positioning accuracy of WIFI signal, the simulation results are verified by using the localization method of KNN algorithm and particle filter algorithm.
The Principle of KNN Algorithm
KNN is a simple supervised machine learning algorithm, which calculates the category attributes of the target samples by the feature vectors of the target samples [5] . It finds the nearest distance from the target sample in training sample set (the largest similarity) is my K neighbor sample, and determines the category of target samples according to the K nearest neighbor category. Assuming 156 that there are M WIFI hot spots in the scene, a total of N RSS samples are collected, and the training sample data set is expressed as: represents the RSSI vector from the M WiFi hot spot, input the RSSI vector of the target sample at the positioning stage, and calculate the position vector (x, y) by the KNN method. First calculate the similarity of R vector and all the training samples, the maximum similarity and their corresponding coordinates, finally the sample coordinates are weighted to get the ultimate goal, KNN algorithm is used for the prediction of the target sample, calculated between the sample and the distance of all samples. In the indoor environment, the unpredictable change of the signal makes the distance calculation of KNN algorithm also has great error. So in this paper, particle filter is added to improve the accuracy of location based on KNN algorithm. Fig.2 is WiFi fingerprint localization simulation based on KNN algorithm. Simulation experiments show that its indoor positioning accuracy is not very ideal, and it needs to be optimized to reduce positioning error. WIFI fingerprinting using KNN algorithm of single prediction, need to calculate the target sample and training sample distance, when the number of samples is great, the algorithm will consume a large amount of time, the positioning accuracy and the actual position errors from the simulation can be seen in Fig. 2 .
The Principle of Particle Filter Algorithm

Formula Derivation
The idea of Monte Carlo particle filter algorithm source is to appear in an event frequency refers to the event probability generation P(x) to represent the distribution of large sampling. The advantage of the particle filter algorithm is that it can only handle the Gauss distribution unlike the Kalman filter, and it can handle any form of probability distribution [6] .
Using the Monte Carlo method to simulate a large number of particles, each particle has a state (position) and weight distribution and weights of all these particles together to simulate the target position (or state) of the probability distribution of all particles can be directly to the state by the weighted average estimated value. The idea of Monte Carlo sampling is to replace the integral with the mean value.
... 1 (2) Assuming that N samples can be sampled from a posteriori probability, the calculation of the posterior probability can be expressed as:
(3) The expected value of the current state of the particle:
In the process of applying particle filtering, there is a problem of degradation. After several iterations, the weight of many particles becomes very small and can be ignored. Only a few particles have a larger weight [7] . And the variance of particle weight value increases with time, and the number of effective particles in the state space is less. With the increase of the number of invalid sampling particles, a large amount of computation is wasted on the particles which are almost ineffective in estimating the posterior probability distribution, which makes the estimation performance decline.
The number of effective particles is usually used to measure the degree of degradation of the weight of a particle, that is
In the actual calculation, the number of effective particles can be approximated as:
The most direct way to overcome the weight degradation phenomenon of sequential importance sampling algorithm is to increase the number of particles, which will increase the computation amount and affect the real-time performance of computation. Therefore, the following two ways are generally adopted: a. choose the appropriate importance probability density function; b. after sequential importance sampling, the resampling method is adopted.
Fusion Localization Based on KNN Algorithm and Particle Filter
Particle Motion Model
The state of the particle changes with the change of the motion model. In the motion model, the direction and position of the particles are constantly changing. The changes in the current direction, the next direction, and the direction of a particle are expressed respectively. The location probability in the next direction of the particle can be expressed as. The current position of the particle, however, is the position at the next moment. Eq. 8 and Eq. 9 represent particle motion models, which represent the current position coordinates of particles respectively, representing the displacement of particles in the motion model, representing the angle of particles at t time.
It is impossible for the particle to accurately calculate the posterior probability in real motion, but it can predict its probability value. When the number of particles is relatively large, the posterior probability can be approximated. 
Algorithm Implementation and Simulation
The two algorithms shown in Fig.3 are compared with the fusion algorithm respectively. The fusion algorithm of KNN and PF is closer to the actual standard value than that of two algorithms alone. However, an important factor that affects particle filtering is the number of particles. The number of particles is 200, 400, 600, and the location accuracy is as follows. We can draw a conclusion from the experimental results that when N=600 is KNN+PF, the error is the smallest and the mean square error is 1.9833m.
Conclusion
This paper describes the traditional KNN algorithm in indoor positioning defects and affect the precision of positioning factors, and analysis of particle filter for nonlinear Gauss noise prediction, in order to predict the particle motion model of particle state probability in a moment, and then try to position coordinates of the combined KNN algorithm to predict the user's online positioning stage in the particle filter state next, and do the experiment in the MATLAB simulation, the experimental results show that the positioning method of the combination of the two algorithms not only better than single algorithm in positioning accuracy is improved, but also can effectively inhibit the online stage the accidental error. Figure 6 . Algorithm error contrast diagram. Figure 7 . The relation between the number of particles and the mean distance error.
