Coincident 30 Hz and 100 Hz ultra-shallow seismic data sets acquired across a sedimentary sequence in northern Switzerland are characterized by unusually high levels of source-generated noise (i.e. guided and surface waves). To image reflections in these noisy data it is necessary to apply an extensive processing sequence that includes semi-automatic first-break picking, amplitude scaling, multichannel spiking deconvolution, bandpass-frequency filtering, careful selection and application of top mute functions, iterative velocity and residual static correction analyses, application of NMO corrections and appropriate stretch mutes, linear τ-p filtering and stacking. After processing, nearly identical reflection patterns are observed on the resultant 30 Hz and 100 Hz stacked seismic sections. In particular, an ultra-shallow reflector is mapped beneath the entire length of the approximately 50.3 m long profiles at 1.4-2.3 m depth; differences in depth between the two stacked sections are less than 0.15 m. Since this reflector is practically coincident with an ultrashallow refractor across which the velocity increases from about 275 m/s to over 2100 m/s, it is interpreted as the groundwater table. Such an interpretation is consistent with the groundwater level observed in nearby boreholes. Underlying the ultra-shallow reflection is a quasi-continuous event that originates from 1.9-10.0 m depth. This deeper reflection probably represents the boundary between glaciofluvial and underlying glaciolacustrine sedimentary units. We conclude that state-ofthe-art processing techniques may allow ultra-shallow reflections to be extracted from seismic data dominated by source-generated noise. As shown in earlier studies, the ultra-shallow seismic reflection method is capable of supplying high-resolution subsurface images at locations where the georadar technique is limited by lack of depth penetration. * cedric.schmelzbach@geo.uu.se
INTRODUCTION
Interest in the development and application of ultra-shallow (<10 m depth) wavefield-based geophysical techniques for investigating a wide variety of geological, environmental and engineering problems has grown significantly over the past two decades. At locations where there is rock outcrop or low conductivity overburden, georadar methods are capable of providing vivid images of the ultra-shallow subsurface (Beres et al. 1995; Grasmück and Green 1996) . By comparison, surface-based georadar methods are inappropriate for studying regions overlain by moderately to highly conductive surficial sediments. For example, the penetration depth of georadar waves may be limited to less than 1 m at sites covered by conductive clays. In such areas, ultra-shallow seismic reflection techniques offer the possibility of determining the detailed structure of geological features from the surface to about 10 m depth (Birkelo et al. 1987; Miller et al. 1989; Steeples et al. 1995; Bachrach and Nur, 1998; Branham and Steeples, 1998; Cardimona et al., 1998; Ghose et al. 1998; Baker et al. 1999b; Bachrach and Mukerji 2001; Deidda and Balia 2001; Deidda and Ranieri 2001) .
Ultra-shallow seismic reflection techniques differ from the more common shallow seismic reflection methods primarily in the source and receiver intervals employed; they are typically 0.05-1.20 m for the former versus 2.0-5.0 m for the latter. For successful ultra-shallow seismic surveying, it is necessary to transmit short wavelength signals through the ground. In practice, this requires the generation of broadband seismic signals rich in high frequencies (usually over 200 Hz). Because wavelength is proportional to velocity for a given signal frequency, regions distinguished by low seismic velocities may be particularly amenable to the application of ultra-shallow seismic reflection techniques.
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Recent innovations in ultra-shallow seismic reflection surveying have included the introduction of novel sources (Baker et al. 1999a (Baker et al. , 2000a , 3D data acquisition systems (Bachrach and Mukerji 2001) , S-wave methods (Deidda and Balia 2001; Deidda and Ranieri 2001) and ultra-shallow seismic images recorded during different seasons of the year (Baker et al. 2000b) . At least two studies have provided useful comparisons of coincident ultra-shallow seismic reflection and georadar sections (Cardimona et al. 1998; Baker et al. 2001) .
Most publications concerned with developments in ultra-shallow seismic reflection techniques have been based on high signal-to-noise data sets in which ultra-shallow reflections were clearly distinguishable on the raw unprocessed sections. Here, we report the results of ultra-shallow seismic reflection surveying across an area characterized by very high levels of sourcegenerated noise (i.e. guided and surface waves generated at the surface and at subsurface discontinuities). The region was previously the focus of 2D and 3D shallow seismic investigations by Spitzer et al. (2001 Spitzer et al. ( , 2003 . Within our study site, the shallowest reflection identified on Spitzer et al.'s section originated from a depth of about 23 m.
We present a systematic study of two separate ultra-shallow seismic reflection data sets recorded along the same line, one acquired using 30 Hz geophones and one acquired using 100 Hz geophones. Both data sets are dominated by relatively low-frequency signals with spectra peaking in the 50-150 Hz range. Fortunately, components of signal with frequencies up to 300 Hz are well above ambient noise levels along the entire line and shallow velocities are relatively low at 240-305 m/s. To obtain reliable images of the shallow subsurface, the two data sets are subjected to a common state-of-the-art processing scheme that includes: semi-automatic first-break picking, amplitude scaling, multichannel spiking deconvolution, bandpass-frequency filtering, careful selection and application of top mute functions, iterative velocity and residual static correction analyses, application of NMO corrections and appropriate stretch mutes, linear τ-p filtering and stacking. Independently, first-arrival traveltimes are used to map the properties of a gently undulating ultra-shallow refractor.
Despite the high levels of source-generated noise, the 30 Hz and 100 Hz data sets produce comparably good stacked seismic sections with nearly identical reflection patterns. A continuous reflection that coincides with the ultra-shallow refractor is likely to originate from the groundwater table at less than 3 m depth. A quasi-continuous reflection at 2-10 m depth may represent the boundary between two near-surface geological units.
INVESTIGATION SITE Local geology
The survey area is situated within the Rhine valley of northern Switzerland (Fig. 1) . The landscape and shallow subsurface geology in this region are heavily influenced by the effects of the last two glaciations (Riss, 200 000-100 000 years ago; Würm, 28 000-10 000 years ago). Information on the sequence of Quaternary sediments that cover the survey area can be extrapolated from borehole AZ 716 (for location see Fig. 1 ; NAGRA 1992) to the location of the ultra-shallow seismic reflection profile via Spitzer et al.'s (2001 Spitzer et al.'s ( , 2003 E-W and N-S seismic reflection profiles. At the top of this borehole (Fig. 2) , a layer of gravely clay about 2 m thick overlies a sequence of sand and coarse gravel. Close to a depth of 12 m, a sand-and clay-rich gravel unit is observed. These three units correspond to recent alluvial deposits and Würm-age glaciofluvial and glaciolacustrine sediments, respectively. The groundwater table is known to vary temporally and spatially from 1-6 m below the generally flat surface (Spitzer et al. 2001 (Spitzer et al. , 2003 . Spitzer et al., 2003) Glaciolacustrine sediments (Seismic facies B; Spitzer et al., 2003) Range of groundwater-table depth 0
FIGURE 2
Geological log from borehole AZ 716 (for location see Fig. 1 ). Only the upper ~15 m of the ~83 m long log are displayed. Spitzer et al.'s (2001 Spitzer et al.'s ( , 2003 N-S seismic reflection data set (dashed line) was acquired on the opposite side of the gravel path (grey shading). For location see 
Previous studies
High-resolution seismic reflection investigations conducted by Spitzer et al. (2001 Spitzer et al. ( , 2003 have led to an improved understanding of the Quaternary sedimentary history in this area. Two pilot 2D profiles and a 3D seismic reflection data set provided images of structures over a depth range of 20-150 m (Fig. 3) . Spitzer et al. (2001 Spitzer et al. ( , 2003 identified four major lithological units in their data. At progressively increasing depths they were: glaciofluvial (Unit A in Fig. 3 ), glaciolacustrine (Unit B) and morainal unconsolidated sediments, and Tertiary-age Molasse sandstone basement (Unit D).
Towards the north, the boundary between the glaciofluvial and the glaciolacustrine sediments (Interface I) and the boundary between the glaciolacustrine sediments and Molasse sandstone Fig. 3 . These very shallow interfaces are potential targets for ultra-shallow seismic reflection surveying.
FIELD PROCEDURES Source tests
Before collecting the seismic reflection data, we tested a number of energy sources: (i) a 5 kg sledgehammer, (ii) a plastic hammer of the same size but less heavy than the sledgehammer, (iii) a small 1 kg hammer, (iv) a 12-gauge shotgun with blank cartridges, and (v) explosives. A 0.2 x 0.2 x 0.02 m steel baseplate was employed with the hammer sources. The explosives included caps (~0.3 g of explosive) and charges of 25 and 50 g. The 5 kg sledgehammer and explosive caps provided source gathers with the highest temporal resolution; they had comparable signal strengths, highfrequency contents and bandwidths. By comparison, the plastic and small hammers yielded source gathers characterized by weak signals, and the energy produced by the small explosive charges and shotgun exceeded the capacity of many geophones (i.e. traces were clipped), largely because of the short 0.5-12 m source-receiver offsets required for ultra-shallow seismic surveying. Since our data were collected along compacted pathways, the simple and inexpensive sledgehammer source was used for the surveys.
Recording
Two ultra-shallow seismic reflection profiles, one using 30 Hz geophones and the other using 100 Hz geophones, were recorded along the same line. Identical source and receiver positions were used for the two profiles. The 30 Hz and 100 Hz surveys were separated by four days. Weather and surface conditions were comparable for the two surveys. Apart from the receiver types, the acquisition parameters for the two surveys were identical (Table 1) . Two strikes of the 5 kg sledgehammer were recorded with a 120-channel 24-bit seismograph. A 70 Hz low-cut field filter reduced the effects of highamplitude low-frequency source-generated noise. Source and receiver intervals were 0.1 m along the 50.3 m long line (Fig. 4 ). Receivers were placed directly beside the gravel path, whereas the source points were located on the path, 0.3-0.5 m from the receiver line; for logistical reasons, a few source points were placed as far as 0.9 m from the receiver line. Short source-receiver offsets yielded a dense sampling of the nearsource wavefield with high CMP coverage. Figure 5 shows the distribution of source-receiver offsets and fold for each of the 1008 CMPs. The 12 m long asymmetric spread included source-receiver offsets from -4 to +8 m and a nominal fold of 60 in the centre. Fold decreased at the ends of the line as a result of roll-on and roll-off.
ANALYSIS OF THE RAW DATA Hints of a reflection in the raw data
Two typical raw source gathers recorded at the same location, one with 30 Hz geophones and the other with 100 Hz geophones, highlight the dominance of source-generated noise in this region (Figs 6a and 6c). The first arrivals in these source gathers are the (Figs 6b and 6d) , respectively. The rapid changes in slope of the first arrivals at 3-4 m source-receiver offset indicate an abrupt change in velocity at shallow depths. There is only a hint of a reflection R in the raw data. It is possible to fit a hyperbola to this event with an intercept time of about 14 ms and a normal-moveout velocity of about 240 m/s, similar to the apparent velocity of about 270 m/s of the direct P-wave (Figs 6b and 6d) . Events observed at later times include slow-travelling surface waves and scattered energy from subsurface features S with apparent velocities in the 90-120 m/s range, and interpreted guided phases G with apparent velocities of about 350 m/s (Robertsson et al. 1996a (Robertsson et al. , 1996b .
Reverberations of the steel baseplate are seen in about 30% of all source gathers (event V in Fig. 6c ). These reverberations appear as repetitions of the linear direct-and surface-wave patterns. They are weaker in amplitude than the primary signals.
Fortunately, all reverberations occurred at traveltimes greater than 50 ms, much later than the target reflections.
Frequency as a function of time and offset
Power spectra derived from source gathers distributed along the line are remarkably similar (Figs 7a and 7b) , demonstrating that coupling from the sources and receivers to the ground is uniform. For both the 30 Hz and 100 Hz data sets, seismic signals are distinguished by frequencies of 10-300 Hz. At frequencies greater than 300 Hz, the records are dominated by ambient and scattered noise. Figure 7 (c) demonstrates that the 30 Hz data have slightly higher energy content than the 100 Hz data at frequencies less than 50 Hz, but generally lower energy content at higher frequencies.
Changes in frequency content with offset and time are analysed for a single 100 Hz source gather in Fig. 8 . The important 50-300 Hz components of the signal are preserved in all offset ranges, whereas energy levels at the dominant frequencies decay markedly with increasing offset (Fig. 8b) . Signals in the 50-300 Hz frequency bandwidth are observed primarily at traveltimes up to about 100 ms (Fig. 8d ).
Refraction analysis
By inverting the traveltimes of the direct and refracted P-waves, it was possible to determine a relatively high-resolution model of shallow subsurface velocities. The traveltimes of the first arrivals were picked semi-automatically from the 30 Hz and 100 Hz data sets using a neural-network scheme. Interference of first arrivals with source-related noise (e.g. the air wave) complicated the picking process, such that frequent intervention in the automatic picking process was necessary.
First arrivals at short source-receiver distances had an average apparent velocity of 275 ± 25 m/s, with minimum and maximum values of 240 and 310 m/s. To estimate the depths to the principal refractor Re and associated underlying velocities, we based our calculations on a simple model with a single 275 m/s surface layer overlying a half-space. The 'diminishing residual matrices' method (Gulunay 1985) provided robust solutions for both data sets. Reliable estimates of refractor depths and velocities were obtained over horizontal distances x = 0-35 m. Average refractor velocities in this region were 2460±470 m/s and 2140±270 m/s for the 30 Hz and 100 Hz data sets, respectively (Fig. 9a) , whereas the depth to refractor Re varied from 1.2-2.3 m (Fig. 9b) , with the 30 Hz data providing slightly deeper estimates by 0.10-0.25 m. At horizontal distances x >35 m, low signal-to- noise data resulted in poorly constrained refractor depths and velocities (not displayed here).
SEISMIC REFLECTION DATA PROCESSING
Our seismic reflection processing sequence was based on schemes proposed by Büker et al. (1998) and Spitzer et al. (2001 Spitzer et al. ( , 2003 . It included data preparation, enhancement of reflections in the source domain and CMP processing that involved linear τ-p filtering and stacking (Fig. 10) . A commercial seismic software package operating on a workstation was employed for this purpose.
Amplitude scaling and deconvolution
A correction for geometrical spreading using a constant velocity of 275 m/s partly compensated for the decay of amplitudes with distance and traveltime (Fig. 11b) . Subsequent application of a 60 ms automatic gain control further equalized the amplitude levels (Fig. 11c ). Various deconvolution routines (i.e. singlechannel spiking and predictive deconvolution, multichannel spiking deconvolution, spectral whitening) were tested on the data. Multichannel spiking deconvolution (Sheriff and Geldart 1995) with a 60 ms operator length yielded satisfactory results in terms of generally decreased autocorrelation values, improved resolution and associated broadening of the spectrum. Figure 12 shows the results of applying multichannel spiking deconvolution, a 140-400 Hz band-pass filter (Butterworth filter with 6 poles, providing 36 dB/octave) and trace equalization (equalized to the absolute mean value within a 5-60 ms window) to a typical 100 Hz source gather. These processing steps suppressed successfully most of the surface waves and other low-frequency events, revealing one or more clearly distinguishable hyperbolicshaped events on the source gathers (e.g. Fig. 12d ).
FIGURE 12
Results of applying multichannel spiking deconvolution to a typical 100 Hz raw source gather. The left column displays (a) the raw source gather, (b) its autocorrelogram and (c) its power spectrum. The right column displays (d) the same source gather after multichannel spiking deconvolution, (e) its autocorrelogram and (f) its power spectrum. Each trace is normalized with respect to the mean absolute amplitude of all traces of the respective gather.
FIGURE 13
Identification of ultra-shallow reflections in three 100 Hz CMP gathers that were subjected to multichannel spiking deconvolution. Reflections R1 and R2 and possible multiple M1 are discussed in the text. Corresponding rms velocities are shown in boxes. Each trace is normalized with respect to the mean absolute amplitude of all traces of the respective gather.
Processing in the CMP t -x domain
The hyperbolic-shaped event R1 with normal-moveout (NMO) velocities of 240-305 m/s can be traced through the entire deconvolved data set (e.g. Fig. 13 ). It has an intercept time of 10-17 ms. A second reflection R2 is clearly observed on CMPs 790-980 (e.g. Fig. 13c ) and less clearly on other CMPs. Event M1 in Fig. 13(a) is probably a first-order multiple of reflection R1 (discussed later in the paper). Our processing scheme is designed to enhance reflection R1.
After arranging the data into common-midpoint (CMP) gathers, we applied top-mute functions to reduce the effects of the direct and refracted arrivals. Stacking velocities and residualstatic corrections were then determined in an iterative fashion (Fig. 14) . Subsequently, a range of stretch mutes were tested. Figure 15 shows a top-mute function and three stretch-mute functions superimposed on a provisional NMO-corrected CMP gather. After analysing CMP gathers along the length of the recording line, maximum allowed wavelet stretching was set at 55% (blue line in Fig. 15) ; the 30% stretch mute (yellow line) reduced the fold significantly and the 80% stretch mute (green line) resulted in excessive frequency distortion (Miller 1992) .
Using an interactive velocity analysis tool, stacking velocities were picked on the basis of semblance values, uncorrected and NMO-corrected CMP gathers and constant velocity stacks. Figures 16(a) and 16(c) show the initial velocity analyses of two 100 Hz CMP gathers. In an effort to define the stacking velocities better, we analysed CMP supergathers that had been subjected to linear τ-p processing (Figs 16b and 16d ; supergathers were composites of three adjacent CMPs; linear τ-p processing is described in the next section). The hyperbolic character of the shallow reflections and their semblance maxima were marginally better defined on the CMP supergathers than on the individual CMP gathers. In general, the stacking velocities for the R1 reflection on both the 30 Hz and 100 Hz data sets varied between 240 and 305 m/s.
In an attempt to enhance the general quality of the stacked sections, surface-consistent residual static corrections were estimated and applied. For two successive series of computations, the correlation window was set at 10-75 ms and the residual static corrections were limited to ±2 ms. The sums of the resultant residual static corrections were less than ±1.5 ms for the majority of traces.
Processing in the CMP τ τ-p domain
Seismic data are recorded as a function of traveltime t and source-receiver offset x. As a consequence, most of the processing steps are performed in the t-x domain. However, transforming seismic data to other domains provides opportunities to carry out certain operations more easily and efficiently. One of these domains is the intercept τ versus ray parameter p (slowness or inverse horizontal phase velocity) domain. Spitzer et al. (2001 Spitzer et al. ( , 2003 have shown how processing 2D and 3D high-resolution seismic reflection data in the linear τ -p domain can reduce source-generated noise and enhance shallow reflections.
Essential elements of our linear τ -p processing scheme are: 1 NMO corrections applied to CMP gathers flatten reflections to nearly horizontal events (Fig. 17a) . 2 Linear τ -p transformation maps horizontal events (e.g. NMOcorrected reflections) to smeared points near p = 0 (Fig. 17b) . Various stretch-mute functions and hand-picked top-mute function superimposed on an NMO-corrected 100 Hz CMP gather (displayed without mutes). A stretch mute of 55% combined with the top mute (red line) was eventually applied to all data.
3 Reverse linear τ -p transformation over a limited slowness range of p = ±2.9 ms/m enhances linear events by suppressing random noise and excluding events with unrealistic P-wave slownesses (Fig. 17c) . 4 Inverse NMO corrections yield CMP gathers with enhanced reflections for refined velocity analysis (Figs 16b and 16d) and stacking.
The results of applying the processing steps shown in Fig. 14 to typical 30 Hz and 100 Hz CMP gathers are highlighted in Fig.  18 . Hand-picked top-mute functions effectively eliminated the direct and refracted waves and two applications of successively computed residual-static corrections yielded CMP gathers with clear hyperbolic-shaped reflections (Figs 18b and 18h) . NMO corrections flattened the shallow reflections (Figs 18c and 18i) and processing in the τ -p domain suppressed random noise and further enhanced reflection coherence (Figs 18e and 18k) .
STACKED TIME SECTIONS
The final stacked time sections derived from the 30 Hz and 100 Hz data sets are displayed in Fig. 19 . For the R1 reflection at about 15 ms on both sections, a dominant frequency of 200 Hz provides a vertical resolution of about 0.34 m (using the onequarter wavelet criterion and a velocity of 275 m/s) and a horizontal resolution of about 2.5 m (Fresnel zone width). For comparison, a georadar survey conducted with 50 MHz antennae would yield vertical and horizontal resolutions of about 0.5 m and about 3.0 m, respectively (assuming a typical velocity of v ≈ 0.1 m/ns for unsaturated sand-and gravel-rich sediments; Beres et al. 1995 Beres et al. , 1999 .
Although there are numerous features at traveltimes less than 40 ms, we concentrate our interpretation on those continuous and quasi-continuous events that can be traced through the entire processing sequence (i.e. those marked by the blue, red and green lines in Fig. 13 ). Reflection R1 is observed on the final 30 Hz and 100 Hz sections at 10-17 ms, corresponding to depths of 1.4-2.3 m. To within about 0.5 ms, this reflection has the same traveltime on the two sections. Refractor Re (see Fig. 9 ) coincides closely with the onsets of reflection R1 between CMPs 2 and 600. We conclude that reflection R1 and refraction Re map the same interface along this length of the recording line. Reflection R2 is visible on both sections between CMPs 790 and 980 at 14-17 ms, corresponding to depths of 1.9 m and greater. We speculate that the quasi-continuous event delineated by the dashed red line may correspond to a southward extension of reflection R2.
Refraction processing yielded a velocity increase across interface Re from about 275 m/s to over 2100 m/s. An interface with such a large velocity increase would not only be the source of primary reflections, but also of multiples. Event M1, which is observed at approximately double the traveltime of reflection R1 and is distinguished by a low rms velocity (see Fig. 13a ), is interpreted as a first-order multiple of reflection R1.
Apart from R1, R2 and M1, no reflections were confidently identified on the processed source and CMP gathers. Uninterpreted discontinuous features on the sections of Fig. 19 could be: (i) reflections representing the shallow stratigraphy, (ii) source-generated noise (e.g. guided waves), or (iii) process- ing artefacts (e.g. filter effects). Noise of unknown origin N dominates the 100 Hz section below about 60 ms.
INTERPRETATION
In Fig. 3 , boundary III between the unconsolidated Quaternary sediments and the Tertiary-age Molasse sandstone basement is well-resolved at about 23-25 m depth beneath our ultra-shallow seismic reflection line. In contrast, boundary I between the glaciofluvial and glaciolacustrine sediments is not observed in this region of Fig. 3 . After removing refraction static time shifts applied to Spitzer et al.'s (2001 Spitzer et al.'s ( , 2003 data set, it is possible to superimpose our ultra-shallow seismic reflection section on the relevant portion of their high-resolution section (Fig. 20) .
The uppermost seismic layer with P-wave velocities of 240-305 m/s (determined during refraction and reflection processing) corresponds either to recently deposited gravely clay or to glaciofluvial sand and gravel. If unsaturated, such sediments have velocities in the range 100-600 m/s (Knödel et al. 1997) . The prominent velocity increase to over 2100 m/s is probably associated with the transition from unsaturated to saturated sediments. Thus, reflection R1 and refractor Re are interpreted as representing the groundwater table lying at 1.4-2.3 m depth (Figs 19 and 20) , consistent with observations of the groundwater level in nearby boreholes (Spitzer et al. 2001 (Spitzer et al. , 2003 . It is 
FIGURE 20
Ultra-shallow 100 Hz seismic reflection section (black reflections) superimposed on Spitzer et al.'s (2001 Spitzer et al.'s ( , 2003 high-resolution seismic reflection section (light-grey reflections). The groundwater table is probably represented by ultra-shallow reflection R1 (Fig. 19 ) and refractor Re (Fig. 9) . Ultrashallow reflection R2 may correspond to boundary I between seismic facies A (unconsolidated glaciofluvial sediments) and B (unconsolidated glaciolacustrine sediments Spitzer et al. 2001 Spitzer et al. , 2003 De Iaco et al. 2002) . We suspect that R2 and its proposed southward extension is a possible reflection from Boundary I between seismic facies A (glaciofluvial sediments) and B (glaciolacustrine sediments).
CONCLUSIONS
To image very shallow interfaces and other physical-property discontinuities within and between sequences of alluvial, glaciofluvial and glaciolacustrine sediments, we have acquired and processed ultra-shallow seismic reflection data. Two ultrashallow high-fold seismic reflection surveys, one employing vertical 30 Hz geophones and the other employing vertical 100 Hz geophones, were conducted along the same line using identical source and receiver positions. Although source-generated noise dominated the raw data, there were hints of reflections in a number of source gathers. Distinct changes in the firstarrival apparent velocities were evidence of a relatively abrupt change in velocity at very shallow depths. Analysis of the firstarrival traveltimes provided a simple model in which a lowvelocity (~275 m/s) surface layer was separated from an underlying high-velocity (>2100 m/s) half-space by an undulating boundary at 1.2-2.3 m depth.
Although several underlying assumptions were violated in applying deconvolution routines to the ultra-shallow seismic reflection data (e.g. the small-spread assumption; see Yilmaz 2001) , multichannel deconvolution proved to be an effective tool for enhancing reflected energy at the expense of surface waves and other low-frequency noise. A hyperbolic-shaped event R1, characterized by NMO velocities of 240-305 m/s, could be followed through the entire data set at 10-17 ms. To ensure that first arrivals and guided waves were not inadvertently misprocessed and misinterpreted as reflections, hand-picked top-mute functions were applied to the data. Stacking velocities and residualstatic corrections were then determined in an iterative fashion. A τ-p processing scheme improved the signal-to-noise ratio by emphasizing hyperbolic-shaped events and suppressing random noise.
The final stacked time sections revealed a prominent ultrashallow reflection that could be followed on source and CMP gathers at various processing stages. We interpreted the large velocity increase from about 275 m/s to over 2100 m/s across this shallow interface to be the transition from unsaturated to saturated sediments. We suggested that the coincident near-surface refraction and reflection (Re and R1 in Fig. 19 , respectively) mapped the groundwater table at ~1.4 to ~2.3 m depth along most of the 50.3 m long profile. This depth range was consistent with the depths to the groundwater table observed in nearby boreholes (Spitzer et al. 2001 (Spitzer et al. , 2003 .
Unfortunately, none of the interfaces imaged by the earlier high-resolution seismic reflection survey undertaken by Spitzer et al. (2001 Spitzer et al. ( , 2003 could be confidently identified on the ultrashallow seismic reflection section. We suggested that the quasicontinuous reflection R2 (Figs 19 and 20) may represent the shallow interface between the glaciofluvial deposits and the underlying glaciolacustrine sediments.
Comparisons between the 30 Hz and 100 Hz data sets demonstrated that:
• although the same events were identified in the 30 Hz and 100 Hz data, the 30 Hz data set was affected more by low-frequency surface waves than the 100 Hz data set and there was a tendency in the 30 Hz data towards lower frequencies;
• processed CMP gathers and stacked sections resulting from the two data sets were very similar;
• identical reflections were identified on the two sections, but those on the 30 Hz section were imaged at slightly later times (traveltime differences were generally less than 0.5 ms, corresponding to depths of less than 0.15 m).
Differences between the final 30 and 100 Hz seismic sections may be due to (i) differences in the geophone responses, (ii) the lower dominant frequencies of the 30 Hz data compared to the 100 Hz data, and (iii) uncertainties in the velocity models and other processing-related differences. However, identification of the shallow reflections, their depth estimates and interpretation do not differ significantly between the two data sets.
The present study has confirmed that the ultra-shallow seismic reflection technique can be a powerful tool for imaging the near subsurface. In particular, we have demonstrated that stateof-the-art processing techniques allow ultra-shallow reflections to be extracted from seismic data dominated by source-generated noise. As suggested by others (Cardimona et al. 1998; Baker et al. 2001) , the ultra-shallow seismic reflection method may be an alternative to the georadar technique at locations where depth penetration of the latter is limited. Furthermore, in regions where coincident ultra-shallow seismic reflection and georadar surveying methods can be applied, the two data sets provide complementary information on the electromagnetic and elastic properties of the subsurface.
