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1. Introduction
In studying the numerical approximation to a nonlinear differential equation that models oscilla-
tions, a nonlinearmatrix equation is raised byMargulies andMargulies [1]. The equation is of the form
Ax = f (x), (1)
where A is an n×n symmetricmatrix and f is in a class of functionswhich they call “mildly nonlinear”,
i.e.
f (x) = ax+ − bx− + g(x)
where
lim||x||→∞
g(x)
||x|| = 0.
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They also identify a particular set of points (a, b) in the plane, called the “Fucˇík Spectrum” and
present some theorems that describe the spectrum. The Fucˇík Spectrum was introduced in [4,5], and
has been the subject of many research papers since that time. Most research to date has studied the
continuous case for a variety of ODEs and PDEs. Themain theorem in [1] showed solvability for (a, b) in
the complement of the Fucˇík Spectrum, i.e. the so-called nonresonance case. Specifically, they assume
that (a, b) canbe connected to apoint (λ, λ)witha curve that containsnopoints in the Fucˇík Spectrum.
We are interested in the same equation, but where A is a persymmetric matrix of the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 + t −(1 + t) 0 0 . . . . . . . . .
−1 2 + t −(1 + t) 0 . . . . . . . . . 0
0 −1 2 + t −(1 + t) . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . −1 2 + t −(1 + t) 0
0 . . . . . . . . . 0 −1 2 + t −(1 + t)
0 . . . . . . . . . 0 0 −1 2 + t
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This matrix arises when approximating a differential equation that includes a friction term. We con-
sider the properties of the Fucˇík Spectrum for A and then investigate the solvability of the nonlinear
equation. We consider both the resonance and nonresonance case, i.e. when (a, b) is, or is not, an ele-
ment of the Fucˇík Spectrum. In the resonance case we assume a Landesman–Lazer [2] type condition.
We organize the paper as follows. In Section 2 we provide appropriate definitions and notation,
and we introduce the type of nonlinear equation which will be studied. In Section 3 we prove some
structural lemmas for the Fucˇík Spectrum. In Section 4 we prove solvability of the nonlinear equation
under certain conditions. In Section 5 we provide an example for the 2 × 2 case.
2. Definitions and preliminaries
Let A′ be the real n × nmatrix
A′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 0 0 . . . . . . . . . 0
−1 2 −1 0 . . . . . . . . . 0
0 −1 2 −1 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . −1 2 −1 0
0 . . . . . . . . . 0 −1 2 −1
0 . . . . . . . . . 0 0 −1 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
so that A′ is a symmetric matrix modeling the negative second derivative. Let x be a vector of n com-
ponents, i.e.
x =
⎡
⎢⎢⎢⎢⎣
x1
...
xn
⎤
⎥⎥⎥⎥⎦ .
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Let F be the real n × nmatrix,
F =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −1 0 0 . . . . . . . . . 0
0 1 −1 0 . . . . . . . . . 0
0 0 1 −1 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . 0 1 −1 0
0 . . . . . . . . . 0 0 1 −1
0 . . . . . . . . . 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
so that F is a discrete approximation of the negative first derivative. In problems describing oscillations
with friction, we obtain ordinary differential equations containing the operator −u′′ − tu′, where t
represents a damping coefficient. In practice t > 0 , whereas in frictionless oscillation we have t = 0,
so we set t ≥ 0. A discrete approximation of the ODE will have the operator A′ + tF .
The equation we studied is
A′x + tFx = ax+ − bx− + g(x)
which can be simplified to
Ax = ax+ − bx− + g(x),
where A = A′ + tF .
As in [1], we assume
lim||x||→∞
g(x)
||x|| = 0,
where
||x|| =
√
x21 + x22 + x23 + · · · + x2n.
Let
x+ =
⎡
⎢⎢⎢⎢⎣
x
+
1
...
x+n
⎤
⎥⎥⎥⎥⎦
and
x− =
⎡
⎢⎢⎢⎢⎣
x
−
1
...
x−n
⎤
⎥⎥⎥⎥⎦
where x
±
i = max(±xi, 0). Notice that x = x+ − x−, |xi| = x+i + x−i , and x± are continuous functions
of x.
Our understanding of the problem above will depend strongly on the special case
Ax = ax+ − bx−. (2)
This can be thought of as the asymptotic case which is reached when ||x|| → ∞.
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Definition 1. The Fucˇík Spectrum, denoted by A−1, of an n × nmatrix A is
A−1 := {(a, b) ∈ R|there is a nontrivial solution to (2)}.
Observe that if x is a solution of (2) then rx is a solution of (2) for all r  0.
3. Structural lemmas for the Fucˇík Spectrum
Webegin this section by investigating the eigenvalues of A. Consider the equation (A−λI)x = 0 for
the n-dimensional matrix A−λI, noted as An −λI. To find eigenvalues we need to solve |An −λI| = 0.
Notice the matrix An − λI has a special form:
An − λI =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 + t − λ −(1 + t) 0 0 . . . . . . . . . 0
−1 2 + t − λ −(1 + t) 0 . . . . . . . . . 0
0 −1 2 + t − λ −(1 + t) . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . −1 2 + t − λ −(1 + t) 0
0 . . . . . . . . . 0 −1 2 + t − λ −(1 + t)
0 . . . . . . . . . 0 0 −1 2 + t − λ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We define Dn(λ) := |An − λI|. Calculating Dn(λ) from the lower-right corner, assuming n  3, we
derive the recurrence relation
Dn(λ) = (2 + t − λ)Dn−1(λ) − (−1)(−(1 + t))Dn−2(λ)
= (2 + t − λ)Dn−1(λ) − (1 + t)Dn−2(λ).
Hence,
Dn+2(λ) = (2 + t − λ)Dn+1(λ) − (1 + t)Dn(λ)
for n = 1, 2, 3, . . .
Lemma 1. Dn(2+ t + x) = Dn(2+ t − x)when n is even, and Dn(2+ t + x) = −Dn(2+ t − x)when
n is odd.
Proof. It is easy to check that D1(2 + t + x) = −D1(2 + t − x) and D2(2 + t + x) = D2(2 + t − x).
Suppose for n = 1, 2, 3, . . . , 2k, we have Dn(2 + t + x) = Dn(2 + t − x) when n is even, and
Dn(2 + t + x) = −Dn(2 + t − x) when n is odd.
When n = 2k + 1
D2k+1(2 + t + x) = (2 + t − (2 + t + x))D2k(2 + t + x) − (1 + t)D2k−1(2 + t + x)
= −xD2k(2 + t + x) − (1 + t)D2k−1(2 + t + x)
= −((2 + t − (2 + t − x))D2k(2 + t + x) − (1 + t)D2k−1(2 + t − x))
= D2k+1(2 + t − x).
When n = 2k + 2
D2k+2(2 + t + x) = (2 + t − (2 + t + x))D2k+1(2 + t + x) − (1 + t)D2k(2 + t + x)
= −xD2k+1(2 + t + x) − (1 + t)D2k(2 + t + x)
= (2 + t − (2 + t − x))D2k+1(2 + t + x) − (1 + t)D2k(2 + t − x)
= D2k+2(2 + t − x). 
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From this lemma we have
Dn(4 + 2t) = ±Dn(0).
Lemma 2. Dn(λ) > 0, when λ  0.
Proof. Note that when λ  0, we have
D2(λ) − (t + 1)D1(λ) = (2 + t − λ)2 − (−1)(−1(t + 1)) − (t + 1)(2 + t − λ)
= (t + 1)(−λ) + (1 − λ)2
 (1 − λ)2
 1.
So D2(λ) > (t + 1)D1(λ) = (t + 1)(2 + t − λ) > 0.
Now we argue inductively. Suppose when λ  0, we have , Dn+2(λ) − (t + 1)Dn+1(λ) > 0 and
Dn+2(λ) > 0, for n = 0, 1, 2, 3, . . . , r. Note that
Dr+3(λ) − (t + 1)Dr+2(λ) = Dr+2(λ) − (1 + t)Dr+1(λ) − λDr+1(λ)
 Dr+2(λ) − (1 + t)Dr+1(λ)
> 0.
Hence, for n = r + 1, Dn+2(λ) − (t + 1)Dn+1(λ) > 0 and Dn+2(λ) > 0 holds. Thus Dn(λ) > 0 for
λ  0. 
Lemma 3. An has n positive distinct real eigenvalues.
Proof. We prove there are n different real zeros for Dn(λ) by using mathematical induction. Dn(λ) is
a polynomial of degree n, so it has at most n zeros. It is easy to check D1(λ) = 0 has 1 real solution
λ = 2 + t, and D2(λ) = 0 has 2 different real solutions λ = 1 + t ± √1 + t where √1 + t  1 for
t  0.We observe that D1(0) > 0,D1(4+ 2t) < 0,D1(1+ t−√1 + t) > 0,D1(1+ t+√1 + t) <
0;D2(0) > 0,D2(2 + t) < 0,D2(4 + 2t) > 0.
First, suppose for n = 2, . . . ,m, Dn(λ) has n different real zeros, noted as
x1, x2, x3, . . . , xn−1, xn.
Arrange the solutions in order so that x1 < x2 < x3 < · · · < xn−1 < xn. Consider a set
{x0, x1, x2, x3, . . . , xn−1, xn, xn+1},
where
0 = x0 < x1 < x2 < x3 < · · · < xn−1 < xn < xn+1 = 4 + 2t.
Also suppose that when i  1 we have
Dn−1(xi) > 0, when i is odd
and
Dn−1(xi) < 0, when i is even.
It is easy to check that these assumptions are true for n = 2.
Now we prove that for n = m + 1, Dm+1(λ) hasm + 1 real zeros and when i  1,
D(m+1)−1(xi) > 0, when i is odd
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and
D(m+1)−1(xi) < 0, when i is even.
Consider a set
{α0, α1, α2, . . . , αm, αm+1},
where
0 = α0 < α1 < α2 < · · · < αm = 4 + 2t
and {α1, ..., αm} are all of the real zeros of Dm(λ). From Lemma 2, Dm+1(α0) > 0 and
Dm+1(α1) = (2 + t − α1)Dm(α1) − (1 + t)Dm−1(α1) = −(1 + t)Dm−1(α1) < 0.
Note that when i > 0,
Dm+1(αi) = (2 + t − αi)Dm(αi) − (1 + t)Dm−1(αi) = −(1 + t)Dm−1(αi)
Dm+1(αi+1) = (2 + t − αi+1)Dm(xi+1) − (1 + t)Dm−1(αi+1) = −(1 + t)Dm−1(αi+1).
From the assumption, Dm−1(αi) and Dm−1(αi+1) have different signs. Hence Dm+1(αi+1) and
Dm+1(αi) have different signs. On the other hand, Dn(λ) is a polynomial so it is continuous.
There must be one zero between each αi and αi+1. Because Dm+1(α0) and Dm+1(α1) also have
different signs, there are a total of m + 1 different real zeros for Dm+1(λ), namely, β1, β2, β3, . . . ,
βm, βm+1. Dm+1(λ) has at most m + 1 zeros so {β1, β2, β3, . . . , βm, βm+1} includes all zeros for
Dm+1(λ).
Note that
αi < βi < αi+1 < βi+1 < αi+2.
So the signs for Dm(βi), i = 1, 2, 3, . . . ,m + 1 alternate.
For example: Because αi for i = 1, 2, . . . ,m includes all the zeros for Dm(λ), Dm(βi) is either
positive or negative. It is obvious that Dm(β0 = 0) > 0, Dm(α1) = Dm(α2) = 0. Thus,
Dm(λ) > 0, when λ ∈ (0, α1)
Dm(λ) < 0, when λ ∈ (α1, α2).
Since α0 < β1 < α1 < β2 < α2, Dm(β1) > 0,Dm(β2) < 0. Hence for n = m + 1, Dn(λ) has n real
zeros and when i  1,
Dn−1(xi) > 0, when i is odd
and
Dn−1(xi) < 0, when i is even. 
Lemma 4. All real eigenvalues for An lie in (0, 4 + 2t).
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Proof. From Lemma 1 we know that the value for function Dn(λ) is even or odd symmetric. From
Lemma 2, Dn(λ) > 0, when λ  0. So D2k(λ) > 0,D2k+1(λ) < 0, when λ  (4 + 2t). This implies
that all of the zeros lie in (0, 4 + 2t). 
Lemma 5. The smallest, or principal, eigenvalue of A, which we call λ1, is simple and has an eigenvector
whose components all have the same sign.
Proof. We can write matrix A as
A = (2 + t)I − M,
where
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 (1 + t) 0 0 . . . . . . . . . 0
1 0 (1 + t) 0 . . . . . . . . . 0
0 1 0 (1 + t) . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . 1 0 (1 + t) 0
0 . . . . . . . . . 0 1 0 (1 + t)
0 . . . . . . . . . 0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We denote an eigenvalue ofM as λ∗.
If Mx = λ∗x, then Ax = ((2 + t) − M)x = (2 + t − λ∗)x, so the greatest eigenvalue of M, λn∗,
corresponds to the smallest eigenvalue of A, λ1.
M is a non negative irreducible matrix. According to the Perron–Frobenius theorem,M has a dom-
inant simple eigenvalue. The eigenvector corresponding to the greatest eigenvalue of M, λn
∗, has all
positive components or all negative components. Thus, the eigenvalue corresponding to the smallest
eigenvalue of A, λ1, has all positive or all negative components. 
At this point we turn our attention to the Fucˇík Spectrum. We start with a reminder of what [1]
tells us.
Lemma 6. Let A be a matrix with real eigenvalues of order n. Then the Fucˇík Spectrum of A is a subset of a
set of finitely many algebraic curves. In particular, the Fucˇík Spectrum does not contain an open set. A−1 is
a closed set ofR+ [1].
The next lemma is standard formatrices having principal eigenvalues whose eigenvectors lie in the
positive cone.
Lemma 7. A−1 contains the lines a = λ1 and b = λ1, where λ1 is the smallest, or principal eigenvalue
of A, and every associated eigenfunction has either all positive or all negative components, respectively.
Proof. If Ax = λ1x, where x has all non-negative components, then x = x+ and x− = 0, so Ax =
λ1x
+−bx− for all b ∈ R. Thus the line a = λ1 is contained inA−1. If x has all non-positive components
then, similarly, the line b = λ1 is contained in A−1.
Since our matrices are persymmetric rather than symmetric, it is useful to establish a link between
the Fucˇík Spectrum, and the associated eigenvectors, of a matrix and its transpose. The next lemma
considers a class of matrices that includes A as a special case. Consider the matrix
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Fig. 1. Example of Fucˇík Spectrum for 3 × 3 case, t = 1.
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1 γ 0 0 . . . . . . . . . 0
θ h2 γ 0 . . . . . . . . . 0
0 θ h3 γ . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . θ hn−2 γ 0
0 . . . . . . . . . 0 θ hn−1 γ
0 . . . . . . . . . 0 0 θ hn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where γ, θ are any real numbers. 
Lemma 8. If x is a nontrivial solution of Bx = ax+ − bx−, then
y =
⎡
⎢⎢⎢⎢⎣
y1
...
yn
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
(
γ
θ
)1x1
...
(
γ
θ
)nxn
⎤
⎥⎥⎥⎥⎦
is a solution of BTy = ay+ − by−. In this case we will denote y as η(x). Note that η(tx)=tη(x) for scale
t ∈ R.
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Proof. Suppose x has n components, namely, {x1, x2, . . . , xn}. If Bx = ax+ − bx− holds, we can write
the expression in the following way
(Bx − ax+ + bx−) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f1 γ 0 0 . . . . . . . . . 0
θ f2 γ 0 . . . . . . . . . 0
0 θ f3 γ . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . θ fn−2 γ 0
0 . . . . . . . . . 0 θ fn−1 γ
0 . . . . . . . . . 0 0 θ fn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎢⎣
x1
...
xn
⎤
⎥⎥⎥⎥⎦ = 0,
where fi = (hi − a) and xi = x+i when xi  0; fi = (hi − b) and xi = −x−i when xi  0. We can
rewrite this matrix product as n equations of the form θxi−1 + fixi + γ xi+1 = 0, i = 1, 2, 3, . . . , n
where x0 = xn+1 = 0. Note that:
θxi−1 + fixi + γ xi+1 = 0,
⇔ γ (γ
θ
)i−1xi−1 + fi( γθ )ixi + θ( γθ )i+1xi+1 = 0,
⇔ γ yi−1 + fiyi + θyi+1 = 0,
where yi = ( γθ )ixi. The last equation implies that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f1 γ 0 0 . . . . . . . . . 0
θ f2 γ 0 . . . . . . . . . 0
0 θ f3 γ . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . θ fn−2 γ 0
0 . . . . . . . . . 0 θ fn−1 γ
0 . . . . . . . . . 0 0 θ fn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·
⎡
⎢⎢⎢⎢⎣
y1
...
yn
⎤
⎥⎥⎥⎥⎦ = 0
i.e. that BTy − ay+ + by− = 0. 
4. Solvability for the resonance case
Theorem 1. Let (a, b) ∈ A−1. Assume that there is a continuous curve γ : [0, 1] → R2 such that
γ ([0, 1)) ⊂ (A−1)c, γ (0) = (λ, λ), γ (1) = (a, b), and a(t) < a, b(t) < b for all t in a neighborhood
of 1. Assume that given any sequence {xn} ⊂ Rn such that ||xn|| → ∞ and xn||xn|| → x where Ax =
ax+ − bx−, we have
lim
n→∞〈g(xn), η(x)〉 < 0.
Then there is at least one solution to the equation Ax = ax+ − bx− + g(x).
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Proof. We apply Brouwer degree theory, see [3], to prove the theorem. The approach is similar to that
in [1]. However, we extend the argument to include the resonance case. Let Aλ(x) = Ax−λx+ +λx−.
We will calculate Deg(Aλ(x), Br, 0) for a ball of radius r > 0 centered at the origin. Then we use the
homotopy invariance of degree to obtain the desired result.
To begin, since λ is not an eigenvalue of A, we know that Aλ(x) = 0 has only the zero solution. Thus
Aλ(x) = 0 has no solution such that ||x|| = r for any r > 0.We see that Deg(Aλ(x), Br, 0) = sgn(|A−
λI|) = ±1 for all r > 0. Similarly, for each t ∈ [0, 1), we know that Deg(Ax− a(t)x+ − b(t)x−, Br, 0)
is well-defined for any r > 0. This is because for t < 1 we know that (a(t), b(t)) is not in A−1, so
there are no non-trivial solutions to
Ax = a(t)x+ − b(t)x−.
We can therefore use homotopy invariance to get
Deg(Ax − a(t)x+ − b(t)x−, Br, 0) = Deg(Aλ, Br, 0) = ±1.
Now fix t ∈ [0, 1) and consider
Ax − a(t)x+ + b(t)x− − sg(x) = 0
for s ∈ [0, 1]. We claim that there is an R > 0 such that all solutions of this family of problems satisfy
||x|| < R. If not, then there is a sequence {sn} ⊂ [0, 1] and a sequence {x∗n} ⊂ Rn such that
Ax∗n − a(t)x∗n+ + b(t)x∗n− − sng(x∗n) = 0
and ||x∗n|| → ∞ as n → ∞. Let
v∗n = x
∗
n
||x∗n|| .
Without loss of generality, sn → s,v∗n → v∗ where s ∈ [0, 1], ||v∗|| = 1. Thus we have
Av∗n − a(t)v∗n+ + b(t)v∗n− − sn g(x
∗
n)
||x∗n|| = 0,
and when n → ∞, we get a unit vector, v∗, such that
Av∗ − a(t)(v∗)+ + b(t)(v∗)− = 0.
This contradicts the fact that (a(t), b(t)) is not in A−1. Given this bound we can use a homotopy
argument to show
Deg(Ax − a(t)x+ + b(t)x− − g(x), BR, 0) = Deg(Ax − a(t)x+ − b(t)x−, BR, 0) = ±1.
At this point we know that the equation
Ax − a(t)x+ + b(t)x− − g(x) = 0
has a solution x(t) for all t ∈ [0, 1). (Note that this proves the existence of at least one solution for the
nonresonance case.) We claim that as t → 1 there is an R > 0 such that all solutions of this family of
problems satisfy ||x(t)|| < R . If not, then there is a sequence {tn} ⊂ [0, 1] and a sequence {xn} ⊂ Rn
such that as n → ∞,
Axn − a(tn)xn+ + b(tn)xn− − g(xn) = 0,
||xn|| → ∞, and tn → 1.
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Let
vn = xn||xn|| .
Without loss of generality, vn → v where ||v|| = 1. We have
Avn − a(tn)vn+ + b(tn)vn− − g(xn)||xn|| = 0.
Letting n → ∞ ,we get
Av − a(1)v+ + b(1)v− = 0.
From Lemma 8, ATη(v) = a(1)η(v)+ − b(1)η(v)−.
We compute an inner product between Axn − a(tn)xn+ + b(tn)xn− − g(xn) and η(v) to get
〈Axn − a(tn)xn+ + b(tn)xn− − g(xn), η(v)〉 = 0
〈Axn, η(v)〉 − 〈a(tn)xn+ + b(tn)xn− − g(xn), η(v)〉 = 0
〈xn, ATη(v)〉 − 〈a(tn)xn+ + b(tn)xn− − g(xn), η(v)〉 = 0
〈xn, a(1)η(v)+ − b(1)η(v)−〉 − 〈a(tn)xn+ + b(tn)xn− − g(xn), η(v)〉 = 0.
Since the nonzero components of v and η(v) have the same sign and xn||xn|| → v, it is clear that for large
nwe have x+n η(v)− = x−n η(v)+ = 0. Collecting similar terms, we get
(a(1)−a(tn)) < x+n , η(v)+ > +(b(1)−b(tn)) < x−n , η(v)− > + < −g(xn), η(v) >= 0. (3)
Since a(t) < a, b(t) < b for all t in a neighborhood of 1, the components of xn and η(v) have the same
sign for large n, and
lim
n→∞〈g(xn), η(v)〉 < 0
we see that all the terms on left side of (3) are greater than 0. This is a contradiction. Given this bound
we can use a homotopy argument to get
Deg(Ax − ax+ + bx− − g(x), BR, 0) = Deg(Ax − a(t)x+ − b(t)x− − g(x), BR, 0) = ±1.
Thenonzerodegree implies that there is at least one solution to theequationAx = ax+−bx−+g(x). 
As noted above we have also proved.
Theorem 2. Let (a, b) ∈ A−1. Assume that there is a continuous curve γ : [0, 1] → R2 such that
γ ([0, 1]) ⊂ (A−1)c, γ (0) = (λ, λ), and γ (1) = (a, b). Then there is at least one solution to the
equation Ax = ax+ − bx− + g(x).
Remark. If we can connect (a, b) to a curve from above, similar results can be obtainedwith appropri-
ate inequalities reversed: Let (a, b) ∈ A−1. Assume that there is a continuous curve γ : [0, 1] → R2
such that γ ([0, 1)) ∈ (A−1)c, γ (0) = (λ, λ), γ (1) = (a, b), and a(t) > a, b(t) > b for all t in a
neighborhood of 1. Assume that given any sequence {xn} ⊂ R2 such that ||xn|| → ∞ and xn||xn|| → x
where Ax = ax+ − bx−, we have
lim
n→∞〈g(xn), η(x)〉 > 0.
Then there is at least one solution to the equation Ax = ax+ − bx− + g(x).
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Notice that if the limiting values of g at ∞ are known, then the abstract solvability condition in
Theorem 1 can be turned into something more concrete. For example, suppose that for x = 0, we can
write g(x) = g1( x||x|| ) + g2(x) such that
lim||x||→∞ g2(x) = 0.
Notice that g1 captures the behavior of g “at infinity”, and is one reasonable generalization of the values
g+ and g− used in [2]. The limit in Theorem 1 becomes
lim
n→∞〈g(xn), η(x)〉 = 〈g1(v), η(v)〉.
Hence, the solvability conditionbecomes 〈g1(v), η(v)〉 < 0 for all v = 0 such thatAv−av++bv− = 0.
5. Examples
In this section we provide examples of a 2 × 2 case. Choose t = 1, and let A be the nonzero real
2 × 2 matrix:
A =
⎡
⎣ 3 −2
−1 3
⎤
⎦ .
It is straight forward to check, see [1], that A−1 consists of the lines a = 3 −
√
2, b = 3 − √2, and
the curve (3 − a)(3 − b) = 2.
Consider the equation:
Ax = ax+ − bx− + g(x)
for
x =
⎡
⎣ x1
x2
⎤
⎦ ,
where
g(x) =
⎡
⎣ arctan(x1) + k1
arctan(x2) + k2
⎤
⎦
for some constants k1, k2. Consider the point (a, b) = (5, 4) ∈ A−1, which can be connected to the
curve (3 − a)(3 − b) = 2 as shown in the figure below.
Notice when
v =
⎡
⎢⎢⎢⎣
1√
2
−1√
2
⎤
⎥⎥⎥⎦
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Fig. 2. Fucˇík Spectrum for one 2 × 2 case.
we have Av = 5v+ − 4v−. In this case we have γ = −2 and θ = −1 so γ
θ
= 2, and thus
y = η(v) =
⎡
⎢⎢⎢⎣
2√
2
−4√
2
⎤
⎥⎥⎥⎦ =
√
2
⎡
⎢⎢⎢⎣
1
−2
⎤
⎥⎥⎥⎦
so that
ATy = 5y+ − 4y−.
Let
⎧⎨
⎩xn =
⎡
⎣ xn1
xn2
⎤
⎦
⎫⎬
⎭ be a sequence such that as n → ∞,
||xn|| → ∞, and xn||xn|| → v.
Observe that xn1 → ∞, and xn2 → −∞, so g(xn) → (π2 + k1,−π2 + k2). Thus
limn→∞〈g(xn), y〉 =
√
2
[
(π
2
+ k1) − 2(−π2 + k2)
]
= √2
[
k1 − 2k2 + 3π2
]
.
According to Theorem 1, if k1 − 2k2 + 3π2 < 0, there is at least one solution to the equation
Ax = 5x+ − 4x− + g(x).
Such (k1, k2) includes (π, 3π), for example.
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Remark. This example illustrates how the abstract solvability condition in Theorem 1 can be turned
into a more concrete condition.
Consider another point on the Fucˇík Spectrum, (3−√2, b), where 0 < b < 3−√2. Notice when
v =
⎡
⎢⎢⎢⎣
√
2√
3
1√
3
⎤
⎥⎥⎥⎦
Av = (3 − √2)v+ − bv− = (3 − √2)v.
Let
y = η(v) =
⎡
⎢⎣
2
√
2√
3
4√
3
⎤
⎥⎦ = 2
√
2√
3
⎡
⎣ 1√
2
⎤
⎦
so that
ATy = (3 − √2)y+.
Let
⎧⎨
⎩xn =
⎡
⎣ xn1
xn2
⎤
⎦
⎫⎬
⎭ be a sequence such that as n → ∞,
||xn|| → ∞ and xn||xn|| → v.
Observe that xn1 → ∞, and xn2 → ∞, so g(xn) → (π2 + k1, π2 + k2). According to Theorem 1, the
equation has at least one solution when
lim
n→∞〈g(xn), y〉 < 0.
Notice
lim
n→∞〈g(xn), y〉 =
2
√
2√
3
[
k1 +
√
2k2 + π
2
(1 + √2)
]
.
Hence when k1 +
√
2k2 < −π2 (
√
2 + 1) there is at least one solution by Theorem 1.
For this case we can also investigate necessary conditions for solvability. Assume that
Ax = (3 − √2)x+ − bx− + g(x)
for x =
⎡
⎣ x1
x2
⎤
⎦ . We can compute an inner product with y, as above, to get
〈Ax, y〉 = 〈(3 − √2)x+, y〉 − 〈bx−, y〉 + 〈g(x), y〉
〈x, ATy〉 = 〈(3 − √2)x+, y〉 − 〈bx−, y〉 + 〈g(x), y〉.
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Since y = y+, ATy = (3 − √2)y+ = (3 − √2)y. Thus
〈x, ATy〉 = 〈x, (3 − √2)y〉
= (3 − √2)〈x, y〉
= (3 − √2)〈x+, y〉 − (3 − √2)〈x−, y〉.
So
(3 − √2)〈x+, y〉 − (3 − √2)〈x−, y〉 = 〈(3 − √2)x+, y〉 − 〈bx−, y〉 + 〈g(x), y〉.
Collecting similar terms leads to
(b − (3 − √2))〈x−, y〉 = 〈g(x), y〉
= 2
√
2√
3
〈⎡⎣ arctan(x1) + k1
arctan(x2) + k2
⎤
⎦ ,
⎡
⎣ 1√
2
⎤
⎦〉
= 2
√
2√
3
(
arctan(x1) +
√
2 arctan(x2) + k1 +
√
2k2
)
.
Since b  (3 − √2) and 〈x−, y〉  0, we get
〈g(x), y〉  0, or
arctan(x1) +
√
2 arctan(x2) + k1 +
√
2k2  0, so
−π
2
(1 + √2) + k1 +
√
2k2 < 0.
Hence k1 +
√
2k2 <
π
2
(1 + √2) is a necessary condition for solvability.
In this examplewe see a gap between the derivednecessary and sufficient conditions for solvability.
6. Conclusion
We studied the discrete Eq. (1) and we understand some of the properties of the Fucˇík Spectrum
and the solvability for Eq. (1) for points in different areas in the graph of the spectrum. We leave the
reader with two interesting problems.
1. Determine a complete description of the Fucˇík Spectrum for the n×n case: For example, can
every point (a, b) ∈ A−1 be connected to a point (λ, λ), as in our theorem, or are there other
regions that require further investigation? Such regions are known to exist for other classes
of matrices and for some boundary value problems.
2. One of our examples shows a gap between the given necessary and sufficient conditions for
solvability. Further investigation might sharpen our understanding of what happens in this
gap.
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