up to integrations over known nonresonant functions by standard matrix methods. 12 12 It was shown recently that one can also use Weinberg's method for the treatment of the continuum-continuum interaction in the unrenormalized RPA-scattering problem 13 . 
The intensity of the (00) beam of a (111) surface of Ag has been measured with a Faraday cage as a function of the energy of the incident beam (10 < E < 280 eV), the grazing angle of incidence (46.5° < cp < 83.5°), two azimuths differing by 180°, and the temperature. The / vs E curves, when compared with data for Ag(lll) of other workers who have used different methods of surface preparation, show good agreement in the structure over the whole range of incident angles, indicating that LEED is not strongly sensitive to surface condition. The / vs E curves for the two azimuths are identical, a necessary result of the reciprocity theorem. For comparison with the / vs E structure, a complete 3-beam geometric model is used. This differs from a simple Ewald construction in that it considers also the Bragg conditions between intermediate beams and the final beam. It also requires that there be no difference in the effect of intermediate forward and backward scattered beams. It is shown that the number of possible beams is much too large even at low energies to make positive identification of any structure in the / vs E curves. A comparison with a rigorous multiple-scattering theory yields agreement in the number and position of peaks, but not in heights and widths of peaks. The possibility of comparison of absolute intensities in theory and experiment is investigated and an attempt is made to remove the major differences. Intensity vs temperature measurements are made at closely spaced energies in order to extract the rigid-lattice scattering. Correction of this intensity for surface plasma losses leads finally to maximum scattered intensities of 2% at 100 eV, 10% at 60 eV, and up to 40% at energies below 20 eV.
Although much of the experimental work in lowenergy electron diffraction has dealt with the effect on the diffraction of some change in the surface or its condition, such as adsorption or reconstruction, lately there have appeared a number of papers dealing with the diffraction process itself at simple crystal surfaces. The data are generally presented in the form of intensity versus energy (/ vs E) curves for particular beams [1] [2] [3] or sometimes as rocking curves 4 or RENNINGER (rotation) plots [4] [5] [6] . Understanding these intensities of the diffraction of slow electrons is the goal of the main theoretical effort.
Reprints request to Fritz-Haber-Institut der Max-PlanckGesellschaft, D-1000 Berlin 33, Faradayweg 4-6. * Work performed under a stipend of the Max-Planck-Gesellschaft. This effort can be roughly divided into two groups; rigorous theories and simpler phenomenological models.
Of the simple models 2-4 , all have dealt only with the structure observed in the / vs E curves, and have made no attempt to deal with the magnitude of the intensities. They are based on the geometry of the diffraction in either a multiple-beam or bandstructure picture. Rigorous theories, on the other hand, calculate the diffracted intensity resulting from an infinite plane wave falling on a perfect, laterally semi-infinite model crystal using methods of multiple scattering or a band-structure treatment. The resulting structure in the / vs E curves is explained in terms of primary and secondary Bragg peaks, atomic resonances, and surface resonances. A few attempts have been made to calculate intensities using parameters for actual crystals 7~9 . Varying degrees of success have been reported; however, it is not yet possible to identify positively the structure in / vs E curves. Furthermore, little attempt has been made to compare these calculations with experiment over a wide range of incident or azimuth angles, a necessary condition for positive identification of structure. Before such a comparison can be successful, it must be determined whether the observed structure in / vs E curves for a particular sample is representative of a smooth, clean surface, or if any of it arises from the condition of the surface of the particular sample due to the special method of preparation (such as facets), or even from instrumental effects 10 .
Attempts at comparison of intensities in experiment and theory have had little success. Partly this is because most theories have failed to take account of the absorption of the beam in the crystal and of surface plasma losses. Partly it is also because the calculations are made for a rigid lattice and for idealized surface and incident-beam conditions. Experiments are done at or near room temperature with beams and collectors that have various geometries. It is thus not even sensible to compare intensities until these effects are taken into account. The purpose of this paper is to discuss these ideas in some detail, and to extract from the measurements the scattering from a rigid lattice in the absence of surface losses, putting the results in a form amenable to comparison with calculations.
We have measured the intensity of the specular reflection as a function of several diffraction parameters for the (111) surface of Ag, a surface that has several features to recommend it: it is easy to prepare, easy to clean, stable, and has been the subject of extensive experimental work 2 ' 5 . In Sect. I, after giving detail of the apparatus and the crystal, we present the results of the measurements in the form of / vs E curves for different angles of incidence, and discuss possible surface-condition-related [1970] . structure in 1(E). By comparison with existing data 2 ' 5 we show that / vs E data of independent workers have the same structure. In Sect. II we establish with help of the reciprocity theorem a geometric model that includes all twice-scattered beams, and show that the simple constructions generally used give only half of the possible beams 5 . We calculate all the energies and angles for which a third beam is excited by a Bragg reflection between 0 eV and 100 eV, for the range of angles considered in the experiment. Comparison of this model with data shows that even for a complete geometric model, the agreement is generally bad, in disagreement with the results of other workers 2-4 . Since a rigorous multiple-scattering calculation using physical parameters is expected to give better agreement, in Sect. II we further compare our results for one angle with a calculation for 3 layers of (111) Ag using KAMBE'S 7 theory. In Sect. Ill we deal with the discrepancy between measured intensities and those calculated by rigorous theories, and "correct" the experimental intensities for temperature and surface-plasma losses. In Sect. IV, we summarize the results.
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I. Experimental
These experiments were performed in a standard Vacuum Generators LEED system, equipped with a crystal manipulator that permits the usual 2 rotations and 3 orthogonal linear motions. The rotation about an axis in the plane of the surface (tilt axis), which corresponds to changes in the angle of incidence in the experiment, was fitted with a fine motion, which permitted changes of 0.1° to be made in this angle. The total tilt motion was ±90° about the incident direction. The crystal was mounted inside a Mo cup with a 3 mm diameter opening. A Pt-10% Pt-Rh thermocouple was attached to the crystal inside the cup. The crystal was heated by radiation from a W filament mounted behind it.
The measurements were made with a guarded and shielded Faraday collector, consisting of a 3x7 mm stainles steel cup mounted on a bearing that permits rotation through 290°. This 290° included all of the backscattering hemisphere as well as the forward direction. When the crystal was moved out of the way, measurement of the incident beam was possible with the same focussing and collector geometry as were used for measuring the diffracted intensity. All relative in-tensities (ratios of measured to incident current) are thus independent of the instrumental parameters. Changes in the collector position could be made accurately to 0.4". In all these experiments a 1 mm aperture was mounted in front of the Faraday cup, subtending 2° at the crystal. This size was chosen to be large enough to integrate over the Bragg peak, but small enough to exclude the wings of the thermal diffuse scattering. A too large aperture would permit uncertainties in the angle of incidence and make Debye-Waller factor measurements unreliable. Measurements of the angular width of diffraction maxima gave peaks with nearly flat tops ?nd full width at half maximum (FWHM) of 2°, indicating that the angular width is limited by the Faraday cup. Thus all the Bragg intensity is collected. Intensity vs temperature measurements at various energies gave linear In I vs T plots, which would not be possible if a significant fraction of the collected intensity were thermal diffuse scattering. The energy resolution of the Faraday cage was 0.35 eV at 100 eV.
Helmholtz coils were used to cancel the magnetic field. Residual fields were present, but small, as measured with a magnetometer probe. Small adjustments in magnetic field were made at low energies to maximize the current in the Faraday cage. From considerations of the angle subtended at the gun by the crystal, and the change in magnetic field necessary to scan across the face of the crystals, we estimate these adjustments to change the angle of incidence maximally 0.6°. This is the uncertainty in the absolute value of the angle of incidence. The electropolished Ag(lll) crystal was obtained from Prof. VETTER, FU Berlin n . Its orientation was checked with a combination of X-ray and optical techniques and found to be (111) to within 0.1° at the center of the crystal. The surface was slightly curved, but less than 0.5° over a 2 mm diameter. The crystal was cleaned by argon-ion bombardment and heating to 700 c C. Tests for cleanliness included measurements of the change in elastic intensity as a function of total heating time, thermal diffuse scattering 12 , and the Debye-Waller factor 13 . When none of these parameters any longer showed a change, the crystal was judged clean enough so that the effect of any remaining impurities would be merely to add a very flat diffuse background to any measured intensities 14 . After cleaning, the crystal was not mirror-smooth, a fact which will be considered in a moment.
The intensity of the specular reflection was measured from 10 -280 eV for grazing angles of incidence between 46.5° and 83.5° and for the two azimuths 14a f = 0, 180°. Figure 1 shows an example of the data; (00) beam as a function of energy for 78.5° angle of incidence and room temperature. 2 0 is the scattering angle. Relative intensity is expressed in % of incident beam current. Peak intensities range from 4.5% at 15 eV to 0.004% at 260 eV.
14 Subsequent Auger spectroscopy analysis of the surface showed only Ag transitions and attests to the cleanliness of the surface. P. BÜTTNER, private communication. 14a £ is measured from a (10) azimuth. surements were made point by point every 0.5, 1, or 2 eV. It is now germane to ask to what extent the structure observed in these curves represents that from a crystal with an ideal face. We mentioned that our crystal did not appear smooth. For angles of incidence more than 20° from the crystal normal, small wings typical of diffraction from facets 15 began to appear in association with beams that left the crystal at grazing or near-grazing angles. The intensity in these wings was always weak, but there can be no doubt that (111) facets were present. Crystals used by Webb are highly reflecting and smooth, and show no evidence of facet scattering. Comparison of our data with WEBB'S 6 shows remarkable agreement in the structure, that is, the same number of maxima exists for both sets of data and the maxima move in the same fashion. An example is given in Fig. 2 . It should again be remarked that comparison is only sensible over a range of angles, because of possible slight differences in angles of incidence in the different experiments. This is effectively demonstrated by the (555) peak at about 180 eV for cp = 70°. The curves above and below show that the intensity is very rapidly shifting from the low-energy peak to the higher-energy peak. In Fig. 2 a this shift is just beginning at cp = 70°, in Fig. 2 b it has already occurred at <p = 70.5°. This makes it difficult to compare intensities in the structured peak, of course. However, away from the complicated peaks, even the intensity of most peaks relative to each other is the same in the two sets of data.
Also shown in Fig. 2 are data reported by SEAH 2 for an epitaxially grown, twinned Ag(lll) surface. Again, except for the complicated (555) peak structure, the peak behavior is identical, if one compares his (p = 68° curve with our g? = 70.5°, and his 66° with our 68.5°. This correspondence in structure is present even at low energies; contrary to his claim, Seah's I vs E curves do not seem to show extra peaks due to twinning. It has recently been shown 5 that twinning can have an effect on the (00) beam only if the scattered amplitudes from the twins interfere. This is a necessary result of the reciprocity theorem 5 . The absence of extra structure implies that the size of the coherently scattering domain in the z direction is smaller than the twin size. The agreement among the three sets of data, which extends over all available angles, also implies that the coherently scattering domain is smaller than the facet size and supports our belief that facetting has a negligible effect on the I vs E structure in the (00) beam for our crystal 5 .
To check if differences in surface condition could be observed across the face of the crystal, the (00) beam intensity was measured for different impact points of the incident beam on the crystal by displacing the crystal horizontally or vertically. For any point on the crystal, intensities varied no more than 10% and / vs E structures were identical for a given angle of incidence. Figure 3 shows the changes in / vs E structure with angle of incidence up to the (666) peak.
II. Structure in I vs E Curves
Comparison with Geometric Model
The simplest and most often used approach to explaining the observed structure in / vs E curves has been to use a 3-beam geometric model, in which one intermediate scattering between the initial and final states is considered. In this model, an effect on the (00) scattered beam is expected at the energies and angles of incidence at which an intermediate beam is produced. At low energies, where few beams are possible, one might expect this to be a reasonable mode of analysis. Figure 4 shows the possible geometric conditions that must be considered. Figure 4 a shows the case where the Bragg condition exists between the intermediate and the initial beam, i. e., = Gm , where S1 = ki~ k0 is the diffraction vector of the first scattering and Gm is a reciprocal-lattice vector. The energies for a given incident angle at which this condition is satisfied are, of course, obtained by finding the intersection of the Ewald sphere with the reciprocal-lattice points. This is the case usually examined. There is, however, another set of intermediate beams, that to our knowledge has not been taken account of in making experimental comparisons, but is included in the results of complete theories 8 . This case is shown in Figure 4 b; the Bragg condition now exists between the intermediate and final beams: So = Gm , where S2 = k -fc;. This condition implies that neither fej nor k needs to fall on a reciprocal-lattice point as long as their vector difference is equal to some reciprocal-lattice vector. That these beams are as important as the set of Fig. 4 a is shown by the reciprocity theorem 5 . The reciprocity is experimentally verified in Fig. 5 for a wide range of incident angles. The I vs E curve for a given cp and its time-reversed case (£-> t + 180°) are identical 5 ' 16 . This is possible only if the set of beams in Fig. 4 c is included. These curves were taken several months apart and with considerably dif- should in principle identify structure due to specific beams. This is shown in Fig. 7 . It is immediately clear that the profusion of beams even at low energies makes a positive identification impossible. Our criteria for positive identification were that the motion with energy of the beam in Fig. 6 and the I vs E structure in Fig. 3 must be the same over a range of angles, and that structure to be identified must occur within 2 eV of the beam to which it is to be attributed. The latter is in any case necessary because the density of beams is of the same order. It is possible to match some peaks this way (for example the 10 eV peak with the (202), (200), (002) structureless for a wide energy and angular range around it. In fact, the (333) peak structure, which should be in this region, is nonexistent. Other less dense cases are less obvious. The several places where a forward-scattered or a backward-scattered beam becomes parallel to the surface were also investigated. No structure could be positively identified as a surface wave resonance.
Finally, a recent comparison of Ag and Ni data 1 over a wide angular range shows that their I vs E structures are very dissimilar. Attempts to fit the Ni data to this model show no success. The evidence is therefore strong that a simple geometrical model of beams excited in a lattice, without consideration of other factors, can not explain the observed structure. 
Comparison with a Rigorous Multiple-Scattering Theory
The existence of structure when no beams are nearby, as well as the differences in Ni and Ag, suggests that only a calculation which includes the atomic potential as well as the lattice parameters for a material can hope to match the experimental results. One theory that includes these is the theory of KAMBE 7 . We have calculated the scattering from 3 (111) layers of Ag using KAMBE'S program 17 . The theory contains no absorption, but the limitation to 3 layers limits the back-scattered intensity. Figure 8 shows the curve for 2 # = 154°. The calculated curve has been shifted 10 eV with respect to the experimental curve. Since the inner potential may in general vary, this constant shift is not expected to be realistic. Considering this, the agreement in structure is remarkable: for a theory that contains no adjustable parameters, there exists a one-to-one correspondence between calculated and measured peaks up to 60 eV. Some of the peaks appear very weakly only as shoulders in the experimental curves. At the top of the figure are marked the positions of the geometrically calculated beams. It is clear that there is little correlation between these and the structure in the theoretical curve. Because of the complexity of the rigorous theory, it is not possible yet to attribute structure in the theoretical curve to definite geometric processes 18 .
The fit in Fig. 8 may be fortuitous since calculations were made for only one angle, but the correspondence of peaks does point out that a calculation using realistic potentials can select the important processes, something which a geometric model can not accomplish.
The intensity in the theoretical curve is much larger than the experimental one, but is artificial because of the limitation to three layers and the neglect of absorption. In order to obtain an estimate of the intensities one would obtain under the conditions assumed in calculations, we consider in the next section the differences between these and the experimental situation.
III. The Intensity in the / vs E Curves
The intensities measured for any one diffracted beam at room temperature are generally considerably less than 1% of the incident beam. For the (00) beam from Ag(lll), for instance, the peak intensities range from a maximum of 7.5% at 20 eV to 0.7% at 60 eV to less than .004% at 260 eV, as shown in Fig. 3 . The falloff in intensity in any one / vs E curve has been shown to be due to the effects of the atomic scattering factor and the Debye-Waller factor 19 . However, the overall magnitude of the intensities is small compared to calculated ones, which are often 1 to 2 orders of magnitude larger. There are several points of difference between theory and experiment, which account for a part of the difference in the intensities. Theories consider plane waves falling on rigid lattices of infinite lateral extent. Experimentally one has divergence in the incident and scattered beams and collectors with finite apertures. We wish to consider here the possibility of removing some of these differences by 1) obtaining the Bragg scattering by separating the phonon scattering, 2) extrapolating these results to the rigid lattice by using / vs T measurements and 3) correcting this result for surface plasma losses. For a non-zero temperature, the Bragg intensity is reduced by the Debye-Waller factor, the rest of the intensity appearing in the thermal diffuse scattering (TDS) as wings on the peak 12 . It is necessary, therefore, to obtain the Bragg part of the measured intensity at the temperature at which the data were taken. Calculation of the intensity in the Bragg part from the measured angular shape of the diffraction spot leads to large uncertainties, since it requires assumption about the shape of the scattered beam and the detector response function 12 . In measurements it is impossible to avoid collecting some thermal diffuse scattering, since, of course, the TDS wings extend into the Bragg peak. We have indicated that the Faraday cage used in these experiments collected all the Bragg intensity; we shall assume that the measured intensity is all Bragg intensity. Consideration of the ratio of the integral of the one-phonon scattering to the integral of the Bragg scattering shows that this may be in error by as much as 40% for the (444) peak, and more so at higher energies. However, correction for any
• Fig. 9 . Rigid-lattice scattering. The dots indicate the energies at which / vs T slopes were measured. The peak at 14.5 eV goes to 9.6%. such error makes the Bragg intensities smaller, and thus our value gives an upper limit to the Bragg intensity.
To obtain the intensities for the rigid lattice, intensity versus temperature measurements were made at closely spaced energies for different angles of incidence. These measurements were made at constant energy as the crystal was cooling. In / vs T plots were linear; their slopes are shown as 2 M' values in Fig. 11 . We assume that extrapolation of these plots to 0 °K gives the intensity for the rigid lattice. The results are shown in Fig. 9 for one angle of incidence. Maximum intensities for the (222), (333), and (444) peak structures are 10%, 6%, and 1% respectively, for all angles of incidence considered. The values are largest near normal incidence. Uncertainties in the slopes of In 7 vs T plots lead to 25% uncertainty in these values.
Finally, these intensities were corrected for the inelastic losses that the beam suffers as it crosses a surface. Since the surface-plasma losses are angleof-incidence dependent, it is in general necessary to account for them before intensities at different angles of incidence may be compared. The differential probability that an electron loses AE and is scattered through an angle ß into solid angle dQ while crossing the surface, is given by 
where a0 is the Bohr radius, &e = AE/2 E, cp is the grazing angle of incidence, xp is the azimuthal angle of scattering, and e is the complex dielectric constant. The angular integral can be approximated by 1/sin 99 with negligible error for cp >20°. The energy integral is numerically carried out using values for e by EHRENREICH and PHILIPP 22 . The result is = Ei.
2.34
sin cp
(2)
The integration should be carried out to AE = E; however, data exist only to AE = 25 eV. By extending the value for e at 25 eV to higher energies, the estimated error made in cutting the integral off at 25 eV is less than 15% for £ = 100eV, and less than 7% at 50 eV.
Since this model of surface losses depends on the assumption of a constant velocity of the particle even as it suffers an energy loss, it is valid only as long as 20 W(<p) < 1. For <p = 78.5°, at 100 eV, W{q>) =.24 and at 20 eV, W(cp) =.53. Over most of the range of our data, then, the surface-loss correction in its present form is applicable, although the uncertainties at low energies become very large. The probability that an electron crosses a surface without suffering an energy loss is 1 -W((p), and for the (00) beam,
P= [\~W(cp)Y.
(3) Figure 10 shows, finally, the intensities obtained for a rigid lattice corrected for the surface losses for two angles of incidence. The magnitude of the intensity is now of the order of 10% at the (333) peak or below, and of the order of a few per cent or less at higher energies. At energies below 20 eV, the intensity for near-normal incidence may become considerably higher. The structure in the curves is essentially indistinguishable from that at room temperature. The intensities of the main peaks relative to each other are different because of the influence of the Debye-Waller and surface-loss corrections, but close-lying subsidiary peaks generally show the same intensities relative to each other as at room temperature.
One question that may arise is the difference in intensities obtained by different researchers, as shown in Fig. 2 . Various difficulties, such as charging of unshielded parts, slight residual magnetic fields, spreading of the beam, or uncertainty in the incident-beam measurements can cause the large differences at low energies, where the intensities are expected from the Debye-Waller factor and the atomic scattering factor to continue to rise, as in Fig. 2 b. Above 100 eV, it appears that the discrepancy in the intensities is due to the different size of detectors used. Angular distributions at 120 eV obtained with a 1.3° aperture 13 when integrated to 2° give a multiplication factor of 1.43 for the intensities in Fig. 2 a. Integration of the angular distribution measured with a 2° Faraday cage to 6°, the size of the Faraday collector used by SEAH 2 , yields a multiplication factor of .53 for the curves in Fig. 2 c. Adjusting the intensities in Fig. 2 a, b , c by the factors 1.43; 1.0; 0.53 respectively gives intensities that agree with each other to within 50%. In view of the many unknown differences in the three experiments, this agreement is good. There may be possible confusion about using In / vs T plots for the rigid-lattice extrapolation. Since these data were taken at constant energy, they have included in them the effects of the energy shift of the peaks due to thermal expansion 23 . This may change the slope of In / vs T plots, but affects their curvature only to second order. Since In / vs T plots were linear, it may be correct to use them for the extrapolation. They can not be strictly interpreted as Debye-Waller factor measurements, however, because of this shift. The oscillation of the curve in Fig. 11 is caused by the peak shifts. Measurements of the Debye-Waller factor are correctly done by adjusting for this energy shift 24 , as has been done for Ag(lll) Debye-Waller factor measurements 25 .
IV. Discussion
We have attempted to analyze critically the structure and intensity in / vs E curves for the (00) beam from Ag(lll). The measurements were made in a manner that permitted obtaining precise relative intensities. Comparison between these data and others from Ag samples with widely differing surface preparation (mechanical polishing, electropolishing, epitaxial growth) and differing surface conditions show the same I vs E structure. This agreement is strong further evidence that LEED is not very sensitive to surface conditions 26 .
By using the reciprocity theorem, a geometric diffraction model taking account of all double-scattering cases is calculated. A comparison of this calculation with the experimental I vs E structure shows that little correlation exists. Non-inner-potential shifted peaks were not included in the model, because calculations for reasonable values for step distributions show that steps have little effect, at least for the (00) beam 27 . Also not included were structure-factor-forbidden beams that result from the ABC stacking of planes in the (111) face. These may become important if absorption is large 8 . However, more possible beams will be of little value unless the model can predict which ones will be important. This a geometric model can't do. A comparison with a rigorous multiple-scattering theory leads to agreement in number and position of peaks, but the complex nature of the calculation prevents classification of the structure. The addition of inelastic scattering should improve this. In any case, it seems necessary to include realistic atomic potentials to obtain agreement over wide energy ranges.
The intensity in / vs E curves was examined, and the rigid-lattice scattering, corrected for surface plasma losses, was extracted. The difference in intensity shown in Fig. 10 for curves at different angles of incidence may be due to the atomic scattering factor. A similar difference is noticeable also in the data in Fig. 3 , where the intensities for 50 <99 <60 rise markedly over those at somewhat larger or smaller angles. The high intensities for near normal incidence are probably also due to the scattering factor.
The peak intensities in Fig. 10 are small: 1% at 100 eV, <^10% at 60 eV, and 40% below 20 eV. The uncertainty in these values may be 30%. The error introduced by the procedures used, however, tends to make the values smaller, so that these are maximum values. The generally very small intensities above 25 eV persist for all angles of incidence.
The structure in the curves at room temperature and intensities of peaks relative to each other do not change significantly when extrapolated to the rigid lattice. In principle then, room temperature curves may be used for comparisons of structure. The perfect-collimation curve from theory must be slitsmeared before the magnitudes of the intensity may be compared with the results shown in Fig. 10 .
It should be evident from this work, however, just how great the demands on a theory are if the calculations must be sensitive to large changes in 
