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We present the first 3+1 dimensional simulations of non-Abelian plasma instabilities in gauge-
covariant Boltzmann-Vlasov equations for the QCD gauge group SU(3) as well as for SU(4) and
SU(5). The real-time evolution of instabilities for a plasma with stationary momentum-space
anisotropy is studied using a hard-loop effective theory that is discretized in the velocities of hard
particles. We find that the numerically less expensive calculations using the group SU(2) essentially
reproduce the nonperturbative dynamics of non-Abelian plasma instabilities with higher rank gauge
groups provided the mass parameters of the corresponding hard-loop effective theories are the same.
In particular we find very similar spectra for the turbulent cascade that forms in the strong-field
regime, which is associated with an approximately linear growth of energy in collective fields. The
magnitude of the linear growth however turns out to increase with the number of colors.
PACS numbers: 11.15.Bt, 04.25.Nx, 11.10.Wx, 12.38.Mh
I. INTRODUCTION
Non-Abelian plasma instabilities are, parametrically,
the dominant collective phenomenon in a weakly coupled
quark-gluon plasma, and have been discussed as a possi-
ble explanation for the extremely fast isotropization that
is suggested by the success of hydrodynamical models
of relativistic heavy-ion collisions [1]. Such plasma in-
stabilities are generalizations of the so-called Weibel or
filamentary instabilities in ordinary electromagnetic plas-
mas [2]. They are present already in collisionless plasmas
with any amount of momentum space anisotropy [3, 4],
and, indeed, they have been found to play an important
role in the fast isotropization of electromagnetic plasmas
[5]. Their non-Abelian versions have been proposed to
be of relevance for the quark-gluon plasma early on by
Mro´wczyn´ski and others [6–15], and specifically as expla-
nation for the fast apparent thermalization by Arnold et
al. [16, 17].
Numerically, these instabilities have been studied in a
discretized version of the hard-loop approximation [18–
20], which corresponds to gauge covariant Boltzmann-
Vlasov equations describing the dynamics of (soft) col-
lective fields in a weakly coupled plasma of hard parti-
cles. The growth rate of plasma instabilities is parametri-
cally of the same order as plasma frequencies and screen-
ing masses, and because of their exponential behavior
the plasma instabilities dominate the collective dynam-
ics and inevitably lead to nonperturbatively large collec-
tive fields. Eventually they will give rise to substantial
backreactions on the momentum distribution of the hard
particles, causing a breakdown of the hard-loop approxi-
mation [21–23] coincident with the actual isotropization
process. The hard-loop approximation allows to study
the early stage of this assumed scenario and thus its ba-
sis.
In the earliest stages of heavy-ion collisions it is in
fact important to take into account the expansion of the
plasma, which modifies the growth from exponential in
time to exponential in the square root of (proper) time,
as indeed found in numerical simulations within the color
glass condensate scheme [24, 25] as well as in a general-
ization of discretized hard loop simulations [26, 27]. In
those simulations, an uncomfortable delay of the onset
of growth has been observed, which however has recently
been shown to largely disappear upon consideration of
more general initial conditions [28]. While the density
and lifetime of the plasma estimated for heavy-ion col-
lisions at RHIC may be too low to give an important
role to nonabelian plasma instabilities there, the higher
values expected for LHC heavy-ion collisions may be suf-
ficient for nonabelian plasma instabilities to become the
dominant phenomenon in a less strongly coupled envi-
ronment.
By means of real-time lattice simulations for stationary
anisotropic plasmas, it has however been found that in
contrast to effectively 1+1 dimensional situations where
only the most unstable modes are considered, the expo-
nential growth of non-Abelian plasma instabilities is lim-
ited in 3+1 dimensions by non-Abelian self-interactions.
At a certain magnitude of the nonabelian fields, which
depends on the degree of anisotropy [29, 30], the expo-
nential growth ceases and turns into a linear growth of
the energy densities of the soft fields. In that regime,
a turbulent cascade of energy is observed, with a quasi-
steady-state power-law distribution fk ∝ k−ν and spec-
tral index ν ≈ 2, which transports the energy fed into
low-lying modes by Weibel instabilities to stable higher-
momentum (plasmon) modes through non-Abelian self-
interactions of gluon fields [31]. This cascade forms at
momentum scales that are parametrically separated from
those of the hard particles, making it possible to study
this phenomenon self-consistently within the hard-loop
approximation. On the other hand, classical-statistical
2simulations in SU(2) gauge theory [32, 33], where there
is no such separation of scales, have reported a late-time
behavior indicative of a lower index of ν = 4/3 (as in
turbulence with constant transport of particle number)
while showing an early behavior qualitatively similar to
those of Chromo-Weibel plasma instabilities. The index
ν = 2 found in the hard-loop simulations was argued [34]
to fit to an energy cascade carried by particles in the cas-
cade scattering off of nonperturbatively large background
fields. However, this is not consistent with a steady-state
particle cascade [35] (particle number of cascade particles
is unchanged in the assumed process) so that either other
processes are equally important or the resulting cascade
is not steady-state. (See also Refs. [22, 23, 36–42] for
discussions of instabilities and turbulence in QCD.)
In this paper we confirm the results [19, 20, 29–31] ob-
tained for stationary anisotropic plasmas in the hard-loop
framework for gauge group SU(2), and consider, for the
first time, 3+1-dimensional hard-loop simulations for the
QCD gauge group SU(3), as well as for SU(4) and SU(5),
in order to quantify the dependence on the number of col-
ors. So far, in the hard-loop effective theory, SU(3) cal-
culations have only been performed for effectively 1+1
dimensional situations [20]. (In classical-statistical 3+1-
dimensional lattice gauge theory the gauge group SU(3)
has been studied in Ref. [43].)
II. SETUP
In order to study nonabelian plasma instabilities in a
weakly coupled quark-gluon plasma, which may for the
first time become physically relevant at the higher tem-
peratures and densities reached in heavy-ion collisions at
the LHC, we consider the extreme limit of an ultrarel-
ativistic collisionless plasma, where the main dynamics
takes place at scales parametrically soft compared to the
hard scale |p| = p0 of the plasma constituents. In an
isotropic plasma, the scale g|p|, where g is the gauge cou-
pling, determines the scale of the Debye screening mass,
of the plasma frequency, and of Landau damping, but
in an anisotropic plasma, the dominant collective phe-
nomenon at this scale, which is larger than the scale of
collisions, turns out to be plasma instabilities.
The effective field theory relevant for the collective phe-
nomena at this largest of the soft scales is given by gauge-
covariant collisionless Boltzmann-Vlasov equations [44]
or “hard-loop” effective theory as long as the soft gauge
fields obey Aµ ≪ |p|/g so that a backreaction on the hard
particles can still be ignored. This allows one to study
in detail the first stage of plasma instabilities, which, as
briefly reviewed in the introduction, is highly nontrivial
in nonabelian gauge theories.
The corresponding effective action, which is nonlocal
and nonlinear [45, 46], can be made local at the expense
of introducing auxiliary fields [47] in the adjoint represen-
tation, Wβ(x;v), for each spatial unit vector appearing
in the velocity vµ = pµ/|p| = (1,v) of a hard (ultra-
relativistic) particle with momentum pµ. The W fields
encode the fluctuations of the distribution function of
colored hard particles. In terms of these, the induced
current j in the nonabelian Maxwell equations
Dµ(A)F
µν = jν , (1)
is given by
jµ[A] = −g2
∫
d3p
(2pi)3
1
2|p|
pµ
∂f(p)
∂pβ
W β(x;v), (2)
and the nonabelian Boltzmann-Vlasov equation, in which
the scale of the ultrarelativistic hard particles drops out,
reduces to
[v ·D(A)]Wβ(x;v) = Fβγ(A)v
γ , (3)
with Dµ = ∂µ− ig[Aµ, ·]. (Our metric convention is (+−
−−).)
We shall only consider a background distribution
function f(p) of hard particles with one direction of
anisotropy, obtained by deforming an isotropic distribu-
tion according to
f(p) ∝ fiso(p
2 + ξp2z) (4)
which leads to
jµ(x) =
∫
dΩv
4pi
[
a(v)W 0(x;v) + b(v)W z(x;v)
]
vµ
≡
∫
dΩv
4pi
W(x;v)vµ, (5)
and
a(v) =
m2
(1 + ξv2z)
2
, b(v) = ξvza(v), (6)
with the mass parameter m proportional to g and the
scale of the momenta of hard particles.
In the numerical treatment we discretize the 3-
dimensional configuration space by cubic lattices, and the
unit sphere by a set of unit vectors v pointing to
zi = −1 + (2i− 1)/Nz, i = 1 . . .Nz,
ϕj = 2pij/Nϕ, j = 1 . . .Nϕ (7)
in cylindrical coordinates. At each lattice site we thus in-
troduceNW = Nz×Nϕ variablesWv(x) whose dynamics
is approximated by [18, 20]
[v ·D(A)]Wv = (avF
0µ + bvF
zµ)vµ (8)
Dµ(A)F
µν = jν =
1
N
∑
v
vνWv. (9)
A different possibility of discretization was used in
Ref. [19], where the auxiliary fields Wµ(x;v) are ex-
panded in spherical harmonics Ylm(v) and truncated at
some lmax.
3In the following we shall consider a momentum space
distribution of hard modes which is oblate, by choosing
ξ = 10 as before in Refs. [18, 20]. In this situation, a
prolate region in momentum space at soft scales, pinched
at the origin and involving longitudinal momentum 0 <
|kz | < µ = 1.072m, contains unstable modes. The mode
with largest growth rate γ∗ = 0.12m is found at k⊥ = 0
and kz = k∗ = 0.398m. The mass parameter m defined
above is related to the asymptotic mass of propagating
transverse gluons by m∞ = 0.447m.
The details of the lattice discretization of the above
nonabelian gauge-covariant Boltzmann-Vlasov equations
can be found in the appendix of Ref. [20]. The only
place where those formulae need to be modified to allow
for general Nc is in the expression for the energy density.
For arbitraryNc, the chromo-magnetic part of the energy
density in Eq. (B18) of Ref. [20] reads
EB =
2Nc
g2a4
∑

(
1−
1
Nc
trU(t, x)
)
. (10)
In the numerical simulations of the above equations
we have used parallelization on computer clusters, split-
ting up the simulation domain so as to fit into the main
memories of the individual nodes, and considered total
spatial lattices ranging from 323 to 1283 and numbers of
W fields NW = Nz × Nϕ = 20 × 16 = 320 and higher
at each site, in addition to the Ng = N
2
c − 1 gluon fields
(link variables) and their conjugate momenta.
The physical size of the lattice is determined by the
parameter m2 appearing as prefactor in the induced
current, Eq. (5). In terms of the asymptotic thermal
mass of gluons, the lattice spacings that we have con-
sidered vary from am∞ = 0.5656 to 0.1414. For the
specific anisotropy that we are considering, this corre-
sponds to a/(λ∗/2) = 0.16 . . . 0.04 in terms of the wave
length of maximal growth λ∗, or, with respect to the
minimal wave length λµ for which unstable modes exist:
a/(λµ/2) = 0.432 . . .0.108.
In order to provide seed fields, we have initialized with
vanishing gauge fields and
〈
Wa
v
(0, x)Wb
v
(0, y)
〉
= δabδ3x,yσ
2a3, (11)
where δ3x,y denotes 3 Kronecker deltas, subtracting∑
v
Wa/NW
2 from each Wa in order to obey Gauss’s
law.
III. NUMERICAL RESULTS
A. Growth of energy densities in
chromo-electromagnetic fields
In the following we shall concentrate on the case of
small initial fields (small σ) so that there is first a phase
of essentially Abelian evolution with exponential growth
due to the Weibel instability, which ends when the gauge
.
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FIG. 1: (Color online.) Comparison of average energy densi-
ties E for SU(2) (light) and SU(3) (dark) on logarithmic (up-
per panel) and linear (lower panel) scale in 3+1 dimensional
simulations for anisotropy parameter ξ = 10 on a 643 lattice
with am∞ = 0.5656 (i.e., a = 0.16(λ∗/2), L = 64a = 13.8λµ)
and NW = 320 (= NZ × Nϕ = 20 × 16). The initialization
of the W fields is chosen with parameter σ = 0.1 resulting in
equal initial field amplitudes per gluon degree of freedom for
both gauge groups. Shown are the total field energy densities
as well as the contributions from transverse and longitudi-
nal chromo-electric and chromo-magnetic fields. In the lower
panel, the individual runs are shown by light curves.
fields have grown to nonperturbatively large amplitudes
so that non-Abelian self interactions become important.
We keep fixed the anisotropy parameter ξ = 10 in all of
the following comparisons.
For initially small fields, Figure 1 shows a comparison
between SU(2) and SU(3) simulations. The simulations
have been initialized with random fluctuations in the W
field with strength σ = 0.1 for both gauge groups. De-
picted is the total energy density and its contributions
from chromo-electric and chromo-magnetic fields, each
decomposed into parts transverse and longitudinal with
respect to the direction of anisotropy. The SU(2) result
has been obtained from averaging over 6 runs with differ-
ent initial conditions, while for SU(3) 3 runs have been
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FIG. 2: (Color online.) Same as Fig. 1 for the energy density
divided by the number of gluons Ng.
used. Because there are 8 gluons in SU(3) compared to 3
gluons in SU(2) that are initialized with the same average
gauge field amplitude, the initial total energy density of
SU(3) is larger than the SU(2) energy density by a factor
8/3. Remarkably, at the end of the exponentially growing
phase around m∞ t ∼ 60 when the approximately linear
growth regime sets in, the total energy densities approx-
imately agree (after averaging over individual runs—the
saturation energy of individual runs varies substantially,
in particular for smaller lattice size). We have checked in
comparison runs restricted to an Abelian U(1) subgroup
that this agreement is not caused by the lattice spac-
ing chosen and that we are safely below the compactness
bound. The plot in linear scale shows that the SU(3) re-
sult subsequently grows somewhat faster than the SU(2)
result.
In Fig. 2 the same results are compared by dividing
by the number of gluons Ng. Now the SU(2) and SU(3)
curves agree in the exponentially growing phase, with the
SU(3) result starting to lag behind the SU(2) result from
m∞ t ∼ 35 onwards. In the linear growth regime, it is
now the SU(2) curve that grows faster. Therefore the
dependence of the linear growth rate in the non-Abelian
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FIG. 3: (Color online.) Comparison of average total field
energy densities E for SU(2) through SU(5) on logarithmic
(upper panel) and linear (lower panel) scale in 3+1 dimen-
sional simulations for anisotropy parameter ξ = 10 on a
643 lattice with NW = 320 (= NZ × Nφ = 20 × 16).
The initialization of the W fields is chosen with parameter
σSU(2) = σSU(3) = σSU(4) = σSU(5) = 0.1.
regime on Nc seems to be a factor between 1 and Ng.
In order to study the systematics of the scaling with
Nc in the non-Abelian regime, we extend the gauge group
SU(Nc) to larger values of Nc. Figure 3 shows a compari-
son for gauge groups SU(2) through SU(5). This confirms
the observation of Fig. 1 that the energy densities stop to
grow at approximately the same value for different gauge
groups, and also that the energy densities of the larger
gauge groups grow faster in the regime of linear growth.
In Fig. 4 we plot the ratio of the time derivatives of the
energy densities of Fig. 3 for the various gauge groups,
all with same lattice parameters and initial gauge field
strengths. Since the discrete derivatives wiggle strongly,
the energy densities have been smoothed by averaging
over a rectangular window function of size m∞∆t = 2.
These results indicate that the slope of the energy density
in the linear growth regime scales approximately propor-
tional to the number of colors, Nc.
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FIG. 4: (Color online.) The ratio of the time derivative of
the energy densities of Fig. 3 for gauge groups SU(3), SU(4),
and SU(5), divided by the one of SU(2). For large times, this
is seen to scale approximately with Nc. Horizontal lines at
3/2, 4/2, and 5/2 mark the ratios for scaling by the number
of colors.
In Fig. 5 we show the slope ratio of gauge groups SU(3)
and SU(2) for finer lattices (higher ultraviolet cutoff) at
equal (but now smaller) physical volume size. For these
curves, a rectangular window function of sizem∞∆t = 10
has been used. The data summarize averages over (a) 20,
(b) 8, (c) 3 runs with different random initial conditions
for SU(2), (a) 3, (b) 4, (c) 1 runs for SU(3), and one run
for SU(5). In these runs, which have less resolution in the
infrared, we still find ratios that are consistently larger
than 1, but more scattered about the ratio of the number
of colors. A scaling by number of colors is also supported
by the slope ratio of SU(5) and SU(2) in Fig. 5. We
are therefore led to the conjecture that the linear growth
rate in the non-Abelian regime is proportional to Nc, but
have to concede that our numerical verification involves
sizeable uncertainties.
B. Spectra
In order to get a glimpse of the underlying dynamics,
following Ref. [31] we consider distribution functions of
modes
fA(k) =
k
NdofV
〈A2(k)〉,
fE(k) =
1
NdofkV
〈E2(k)〉, (12)
where V is the total spatial volume and Ndof = 2Ng ac-
counts for two transverse polarization states and Ng =
N2c − 1 adjoint color states of the SU(Nc) gauge theory.
The spectra are obtained from a Fourier transformation
of the A and E fields in the lattice Coulomb gauge [48],
which fixes the residual gauge freedom of the temporal
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FIG. 5: (Color online.) The ratio of the time derivative of
the energy densities for various lattice parameters. (a) 323,
am∞ = 0.2828, σ = 0.0707; (b) 32
3, am∞ = 0.2828, σ = 3.46;
(c) 643, am∞ = 0.1414, σ = 0.1. For the SU(5)/SU(2) slope
ratio, the same parameters as for (b) have been used.
axial gauge by minimizing unphysical high-momentum
noise within 3-dimensional time slices. This turns out to
be essential for our results for the spectra which would
otherwise show much more power in the ultraviolet. Sta-
ble plasma modes are expected to contribute equally to
fA and fE , whereas unstable modes are predominantly
magnetic, leading to fA > fE in the corresponding mo-
mentum range.
Figure 6 shows the corresponding spectra, normalized
per gluonic degree of freedom. The results are averaged
over lattice vectors k in 12 equally sized bins on a loga-
rithmic scale along |k2|. In addition, SU(2) curves rep-
resent averages over 6 runs, while SU(3) curves represent
averages over 4 runs.
The upper panel of Fig. 6 compares the magnetic
(fA(k)) and electric (fE(k)) distribution functions. The
lowest curves correspond to the initial time. Around
k/m∞ ∼ 0.9 there is a conspicuous exponential growth
of modes associated with Weibel instabilities. In order
to ease the comparison of fA and fE results, the time
m∞∆t ≈ 14 is singled out in this plot by thick lines. As
can be seen also in Fig. 1, the magnetic contributions
dominate over electric contributions during the exponen-
tial growth phase. When non-Abelian self-interaction of
the gluonic fields sets in, the exponential growth ceases,
and only the higher modes k/m∞ & 2 continue to grow,
albeit more slowly.
A comparison between SU(2) and SU(3) is shown in
the lower panel of Fig. 6. As expected, the behavior of
the exponentially growing modes agrees well between the
SU(2) and SU(3) calculations since in that regime non-
Abelian self interactions are for the most part small. Note
that the definitions (12) for fA(k) and fE(k) include a
scaling by the number of degrees of freedom, which is
proportional to Ng. This plot therefore corresponds to
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FIG. 6: (Color online.) Spectra corresponding to Fig. 1 for
times 0 ≤ m∞t . 150. The distance between the lines is
m∞∆t ≈ 6. The upper panel shows the SU(2) spectra for
the magnetic (fA(k)) and electric (fE(k)) distribution func-
tions. The curves at time m∞t ≈ 23 are plotted with thick
lines. The lower panel shows the electric (fE(k)) distribution
functions for SU(2) vs. SU(3).
the energy density divided by Ng as depicted in Fig. 2.
The evolution of the SU(2) and SU(3) curves only deviate
from each other when non-linearities set in.
In order to study the non-Abelian regime with approxi-
mately linear growth of energies more carefully, Fig. 7 de-
picts the spectra multiplied by k2 and at late-time times
80 . m∞t . 150. The distribution functions have been
averaged over 32 bins along |k2| in these plots so that
the large k region is better resolved. The slow growth
at large momenta k/m∞ & 2 corresponds to the linear
growth regime of Fig. 1. On larger scales k/m∞ & 2
we have fA(k) ≃ fE(k) as expected from stable modes
in the perturbative regime. In an intermediate range
0.5 . k/m∞ . 2, magnetic fields dominate over electric
ones fA(k) > fE(k), which is caused by the predomi-
nantly magnetic plasma instabilities.
The straight lines in the upper panel of Fig. 7 cor-
respond to simple power laws f(k) ∼ k−ν with ν = 2
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FIG. 7: (Color online.) The power spectrum for SU(2) of the
Coulomb gauge distribution f(k) at late times 80 . m∞t .
150. The distance between the lines is m∞∆t ≈ 11. The up-
per panel shows a comparison for SU(2) for fE(k) and fA(k).
The straight central horizontal red line indicates a power law
spectrum f ∼ k−ν with ν = 2, while the dotted lines cor-
respond to ν = 1.8 and 2.2. The lower panel compares the
spectra fE(k) for SU(2), SU(3), SU(4), and SU(5).
(straight line) and ν = 1.8, and 2.2 (dotted lines). A dis-
tinct power law behavior ∼ k−ν with ν ≈ 2 over a large
range of momenta can be most clearly extracted from
the electric distribution function fE(k), which does not
show a hump caused by the unstable magnetic modes,
and if one excludes the higher momentum modes close to
the lattice cutoff and also the largest times, where effects
from the lattice cutoff may be felt. As error bar for ν ≈ 2
we infer 1.8 . ν . 2.4.
The lower panel of Fig. 7 compares the electric field
spectra fE(k) at various gauge groups SU(2) through
SU(5). The spectra of the various gauge groups appear
to be similar, apart from an overall scaling factor.
7IV. CONCLUSIONS
We have studied for the first time 3+1 dimensional sim-
ulations of non-Abelian plasma instabilities in the hard-
loop framework for the gauge group SU(3) that is phys-
ically relevant for the physics of heavy-ion collisions. In
order to study the dependence on the number of colors,
we have also considered gauge groups SU(4) and SU(5).
We have found that small seed fields which correspond
to the same amount of initial energy density per gluon
degree of freedom lead to comparable total energy den-
sity when exponential growth of plasma instabilities is
stopped by nonabelian self-interactions and a phase of
approximately linear growth begins. We have confirmed
that in all nonabelian gauge groups considered a power-
law spectrum f(k) ∼ k−ν with ν ≈ 2 develops for the
higher-momentum modes, corresponding to a cascade of
energy towards the ultraviolet. The growth rate of en-
ergy densities in this phase was found to scale roughly
proportional to the number of colors.
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