Abstract. Partial Bergman kernels Π k,E are kernels of orthogonal projections onto subspaces S k ⊂ H 0 (M, L k ) of holomorphic sections of the kth power of an ample line bundle over a Kähler manifold (M, ω). The subspaces of this article are spectral subspaces {Ĥ k ≤ E} of the Toeplitz quantizationĤ k of a smooth Hamiltonian H : M → R. It is shown that the relative partial density of states
→ 1 A where A = {H < E}. Moreover it is shown that this partial density of states exhibits 'Erf'-asymptotics along the interface ∂A, that is, the density profile asymptotically has a Gaussian error function shape interpolating between the values 1, 0 of 1 A . Such 'erf'-asymptotics are a universal edge effect. The different types of scaling asymptotics are reminiscent of the law of large numbers and central limit theorem.
This article is part of a series [ZZ] devoted to partial Bergman kernels on polarized Kähler manifolds (L, h ) → (M m , ω, J), i.e. Kähler manifolds of (complex) dimension m equipped with a Hermitian holomorphic line bundle whose curvature form F ∇ for the Chern connection ∇ satisfies ω = iF ∇ . Partial Bergman kernels
are Schwarz kernel for orthogonal projections onto proper subspaces S k of the holomorphic sections of L k . For certain sequences S k of subspaces, the partial density of states Π k,S k (z) has an asymptotic expansion as k → ∞ which roughly gives the probability density that a quantum state from S k is at the point z. More concretely, in terms of an orthonormal basis {s i } N k i=1 of S k , the partial Bergman densities defined by
is the orthogonal (Szegö or Bergman)
projection. We also call the ratio
Π k (z) the partial density of states. Corresponding to S k there is an allowed region A where the relative partial density of states Π k,S k (z)/Π k (z) is one, indicating that the states in S k "fill up" A, and a forbidden region F where the relative density of states is O(k −∞ ), indicating that the states in S k are almost zero in F. On the boundary C := ∂A between the two regions there is a shell of thickness O(k − 1 2 ) in which the density of states decays from 1 to 0. One of the prinicipal results of this article is that the √ k-scaled relative partial density of states is asymptotically Gaussian along this interface, in a way reminiscent of the central limit theorem. This was proved in [RS] for certain Hamiltonian holomorphic S 1 actions, then in greater generality in [ZZ] . The results of this article show it is a universal property of partial Bergman kernels defined by C ∞ Hamiltonians. Before stating our results, we explain how we define the subspaces S k . In [ZZ] and in this article, they are defined as spectral subspaces for the quantization of a smooth function H : M → R. By the standard (Kostant) method of geometric quantization, one can quantize H as the self-adjoint zeroth order Toeplitz operator
acting on the space H 0 (M, L k ) of holomorphic sections. Here, ξ H is the Hamiltonian vector field of H, ∇ ξ H is the Chern covariant deriative on sections, and H acts by multiplication. Let E be a regular value of H. We denote the partial Bergman kernels for the corresponding spectral subspaces by
where
µ k,j being the eigenvalues of H k and
The associated allowed region A is the classical counterpart to (5), and the forbidden region F and the interface C are A := {z : H(z) < E}, F = {z : H(z) > E}, C = {z : H(z) = E}.
For each z ∈ C, let ν z be unit normal vector to C pointing towards A. And let γ z (t) be the geodesic curve such that γ z (0) = z,γ z (0) = ν z . For small enough δ > 0, the map
is a diffeomorphism onto its image.
Main Theorem. Let (L, h) → (M, ω, J) be a polarized Kähler manifold. Let H : M → R be a smooth function and E a regular value of H. Let S k ⊂ H 0 (X, L k ) be defined as in (5). Then we have the following asymptotics on partial Bergman densities Π k,S k (z):
For small enough δ > 0, let Φ : C × (−δ, δ) → M be given by (8). Then for any z ∈ C and t ∈ R, we have
where Erf(x) =
is the Gaussian error function.
Remark 0.1. We could also choose an interval (E 1 , E 2 ) with E i regular values of H 1 , and define S k as the span of eigensections with eigenvalue within (E 1 , E 2 ). However the interval case can be deduced from the half-ray case (−∞, E) by taking difference of the corresponding partial Bergman kernel, hence we only consider allowed region of the type in (7). Example 0.2. As a quick illustration, one can consider holomorphic function on C with weight e −|z| 2 . Fix any ≥ 0, then we may define the subspaces S k = ⊕ j≤ k z j which are spanned by sections vanishing to order at most k at 0, or sections with eigenvalues µ < for operator H k = 1 ik ∂ θ quantizing H = |z| 2 . The full and partial Bergman densities are
As k → ∞, we have
For the boundary behavior, one can consider sequence z k , such that |z k | 2 = (1 + k −1/2 u),
This example is often used to illustrate the notion of 'filling domains' in the IQH (integer Quantum Hall) effect. The following image of the density profile is copied from [W] ,
The graph is that of the Erf (Gaussian error function) or a closely related cousin. The example is S 1 symmetric and therefore the simpler results of [ZZ] apply. For more general domains D, even in dimension one, it is not obvious to to fill D with LLL states. The Main Theorem answers the question when D = {H ≤ E} for some H. Other approaches are discussed in Section 0.7.
Erf asymptotics are now a standard feature of the IQH and are quite different from the density profile for the fractional QH effect, which is not given by a partial Bergman kernel (see [Wieg, CFTW] for the comparison of erf-asymptotics for the IQH and the unknown interface asymptotics for the fractional QY effect.) 0.1. Three families of measures at different scales. The rationale for viewing the Erf asymptotics of scaled partial Bergman kernels along the interface C is explained by considering three different scalings of the spectral problem.
where as usual, δ y is the Dirac point mass at y ∈ R. We use µ(x) = x −∞ dµ(y) to denote the cumulative distribution function.
We view these scalings as corresponding to three scalings of the convolution powers µ * k of a probability measure µ supported on [−1, 1] (say). The third scaling (iii) corresponds to µ * k , which is supported on [−k, k]. The first scaling (i) corresponds to the Law of Large Numbers, which rescales µ * k back to [−1, 1] . The second scaling (ii) corresponds to the CLT (central limit theorem) which rescales the measure to [− √ k, √ k]. Our main results give asymptotic formulae for integrals of test functions and characteristic functions against these measures. To obtain the remainder estimate (9), we need to apply semi-classical Tauberian theorems to µ z, 1 2 k and that forces us to find asymptotics for µ z,1,τ k . 0.2. Unrescaled bulk results on dµ z k . The first result is that the behavior of the partial density of states in the allowed region {z : H(z) < E} is essentially the same as for the full density of states, while it is rapidly decaying outside this region.
We begin with a simple and general result about partial Bergman kernels for smooth metrics and Hamiltonians.
Theorem 1. Let ω be a C ∞ metric on M and let H ∈ C ∞ (M ). Fix a regular value E of H and let A, F, C be given by (7). Then for any f ∈ C ∞ (R), we have
In particular, the density of states of the partial Bergman kernel is given by the asymptotic formula:
where the asymptotics are uniform on compact sets of A or F.
In effect, the leading order asymptotics says that dµ
. This is a kind of Law of Large Numbers for the sequence dµ for |t| < T k −1/2 . Thus it suffices to study the partial density of states
The interface result for any smooth Hamiltonian is the same as if the Hamiltonian flow generate a holomorphic S 1 -actions, and thus our result shows that it is a universal scaling asymptotics around C.
Theorem 2. Let ω be a C ∞ metric on M and let H ∈ C ∞ (M ). Fix a regular value E of H and let A, F, C be given by (7). Let F t : M → M denote the gradient flow of H by time t. We have the following results:
(1) For any point z ∈ C, any β ∈ R, and any smooth function f ∈ C ∞ (R), there exists a complete asymptotic expansion,
in descending powers of k 1 2 , with the leading coefficient as
(2) For any point z ∈ C, and any α ∈ R, the cumulative distribution function µ
(3) For any point z ∈ C, and any β ∈ R, the Bergman kernel density near the interface is given by
Remark 0.3. The leading power k 2π m is the same as in Theorem 1, despite the fact that we sum over a packet of eigenvalues of width (and cardinality) k − 1 2 times the width (and cardinality) in Theorem 1. This is because the summands Π k,j (z) already localize the sum to µ k,j satisfying |µ k,j − H(z)| < Ck . To obtain the remainder estimate for the √ k rescaled measure dµ z,1/2 k in (14) and (15) , we apply the Tauberian theorem. Roughly speaking, one approximate dµ z,1/2 k by convoluting the measure with a smooth function W h of width h, and the difference of the two is proportional to h. The smoothed measure dµ z,1/2 k * W h has a density function, the value of which can be estimated by an integral of the propagator U k (t, z, z) for |t| ∼ k −1 /(hk −1/2 ). Thus if we choose h = k −1/2 , and W h to have Fourier transform supported in (− , + )/h, we only need to evaluted U k (t, z, z) for |t| < , where can be taken to be arbitrarily small. Theorem 3. Let E be a regular value of H and z ∈ H −1 (E). If is small enough, such that the Hamiltonian flow trajectory starting at z does not loop back to z for time |t| < 2π , then for any Schwarz function f ∈ S(R) withf supported in (− , ) andf (0) = f (x)dx = 1, and for any α ∈ R we have
It is an interesting and well-known problem, in other settings, to find the asymptotics when supp(f ) is a general interval. When z ∈ H −1 (E) they depend on whether or not z is a periodic point for exp tξ H . In this article we only need to consider the singularity at t = 0, or equivalently test functions for which the support off is sufficiently close to 0. In [ZZ17] , the long time dynamics of the Hamiltonian flow are used to give a complete asymptotic expansion for (23) when f ∈ C ∞ c (R) and a two term asymptotics with remainder when
0.5. Sketch of the proofs. The theorems are proved by first smoothing the sharp interval cutoff 1 [Emin,E] to a smooth cutoff f and obtaining asymptotics, and then applying a Tauberian argument. The jump discontinuity of 1 [Emin,E] produces the universal error function transition between the allowed and forbidden regions. This error function arises in classical approximation arguments involving Bernstein polynomials (see [ZZ] for background and references). This is a standard method in proving sharp pointwise Weyl asymptotics by combining smoothed asymptotics with Tauberian theorems.
Given a function f ∈ S(R) (Schwartz space) one defines
to be the operator on H 0 (M, L k ) with the same eigensections as H k and with eigenvalues f (µ k,j ). Thus, if
Let E min , E max be such that H(M ) = [E min , E max ]. Given a regular value of E of H, the subspace S k in (5) is defined as the range of f (H k ) where f = 1 [Emin,E] and the partial density of states is given by the metric contraction of the kernel,
For a smooth test function f , Π k,f (z) is the metric contraction of the Schwartz kernel of f (H k ) at z = w, is given by
Note that Π k e itH k Π k is the exponential of a bounded Toeplitz pseudo-differential operator H k and itself is a Toeplitz pseudo-differential operator. To obtain a dynamical operator, i.e. one which quantizes a Hamiltonian flow, one needs to exponentiate the first order Toeplitz operator kH k . In that case,
is the unitary group on H 0 (M, L k ) generated by kH k . In §4 it is shown that U k (t) is a semi-classical Toeplitz Fourier integral operator of a type defined in [Z97] . To construct a semi-classical parametrix for U k (t) it is convenient to lift the Hamiltonian flow g t of H to a contact flowĝ t on the unit circle bundle X h = {ζ ∈ L * : h(ζ) = 1} associated to the Hermitian metric h on L * . That is, we lift sections s of L k to equivariant functionsŝ : X h → C transforming by e ikθ under the natural S 1 action on L * . Holomorphic sections lift to CR holomorphic functions and the space
* is the pullback of functions on X h byĝ t and where σ k,t is a semi-classical symbol.
The main tool in the proof of Theorem 2 is to use the Boutet-de-Monvel-Sjöstrand parametrix to study the integrals
Since the relevant time interval is 'infinitesimal' (of the order k −1/2 ) the result can be proved by linearizing the kernel U k (
The smoothed interface asymptotics of thus amount to the asymptotics of the dilated sums,
where z ∈ ∂A = H −1 (E) and wheref ∈ L 1 (R), so that the integral on the right side converges. We employ the Boutet-de-Monvel-Sjostrand parametrix to give an explicit formula for the right side of (22) modulo small remainders.
At this point, we are essentially dealing with 1 √ k scaling asymptotics of Szegö kernels, as studied first in [BSZ] , then in more detail in [ShZ02, MaMa07, LuSh15] and for related dynamical purposes by Paoletti in [P12, P14] . The scaling asymptotics of the Bergman kernel infinitesimally off the diagonal at z 0 are expressed in terms of the osculating Bargman-Fock-Heisenberg kernel Π Tz 0 M BF of the (complex) tangent space at z 0 . This tangent space is equipped with a complex structure J z and a Hermitian metric H z and therefore with a Bargmann Fock space H 2 (T z0 M, γ Jz 0 ,Hz 0 ) of entire J z0 -holomorphic functions on T z0 M which are in L 2 with respect to the Gaussian weight determined by J z , H z . This is the linear model for semi-classical Toeplitz calculations. Since we reduce the general calculation of scaling asymptotics to the linear ones, we present the calculations in the Bargmann-Fock model in detail first (see Sections 1.5-3.2-5.1). We emphasize that the linear model is not only an example, but constitutes a fundamental part of the proofs.
To prove Theorem 3, we study the integrals
For purposes of this article, we only need the infinitesimal time behavior of the Hamilton flow. In [ZZ17] we use the long time asymptotics of the Hamilton flow to obtain a two term Weyl law. After obtaining scaling asymptotics for smoothed partial densities of states, we employ Tauberian theorems with different scalings to obtain asymptotics with remainders for the sharp partial densities of states or the measures (10). Background on Tauberian theorems is given in §B and §B.1.
Comparison to the S
1 case. For purposes of comparison, we review the results of [RS, ZZ] in the case where the Hamiltonian generates an S 1 action by holomorphic maps. In [RS, ZZ] , it is assumed that (M, L, h) is invariant under a Hamiltonian holomorphic S 1 action. The action naturally quantizes or linearizes on the spaces H 0 (M, L k ), and S k is defined in terms of the weights (eigenvalues) of the S 1 action on the spaces H 0 (M, L k ). The eigenvalues of the generator H k of the quantized S 1 action are 'lattice points' j k where j ∈ Z. The partial Bergman kernel Π k,j onto a single weight space
k → E and the asymptotics of the partial Bergman kernels corresponding to intervals of weights is obtained by integrating these 'equivariant' Bergman kernels.
The 'equivariant Bergman kernels'
, and have complete asymptotic expansions that can be summed over j to give asymptotics of the density of states Π h k ,[E1,E2] (z, z) of partial Bergman kernels as k → ∞. In the allowed region
1 while in the complementary forbidden region the asymptotics are rapidly decaying, and exponentially decaying when the metric ω is real analytic. The equivariant kernels additionally possess Gaussian scaling asymptotics along the energy surface, and by summing in j one obtains incomplete Gaussian asymptotics of the partial Bergman kernels along the boundary H −1 {E 1 , E 2 } as in Ross-Singer [RS] .
In the non-periodic case of this article, the Hamilton flow
generated by H : M → R with respect to ω is not holomorphic. Here and below, we use the notation exp tX for the flow of a real vector field X. The gradient flow is denoted by
This change from a holomorphic Hamiltonian S 1 action to a Hamiltonian R action brings many new features into the asymptotics of partial Bergman kernels. First, the gradient flow of ∇H no longer commutes with the Hamilton flow of ξ H , so that one does not have a global C * action to work with. As mentioned above, the eigenvalues generally have multiplicity one and the eigenspace projections
do not have individual asymptotics. One only obtains asymptotics if one sums over a 'packet' of k m−1 eigenvalues in a 'smooth' way. The asymptotics of this counting function are given by the reasonably wellunderstood Weyl law for semi-classical Toeplitz operators. When H is real analytic, exponential decay of density of states for z ∈ F still occurs but the rate has a different shape from that in the holomorphic case. But as shown in this article, the interface asymptotics of [RS, ZZ] are universal, and continue to hold even in the C ∞ case.
Remark 0.4. The corresponding result for holomorphic Hamiltonian S 1 actions (Theorem 0.4 of [ZZ] ) states the following. Let ω be a C ∞ T-invariant Kähler metric, and let H generates the holomorphic T action. Fix E ∈ H(M ), and let z = e
k denotes the imaginary time part of the C * action generated by H. The gradient flow (24) of this article is the same as the imaginary
] is the characteristic function of an interval and for
Hence this agrees with the formula of Theorem 2.
0.7. Other approaches and related results. As mentioned above, this article is partly motivated by the somewhat vague question, How do you fill a domain D with quantum states in the LLL (lowest Landau level)? Roughly speaking, if the states are denoted ψ j , then we want ψ j to be in the LLL (i.e. zero modes for the Landau Hamiltonian, and therefore holomorphic) and we want
There are a number of inequivalent ways in which this question could be formulated precisely. The approach of this article is to represent D = {H ≤ E} for some smooth Hamiltonian H and to prove that the eigensections ofĤ k (3) from the spectral subspace H k,E (5) asymptotically fill D. The Main Theorem and Theorem 1 show that, as k → ∞,
and thus "fills the domain H −1 [E 1 , E 2 ] with lowest Landau levels" without spilling outside the domain. Another approach is to to use Π k 1 D Π k , a Toeplitz operator with discontinuous symbol 1 D . To leading order it agrees with Π k,E when D = {H ≤ E}, but it is not a projection operator. Its eiegensections with eigenvalues close to 1 should be the states which fill up D. It would be interesting to compare this operator to Π k,E more precisely.
A third, geometrically interesting, way to define S k is to introduce a smooth integral divisor D in X, and let the subspace S k to be holomorphic sections in L k that vanishing at least to order k along D, where is a small enough positive number. The allowed region is given by
and ν( φ) w is the Lelong number at w (See [Ber1] Section 4). The boundary behavior of the partial Bergman kernels for such S k is only known in the case where D is fixed by a holomorphic C * -action on M , basically because in this case it coincides with the spectral theory of the Hamiltonian generating the underlying S 1 atction [RS, ZZ] .
Background
The background to this article is largely the same as in [ZZ] , and we refer there for many details. Here we give a lightning review to setup the notation. First we introduce co-circle bundle X ⊂ L * for a positive Hermitian line bundle (L, h) , so that holomorphic sections of L k for different k can all be represented in the same space of CR-holomorphic functions on X, H(X) = ⊕ k H k (X). Then we define the Szegö projection kernel and state the Boutet de Monvel-Sjöstrand parametrix. In the end, we give Bergman kernel for Bargmann-Fock model on C n .
1.1. Positive Line bundle (L, h) and the dual unit circle bundle X. Let (M, ω, J, g) be a Kähler manifold, where ω is a J-invariant symplectic two-form and g is a Riemannian metric determined by ω, J as
. The local expression for the Chern connection ∇ and Chern curvature F ∇ are ∇ = ∂ +∂ − ∂ϕ ∧ (·) and
, p < 1} and the unit circle bundle is X = ∂D. Let π : X → M be the projection, then there is a canonical circle action r θ on X. Let ρ be a smooth function defined in a neighborhood of X, such that ρ > 0 in D, ρ| X = 0 and dρ| X = 0. In this paper, we fix a choice of ρ as
Then X can be equipped with a contact one-form α,
where (z, θ) is a local coordinate on X, given by
The Reeb vector field on X is given by R = ∂ θ . Naming convention: For points in the base space M , we use names as z, w, · · · ; for points in the circle bundle X, we useẑ,ŵ, · · · , such that under the projection π : X → M , π(ẑ) = z, π(ŵ) = w, etc. In general, objects upstairs in the circle bundle X with a corresponding object in M are equipped with a hat " ".
Holomorphic sections in L
k and CR-holomorphic functions on X. Since (L, h) is a positive Hermitian line bundle, X is a strictly pseudoconvex CR manifold. The CR structure on X is defined as follows: The kernel of α defines a horizontal hyperplane bundle HX ⊂ T X, invariant under J since ker α = ker dρ ∩ ker d c ρ. Thus there is a splitting of the complexification of HX as
Furthermoreŝ k is of degree k under the canonical S 1 action r θ on X,ŝ k (r θ x) = e ikθŝ k (x). We denote the space of smooth section of degree k by C ∞ (X) k . If s k is holomorphic, thenŝ k is CR-holomorphic. We equip X and M with volume forms
such that the push-forward measure of X equals that of M . Then, given two smooth section s 1 , s 2 of L k , we may define the inner product
Similarly, given two smooth functions f 1 , f 2 on X, we may define
k (X) be the subspace of CR-holomorphic function, then the isomorphism restricts to an isomorphism between the holomorphic sections in L k and the CR-holomorphic functions of degree k:
1.3. Szegö Projection kernel on X. On the circle bundle X over M , we define the orthogonal projection from L 2 (X) to the CR-holomorphic subspace
If we have an orthonormal basis
Similarly, one can define the full Szegö kernelΠ(x, y). The degree-k kernel can be extracted as the Fourier coefficient ofΠ(x, y)Π
We denote the value of the kernels on the diagonal asΠ(x) =Π(x, x) andΠ k (x) =Π k (x, x). Then the Bergman density on M can be obtained from the Szegö kernel as Π k (z) =Π k (ẑ).
1.4. Boutet de Monvel-Sjöstrand parametrix for the Szegö kernel. Near the diagonal in X × X, there exists a parametrix due to Boutet de Monvel-Sjöstrand [BSj] for the Szegö kernel of the form,
whereψ(x, y) is the almost-CR-analytic extension ofψ(x, x) = −ρ(x) = log x 2 . In local coordinate, let
where ψ(z, w) is the almost analytic extension of ϕ(z).
1.5. Bargmann-Fock Model. Here we consider the trivial line bundle L over C m , both as a first example to illustrate the various definitions and normalization convention and as a local model for a general Kähler manifold.
We fix a non-vanishing holomorphic section e L of L, and choose the Hermitian metric h on L, such that
The unit circle bundle X in the dual line bundle
We may then choose a trivialization of X ∼ = C m × S 1 , with coordinate (z, θ),
The contact form α on X is then
Indeed, the horizontal lift of ∂z j is ∂
, whereẑ = (z, θ z ),ŵ = (w, θ w ), and where the k-th summand isΠ k (ẑ,ŵ). The Bergman kernel Π k (z, w) for M = C m is given by
The Bergman density is the norm contraction of Π k (z, w) on the diagonal
In general, for an m-dimensional complex vector space (V, J) with a constant Kähler form ω, we may define a 'ground state' Ω ω,J (v) = e 
where L is the standard Lebesgue measure on V .
1.6. Osculating Bargmann-Fock model and Near-Diagonal Scaling Asymptotics. At each z ∈ M there is an osculating Bargmann-Fock or Heisenberg model, defined as above for the data (T z M, J z , ω z ). We denote the model Heisenberg Szegö kernel on the tangent space bŷ
If we choose linear coordinates (
, and the obvious coordinate θ on S 1 = R/2πZ, then we havê
The following near-diagonal asymptotics of the Szegö kernel is the key analytical result on which our analysis of the scaling limit for correlations of zeros is based. The lifted Szegö kernel is shown in [ShZ02] , and in Theorems 2.2 -2.3 of [LuSh15] to have the scaling asymptotics. Here we only state the first version since it will be enough for our purpose. 
• for all a > 0 and j ≥ 0, there exists a positive constant C jka such that
Proof of Theorem 1
This is the simplest of the results because it does not involve dynamics of the Hamiltonian flow. That is, it only involves the unitary group (16) of 'pseudo-differential' Toeplitz operators and not the group U k (t) of Fourier integral Toeplitz operators.
We first prove a smoothed version of Theorem 1. We recall from (19) that a smoothly weighted Bergman density is defined by
where f ∈ S(R) and the sum is over the eigenvalues µ k,j of the operator H k defined in (3). Note that since
The sharp partial Bergman kernels Π k,E morally corresponds to the case f = 1 (Emin,E) , where E min = min z∈M {H(z)}.
Then the density of states of the smoothly weighted Bergman kernel is given by the asymptotic formulae:
where c i,f (z) depend on f upto its i-th derivative at H(z).
We give two proofs for the above proposition, one using Helffer-Sjöstrand formula and the fact Π k (λ − H k ) −1 Π k is a Toeplitz operator, the other using Fourier transformation of f and the fact that Π k e itH k Π k is a Toeplitz operator.
Proof of Proposition 2.1 using Helffer-Sjöstrand formula.
Proof. We use the Helffer-Sjoestrand formula [DSj] . Let f ∈ C ∞ c (R) and let f (λ) ∈ C ∞ c (C) be an almost analytic extension of f to C, with∂ f = 0 to infinite order on R. Then
where dL is the Lebesgue measure on C. We recall that the almost analytic extension is defined as follows: Let ψ(x) = 1 on suppf and let χ be a standard cutoff function. Then, define
It is verified in [DSj, p. 94 ] that this defines an almost analytic extension. This formula has previously been adapted to Toeplitz operator in [Ch03] . For Imλ = 0 there exists a unique semi-classical symbol
where R B,k (λ) is a residual Toeplitz operator (i.e. of order k −∞ ). Thus
is a Toeplitz operator with complete symbol
and principal symbol
We can then express the density for Π k,f as
and use the Boutet de Monvel-Sjöstrand parametrix to compute the resulting expansion stated in Proposition 2.1. Finally, we show how the coefficients in the expansion c i,f (w) depends on j-th derivative of f at H(w), for j ≤ i. For this it suffices to prove the same statements for the terms,
for j ≥ 1. As discussed in [DSj] , the lower order terms b j (w; λ) ofB k have the form,
where P j is polynomial in λ.
and integrating by parts gives the value as a sum of holomorphic derivatives∂(∂ f (λ)) evaluted at λ = H(w) of degree ≤ j. This shows
We get immediately the following corollary
2.2. Proof of Proposition 2.1 using Fourier Transformation. Since we use the Fourier inversion formula in other applications of the functional calculus, we digress to describe an alternative to the HelfferSjöstrand formula above. We may construct W k (t) := Π k e itH k Π k as a Toeplitz operator of the form
where u k (w; t) denotes multiplication by the function u k (w; t), where w ∈ M, t ∈ R. For instance, we can write the equation for W k (t) as the unique solution of the propagator initial value problem,
There exists a semi-classical symbol
Indeed,
, with the principal symbol f (H).
2.3. Proof of Theorem 1. We first prove the result in Theorem 1 about Π k (z) −1 Π k,E (z), Eq. (12). It suffices to prove the result in the case where z lies in the forbidden region H(z) > E. Indeed, since for H(z) < E, we may use −H and −E as the energy function and the threshold, write
and use Π k,−H<−E (z) = O(k −∞ ) from the result in the forbidden region. Hence from now on, we assume H(z) > E.
Let be small enough positive number, such that H(z) > E + . It suffices to assume f ∈ C ∞ 0 (R), f ≥ 0, with f ≡ 1 on the interval (E min , E) and f ≡ 0 outside of (E min − , E + ), since the general result can be obtained by taking the difference of two such functions. Then, f (x) > 1 [Emin,E] (x), and
Since we have f (H(w)) ≡ 0 for w in an open neighborhood of z, by Corollary 2.2,
To prove the statement in Eq. (11), we split the sum in Π k,f (z) according to the eigenvalue
For z ∈ F, H(z) > E, we need to prove that
We may define a non-negative smooth function χ on R that is 1 for x < E, and 0 for x > H(z) > E. Then
where we used Corollary 2.2 and that f χ(w) vanishes identically for w in a neighborhood of H(z). Similarly, if H(z) < E, then
and we get
This finishes the proof of the statement of Theorem 1 regarding the leading order asymptotic behavior of Π k,f (z).
Hamiltonian flow and its contact lifts to X h
In order to prove the main results, we need to quantize the Hamiltonian flow of a Hamiltonian H : M → R. The definition is based on lifting the Hamiltonian flow to a contact flow on X h . The purpose of this section is to explain this lift.
3.1. Lifting the Hamiltonian flow to a contact flow on X h . Let H be a Hamiltonian function on (M, ω). Let ξ H be the Hamiltonian vector field associated to H, that is,
for all vector field Y on M . Let g t be the flow generated by ξ H . Recall (X, α) is a contact manifold, and X → M is a circle bundle, such that dα = π * ω. We abuse notation and still use H for the lifted Hamiltonian function π * H on X. The horizontal lift ξ h H of ξ H is given by the following conditions
The contact liftξ H of ξ H is then defined byξ
We defineĝ t : X h → X h to be the flow generated byξ H ,
Lemma 3.1. The flowĝ t preserves the contact form α, and commutes with the S 1 action of rotation in the fibers of X → M .
Proof. Since dα = ω, we have
Sinceξ H preserves α, hence Lξ Lemma 3.2. In coordinate (z, θ), ξ h H andξ H can be written as
And the flowĝ t has the form
Proof.
The formula forξ H follows from (36). The statement forĝ t follows since H is constant along the Hamiltonian flow.
Sinceĝ
t preserves α it preserves the horizontal distribution H(X h ) = ker α, i.e.
It also preserves the vertical (fiber) direction and therefore preserves the splitting V ⊕ H of T X. When g t is non-holomorphic,ĝ t is not CR holomorphic, i.e. does not preserve the horizontal complex structure J on H(X) or the splitting of H(X) ⊗ C into its ±i eigenspaces.
3.2.
Linear Hamiltonian function and Heisenberg group action. Let C m be equipped with coordinates z j = x j + iy j with j = 1, · · · , m. We use x i , y i as coordinate on R 2m . Let L be the trivial bundle over C m , and ϕ(z) = |z| 2 . A linear Hamiltonian function H on C m has the form,
for some 0 = α ∈ C m . Then
where we abused notation and write (ξ H , 0) on U × S 1 as ξ H . The lifted Hamiltonian flowĝ t (z) = exp(tξ H ) is then
The linear Hamiltonian function generate translation on C m × S 1 , which is exactly the action of the reduced Heisenberg group, which we now review. The simply connected Heisenberg group [F89, S93] 
Lemma 3.4. The lifted contact flowĝ t generated by H = Proof. 
where dL is the Lesbegue measure on C m and the integrability condition forces n > 0. In the case of the simply connected (2m + 1)-dimensional Heisenberg group H m , the Szegö projector S(x, y) is given by convolution with
for some constant C m depending on the dimension m. More precisely, if x = (z, t), y = (w, s), and the projector is given by
In the reduced Heisenberg group,
Using the Poisson summation formula m∈Z e 2πikx = n∈Z δ(x − n), we have
If we denote the Fourier components relative to the
and S red (x, y) = k>0Π H k (x, y).
Toeplitz Quantization of Contact Transformation
Let (M, ω, L, h) be a polarized Kähler manifold, and π : X → M the unit circle bundle in the dual bundle (L * , h * ). X is a contact manifold, and can be equipped with a contact one-form α, whose associated Reeb flow R is the rotation ∂ θ in the fiber direction of X. Any Hamiltonian vector field ξ H on M generated by a a smooth function H : M → R can be lifted to a contact Hamiltonian vector fieldξ H on X. In this section, we review the relevant result about the quantization of this contact vector fieldξ H , acting on holomorphic
We follow the exposition of [RZ, BG81] closely.
An operator T :
where Q is a pseudo-diffferential operator on X . Its principal symbol σ(T ) is the restriction of the principal symbol of Q to the symplectic cone
The symbol satisfies the following properties
The choice of the pseudodifferential operator Q in the definition of T =Π QΠ is not unique. However, there exists some particularly nice choices.
Lemma 4.1 ([BG81] Proposition 2.13). Let T be a Toeplitz operator on Σ of order p, then there exists a pseudodifferential operator Q of order p on X, such that [Q,Π] = 0 and T =Π QΠ.
Now we specialize to the setup here, following closely [RS] . Consider an order one self-adjoint Toeplitz operator
where D = (−i∂ θ ) and ∂ θ is the fiberwise rotation vector field on X, and H is multiplication by π
Definition 4.2 ( [RS] , Definition 5.1). LetÛ (t) denote the one-parameter subgroup of unitary operators on L 2 (X), given byÛ
and letÛ k (t) (21) denote the Fourier component acting on L 2 (X) k :
We use U k (t) to denote the corresponding operator on
Proposition 4.3 ([RS], Proposition 5.2).Û (t) is a group of Toeplitz
Fourier integral operators on L 2 (X), whose underlying canonical relation is the graph of the time t Hamiltonian flow of rH on the sympletic cone Σ of the contact manifold (X, α).
We warn the reader thatΠ e itΠ(DH)ΠΠ in general is not equal toΠ e itDHΠ , since DH andΠ may not commute. However, thanks to Lemma 4.1, one can always find a Q replacing DH, such that [Q,Π] = 0 and Π(DH)Π =ΠQΠ = QΠ =ΠQ. Thus
indeed forms a group.
Remark 4.4. In the introduction, we defined a semi-classical (i.e., depending on k)
The collections {Ĥ k } assemble into a homogeneous degree one Toeplitz operatorĤ acting on L 2 (X):
Compared with T =Π • [(−i∂ θ )H]
•Π, we claim that they have the same principal symbol on Σ, indeed
When we say a one-parameter family of unitary operators U (t) on H(X) quantizes the Hamiltonian flow exp(tξ H ) on (M, ω), we mean the real points of canonical relation of complex FIO U (t) in T * X × T * X is the graph {(x, Ψ t (x)) | x ∈ Σ} of the Hamiltonian flow Ψ t generated by rH on the symplectic cone (Σ, ω Σ ). The quantization is not unique, indeed, if A is a pseudodifferential operator of degree zero on X, and V = e iA is unitary pseudodifferential operator, then V * U (t)V is another quantization with the same principal symbol.
Proposition 4.5. There exists a semi-classical symbol σ k (t) so that the unitary group (47) has the form
modulo smooth kernels of order k −∞ .
Proof. It follows from the theory of Toeplitz Fourier integral operators and Fourier integral operators with complex phase [BG81, MS] that (47) is a unitary group of semi-classical Fourier integral operators with complex phase associated to the graph of the lifted Hamiltonian flow of H to X. On the other hand, the operator on the right hand side of (48) is manifestly such a Fourier integral operator. To prove that they are equal modulo smoothing operators of order k −∞ it suffices to construct σ k (t) so that they have the same complete symbol.
In [Z97] the principal symbol σ prin k (t) of (47) was calculated, and by using this as the principal symbol of (48) one has thatÛ
. By the same method as in the homogeneous case, one may then construct the Toeplitz symbol σ k (t) to all order so that the complete symbols ofÛ k (t) and (48) agree to all orders in k.
It follows from the above proposition and the Boutet de Monvel-Sjöstand parametrix construction that U k (t, x, x) admits an oscillatory integral representation of the form,
where A k is a semi-classical symbol, and the integral for θ 1 , θ 2 is to extract the Fourier component, and the integral for y comes from operator composition. The asymptotic symbol means that the difference of the two sides is rapidly decaying in k.
Short time propagatorÛ k (t, x, x) and Proof of Theorem 3
In this section, we give an explicit expression for the short time propagatorÛ k (t), by applying stationary phase method to the integral (49). As a warm up, we illustrate the quantization of Hamiltonian flows in the model case of quantizations of linear Hamiltonians function (constant flow) on Bargmann-Fock space. In effect, this is the construction of the Bargmann-Fock representation of the Heisenberg group in terms of Toeplitz quantization. Quantizations of linear Hamiltonians on C m are 'phase space translations', and belong to the representation theory of the Heisenberg group. Their relevance to our problem is that Hamilton flows on general Kähler manifolds (M, J, ω) can be approximated by the linear models at a tangent space (T z M, J z , ω z ). Quadratic Hamiltonians and the metaplectic representation are constructed by the Toeplitz method in [Dau80] .
5.1. Propagator with linear Hamiltonian function . Let M = C m , ω = i j dz j ∧dz j be the BargmannFock model, and H = Re(α ·z) (see §1.5 and §3.2).
Proposition 5.1. The kernel for the propagatorÛ k (t) =Π k e iktĤ kΠ k , is then given bŷ
In particular, ifẑ =ŵ, we haveÛ
Proof. We may start from the integral expression
where the functionψ(x 1 ,x 2 ) is given bŷ
Then after a Gaussian integral of dy we get the desired answer. The diagonal case is straightforward, except to note that ξ H (z)
Remark 5.2. Since the Hamiltonian flow for a linear Hamiltonian is just translation on C m , which is compatible with the complex structure on C m , we haveĤ k commute withΠ k , henceÛ
which gives the desired result.
5.2. Short time propagatorÛ k (t,ẑ,ẑ) for t ∼ 1/ √ k. Let (M, ω) be a Kähler manifold polarized by ample line bundle (L, h) , such that ω = c 1 (L) . Let X → M be the dual circle bundle over M . We have the following result about the kernelÛ (t) on the diagonal, generalizing the special case of Bargmann-Fock model.
where the constant in the error term is uniform as τ varies over compact subset of R.
Proof. First, we pick Kähler normal coordinate z 1 , · · · , z m centered at point z 0 . That is, for a small enough > 0, we may find coordinate in U = B(z 0 , ) such that the coordinate of z 0 is 0 ∈ C m , and
We may also choose a local reference frame e L of the line bundle in a neighborhood of z 0 , such that the induced Kähler potential ϕ takes the form
And the almost analytic continuation is
The Hamiltonian assume the form of
where H 1 (z) is a real valued linear function on C m ∼ = R 2m . Locally the circle bundle X over M can be trivialized with fiber coordinate θ. Now we are ready to evaluate the integral in (50)
If |w| > or |g t w| > , the integrand is fast decaying in k, due to the off-diagonal decay of Π k (z 1 , z 2 ). Hence we may restrict the integral to |w| < and |g t w| < . The phase function in the integral (50), when we plug in
and writeŵ = (w, θ w ) andĝ tŵ = (w(t), θ w (t)), then if |w| < , |g t w| < , we havê
Thus we havê
where the calculation in the last step is the exactly the same as in the Bargmann-Fock model.
5.3.
Short time propagator U k (t, z, z) for non-periodic trajectories. For z ∈ M such that dH(z) = 0, let T (z) ∈ (0, ∞] be the period of the flow trajectory starting at z, and if the trajectory is not periodic we let T (z) = ∞.
Lemma 5.4. The function T (z) is uniformly bounded from below over compact subset in the complement of the fixed point set of ξ H .
Proof. Let K ⊂ M be a compact subset, such that if z ∈ K then dH(z) = 0. Then for small enough > 0, the graph of the flow ξ H Φ :
is injective by the implicit function theorem. Thus T (z) > for all z ∈ K.
Lemma 5.5. Fix any T > 0. For any z, w ∈ M and t ∈ R with |t| < T , there exists constant C, β > 0 depending on (T, H, M, ω, J), such that for anyẑ,ŵ ∈ X lift of z, w, we have
where d is the Riemannian metric of M . In addition, for any n > 0, we have
for some constants C n .
Proof. Modulo a smooth remainder term, we havê
From the off diagonal decay estimate of the Szegö kernel (Theorem A.1), there exists C 1 , β 1 , such that kd(u,v) .
Thus there exists constant C 2 > 0 such that,
To prove the claim for t-derivative, we note that
nÛ k (t) sinceĤ k is an operator with bounded spectrum on H k (X), we get the desired estimate.
Proof of Theorem 3.
Proof. By the Fourier inversion formula,
To complete the proof of the Theorem, it suffices to prove Lemma 5.6. Let K be a compact subset of M that does not contain any fixed points of ξ H , and let > 0 be small enough such that T (z) > for all z ∈ K. Then for any z ∈ K and any non-negative Schwarz function f ∈ S(R) such that f (x)dx = 1, i.e.f (0) = 1, andf (t) is supported in (− , + ), and for any α ∈ R, we have
Fix any 0 < δ < 1/2, we claim that the contribution to the integral is
Now, we may approximate the integral on the left side of (54), and rescale the integration variable by
Taylor expandingf (τ k −1/2 ) =f (0)(1 + O(|τ |k −1/2 )) = 1 + O(|τ |k −1/2 ) usingf (0) = 1, and using the expansion of U k (τ k −1/2 , z, z) in Proposition 5.3, we have
This completes the proof of Lemma 5.6 and of Theorem 3 .
Smooth density of states: Proof of Theorem 2-(1)
We start by proving (13). As above, letĝ t : X → X denote the lifted Hamiltonian flow and let F t denote the gradient flow. For any z ∈ M , we choose a liftẑ in X, sinceΠ k (ẑ,ẑ) andÛ k (t,ẑ,ẑ) does not depend on the choice of the lift, we will useẑ and z interchangeably in these cases.
Proof of (13) . Let z k = F β √ k z. By (20) we have,
Using Proposition 5.3, we have expression for U k ,
In the exponent, using E = H(z), we get
To obtain the complete asymptotic expansion stated in Theorem 2(1), it is only necessary to Taylor expand 7. Tauberian Argument: Proof of Theorem 2-(2) and 2-(3).
We denote by W a positive function in S(R) with W (x)dx = 1 and suppŴ ⊂ (− , ), where is small enough such that there is no closed orbit of flow ξ H with passing through z with time less than . Let
For clarity of notation, we let
Proposition 7.1. There exists a large enough k 0 , such that for any k > k 0 , and for all x ∈ R, we have
Proof. Denote the F k * W k −1/2 (x 0 ) by I 1 , and let h = k −1/2 , then
Since suppŴ ⊂ (− , ), the integral of t is limited to |t/ √ k| < . We first show that one can further cut-off the dτ integral to |τ | < k δ , for any 0 < δ 1/2. Let χ(x) ∈ C ∞ c (R) which is constant 1 in a neighborhood of x = 0. Then we claim the following
Indeed, we may define
and letĜ k (x) be its Fourier transformation. Then (55) can be written as
We note that G k (τ ) is a smooth and compactly supported function in τ , hence its Fourier transformĜ k (x) is also a Schwarz function in x. Since when k −1/2+δ < |τ |/ √ k < , we have U k (−τ / √ k, z, z) and all its derivatives in τ are bounded by k γ e −βk δ for some β, γ > 0, hence all the Schwarz function semi-norms of G k (τ ) andĜ k (x) are O(k −∞ ). Thus proving (55). With the above claim, we can write , we may replace the factor χ(τ /k δ ) by 1, while adding an error term of O(k −∞ ). We may also writê
and absorb the error term into R k (τ ) as well. Thus we have
This shows the smoothed measure of dµ z,1/2 k has the desired cumulative distribution function. To prove the sharp result, we need a Tauberian argument. (3) There exists a non-negative integer n so that F h (x) ≤ h −n uniformly in x as h → 0.
The Lemma is almost the same as in [R87, p. 266] , except that the latter Tauberian lemma assumes that suppdF h is a fixed interval [τ 0 , τ 1 ] whereas our dµ z,
. It turns out that the proof of [R87, p. 266] extends to this situation with no change in the proof. For the sake of completeness, we review the proof in the Appendix B to ensure that the extension is correct. Proof.
(1) Since F h (x) is non-decreasing, and lim x→∞ F h (x) = Π k (z) −1 Π k (z) = 1, hence F h (x) is uniformly bounded by 1.
(2) By a similar argument used in Proposition 7.1, we have
hence is uniformly bounded in x.
In particular, the condition in Lemma 7.2 is satisfied, and we have
7.1. Proof of Theorem 2-(3). In the statement of Theorem 2-(2), the sequence of points (z k , E k ) = (z, H(z) + α/ √ k) approaches (z, H(z)) while keeping z k fixed. The following proposition would relax the direction of approaching.
Proposition 7.4. Let (L, h, M, ω) and H, E be as Theorem 2. Pick any z ∈ H −1 (E). If there is a sequence of (z k , E k ) ∈ M × R and α ∈ R, such that |z k − z| = O(k −1/2 ) and |E k − E| = O(k −1/2 ), and
Proof. By Theorem 2-(2), the constant in (14) is uniform for z for a compact neighborhood K (not containing the critical point of H) and |α| < T . Thus, we have for k large enough, z k ∈ K, and
Let α k = √ k(E k − H(z k )), then by hypothesis |α − α k | = O(k −1/2 ), then we have
Given the above Proposition, we may take the sequence (z k , E k ) = (F β/ √ k (z), H(z)), and α = −β|∇H(z)| 2 , then verify that
this proves (15). where d(x, y) is the Riemannian distance with respect to the Kähler metricω.
The theorem is stated for strictly pseudo-convex domains in C n but applies with no essential change to unit codisc bundles of positive Hermitian line bundles.
It follows that
|σ h (τ ) − σ h (τ + hν)| ≤ ah −n Cδ −1 0 (δ 0 + |ν|).
