Abstract-The complexity of a program or software can create many difficulties during its lifetime. This complexity entails increased time and effort requirements maintain the code, or discover errors and defects. All of which will lead to an increase in the overall cost of the project. So that, software engineers and developers measure the complexity of program code before they start any project. This paper proposes a novel weighted complexity metric to measure code complexity by using six main attributes. Two of them are a mixture of Cyclomatic, Halsted, and Shao and Wangs metrics. The dataset of this research consists of 15 programs written in Java programming language, and collected from different websites. The programs were ranked by seven experts in Java programming language. Our metric was able to achieve 94% accuracy for results. 
I. INTRODUCTION
Software complexity is one of most important concerns in software lifetime development. If the code is complex, then the developers will likely face more problems while developing and maintaining it. Thus, most software companies focus on this issue prior to commencing any project. The lower the complexity of an application, the easier is it to measure its various other factors. In addition, errors and defects are easier to discover and repair, and the cost of many factors will be reduced. Today, software engineering needs to accurately predict the complexity of application to save millions in maintenance time and effort [1] .
Many metrics are used to measure application complexity such as Cyclomatic Metric, Halsted Volume, and Shao and Wangs Cognitive Functional Size [1] [2] . Each one of these metrics focuses on some features in the source code. For example, Cyclomatic metric focuses on some key features, such as loops and condition controls by drawing a flow diagram for the program and calculating the number of nodes and edges [3] . Shao and Wangs Cognitive Functional Size uses the same Manuscript received December 21, 2014; revised April 11, 2015. technique to calculate program complexity, but they give different weights for each control, depending on its complexity [2] . On the other hand, Halsted focuses more on number of operators and operands in program source code. Also line of code is one of the most famous metrics that used to calculate complexity of application by calculate its lines of code [4] .
However, the aforementioned metrics still have certain drawbacks, so in this research we proposed a new metric to calculate complexity of programs by using some attributes from Cyclomatic Metric, Halstead Volume, and Shao and Wangs Cognitive Functional Size metrics, with new addition attributes in order to increase measurement accuracy and minimize the drawbacks of the traditional metrics.
The paper is ordered as follows: section 2 provides studies on measuring complexity in software. In section 3, we explain three traditional metrics, and in last subsection we explain our novel metric and its attributes. Then, we investigate the results for all four metrics, and analyze them in the Results Discussion section 4. Finally, conclusion and future work are outlined in Section 5.
II. RELATED WORKS
Before the 21st century, many metrics were proposed to measure software complexity. Among the most widely used were McCabe's Cyclomatic complexity [5] , Halstead complexity [6] , and Line of Code. On other hand, few studies were conducted to compare between different complexity metrics to determine which metric is more suitable to be considered in software engineering.
Graylin Jay et al. [4] made a comparison between two metrics to calculate the complexity of code. They used Cyclomatic Complexity (CC) and Line of code (LOC) to prove the stable linear relationship between these two techniques. They used five NASA projects with different programming languages, such as C, C++, and Java, to be the dataset for their research. Finally, they found that these two measurements are severely underestimated and CC does not have any different features from the LOC.
Min Zhang et al. [7] studied the performance of three complexity metrics. They selected McCabes Cyclomatic Complexity (CC), Halsteads Complexity (HC), and Douces Spatial Complexity (DSP). Their experiment is based on four hypotheses using data from Eclipse JDT which is an open source application. As a result, they conclude that the three complexity metrics show different performance results during their hypotheses testing, and finally they recommended combining Cyclomatic and Halstead metrics for better judgments on software complexity.
At the beginning of 21th century, researchers started new studies to measure software complexity based on cognitive informatics. They believed that complexity metrics that are based on cognitive informatics would offer promising solutions to measure software complexity.
D. I. De Silva et al. [1] study the applicability of three software complexity metrics: McCabe's Cyclomatic complexity (CC), Halstead's complexity (HC), and Shao and Wang's (SW) cognitive functional size (CFS). In their study, they used ten different programs of the same programming language (java) and determined which one of the three complexity metrics is most appropriate for software manufacturing. In addition to manually calculating the ranking of the ten programs complexity based on the three metrics, they applied Quota sampling method by selecting five big companies and randomly asked six programmers from each company to rank the complexity of the ten programs. Finally, the Spearman's rank correlation coefficient is conducted to compare between the ranks from the manual calculation of the three metrics and the questionnaire of the thirty programmers. As a result, they confirmed that Shao and Wang's (SW) cognitive functional size is the best metric to be used. D. I. De Silva et al. [8] made a comparison to test relationship between three cognitive complexity metrics: Kushwaha and Misra (KM's) cognitive information complexity measure (CICM), Shao and Wang's (SW's) cognitive functional size (CFS), and Misra's cognitive weight complexity measure (CWCM). As in [?] they used the same ten java programs and asked thirty expert developers from five huge companies to rank the programs from least to highest complexity. Finally, the Spearman's rank correlation coefficient is conducted to compare between the ranks resulted from the manual calculation of the three metrics and thirty experts judgments. As a result, they confirmed that Shao and Wang's (SW) cognitive functional size is the best metric to be considered in real world.
III. METHODOLOGY
Methodology In this section, we discuss the three old complexity metrics: Cyclomatic, Halsted Volume, and Shao and Wang's Cognitive Functional Size. After that, we discuss the new complexity metric and how works to calculate complexity of program. The dataset of this work was collected from a number of different websites [9] [10], this dataset is a collection of fifteen programs that are written in Java programming language. We choose one programming language to avoid any complexity differences in the syntax of different programming languages. Table I shows the statistical of dataset collection. A. Cyclomatic Metric
Cyclomatic is one of the most popular complexity metrics that uses a flow chart to represent application execution steps. There are many techniques to calculate program Cyclomatic complexity. The first one by a direct graph that has a number of nodes and edges. There are two types of nodes in this direct graph: normal nodes and predict nodes. The normal nodes are nodes that have one output, and those nodes are used to represent loops and end of function domain. On the other hand, the predict nodes are nodes which have two or more outputs and are used to represent a control keywords such as an IF statement, SWITCH, and TRY-CATCH statement [4] . Fig. 1 shows this representation. After drawing the direct graph of an application, the Cyclomatic complexity of application was calculated by (1) . (1) where:
E is the number of edges in direct graph. N is the number of normal nodes. P is the number of predict nodes However, this is the traditional Cyclomatic calculation, and Microsoft uses another method to calculate it. The Microsoft method counts the number of IF, TRY, and loop keywords to get the Cyclomatic complexity [11] . In this paper, we use Microsoft method by build a simple compiler to detect and count those keywords automatically. Table II shows Cyclomatic complexity results for all dataset. 
B. Halsted Volume Metric
Halsted volume is a traditional metric to calculate program complexity. This metric focuses on operators and operands in application [1] [12] . Using these two attributes, Halsted volume can be used to calculate the complexity volume of program V as shown in (2) Where N can be calculated by (3). In addition, test effort can be calculated by using (4) after calculating program level using (5) [12] . Nevertheless, Halsted is not quite optimally accurate, because there are many factors which can affect program complexity, like number of functions, number of loops, IF statement, and so on. We used number of operators to be one attribute in this research for the new metric. The Halsted volume results for each program in dataset shown in Table III . This complexity metric is similar to Cyclomatic metric in which both metrics use a flow chart to represent program steps. As mentioned earlier, this flow chart is a direct graph that has number of nodes and edges, but Shao and Wangs metric has two different techniques to calculate program complexity. The first is that Shao and Wangs do not have predicted nodes, unlike Cyclomatic. The second difference is that each control in the program code has a different weight. Table IV shows how Shao and Wangs give a different weight for each control [2] .
These differences in control weights give Shao and Wangs metric better accuracy to calculate complexity of application code than Cyclomatic metric. This is because some controls are more complex than others, such as loops and recursion functions [1] . Table V The second attribute in the new metric is the number of operations in program code. We use this attribute from Halsted Volume, and calculate it using (6). This attribute also has I/O operation with logical and arithmetical operations [12] . (60) where N is the total number of all operations of program code [12] .
Next, we add four new attributes for our new metric to improve its accuracy. We use the number of external libraries and functions, the number of function arguments, the number of variable declarations, and the number of calling functions. For variable declarations, we divided this attribute to two sub-attributes: local and global. This it because global variables are more complex than local variables and all functions can effect on their values, and thus tracking them requires more effort than local variables. The last attribute is for local functions only, because the external functions will be calculated by external libraries and functions attribute. Table VII shows the weights that we used for the new metric. Then the total complexity of program is measured by getting the summation of all six attributes. Table VIII shows the results of the new metric. 
IV. EXPERIMENTS AND RESULTS
In this section, we discuss the experiment setup in the first subsection, after which we analyze the results of this work. In the experiment setup, we talk about the dataset, statistics, and how we rank programs by their complexity. After that, we study and analyze the results of code complexity for each metric.
A. Experiment Setup
This section discussed the experiment setup of the dataset in this research. First, we rank all programs in dataset from 1 to 15 by asking seven experts in Java programming language. After that, we calculate the average of all ranks for each program as shown on Table  IX .
Next, we built a simple program to calculate the four complexity metrics: Cyclomatic complexity, Halsted volume, Shao and Wangs Cognitive Functional Size, and finally, our new metric. We built a simple compiler to calculate all the metric results values automatically. Then we calculate Spearman's rank correlation coefficient for each metric to measure the accuracy of metrics. We calculate a codes complexity using each metric, and organize them in ascending order, and give each program a rank. Finally, we calculate Spearman's rank correlation coefficient between each metric with the expert's rankings to get the closest ranking metric to expert's rankings.
Program name
Average complexity Our new metric gives the best accuracy with 94%, and that means an increase in accuracy of 9%. This is due to our new metric having more attributes to cover the shortcomings of previous methods, and its ability to detect complex code inside program. We mix the attributes of two main metrics: Cyclomatic, and Shao and Wangs. We use the flow-chart technique more specifically, Microsoft technique to detect Cyclomatic [11] with Shao and Wangs weights as shown in Table VI Software complexity is one of most important factors in software engineering. Complexity of a program can be affected by many other factors in software engineering and software lifetime. If any program has a high complexity in its code, then developers prefer to stop supporting, or they risk losing a lot more time and effort for maintaining, testing, re-engineering etc. To reduce risks related to software complexity, most software engineers measure the complexity of program as a feasibility study before start any project.
In this paper, we proposed a new metric to calculate code complexity by utilizing and combining a number of older metrics: Cyclomatic metric, Halsted Volume, and Shao and Wangs Cognitive Functional Size. This new metric has six main attributes: flow chart with different weights for each control, similar to Shao and Wangs metric; number of operations, similar to Halsted Volume, but with the addition of I/O operations; number of function arguments; number of external functions and libraries; number of functions calling for local functions only; and finally, number of variables declaration with different weights for local and global variables. We programed a tool to calculate all four metrics results automatically. The dataset of this work was 15 programs were written in Java programming language.
We collected them from several different websites, and gave them to be ranked by 7 experts in Java programming language. The results for this paper show that the new metric has the highest accuracy among the 4 metrics tested, with an accuracy of 94%. Shao and Wangs had better results than Cyclomatic and Halsted volume, with an accuracy of 85%. While Cyclomatic and Halsted volume got 82% and 81% respectively. For future work, we may wish to consider adding new attributes for OO programming complexity.
