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Résumé
Dans ce travail-ci on présente une méthode de traitement
adaptatif du signal pour l'augmentation du rapport signal à
bruit basée sur l'utilisation de la transformée en ondelettes
discrète,TOD. L'effet de l’utilisation de la  TOD est  le
blanchissement du signal perturbateur. On utilise un “filtre de
seuillage” dans le domaine de la TOD. On trouve, à l’aide
d’un algorithme adaptatif,  la valeur optimale du seuil. On
présente quelques résultats obtenus en utilisant la méthode
proposée.
Abstract
In this paper we present an adaptive signal processing  method
 for  the enhancement of the signal to noise ratio  based on the
use of the discrete wavelet transform  DWT.  The consequence
of the use of  this transform is  the whitening  of the
perturbation. We optimize the well-known  Donoho’s  de-
noising method  by the selection (based on an adapive search
algorithm) of a  threshold  that  maximizes the output signal to
noise ratio.
I. INTRODUCTION
Le terme "de-noising" a été introduit dans la
littérature  récente dédiée aux ondelettes. Une définition peut
être trouvée dans [Don.'92]. Une méthode nouvelle de filtrage
adaptatif est celle du filtrage adaptatif dans le domaine d'’une
transformée. On peut prendre l'exemple donné par Odile
Macchi dans [Mac.'89].  Dans ce cas-là, le filtrage adaptatif est
réalisé dans le domaine de la transformée de Fourier discrète
(TFD). Une analyse complète du filtrage adaptatif linéaire dans
le domaine des fréquences est présentée dans [Shy.'92]. Dans
ce travail-ci on présente une méthode de traitement adaptatif
du signal pour l'augmentation du rapport signal à bruit basée
sur l'utilisation de la transformée en ondelettes discrète. On
propose l'utilisation d'un filtre adaptatif non-linéaire dans le
domaine de la transformée en ondelettes. Cette méthode de
filtrage est une généralisation de la méthode "wavelet
shrinkage" introduite par David Donoho dans [Don.'92].
II. LA TRANSFORMEE EN ONDELETTES DISCRETE
Un   problème  moderne  dans  la  théorie  du  signal
est l’ analyse des signaux  non-stationaires.  Les   outils   pour 
 cette  analyse   sont  les représentation temps-fréquences
[Fla.'93]. L'une de plus importante représentation temps-
fréquence est la transformée en ondelettes continue (TOC)
[Mal.'89]. Par sa discretisation on obtient la transformée en
ondelettes discrète, TOD, [Dau.’88]. Le système associé j
cette transformée est formé par J filtres passe-bas (avec la
réponse impulssionnelle  h[n] ), J filtres passe-haut  (j réponse
impulssionnelle g[n] ) et 2J décimateurs.  Les systèmes à
réponses impulsionnelles h[n] et g[n] doivent être
soigneusement construits. Le lecteur peut trouver des détails
significatifs sur la construction de ces filtres dans [Dau.'92]. La
TOD est une transformée linéaire et orthogonale. Elle a deux
paramètres: les expressions des réponses impulsionnelles h[n]
et g[n] et la résolution   J.
En variant ces paramètres on peut obtenir différentes
transformées en ondelettes adaptatives. Dans ce travail on
utilise les filtres à réponse impulsionnelles finies proposés par
Ingrid Daubechies dans [Dau.'88]. La transformée en ondelettes
discrète inverse (TOI)  fait la reconstruction du
signal b0,k en utilisant les signaux bJ,k , c j , k ,  j=1,J,  [Dau.'88],
[Dau.'92]. Les algorithmes pour le calcul des transformées
TOD et TOI sont présentés dans [Dau.'92], [Rio.,Duh.'92].
Dans ce travail on utilise l’algorithme du Mallat.
III. UNE  METHODE  DE  FILTRAGE  DANS  LE
DOMAINE  DE  LA TOD
Soit le signal xu[k] perturbé aditivement par le bruit nx[k] :
x[k] =  x [k] +  n [k]u x .
La méthode de "de-noising" proposée concerne les étapes
suivantes :
1. On calcule la TOD du signal x[k] et on obtient :
y[k] =  y [k] +  n [k]u y .
2. La forme du  signal  yu[k] est estimée à l'aide de l'estimateur:
où  t  est  un  seuil.
3. On calcule la TOI de y ku
∧
[ ]   et on obtient le signal
x ku
∧
[ ] qui représente l'estimation du signal xu[k].
L'estimation du signal yu[k] est un filtrage dans le domaine de
la TOD.
Dans la méthode originale (presentée par Donoho dans 
[Don.’92]) le bruit  est consideré blanc , de puissance σ 2 , et 
la valeur du seuil  t  est
choisi  en fonction de la  puissance du bruit et de la longueur
du signal a analyser ,  N  :
t ND = 2 2log σ
On peut observer que cette valeur ne depend pas d’aucun
parametre du signal  util  xu[k] .  Il faut remarquer  aussi  que 
pour  pouvoir  appliquer  cette  methode  il faut  estimer  avant
 le  filtrage  dans  le  domaine  transformé  la  valeur    σ.
 La  seule hypothèse fait e sur le signal  d’entroe  dans notre
travail  est  qu’on  connaît  l’énergie du  signal utile  Ex  .  Pour
 comprendre l'importance du premier pas de la méthode déjà
présentée il faut analyser la statistique des coefficients de la
TOD.
III.1.1.  LA  STATISTIQUE  DES  COEFFICIENTS  DE
LA  TOD
Ce problème a été étudiée par Albert Cohen
[Coh.'95]. Soit x(t) un signal aléatoire stationnaire. En
projetant ce signal sur les  espaces Wj, j=1,J, les éléments
y k
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d'une décomposition orthogonale du L2(R), on obtient des
signaux d'énergie finie. Les coefficients correspondants sont :
j,k j,kc  =  <  x(t), (t) >ψ .
Pour chaque entier  j,  j=1,J,  cj,k  est un signal aléatoire à
temps discret avec la fonction de corrélation  R c j  [k-l] . On
peut montrer que sa transformée de Fourier vaut:
cj
p
x
-j 2R ( ) =  R (2 ( + 2p  )) | ( + 2p ) |  Ω Ω Ψ Ω∑ pi pi .
Si on prend la limite pour j  tendant  vers l’infini on peut
écrire: 
c
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Mais une propriété importante d'une mère des ondelettes
orthogonales est : 
p
2
 | (  +  2p ) |  =  1∑ Ψ Ω pi           
 Ainsi :
∞
∀ ∈
c xR ( ) =  R (0)           ( ) R Ω Ω .
Donc le signal c j , k  est un bruit blanc. On peut affirmer que la
TOD converge assymptotiquement vers la transformée de
Karhunen-Loève. De plus, le signal cj,k converge vers une
gaussienne. L'effet de la TOD est donc, dans notre cas, le
blanchissement du signal n y  [k].  Biensûr, le paramètre J doit
avoir la plus grande valeur possible. En utilisant la TOD le
bruit qui perturbe le signal xu [ n ] devient un bruit blanc. Cette
observation est très importante parce qu’elle permet
l’utilisation de la méthode proposée pour des signaux
perturbés par des bruits qui ne sont pas blancs. L’ hypothèse de
bruit blanc est faite dans la plupart des articles sur le de-
noising (voir les articles de Donoho).  On peut  observer,  en
analysant  l’expression  du seuil  tD    que  le bruit  est
entierement  eliminé  ( la probabilité  d’avoir  des
echantillons de bruit  superieurs  a tD est pratiquement nule).
Malheuresement  la  forme  du signal  util  est aussi  affectée 
(parce-que  quelques  details  du  signal util  sont aussi 
elimines).
Une analyse de la statistique des coefficients de la TOD, quand
on utilise les paquets d’ondelettes, est presenté dans
[Kri.,Pes.’95].  En concluant, l'utilisation de la TOD nous
conduit vers un problème à solution déjà connue. On peut
ajouter qu’il y a des applications (par exemple la compression
de données) o} l’utilisation de la TOD est supérieure j
l’utilisation de la transformée de Karhunen-Loève [Coh.’95],
[Mal.’97]. Une approche différente  (qui n’exploite pas l’effet
de blanchissement de la TOD) est presentée dans [Kol.’97].
III.1.2.  PERFORMANCES DE L'ESTIMATEUR
PROPOSE
Soit X la variable aléatoire obtenue en particularisant le signal
 ny[k]  à un moment donné. En utilisant l'estimateur définit
plus haut on obtient la variable aléatoire Y
∧
.  La relation entre
les fonctions de répartition des ces deux variables aléatoires 
est :
Y X XF (y) =  F (y - s)  (-y) +  F (y + s)  (y)σ σ
o} :
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y
y
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[Isa.’95].
En dérivant la dernipre relation on obtient la relation entre les
densités de probabilité des variables aléatoires X et Y  :
Y X
X X X
p (y) =  p (y - s)  (-y) +
 [ F (s) -  F (-s) ] (y) +  p (y + s)  (y)
⋅
+ ⋅ ⋅
σ
δ σ
o} δ(y)  est la distribution de Dirac et  p
X
(y)  est la densité de
probabilité de la variable aléatoire X.  La dispersion de la
variable aléatoire Y  est donnée par la relation :
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2
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0
2
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∞
∞
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Parce que l'espérance mathématique de la variable aléatoire X
est nulle on peut écrire :
X X
X X
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On écrit de nouveau :
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∞
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L'estimateur proposé induit une réduction de la puissance du
bruit qui perturbe le signal j traiter.
Comme  le signal aléatoire j l'entrée de notre estimateur est
presque un bruit blanc, nous pouvons considérer que la
variable aléatoire X est une gaussienne. La puissance de la
variable aléatoire Y  est  dans ce cas:
Y
2 2
X X
2
X X
2
X =  2 s (1 - F (s)) - 2s  p (s) + 2 (1 - F (s))σ σ σ
[Isa.’ 95 ].
Autres propriétés mathématiques de l'estimateur peuvent  qtre
trouvées dans les travaux de Donoho [Don'92] ou [Don'93] ou 
dans les  actes  de la conférence des statisticiens franco-belges
organisée en 1995.  Pour chaque valeur positive du t 
l'estimateur proposé baisse la puissance du bruit. Cette
réduction est plus importante si  t  est plus grand.
Autres estimateurs, appartenant j la même famille sont
presentés dans [Hon.’97].
Une approche différente pour le de-noising est presentée dans 
[Nas.’94].
III.2.  SOURCES  D'OPTIMISATION  DE  LA 
METHODE  PROPOSEE
La méthode de "de-noising" proposée est caractérisée
par trois paramètres, deux spécifiques à la transformée en
ondelettes: les réponses impulssionnelles  h[n]  et  g[n] , la
résolution J, et le troisième, le seuil  t  de l'estimateur.  On a
montré déjà que J doit avoir sa plus grande valeur possible. On
peut utiliser comme critère d'optimisation de la méthode de
"de-noising" l'augmentation de la vitesse de convergence de la
série cjR ( ) Ω vers Rx
∧
[ ]0 . La vitesse de convergence est
plus grande si on utilise des ondelettes plus régulières. En ce
qui concerne le seuil  t , sa valeur doit être choisie tel que
l'augmentation du rapport signal à bruit soit importante et la
forme du signal  xu[n]  ne soit pas affectée. On présente, dans
la suite, un exemple pour la méthode de "de-noising" proposée.
Dans les figures 1 et 2, le signal x[k] est présenté en haut et le
signal  x ku
∧
[ ] en bas.  Dans l’exemple de la figure 1 on a
utilisé  le filtre
DAU9 et la valeur  t
   D    pour    le seuil.
L'augmentation du rapport signal
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 à bruit obtenue est  evidente.  Dans  le cas de la figure  2  on 
a utilisé le filtre DAU2  et on peut voir  que  la methode de de-
noising  fonctionne  aussi   pour autres  categories  de bruit..
Cette méthode d'augmentation du rapport signal à bruit est
efficace pour des signaux qui ont une valeur du rapport signal à
bruit suffisamment grande (voir la figure 2).
Pour le cas quand le rapport signal à bruit du signal à traiter est
faible on doit utiliser des valeurs importantes pour le seuil t et
la forme du signal utile est affectée. (voir la figure 1).
Le but de cet travail est  de   trouver 
automatiquement  le seuil  de  l’estimateur  sans estimer  la
valeur  σ.     
Figure 1. La methode classique de debruitage
Figure 2. La generalisation de la methode de Donoho
pour bruit d'impulssions
IV.  "DE-NOISING “ ADAPTATIF
Le problème est de choisir la valeur du seuil  t  pour
obtenir le plus grand rapport signal à bruit à la sortie. On peut
utiliser dans ce bût un
algorithme adaptatif qui suppose la connaissance de l’énergie
du signal utile xu[n].  Les étapes d'un tel algorithme sont les
suivantes:
1. En choisissant une valeur petite pour le seuil ,t0 ,
on applique la procédure déjà présentée. On obtient le signal
y k
∧
1 [ ] .  On estime le rapport signal à bruit obtenu a la sortie
RSB1;
Figure 3. L'effet de la methode adaptative proposée
ici
2. En utilisant encore une fois l'estimateur donné avec la même
valeur pour t0 on obtient le signal y k
∧
2 [ ] et on estime la
valeur RSB2. Cette procédure peut être appliquée quelques
fois. Elle doit être arrêtée quand le rapport signal à bruit à la
sortie commence à s'abaisser. Par exemple le
même signal xu[k], qui a été utilisé dans la première
expérience, est utilisé pour envisager la méthode adaptative.
.En utilisant la méthode adaptative proposée ici, on obtient le
signal présenté dans la figure 3 (en bas). Cet  signal a  été
obtenu après P=6 itérations.
O n peut  montrer que cette  procédure est équivalente , du
point de vue  du bruit , à  la procédure non-adaptative qui
utilise la valeur du seuil P·t0. On peut affirmer que le bruit est
entièrement supprimé, mais malheureusement la forme du
signal xu[k] est un peu affectée. La cause est la valeur plus
grande du seuil équivalent utilisé.
En tout cas la forme du signal n’est pas plus affectée,
en utilisant cette méthode, que dans le cas de l’utilisation de la
méthode classique de Donoho.
On prouve maintenant  la convergence de
l’algorithme proposé. Une forme alternative de la  relation (1)
est:
[ ]
[ ] [ ]
[ ] [ ]
[ ]
y k
y k t y k t
y k t y k t
y k t
u
∧
=
− > +
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<

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Donc, son énergie est:
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On a noté le nombre des échantillons plus grandes  que t avec
N1 et le nombre des échantillons  plus petites que  t  avec  N2.
L’expression de   l’énergie est donc:
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Si la valeur du seuil est suffisamment  petite  (cette hypothese 
a ete  faite  quand  l’algorithme  a ete decrit ) on peut faire les
approximations:
[ ] [ ] [ ]y k y k y k
k
N
k
N
k
N
2
2 1
2
1
1 1
1
1= = =
∑ − ∑ ≅ − ∑
qui est une constante pour un signal donné ( xu[n] ) . On note
cette constante avec α.
L’autre approximation possible est (si  t  est assez  petit):
[ ] [ ]y k y k E Ey
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On peut écrire aussi:
N N N avec1 2 0 1+ ≅ < <β β
Voilj  pourquoi  l’énergie  du signal de la sortie  peut être
calculée avec la formule:
E E t Nt
y
y∧ = + +2
2α β
et son rapport signal/bruit :
RSB
E
E E
E
Nt t
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On  peut trouver facilement une valeur du seuil , t0 , qui
conduit  j  la  plus grande valeur possible  du rapport
signal/bruit  j  la  sortie.
Cette valeur est:   t
N0
=
α
β
Donc l’algorithme peut trouver une valeur de seuil qui
optimise le rapport signal/bruit j  la  sortie. Voilj  pourquoi on
dit que l’algorithme est convergent.
Une procédure alternative intéressante, semble être
le “translation invariant de-noising”  [Coi.,Don.’95].
V. CONCLUSIONS
On obtient  un debruitage  de haute qualité  (la forme
du signal utile est bien conservé  et le bruit  est entièrement
eliminé).  La méthode d’augmentation  du rapport signal/bruit 
par de-noising  est  très moderne, il y a  un grand nombre 
d’articles  très récentes , qui presentent des aspects différents 
de cette méthode.  En effet  il y a un grand  nombre de
paramètres  qui peuvent  améliorer  le debruitage : les
ondelettes utilisées , le type  de transformée  utilisé,
l’estimateur utilisé,  la valeur du seuil  utilisé.
Dans ce travail-ci on a  présenté une méthode de "de-
noising" adaptative qui peut  remplacer  la méthode de Donoho
pour le cas  quand  on ne veut  pas  faire  l’estimation  de la
puissance de bruit  et quand  on connait  l’energie  du signal  a
 traiter..  Ses avantages sont:
- le volume de calcul est relativement faible (on ne
fait pas  l’estimation  de la puissance  du bruit),
- la forme du signal à estimer est relativement bien
conservée, et la méthode est presque universelle (elle 
fonctionne bien pour des signaux  et bruits très différentes).
- la méthode proposée ne demande  pas l’hypothèse
de bruit  blanc  j  l’entrée.
- la méthode proposée ne nécessite pas  l’estimation 
de la puissance du bruit  j l’entrée ( σ 2 )  comme par exemple
la méthode classique de Donoho.
- la méthode  est adaptee au signal  util a l’entree 
parce-qu’elle  exige  la connaissance  de son energie.
L’application prévue pour cette méthode  est l’augmentation du
rapport  signal/bruit  dans  les  systèmes de 
télécommunications.
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