Abstract. Symmetric standard elliptic integrals are considered when one of their parameters is larger than the others. Distributional approach is used for deriving five convergent expansions of these integrals in inverse powers of the respective five possible asymptotic parameters. Four of these expansions involve also a logarithmic term in the asymptotic variable. Coefficients of these expansions are obtained by recurrence. For the first four expansions these coefficients are expressed in terms of elementary functions, whereas coefficients of the fifth expansion involve non-elementary functions. Convergence speed of any of these expansions increases for increasing difference between the asymptotic variable and the remaining ones. All the expansions are accompanied by an error bound at any order of the approximation.
Introduction. Elliptic integrals (EI) are integrals of the type R(x, y)dx,
where R(x, y) is a rational function of x and y, with y 2 a polynomial of the third or fourth degree in x. When the polynomial y 2 has not a repeated factor and R(x, y) contains some odd power of y, EI cannot, in general, be expressed in terms of elementary functions. Legendre showed that all EI can be expressed in terms of three standard EI (Legendre's normal EI) [14] .
The three complete EI of the first, second and third kind are particularly important cases of the respective three standard EI. These integrals and the three standard EI are special non-elementary functions that play an important role in several mathematical problems: the first complete elliptic integral appears as a certain limit in the theory of iterated number sequences based on the arithmetic geometric mean [18, sec. 12.1.2]. Standard EI are related to Theta functions and the Weierstrass' elliptic function [18, sec. 12.3] . EI constitute a basic ingredient of certain geometrical [11] and statistical [17] problems.
EI are also involved in several physical problems: the period of a simple pendulum in a constant gravitational field can be expressed in terms of the first complete elliptic integral [18, sec. 12.1.1] . The zeros of EI can be used for determining an upper bound for the number of limit cycles of certain hamiltonian systems [19] . EI are related to certain problems of electromagnetism [20] .
A survey of properties of the standard EI can be found, for example, in [1, chap. 17] , [2] or [18, chap. 12] . However, as it has been shown by Carlson [5] [6] [7] [8] [9] , for numerical computations it is more convenient to use symmetric standard EI instead of Legendre's normal EI. (Legendre's normal EI are connected with the symmetric standard EI by means of simple formulas [18, eq. 12.33] .) A very complete table of the three symmetric standard EI can be found in [5] [6] [7] [8] [9] . They are defined as follows, 
(t + x)(t + y)(t + z)(t + p) ,
where we assume that the parameters x, y, z are nonnegative. We assume also that they are distinct (otherwise these integrals reduce to elementary functions). If the fourth argument of R J is negative, the Cauchy principal value of R J can be written in terms of R F and R J with all the arguments nonnegative [10] . Therefore, we will consider p > 0 and p = x, y, z (otherwise R J reduces to R D ).
On the other hand, the asymptotic approximation of EI has not been exhaustively investigated: classical methods for approximation of integrals cannot be applied. Some result concerning approximations of EI can be found for example in [2] and [13] . Although the more recent results about the asymptotic behaviour of these integrals have been obtained by Carlson, Gustafson and Wong: R F , R D and R J may be written as a convolution and the method of regularization [22, chap. 6, sec. 7] can be applied.
When one of the parameters of the integrals tends to zero or infinity, the first (and sometimes the second too) term of the asymptotic expansion of R F , R D and R J , as well as a quite accurate bound for the first error term has been obtained by Gustafson [12] . Higher terms of the expansion and higher error bounds are not explicitly derived in that work because of the complexity of the Mellin transforms involved in their calculation. Using a very clever analytical trick [10] , Carlson and Gustafson have sharpened the bounds for the first error terms obtained in [12] in the case of one parameter going to infinity. Besides, they supply in [10] very accurate bounds for the first error term of the totally symmetric elliptic integral of the second kind. Moreover, for all the symmetric EI, they consider also the case of several parameters going to infinity.
Complete convergent expansions of R F , R D and R J (and not only first terms) have been obtained by Carlson using also Mellin transforms techniques [3] . Although these expansions have an attractively simple structure, explicit computation of the terms of the expansions is not straightforward and the upper bound on the truncation error is not quite satisfactory [3, sec. 5] . Carlson and Gustafson have solved this problem for R F (x, y, z) in [4] , where an algorithm for computing the coefficients of the convergent expansion of R F (x, y, z) in terms of Legendre functions and their derivatives is derived. Moreover, accurate error bounds are given too at any order of the approximation.
In this paper we try to solve for R D and R J the problem that Carlson and Gustafson have solved for R F (x, y, z). That is, we consider complete convergent expansions for R D and R J when one of their parameters x, y, z or p is large. Then, we face the challenge of obtaining easy algorithms for computing the coefficients of these expansions (in terms of elementary functions when it is possible) and simple expressions for the error bounds at any order of the approximation. For completeness, we include also R F in this project.
For this purpose, in section 2, we make a review of the asymptotic expansions of Stieltjes [22, chap. 6 
where f n (t) = O(t −n−α ) as t → ∞ and 0 < α < 1. Then, for p > 0 and n = 1, 2, 3, ...,
The remainder term satisfies
where f n,n (t) is defined by 
where f , f n,n and log(t) denote the tempered distributions associated to the locally integrable functions f (t), f n,n (t) and log(t) respectively, δ is the delta distribution in the origin and
empty sums being understood as zero.
Then, for k = 0, 1, 2, ... and n = 1, 2, 3, ..., the following identities hold,
where (ρ) k denotes the Pochhammer's symbol,
where γ is the Euler constant and ψ the digamma function and
Proof. The first identity is trivial by using the dominated convergence theorem. The second one follows after a simply computation. On the other hand, 
Using now formula [16, p. 489, eq. 7] we obtain the third identity. The fourth identity follows from the dominated convergence theorem, the local integrability of f n,n (t) on [0, ∞) and the behaviour f n,
Theorem 2. Let f (t) a locally integrable function on [0, ∞), {A k } a sequence of complex numbers and let f (t) have the following asymptotic expansion for large t and n = 1, 2, 3, ...,
where
where, for k = 0, 1, 2, ..., the coefficients B k are given by
empty sums being understood as zero. The remainder term is given by
where f n,n (t) is defined in (4) .
Proof. From lemmas 1 and 2 we obtain immediately formulas (7), (9) and the first line in (8) . Introducing
in the second line of (5) and after simple manipulations we obtain the second line in (8) .
A bound for the error term in the expansions given in theorems 1 and 2 will be obtained in propositions 1 and 2 respectively when the function f (t) has the form
where m ∈ N | , x 1 ,...,x m are nonnegative parameters at least one different from zero and µ 1 ,...,µ m > 0. Define
, the remainder term f n (t) and the coefficients A n in the expansion (11) - (12) of the function f (t) defined in (10) verify
Applying the binomial formula for the derivative of a product we realize that the n−esim u−derivative of u −µ f (u −1 ) has the same sign as (−1) n ∀u ∈ [0, ∞). Then, sign(A n ) = sign(−1) n− µ for n ≥ µ and, by the Lagrange formula for the remainder
Therefore, two consecutive error terms f n (t) and f n+1 (t) in the expansion of f (t) have opposite sign. After applying the error test (see for example [15, p. 68] or [22, p. 38] ) we obtain the first inequality in (13) . The second inequality follows from the first one and
On the other hand, for µ ∈ N | , the asymptotic expansion in t = ∞ of the function f (t) defined in (10) is given, for n = 1, 2, 3, ..., by (14) f
Then, we have the following Lemma 4. For µ ∈ N | and ∀ t ∈ [0, ∞), the remainder term f n (t) and the coefficients A n in the expansion (14)- (15) of the function f (t) defined in (10) verify
Proof. Similar to the proof of lemma 3 replacing µ by µ − 1.
Proposition 1. If the function f (t) of theorem 1 has the form (10) with
providing the expansion (2) of an asymptotic character for large p.
Proof. The parameter α in theorem 1 equals µ − µ in lemma 3. Using now sign(f n (u)) =sign((−1) n− µ ) ∀u ∈ [0, ∞) in (4) and (3) we obtain (−1) µ R n (p) ≥ 0. Introducing the first bound of (13) in the right hand side of (4) and performing the change of variable u = tv we obtain
Introducing this bound in (3) and after the change of variable t = pu we obtain (17).
Proposition 2. If the function f (t) of theorem 2 has the form (10) with µ ∈ N
| then, ∀ z > 0 and n ≥ µ, the error term R n (z) in the expansion (7) satisfies the bounds
whereĀ n =max{|A n |, |A n−1 |}, and
where a is an arbitrary positive number,
where F (b, c; d; z) is the hypergeometric function. For large z and fixed n, the optimum value for a is given by
Any of these bounds provide the expansion (7) of an asymptotic character for large z.
Introducing this in (4) and (9) we obtain (−1) µ R n (z) ≤ 0. For obtaining the bound (19) we divide the integral in the right hand side of (4) by a fixed point u = a ≥ t and use the second bound of (16) in the integral over [t, a] and the first bound of (13) 
On the other hand, ∀ t ∈ [0, ∞) we introduce the first bound of (13) in the right hand side of (4) and perform the change of variable u = tv. We obtain
We divide the integral in the right hand side of (9) at the point t = a and use the bound (24) in the integral over [a, ∞). Now, if we use the second bound of (23) in the integral over [0, a] we obtain (25)
where S n (z, a, ρ) is given by the first quantity between the brackets in (20) . If instead of this, we use the first bound of (23) in the integral over [0, a], expand (1 − t/a) n , use the bound (t + z) ≥ z and [1, eq. 6.3.6] we obtain again (25), but with S n (z, a, ρ) replaced by ψ(n + 1) + γ.
A bound for the first integral in the right hand side of (25) is given by a/z n+ρ . After the change of variable t = a/u in the second integral and using [18, (z, a, ρ) given by the right hand side of the first line in (21) . If, instead of computing exactly the second integral in (25), we use the bound (t + z) ρ ≥ (a + z) ρ ∀ t ≥ a and equality [16, p. 31 , eq. 4] we obtain the second line in (21) .
Finally, if we get rid of irrelevant terms for large z, the right hand side of (19) , as function of a, has a minimum for a given in (22) .
For obtaining the second inequality in (18), using lemma 4 we have, for n ≥ µ, |f n (t)| ≤ |A n |t −n−1/2 if t ≥ 1 and |f n (t)| ≤ |A n−1 |t −n−1/2 if t ≤ 1. Therefore, |f n (t)| ≤Ā n t −n−1/2 ∀ t ∈ [0, ∞) and n ≥ µ. Then, f n (t) satisfies the first bound of (13) with µ replaced by 1/2 and |A n | byĀ n . Repeating now the calculations of the proof of proposition 1 we obtain the second inequality in (18) .
Remark 1. For large n and fixed z, the bound (19) (with a given in (22)) 'contains an extra asymptotic factor log(n)' with respect to the bound (18), whereas for large z and fixed n, it 'contains an extra asymptotic factor log(z)/ √ z'. Therefore, (19) is more suitable for large z and (18) is more suitable for large n.
Expansions of the symmetric standard elliptic integrals.
Convergent expansions of R F , R D and R J for large values of one of their parameters are obtained as corollaries of theorems 1 or 2. Error bounds for the remainder terms in these expansions follow from propositions 1 and 2. We derive the explicit expansions and error bounds for the remainders in the following subsections.
Expansion of
where, for k = 0, 1, 2, ...,
and coefficients B F k (x, y) are given by the recurrence
empty sums being understood as zero and 2R F (x, y, z) has the form considered in theorem 2 with 
On the other hand, from the differential equation 2(t+x)(t+y)(f n (x, y) given in (27). In particular, introducing (22) in (19) we obtain the first line of (30).
Introducing the bound |A F n | ≤ y n in the second line of (30) we obtain, for n ≥ 1,
where C(y, z) is independent of n. Therefore, expansion (26) 
Subtracting the pole −A k /(w − k − 1) and taking the limit w → k + 1 we obtain Table 1 shows a numerical example of the approximation supplied by expansion (26). (x, y, z) is given by the right hand side of (18) or (19) putting ρ ≡ 3/2 and A n ≡ A F n (x, y) given in (27) . In particular, two error bounds are given by
Expansion of R
Proof. The integral (2/3)R D (x, y, z) has the form considered in theorem 2 with f (t) ≡ f F (t) given in (31) and ρ = 3/2. The remaining proof follows as in corollary 1 except that, in this case, eq. (35) reads
and convergence of expansion (39) is restricted to y < z. Table 2 shows a numerical example of the approximation supplied by expansion (39).
where A D 0 (x, y) = 0 and, for k = 1, 2, 3, ...,
.., are given by the recurrence
empty sums being understood as zero and
For n = 1, 2, 3, ..., the remainder termR
and, for n = 2, 3, 4, ..., a bound for |R D n (x, z, y)| is given by the right hand side of (18) or (19) setting ρ ≡ 1/2 and A n ≡ A D n (x, y) given above. In particular, two error bounds are given, for n ≥ 2, by , y) has the form required in theorem 2 with
where f D n (t) = O(t −n−1 ) as t → ∞ and ρ = 1/2. Therefore, the asymptotic expansion of (2/3)R D (x, z, y) follows from eq. (7) 3 dt.
On the other hand, from the differential equation 2(t+x)(t+y)(f
by the right hand side of (48), expand the term (T + x)/(T + y) in inverse powers of T and use the recurrence (49). We obtain
from which (42) follows easily by using the second line in (8) (46) follows after introducing (22) in inequality (19) . On the other hand, 
where C(s, z) is independent of n. Therefore, expansion (40) is uniformly convergent for s < z. k (x, y) can be obtained by using the first equality in (8) and
sin(π(w − 1))
Derivation of these formulas is similar to the derivation of M [f 
and, for k = 0, 1, 2, ... and x, y > 0, Table 3 shows a numerical example of the approximation supplied by expansion (40). Proof. The integral (2/3)R J (x, y, z, p) has the form required in theorem 2 with Table 5 shows a numerical example of the approximation supplied by expansion (61).
Remark 5. A bound for the n−esim remainder term in any of the expansions given in corollaries 1-5 has the form C(s, z) √ n(s/z) n for n ≥ 1, where z is the asymptotic variable, s is a bound for the remaining variables and C(s, z) is independent on n. Therefore, convergence rate of these expansions increases for decreasing value of the quotient s/z. Functions f (t) in the integrand of R F , R D and R J (and, in general, functions f (t) given in (10)) belong to a special kind of functions: the remainder terms in their asymptotic expansions in inverse powers of t satisfy the error test. This fundamental property is used in propositions 1 and 2 for deriving an error bound for the remainder in the asymptotic expansions given in theorems 1 and 2 at any order of the approximation. In particular, it has been derived for the expansions of R F , R D and R J in corollaries 1-5. These bounds have been obtained from the error test and, as numerical computations show (see tables 1-5), they exhibit a remarkable accuracy. Moreover, these bounds show that the expansions are convergent when the asymptotic variable is greater than the remaining ones and that the convergence rate increases as this difference between the asymptotic variable and the remaining ones increases.
Expansions given in corollaries 1-5 are generalizations of the corresponding first order approximations given by Carlson and Gustafson [10] . Nevertheless, the complete expansion of the first elliptic integral given in corollary 1 was already obtained by Carlson and Gustafson [4] and, as well as in corollary 1, the coefficients of the expansion are given by a recurrence [4, eq. 1.7] . Complete expansions for R D and R J for the asymptotic parameters considered in corollaries 2-5 were also obtained by Carlson and Gustafson [3] . But a recurrence for the calculation of the coefficients is not given in [3] and error bounds supplied there are not quite satisfactory. The advantage of the approach presented here is that it supplies a simple algorithm for the calculation of the coefficients of these expansions and more accurate error bounds at any order of the approximation. This algorithm is explicitly given in corollaries 1-5. Moreover, coefficients of the expansions of R F (x, y, z), R D (x, y, z), R D (x, z, y) and R J (x, y, z, p) for large z are given in terms of elementary functions, whereas coefficients of the expansion of R J (x, y, z, p) for large p are given in terms of R F (x, y, z) and R D (x, y, z) .
For large z, the error bounds supplied in corollaries 1-4 are slightly more accurate than the error bounds given in [10] for the first order approximation of R D (x, z, y), R F (x, y, z) and R J (x, y, z, p) and slightly less accurate for the first order approximation of R D (x, y, z) and the second order approximation of R F (x, y, z). When considering first order approximations to R J (x, y, z, p) for large p, a comparison between the error bounds given in corollary 5 and the error bounds given in [10] is more complicated because they are concerned with different approximations. On the other hand, at any order of the approximation, error bounds given in [4, eqs. (1.20) or (3.40)] are more accurate for large values of n than the error bound given in corollary 1 and less accurate for small n.
Distributional approach should succeed for deriving complete uniform asymptotic expansions of symmetric elliptic integrals too. This challenge is postponed for further investigations.
