Where it can be found, the vanishing point in a one point perspective image can facilitate analysis of the image. For the purpose of a vision system for a small mobile robot self-navigating within a rectilinear indoor environment such as along the corridor of a faculty building with one point perspective, knowing where the vanishing point in an image captured for navigation purpose is, can be very helpful in recognition of high level features such as corridors and doors. This paper presentsa parameterised algorithm developed to estimate the vanishing point in such an image of the inside of a corridor. It takes advantage of certain characteristics of vanishing points from one point perspective, and the nature of the images encountered in this work. This algorithm is based on likelihoods. It has worked in most cases, been undecided in other cases.
Introduction
and [2] have presented a method to completely specify important lines in an image captured within a rectilinear environment for the purpose of vision-based self-navigation of a small robot.
In [1] , an implementation of the Hough transform is used to determine the angle, θ, of aline relative to the vertical and its distance, ρ, from the centre of the image. proposed by [3] .θ and ρ can be used to specify the slope of the line, m, and its intercept on the vertical axis, c, by rearranging equation 1 Starting from where [1] stops, [2] has then presented a method to specify the end-point of the lines found in terms of coordinates. It works by finding valid sub-lines of lines that have been found using the Hough transform (i.e., lines whose θ and ρ values) as described in [1] . A valid sub-line is a collection of points on a found line, sufficiently close to each other and numerous enough to be considered parts of the same sub-line, and far away enough from any other points along the same line so that those other points cannot be considered to be on the same sub-line. Details of thresholds for being numerous enough, and close enough (or not close enough) are presented in [2] . Any line found from the Hough transform using the method of [1] , but not found to have any valid sub-line using the method of [2] , is dismissed as a false recognition. This elimination of false recognitions is in addition to other means of minimization of false recognitions detailed in [1] . Before the method in [1] can be used, images are preprocessed following a series of steps detailed in [4] , which involved sub-sampling (to obtain a smaller but still useful sized image), edge-detection and thinning, and result in a thinned binary image. Figure 1 shows a sample image along with completely specified lines determined using the methods specified in [4] , [1] and [2] in that order. Figure 1a shows a reduced version of the original image with lines important for this work, navigationally important lines (NILs), cycled in red. Figure 1b shows the completely specified lines superimposed on the pre-processed version of the image also cycled in red. The pre-processed image has black lines showing outlines of major areas of the image in black, and automatically detected lines in colours other than black. Lines such as those shown to have been found in figure 1b are used to recognise high level features such as corridors and doors. To do that, it was found that knowledge of the location of the primary vanishing point is very helpful. Estimation of the location of the primary vanishing point is presented in this paper. Recognition of high level features has been presented in [5] .
The vanishing point discussed in this paper is vanishing point from one-point perspective. "In graphical perspective, a vanishing point is a point in the picture plane that is the intersection of the projections (or drawings) of a set of parallel lines in space on to the picture plane. When the set of parallels is perpendicular to the picture plane, the construction is known as one-point perspective and their vanishing point corresponds to the oculus or eye point from which the image should be viewed for correct perspective geometry" ( [6] ).
Related Work
There has been considerable work related to estimation of vanishing point in machine vision/image processing in general, and path detection in particular.
One that is closely related to this work is the work of [7] . [7] pre-process the input image by sub-sampling and converting to a black and white image. Then they detect candidate edges of lanes using the probability Hough transform to detect important straight lines in the image. Although some lanes are not straight, they argue that due to the limited field of view of the cameras they use, the portions of lanes of immediate interest are bounded by lines that are approximately straight. They use the lines from the Hough transform to find vanishing point(s). To do so, they pair detected lines to find their intersection points. Intersection points vote for possible vanishing points on a probability map. Likely vanishing points show up as local maxima on the probability map.They use a Gaussian filter to generate a probability map of vanishing points.
[7] considered clustering points close to each other to decide on (possibly multiple) vanishing points, but decided that would be too noisy for their application.
Instead they use what they call a biologically inspired model which involves a winner take all approach to select a vanishing point, and then an inhibition on returnmethod to prevent that vanishing point from being considered in further iterations. That way, they are able to find other possible vanishing points.
[7] is similar to the work reported in this paper in a number of ways. Both works pre-process input images by resizing and conversion to binary image. The difference between the two pre-processing schemes is that [7] is able to take advantage of the large difference in intensity between the dark colour of roads and the bright colour of lane markings, whereas this work went through edge-detection and thinning to obtain binary images ready for application of the Hough transform. Both works use the Hough transform to detect straight lines. [7] have to approximate curves in lanes to straight lines in some cases since lanes on freeways curve, whereas the current work is limited to rectilinear indoor environments where edges of corridors, doors and ceilings are all straight. [7] targets multiple lanes which may not be parallel to each other and so lead to multiple vanishing points while the current work targets a single corridor surrounded by walls yielding a single vanishing point. Both works find intersection points between pairs of lines to generate candidate vanishing points, and then move towards a decision about a point being a true vanishing point based on the number of intersections points on or near it. Lines intersecting on vanishing points in [7] would primarily be edges of paths (lanes) while in the current work, edges of paths (corridors) as well as edges of ceilings would all intersect at the single vanishing point. [7] use a Gaussian filter, and their biologically inspired model to make a call about candidate vanishing points being actual vanishing points while the current work uses a number of criteria which take advantage of the unique nature of the application at hand. It factors in the fact that ceiling edges will also converge at the same vanishing point as robot path (corridor) edges, that there would be walls around the vanishing point, and that the horizon would be approximately near the horizontal midpoint of the edges.
Another work that is related to the current work, although not as closely as [7] is the work of [8] . They have also estimated vanishing point as a first step in detection of roads for intelligent vehicles. The roads they target may not be well paved or have clearly delineated edges, and there may not be apriori information about the colour or texture of the road. They use a novel adaptive soft voting scheme based on variable sized voting regions using confidence weighted Gabor filters to work out the dominant texture orientation at each pixel to estimate the vanishing point. They then use the vanishing point to constrain the search for boundaries for the road.
This work determines vanishing point for the purpose of automatic path detection for a mobile robot within an indoor rectilinear environment. As a result, images this work considers differ from images in [8] considerably in that (1) paths in the current work are guaranteed to be straight, and (2) edges of paths in the current work are generally well delineated. For this reason, the current work is able to use the straight line Hough transform to detect lines using a scheme detailed in [1] , after pre-processing the input images using a scheme detailed in [2] . Candidate vanishing points are then found aspoints of intersection of multiple lines detected. This is informed by the realization that the vanishing point is likely to be the point of intersection of perspective projections of the 2 edges of the path (corridor), along with intersections of perspective projections of wallceiling boundaries. Scores for confidence in each candidate point are awarded according to further criteria informed by the specific nature of images in the current work as already 
Vanishing Point Detection
The algorithm for estimation of vanishing points starts with determination of points of intersection for all pairs of significant lines found from the Hough transform. Because this work is done with images taken from a rectilinear corridor environment with one-point perspective (or close to it), in most images encountered, lines due to corridor-floor boundaries and corridor-roof boundaries intersect at avanishing point. This means that the vanishing point can be expected to have at least a few lines intersecting on it.
Suppose that ( When intersection points have been found, those in close proximity to each other are clustered to make up for rounding errors in line determination and intersection point calculations. A note is made of the number of points contributing to each cluster, and of the pairs of lines which intersect at those points. This information is important for later processing.
Each cluster of intersection points found is examined against the following criteria:
1) Whether or not it is on the horizon: For images in this work, the horizon will normally be around the horizontal midpoint of images as the camera view is set approximately parallel to the ground. Only points on or very close to the horizon are considered further.
2) Number of lines that intersect on point: Points are ranked according to how many lines intersect on them. If more than 10 clustered intersection points are found, only the 10 with the highest number of intersecting lines are considered. If the number of clustered intersection points is less than or equals to 10, then all points are considered for further processing.
Each point is assigned a weight. 10 is the maximum weight and is assigned to the point with the highest number of intersecting lines, 9 is assigned to the point with the second highest number of intersecting lines, etc.
Where two or more points have the same number of intersecting lines, they are assigned the same weight and subsequent points are assigned weights which reflect the number of points with a higher number of intersecting lines than them. If 3 points have the same number of lines and are assigned a weight of 8, for example, the next point is assigned a weight of 5, not 7, as weights 6 and 7 would have been assigned but for the equality.
For criteria 3 to 5 below, a categorisation of significant lines found is done based on their θ values. This categorisation is done into the classes "vertical to the left of", "vertical to the right of", "horizontal above", "horizontal below", "slash through", "backslash through", and "vertical on". These categories are elaborated in table 1 which follows.
1) Whether or not there is an "X" on the point: There are two parts to this criterion. One part is fulfilled if there is a "slash through" line on the point under consideration. If it is met, a weight of 1.5 is assigned. The second part is met if there is also a "backslash through" line on the point. A further 1.5 is assigned to the point if this is the case. 2) For the purpose of step 3, "slash through" and "backslash through" are as defined in table 1. 3) Whether or not there is a "rectangle" around the point: Is there a set of four (or more) significant lines which include:
 one that is approximately "horizontal above" it ( a weight of 1.25)  one that is approximately "horizontal below" it ( a weight of 1.25)  one that is approximately "vertical to the left" of it ( a weight of 1.25)  one that is approximately "vertical to the right" of it ( a weight of 1.25) Horizontal and vertical to the left (or right) are as defined in table 1. Licensed Under Creative Commons Attribution CC BY 4) "Vertical on" it: If there is a vertical line passing right through or very near the point under consideration, 2.0 is subtracted from its weight.
The point that scores the highest against these criteria is returned as the vanishing point, provided the total of points it has scored is at least 13. If 13 is not reached by any point, there is not enough evidence to confidently point out the vanishing point.
All the parameters in this algorithm were decided after trying out the algorithm several times with several typical images. Figure 2 shows the (correct) winning point (-6, -16) from a sample run (by a red dot). The winning score was 13.75. Table 2 shows a breakdown of the scores for the top ten points. Table 3 summarises other sample results. In all the results shown, the vanishing point was found with confidence since the winning points scored 13 or above, except in one case. No point was found that was clearly wrong.
Results

Conclusion
An algorithm has been presented to estimated vanishing point for images taken by a robot for self-navigation with one-point perspective (or close to it). The algorithm takes advantage of the nature of such vanishing points, and the particular types of images encountered in this work. It uses certain scoring parameters which have been manually developed for the particular problem at hand. It has been successful in finding the correct vanishing point most of the time, and where it cannot, has been able to indicate that it cannot make a call. Actual false recognitions have been rare. This algorithm can be adapted for other applications requiring determination of vanishing point from one-point perspective with likely changes to the scoring parameters used. Genetic algorithms or other automatic parameter optimizers can be used to choose the parameters if there are sufficient numbers of sample images.
The algorithm presented will most likely require major modifications to work with higher point perspectives. 6. Acknowledgement
