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3Abstract
Optimization problems that involve discrete variables are exposed to the conflict between
being a powerful modeling tool and often being hard to solve. Infinite-dimensional
processes, as e.g. described by differential equations, underlying the optimization may
lead to the need to solve for distributed discrete control variables.
This work analyzes approximation arguments that replace the need for solving the
optimization problem by the need for first solving a relaxation and second computing
appropriate roundings to regain discrete controls. We provide sufficient conditions on
rounding algorithms and their grid refinement strategies that allow to prove approxima-
tion of the relaxed controls by the discrete controls in weaker topologies, a feature due to
the infinite-dimensional vantage point. If the control-to-state mapping of the underlying
process exhibits suitable compactness properties, state vector approximation follows in
the norm topology as well as, under additional assumptions, optimality principles of the
computed discrete controls. The conditions are verified for representatives of the family
of Sum-Up Rounding algorithms.
We apply the arguments on different classes of mixed-integer optimization problems
that are constrained by partial differential equations. Specifically, we consider discrete
control inputs, which are distributed in the time domain, for evolution equations that
are governed by a differential operator that generates a strongly continuous semigroup,
discrete control inputs, which are distributed in multi-dimensional spatial domains, for
elliptic boundary value problems and discrete control inputs, which are distributed in
space-time cylinders, for evolution equations that are governed by differential operators
such that the corresponding Cauchy problem satisfies maximal parabolic regularity. Fur-
thermore, we apply the arguments outside the scope of partial differential equations to
a signal reconstruction problem. Computational results illustrate the findings.
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5Zusammenfassung
Optimierungsprobleme mit diskreten Variablen befinden sich im Spannungsfeld zwis-
chen hoher Modellierungsmächtigkeit und oft schwerer Lösbarkeit. Zur Optimierung
unendlichdimensionaler Prozesse, z.B. beschrieben mit Hilfe von Differentialgleichun-
gen, kann die Lösung nach verteilten diskreten Kontrollvariablen erforderlich sein.
Diese Arbeit untersucht Approximationsargumente, mit deren Hilfe die Notwendigkeit
einer Lösung des Optimierungsproblems durch die Notwendigkeit zuerst eine Relax-
ierung zu lösen und anschließend eine passende Rundung zu berechnen, um wieder
diskrete Kontrollvariablen zu erhalten, ersetzt wird. Wir geben hinreichende Bedin-
gungen an Rundungsalgorithmen und ihre Gitterverfeinerungsstrategien an, um eine
Approximation der relaxierten Kontrollvariablen mit den diskreten Kontrollvariablen in
schwächeren Topologien zu erhalten, was aus der unendlichdimensionalen Betrachtung
des Problems folgt. Falls der Steuerungs-Zustands-Operator des zugrundeliegenden
Prozesses passende Kompaktheitseigenschaften aufweist, folgen die Approximation der
Zustandsvektoren in der Normtopologie und, unter zusätzlichen Bedingungen, Optimal-
itätsprinzipien für die berechneten diskreten Kontrollvariablen. Die Bedingungen werden
für Repräsentanten der Familie von Sum-Up Rounding Algorithmen nachgewiesen.
Wir wenden die Argumente auf verschiedene Klassen von gemischt-ganzzahligen Op-
timierungsproblemen, die von partiellen Differentialgleichungen beschränkt werden, an.
Insbesondere betrachten wir diskrete, in der Zeit verteilte, Steuerungen in Evolutionsgle-
ichungen mit Differentialoperatoren, die stark stetige Halbgruppen erzeugen; diskrete,
mehrdimensional im Ort verteilte, Steuerungen in elliptischen Randwertproblemen und
diskrete, in Ort und Zeit verteilte, Steuerungen in Evolutionsgleichungen mit Differ-
entialoperatoren, deren zugehörige Cauchyprobleme maximale parabolische Regularität
aufweisen. Des Weiteren wenden wir die Argumente außerhalb des Kontexts partieller
Differentialgleichungen auf ein Signalrekonstruktionsproblem an. Numerische Beispiele
illustrieren die gezeigten Resultate.
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Chapter 1
Introduction
Although this may seem as a paradox, all exact science is dominated by the
idea of approximation.
(Bertrand Russell — [95, p. 65])
This holds especially true for mathematics, an exact science if any such thing exists,
where approximation techniques lie at the heart of many different fields, in particular
analysis and numerics, the latter providing means to actually compute approximate so-
lutions to mathematical problems. Mixed-Integer Optimal Control Problems (MIOCPs)
constitute a rich class of mathematical problems that can be employed to model many
real-world applications ranging from topology optimization, see e.g. [52], over optimum
experimental design, see e.g. [99], and energy management of buildings, see e.g. [122],
to automobile test drives, see e.g. [41].
Approximating solutions of an MIOCP with a first discretize, then optimize strategy
yields a Mixed-Integer Nonlinear Program (MINLP), which may exhibit a cataclysmic
computational demand when attacking it with the established techniques for mixed
integer optimization, namely branch and bound and its wealth of variants, which date
back at least to the 1960s, cf. [25,77]. From an abstract point of view, this is unsurprising
as MINLPs are known to be NP-complete, see [40]. We note as in [80] that, from a
computational point of view, the difficulties are due to the fatal combination of the
high number of variables arising from the discretization of the state equation of the
controlled model with the curse of dimensionality arising from the decision tree of the
integer (control) variables.
This drives the search for approximation techniques that are capable of producing
points of low objective value and low infeasibility at low computational cost. In this
context, this work analyzes a chain of approximation arguments for a relaxation-based
procedure, in which roundings are computed from the solution of a continuous relaxation
in linear time w.r.t. the mesh size of the rounding grid. The procedure is advantageous
if the relaxation can be assumed to be solvable reasonably fast.
11
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Although this may seem as a paradox, the infinite-dimensional point of view en-
ables us to find powerful approximation properties that are inaccessible in the finite-
dimensional setting and in some sense even simplify the problem. In particular, we prove
that the family of Sum-Up Rounding (SUR) algorithms computes integer-valued ap-
proximants of relaxed controls in weaker topologies of Lp spaces. This in turn leverages
compactness properties of the solution mappings of the underlying state equations. The
peculiarity lies with the fact that the compactness induces that the approximants of the
state vector converge to the (optimal) state vector of the relaxation in norm. This passes
the approximation on to norm-continuous mappings, e.g. the objective of the MIOCP.
The approximation quality can be controlled by the mesh size of the rounding grid.
In some sense, the methodology replaces the need to solve a potentially NP-hard
or unsolvable problem by the need to solve a relaxation and compute the rounding on
sufficiently fine grids to achieve a desired accuracy in terms of feasibility and optimality.
The results suggest that minimizing integer controls of MIOCPs in Lp spaces might not
exist in general and the existence of an approximating sequence might be the best we
can hope for.
Our findings complement the rich theory of bang-bang-type approximation proper-
ties, in particular the Lyapunov convexity theorem and the Filippov–Ważewski theorem,
in two ways. First, they can be interpreted as an extension and application to problems
involving integer variables. Second, we provide an algorithmic framework that satisfies
the assumptions needed for the analysis to apply on the one hand and is of constructive
and implementation-friendly algorithmic nature on the other hand.
1.1 Problem statement
This work investigates MIOCPs of the following form:
min
y,u,v
J(y, u,v)
s.t. y = S(u,v)
0 ≤ c(y(t, x), u(t, x),v(t, x)) a.e.
v(t, x) ∈ {v1, . . . , vM} a.e.
(MIOCP)
Here, y denotes the state vector of an underlying process, u denotes a continuously-
valued control vector and v denotes a discrete-valued control vector with finite codomain.
These vectors are elements of function spaces and are defined on appropriate temporal
or spatial domains or space-time cylinders depending on the problem formulation. The
symbol S denotes the solution or control-to-state operator of the underlying process,
often a differential equation. Its properties, in particular compactness, or complete
continuity to be more precise, are of crucial importance in the remainder. The symbol
c denotes a constraint function, which has a pointwise almost everywhere interpretation
1.2. CONTRIBUTION 13
by means of the corresponding superposition operator. We often refer to it as mixed
constraint as it depends on the state, the continuous and the discrete control vector.
We employ Sager’s partial outer convexification technique, see [98], to derive equiv-
alent reformulations of (MIOCP) instances. To this end, the discrete-valued control
variables are substituted by binary-valued ones satisfying a one-hot encoding or Special
Ordered Set of Type 1 (SOS1) property. This gives rise to two relaxations. First, a con-
tinuous relaxation arises if [0, 1]-valued controls replace the binary controls. Second, a
feasibility relaxation arises by changing the pointwise a.e. mixed constraint 0 ≤ c(y, u,v)
a.e. to −δ ≤ c(y, u,v) a.e. for some δ > 0. A corresponding binary control satisfying
the relaxed mixed constraint for some δ > 0 is denoted by the symbol ωδ.
Both relaxations have different advantages and disadvantages, which are complemen-
tary to each other. Solutions for the continuous relaxation can be obtained without the
problems imposed by discrete variables if the tools from nonlinear optimization can be
applied to it. However, after having computed a solution for the continuous relaxation,
there is no obvious means to relate it back to solutions of the original problem. On the
other hand, the feasibility relaxation by some δ > 0 does not necessarily give a simpler
problem than the original one from the integer programming point of view. However, it
can be related to the original problem in terms of feasibility quite easily: feasible points
of the feasibility relaxation are at most δ-infeasible in the mixed constraint.
Sum-Up Rounding (SUR) is a class of algorithms that bridge the gap between so-
lutions of the continuous relaxation, (RC) in the remainder, and feasible points of the
feasibility relaxation, (BCδ) in the remainder. It operates on a discretization grid whose
mesh size can be used to control δ. Fortunately, the algorithm can be designed such
that refining the discretization grid decreases δ. The particular choice of the rounding
algorithm is a degree of freedom in the described methodology and alternative algorithms
could be considered as well. Potential alternatives are put on the record in Chapters 2
and 4. To do justice to this fact, we strictly separate the rounding algorithms and their
approximation properties from the analysis of the solution operators that exploit these
approximation properties to establish approximation properties of the corresponding so-
lutions of the state equations that constrain (MIOCP).
A large portion of this work is dedicated to the relationships of the optimization
problems sketched above for various instances of (MIOCP). The relationships are vi-
sualized in Fig. 1.1. Especially the family of SUR algorithms and the Optimality and
Feasibility of the rounded solution (yδ, u∗,ωδ) for the feasibility relaxation are subject
to investigation in the remainder.
1.2 Contribution
Let α be a feasible [0, 1]-valued control of the aforementioned continuous relaxation and
ω(h) be a corresponding binary-valued rounding generated by a SUR algorithm on a grid
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(MIOCP)
(BC0)
(RC)
(y∗, u∗,α∗) (yδ, u∗,ωδ)
(BCδ)
Equivalence
Continuous
Relaxation
Solve
Rounding (using SUR)
(Sub)Optimality
and Feasibility
Feasibility
Relaxation
Figure 1.1: Investigated relationship between (MIOCP), (BCδ) and (RC).
with mesh size h. We prove the chain of arguments
h→ 0 ⇒
(a)
d(h)(ω(h),α)→ 0 ⇒
(b)
ω(h) ⇀ α ⇒
(c)
y(ω(h))→ y(α), (1.1)
in which the d(h) denote suitable pseudo-metrics arising from a sequence of grids on
which the roundings are computed by virtue of the SUR algorithms. We note that our
term mesh size will refer to the grid cells’ volumes instead of the diameters. Regarding
the implication (a), we prove a bound of the form d(h)(ω(h),α) ≤ Ch with C > 0 being
asymptotically tight for M →∞ for a SUR variant that also implies
d(h)(ω(h),α)→ 0 ⇒ 0 ≤ lim inf c(y(h), u,v(ω(h)))
for v(ω(h)) denoting the discrete control reconstructed from the rounding ω(h). In
particular, we have ωδ := ω(h) with δ → 0 in the notation above. In the absence
of such constraints, the constant C > 0 can be improved if the original SUR variant
is used, see [68]. We provide an alternative proof for an asymptotically tight bound
in this case. Clearly, the implications (b) and (c) are indifferent to the choice of the
rounding algorithm. Regarding the implication (b), we prove that the d(h)(ω(h),α)→ 0
induces convergence in the weak and weak∗ topologies of the Lp spaces and show how
to extend the algorithms that have been developed for one-dimensional discrete variables
to a multi-dimensional setting with discrete variables distributed in space and/or time.
As a consequence of (b), convergence of the state vectors in the norm topology can
be obtained if the solution operator of the state equation exhibits certain compactness
properties. Therefore, we show sufficient compactness properties for several rich problem
classes and apply them to obtain (c). The gained insights allow to apply SUR not only
for processes described by differential equations as completely continuous or compact
1.3. STRUCTURE OF THE REMAINDER 15
solution operators can be found elsewhere as well. We show the applicability to a class
of signal-reconstruction problems. Additionally to (a), (b) and (c), we
(d) prove consequences regarding the (sub)optimality of the computed sequences,
(ω(h))h and (y(ω(h)))h, for the feasibility relaxation and the original problem if
y(α) and α minimize the continuous relaxation, and
(e) provide computational results that demonstrate and validate our findings.
Publications Parts of the results for contribution (a), in particular results presented
in Sections 6.4 and 6.5, have been submitted for publication in the article [82], which
is currently under review. Parts of the results for contributions (b), (c), (d) and (e) in
the one-dimensional case, in particular results in Sections 7.1, 9.1 and 10.1 have been
submitted for publication in the article [80], which has been accepted for publication
and is in the production process. Parts of the results for contributions (a), (b), (c),
(d) and (e) in the multi-dimensional case, in particular results in Chapters 4 and 5
and Sections 7.2, 9.2 and 10.3, have been submitted for publication in the article [79],
which is currently under review.
1.3 Structure of the remainder
We continue with a brief section that introduces the notation for the remainder of this
work. The first part provides background information. Chapter 2 provides formal defini-
tions of the partial outer convexification reformulation, the induced relaxations and the
rounding algorithm as used in this work and embeds them in the context of the available
literature and earlier findings. Afterwards in Chapter 3, we give a brief literature overview
on Mixed-Integer PDE-constrained optimization and introduce the problem classes, on
which our approximation arguments are studied. The second part of the work provides
proofs for the approximation steps (a), (b) and (c) and the consequences for optimal-
ity (d). We begin with (d) in Chapter 4, introduce a generalized version of the SUR
algorithm in Chapter 5 and prove (1.1) for the considered variants of the generalized
algorithm and the aforementioned problem classes as well as a signal-processing problem
class in Chapters 6, 7 and 9. We make a little excursion in Chapter 8 to present an
interesting topological observation, which piqued the author’s curiosity. The last part
presents computational results to demonstrate the approximation arguments in Chap-
ter 10, summarizes algorithmic considerations in Chapter 11 and provides a concluding
discussion in Chapter 12.
1.4 Notation
In Rn, we denote the canonical basis vectors by e1, . . ., en. Let X be a Banach lattice
with order relation ≤, upper bound operation x ∨ y = sup{x, y} and lower bound
16 CHAPTER 1. INTRODUCTION
operation x ∧ y = inf{x, y} for x, y ∈ X . Then, we denote positive and negative parts
for x ∈ X by [x]+ := x ∨ 0 and [x]− := (−x) ∨ 0.
We use SM ⊂ RM to the denote the set containing the extreme points, except zero,
of the unit M -simplex, i.e.
SM :=
{
x ∈ RM : xi ∈ {0, 1},
M∑
i=1
xi = 1
}
.
These points are also known as the points satisfying the SOS1 property. We denote
the convex hull of a set A by convA. The characteristic function of a set A is denoted
by χA. Furthermore, B(A) denotes the Borel σ-algebra on A. If the considered set A
is obvious form the context, we write B. The Lebesgue measure is denoted by λ. For
domains Ω and time intervals (t0, T ), we refer to space-time cylinders with the notation
ΩT := (0, T )×Ω and Ωt0,T := (t0, T )×Ω. For A being a relatively compact subset of
B, we write A ⊂⊂ B.
For a Banach space X , we denote its topological dual by X ∗. If not stated otherwise,
the duality pairing between X and X ∗ is denoted by 〈·, ·〉X ∗,X . Similarly, the inner
product of a Hilbert space H is denoted by 〈·, ·〉H. If a Banach space X is continuously
(compactly) embedded into a Banach space Y, we write X ↪→ Y (X ↪→c Y).
If x is the input variable for some function, the operator Di denotes the partial
derivative w.r.t. xi. The Dirichlet Laplacian is denoted by −∆D.
For an optimization problem (P), we denote its feasible set by F(P).
To avoid cumbersome notation, we denote functions and the corresponding super-
position operators with the same symbol and take care that the current use is clear from
the context.
For a sequence of (f (n))n ⊂ L∞(ΩT ,R), lim inf f (n) abbreviates
lim inf
n→∞ sup{M ∈ R : M < f
(n)(x) for a.e. x ∈ ΩT }.
For (f (n))n ⊂ L∞(ΩT ,Rn) with n ∈ N, the inequality M < f (n)(x) is understood
coordinatewise, i.e. M < f (n)i (x) for i ∈ {1, . . . , n}.
Part I
Background
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Chapter 2
Partial outer convexification and
Sum-Up Rounding
We summarize the reformulation and relaxations arising from the abstract problem class
(MIOCP) in Section 2.1. In Section 2.2, we summarize literature on earlier theoretical
findings on the convexification idea and the induced approximation properties in weak
topologies. We continue with mixed-integer applications in Section 2.3 and Section 2.4
presents the history on the family of SUR algorithms and their approximation properties
in the mixed-integer optimal control context since about 2005.
Before starting, we assign names to α and ω that highlight their roles in the different
relaxations and reformulations of (MIOCP).
Definition 2.1. Let ΩT be a bounded domain. We call a function α ∈ L∞(ΩT ,RM )
a relaxed control if it satisfies α(s) ∈ conv SM for a.a. s ∈ ΩT . We call a function
ω ∈ L∞(ΩT ,RM ) a binary control if it is a binary-valued relaxed control.
2.1 Convexification of the abstract problem class
Let us consider the abstract problem class (MIOCP) and derive the relaxations mentioned
in Section 1.1. We first convexify the discrete-valued control and then relax the mixed
constraint by δ ≥ 0 to obtain the equivalent reformulation (case δ = 0) and the feasibility
relaxation (case δ > 0):
min
y,u,ω
J(y, u,v)
s.t. ω(s) ∈ SM for a.a. s ∈ ΩT
y = SR(u,ω), u ∈ U , y ∈ Y
−δ ≤ c(y(s), u(s),v(s)) for a.a. s ∈ ΩT
v =
∑M
i=1
ωivi.
(BCδ)
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The problem class (BCδ) employs an operator SR, which is a modification of S that
depends on the binary-valued vector ω instead of the V -valued v. For consistency, the
state vectors for corresponding vectors v and ω have to coincide, which is asserted in
the assumption below.
Assumption 2.2. Let Y, U and V be real Banach spaces. Furthermore,
1. let Y, U be function spaces on a bounded domain ΩT ⊂ Rd satisfying the contin-
uous embeddings Y ↪→ L1(ΩT , Y ), U ↪→ L1(ΩT , U) for some Banach spaces Y
and U ,
2. let V be the topological dual of an Asplund space (see Definition B.28),
3. let S(u,v) = SR(u,ω) if v =
∑M
i=1ωivi for a binary control ω,
4. let c : Y × U × V → Rnc for some nc ∈ N be such that the corresponding
superposition operator c : Y × U × L∞(ΩT , V )→ L∞(ΩT ,Rnc) is continuous in
the first argument.
Remark 2.3. Assumption 2.2 2. may seem circumstantial, but by virtue of Theorem B.27
this is what we need to characterize the predual of L∞(ΩT , V ) in the remainder.
From problem class (BCδ), the continuous relaxation arises straightforwardly by set-
ting δ = 0 and relaxing the SOS1 property of ω to convex combinations:
min
y,u,ω
J(y, u,v)
s.t. α(s) ∈ conv SM for a.a. s ∈ ΩT
y = SR(u,α), u ∈ U , y ∈ Y
0 ≤ αi(s)c(y(s), u(s), vi) for a.a. s ∈ ΩT for all i ∈ {1, . . . ,M}
v =
∑M
i=1
αivi.
(RC)
Deriving relaxations with the above-described methodology has been introduced in the
mixed-integer control community by Sager et al., see e.g. [97, 102]. The notion partial
outer convexification has been coined in [98]. We summarize earlier work in the subse-
quent sections and briefly argue for the equivalence and relaxation properties here. The
latter arise from the insight that for Banach spaces E, F and any function f : E → F
with superposition operator f : L1(ΩT , E)→ L1(ΩT , F ), the identity
f(χAg1 + (1− χA)g2) = χAf(g1) + (1− χA)f(g2) (2.1)
holds for all A ∈ B and g1, g2 ∈ L1(ΩT , E). Before proving equivalences and relaxation
properties of the optimization problems above, we define these concepts formally.
Definition 2.4. Let (P) and (Q) be optimization problems with corresponding objective
functions J(P) and J(Q) as well as corresponding feasible sets F(P) and F(Q). Then,
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• we say that (P) is equivalent to (Q) if there exist surjective mappings f : F(P) →
F(Q) and g : F(Q) → F(P) and constants C1 > 0, C2 ∈ R such that J(Q)(f(p)) =
C1J(P)(p)+C2 and J(Q)(q) = C1J(P)(g(q))+C2 for all p ∈ F(P) and all q ∈ F(P),
• we say that (P) relaxes (Q) or is a relaxation of (Q) if F(Q) ⊂ F(P) and
J(Q) = J(P).
It may seem unusual to define equivalence of optimization problems instead of ar-
guing about coinciding solutions of optimization problems. However, as is pointed out
in Chapter 4, we cannot expect that the problem class (MIOCP) has any solution in
the sense that an integer-valued control function exists that minimizes the objective
(locally or globally). We state the connections between the problems introduced above
rigorously.
Proposition 2.5. Let Assumption 2.2 hold. Then, the problem classes (MIOCP) and
(BC0) are equivalent. Furthermore, the problem classes (BCδ) and (RC) relax (BC0).
Proof. By combining Assumption 2.2 with the fact that v(s) ∈ conv{v1, . . . , vM} holds
for feasible points of (MIOCP) for a.a. s ∈ ΩT and the pointwise a.e. SOS1 property
in the first constraint of (BC0), we obtain the equivalence of (MIOCP) and (BC0).
Obviously, (BCδ) relaxes (BC0)for δ > 0. Using the identity (2.1), we obtain the
equivalence
0 ≤ c(y, u,v) ⇔ 0 ≤
M∑
i=1
ωic(y, u, vi)
and by the SOS1 property,
0 ≤
M∑
i=1
ωic(y, u, vi) ⇔ 0 ≤ ωic(y, u, vi) for all i ∈ {1, . . . ,M},
yielding pointwise almost everywhere equivalence and thus, (RC) relaxes (BC0).
Remark 2.6. The pointwise a.e. constraint 0 ≤ αic(y, u, vi) in (RC) yields a so-called
vanishing constraint in the discretized problem. The class of Mathematical Programs
with Vanishing Constraints (MPVCs) has been introduced by Achtziger and Kanzow
in [1] and studied intensively in the PhD thesis of Hoheisel [56]. MPVCs can be re-
formulated as Mathematical Programs with Complementarity Constraints (MPECs),
but exploiting their structure allows for improved constraint qualifications and opti-
mality conditions, see the work by Achtziger, Hoheisel, Izmailov, Kanzow and Solodov
[1, 56–58,62], as well as tailored penalty functions, see [59].
One may wonder why the term partial outer convexification contains the word outer.
This is due to the fact that it was introduced for Ordinary Differential Equation (ODE)
systems, where the reformulation of the differential form reads
∂ty = f(y, u,v)⇔ ∂ty =
M∑
i=1
ωif(y, u, vi)
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and the convexification happens outside the function f . Changing the vantage point to
the solution operator of the ODE yields the above reformulation for this case.
2.2 The origins of partial outer convexification
The approximation idea behind such convexifications has been prevalent in the optimal
control community for a while. The approximation of state-control pairs with convex
combinations of feasible state-control pairs or state-control pairs with chattering controls
was subject to intensive research some time ago, see e.g. the work by Warga [118,
119], Marchal [83] (relaxed controls), Yorke [121] or Cesari [19, Chap. 18.6] (generalized
solutions and usual solutions). A major result is the Filippov–Ważewski theorem [36,120]
below, see Aubin and Cellina’s monograph [8, Chap. 2.4 Thm2] for a proof.
Theorem 2.7 (Filippov–Ważewski theorem). Let F be a Lipschitz continuous set-valued
map into compact subsets of Rn. Then, the solution set of the differential inclusion
∂ty(t) ∈ F (y(t)) for t ∈ [0, T ], y(0) = y0
is dense in the solution set of the differential inclusion
∂ty(t) ∈ conv{F (y(t))}R
n
for t ∈ [0, T ], y(0) = y0
if the solution trajectories of the latter differential inclusion are uniformly bounded. 
Similar to our context, Gamkrelidze noticed that there is a sequence of (continu-
ous) state trajectories, emanating from feasible controls that converges uniformly to a
state vector trajectory corresponding to the infimal value of an Optimal Control Prob-
lem (OCP) even if no feasible limiting control exists, see [39]. The articles by Frankowska
[37] and de Blasi [27] generalize the Filippov–Ważewski theorem to semilinear differen-
tial inclusions under similar regularity assumptions to our setting in Section 3.2 on the
involved nonlinearity and the assumption that the linear differential operator generates
a strongly continuous semigroup. Thus, we can interpret our contributions to the impli-
cation (a) in (1.1) as constructive complements of the Filippov–Ważewski theorem that
allow to compute the approximants efficiently when having the relaxed solution at hand.
Existence results, which assert the possibility to approximate convex and compact
subsets of (L∞(ΩT ), σ(L∞, L1)) by its extreme points, date further back to the Lya-
punov convexity theorem proven first in [78], see also Section 4.1. The proof of a variant
of the Lyapunov convexity theorem by Tartar in [114, Thm3 (2)] is constructive and
provides a means to compute the extreme weak∗ convergent approximants for a given
L∞(ΩT ,RM )-valued function taking values in a convex set convK. Thus, it offers a
possible alternative to the SUR algorithms, which are introduced in Section 2.4.
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2.3 Partial outer convexification in mixed-integer applica-
tions
From the mid 2000s onwards, Sager and others have developed partial outer convex-
ification to derive reformulations and relaxations of time-dependent MIOCPs, which
enabled them to be able to solve a variety of MIOCPs in a computationally efficient
way. Regarding applications, we mention the work by Kirches et al. on cruise control
of heavy-duty trucks in [67] and time-optimal control of automotive test drives in [69],
the work by Logist et al. on multi-objective optimization of automotive test drives and
chemical reactor operation and the work by Göttlich et al. on traffic light optimization
in [45] and optimal control of transmission lines in [44].
2.4 A brief history of Sum-Up Rounding
The family of SUR algorithms is the rounding technique considered in this work. It
serves to bridge the gap between solutions of (RC) and (BCδ). This section summarizes
the development of SUR and the main results in the literature related to it.
What is SUR? The original SUR algorithm, which serves as a building block and
starting point for many results in this work, has been introduced by Sager in [97] as
SUR-SOS1 in 2005. A discrete and instructive version is stated and explained below. In
Chapter 5, we provide a generalized view on the family of SUR algorithms.
Definition 2.8 (Sum-Up Rounding Algorithm [97,100]). Let M ∈ N and a function α :
{1, . . . , N} → conv SM be given. Then, we define the function ω(α) : {1, . . . , N} →
{0, 1}M , iteratively for k = 1, . . . , N as
ωj(k) :=
1 : j = arg maxi∈{1,...,M}αi(k) +
∑k−1
`=1 (αi(`)− ωi(`)) ,
0 : else.
In case of ambiguity, exactly one maximizing index has to be chosen by arg max. We
often abbreviate ω := ω(α).
The index k ∈ {1, . . . , N} identifies the current point in time, on which the rounding
is performed, and the index j ∈ {1, . . . ,M} identifies the discrete value under consid-
eration. First, the entry corresponding to the highest value of α(1) is set to one in
ω(1). The other entries of ω(1) are set to zero. The algorithm proceeds iteratively and
determines the summed-up difference between α and ω, the so-called integrated control
deviation, until k exclusively plus the value α(k). Then, a maximizing entry of this sum
is set to one in ω(k). Again, the other entries are rounded to zero. Thus, ω(k) satisfies
the SOS1 property for all k. Obviously, the complexity class of the algorithm is O(N).
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When dealing with functions on the domain [0, T ], the discrete points in time are
replaced by intervals [tk, tk+1] and the sums by integrals from zero to the interval bound-
aries to construct a piecewise-constant function ω : [0, T ]→ {0, 1}M . The key feature
of SUR algorithms is that an iterative grid refinement satisfying
max
k(n)
t
(n)
k(n)+1 − t
(n)
k(n)
→ 0
implies
max
t∈[0,T ]
∥∥∥∥∫ t0 α(s)− ω(n)(s) ds
∥∥∥∥
RM
→ 0.
We refer to this property by saying that the control deviation α − ω(n) is of vanish-
ing integrality gap, which is formalized in Section 6.1. Its peculiarity for our analysis
is the fact that, under suitable regularity assumptions, it yields norm convergence of
corresponding state trajectories from (BCδ), (y(n))n, to the one of (RC), y, i.e.
‖y − y(n)‖Y → 0. (2.2)
If the objective of an MIOCP is continuous in y and does not depend on the value of
the discrete control trajectory, the sequence of corresponding objective values converges
to the one of the relaxed problem. These chain of arguments has first been proven by
Sager for an ODE setting in [100].
Example We provide a small example for visualization. Consider the functions g(t) =
0.5 + 0.5 tanh(4t) and h(t) = 0.5. Both are bounded functions and can be rewritten
as time-varying convex combinations of the constant functions v1 ≡ 1 and v2 ≡ 0.
We have computed convex coefficients α for them and applied the SUR algorithm to
interval-wise averaged versions of them for two grids (N = 32 and N = 128). The
functions and their SUR approximants are plotted in Fig. 2.1, the right column of which
is published in [80, Fig. 1]. We observe that the roundings cannot give any reasonable
approximation in the norm topology of any Lp-space.
We consider simple Initial Value Problems (IVPs) for g and h: yg(−5) = 0, ∂tyg(t) =
g(t) and yh(−5) = 0, ∂tyh(t) = h(t). In Fig. 2.2, we observe that, as claimed in (2.2),
the state trajectories yg and yh are approximated in norm by the state trajectories
resulting from the SUR approximations of the right hand sides, which we call ySURg and
ySURh .
Extensions Gerdts and Sager have investigated MIOCPs, in which the right hand sides
of the ODE and an additional constraint, comprising a Differential-Algebraic Equation
(DAE) of index one, depend on discrete controls and are convexified, see [43]. They
apply the implicit function theorem under suitable regularity assumptions on the algebraic
equation, which allows them to transfer the approximation properties to the DAE setting.
We note that the variable time transformation described in [42, 43] may be interpreted
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Figure 2.1: SUR approximation (thin) for functions (thick) g (left) and h (right) on
coarse (top) and fine grid (bottom). The plots in the right column have been published
in [80, Fig. 1].
as an instance of Tartar’s construction methodology mentioned in Section 2.2 in the
one-dimensional case.
Kirches [66] combined the partial outer convexification and SUR with the real-time
iteration scheme by Diehl [30] to solveMixed-Integer Model Predictive Control problems.
To include path constraints that also depend on the discrete controls into the problem
(MIOCP), one has to avoid the problem that a rounded control may lead to arbitrarily
large constraint violations. Ensuring that a sequence of control deviations is of vanishing
integrality gap is not sufficient to drive the infeasibility to zero in an L∞ sense. In
[68, 71, 82] by Lenders, Kirches and the author, a modification of the SUR algorithm
is introduced that is able to drive the infeasibility to zero. We analyze this variant in
Sections 6.4 and 6.5. Recent work by Bock et al. [13] uses this result when studying
MPVCs arising from the conversion of implicitly switched systems into explicitly switched
ones. Further types of constraints have been investigated by Sager in [98].
An alternative rounding algorithm, Next-Forced Rounding (NFR), is introduced and
investigated by Jung in [64]. Its rounding strategy abides the bound maxt∈(0,T ) ‖
∫ t
0(α−
ω)‖∞ ≤ h with h denoting the mesh size of the rounding grid, see [64, Prop. 4.8].
This bound is superior to the ones that can be achieved for SUR algorithms, which is
O(log(M))h for the original variant of the algorithm, see [68] and the proof in Sec-
tion 6.3. NFR enforces rounding of critical entries to hold this bound. However, its
computational complexity is in O(N2) where N denotes the number discretization cells,
see [64, Rem. 4.13]. Furthermore, NFR cannot be modified as easily as SUR to treat
additional mixed state-control constraints as we carve out in Section 5.4.
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Figure 2.2: SUR approximation of trajectories yg (left) and yh (right) on coarse (top)
and fine grid (bottom).
Generalizations As already mentioned in Section 1.1, the convexification and appli-
cation of a SUR algorithm can be regarded as a special case of the general methodology
to split the process to solve a MIOCP or, more precisely, to find an approximate solution
of (BCδ) into the following two parts:
1. solve a relaxation, (RC) in the case of partial outer convexification, of the under-
lying MIOCP;
2. solve a rounding problem to obtain a corresponding integer control, feasible for
(BCδ) in the case of partial outer convexification.
The approximation of the solution of (RC) in terms of feasibility and optimality are
implied by a vanishing integrality gap on refined rounding grids. As pointed out by
Sager et al. in [65, 101, 123], the rounding problem, also named Combinatorial Integral
Approximation (CIA) in the aforementioned references, can be reformulated as a Mixed-
Integer Linear Program (MILP) and different rounding strategies and estimates can be
obtained by modifying the MILP. Furthermore, binary controls can be synthesized from
existing ones obtained with different rounding strategies by means of recombination
heuristics, see [123]. Such heuristics are of course important if the mesh size of the
rounding grid is fixed or confined to narrow limits.
SUR for Mixed-Integer PDE-Constrained Optimization Problems (MIPDECOs)
In their article [51], Hante and Sager have transferred SUR and the approximation prop-
erty from Sager [97,100] to time-dependent Partial Differential Equations (PDEs) with
linear differential operators generating strongly continuous semigroups. They present an
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algorithm to compute integer control trajectories from the relaxed ones on an iteratively
refined grid and show the desired convergence of the state trajectories as introduced in
(2.2) under the assumption that the control deviation is of vanishing integrality gap. As
the regularity assumptions on the solution trajectory and the behavior of the nonlinear
term from [50] are hard to satisfy and check for hyperbolic PDEs, Hante has shown the
results to hold also under weaker regularity assumptions, which are more suitable for hy-
perbolic PDEs but still require some degree of differentiability of the involved quantities,
see [49,50].
In Section 9.1, we prove that having a sequence of vanishing integrality gap yields
norm convergence of the corresponding sequence of state vectors under weaker regularity
assumptions. In particular, we relax the assumptions on the nonlinear part of the PDE
evaluated at the relaxed solution. This result has been published by Kirches and the
author in [80].
In their article [48], Hahn and Sager employ ideas from SUR to approximation prob-
lems of the form
min
v
‖y(u∗,v∗)− y(u∗,v)‖Y
where (u,v) 7→ y(u,v) is assumed to be the solution of some underlying PDE with
respect to continuous- and discrete-valued control inputs u and v and (u∗,v∗) is the
known solution of a relaxed problem. Theorem 5.4 in [48] shows that if the mapping
(u,v) 7→ y(u,v) is uniformly locally Lipschitz continuous in the second argument, one
can bind the integer approximation error everywhere with the sum of the approximation
error on a finite grid and an O(d)-term with d denoting the maximum interior distance
between two grid points. Furthermore, [48] states a heuristic algorithm called Simple
Pivot Search to approximate binary controls from relaxed continuous ones.
Having employed the SUR algorithm for time-dependent PDEs, it is natural to ask if
the algorithm can be generalized to multi-dimensional domains or space-time cylinders.
We prepare a multi-dimensional generalization in our formulation of the SUR algorithm
in Chapter 5 and answer the question positively in Section 7.2 by showing that the
dimension-dependent implication (b) in (1.1) can be proven for multi-dimensional do-
mains under mild assumptions on the employed grid refinement strategy.
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Chapter 3
Mixed-Integer PDE-Constrained
Optimization
Most of the MIOCPs considered in this work are instances of the prototypical class
(MIPDECO) below.
min
y,u,v
J(y, u)
s.t. E(y) = f(y, u,v)
0 ≤ c(y(t, x), u(t, x),v(t, x)) a.e.
v(t, x) ∈ {v1, . . . , vM} a.e.
(MIPDECO)
Of course, (MIPDECO) is underspecified so far, but it reveals the basic structure of the
state equation we assume. The state equation, usually a PDE or ODE and its initial
and boundary values, is restricted as follows: the differential operators act on the state
vector only and are contained in the term E(y). Furthermore, we assume a nonlinear
right hand side f that is good-natured, e.g. Lipschitz continuous in y. Additionally,
(MIPDECO) features a mixed constraint, which is assumed to be continuous in terms
of the state vector. The forthcoming sections make this setup rigorous for two classes
of semilinear evolution equations and a class of elliptic equations.
In several talks, Leyffer has classified MIPDECOs into mesh-dependent and mesh-
independent problems.1,2 With respect to this taxonomy, this work investigates mesh-
dependent or distributed problems, i.e. problems where the number of discrete-valued
variables depends on the mesh size of the discretization of some infinite-dimensional
process or relationship. This is not the case for mesh-independent MIPDECOs where
the number of discrete-valued variables does not change when the mesh that discretizes
the infinite-dimensional process is refined. In principle, mesh-independent problems can
be approached by algorithms from the MINLP community. We emphasize that MINLPs
1 https://wiki.mcs.anl.gov/leyffer/images/8/8b/SvenISMP15.pdf, visited on July 17, 2019
2 http://coral.ise.lehigh.edu/usmex2016//files/2016/04/talks/leyffer.pdf, visted July
17, 2019
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are generally very challenging and one should refrain from belittling mesh-independent
MIPDECOs as the easier cases. On the contrary, the theory presented in this work
shows that we can sometimes gain a computationally efficient algorithmic framework to
approach mesh-dependent problems by analyzing the considered problem class from the
infinite-dimensional point of view although this may seem paradoxical at the beginning.
We continue this chapter with a brief literature overview on MIPDECOs that focuses
mainly on mesh-dependent MIPDECOs and continue with three sections that introduce
precise setups for the problem classes that are subject to our analysis in the remainder.
3.1 Literature overview
Although not in the focus of this work, we mention two examples of mesh-independent
problems that have been addressed in the literature. In [9], Bachmann et al. consider
a controlled heat equation, in which the discrete controls model different insulation
materials for the boundaries of the domain. The discrete optimization is solved with a
branch-and-bound method that is accelerated by using a POD-based reduced model, see
[96], to solve the parabolic IVP. The second one is presented by Buchheim et al. in [17]
and constitutes an interplay of PDE-theory and a discrete optimization algorithm. The
authors employ an Outer Approximation algorithm to solve a class of OCPs, which are
constrained by semilinear elliptic equations with a finite number of pure binary control
inputs, within finitely many iterations by means of a suitable cutting-plane generation
strategy. The cutting-plane generation strategy is based on a projection of the problem to
the control space and employing pointwise concavity and submodularity of the evaluation
of the control-to-state operator. The results raise the expectation that a large number
of binary controls can be handled for the considered problem class because it evades the
drawback of the aforementioned SOS1-based reformulations that the number of feasible
integer states, M in this work, may grow exponentially with the number of possible
discrete events.
Probably the most prominent class of problems that can be cast as mesh-dependent
MIPDECOs is topology optimization. We name the monographs of Bendsøe and Sig-
mund [12] and Pironneau [90] for extensive information on topology and shape opti-
mization. Roughly, topology optimization approaches can be categorized into density-
based and shape optimization-based approaches, see [106]. Shape optimization, see e.g.
[54, 61], often circumvents MIPDECOs formulations and employs the shape derivative
information to modify the characteristic functions, i.e. the assignment of the parts of
the mesh (nodes, patches) belonging to the different regions. Density-based approaches
often solve a relaxation of the MINLP arising from discretization and use penalty terms
in the objective to obtain a solution that is already almost binary-valued. We refer to
[106] for a comparative view on different approaches to topology optimization. Another
example of a work on distributed topology optimization where a distributed integer for-
mulation is used is given in [105]. The PDE-constrained problem with binary variables is
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relaxed to continuous ones and an exact rounding is performed by means of a level set
function whose zero set defines the separating interface implicitly. Then, state, adjoint
and the shape gradient are computed for the current rounding and the level set function
is updated in the direction of the shape gradient by means of an advection-diffusion
process over a fixed time horizon. Furthermore, the article [48], see also Section 2.4,
compares different formulations to approach a discretized source inversion and a dis-
cretized topology optimization problem with different problem formulations.
Regarding the treatment of discrete-valued distributed controls, we mention the
work of Clason and Kunisch who use an L0-type control regularizer to promote that
a continuously-valued control takes discrete values for elliptic control problems in [22],
i.e. their method falls into the aforementioned category of density-based approaches.
They prove a generalized multi-bang principle that yields conditions under which it is
possible to characterize the parts of the domain where the control takes the desired
discrete values, the so-called bangs, see [22, Prop. 2.3]. The approach is extended to
state equations, in which the control enters as a diffusion coefficient in the differential
operator or a bilinear term in the state equation in [23], vector-valued bangs in [24] and
total variation regularization in [21].
Another prevalent class of mesh-dependent MIPDECOs are network flow problems
where the flow on an edge is determined by a hyperbolic PDE as e.g. in optimal gas
transport problems. We mention the report [38], which summarizes work on network
flow optimization problems from different application areas with a focus on the question
how to select an abstraction level for surrogate models and optimization techniques to
master the computational demand. In this context, the PDE is often fully discretized or
replaced by a surrogate model and the discretized problem is optimized using tailored
integer programming techniques, see e.g. [70, 84, 89, 112] and the references therein.
We also mention Gugat et al.’s work [47], which shows good results with the suboptimal
instantaneous control approach using a surrogate ODE and successive solutions of linear
Integer Programs (IPs) and the work by Hante [49,50], which employs relaxation-based
techniques as discussed in this work for control of a hyperbolic system.
Although dealing with a signal reconstruction problem, in which no differential equa-
tion is involved, we mention the work of Buchheim et al. [16]. They propose a Branch-
and-Bound algorithm to minimize a quadratic signal reconstruction objective, in which
a discrete-valued activation function is convolved with a filter function to reconstruct
a given target signal. The resulting discrete control trajectories exhibit a chattering
behavior that resembles the one resulting from solving (RC) and applying SUR algo-
rithms. Furthermore, the option to switch at very high frequencies is a characteristic
in signal processing, which allows the implementation of such trajectories even for fine
discretizations. Thus, we also investigate our relaxation-based methodology for the prob-
lem posed in [16] in Section 10.2. Chapter 4 shows that it is not incidental that the
proposed methodology is not restricted to systems governed by differential equations.
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3.2 A problem class with distributed integer controls in time
We combine results of Kirches, Lenders and the author [68, 82] for the ODE case, i.e.
E(y) := ∂ty and y(0) = y0, including mixed constraints depending on the discrete-
valued variable with results by Kirches and the author [80] on semilinear IVPs, i.e.
E(y) = ∂ty + Ay where the operator A generates a strongly continuous semigroup.
Thus, we provide a class of MIOCPs that covers both settings. For a brief statement of
the employed results from semigroup theory, we refer to Appendix B.2.
min
y,u,v
J(y, u,v)
s.t. ∂ty +Ay = −f(y, u,v)
y(0) = y0
v(t) ∈ {v1, . . . , vM} a.e. in [0, T ]
0 ≤ c(y(t), u(t),v(t)) a.e. in [0, T ]
(MIPEVO-T)
To state a functional analytic setting that covers the IVPs in (MIPEVO-T) as well as
its reformulation and relaxations, we prepone the convexified formulation of the IVP:
∂ty +Ay = −
M∑
i=1
αif(y, u, vi)
y(0) = y0.
(3.1)
We introduce the functional analytic setting to discuss (MIPEVO-T).
Assumption 3.1 (Setting of (MIPEVO-T)).
1. Let Y be a real Banach space and A : D(A) → Y be a linear operator that
generates a strongly continuous semigroup on Y . Let y0 ∈ Y .
2. Let U be a Banach space and u be restricted to L2((0, T ), U), i.e. u ∈ L2((0, T ), U).
3. Let V be the topological dual of an Asplund space. Let {v1, . . . , vM} ⊂ V and v
be restricted to L∞((0, T ), V ), i.e. v ∈ L∞((0, T ), V ).
4. Let f : Y ×U × {v1, . . . , vM} → Y be uniformly Lipschitz continuous in the first
argument and jointly continuous in the first and second argument. Furthermore,
let f(0, u, vi) ∈ L1((0, T ), Y ) for all u ∈ L2((0, T ), U) and all i ∈ {1, . . . ,M}.
Proposition 3.2. Let Assumption 3.1 hold. Then, (3.1) admits a unique mild solution
y ∈ C([0, T ], Y ) =: Y for all u ∈ L2((0, T ), U), all relaxed controls α ∈ L∞((0, T ),RM )
and all y0 ∈ Y .
Proof. We defer the proof to Proposition B.16.
Remark 3.3. For the ODE setting, we have Y = Rn and a typical choice for a PDE
setting would be Y = L2(Ω) for some bounded domain Ω with smooth or Lipschitz
boundary. In the latter case, A may be unbounded and D(A) denotes its domain.
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Remark 3.4. An explicit dependence of the nonlinearity f on [0, T ] would be possible
as well, see [80], but has been omitted as this only bloats the PDE analysis and plays a
minor role w.r.t. our main chain of approximation arguments (1.1).
We have deliberately chosen a restrictive setting for the nonlinear right hand side f
in the IVP in Assumption 3.1, which allows us to treat the PDE as an abstract ODE
by means of semigroup theory. The advantage of this setting is that it includes several
hyperbolic PDEs as well. If one wants to consider more difficult nonlinearities, it makes
sense to restrict oneself to differential operators that exhibit maximal parabolic regularity,
which is what we do in Section 3.4.
The partial outer convexification reformulation (BCEVO-T0 ) of (MIPEVO-T) and the
corresponding feasibility relaxation (BCEVO-Tδ ) are stated below:
min
y,u,ω
J(y, u,v)
s.t. ∂ty +Ay = −∑Mi=1ωif(y, u, vi)
y(0) = y0
−δ ≤ ωi(t)c(y(t), u(t), vi) a.e. in [0, T ] for 1 ≤ i ≤M
v = ∑Mi=1ωivi
ω(t) ∈ SM a.e. in [0, T ].
(BCEVO-Tδ )
The following proposition, proven in Lenders’ and Sager’s PhD theses [71,97], states
the equivalence of the reformulation and provides the reconstruction formula for solutions
of (MIPEVO-T) from solutions of (BCEVO-T0 ). It follows from Proposition 2.5.
Proposition 3.5. Assume that Assumption 3.1 holds. Then, (MIPEVO-T) is equivalent
to (BCEVO-T0 ) with the correspondence mapping
F(BCEVO-T0 ) 3 (y, u,ω) 7→
(
y, u,
M∑
i=1
ωivi
)
∈ F(MIPEVO-T).
Proof. Once Assumption 2.2 is satisfied, the claim follows from the surjectivity of the
correspondence mapping in Proposition 2.5. The surjectivity follows from Carathéodory’s
theorem, see Theorem B.33. Assumption 2.2 follows from the identity (2.1) and the
equivalence of the IVPs under the correspondence mapping, which can be observed from
the definitions, see also [71, Prop. 6.6].
As demonstrated in Section 2.1 and conducted by Kirches, Lenders and the author in
[68,71,82], the continuous relaxation (RCEVO-T) arises by weakening the SOS1 property
of the binary coefficients ω to convex combinations. We denote the coefficients of the
convex combinations by α and arrive at the following OCP, of which different variants
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were studied by Sager and Hante in [50,51] and Kirches and the author in [68,71,80,82]:
min
y,u,α
J(y, u,v)
s.t. ∂ty +Ay =
∑M
i=1−αif(y, u, vi)
y(0) = y0
0 ≤ αi(t)c(y(t), u(t), vi) a.e. in [0, T ] for 1 ≤ i ≤M
v = ∑Mi=1αivi
α(t) ∈ conv SM a.e. in [0, T ].
(RCEVO-T)
To complete our introduction of the problem class, we consider the IVPs that con-
strain (MIPEVO-T) and (BCEVO-Tδ ) for δ ≥ 0 and provide a short lemma to assert that
their solution theory is covered by Assumption 3.1, too. The IVPs read
∂ty +Ay = −f(y, u,v)
y(0) = y0
(3.2)
for (MIPEVO-T) and
∂ty +Ay = −
M∑
i=1
ωif(y, u, vi)
y(0) = y0
(3.3)
for (BCEVO-Tδ ) where ω ∈ L∞((0, T ),RM ) is a binary control.
Lemma 3.6. Let Assumption 3.1 hold. Then, the IVP
1. (3.3) admits a unique mild solution for all u ∈ L2((0, T ), U), all binary controls
ω ∈ L∞((0, T ),RM ) and all y0 ∈ Y .
2. (3.2) admits a unique mild solution for all u ∈ L2((0, T ), U), all {v1, . . . , vM}-
valued v ∈ L∞((0, T ), V ) and all y0 ∈ Y .
Proof. The first claim holds true as the admissible ω are a subset of the admissible α in
Assumption 3.1. To show the second claim, we notice that the superposition operator
of the function f maps to L1((0, T ), Y ) and employ the identity (2.1) to obtain that
the IVPs (3.2) and (3.3) are equivalent with the identification from Proposition 3.5.
3.3 A problem class with distributed integer controls in space
(MIPEVO-T) is the problem class for which partial outer convexification and the ef-
fect of SUR algorithms have been investigated in the literature. The adaption of the
methodology for the problem class (MIPELL) below is a recent development put forward
by the author in [79]. Therein, a class of MIOCPs constrained by elliptic Boundary Value
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Problems (BVPs) with homogeneous Dirichlet boundaries has been investigated in the
absence of mixed constraints. We add the mixed constraints and arrive at the MIOCP
min
y,u,v
J(y, u,v)
s.t. Ay = f(u,v)
v(x) ∈ {v1, . . . , vM} a.e. in Ω
0 ≤ c(y(x), u(x),v(x)) a.e. in Ω.
(MIPELL)
The functional analytic setting to discuss (MIPELL) is given in the following assumption.
Assumption 3.7 (Setting of (MIPELL)).
1. Let Ω be a bounded domain, let V be a Hilbert space on Ω. Let the so-called
Gelfand triple V ↪→c L2(Ω) ∼= L2(Ω)∗ ↪→c V∗ hold with continuous, dense and
compact embeddings.
2. Let U ↪→ L2(Ω, U) and U be Banach spaces and u be restricted to U , i.e. u ∈ U .
3. Let A : V → V∗ be a linear mapping with bounded inverse. In particular, there
exists C > 0 such that for all f ∈ V∗ the state equation
Ay = f
admits a unique solution y ∈ V for which the estimate
‖y‖V ≤ C‖f‖V∗
holds.
4. Let V be the topological dual of an Asplund space. Let {v1, . . . , vM} ⊂ V and v
be restricted to L∞(Ω, V ), i.e. v ∈ L∞(Ω, V ).
5. Let f : U × V → R be such that the superposition operators
f(u, vi)(x) := f(u(x), vi)
are continuous mappings f(·, vi) : U → L2(Ω) for all i ∈ {1, . . . ,M}.
We provide a well-known setting that satisfies the regularity in Assumption 3.7.
Proposition 3.8. Let Ω be a bounded domain. Let V = H10 (Ω). Let A = −∆D. Then,
the claims 1. and 3. in Assumption 3.7 are satisfied.
Proof. The embeddings and their properties in Assumption 3.7 follow from the Sobolev
embedding H1(Ω) ↪→c L2(Ω), see e.g. [94, Thm7.29]. Existence and uniqueness follow
from the variational formulation and the Lax–Milgram lemma (see Theorem B.6), i.e. we
work with weak solutions here. We refer to [94, Chap. 9.2] for an instructive derivation.
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The partial outer convexification reformulation (BCELL0 ) of (MIPELL) and the cor-
responding feasibility relaxation (BCELLδ ) are stated below.
min
y,u,ω
J(y, u,v)
s.t. Ay = ∑Mi=1ωif(u, vi)
−δ ≤ ωi(x)c(y(x), u(x), vi) a.e. in Ω for 1 ≤ i ≤M
v = ∑Mi=1ωivi
ω(x) ∈ SM a.e. in Ω
(BCELLδ )
As for (MIPEVO-T), the equivalence of (MIPELL) to (BCELL0 ) is a special case of
Proposition 2.5, which we state below.
Proposition 3.9. Assume that Assumption 3.7 holds. Then, (MIPELL) is equivalent to
(BCELL0 ) with the correspondence mapping
F(BCELL0 ) 3 (y, u,ω) 7→
(
y, u,
M∑
i=1
ωivi
)
∈ F(MIPELL).
Proof. Once Assumption 2.2 is satisfied, the claim follows from the surjectivity of the
correspondence mapping Proposition 2.5. The surjectivity follows from Carathéodory’s
theorem (see Theorem B.33). Assumption 2.2 follows from the identity (2.1) and the
choices S(u,v) := A−1f(u,v) and SR(u,ω) := A−1
∑M
i=1ωif(u, vi).
Again, we derive the continuous relaxation by weakening the SOS1 property of ω to
convex combinations, denote the new coefficients by α and obtain the following OCP,
which was studied by Kirches and the author in [79] in absence of the mixed constraint.
min
y,u,α
J(y, u,v)
s.t. Ay = ∑Mi=1ωif(u, vi)
−δ ≤ αi(x)c(y(x), u(x), vi) a.e. in Ω for 1 ≤ i ≤M
v = ∑Mi=1αivi
α(x) ∈ conv SM a.e. in Ω
(RCELL)
3.4 A problem class with distributed integer controls in time
and space
In this section, we introduce a problem class with discrete-valued controls that are
distributed in time and space. To the best of the author’s knowledge, this has not been
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considered in the literature so far. The problem class reads
min
y,u,v
J(y, u,v)
s.t. ∂ty +Ay = −f(y, u,v)
y((0, ·)) = y0
y|∂Ω = 0
v(s) ∈ {v1, . . . , vM} a.e. in ΩT
0 ≤ c(y(s), u(s),v(s)) a.e. in ΩT .
(MIPEVO-TX)
Here, we assume the structure f(y, u,v) = fa(y,v) + f b(y, u) where the functions fa
and f b, and as a consequence also f , are superposition operators induced by real-valued
functions. The detailed assumptions for the problem class (MIPEVO-TX), in particular
the IVP, are provided below. They resemble the setting considered by Raymond and
Zidani in [93]. In contrast to [93], we have simplified the setting e.g. by replacing the
Robin boundary conditions by homogeneous Dirichlet boundary conditions. However,
we do not expect any major changes in our arguments if one considers the original
setting and the corresponding assumptions from [93]. In the following, we impose three
assumptions on the problem class. The first two assumptions serve to provide a solution
theory for the IVP that constraints the problem class (MIPEVO-TX) in the space
W := W ((0, T )) =
{
y ∈ L2((0, T ),V) : ∂ty ∈ L2((0, T ),V∗)
}
↪→c L2((0, T ),H) =: Y,
where the compact embedding follows from the Aubin-Lions-Simon lemma. The last
assumption is only required to show implication (c) in (1.1) later. As in Section 3.2, we
state a functional analytic setting that covers the IVPs in (MIPEVO-TX) as well as its
reformulation and relaxations and prepone the convexified reformulation:
∂ty +Ay = −
M∑
i=1
αif
a(y, vi)− f b(y, u)
y(0) = y0
y|∂Ω = 0.
(3.4)
Assumption 3.10 (Domain and differential operator, leaning on [93, Sect. 2]).
1. Let d ≥ 2 and let Ω ⊂ Rd be a bounded domain.
2. Let q > d2 + 1 and u be restricted to Lq(ΩT ), i.e. u ∈ Lq(ΩT ).
3. Let V ↪→c H ∼= H∗ ↪→c V∗ with the choices V := H10 (Ω), H := L2(Ω) and
V∗ := H−1(Ω).
4. Let A be a second-order differential operator defined by the bilinear form
〈Ay, ϕ〉V∗,V :=
d∑
i=1
d∑
j=1
∫
Ω
aij(x)Djy(x)Diϕ(x) dx
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for y, ϕ ∈ V. We assume that the Rd×d-valued coefficient function a satisfies
aij ∈ C(Ω¯) for all i, j ∈ {1, . . . , N} and the following symmetry and boundedness
conditions
aij(x) = aji(x) for all i, j ∈ {1, . . . , N},
m0‖ξ‖2 ≤ ξTa(x)ξ ≤M0‖ξ‖2.
for all x ∈ Ω¯ and all ξ ∈ Rd and some 0 < m0 ≤M0. 3
Assumption 3.11 (Nonlinearity setup, leaning on Ass. (A1) in [93, Sect. 2.2]).
1. Let u ∈ R× RM ∼= R1+M and f : R× R× {v1, . . . , vM} → R be defined as
f(y, u, vi) := fa(y, vi) + f b(y, u)
for i ∈ {1, . . . ,M}.
2. Let fa(·, vi) ∈ C(R) for all i ∈ {1, . . . ,M} and f b ∈ C(R2). Let fa(·, vi) ∈
C1(R) for all i ∈ {1, . . . ,M} and f b(·, u) ∈ C1(R) for all u ∈ R. We assume there
exist M1 ∈ R, m1 ∈ R+, C0 ∈ R and a non-decreasing function η : R+ → R+
such that for all i ∈ {1, . . . ,M}, we have
|fa(0, vi)| ≤M1,
|f b(0, u)| ≤M1 +m1|u|,
C0 ≤ ∂yfa(y, vi) ≤M1η(|y|),
C0 ≤ ∂yf b(y, u) ≤ (M1 +m1|u|)η(|y|).
As noted before, we are able to deduce existence and uniqueness of the IVP (3.4)
from the assumptions introduced above.
Theorem 3.12 ([93, Thm3.1]). Let Assumptions 3.10 and 3.11 hold. Let (u,α) =:
z ∈ Lq(ΩT ,R1+M ) and y0 ∈ L∞(Ω). Then, the IVP (3.4) admits a unique weak
solution y ∈ W ∩ L∞(ΩT ), which additionally satisfies y ∈ C(Ω¯ε,T ) for every ε > 0.
Furthermore, the estimates
‖y‖L∞(ΩT ) ≤ C1(‖z‖Lq(ΩT ,R1+M ) + ‖y0‖L∞(Ω) + 1)
and
‖y‖C(Ω¯ε,T ) ≤ C2(ε)(‖z‖Lq(ΩT ,R1+M ) + ‖y0‖L2(Ω) + 1).
hold for some constants C1 > 0 and C2(ε) > 0.
Proof. The proof is deferred to Appendix B.6.
3We acknowledge that the idea to analyze the case of distributed integer controls in time and space in
a setting in which the operator in the corresponding abstract Cauchy problem exhibits maximal parabolic
regularity is due to Christian Meyer, TU Dortmund.
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As mentioned before, we give an additional assumption that enables us to prove the
implication (c) in our main chain of approximation arguments (1.1).
Assumption 3.13 (Continuity properties of the nonlinearity). Let the superposition
operator defined as fai (y)(t, x) := fai (y(t, x)) be a continuous mapping from Y to
L2((0, T ),H) for all i ∈ {1, . . . ,M} and let the superposition operator, defined as
f b(y, u)(t, x) := f b(y(t, x), u(t, x)), be a continuous mapping from Y to the weak
topology of L2((0, T ),H).
Again, we convexify the discrete-valued control and relax the mixed constraint by δ ≥
0 to obtain the equivalent reformulation (case δ = 0) and the feasibility relaxation (case
δ > 0) of (MIPEVO-TX). We make use of the structure asserted in Assumptions 3.10
and 3.11 and obtain
min
y,u,ω
J(y, u,v)
s.t. ∂ty +Ay = −∑Mi=1ωifai (y, vi)− f b(y, u)
y((0, ·)) = y0
y|∂Ω = 0
−δ ≤ ωi(s)c(y(s), u(s), vi) a.e. in ΩT for 1 ≤ i ≤M
v = ∑Mi=1ωivi
ω(s) ∈ SM a.e. in ΩT .
(BCEVO-TXδ )
Again, we state a proposition that establishes the desired equivalence and, as this is the
most involved case, we present the argument in more detail than for the other cases.
Proposition 3.14. Assume that Assumptions 3.10 and 3.11 hold. Let V := Rnv for some
nv ∈ N, {v1, . . . , vM} ⊂ V and v be restricted to L∞(ΩT , V ). Then, (MIPEVO-TX) is
equivalent to (BCEVO-TX0 ) with the correspondence mapping
F(BCEVO-TX0 ) 3 (y, u,ω) 7→
(
y, u,
M∑
i=1
ωivi
)
∈ F(MIPEVO-TX).
Proof. Firstly, we consider equivalence of the IVPs. As in the proof of Lemma 3.6 for the
case of binary and relaxed controls that only vary over time, we note that the admissible
ω the IVP in (BCEVO-TXδ ), in particular for δ = 0, are a subset of the admissible α in
(3.4). Thus, existence and uniqueness of the solution of the state equation follows from
Theorem 3.12.
Let (y, u,ω) be admissible for (BCEVO-TX0 ). We know u ∈ Lq(ΩT ) and ω ∈
L∞(ΩT ,RM ) by assumption. Then, Theorem 3.12 implies y ∈ L∞(ΩT ) and conse-
quently, the estimates in Assumption 3.11 yield that the right hand side is an L1-function.
Thus, we can employ the identity (2.1) to obtain the equality
f(y, u,v) =
M∑
i=1
fa(y, vi) + f b(y, u)
40 CHAPTER 3. MIXED-INTEGER PDE-CONSTRAINED OPTIMIZATION
and by uniqueness of the solution to the IVP also the correct solution of the IVP, which
in turn yields a feasible point with the same objective value.
Let (y, u,v) be admissible for (MIPEVO-TX). Then, there exists ω satisfying v =∑M
i=1ωivi by virtue of Carathéodory’s theorem, see Theorem B.33. We note that ω is
not necessarily unique, but it always exists. However, for every such ω, the argument
above holds true again, which gives the coincidence of the right hand sides of the IVPs
and consequently, by virtue of Theorem 3.12, the coincidence of the solutions with y.
Thus, all these points are feasible with coinciding objective values.
Again, we derive the continuous relaxation by weakening the SOS1 property of ω in
(BCEVO-TX0 ) to convex combinations and denote the new coefficients by α, which gives
min
y,u,α
J(y, u,v)
s.t. ∂ty +Ay =
∑M
i=1−αifai (y, vi)− f b(y, u)
y((0, ·)) = y0
y|∂Ω = 0
0 ≤ αi(s)c(y(s), u(s), vi) a.e. in ΩT for 1 ≤ i ≤M
v = ∑Mi=1αivi
α(s) ∈ conv SM a.e. in ΩT .
(RCEVO-TX)
Thus, we have derived the equivalent convexified reformulations as well as the fea-
sibility and continuous relaxations for three classes of (MIPDECO), for which we verify
the approximation chain (1.1) in the remainder.
Remark 3.15. For sake of simplicity, we work with homogeneous Dirichlet boundary
conditions in Assumption 3.10 and the computational results in Chapter 10. However,
different boundary conditions are possible as well. In this case, we need to take care
that the embeddings in the Gelfand triple
V ↪→ H ∼= H∗ ↪→ V∗
are compact. Usually, this requires that an appropriate extension operator exists, e.g.
to leverage the embedding H1(Ω) ↪→c L2(Ω), see [94, Chap. 7]. This can be han-
dled by assuming the 1-extension property (see Definition B.34) for Ω in addition to
Assumptions 3.7 and 3.10.
Part II
The main approximation chain
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Chapter 4
The abstract setting
In this chapter, we handle contribution (d). Although it can be regarded as a corollary
of the other results, (d) is the contribution where we make statements about optimality,
which is of course the overall aim. Furthermore, we motivate a desirable property for
rounding algorithms in the presence of mixed constraints that depend on the discrete-
valued controls. Therefore, we present it before the introduction of the tailored algorithm
that is capable of satisfying it and the proofs for the steps (a), (b) and (c).
We use the reformulations and relaxations of (MIOCP) introduced in Section 2.1.
Section 4.1 gives a brief approximation argument for this setting. In Section 4.2, we
formalize the results concerning contribution (d) in Corollaries 4.5 to 4.7. Before starting,
we make Assumption 4.1, which essentially postulates that the implication (c) holds in
(1.1) by means of the concept of complete continuity.
Assumption 4.1. Let Assumption 2.2 hold. Furthermore,
1. let the control-to-state operator SR : U × L∞(ΩT ,RM ) → Y be completely
continuous (see Definition B.32) in the second argument,
2. let the mapping J : Y × U × L∞(ΩT , V ) → R be such that for all u ∈ U , the
mapping (y,v) 7→ J(y, u,v) is jointly continuous from the product (Y, ‖ · ‖Y) ×
(L∞(ΩT , V ), σ(L∞, L1)) to (R, | · |).
4.1 Weak integer approximation for completely continuous
solution mappings
The first lemma states that weak approximation of relaxed controls by a sequence of
binary controls implies convergence of the corresponding sequence of objective values to
the value of the relaxed objective under Assumption 4.1 .
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Lemma 4.2. Let Assumption 4.1 hold. Let (y, u,α) ∈ F(RC). Assume there exists a
sequence (ω(n))n of binary controls that satisfies
M∑
i=1
ω
(n)
i vi = v(n) ⇀∗ v =
M∑
i=1
αivi in L∞(ΩT , V ).
Then, J(y(n), u,v(n))→ J(y, u,v) for y(n) := S(u,v(n)) = SR(u,ω(n)).
Proof. The claim follows immediately from the application of Assumption 4.1.
If the vector v lives in an Lp-space on ΩT , we can employ older analysis results to
obtain the desired existence of such a sequence.
Theorem 4.3. Let V satisfy Assumption 2.2. Let α be a relaxed control. Then, there
exists a sequence (ω(n))n of binary controls such that the convergence
M∑
i=1
ω
(n)
i vi = v(n) ⇀∗ v =
M∑
i=1
αivi
holds in Lp(ΩT , V ) for 1 < p ≤ ∞ and the convergence
M∑
i=1
ω
(n)
i vi = v(n) ⇀ v =
M∑
i=1
αivi
holds in Lp(ΩT , V ) for 1 ≤ p <∞.
Proof. Assumption 2.2 enables the required L1-L∞-duality, see Theorem B.27. First, we
note that it suffices to show the existence and weak∗ convergence result in L∞(ΩT , V ).
A constructive proof that establishes a sequence with the desired properties can be
found in Tartar’s work [114, Thm3 (2)]. The set K therein corresponds to our set
{v1, . . . , vM}. To relate the sequence (v(n))n ⊂ L∞(ΩT , V ) to the sequence (ω(n))n,
we set
ω
(n)
i := χ(v(n))−1({vi}),
where (v(n))−1 denotes the preimage mapping of the function v(n).
We have cited a constructive proof. Existence results are even older. According
to Tartar [114], they date back essentially to Lyapunov’s article [78].4 However, there
exists a wealth of reinvestigations and extension of the result, known as the Lyapunov
convexity theorem, and proof. A very short proof, which is based on the Krein-Milman
theorem, is given by Lindenstrauss in [73]. In Yorke’s article [121], a relationship to bang-
bang controls for an ODE-based IVP is established. We also mention Artstein’s concise
summary that the range of an atomless Rm-valued measure is compact and convex in
the abstract of [7]. The works [7, 121] contain references to further applications and
proofs of the result and similar findings. To relate these results to our work, we make
the remark below.
4Unfortunately, the article [78] is inaccessible to the author as he is not familiar with the Russian
language and has not found any translation.
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Remark 4.4. Emerging from Lindenstrauss’ proof in [73], the identity{∫
ΩT
fg dλ : g ∈ L∞(ΩT ), 0 ≤ g ≤ 1
}
=
{∫
ΩT
fg dλ : g = χK ,K ∈ B
}
holds for all test functions f ∈ L1(ΩT ), i.e. we observe the, initially astonishing, fact
that the extreme points of a compact, convex set can constitute a dense subset of the
convex set itself in weaker topologies, in this case (L∞(ΩT ), σ(L∞, L1)), in infinite-
dimensional vector spaces. In the remainder, results of this type link binary controls
(extreme points) to relaxed controls (elements of the convex hull).
4.2 Optimality of the weak relaxed control approximation
In the absence of mixed constraints, we have F(BC0) = F(BCδ) and Lemma 4.2 and The-
orem 4.3 imply the following consequences on the optimality of the binary-valued ap-
proximants. Variants of them are proven by the author in [79] for elliptic control systems.
Corollary 4.5 (Variant of [79, Thm5.1]). Let Assumption 4.1 hold. Let the assumptions
of Theorem 4.3 hold, the constraint 0 ≤ c(y, u,v) be absent and (RC) admit a global
minimizer. Then,
min
(y,u,α)∈F(RC)
J(y, u,α) = inf
(y,u,ω)∈F(BC0)
J(y, u,ω).
Sometimes it may be realistic to assume a Tikhonov regularizer of the discrete-valued
control, e.g. to simplify or accelerate the solution of (RC). As such terms are only norm
continuous, but not weakly continuous, we obtain a suboptimality in this case.
Corollary 4.6 (Variant of [79, Cor. 5.2]). Let the assumptions of Theorem 4.3 hold,
the constraint 0 ≤ c(y, u,v) be absent and the objective of (RC) have the additional
summand γ‖∑Mi=1 viαi‖pLp . Assume that this modification of (RC) admits a global
minimizer (y∗, u∗,α∗). Then, there exists a sequence (ω(n), y(n))n ⊆ L∞(ΩT )×Y with
(y(n), u∗,ω(n))n ⊂ F(BC0) such that
lim J(y(n), u∗,ω(n)) + γ‖v(n)‖pLp
≤ inf
(y,u,ω)∈F(BC0)
J(y, u,ω) + γλ(ΩT ) max
i∈{1,...,M}
‖vi‖pV
for γ > 0 and 1 ≤ p <∞.
Proof. The proof leans on [79, Cor. 5.2]. Hölder’s inequality and the properties of relaxed
controls yield
γ
∥∥∥∥∥
M∑
i=1
α∗i vi
∥∥∥∥∥
p
Lp
≤ γλ(ΩT ) max
i∈{1,...,M}
‖vi‖pV =: C.
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We denote v∗ := ∑Mi=1α∗i vi and the assumptions assert that the equality
J(y∗, u∗,α∗) + γ‖v∗‖pLp = min(y,u,α)∈F(RC) J(y, u,α) + γ
∥∥∥∥∥
M∑
i=1
αivi
∥∥∥∥∥
p
Lp
holds. This gives the estimate
inf
(y,u,α)∈F(RC)
J(y, u,α) ≥ J(y∗, u∗,α∗) + γ
∥∥∥∥∥
M∑
i=1
α∗i vi
∥∥∥∥∥
p
Lp
− C.
By Theorem 4.3, there exists a sequence (y(n),ω(n))n such that J(y(n), u∗,ω(n)) →
J(y∗, u∗,α∗), which implies
J(y∗, u∗,α∗) + γ2
∥∥∥∥∥
M∑
i=1
α∗i vi
∥∥∥∥∥
p
Lp
− C ≥ lim J(y(n), u∗,ω(n))− C.
We combine these inequalities with the fact that (RC) relaxes (BC0) and deduce
inf
(y,u,ω)∈F(BC0)
J(y, u,ω) + C ≥ lim J(y(n), u∗,ω(n)) ≥ inf
(y,u,ω)∈F(BC0)
J(y, u,ω).
In the presence of the mixed constraint, we obtain a weaker statement.
Corollary 4.7. Let the assumptions of Theorem 4.3 hold and (RC) admit a global
minimizer (y∗, u∗,α∗). Then, there exists a sequence (y(n),ω(n))n such that
J(y(n), u∗,ω(n))→ min
(y,u,α)∈F(RC)
J(y, u,α).
Let additionally 0 ≤ c(y∗(s), u∗(s),∑Mi=1α∗i (s)vi) hold for a.a. s ∈ ΩT and the mapping
(y,v) 7→ c(y, u∗,v) be a jointly continuous mapping from the product (Y, ‖ · ‖Y) ×
(L∞(ΩT , V ), σ(L∞, L1)) to L∞(ΩT ,Rnc). Then,
0 ≤ lim inf c
(
y(n), u∗,
M∑
i=1
ω
(n)
i vi
)
in L∞(ΩT ,Rnc) (4.1)
Proof. The first claim follows from Theorem 4.3 and the second from the assumed
continuity properties of c.
The statement is weaker because we cannot ensure that the pointwise a.e. constraint
0 ≤ c(y(n)(s), u∗(s),∑Mi=1ω(n)i (s)vi) in (BC0) holds without additional assumptions.
Allowing the infeasibility in (4.1) is necessary and it is possible that a gap between
the infimal values of (RC) and (BC0) exists. We refer to an example by Cesari in
[19, Chap. 18.7], which was investigated by Lenders in [68,71].
Thus, we desire rounding algorithms that not only satisfy ω(n) ⇀∗ α but also (4.1)
when applied to solutions of (RC), i.e. when combined with the satisfaction of
0 ≤ αi(s)c(y(s), u(s), vi) for a.a. s ∈ ΩT for all i ∈ {1, . . . ,M}
for some relaxed control and corresponding state. In Sections 5.3 and 6.4, we introduce
and analyze a variant of the SUR family that it is capable of doing so.
Chapter 5
A generalized Sum-Up Rounding
algorithm
This chapter defines a class of SUR algorithms that unifies the generalizations from
[68,79,82]. The algorithm is reformulated to operate on partitions of multi-dimensional
domains instead of intervals. The set of admissible indices for rounding can be restricted
on each discretization cell. This allows to derive a variant that satisfies the demands from
Section 4.2 in the presence of pointwise mixed constraints involving the discrete controls
in (MIOCP). Many of the following considerations closely follow the publications [68,82]
of Kirches, Lenders and the author and parts of the notation have been adopted from
[79,80] of Kirches and the author.
For refined rounding grids, the presented algorithms produce the sequences of binary
controls that start the approximation chain (1.1). As we frequently use sequences of
them, we denote them by ω(n) with n indexing the rounding grids. They correspond to
the ω(h) in the approximation chain (1.1) if h denotes the maximum cell volume (mesh
size) of the n-th rounding grid.
We begin with the notation to handle multi-dimensional domains and assign names
to the recurring quantities in the definition and analysis of the algorithm. Then, we
define the algorithm and put it in the context of our literature overview in Section 2.4.
We point out why its standard variant might fail in the presence of the aforementioned
constraints and state a variant that does not. Finally, we demonstrate that an analo-
gous modification of the alternative algorithm Next-Forced Rounding (NFR), see also
Section 2.4, fails.
5.1 Preparatory definitions
Unfortunately, there is no immediate or natural (continuous) analog to forward pro-
gression in time on [0, T ] when considering a multi-dimensional domain, or space-time
cylinder, ΩT ⊂ Rd. However, partitions of Ω¯T into N cells will serve our purpose.
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Definition 5.1 (Grid partitioning Ω¯T ). Let ΩT ⊂ Rd be a bounded domain. We call
the set {T1, . . . , TN} a rounding grid for ΩT if it is a finite partition of Ω¯T , i.e. if
Tk ∈ B(Ω¯T ) for all k,
⋃N
k=1 Tk = Ω¯T and Tk ∩ T` = ∅ for k 6= `. We define
∆ := max
k∈{1,...,N}
λ(Tk) and ∆ := min
k∈{1,...,N}
λ(Tk)
and call ∆ the mesh size of the grid.
Having Definition 5.1 at hand, we take a rounding grid-based view and consider (sets
of) grid cells in most of the remainder. For convenience of the informed reader who
is familiar with the literature, we sometimes also state the continuous versions of the
quantities for the one-dimensional case.
The so-called control deviation and integrated control deviation have already been
mentioned in Section 2.4 and occur in our definition of the SUR algorithm. The inte-
grated control deviation is of central interest to us. The bounds we establish for it in
the next chapter constitute the first step in our approximation arguments.
Definition 5.2 (Control deviation). Let a bounded domain ΩT ⊂ Rd and let a relaxed
control α and a binary control ω be given. The function
φ := α− ω
is called control deviation. The function
Φ : B(Ω¯T ) 3 A 7→
∫
A
φ(s) ds ∈ RM
is called integrated control deviation. In case ΩT = (0, T ), we also call
Φ1D : [0, T ] 3 t 7→
∫ t
0
α(s)− ω(s) ds ∈ RM
the integrated control deviation.
In a nutshell, the control deviation is the (sign-sensitive and vector-valued) difference
between relaxed and binary control trajectories and the integrated control deviation is
the integral of this quantity from zero to a point in time or over a subset of the grid
cells in the multi-dimensional case.
5.2 The algorithm (SUR-GEN)
We generalize the SUR algorithm, cf. Definition 2.8. We give a definition from a function
space point of view, i.e. the algorithm transforms an L∞ function into another one. For
the sake of brevity, the part SOS that has been used in the names of SUR algorithms in
the literature is dropped as all considered algorithms secure the SOS1 property of the
output function.
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Definition 5.3 (Sum-Up Rounding Algorithms). Let {T1, . . . , TN} be a rounding grid
of a bounded domain ΩT . For a relaxed control α and sets ∅ 6= Fk ⊂ {1, . . . ,M} for
k ∈ {1, . . . , N}, we define the class of generalized Sum-Up Rounding Algorithms
recursively by
ω(s) :=
N∑
k=1
χTk(s)Wk,
Wk(i) :=
 1 if i = arg maxj∈Fk
∫
Tk αj(s) ds−Φj
(⋃k−1
k′=1 Tk′
)
,
0 else
(SUR-GEN)
for i ∈ {1, . . . ,M}. The operation arg max is implemented such that ambiguity of
the maximum implies that exactly one of the maximizing indices is returned (e.g. the
smallest) in a deterministic manner and i /∈ Fk implies Wk(i) = 0.
(SUR-GEN) is used to refer to this class of algorithms or any of them with un-
specified sets Fk. We make the following proposition concerning well-definedness and
computational complexity.
Proposition 5.4. Let ω be computed by (SUR-GEN) executed on a relaxed control α
under satisfaction of the assumptions of Definition 5.3. Then,
1. the behavior of (SUR-GEN) is well-defined,
2. ω is a binary control,
3. (SUR-GEN) exhibits a computational complexity of O(N).
Proof. The first claim holds true because the integrated control deviation Φ only eval-
uates the integral on sets for which ω has already been defined in previous iterations.
The second and third claim follow by inspection.
The choice of the admissible rounding indices Fk for a grid cell k is a degree of
freedom for the algorithm. The following choice gives the standard variant, which works
in the absence of pointwise a.e. mixed constraints that involve the discrete controls.
Definition 5.5 (SUR). We define the Standard Sum-Up Rounding Algorithm (SUR) as
(SUR-GEN) with the setting
Fk = {1, . . . ,M} (SUR)
for all grid cells k ∈ {1, . . . , N}.
We refer to this variant as (SUR). Most of the existing literature focuses on (SUR) in
the one-dimensional case, which was also the originally developed variant of (SUR-GEN).
The following example relates the discrete variant from Section 2.4 to (SUR-GEN).
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Example 5.6. We derive the quantities for (SUR-GEN) and Definition 5.1 for the one-
dimensional time-dependent case. Let Ω¯T := [0, T ] consider the rounding grid induced
by the nodes 0 = t0 < . . . < tN = T , i.e. Tk := [tk−1, tk) for k ∈ {1, . . . , N − 1} and
TN := [tN−1, tN ]. Then, (SUR) coincides with the original algorithm (SUR-SOS1), see
[97] and Definition 2.8. The discrete functions therein can be obtained by setting
αi(k) :=
1
λ(Tk)
∫
Tk
αi(s) ds and ωi(k) :=
1
λ(Tk)
∫
Tk
ωi(s) ds.
5.3 A variant of (SUR-GEN) in the presence of pointwise
mixed constraints
We recall that our approximation arguments will provide means to deduce the conver-
gence y(n) → y with y solving the state equation for α and the y(n) solving the state
equation for ω(n), which are the outputs of (SUR) for α on a sequence of successively
refined rounding grids. Consider a pointwise a.e. defined mixed constraint 0 ≤ c(y, u,v),
which is continuous with respect to y. Its outer convexification reads
0 ≤ ωi(s)c(y(s), u(s), vi) for a.a. s ∈ ΩT for all i ∈ {1, . . . ,M},
which is an equivalent reformulation by virtue of Proposition 5.4 and the considerations
in Section 2.1. The corresponding constraint in the continuous relaxation reads
0 ≤ αi(s)c(y(s), u, vi) for a.a. s ∈ ΩT for all i ∈ {1, . . . ,M}.
Assume we are using (SUR). For the entry i with ω(n)i = 1 on some T (n)k , we desire
0 ≤ c(y(n), u, vi) a.e. or at least only an arbitrarily small violation of the constraint on
T (n)k for n sufficiently large. Unfortunately, the rounding rule of (SUR) does not prevent
ω
(n)
i = 1 on T (n)k if αi(s) = 0 for a.a. s ∈ T (n)k . But in this case,
(ω(n)i c(y(n), u, vi))|T (n)
k
= c(y, u, vi)|T (n)
k
may assume arbitrarily large negative values on a subset of T (n)k of positive measure.
This severe constraint violation can be circumvented by modifying (SUR-GEN) as in
[68]. To this end, consider the proposition below.
Proposition 5.7. Let i ∈ {1, . . . ,M}, u ∈ U , let the mapping Y 3 y 7→ c(y, u, vi) ∈
L∞(ΩT ) be continuous, y(n) → y in Y and 0 ≤ c(y, u, vi) hold a.e. in ΩT . Then,
0 ≤ lim inf c(y(n)(s), u(s), vi) for a.a. s ∈ ΩT .
Proof. The claim follows from the continuity of the mapping y 7→ c(y, u, vi).
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Assume that we restrict the rounding in each cell k to the entries i with
∫
T (n)
k
αi > 0
and assume that 0 ≤ αic(y, u, vi) is satisfied. If we obtain 0 ≤ lim inf c(y(n), u, vi) from
Proposition 5.7 for these combinations of cells T (n)k and entries i, this complies with
ωi = 1 on T (n)k . We formalize this restriction of the admissible indices for rounding in
the following specialization of (SUR-GEN).
Definition 5.8 (SUR for Vanishing Constraints). The Vanishing-Constraint Sum-Up
Rounding Algorithm is defined as (SUR-GEN) with
Fk :=
{
i ∈ {1, . . . ,M} :
∫
Tk
αi(s) ds > 0
}
(SUR-VC)
for all grid cells k ∈ {1, . . . , N}.
Inspecting Proposition 5.7, we observe the need for continuity in the first argument
of the superposition mapping c to obtain feasible points for (BCδ) for δ → 0, i.e.
0 ≤ lim inf ω(n)i c(y(n), u, vi). We formalize our considerations in Proposition 5.9, which
states that feasible points of (RC) can be approximated arbitrarily well by feasible points
of (BCδ) with δ → 0 when using (SUR-VC) and assuming (1.1) holds. The corner stone
for this, implication (a) for (SUR-VC), will be proven as Theorem 6.20 in Chapter 6.
Proposition 5.9. Let Assumption 2.2 hold and (1.1) hold for (SUR-VC) on a sequence
of partitions of ΩT . Let ω(n) be computed by (SUR-VC) on the partition n from a
relaxed control α. Let u ∈ U . Let y(n) := SR(u,ω(n)) for n ∈ N and y := SR(u,α).
Let 0 ≤ αic(y, u, vi) a.e. on ΩT for some i ∈ {1, . . . ,M}. Then,
−δ(n) ≤ ω(n)i c(y(n), u, vi) a.e. in ΩT
and δ(n) → 0.
Proof. For n ∈ N, we consider the cells T (n)k for k ∈ {1, . . . , N (n)} individually. Let
ω
(n)
i |T (n)
k
= 0. Then, ω(n)i c(y(n), u, vi) = 0 on T (n)k . Thus, it suffices to consider the
cases where ω(n)i |T (n)
k
= 1. By definition of (SUR-VC), this implies αi > 0 on T (n)k ∩A
with λ(T (n)k ∩ A) > 0 for the choice A = {s ∈ ΩT : αi(s) > 0}. We can deduce
0 ≤ c(y, u, vi) a.e. in A from the prerequisites and obtain
(ω(n)i c(y(n), u, vi))(s) = (c(y(n), u, vi))(s) ≥ −δ(n)k
for s ∈ T (n)k ∩ A and δ(n)k → 0 by Proposition 5.7. Choosing δ(n) := max{δ(n)k : k ∈
{1, . . . , N (n)}} yields the claim.
5.4 NFR in the presence of mixed constraints
In Section 2.4, we have mentioned NFR as a possible alternative to (SUR), which
offers an improved bound on the control deviation by cost of quadratic instead of linear
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effort for the rounding computation. Naturally, one may ask if a restriction of admissible
rounding indices to the set Fk also works for NFR, which would mean that the algorithm
can also be applied in the presence of mixed constraints. We note the feature of NFR
that it computes a set of indices, which are considered as admissible choices for rounding,
specifically
Ak =
{
i ∈ {1, . . . ,M} :
∫⋃k
`=1 T`
αi −
∫⋃k−1
`=1 T`
ωi ≥ −∆ + λ(Tk)
}
for the k-th cell, cf. [64, Def. 4.6, Alg. 4.1].
Modifying the algorithm implies that the set of admissible indices for cell k, Ak, is
further restricted to indices that are also contained in the set Fk. In this case, it can
happen that the set Ak∩Fk is empty and no rounding decision is possible, see Table 5.1
for an example of this situation. Here, the admissible indices for interval 2 would be
A2 = {3, 4, 5} but F2 = {1, 2}. Thus, the intersection is empty and no feasible rounding
decision can be made. Thus, this modification is not possible for NFR without loosing
its well-definedness.
Table 5.1: Weighted mean of relaxed controls α and the resulting control deviations φ
after application of NFR where ∆ = λ(T1) = ... = λ(TN ).
i
∫
T1 αi
∫
T2 αi
∫
T3 αi
∫
T1 φi
∫⋃2
k=1
Tk
φi
∫⋃3
k=1
Tk
φi
1 15
1
4
1
2 − 45 − 1120 E
2 15
1
4
1
2
1
5 − 1120 E
3 15
1
4 0
1
5
9
20 E
4 15
1
4 0
1
5
9
20 E
5 15 0 0
1
5
4
20 E
Chapter 6
Approximation properties of
(SUR-GEN)
This chapter serves to achieve contribution (a) of (1.1), i.e. we show
∆(n) → 0 ⇒
(a)
d(n)(ω(n),α)→ 0
for the two variants (SUR) and (SUR-VC) of (SUR-GEN). Here, α is a relaxed control,
(ω(n))n is the sequence of binary controls produced by (SUR-GEN) on a sequence of
rounding grids and (∆(n))n is the corresponding sequence of mesh sizes. We begin with
the definition of the d(n) and introduce a name for the convergence d(n)(ω(n),α) → 0
as well as the notation for the subsequent sections. Then, we prove the bound
d(ω,α) ≤ O(log(M))∆
for (SUR). This bound was conjectured in [100, Rem. 7] and is proven in [68]. We
offer a novel proof in Section 6.3 that also works for non-equidistant rounding grids.
Subsequently, we analyze the algorithm (SUR-VC) and provide reworks of the author’s
proofs from [68,82]. First, we prove the bound
d(ω,α) ≤ (M + 1)∆
and then, we improve it to
d(ω,α) ≤
⌊
M
2
⌋
∆,
which is far more technical to prove but asymptotically tight because an example given in
[68] reaches this bound. Finally, we demonstrate that we cannot expect that all variants
of (SUR-GEN) behave nicely w.r.t. the mesh size of the rounding grid.
6.1 The integrality gap
We define the notion of integrality gap formally.
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Definition 6.1 (Integrality gap). Let the notation of Definition 5.2 hold. Let {T1, . . . , TN}
be a rounding grid of a bounded domain ΩT ⊂ Rd. Then, we define the integrality
gap between α and ω as
d(ω,α) := max
k∈{1,...,N}
∥∥∥∥∥Φ
(
k⋃
k′=1
Tk′
)∥∥∥∥∥
∞
.
If ΩT = (0, T ), we also denote by
d1D(ω,α) := ess sup
t∈[0,T ]
‖Φ(t)‖∞
the integrality gap between α and ω.
The ess sup operation for ΩT = (0, T ) emphasizes that our definition is designed to
measure Φ in the ‖ · ‖L∞-norm. However, the max operation would also work because
the pointwise interpretation of Φ1D in Definition 5.2 gives the continuous representative
of Φ1D ∈W 1,∞((0, T ),RM ) ↪→ C([0, T ],RM ).
Proposition 6.2. Let ω be computed by (SUR-GEN) from a relaxed control α on a
rounding grid that consists of subsequent intervals. Then, d1D(ω,α) = d(ω,α).
Proof. The discretization is 0 < t1 < . . . < TN = T . The functionΦ1D assumes its
maximum over the intervals T¯k = [tk, tk+1] at the interval boundaries, see [68, Lem. 5.7].
Thus, the definition of d1D(ω,α) is consistent with d(ω,α) in this case.
We define the vanishing integrality gap formally.
Definition 6.3 (Vanishing integrality gap). Let a sequence of rounding grids be given
with its corresponding sequence of integrality gaps (d(n))n. Let α be a relaxed control
and (ω(n))n be a sequence of binary controls. Let d(n)(ω(n),α) → 0. Then, we say
that the sequence of corresponding control deviations (φ(n))n, see Definition 5.2, is of
vanishing integrality gap.
Let ΩT = (0, T ). Let α be a relaxed control and (ω(n))n be a sequence of binary
controls. Let d1D(ω(n),α)→ 0. Then, we also say that the sequence of corresponding
control deviations (φ(n))n is of vanishing integrality gap.
In the remainder, α usually denotes a relaxed control solving (RC) and ω(n) =
ω(n)(α) the binary control computed by (SUR-GEN) from α on the n-th rounding grid.
6.2 Preparations
In this section, we introduce notation and a problem reduction to prepare the proofs in
the remainder of this chapter. The proofs take a rounding grid-based or discrete view
on α, ω(α) and φ(α). We mostly abbreviate ω := ω(α) and Φ := Φ(α) in absence of
possible ambiguities and tacitly assume that ω is produced by the currently considered
variant of (SUR-GEN) for a given α and that Φ is computed accordingly.
6.2. PREPARATIONS 55
6.2.1 Reduction to a discrete vantage point
We define the discrete quantities below that relate our quantities of interest to the grid:
hk := λ (Tk) ,
αk,i :=
1
hk
∫
Tk
αi,
ωk,i :=
1
hk
∫
Tk
ωi,
Φk,i := Φi
(
k⋃
k′=1
Tk′
)
=
∫⋃k
k′=1 Tk′
αi − ωi, Φ0,i := 0,
γk,i := αk,ihk +Φk−1,i.
Thus, hk is the volume of the k-th cell, αk,i is the i-th component of the mean of α on
the k-th cell, implying αk,· ∈ conv SM , ωk,i is the i-th component of the mean of ω on
the k-th cell, implying ωk,· ∈ SM and ωk,i = Wk(i) in (SUR-GEN), and Φk,i is the i-th
component of the integrated control deviation of the cells 1 to k. The symbol γk,i is
the one cell lookahead quantity on which (SUR-GEN)’s rounding decision is predicated,
i.e. γk,i = Φk,i + ωk,ihk.
Let the max in Definition 6.1 be extended to countable increasing unions of cells.
If a bound can be established for this extension, it holds for the increasing union of
cells until a finite cell index as well. Thus, we continue the sequence (Tk)k∈{1,...,N} to
(Tk)k∈N by adding virtual cells of volume ∆ for k > N . In the one-dimensional case
with a discretization into intervals, this means that we take the supremum over the time
horizon extended to [0,∞). To state the approximation properties easily, we introduce
the set of admissible relaxed controls in our rounding grid-based view as
A :=
{
(αk,·)k∈N : αk,· ∈ conv SM for all k ∈ N
}
.
We summarize these considerations into the following proposition.
Proposition 6.4. Let a variant of (SUR-GEN) be fixed. Then, its computation is
well-defined for all α ∈ A and all (hk)k∈N ⊂ (0,∆]. If there exists C > 0 such that
sup
k∈N
‖Φk,·(α)‖∞ ≤ C
for all α ∈ A and all (hk)k∈N ⊂ (0,∆]. Then, for all relaxed controls α and rounding
grids {T1, . . . , TN} of a bounded domain ΩT , we have
d(ω(α),α) ≤ C.
This still holds if additional requirements on (hk)k∈N are imposed, which need not affect
finitely many initial elements.
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Proof. With the definitions of the discrete quantities above, we see that for each relaxed
control α and each discretization (Tk)k∈{1,...,N}, we obtain α1,·,. . . ,αN,· ∈ conv SM and
h1,. . . ,hN . Furthermore, for α1,·,. . . ,αN,· ∈ conv SM , we can define the (canonical)
relaxed control α˜ := ∑Ni=1 χTiαi,·.
The arg max is the only nonlinear operation in (SUR-GEN) and the relaxed and
binary controls enter the integrals always additively. Thus, the rounding decision for α
and α˜ coincide, i.e. the rounding decision is based on the discrete quantity α·,· and the
cell volumes hk only, which gives the desired well-definedness.
Assume some bound holds if (αk,·)k and (hk)k are extended to k > N . Then, the
bound also holds for k ≤ N . Finally, if additional properties on (hk)k∈N are requested
such that the initial N elements are not affected, then the bound holds true for finitely
many cells without any restrictions.
With the canonical construction in the proof of Proposition 6.4, we can apply
(SUR-GEN) to α ∈ A by just applying the algorithm over the iterations k ∈ N in-
stead of k = 1, . . . , N . We supply several properties of (Φk,·)k∈N for given α ∈ A and
(hk)k∈N that can be derived from (SUR-GEN) straightforwardly. We frequently exploit
the fact that, for the discrete vantage point, the domain and the specific rounding grid
are irrelevant and the algorithm only requires α ∈ A and (hk)k∈N to be well-defined.
Lemma 6.5 ([82, Lem. 4.2]). Let α ∈ A and (hk)k ⊂ (0,∆] for some ∆ > 0. Let ω·,·,
Φ·,· be computed from α by means of (SUR-GEN). Then, the following properties hold
for all k ∈ N:
1. αk,j ≥ 0 for all j ∈ {1, . . . ,M},
2.
M∑
j=1
αk,j = 1,
3.
M∑
j=1
[Φ]+k,j =
M∑
j=1
[Φ]−k,j ,
4. Φk,i ≥ 0 for at least one i ∈ {1, . . . ,M},
5. Φk,i ≤ 0 for at least one i ∈ {1, . . . ,M}.
Proof. The definitions of αk,·, Φk,· imply that the (relaxed) SOS1 property carries over
to the discrete vantage point, from which the first two assertions follow. The definition
of (SUR-GEN) gives that the positive and negative part of Φ·,· have to sum up to the
same value on each cell, which implies 3.-5., see [68,82,97,100].
6.2.2 Ordering of entries in the integrated control deviation vector
Our proofs require a distinction between (strictly) positive and (strictly) negative entries.
Thus, we define I+k and I++k as the sets of indices i corresponding to (strictly) positive
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entries of Φk,· and I−k and I−−k analogously for (strictly) negative entries of Φk,·, i.e.
I+k := {i ∈ {1, . . . ,M} : Φk,i ≥ 0} ,
I++k := {i ∈ {1, . . . ,M} : Φk,i > 0} ,
I−k := {i ∈ {1, . . . ,M} : Φk,i ≤ 0} ,
I−−k := {i ∈ {1, . . . ,M} : Φk,i < 0} .
The succeeding arguments require an encoding of the order of the entries in the Φk,·,
which is provided in the following definition.
Definition 6.6 (Encoding of the order within [Φ]+k,·, [Φ]
−
k,·, [82, Def. 2.1]). For a sign
s ∈ {+,−}, we name the elements of Isk as follows,
Isk =
{
ik,s1 , . . . , i
k,s
|Is
k
|
}
,
where the ik,sj encode a non-ascending ordering of the magnitude of the entries of [Φ]
s
k,·,
[Φ]s
k,ik,sj
≥ [Φ]s
k,ik,sj+1
for all j ∈ {1, . . . , |Isk| − 1}. For j ∈ {1, . . . , |Isk|}, we define
ψsk,j :=
j∑
`=1
e
ik,s
`
Φ
k,ik,s
`
Let k0, k1 ∈ N, k0 ≤ k1, s ∈ {+,−} and a subset J ⊂ Isk0 be given. Furthermore,
let J ⊂ Isk for all k ∈ {k0, . . . , k1}. For k ∈ {k0, . . . , k1}, we assign names J =
{jk1 , . . . , jk|J |} to the elements of J and again define the indices jk` to encode a non-
ascending ordering,
[Φ]sk,jk
`
≥ [Φ]sk,jk
`+1
for ` < |J |. Furthermore, we define
ψJk,` :=
∑`
m=1
ejkmΦk,jkm
For later convergence limits
[
Φ¯
]s
, we define j¯` by[
Φ¯
]s
j¯`
≥
[
Φ¯
]s
j¯`+1
.
for ` < |J |, J ⊂ Isk0 .
Thus, ik,sj is the index of the j-th largest entry in [Φ]
s
k,·. The vector ψsk,j ∈ Rm
can be described as Φk,·, where all of the entries except for the j positive (or negative)
ones with the largest values are set to 0. Similarly to above, jk,s` is the index of the
entry in Φk,·, which is the `-th largest among the values
{
[Φ]sk,j : j ∈ J
}
and the vector
ψJk,` ∈ Rm can be described as Φk,· with all entries set to 0 except for the ` positive
(or negative) ones in J with the largest values.
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6.2.3 (SUR-GEN) in construction algorithms
Several proofs require the existence of certain control deviations Φk,·. This is proven
by providing algorithms that construct αk1+1,·,. . . ,αk,· ∈ conv SM starting from a
given Φk1,·. Appending them to given α1,·,. . . ,αk1,· ∈ conv SM , the application of
(SUR-GEN) yields the desired Φk,·. We use lines of the form
Φk+1,· ← (SUR-GEN)(Φk,·,αk+1,·, hk+1,ROUNDING ON PARITY),
to compute to the intermediate values Φk1+1,·,. . . ,Φk,· in the algorithms. We interpret
them as the application of the rounding rule of (SUR-GEN) in the k+1-th cell for given
integrated control deviation until the k-th cell Φk,·, relaxed control in the k + 1-th grid
cell αk+1,·, and volume of the k + 1-th cell hk+1. The fourth argument determines the
rule for resolving the case that arg max in (SUR-GEN) is not single-valued. We omit
the fourth argument if this cannot happen in the algorithm or does not affect the result.
6.3 A bound on the integrality gap for (SUR)
In this section, we establish the following theorem.
Theorem 6.7. Let ω be a binary control computed by (SUR) for a relaxed control α
on a rounding grid with mesh size ∆. Then,
d(ω,α) ≤ C ·∆
holds with C = O(log(M)).
Outline of proof. We employ Proposition 6.4 and prove the estimate by verifying
sup
k∈N
‖Φk,·‖∞ ≤ C ·∆
for all α ∈ A and (hk)k∈N ⊂ (0,∆] with the aforementioned assumption that hk = ∆
for k ≥ N if N denotes the number of cells that make up the rounding grid. For (SUR),
the bound on ‖ [Φ]+k,· ‖∞ is much harder to establish than the bound on ‖ [Φ]−k,· ‖∞,
which is our first step towards the proof. We establish the proof in three steps:
1. Derivation of a bound on ‖ [Φ]−k,· ‖1 in Section 6.3.1.
2. Show that the bound on ‖ [Φ]−k,· ‖1 is tight in Section 6.3.2.
3. Employing the bound to maximize ‖ [Φ]+k,· ‖∞ in Section 6.3.3.
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6.3.1 A bound on the sum-norm of the integrated control deviation
For this subsection, let α ∈ A be fixed. The bound is stated formally in the following
proposition.
Proposition 6.8. Let k ∈ N and m ∈ {1, . . . ,M} such that |I−k | ≥ m. Then,
∥∥∥ψ−k,m∥∥∥1 ≤
m−1∑
i=0
1− i∑
j=0
1
M − j
∆. (6.1)
Proof. The proof employs mathematical induction over m. The base case is elaborated
in Lemma 6.9 and the step in Lemma 6.10, which are presented below. The latter makes
use of a summation formula, which is given in the Appendix as Lemma A.1.
The arguments for the base case and the induction step of Proposition 6.8 are similar.
The base can be followed more easily and is therefore presented first.
Lemma 6.9 (Base case). Let |I−k | ≥ 1. Then,
[Φ]−
k,ik,−1
≤
(
1− 1
M
)
∆.
Proof. We proceed by contradiction and assume that a cell k ∈ N exists such that
[Φ]−
k,ik,−1
>
(
1− 1
M
)
∆.
Without loss of generality, we choose k such that this happens for the first time. Then,
we know that (SUR) caused Φ
k,ik,−1
< Φ
k−1,ik,−1
implying
γ
k,ik,−1
= Φ
k,ik,−1
+ hk ≤ Φk,ik,−1 + ∆ <
1
M
∆.
Furthermore, Lemma 6.5 implies
∑
i∈I++
k
[Φ]+k,i >
(
1− 1
M
)
∆,
which in turn implies that there exists an index i 6= ik,−1 such that
[Φ]+k,i >
1− 1M
|I++k |
∆ ≥ 1−
1
M
M − 1∆ =
1
M
∆.
Combining the derivations above with the fact that the ik,−1 -th entry was reduced, we
obtain
γk,i = [Φ]+k,i >
1
M
∆ > γ
k,ik,−1
which contradicts the arg max in (SUR). This closes the proof.
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In a nutshell, Lemma 6.9 states that the largest value of the negative entries of Φk,·
is bounded by
(
1− 1M
)
∆, which already proves a tighter bound for ‖ [Φ]−k,· ‖∞ than
we get for ‖Φk,·‖∞. We essentially repeat the arguments, which just look a little more
complicated, to prove the induction step from the induction hypothesis.
Lemma 6.10 (Step). Assume |I−k | ≥ m− 1 implies
∥∥∥ψ−k,m−1∥∥∥1 ≤
m−2∑
i=0
1− i∑
j=0
1
M − j
∆.
Then, |I−k | ≥ m implies
∥∥∥ψ−k,m∥∥∥1 ≤
m−1∑
i=0
1− i∑
j=0
1
M − j
∆.
Proof. Let |I−k | ≥ m. As in proof of the base case in Lemma 6.9, we assume that the
claim is false yielding that there exists k ∈ N such that
∥∥∥ψ−k,m∥∥∥1 =
m∑
j=1
[Φ]−
k,ik,−j
>
m−1∑
i=0
1− i∑
j=0
1
M − j
∆
for the first time. Again analogously to the base case, Lemma 6.5 gives
∑
i∈I++
k
[Φ]+k,i >
m−1∑
i=0
1− i∑
j=0
1
M − j
∆
and we have an entry i satisfying
γk,i = [Φ]+k,i >
∑m−1
i=0
(
1−∑ij=0 1M−j)
M −m ∆. (6.2)
Regarding the sum, it is unclear what a negative numerator would mean here. Therefore,
we distinguish the cases and show that a negative numerator is impossible.
Case A: 1−∑m−1j=0 1M−j < 0. We apply Lemma A.1 and obtain
∑
i∈I++
k
Φk,i =
(M −m)m−1∑
j=0
1
M − j
∆ > (M −m)∆ ≥ ∣∣∣I++k ∣∣∣∆
because m ≤
∣∣∣I−k ∣∣∣ = M − ∣∣∣I++k ∣∣∣. This situation only occurs if
1
|I++k |
∑
i∈I++
k
γk,i =
1
|I++k |
∑
i∈I++
k
Φk,i > ∆.
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Consequently, we obtain γk,i > ∆ for at least one i ∈ I++k . But this means γk,i∗ ≥ ∆
when i∗ denotes the rounding index and consequently,
Φk,i∗ = γk,i∗ − hk > ∆− hk ≥ 0.
We deduce that no negative entry was decreased when applying (SUR). Consequently,
the sum of the negative entries cannot have broken the bound in this step, but this was
the assumption and we have contradicted this case successfully.
Case B: 1−∑m−1j=0 1M−j ≥ 0. Again, we apply Lemma A.1 which yields
γk,i = Φk,i >
m−1∑
j=0
1
M − j∆
for i ∈ I++k from (6.2). We denote the rounding index in cell k by i∗ and note that
i∗ ∈ J with J :=
{
ik,−1 , . . . , i
k,−
m
}
⊂ I−k . This holds true because only one entry can be
reduced by (SUR) per cell. Plugging in the previous considerations, we obtain
[Φ]−k,i∗ = hk(1−αk,i∗)−Φk−1,i∗
= hk − γk,i∗
≤ ∆− γk,i∗
< ∆−
m−1∑
j=0
1
M − j∆.
Using the initial assumption, we obtain
m−1∑
i=0
1− i∑
j=0
1
M − j
∆ <∑
i∈J\{i∗}
[Φ]−k,i +
1− m−1∑
j=0
1
M − j
∆
which gives
m−2∑
i=0
1− i∑
j=0
1
M − j
∆ <∑
i∈J\{i∗}
[Φ]−k,i ≤
m−1∑
j=1
[Φ]−
k,ik,−j
=
∥∥∥ψ−k,m−1∥∥∥1 .
This contradicts the prerequisite (i.e. the induction hypothesis) because the left side is
the bound from prerequisites and as this holds for the m− 1 largest entries in [Φ]−k,·, it
also holds for all other subsets with m − 1 elements in [Φ]−k,·. Hence, the assumption
that the claimed bound does not hold is false and the proof is complete.
6.3.2 The bound on the sum-norm is tight
This bound is tight, which is demonstrated with the following algorithm. We use an
equidistant rounding grid with ∆ = 1.
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Algorithm 6.1 Maximize ‖ [Φ]−k,· ‖1
Input: Φ0,· = 0, M > 1, ti+1 − ti = 1 for all i ∈ N.
k ← 0
do
k ← k + 1
αk,i ←

1
M−(k−1) for i ∈ I+k−1
0 else
ωk,· ← (SUR)(Φk−1,·,αk,·, 1)
Φk,· ← Φk−1,· +αk,· − ωk,·
while 1M−k + [Φ]
+
k,ik,+1
< 1
return α1,·, . . . ,αk,·
The algorithm terminates if a further iteration would make the positive entries of
Φk,·, all being equal to ‖ [Φ]+k,· ‖∞, exceed 1, which prevents a further increase in
‖ [Φ]−k,· ‖1. To see this, we consider
max
j∈{1,...,M}
γk,j = ‖ [Φ]+k,· ‖∞,
and the fact that the increase in ‖ [Φ]−k,· ‖1 decreases. The increase in iteration k is
1−maxj∈{1,...,M} γk,j and only happens if this quantity is positive, i.e. an entry changed
from a positive to a negative value. Regarding the entries of αk,· and ωk,·, we observe
αk,i =
1
|I+k−1|
for i ∈ I+k−1. Once an entry i∗ was selected for rounding in iteration k0, see the entries
of ωk,·, we have i∗ /∈ I+k for k ≥ k0 and αk,i∗ = 0 in later iterations k > k0. These
observations guide us towards proving the behavior of Algorithm 6.1.
Proposition 6.11. Algorithm 6.1 terminates after a finite number of steps with iter-
ation (grid cell) k ∈ N such that the constructed α1,·, . . . ,αk,· ∈ conv SM and the
Φ1,·, . . . ,Φk,· induced by (SUR) on h1 = . . . = hk = ∆ satisfy
∣∣∣I−k ∣∣∣ = min
k∈{1,...,M−1}
k s.t.
k∑
i=0
1
M − i > 1
Furthermore,
m−1∑
i=0
1−
i∑
j=0
1
M − j = ‖ [Φ]
−
m,· ‖1
for all m ≤
∣∣∣I−k ∣∣∣.
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Proof. In every iteration, Algorithm 6.1 produces the identity
Φk,j =
k−1∑
j=0
1
M − (k − 1) + j
for all j ∈ I+k inductively. The assignment αk,· is well-defined if |I+k | = M − k. This
holds true because we start with |I+k | = M for k = 0 and reduce I+k by one entry in
every one iteration as long as there are still entries left and [Φ]+k,j < 1 for j ∈ I+k . When
[Φ]+k+1,j > 1 would happen in the next iteration, the termination criterion
[Φ]+k,j +
1
M − k > 1
is satisfied. For k = M − 1, we have [Φ]+k,j + 1M−(M−1) = [Φ]+k−1,j + 1 > 1. Thus, the
algorithm terminates after at mostM−1 iterations and in all iterations there are positive
entries left. Note that without loss of generality, we have j = ik,+1 as all positive entries
assume the same value. For the negative part, we observe that if i∗ is the rounding
index in the k-th iteration, the corresponding integrated control deviation value is of
[Φ]−k,i∗ = 1−
k∑
j=0
1
M − j .
Summing over these entries along the iteration counter gives the claimed sum formula
for the 1-norm as Φk,i∗ does not change in later iterations. The termination criterion is
equivalent to ∑ki=0 1M−i > 1, which closes the proof as k = |I−k | after every iteration
and at termination.
Remark 6.12. Having established Proposition 6.8 and Proposition 6.11 helps to make
some interesting observations. If M ≥ 3 and m is large enough, it is possible that
1−
m−1∑
j=0
1
M − j < 0
as the sum is over a contiguous subset of the harmonic sequence. But these are the
summands of the upper (!) bound of the ‖ [Φ]−k,· ‖1. At first, this looks like a contra-
diction to what we have shown before. However, this simply tells us that the number
of negative entries is traded off with ‖ [Φ]−k,· ‖1 and one might not be able to maximize
them simultaneously. The same holds true for the strictly negative indices as a similar
chain of arguments can be carried out in this case. The example below shows such a
situation.
Example 6.13. We set ∆ = 1, M = 5, N = 4 and use the values of α·,· given in the
even columns of Table 6.1. Applying (SUR) yields the values of Φ given in the odd
columns of Table 6.1. For I−−4 = 4, we obtain the bound
‖ [Φ]−4,· ‖1 ≤
1
5 +
1
4 +
1
3 +
1
2
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from Proposition 6.8 where the last summand of the formula in Proposition 6.8 is
1 −
(
1
5 +
1
4 +
1
3 +
1
2
)
< 0. Consequently, although we have more strictly negative
indices in Φ4,· than in Φ3,·, the bound is tighter as the one we have in the third iteration
‖ [Φ]−3,· ‖1 ≤ 2
(1
5 +
1
4 +
1
3
)
.
We make a check and see
‖ [Φ]−3,· ‖1 = 2
(1
5 +
1
4 +
1
3
)
,
i.e. the bound is reached in the third iteration and
‖ [Φ]−4,· ‖1 =
59
60 <
77
60 =
1
5 +
1
4 +
1
3 +
1
2 ,
i.e. the bound holds but is not reached in the fourth iteration. Thus, we have validated
the results from Proposition 6.8 and observe that in order to get the fourth strictly
negative entry in Φ4,·, we had to sacrifice some fraction of ‖ [Φ]−3,· ‖1.
Table 6.1: Input α·,· and the resulting values of Φ·,· for the application of (SUR).
i α1,i Φ1,i α2,i Φ2,i α3,i Φ3,i α4,i Φ4,i
1 15
1
5
1
4
9
20
1
3
47
60
1
5
59
60
2 15
1
5
1
4
9
20
1
3
47
60
1
5 − 160
3 15
1
5
1
4
9
20
1
3 − 1360 15 − 160
4 15
1
5
1
4 − 1120 0 − 1120 15 − 2160
5 15 − 45 0 − 45 0 − 45 15 − 3660
6.3.3 Maximizing the max-norm of the integrated control deviation
Having established the bounds on ‖ [Φ]−k,· ‖1, we need another ingredient to prove the
desired bound on ‖ [Φ]+k,· ‖∞. It is stated in the following proposition.
Proposition 6.14. Let k ∈ N such that |I+k | ≥ m for some m ∈ {1, . . . ,M}. All
α1,·, . . . ,αk,· ∈ conv SM can be extended to α ∈ A with αk+1,·, . . . ,αk+`,· such that∥∥∥ψ+k,m∥∥∥1 = ∥∥∥ψ+k+`,m∥∥∥1
and
[Φ]+
k+`,ik+`,+1
= . . . = [Φ]+
k+`,ik+`,+m
= 1
m
∥∥∥ψ+k,m∥∥∥1
for some ` ∈ N.
Proof. The proof is a direct consequence of the following Proposition 6.18.
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In the following, we aim to confine the quantity S1, which is defined as
S1 := sup
α∈A
sup
k∈N
∥∥∥ψ+k,1∥∥∥1 = supα∈A supk∈N [Φ]+k,ik,+1 = supα∈A supk∈N
∥∥∥[Φ]+k,·∥∥∥∞ .
Note that S1 has to be finite byProposition 6.8 and Lemma 6.5. Let us assume that S1
is attained by the sequence of (Φk,·)k produced by (SUR) from the sequence (αk,·)k.
The case that S1 is not attained will be handled later by introducing sufficient epsilons
into the arguments. We start with a lemma on the relationship between the two largest
positive entries, which we find quite instructive. It uses the same ideas as the subsequent
proofs but shows the most easy case.
Lemma 6.15. Let α ∈ A such that [Φ]+
k,ik,+1
= S1 for some k ∈ N. If |I+k | ≥ 2, we
have
[Φ]+
k,ik,+2
= S1 −∆.
Proof. We show that the options [Φ]+
k,ik,+2
> S1 − ∆ and [Φ]+k,ik,+2 < S1 − ∆ lead to
contradictions.
First, we assume [Φ]+
k,ik,+2
< S1−∆. Then, there exists a minimal k0 ∈ N such that
[Φ]+
k0,i
k0,+
1
= S1 and [Φ]+
k0,i
k0,+
2
< S1−∆. If ik0,+1 was the rounding index in cell k0, we
would have
S1 ≥ [Φ]+
k0−1,ik0,+1
≥ [Φ]+
k0,i
k0,+
1
= S1
and
[Φ]+
k0−1,ik0,+2
≤ [Φ]+
k0,i
k0,+
2
< S1 −∆,
which is a contradiction because k0 is the first (minimal) cell, in which this situation
occurs. If i∗ 6= ik0,+1 was the rounding index in cell k0, we would have
[Φ]+k0,i∗ + hk0 = γk0,i∗ ≥ γk0,ik0,+1 = [Φ]
+
k0,i
k0,+
1
= S1,
which gives [Φ]+k0,i∗ ≥ S1 −∆ and contradicts [Φ]+k,ik,+2 < S1 −∆.
Second, we handle the case x := [Φ]+
ik,+2
> S1−∆. Then, Proposition 6.14 gives us
α ∈ A and an iterate k1 such that
[Φ]+
k1,i
k1,+
1
= [Φ]+
k1,i
k1,+
2
= S1 + x2 .
Due to the padding of the grid cells with λ(Tk) = ∆ to infinity, we can assume that there
exists ` ∈ N such that hk1+` = ∆. We can assume αk,ik1,+1 = 1 for k1 ≤ k ≤ k1 + `− 1
and α
k1+`,ik1,+1
= α
k1+`,ik1,+1
= 12 . Then, the application of (SUR) yields
[Φ]+
k1+`,ik1+`,+1
= S1 + x2 +
∆
2 > S1,
which contradicts the definition of S1.
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The following lemma establishes a bound on the supremum of the sum of the j
largest positive entries, denoted by Sj , depending on the supremum of the sum of all
positive (nonnegative) entries, denoted by S.
Lemma 6.16. Let S := supα∈A supk∈N
∥∥∥[Φ]+k,·∥∥∥1 and m ∈ N be such that (m− 1)∆ <
S ≤ m∆. Then,
sup
α∈A
sup
k∈N
∥∥∥ψ+k,j∥∥∥1 = j
(
S
m∆
+ 1
m
+ . . .+ 1
j + 1
)
∆
= j
 S
m∆
+
m∑
i=j+1
1
i
∆
=: Sj
for all j ∈ {1, . . . ,m}.
Proof. The proof employs backward induction to prove the claim. We start with the base
case and reduce to the setting |I+k | = m. Let S − ‖ [Φ]+k,· ‖1 < ε, but |I++k | = m + p
for some p ≥ 1. Then, [Φ]+k,i < ∆ for i ∈ I++k by Proposition 6.14 without loss of
generality. Indeed, for one i ∈ I++k , we set αk+1,i such that γk+1,i = ∆ and distribute
hk+1 − αk+1,ihk+1 evenly among the remaining indices in I++k \{i}. We can achieve
γk+1,i = ∆ because we may assume hk+1 = ∆ as in the proof of Lemma 6.15. Then,
the application of (SUR) gives [Φ]+k+1,i = 0 and |I++k+1| = m + p − 1. This can be
repeated until |I++k | = m. Thus, we obtain
Sm = m
S
m
∆
∆
= S = sup
α∈A
sup
k∈N
‖ψ+k,m‖1,
which establishes the base case. Let us assume
sup
α∈A
sup
k∈N
∥∥∥ψ+k,j∥∥∥1 = Sj
for some j ≤ k. We show the upper and lower limits separately to complete the induction
j → j − 1.
Inequality supα∈A supk∈N
∥∥∥ψ+k,j−1∥∥∥1 ≥ Sj−1: Let ε > 0 and k ∈ N such that∥∥∥ψ+k,j∥∥∥1 = Sj − ε and ∥∥∥ψ+k,j∥∥∥1 − ε > m− 1
for some α ∈ A. We apply Proposition 6.14 and obtain a possible continuation of
α1≤`≤k,· with k0 ∈ N, αk+1,·, . . . ,αk0,· such that∥∥∥ψ+k,j∥∥∥1 = ∥∥∥ψ+k0,j∥∥∥1
and
[Φ]+
k0,i
k0,+
1
= . . . = [Φ]+
k0,i
k0,+
j
= Sj − ε
j
.
6.3. A BOUND ON THE INTEGRALITY GAP FOR (SUR) 67
We construct
αk0+1,i :=
{1
j : i ∈
{
ik0,+1 , . . . , i
k0,+
j
}
0 : else
which yields γ
k0+1,ik0,+1
= . . . = γ
k0+1,ik0,+j
. With the same consideration as above, we
can assume hk0+1 = ∆ as we want to find a lower bound for a sup. Then,
[Φ]+
k0+1,ik0+1,+1
= . . . = [Φ]+
k0+1,ik0+1,+j−1
= Sj − ε
j
+ 1
j
∆
for j − 1 entries and one of them was reduced as the largest entries of [Φ]+k0,· were
considered when setting αk0+1,i. Consequently,∥∥∥ψ+k0+1,j−1∥∥∥1 = (j − 1)
(
Sj
j
+ 1
j
− ε
j∆
)
∆
= (j − 1)
(
S
m∆
+ 1
m
+ . . .+ 1
j + 1 +
1
j
)
∆− j − 1
j
ε = Sj−1 − j − 1
j
ε.
Driving ε→ 0, we obtain
sup
α∈A
sup
k∈N
∥∥∥ψ+k,j−1∥∥∥1 ≥ Sj−1.
Inequality supα∈A supk∈N
∥∥∥ψ+k,j−1∥∥∥1 ≤ Sj−1: We proceed by contradiction and as-
sume supk∈N ‖ψ+k,j−1‖1 > Sj−1. Then, there exists a minimal k0 ∈ N such that
‖ψ+k0,j−1‖1 > Sj−1, i.e. ,∥∥∥ψ+k0,j−1∥∥∥1 > (j − 1)
(
S
m∆
+ 1
m
+ . . .+ 1
j
)
∆. (6.3)
By definition of (SUR), the rounding index i∗ satisfies i∗ /∈
{
ik0,+1 , . . . , i
k0,+
j−1
}
and
[Φ]+k0,i∗ >
(
S
m∆
+ 1
m
+ . . .+ 1
j
)
∆− hk0 (6.4)
because γk0,i∗ is a maximizing entry of γk0,· and at least one of the j− 1 largest entries
has to be greater or equal than the mean of the j − 1 largest entries. Otherwise, no
increase (to the state ‖ψ+k0,j−1‖1 > Sj) would have been possible. By definition of ψ+k0,j
we observe ∥∥∥ψ+k0,j∥∥∥1 ≥ ∥∥∥ψ+k0,j−1∥∥∥1 + [Φ]+k0,i∗ .
We plug in (6.3) and (6.4) and obtain∥∥∥ψ+k0,j∥∥∥1 > j
(
S
m∆
+ 1
m
+ . . .+ 1
j
)
∆− hk
≥ j
(
S
m∆
+ 1
m
+ . . .+ 1
j + 1
)
∆,
which contradicts the induction hypothesis, which in turn proves the desired bound.
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We have established a bound on the sum-norm in Lemma 6.16, which is key to prove
our ultimate claim on supk∈N ‖Φk,·‖∞.
Theorem 6.17 (Theorem 6.7). Consider (SUR) applied to a relaxed control α on some
rounding grid. Let Φk,· be the resulting integrated control deviation at cell k. Then,
sup
1≤k≤N
‖Φk,·‖∞ ≤ ∆
M∑
i=2
1
i
.
Proof. For M = 2 and M = 3, we have ‖ [Φ]−k,· ‖1 < ∆ and thus, by virtue of Lem-
mas 6.5 and A.1 and Proposition 6.8, ‖ [Φ]+k,· ‖∞ ≤ ‖ [Φ]−k,· ‖1 ≤
∑M−2
j=0
1
M−j∆.
Let M ≥ 4. Then, the optimization problem
min
n∈{1,...,M−1}
n s.t.
n∑
i=0
1
M − i > 1
admits a minimizer n∗, which gives the value of |I−k | to extremize the sum-norm in
Proposition 6.8. For S := supα∈A supk∈N ‖ [Φ]+k,· ‖1, we obtain
S =
n∗−1∑
i=0
1−
i∑
j=0
1
M − j
∆ = (M − n∗) n∗−1∑
i=0
1
M − i∆.
Here, the first equality follows from the tightness of the bound established in Propo-
sition 6.11, Lemma 6.5 and Proposition 6.11, which produces the tightness as Algo-
rithm 6.1 can be assumed to begin after N cells with α1≤k≤N,· ≡ e1 and we may
continue the sequence (hk)k with hk = ∆ for k > N . The second equality is due to
Lemma A.1. We define m as in Lemma 6.16, which gives
m =
⌈
S
∆
⌉
=
⌈
(M − n∗)
n∗−1∑
i=0
1
M − i
⌉
.
From the construction of n∗, we have ∑n∗−1i=0 1M−i ≤ 1, which gives m ≤ M − n∗.
Assume m < M − n∗. This implies
(M − n∗)
n∗−1∑
i=0
1
M − i ≤M − n
∗ − 1⇔
n∗−1∑
i=0
1
M − i ≤
M − n∗ − 1
M − n∗ ,
but this means∑n∗i=0 1M−i ≤ 1, which contradicts the construction of n∗. Thus, we have
m = M − n∗. We insert the considerations into Lemma 6.16, which gives
S1
∆
=
(M − n∗)∑n∗−1i=0 1M−i
m
+ 1
m
+ . . .+ 12
=
n∗−1∑
i=0
1
M − i +
1
M − n∗ + . . .+
1
2 =
M∑
i=2
1
i
.
The second equality follows from the identity m = M − n∗. This proves the claim.
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Finally, we prove Proposition 6.14. We exploit the fact that Φk,· only depends on
α1,·, . . . ,αk,· or, suited to our case, Φk+`,· only depends on Φk,· and αk+1,·, . . . ,αk+`,·.
Thus, we state an algorithm, Algorithm 6.2, and prove that it generates the desired
αk+1,·, . . . ,αk+`,· for every starting configuration Φk,·.
Algorithm 6.2 Equilibrate high entries
Input: Φk,·, j ∈ {1, . . . ,M} such that [Φ]+k,ik,+j > 0.
Φ¯← 1j ‖ψ+k,j‖1
i← 0
while ∃` ∈
{
ik,+1 , . . . , i
k,+
j
}
: [Φ]+k+i,` 6= Φ¯ do
if hk+i+1 6= ∆ then
αk+i+1,` ←
{
1 if ` = ik+i1
0 else
else
`← arg min
{
Φk+i,` : ` ∈ {ik,+1 , . . . , ik,+j }
}
`← arg max
{
Φk+i,` : ` ∈ {ik,+1 , . . . , ik,+j }
}
αk+i+1,` ←

min
{
Φ¯−[Φ]+
k+i,`
hk+i+1
, 1.
}
` = `
1−αk+i+1,` ` = `
0 else
end if
ωk+i+1,· ← (SUR)(Φk+i,·,αk+i+1,·, hk+i+1).
Φk+i+1,· ← Φk+i,· +αk+i+1,· − ωk+i+1,·
i← i+ 1
end while
return αk+1,·, . . . ,αk+i,·
Proposition 6.18. Algorithm 6.2 terminates after a finite number i of steps with
αk+1,·, . . . ,αk+i,· such that
1
j
∥∥∥ψ+k,j∥∥∥1 = [Φ]+k+i,ik1 = . . . = [Φ]+k+i,ikj .
Proof. Due to the termination criterion of Algorithm 6.2, it terminates correctly if it
terminates. It remains to show that it terminates after finitely many steps. Furthermore,
the algorithm only induces a change from Φk+i,· to Φk+i+1,· if hk+i = ∆. As the
sequence of grid cells is continued with grid cells of volume ∆ for k > N , the algorithm
cannot get stuck in the if-branch and we can restrict considerations to the else-branch.
One of the smallest elements of the j largest entries of [Φ]+ is increased from one
iteration to the next and one of the largest is decreased. Consider an iteration i: the
entry ` is strictly less and the entry ` is strictly greater than Φ¯ before the iteration
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because otherwise, the algorithm would have terminated. Furthermore, the assignment
αk+i+1,` = min
Φ¯− [Φ]
+
k+i,j
hk+i+1
, 1.

ensures
γk+i+1,` ≤ Φ¯ < γk+i,`
yielding that the entry ` is increased and the entry ` (or another maximizing entry) is
decreased after the application of (SUR). All other entries remain unchanged. Thus, the
sum of the j largest entries under consideration does not change during Algorithm 6.2.
Consider an iteration k + i and assume
[Φ]+k+i,j + hk+i+1 ≥ Φ¯.
Then, the number of entries with [Φ]+k+i+1,` 6= Φ¯, ` ∈ {ik1, . . . , ikj } is reduced by one and
the entry is never selected again by arg min and arg max. Assume Φk,j + hk+i+1 < Φ¯.
Then,
j∑
`=1
∣∣∣∣[Φ]+k+i+1,ik
`
− Φ¯
∣∣∣∣ < j∑
`=1
∣∣∣∣[Φ]+k+i,ikj − Φ¯
∣∣∣∣− 1j − 1hk+i+1
because at most j−1 entries can be of greater value than Φ¯ and as hk+i+1 ≥ infk∈N hk =
mink∈{1,...,N} hk > 0, we have a constant reduction of this norm and terminate after
a finite number of steps or the number of indices violating the termination criterion is
reduced by one. Repeating this argument at most j−1 times (one entry is always greater
than Φ¯ as long as there is no termination), we get termination because all entries under
consideration equal Φ¯.
6.4 A bound on the integrality gap for (SUR-VC)
Some of the results on the integrality gap that are proved below hold for different
restrictions on the sets of admissible rounding indices (Fk)k∈N in (SUR-GEN). Therefore,
we introduce an assumption that holds in particular for (SUR-VC), but is slightly more
general, e.g. it also holds for the standard case (SUR).
Assumption 6.19 (Admissible indices for rounding, [82, Ass. 4.1]). For all k ∈ N, we
have
{1 ≤ i ≤M : αk,j > 0} ⊂ Fk
during the execution of (SUR-GEN).
Theorem 6.20 ([82, Thm4.8]). Let ω be a binary control computed with (SUR-GEN),
satisfying Assumption 6.19, from a relaxed control α on a rounding grid with mesh size
∆. Then,
d(ω,α) ≤ (M + 1)∆.
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Outline of proof. Again, we employ Proposition 6.4 and prove the bound by verifying
sup
k∈N
‖Φk,·‖∞ ≤ (M + 1)∆ (6.5)
for all α ∈ A and (hk)k ⊂ (0,∆] with hk = ∆ for k ≥ N . For (6.5) as well as many
of the following considerations, it is important to bear in mind that the Φk,i depend on
α. We will frequently exploit the fact that the sup has to hold for a Φ arising from a
specific α. More precisely, we will take advantage of the fact that Φk,· depends only on
α1≤`≤k,·. This allows us to discuss Φk,· independent of or for all αk<`<∞,·. We give
preparatory lemmata, which establish
1. an upper bound on the entries of Φk,· that were admissible for rounding, but not
chosen by (SUR-GEN);
2. lower bounds on entries of Φk,· that have the same sign if we can bind the sum
of ` of them from above and the sum of `+ 1 from below;
3. upper bounds on sums of a set of positive / negative entries of Φk,· depending on
the sum of the largest positive / negative entries in Φk−1,·.
These preparations are used to prove an induction from an assumed break of the bound
for some α ∈ A, which yields the existence of a corresponding excession of the 1-
norm, which would imply that all entries of Φk,· are strictly positive (negative), which
contradicts the elementary properties of (SUR-GEN) given in Lemma 6.5.
Proving Theorem 6.20. The first preparatory lemma follows directly from the pre-
requisites of Theorem 6.20 and Definition 5.3. The following lemmata hold for a fixed
α ∈ A.
Lemma 6.21 ([82, Lem. 4.3]). Let k ∈ N, Φk,i∗ < Φk−1,i∗ and let i∗ be the rounding
index in the k-th cell. Then, for all j ∈ Fk\{i∗}
Φk,j −Φk,i∗ ≤ hk.
Furthermore, if Fk = {i∗} and Assumption 6.19 holds, we get
Φk,· = Φk−1,·
Proof. We assume converse of the first claim. Then,
Φk−1,j +αk,jhk = Φk,j
> Φk,i∗ + hk
= Φk−1,i∗ +αk,i∗hk − hk + hk = Φk−1,i∗ +αk,i∗hk,
which contradicts i∗ being the rounding index. If Fk = {i∗}, Lemma 6.5 and Assump-
tion 6.19 yield αk,i∗ = 1 and establish the second claim.
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The next lemma gives a lower bound on entries of [Φ]±k,·, i.e. on the infinity norm
for certain subsets of the entries, from bounds on ‖ψJk,`‖1 for some J ⊂ I±k .
Lemma 6.22 ([82, Lem. 4.6]). Let s ∈ {+,−}, k ∈ N, ` < |J |, J ⊂ Isk and let the
following bounds hold for some ξ ≥ `∆ and ζ ≥ 0:
1.
∥∥∥ψJk,`∥∥∥1 ≤ ∑`
m=1
ξ − (m− 1)∆, (6.6)
2.
∥∥∥ψJk,`+1∥∥∥1 >
(
`+1∑
m=1
ξ − (m− 1)∆
)
− ζ. (6.7)
Then, the bound ∣∣∣Φk,jkm ∣∣∣ > ξ − `∆− ζ ≥
if ξ≥(`+1)∆,ζ=0
∆
holds for 1 ≤ m ≤ `+ 1.
Proof. Due to the order encoded by the jkm, the claim holds if it holds for m = ` + 1.
We assume the converse, i.e. |Φk,jk
`+1
| ≤ ξ − `∆− ζ. Then,
∥∥∥ψJk,`∥∥∥1 >
(
`+1∑
m=1
ξ − (m− 1)∆
)
− ζ −
∣∣∣Φk,jk
`+1
∣∣∣
=
(∑`
m=1
ξ − (m− 1)∆
)
+ ξ − `∆− ζ −
∣∣∣Φk,jk
`+1
∣∣∣
≥
∑`
m=1
ξ − (m− 1)∆,
where the first inequality follows from ψJk,`+1 = ψJk,` +Φk,jk
`+1
and (6.7). The resulting
strict inequality contradicts (6.6) and the assertion follows.
The last preparatory lemmata for the proof of (6.5) establishes two upper bounds
on the sum of the largest entries in Φk,· with respect to Φk+1,·.
Lemma 6.23 ([82, Lem. 4.7]). Let Assumption 6.19 hold. Let k ∈ N, let i∗ be the
rounding index in the k-th cell and let i∗ ∈ J ⊂ {1, . . . ,M}.
Let [Φ]+k,i > 0 for all i ∈ J . Then,∥∥∥ψ+k−1,|J |∥∥∥1 ≥∑
i∈J
[Φ]+k,i .
Let [Φ]−k,i > 0 for all i ∈ J . Then,∥∥∥ψ−k−1,|J |∥∥∥1 ≥∑
i∈J
[Φ]−k,i −∆.
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Proof. The assumption [Φ]±k,i > 0 for all i ∈ J ensures that all steps are well-defined,
i.e. all summands in the formulas exist.
For the first estimate, we observe that the largest |J | entries in [Φ]+k−1,· have to
sum to a higher value than the entries in J . This and the fact that i∗ was selected as
rounding index give∥∥∥ψ+k−1,|J |∥∥∥1 ≥ ∑
i∈J\{i∗}
Φk−1,i +Φk−1,i∗
=
∑
i∈J\{i∗}
(
[Φ]+k,i −αk,ihk
)
+ [Φ]+k,i∗ −αk,i∗hk + hk
≥
∑
i∈J
[Φ]+k,i .
The last inequality follows from Lemma 6.5. The derivation of the second estimate is
similar, but the sign in front of αk,· and ωk,· switches in the subtraction, which gives
the additional summand −∆ in the estimate.∥∥∥ψ−k−1,|J |∥∥∥1 ≥ ∑
i∈J\{i∗}
[Φ]−k−1,i −Φk−1,i∗
=
∑
i∈J\{i∗}
(
[Φ]−k,i +αk,ihk
)
− (Φk,i∗ −αk,i∗hk + hk)
=
∑
i∈J\{i∗}
(
[Φ]−k,i +αk,ihk
)
+ [Φ]−k,i∗ +αk,i∗hk − hk
≥
∑
i∈J
[Φ]−k,i − hk
≥
∑
i∈J
[Φ]−k,i −∆.
We make two comments on the first inequality. First, let Φk−1,i > 0 and Φk,i < 0
for some i ∈ J . Then, i = i∗ follows as only one entry can decrease in the k-th
cell and consequently Φk−1,i ≤ 0 for all i ∈ J\{i∗}. Second, Φk−1,i∗ ≤ 0 implies
[Φ]−k−1,i∗ = −Φk−1,i∗ and in the other case, the inequality holds true as a positive value
is subtracted.
We are ready to prove (6.5) for (SUR-GEN) satisfying Assumption 6.19 which in
turn establishes Theorem 6.20. The proof makes use of an inductive argument.
Theorem 6.24 (The first linear bound, Theorem 6.20, [82, Thm4.8]). Let Assump-
tion 6.19 hold for (SUR-GEN), s ∈ {+,−} and α ∈ A be fixed. Then,
sup
k∈N
∥∥∥[Φ]sk,·∥∥∥∞ ≤ (M + 1)∆.
Proof. For a fixed C > 0, we define ksm as the index of the first grid cell, in which the
largest m entries of [Φ]sk,· sum up to a value greater than
∑m
i=1(C − (i− 1))∆, i.e.
ksm(C) := min
{
k ∈ N :
∥∥∥ψsk,m∥∥∥1 >
m∑
i=1
(C − (i− 1))∆
}
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and ksm(C) :=∞ if the set is empty, i.e. if there is no such index.
First bound: supk ‖ [Φ]+k,· ‖∞ ≤M∆. To this end, we abbreviate ik` := ik,+` and km :=
k+m(M). We proceed with a contradiction argument and assume supk ‖ [Φ]+k,· ‖∞ >
M∆. Thus, there exists k1 ∈ N as defined above such that
[Φ]+
k1,i
k1
1
> M∆.
Assume we knew that for all 1 ≤ m ≤M the assertion
km <∞ and km < km−1 if additionally 2 ≤ m (∗)
holds. Then, (∗) and the definition of kM yield kM <∞ and
∥∥∥ψ+kM ,M∥∥∥1 >
M∑
i=1
(M − (i− 1))∆.
Furthermore, (∗) yields kM < kM−1, i.e. the sum of the largest M entries of [Φ]+kM ,·
exceeds the corresponding bound at an grid cell with a smaller index than the sum of
the largest M − 1 entries exceeds its corresponding bound. Thus,
∥∥∥ψ+kM ,M−1∥∥∥1 ≤
M−1∑
i=1
(M − (i− 1))∆.
Inserting these estimates into Lemma 6.22 implies [Φ]+kM ,m > 0 for all m ∈ {1, . . . ,M}.
This contradicts the fact that at least one entry of ΦkM ,· has to be strictly negative if
there exists a strictly positive entry of ΦkM ,·, see Lemma 6.5. Thus, the contradictory
assumption was wrong and the bound holds for [Φ]+k,· for all k ∈ N.
We prove (∗) inductively. The index k1 is the smallest k such that [Φ]+k,m > M∆
for some m. Thus, [Φ]+
k1,i
k1
1
> [Φ]+k1−1,m for all m ∈ {1, . . . ,M} and in particular,
[Φ]+
k1,i
k1
1
> [Φ]+
k1−1,ik11
.
Furthermore, the update formula gives
Φ
k1,i
k1
1
= Φ
k1−1,ik11
+α
k1,i
k1
1
hk1 − ωk1,ik11 hk1 .
We deduce α
k1,i
k1
1
> 0 as well as ω
k1,i
k1
1
= 0 and thus, ik11 cannot be the rounding
index in grid cell k1. Let i∗ denote the rounding index in grid cell k1. As αk1,ik11 > 0,
we have ik11 ∈ Fk1 . Lemma 6.21 implies [Φ]+k1,i∗ > (M − 1)∆ and in turn
[Φ]+
k1,i
k1
2
> (M − 1)∆ and
∥∥∥ψ+k1,2∥∥∥1 > M∆ + (M − 1)∆.
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Immediately, we deduce k2 ≤ k1. For the grid cell k1 − 1, Lemma 6.23 yields∥∥∥ψ+k1−1,2∥∥∥1 ≥ [Φ]+k1,ik11 + [Φ]+k1,i∗ > M∆ + (M − 1)∆,
which yields k2 < k1 and concludes the base case for the proof of (∗).
Let 2 ≤ m ≤M − 1 and assume inductively that (∗) holds for m. Thus,
∥∥∥ψ+km,m−1∥∥∥1 ≤
m−1∑
i=1
(M − (i− 1))∆ and
∥∥∥ψ+km,m∥∥∥1 >
m∑
i=1
(M − (i− 1))∆.
follow from km < km−1 <∞ as in the base case. Again, Lemma 6.22 asserts [Φ]+km,` >
(M − (m−1))∆ for all ` ∈ {ikm1 , . . . , ikmm }. Let i∗ denote the rounding index in grid cell
km. We deduce i∗ /∈ {ikm1 , . . . , ikmm } as ‖ψ+km,m‖1 > ‖ψ+km−1,m‖1 by definition of km.
Similar to the base case, there exists ` ∈ {ikm1 , . . . , ikmm } such that αk1,` > 0 due to the
increase. Lemma 6.21 yields [Φ]+km,i∗ > (M −m)∆ and in turn km+1 ≤ km < ∞. To
see km+1 < km and close the induction, we employ Lemma 6.23 and obtain
∥∥∥ψ+km−1,m+1∥∥∥1 ≥
m∑
`=1
[Φ]+
km,i
km
`
+ [Φ]+km,i∗ >
m+1∑
`=1
(M − (`− 1))∆.
This proves (∗) and in turn supk ‖ [Φ]+k,· ‖∞ ≤M∆.
Second bound: supk ‖ [Φ]−k,· ‖∞ ≤ (M + 1)∆. To this end, we abbreviate ik` :=
ik,−` and km := k−m(M + 1). We proceed with a contradiction argument and assume
supk ‖ [Φ]−k,· ‖∞ > (M + 1)∆. Thus, there exists k1 ∈ N as defined above such that
[Φ]−
k1,i
k1
1
> (M + 1)∆.
Similarly to above, we assume we knew that
for all 2 ≤ m ≤M at least one of the following two cases holds: (∗∗)
(1) km <∞, and km < km−1;
(2) km <∞, and km+1 <∞, and km ≤ km−1, km+1 < km−1.
For m = M , case (1) has to hold as only M entries exist. Thus, kM < ∞ and
kM < kM−1 and with the same reasoning as above, Lemma 6.22 implies
[Φ]−kM ,j > 0
for all j ∈ {1, . . . ,M}, which is contradictory to the claim of Lemma 6.5. Thus, the
assumption was wrong and the claimed bound holds for [Φ]−k,· for all k ∈ N.
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We prove (∗∗) inductively. By definition of k1, [Φ]−
k1,i
k1
1
> [Φ]−k1−1,j holds for all
j ∈ {1, . . . ,M} and ik11 has to be the rounding index in cell k1 because at most one
entry of [Φ]−k,· may increase in the k-th cell by definition of (SUR-GEN). Furthermore,
[Φ]−
k1,i
k1
1
> [Φ]−
k1−1,ik11
implies α
k1,i
k1
1
< 1 and Lemma 6.21 implies that existence of
some j 6= ik11 , j ∈ Fk1 such that [Φ]−k1,j ≥M∆. We deduce∥∥∥ψ−k1,2∥∥∥1 > (M + 1)∆ +M∆
and k2 ≤ k1. As the rounding index was ik11 , we infer ‖ψ−k1−1,2‖1 > (M + 1)∆ +M∆
from Assumption 6.19 if Fk1 = {ik11 , j} and in turn k2 < k1. If {ik11 , j} ( Fk1 , there
exists ` ∈ Fk1\{ik11 , j} with [Φ]−k1,` ≥M∆ by Lemma 6.21. Lemma 6.23 yields∥∥∥ψ−k1−1,3∥∥∥1 ≥ [Φ]−k1,ik11 + [Φ]−k1,j + [Φ]−k1,` −∆
> (M + 1)∆ + 2M∆−∆ = (M + 1)∆ +M∆ + (M − 1)∆,
which proves the claim for k1 and concludes the base case.
Let m ≤M − 1 and assume inductively that (∗∗) holds for m. If case (1) holds, i.e.
km < km−1, Lemma 6.22 yields
[Φ]−
km,i
km
m
> (M + 1− (m− 1))∆.
Then, the rounding index is in {ikm1 , . . . , ikmm } as the sum of the largest m entries of
the negative part increased. The estimate [Φ]−km,j ≥ (M + 1−m)∆ holds by virtue of
Lemma 6.21 and Assumption 6.19 for some j /∈ {ikm1 , . . . , ikmm }, j ∈ Fkm . We deduce
km+1 ≤ km <∞ by definition of km+1 and estimate
‖ψ−km,m+1‖1 ≥ ‖ψ−km,m‖1 + [Φ]−km,j >
m+1∑
n=1
(M + 1− (n− 1))∆.
If Fkm ⊂ {ikm1 , . . . , ikmm , j}, we obtain
‖ψ−km−1,m+1‖1 ≥
m∑
n=1
[Φ]−
km−1,ikmn + [Φ]
−
km−1,j
=
m∑
n=1
[Φ]−
km,i
km
n
+ [Φ]−km,j
>
m+1∑
n=1
(M + 1− (n− 1))∆
and deduce km+1 < km. The first inequality is true because [Φ]−km,n > ∆ holds for all
n ∈ Fkm . Thus, [Φ]−km−1,n > 0 for all n ∈ Fkm as an entry can change by at most ∆ from
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one grid cell to the next. If on the other hand there exists ` ∈ Fkm\{ikm1 , . . . , ikmk , j},
an analogous reasoning to the base case above yields km+2 < km:∥∥∥ψ−km−1,m+2∥∥∥1 ≥
m∑
n=1
[Φ]−
km,i
km
n
+ [Φ]−km,j + [Φ]
−
km,`
−∆
>
m∑
n=1
(M + 1− (n− 1))∆ + 2(M + 1−m)∆−∆
=
m+2∑
n=1
(M + 1− (n− 1))∆,
where we have employed Lemma 6.23 again. Note that this is well-defined form = M−1
because this implies Fkm ⊂ {ikm1 , . . . , ikmm , j}.
Let case (2) hold. If [Φ]−
km+1,i
km+1
m+1
≤ (M + 1−m)∆, we deduce
∥∥∥ψ−km+1,m∥∥∥1 >
m+1∑
i=1
(M + 1− (i− 1))∆− [Φ]−
km+1,i
km+1
m+1
≥
m∑
i=1
(M + 1− (i− 1))∆,
which implies km ≤ km+1. Inserting the induction hypothesis of case (2), we get
km ≤ km+1 < km−1. Hence, case (1) holds and the reasoning has already been handled.
Thus, we restrict to the case, in which the estimates
[Φ]−
km+1,i
km+1
m
> (M + 1−m)∆ and [Φ]−
km+1,i
km+1
m+1
> (M + 1−m)∆
hold. A reasoning similar to the argument in Lemma 6.22 and the induction hypothesis
km+1 < km−1 of case (2) also gives the estimate
[Φ]−
km+1,i
km+1
m
+ [Φ]−
km+1,i
km+1
m+1
> (M + 1− (m− 1))∆ + (M + 1−m)∆.
As the sum of the values of the largest m+ 1 negative entries increased by definition of
km+1, the rounding index has to be in {ikm+11 , . . . , ikm+1m+1 }. From Lemma 6.21 and As-
sumption 6.19, we infer [Φ]−km+1,j ≥ (M+1−(m+1))∆ for some j /∈ {i
km+1
1 , . . . , i
km+1
m+1 },
j ∈ Fkm+1 . This cannot happen if m = M − 1 and then case (1) applies again. As
above, we deduce km+2 ≤ km+1 < ∞. If Fkm+1 ⊂ {ikm+11 , . . . , ikm+1m+1 , j}, we deduce
km+2 < km+1 as above. Otherwise, there exists ` ∈ Fkm+1\{ikm+11 , . . . , ikm+1m+1 , j} and
Lemmas 6.21 and 6.23 yield∥∥∥ψ−km+1−1,m+3∥∥∥1 ≥
m+1∑
n=1
[Φ]−
km+1,i
km+1
n
+ [Φ]−km+1,j + [Φ]
−
km+1,`
−∆
>
m+1∑
m=1
(M + 1− (n− 1))∆ + 2(M + 1− (m+ 1))∆−∆
=
m+3∑
n=1
(M + 1− (n− 1))∆,
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which gives km+3 < km+1. Note that this is well-defined for m = M − 2 as this implies
Fkm+1 ⊂ {ikm+11 , . . . , ikm+1m+1 , j}, which yields km+2 < km+1 and m = M − 1 has been
excluded before. This closes the induction proving (∗∗).
6.5 An asymptotically tight bound for (SUR-VC)
The following results have been established in Sections 3, 4.3, 4.4 and 5 in the article
[82] by Kirches, Lenders, and the author. We estimate the integrality gap as follows.
Theorem 6.25 ([82, Prop. 3.6]). Let ω be a binary control computed by (SUR-VC)
from a relaxed control α on a rounding grid with mesh size ∆. Then,
d(ω,α) ≤
⌊
M
2
⌋
∆.
Remark 6.26. This bound is asymptotically tight. To see this, we refer to an example
in the supplementary material of [68], which constructs a relaxed control α iteratively
on an equidistant grid such that d(ω,α) = M−12 ∆ if ω is computed with (SUR-VC).
Outline of proof. We begin with technical assumptions. In particular, we assume that
there always exists a relaxed control α that transforms the integrated control deviation
into a so-called ε-stairs-shaped form. Then, we prove the theorem with an inductive
strategy that relies on this ability. Finally, we provide algorithms and proofs to obtain
the transformation constructively.
6.5.1 Technical assumptions
The following two preparations are necessary for technical constructions to prove the
sharper bound. Again, we extend the sequence (Tk)k∈{1,...,N} to (Tk)k∈N, on which we
impose the following assumption.
Assumption 6.27 (Recurrence of ∆ in (hk)k∈N). The sequence of cell volumes (hk)k∈N
has a subsequence (hk`)`∈N with hk` ≡ ∆.
Remark 6.28. Assumption 6.27 does not restrict the applicability of Theorem 6.25 as
the first element of (hk`)`∈N may occur after the real grid cells, i.e. k1 > N .
Definition 6.29 (ε-stairs-shape, [82, Def. 4.11]). Let k ∈ N, s ∈ {−,+} and ε > 0. We
call Φk,· ε-stairs-shaped in a set J := {j1, . . . , j|J |} ⊂ Isk if there exists 1 ≤ m ≤ |J |
such that for all 1 ≤ i ≤ m ∣∣∣[Φk,ji ]s − [Φ]sk,ji+1∣∣∣ ∈ Bε(∆) (6.8)
and for all m+ 1 ≤ i ≤ |J | ∣∣∣[Φ]sk,ji ∣∣∣ ∈ [0,∆). (6.9)
6.5. AN ASYMPTOTICALLY TIGHT BOUND FOR (SUR-VC) 79
For a fixed k1 ∈ N, the integrated control deviation vector Φk1,· does not depend on
(αk,·)k>k1 . Our proof makes use of the fact that for all Φk1,·, we can construct a finite
subsequence (αk,·)k1≤k≤k2 of (αk,·)k∈N such that the application of (SUR-VC) implies
1. [Φ]sk2,· is ε-stairs-shaped and
2. ‖Φk1,·‖1 = ‖Φk1+1,·‖1 = . . . = ‖Φk2,·‖1.
The existence of such a sequence is not obvious. We prove the existence construc-
tively in Section 6.5.3 and state it here such that the proof of Theorem 6.25 can work.
Proposition 6.30. Let 0 < ε < ∆2 . Let the assumptions of Theorem 6.25 hold. Let the
extension (Tk)k∈N of the sequence of grid cells satisfy Assumption 6.27. Let Φk1,·(α)
be the control deviation after grid cell k1. Let s ∈ {+,−}. Then, there exists β ∈ A
such that
1. βk,· = αk,· for k ≤ k1,
2. there exists k2 ≥ k1 such that Φk2,·(β) is ε-stairs-shaped in J ⊂ Isk2 = Isk1 ,
3. Φk1,j(β) = Φk1+1,j(β) = . . . = Φk2,j(β) for j /∈ J and
4. ‖ψJk1,|J |(β)‖1 = ‖ψJk1+1,|J |(β)‖1 = . . . = ‖ψJk2,|J |(β)‖1.
Proof. The claim will follow from Lemma 6.43.
The first claim asserts that α and β induce an identical behavior of (SUR-VC), in
particular identical control deviations, up to the k1-th grid cell. The claims 2-4 give that
we can choose βk1+1, . . . ,βk2 such that
1. Φk2,· is ε-stairs-shaped in a fixed subset J of either positive or negative entries,
2. the entries of Φk,· that are not contained in J are not affected over the cells
k ∈ {k1, . . . , k2} and
3. the sum-norm of the affected entries is conserved over the cells k ∈ {k1, . . . , k2}.
The last two claims are equivalent as J contains only indices of entries of either the
positive part or the negative part. However, we have made this explicit to improve the
accessibility of the argument.
6.5.2 Tightening the bound
We abbreviate ikj := i
k,s
j if no ambiguity is present.
Definition 6.31 ([82, Def. 4.13]). We define the quantities to bound for s ∈ {+,−} as
Ss1 := sup
α∈A
sup
k∈N
∥∥∥[Φ]sk,·∥∥∥∞ = supα∈A supk∈N
∥∥∥ψsk,1∥∥∥1 .
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S+1 and S−1 are bounded and well-defined by Theorem 6.24. To state claims on parts
of Φk,·, we introduce the following sets of cell indices.
Definition 6.32 ([82, Def. 4.14]). For ` ∈ {1, . . . ,M} and s ∈ {+,−}, we define the
set of grid cells k for which at least ` strictly negative (positive) entries of Φk,· exist
N s` := {k ∈ N : ` ≤ |Isk| and [Φ]sk,ik,s
`
> 0}.
Obviously, the inclusion N s`+1 ⊂ N s` holds. The following claims hold for fixed α ∈ A
and Φ(α), ψs(α) resulting from the application of (SUR-VC). We omit α in most of
the reasoning for sake of brevity. Assuming N` 6= ∅ for ε, we can bound the sum of the
` largest entries of the integrated control deviation vector [Φ]sk,· from above for k ∈ N`.
Lemma 6.33 ([82, Lem. 4.15]). Let Assumption 6.27 hold, s ∈ {+,−}, L :=
⌊
Ss1
∆
⌋
and
N sL 6= ∅. Then, for all ` ∈ {1, . . . , L}, we have
sup
k∈N`
‖ψsk,`‖1 ≤
∑`
i=1
Ss1 − (i− 1)∆.
Proof. By definition of Ss1, the claim holds for ` = 1. We proceed inductively and
assume the claim holds for ` ∈ N with ` + 1 ≤ L. We argue by contradiction and
suppose the claim does not hold true for `+ 1, i.e.
sup
k∈N`+1
‖ψsk,`+1‖1 >
`+1∑
i=1
Ss1 − (i− 1)∆. (6.10)
We set
d := sup
k∈N`+1
‖ψsk,`+1‖1 −
(
`+1∑
i=1
Ss1 − (i− 1)∆
)
.
Thus, for all 0 < ε < d, there exist k1 ∈ N such that
‖ψsk1,`+1‖1 =
(
`+1∑
i=1
Ss1 − (i− 1)∆
)
+ (d− ε). (6.11)
We recall that Φk1,· depends only on (αk,·)k≤k1 and the same holds for the β ∈ A
provided by Proposition 6.30. For δ > 0 small enough, Proposition 6.30 also gives
k2 := k2(δ) ≥ k1 such that
‖ψJk1,`+1(α)‖1 = ‖ψJk1,`+1(β)‖1 = ‖ψJk1+1,`+1(β)‖1 = . . . = ‖ψJk2,`+1(β)‖1
andΦk2,·(β) is δ-stairs-shaped in J := {ik11 , . . . , ik1`+1} comprising the largest `+1 entries
of [Φ]sk1,·. We apply Lemma 6.22 to the estimate (6.10) and the induction hypothesis,
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which yields the estimate [Φ]sk,j (β) > ∆ for all j ∈ J and all k1 ≤ k ≤ k2. Thus, the
case (6.8) is always present in Proposition 6.30. Driving δ → 0, we obtain
[Φ]s
k2,j
k2
1
(β)→ Ss1 +
d− ε
`+ 1 ,
. . .
[Φ]s
k2,j
k2
`+1
(β)→ Ss1 − `∆ +
d− ε
`+ 1 .
As d−ε > 0, we obtain [Φ]s
k2,j
k2
1
> Ss1 for some δ > 0. This contradicts the definition of
Ss1 and consequently, the estimate (6.10) cannot hold, which closes the argument.
We bound the same supremum from below with an inductive argument. We provide
the induction step as an explicit lemma.
Lemma 6.34 ([82, Lem. 4.16]). Let Assumption 6.27 hold, 0 < ε < ∆, s ∈ {+,−},
L :=
⌊
Ss1
∆
⌋
, `+ 1 ≤ L, N s` 6= ∅ and define
kε` := min
{
k ∈ N s` : sup
κ∈Ns
`
‖ψsκ,`‖1 − ‖ψsk,`‖1 < ε
}
.
Furthermore, let the estimate
‖ψskε
`
,`‖1 >
∑`
i=1
Ss1 − (i− 1)∆− ε (6.12)
hold. Then, kε` ∈ N s`+1 6= ∅ and the following inequalities hold
‖ψsk2ε
`+1,`+1
‖1 >
`+1∑
i=1
Ss1 − (i− 1)∆− 2ε, (6.13)
‖ψskε
`
,`+1‖1 >
`+1∑
i=1
Ss1 − (i− 1)∆− 2ε,
[Φ]s
kε
`
,i
kε
`
`
≥ Ss1 − (`− 1)∆− ε,
k2ε`+1 ≤ kε` .
Proof. We apply Lemma 6.33, which yields the estimate
sup
κ∈N`−1
‖ψsκ,`−1‖1 ≤
`−1∑
i=1
Ss1 − (i− 1)∆.
Furthermore, kε` ∈ N s` implies kε` ∈ N s1 , . . . , N s`−1. Combining this estimate with (6.12)
and applying Lemma 6.22 gives
[Φ]s
kε
`
,i
kε
`
`
> Ss1 − (`− 1)∆− ε ≥
`+1≤L
2∆− ε > ∆. (6.14)
We deduce [Φ]skε
`
−1,j > 0 for all j ∈ {i
kε`
1 , . . . , i
kε`
` }. By definition of kε` as the first index
such that the estimate holds, we observe that at least one entry of [Φ]skε
`
,· was increased
compared to [Φ]skε
`
−1,·. Now, we distinguish the cases s = + and s = −.
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Case s = −. We deduce that the rounding index i∗ is in
{
i
kε`
1 , . . . , i
kε`
`
}
. As the
sum of these entries, which were also all strictly negative before, changed, there exists
j ∈ Fkε
`
\
{
i
kε`
1 , . . . , i
kε`
`
}
. The application of Lemma 6.21 yields
Φkε
`
,j −Φkε
`
,i∗ ≤ ∆. (6.15)
with Φkε
`
,j < 0 by (6.14), which also yields
[Φ]−kε
`
,j ≥
(6.15)
[Φ]−kε
`
,i∗ −∆ >(6.14)S
−
1 − `∆− ε ≥
`+1≤L
∆− ε > 0.
Case s = +. We deduce that the rounding index i∗ is not in
{
i
kε`
1 , . . . , i
kε`
`
}
and there
exists some j ∈ Fkε
`
∩
{
i
kε`
1 , . . . , i
kε`
`
}
as the sum of these strictly positive entries increased.
The application of Lemma 6.21 yields
Φkε
`
,j −Φkε
`
,i∗ ≤ ∆ (6.16)
with Φkε
`
,j > 0 by (6.14), which also yields
[Φ]+kε
`
,i∗ ≥
(6.16)
[Φ]+kε
`
,j −∆ >(6.14)S
+
1 − `∆− ε ≥
`+1≤L
∆− ε > 0.
In both cases, we obtain kε` ∈ N s`+1. We choose ι = j for the case s = − and ι = i∗
for the case s = + and obtain the estimates
‖ψskε
`
,`+1‖1 ≥ ‖ψskε
`
,`‖1 + [Φ]skε
`
,ι
>
∑`
i=1
Ss1 − (i− 1)∆− ε+ Ss1 − `∆− ε
≥
`+1∑
i=1
Ss1 − (i− 1)∆− 2ε.
Consequently, we get k2ε`+1 ≤ kε` and
‖ψsk2ε
`+1,`+1
‖1 >
`+1∑
i=1
Ss1 − (i− 1)∆− 2ε.
The lower bound can be obtained inductively using Lemma 6.34 for the step.
Lemma 6.35 ([82, Lem. 4.17]). Let Assumption 6.27 hold, 0 < ε < ∆, L :=
⌊
Ss1
∆
⌋
.
There exists α ∈ A such that for all ` ∈ {1, . . . , L} and for ε` := ε2L−` , we have
sup
k∈N`
‖ψsk,`‖1 >
∑`
i=1
Ss1 − (i− 1)∆− ε`.
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Proof. By definition of the sup, there exists α ∈ A such that we have N s1 6= ∅ and
supk∈Ns1 ‖ψ
s
k,1‖1 > Ss1 − ε1. We proceed inductively to verify the claim for ` + 1 if
` + 1 ≤ L and assume it holds for some `. To this end, we employ Lemma 6.34, in
particular (6.13), with the choice ε = ε`. This gives N s`+1 6= ∅ and the existence of
k
ε`+1
`+1 ∈ N such that the estimate
sup
k∈Ns
`+1
‖ψsk,`+1‖1 ≥ ‖ψskε`+1
`+1 ,`+1
‖1 >
(6.13)
`+1∑
i=1
Ss1 − (i− 1)∆− ε`+1
is satisfied, which proves the claim.
We summarize our insights from Lemmas 6.33 to 6.35 in the following theorem.
Theorem 6.36 ([82, Thm4.19]). Let Assumption 6.27 hold, let s ∈ {−,+}, Ls :=
⌊
Ss1
∆
⌋
and ` ∈ {1, . . . , Ls}. Then,
sup
α∈A
sup
k∈Ns
`
‖ψsk,`‖1 =
∑`
i=1
Ss1 − (i− 1)∆
with supk∈∅ ‖ψsk,`‖1 := 0.
Theorem 6.36 implies the following corollary, which establishes Theorem 6.25.
Corollary 6.37. Let Assumption 6.27 hold. Let s ∈ {−,+}. Then,
Ss1 ≤
⌊
M
2
⌋
∆.
Proof. We define Ls :=
⌊
Ss1/∆
⌋
for s ∈ {−,+}. Let s ∈ {−,+} and assume that the
converse estimate
Ss1 >
(⌊
M
2
⌋
+ c
)
∆ (6.17)
holds for some c > 0, i.e. Ls ≥ bM/2c. Theorem 6.36 implies that for all ζ > 0, in
particular ζ < c∆, there exists α ∈ A with a minimal kζ ∈ N such that
‖ψskζ ,bM/2c‖1 >
bM/2c∑
i=1
Ss1 − (i− 1)∆− ζ
and
‖ψskζ ,bM/2c−1‖1 ≤
bM/2c−1∑
i=1
Ss1 − (i− 1)∆.
We employ Lemma 6.22 and deduce
[Φ]s
kζ ,i
kζ,s
bM/2c
> ∆ + c∆− ζ >
ζ<c∆
∆.
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As kζ ∈ N is minimal, we use the reasoning from the proof of Lemma 6.34 to deduce
the existence of j /∈
{
i
kζ ,s
1 , . . . , i
nζ ,s
bM/2c
}
that satisfies
[Φ]skζ ,j > 0,
in particular N sbM/2c+1 6= ∅. For s = +, let r = − and for s = −, let r = +. With this
notation, we have |Irrk | ≤ bM/2c for all k ∈ N sbM/2c+1, in particular for k = kζ . Let
Lr ≥ |Irrkζ |. Then, Lemma 6.5 and Theorem 6.36 give the estimate
bM/2c∑
i=1
Ss1 − (i− 1)∆ <
∥∥∥∥ψskζ ,bM2 c+1
∥∥∥∥
1
≤
∥∥∥∥ψrkζ ,|Irrkζ |
∥∥∥∥
1
≤
|Irrkζ |∑
i=1
Sr1 − (i− 1)∆,
which implies Ss1 < Sr1. Now assume that Lr < |Irrkζ | ≤ bM/2c ≤ Ls. An ε-stairs-
shaped reorganization of [Φ]rkζ ,· exists by virtue of Proposition 6.30. For all ε > 0, the
corresponding β ∈ A and Φk2,·(β) also have to abide the suprema from Theorem 6.36.
Thus, we can infer
bM/2c∑
i=1
Ss1 − (i− 1)∆
≤
∥∥∥∥ψrkζ ,|Irrkζ |(α)
∥∥∥∥
1
=
∥∥∥∥ψrk2,|Irrkζ |(β)
∥∥∥∥
1
≤
Lr∑
i=1
Sr1 − (i− 1)∆ + (|Irrkζ | − Lr)∆,
which implies
LrSs1 +
bM/2c∑
i=Lr+1
Ss1 − (i− 1)∆ ≤ LrSr1 + (Irrkζ | − Lr)∆.
As Ss1 − (i− 1)∆ > ∆ for i ∈
{
Lr, . . . , |Irrkζ |, . . . , bM/2c
}
, we infer
(⌊
M
2
⌋
− Lr
)
∆ <
(
|Irrkζ | − Lr
)
∆,
i.e. bM/2c < |Irrkζ |, which contradicts |Irrkζ | ≤ bM/2c. Thus, this case is impossible and
the other one gives ⌊
M
2
⌋
∆ ≤ Ss1 < Sr1.
As we have never exploited the specific value of the sign s, the analogous reasoning
implies Ss1 > Sr1, which is a contradiction. We conclude that the assumption (6.17) was
false and the claim holds true.
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Algorithm 6.3 Compute (βk,·)k1+1≤k≤k2 to achieve [Φ]sk2,a = [Φ]
s
k2,b
+ ∆
Require: s ∈ {−,+}; Φk1,· ∈ RM ; a, b ∈ Isk1 ; [Φ]sk1,a ≥ [Φ]sk1,b; [Φ]sk1,a + [Φ]sk1,a ≥ ∆
Require: 0 < ε < 12 , (ε 12)
1: k ← k1
2: while [Φ]sk,a 6= [Φ]sk,b + ∆ do
3: t− ←

1− ε, A : Φk,a −Φk,b ≤ −2∆,
Φk,b−Φk,a−∆
2∆ , B : hk+1 = ∆ and Φk,a −Φk,b ∈ (−2∆,−∆),
Φk,b−Φk,a+∆
2∆ , C : hk+1 = ∆ and Φk,a −Φk,b ∈ (−∆, 0],
1, D : else.
4: t+ ←

ε, A : Φk,a −Φk,b ≥ 2∆,
Φk,b−Φk,a+3∆
2∆ , B : hk+1 = ∆ and Φk,a −Φk,b ∈ (∆, 2∆),
Φk,b−Φk,a+∆
2∆ , C : hk+1 = ∆ and Φk,a −Φk,b ∈ [0,∆),
1, D : else.
5: βk+1,· ← tsea + (1− ts)eb
6: Φk+1,· ← (SUR-VC)(Φk,·, βk+1,·, hk+1, on parity round a if s = − else b)
7: k ← k + 1
8: end while
9: return βk1+1,·,. . . ,βk,·
6.5.3 Construction algorithms5
Let s ∈ {−,+}. We start with Algorithm 6.3, which takes a given [Φ]sk1,· as input. It
produces a finite sequence of relaxed controls such that the application of (SUR-VC)
along this sequence from k1 on modifies two entries of [Φ]sk1,· that sum to a value greater
than or equal to ∆. After the application, one of these entries takes the value of their
average plus 0.5∆ and the other one takes the value of their average minus 0.5∆.
Lemma 6.38 (Asymptotics and termination of Algorithm 6.3, [82, Lem. 5.1]). Let As-
sumption 6.27 hold and let the requirements of Algorithm 6.4 be satisfied. Then, Algo-
rithm 6.4 terminates after finitely many iterations such that
Φk2,i =

Φk1,i, i /∈ {a, b}
Φk1,a+Φk1,b
2 +
∆
2 , i = a and s = +
Φk1,a+Φk1,b
2 − ∆2 , i = a and s = −
Φk1,a+Φk1,b
2 − ∆2 , i = b and s = +
Φk1,a+Φk1,b
2 +
∆
2 , i = b and s = −
5We acknowledge that parts of the results in this subsection, notably Algorithm 6.3 and Lemma 6.38,
were developed jointly with Felix Lenders, then at Heidelberg University.
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where k2 denotes the final iteration index. In particular, ‖Φk2,·‖1 = ‖Φk1,·‖1.
Proof. We analyze Algorithm 6.3 by investigating the effect of (SUR-VC) in the cases A,
B, C, D. Furthermore, we assume inductively that ‖Φk,·‖1 = ‖Φk1,·‖1, [Φ]sk,a+[Φ]sk,b ≥
∆ and [Φ]sk,a ≥ [Φ]sk,b ≥ 0. The algorithm terminates immediately if [Φ]sk,a−[Φ]sk,b = ∆.
If case A occurs, we obtain the estimate
γk+1,a = Φk,a + (1− ε)hk+1 ≤ Φk,b + (1− ε)hk+1 − 2∆ < Φk,b + εhk+1 = γk+1,b
if s = − and the estimate
γk+1,a = Φk,a + εhk+1 ≥ Φk,b + εhk+1 + 2∆ > Φk,b + (1− ε)hk+1 = γk+1,b
if s = +. For s = −, b is the rounding index and for s = +, a is the rounding index.
Regardless of the sign, the application of (SUR-VC) reduces the difference between the
entries by
[Φ]sk,a − [Φ]sk,b −
(
[Φ]sk+1,a − [Φ]sk+1,b
)
= 2(1− ε)hk+1
because Φk+1,a = Φk,a + (ε− 1)hk+1 and Φk+1,b = Φk,b + (1− ε)hk+1 for s = + and
vice versa for s = −. Regarding well-definedness, we observe that [Φ]sk,b was increased
by (1 − ε)hk+1 and did not change its sign. Furthermore, [Φ]sk,a was decreased by
(1−ε)hk+1, but as the reduction of the gap between the entries is 2(1−ε)hk+1 < 2∆, we
still have [Φ]sk+1,a ≥ [Φ]sk,b yielding ‖Φk+1,·‖1 = ‖Φk,·‖1 and [Φ]sk+1,a + [Φ]sk+1,b ≥ ∆.
Assumption 6.27 guarantees that after finitely many iterations, in which always case A
occurs, we reach an iterate with [Φ]sk,a − [Φ]sk,b ∈ (0, 2∆), i.e. case B, C or D occurs.
If case B occurs, we have Φk,b −Φk,a ∈ (∆, 2∆) if s = − and consequently,
Φk,b −Φk,a −∆
2∆
∈
(
0, 12
)
,
which asserts well-definedness for t−. To assess the effect of (SUR-VC), we compute
γk,a = Φk,a + βk+1,a∆ = Φk,a + t−∆ =
Φk,a +Φk,b
2 −
∆
2
and
γk,b = Φk,b + βk+1,b∆ = Φk,b + (1− t−)∆ =
Φk,a +Φk,b
2 +
3∆
2
if s = −. Furthermore, we have Φk,b−Φk,a ∈ (−2∆,−∆) for s = + and consequently,
Φk,b −Φk,a + 3∆
2∆
∈
(1
2 , 1
)
,
which asserts well-definedness for t+. To assess the effect of (SUR-VC), we compute
γk,a = Φk,a + βk+1,a∆ = Φk,a + t+∆ =
Φk,a +Φk,b
2 +
3∆
2
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and
γk,b = Φk,b + βk+1,b∆ = Φk,b + (1− t+)∆ =
Φk,a +Φk,b
2 −
∆
2 .
If case C occurs, we have
Φk,b −Φk,a + ∆
2∆
∈ (0, 1),
which asserts well-definedness for ts. Furthermore,
γk,a = Φk,a + βk+1,a∆ = Φk,a + ts∆ =
Φk,a +Φk,b
2 +
∆
2
and
γk,b = Φk,b + βk+1,b∆ = Φk,b + (1− ts)∆ =
Φk,a +Φk,b
2 +
∆
2 .
In all cases for B and C, the application of (SUR-VC), with the defined behavior in
case of non-uniqueness, gives
[Φ]sk+1,a =
[Φ]sk,a + [Φ]
s
k,b
2 +
∆
2 and [Φ]
s
k+1,b =
[Φ]sk,a + [Φ]
s
k,b
2 −
∆
2 .
Thus, we have conserved the properties from the induction hypothesis, i.e. ‖Φk+1,·‖1 =
‖Φk,·‖1, [Φ]sk+1,a + [Φ]sk+1,b ≥ ∆ and [Φ]sk+1,a ≥ [Φ]sk+1,b ≥ 0 hold. Thus, the
termination criterion is satisfied and Algorithm 6.3 terminates with the correct result.
If case D occurs, Assumption 6.27 ensures that it takes a finite number of iterations
until case B or C occurs, which then leads to termination with the correct result.
By inspection, we see that we have handled all cases that could possibly occur, or
the algorithm would have terminated correctly already, and the proof is finished.
Remark 6.39 ([82, Rem. 5.2]). Algorithm 6.3 fixes the behavior of arg max in (SUR-GEN)
in the case of non-uniqueness. The same reasoning works for other choices if a and b are
updated in every iteration to point to the considered entry with larger (smaller) value.
Furthermore, Algorithm 6.5 builds on Algorithm 6.3 and would need additional checks
and / or indices to encode increases and decreases of the entries. This incurs additional
algorithmic bloat, which we shy away from to keep the construction concise.
Remark 6.40. The value of ε is not crucial for the asymptotics of Algorithm 6.3, it just
has to lie strictly between 0 and 0.5. The algorithm may need fewer iterations in case A
if ε is chosen close to 0. Furthermore, the algorithm relies on Assumption 6.27. In fact,
the construction algorithms are the part in the proof of Theorem 6.25, which require
Assumption 6.27. Fortunately, the constructions in Section 6.5.3 serve to obtain a worst-
case behavior, which can be assumed to happen at later cells, i.e. in the continuation of
the sequences for k > N (if one assumes a grid comprising N cells). Thus, the bound in
Theorem 6.25 for grids consisting of finitely many cells is not affected by this restriction.
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Algorithm 6.4 Compute (βk,·)k1+1≤k≤k2 to achieve Φk2,b = 0, Φk2,a = Φk1,a +Φk1,b
Require: s ∈ {−,+}; Φk1,· ∈ RM ; a, b ∈ Isk1 ; [Φ]sk1,a + [Φ]sk1,b < ∆; [Φ]sk1,a ≥ [Φ]sk1,b
1: k ← k1
2: while [Φ]sk,b > 0 do
3: t←

1, A : hk+1 < ∆,1−
[Φ]+
k1,b
∆ , s = +
[Φ]−
k1,b
∆ , s = −
, B : hk+1 = ∆.
4: βk+1,· ← ea(1− t) + ebt
5: Φk+1,· ← (SUR-VC)(Φk,·, βk+1,·, hk+1)
6: k ← k + 1
7: end while
8: return βk1+1,·,. . . ,βk,·
We continue with Algorithm 6.4, which produces a finite sequence of relaxed controls.
Applying (SUR-VC) along this sequence modifies two either positive or negative entries
ofΦk1,· that sum to a value less than ∆ such that at the end, one of them takes the value
of the sum of both and the other the value zero. The other entries remain unchanged.
Lemma 6.41 (Asymptotics and termination of Algorithm 6.4). Let Assumption 6.27
hold and let the requirements of Algorithm 6.4 be satisfied. Then, Algorithm 6.4 termi-
nates after finitely many iterations such that
Φk2,i =

Φk1,i, i /∈ {a, b}
Φk1,a +Φk1,b, i = a
0, i = b
where k2 denotes the final iteration index. In particular, ‖Φk2,·‖1 = ‖Φk1,·‖1.
Proof. Line 4 of Algorithm 6.4 reveals that βk+1,i > 0 is only possible for i ∈ {a, b} for
all iterations k1 ≤ k. Thus, for i /∈ {a, b}, (SUR-VC) ensures the equality Φk,i = Φk1,i.
In case A, βk+1,b = 1 and βk+1,i = 0 for i 6= b, which yields Φk+1,· = Φk,·
by (SUR-VC). In the first iteration in which case B occurs, applying (SUR-VC) gives
Φk+1,a = Φk1,a+Φk1,b and and Φk+1,b = 0 and Algorithm 6.4 terminates. If s = +, the
rounding occurs in entry b and if s = −, the rounding occurs in entry a. Assumption 6.27
ensures that case B occurs after finitely many iterations.
Remark 6.42. Due to the requirement [Φ]sk1,a + [Φ]
s
k1,b
< ∆, non-uniqueness of the
rounding index cannot occur in the application of (SUR-VC) inside Algorithm 6.4.
We investigate Algorithm 6.5, which builds on Algorithms 6.3 and 6.4 and is the final
ingredient to prove Proposition 6.30 and in turn to complete the proof of Theorem 6.25.
6.5. AN ASYMPTOTICALLY TIGHT BOUND FOR (SUR-VC) 89
Algorithm 6.5 Compute (βk,·)k1+1≤k≤k2 to achieve [Φ]sk2,· being ε-stairs-shaped
Require: s ∈ {−,+}; Φk0,· ∈ RM ; J ⊂ Isk0 ; ε > 0
Require: jk` denotes `-th largest element of {[Φ]sk,j : j ∈ J}.
1: k ← k1, κ← k1
2: while ∃` ∈ {1, . . . , |J | − 1} :
∣∣∣∣[Φ]sk,jk
`
− [Φ]sk,jk
`+1
∣∣∣∣ /∈ Bε(∆) and [Φ]sk,jk
`+1
6= 0 do
3: a, b← jk1 , jk1
4: for ` = 1, . . . , |J | − 1 do
5: a, b←
b, j
k
`+1 if [Φ]
s
κ,b ≥ [Φ]sκ,jk
`+1
jk`+1, b if [Φ]
s
κ,b < [Φ]
s
κ,jk
`+1
6: if [Φ]sκ,a + [Φ]
s
κ,b ≥ ∆ and [Φ]sκ,a − [Φ]sκ,b 6= ∆ and [Φ]sκ,b 6= 0 then
7: (βκ+m,·,Φκ+m,·)m=1,...,L ← Algorithm 6.3(s, Φκ,·, a, b)
8: else if [Φ]sκ,a − [Φ]sκ,b 6= ∆ and [Φ]sκ,b 6= 0 then
9: (βκ+m,·,Φκ+m,·)m=1,...,L ← Algorithm 6.4(s, Φκ,·, a, b)
10: end if
11: κ← κ+ L
12: end for
13: k ← κ
14: end while
15: return βk1+1,·,. . . ,βk,·
As Algorithms 5.2 and 5.3 from [82] are simplified and merged into Algorithm 6.5, the
following Lemma 6.43 comprises arguments from Lemmas 5.3 and 5.4 in [82].
Lemma 6.43 (Asymptotics and termination of Algorithm 6.5). Let Assumption 6.27
hold and let the requirements of Algorithm 6.5 be satisfied. Then, Algorithm 6.5
terminates after finitely many iterations such that [Φ]sk2,· is ε-stairs-shaped in J and
‖ [Φ]sk2,· ‖1 = ‖ [Φ]sk1,· ‖1 where k2 denotes the final cell index. Furthermore, Φk1,j =
. . . = Φk2,j for all j /∈ J .
Proof. First we argue briefly that the algorithm terminates with the correct result if
it terminates. Then, we show that the iterates converge to a point that satisfies the
termination criterion after finitely many iterations.
The termination condition in Line 2 ensures that Algorithm 6.5 only terminates if
Φk,· is ε-stairs-shaped as it just checks Definition 6.29. A quick inspection reveals that
entries of Φk,· are only modified by Algorithms 6.3 and 6.4. Inductively, this gives
‖Φk1,·‖1 = ‖Φk,·‖1 by virtue of Lemmas 6.38 and 6.41 as well as Φk1,j = . . . = Φk2,j
for j /∈ J as a, b ∈ J holds inductively for all iterations.
Thus, it remains to show termination after finitely many iterations. We notice that
by Lines 6 and 8, Algorithm 6.5 does not modify entries that have already been set to
zero by the application of Algorithm 6.4. Consequently, this can only happen finitely
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many times as the algorithm would terminate after the iteration, in which all entries
have been set to zero. We conclude that after finitely many iterations the set of indices
of the entries that are modified in the for-loop by the application of Algorithm 6.3 does
not change anymore. By Line 6, the application of Algorithm 6.3 is always well-defined,
i.e. it satisfies the requirements of Algorithm 6.3 and Lemma 6.38. Thus, we restrict
ourselves to the case where Line 6 is never executed and the entries that have the value
zero can safely be ignored in the further considerations without any loss of generality.
Next, we show that one for-loop produces an update on the values in Φk,· that is
equivalent to the application of a linear transformation. Then, a spectral analysis of the
transformation yields the desired convergence.
We start at cell index k with arbitrary value [Φ]sk,·. To keep track of the considered
entries of [Φ]sκ,· during the iterations of the for-loop, we denote the cell index after the
`-th iteration of the for-loop by κ` and the index before the for-loop, or alternatively,
at the end of the previous for-loop, by κ0 = k. Furthermore, we refer to the cell index
b in the `-th iteration of the for-loop by b`.
The first iteration of the for-loop executes Algorithm 6.3, which yields
[Φ]sκ1,jk1 =
[Φ]sk,jk1 + [Φ]
s
k,jk2
+ ∆
2 ,
[Φ]sκ1,jk2 =
[Φ]sk,jk2 + [Φ]
s
k,jk2
−∆
2
by Lemma 6.38 and leaves the other entries unchanged. As the jk1 -th entry of [Φ]sκ1,· has
been increased, we get jk1 = jκ11 , but we do not know the rank of [Φ]
s
κ1,jk2
in the ordering
by value anymore as it has been decreased. The entry is named b in Algorithm 6.5 and
with the notation introduced above, we have b1 = jn2 . For the second iteration of the
for-loop, we notice that either the entry at index b1 that has just been decreased or
the entry at index jk3 is now the entry jκ12 . Furthermore, b1 6= jk3 . Thus, the second
application of Algorithm 6.3 gives
[Φ]sκ2,jκ22 =
[Φ]sκ1,b1 + [Φ]
s
k,jk3
+ ∆
2 ,
[Φ]sκ2,b2 =
[Φ]sκ1,b1 + [Φ]
s
k,jk3
−∆
2
by Algorithm 6.5 and the fact that [Φ]sκ1,b1 < [Φ]
s
k,jk1
and [Φ]sκ1,jk3 ≤ [Φ]
s
k,jk2
. This
also implies jκ21 = jκ11 . Continuing this argument inductively over the iterations of the
for-loop gives jκ`−1` ∈ {jk`+1, b`−1}, jk`+1 6= b`−1 and the application of Algorithm 6.3
gives
[Φ]sκ`,jκ`` =
[Φ]sκ`−1,b`−1 + [Φ]
s
k,jk
`
+ ∆
2 ,
[Φ]sκ`,b` =
[Φ]sκ`−1,b`−1 + [Φ]
s
k,jk
`
−∆
2 .
6.5. AN ASYMPTOTICALLY TIGHT BOUND FOR (SUR-VC) 91
Furthermore, we have jκ`i = j
κ`−1
i = . . . = j
κi
i for all i ∈ {1, . . . , ` − 1} and ` ∈
{2, . . . , |J | − 1}. Thus, in the `-th iteration of the for-loop, the entry [Φ]s
κ`,j
κ|J|−1
`
=
. . . = [Φ]s
κ|J|−1,j
κ|J|−1
`
is computed and assigned. In the last iteration, also the smallest
entry Φ
κ|J|−1,j
κ|J|−1
|J|
is computed and assigned, i.e. bκ|J|−1 = j
κ|J|−1
|J | . From the recursive
formulae just derived, it is immediate that the entries in [Φ]sκ`,· depend linearly (or
affinely) on the entries in [Φ]sκ0,·. Adding an extra line for ∆, we can cast the recursive
formulae into the update matrix below that represents the effect of one run of the
for-loop, or alternatively, one iteration of the while-loop.
∆
[Φ]s
κ|J|−1,j
κ|J|−1
1
[Φ]s
κ|J|−1,j
κ|J|−1
2
[Φ]s
κ|J|−1,j
κ|J|−1
3...
[Φ]s
κ|J|−1,j
κ|J|−1
|J|−1
[Φ]s
κ|J|−1,j
κ|J|−1
|J|

=

1 0 0 0 0 . . . 0
1
2
1
2
1
2 0 0 . . . 0
1
4
1
4
1
4
1
2 0 . . . 0
1
8
1
8
1
8
1
4
1
2 . . . 0
...
...
... . . . . . . . . .
...
1
2|J|−1
1
2|J|−1
1
2|J|−1
1
2|J|−2
1
2|J|−3 . . .
1
2
1−2|J|−1
2|J|−1
1
2|J|−1
1
2|J|−1
1
2|J|−2
1
2|J|−3 . . .
1
2


∆
Φκ0,jκ01
Φκ0,jκ02
Φκ0,jκ03...
Φκ0,jκ0|J|−1
Φκ0,jκ0|J|

To establish a convergence result, we change our vantage point to the difference
between two subsequent entries (in the ordering by value) of [Φ]sκ|J|−1,i for i ∈ J . More
specifically, we consider
dk` := [Φ]sk,jk
`
− [Φ]sk,jk
`+1
≥ 0
for ` ∈ {1, . . . , |J | − 1}. We deduce
d
κ|J|−1
|J |−1 = ∆,
which follows from the linear transformation above and also from the fact that the for-
loop finishes with an application of Algorithm 6.3 that sets the difference between the
two smallest entries under consideration to ∆. For the change from dκ0 to dκ|J|−1 due
to one run of the for-loop, we obtain
d
κ|J|−1
` =
∆ +∑`+1i=1 dκ0i 2i−1
2`+1
for ` ∈ {1, . . . , |J | − 1}, see Lemma A.2 for the details. We combine the update of the
dki with the largest entry of [Φ]sk,i, i ∈ J into the linear update formula
[Φ]s
κ|J|−1,j
κ|J|−1
1
d
κ|J|−1
1
d
κ|J|−1
2
...
d
κ|J|−1
|J |−2
d
κ|J|−1
|J |−1

=

1 −12 0 0 . . . 12
0 14
1
2 0 . . .
1
4
0 18
1
4
1
2 . . .
1
8... ... . . . . . . . . . ...
0 12|J|−1
1
2|J|−2
1
2|J|−3 . . .
1
2 +
1
2|J|−1
0 0 0 0 . . . 1


[Φ]sκ0,jκ01
dκ01
dκ02
...
dκ0|J |−2
dκ0|J |−1

.
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For the remainder of this proof, we denote the update matrix above by the symbol
T . Considering its first line and first column, we obtain that e1 is an eigenvector to the
eigenvalue 1. Furthermore, 1 bounds the other eigenvalues from above by the Gershgorin
circle theorem. The minor from second column and row on is a row-stochastic matrix.
Thus,
(
0 1 . . . 1
)T
is an eigenvector of the eigenvalue 1. The last row reveals
d
κ|J|−1
|J |−1 = d
κ0
|J |−1 and the first row yields v2 = v|J | for every eigenvector v of the eigenvalue
1. Inductively, we obtain v2 = v3 = v4 = . . . = v|J |. We obtain a geometric multiplicity
of 2 of the eigenvalue 1 with the corresponding eigenspace
span


1
0
...
0
 ,

0
1
...
1

 .
The matrix also maps coordinate-wise nonnegative vectors to coordinate-wise non-
negative vectors. Thus, analogously to the convergence of the von-Mises-iteration, we
get convergence to an element in the eigenspace to the eigenvalue 1. The last row of T
gives dκ|J|−1|J |−1 = ∆, which yields
dk1
...
dk|J |−1
 →k→∞

d
κ|J|−1
|J |−1
...
d
κ|J|−1
|J |−1
 =

∆
...
∆
 .
The convergence of [Φ]sk,jk1 follows. Due to the limit behavior just obtained, Φk,· is
ε-stairs-shaped in J after finitely many iterations, which closes the proof.
Lemma 6.43 proves Proposition 6.30, the final step for Theorem 6.25.
6.6 The integrality gap for (SUR-GEN)
There is no good bound. Consider the specialization of (SUR-GEN) with Fk = {1} for
all k ∈ {1, . . . , N}. Let α be a relaxed control with α1 = 0 on Ω. Then, φ1 = −1 on
Ω and
d(ω,α) = sup
k
∥∥∥∥∥∥∥∥∥∥
∫⋃k
k′=1 Tk′

−1
α2(x)
. . .
αM (x)
 dx
∥∥∥∥∥∥∥∥∥∥∞
= λ(Ω)
which is the worst possible outcome and independent of the rounding grid.
Chapter 7
Relaxed control approximation
This chapter serves to achieve contribution (b) in (1.1), i.e. we prove
d(n)(ω(n),α)→ 0 ⇒
(b)
ω(n) ⇀ α
for a sequence of rounding grids with corresponding integrality gaps (d(n))n, a binary
control sequence (ω(n))n and a relaxed control α. We begin with the case of a one-
dimensional domain and d1D(ω(n),α) → 0 and continue with the more general multi-
dimensional case. The first case, proven in Theorem 7.3, is straightforward as it depends
less on the rounding algorithm. To deduce (b) from the results in Chapter 6 in the multi-
dimensional case in Theorem 7.9, we require additional assumptions on the sequence of
rounding grids, on which the rounding algorithm is executed.
7.1 The one-dimensional case
We consider d1D(ω(n),α) → 0, which is ensured for (SUR) and (SUR-VC) with the
findings from Chapter 6 if the rounding grids, used to compute the ω(n), consist of
subsequent intervals, see Proposition 6.2. The claim follows from the integration by parts
formula. As the latter is not directly applicable, we provide an additional approximation
argument in the following lemma. This argument is a key step to drop the differentiability
assumptions imposed in [51, 68, 100] for the convergence analysis of the resulting state
vector sequences. This section follows the arguments of the author in [80, Sect 2.1].
Lemma 7.1 ([80, Lem. 2.1]). Let X be a Banach space. Let fi ∈ L1((0, T ), X) for
i ∈ {1, . . . ,M}. Let (φ(n))n ⊂ L∞((0, T ),RM ) be bounded and of vanishing integrality
gap, i.e. ‖Φ(n)1D ‖L∞ → 0. Let ε > 0. Then, we obtain the convergence
sup
t∈[0,T ]
∥∥∥∥∥
∫ t
0
M∑
i=1
φ
(n)
i (s)fi(s) ds
∥∥∥∥∥
X
→ 0.
Proof. First, it suffices to consider the case M = 1, which removes the sum. We define
Cφ := supn∈N ‖φ(n)‖L∞ and as (φ(n))n is bounded, we have Cφ <∞.
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Let ε > 0. Proposition B.29 gives C∞([0, T ], X)‖·‖L1 = L1((0, T ), X) and thus,
there exists g ∈ C∞([0, T ], X) with Cg := ‖g‖L∞((0,T ),X) + T‖g′‖L∞((0,T ),X) such that
‖f − g‖L1((0,T ),X) <
ε
2Cφ
.
We insert an auxiliary zero into the term of interest∫ t
0
f(s)φ(n)(s) ds =
∫ t
0
g(s)φ(n)(s) ds+
∫ t
0
φ(n)(s)(f(s)− g(s)) ds
and apply the integration by parts formula to the first summand. This yields∫ t
0
g(s)φ(n)(s) ds = g(t)Φ(n)1D (t)−
∫ t
0
g′(s)Φ(n)1D (s) ds,
which can be bounded with the estimate∥∥∥∥∫ t0 g(s)φ(n)(s) ds
∥∥∥∥
X
≤ Cg‖Φ(n)1D ‖L∞ .
By assumption, Φ(n)1D → 0 uniformly, which asserts the existence of n0 ∈ N such that
for all n ≥ n0, the estimate
‖Φ(n)1D ‖L∞ <
ε
2Cg
holds true. We put the estimates together and obtain
sup
t∈[0,T ]
∥∥∥∥∫ t0 f(s)φ(n)(s) ds
∥∥∥∥
X
≤ sup
t∈[0,T ]
∥∥∥∥∫ t0 g(s)φ(n)(s) ds
∥∥∥∥
X
+ Cφ‖f − g‖L1((0,T ),X)
< Cg
ε
2Cg
+ Cφ
ε
2Cφ
= ε
for all n ≥ n0.
We give an example, also originating from [80], to illustrate that the result works
indeed for fi ∈ L1((0, T ))\W 1,1((0, T )).
Example 7.2 ([80, Example 2.2]). We define the following Weierstraß function
f : [0, 2pi]→ R,
f(x) := lim f (n)(x),
f (n)(x) :=
n−1∑
k=0
2k sin(2kx)
3k ,
which is nowhere differentiable. We also define the sequence (φ(n))n with the help of
an equidistant grid with cell volumes 2pi2n as
φ(n) : [0, 2pi]→ [−1, 1],
φ(n)(x) :=
 1 : x ∈ 2pi ·
[
2i
2n ,
2i+1
2n
]
i ∈ {0, . . . , 2n−1 − 1},
−1 : x ∈ 2pi ·
[
2i+1
2n ,
2i+2
2n
]
i ∈ {0, . . . , 2n−1 − 1}.
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The definition of the φ(n) asserts∫ 2pi
0
2k sin(2kx)
3k φ
(n)(x) dx = 2
k
3k
{ ∫ 2pi
0 | sin(2kx)|dx : k + 1 = n
0 : k + 1 6= n .
We note that the sin terms oscillate inside the intervals where the f (n) terms are constant
and cancel each other for k ≥ n. In case k ≤ n − 2, the f (n) oscillate and cancel
themselves within intervals where the sin terms have constant sign and are symmetric
with respect to their extreme point in this segment. We apply the Lebesgue dominated
convergence theorem and arrive at∫ 2pi
0
f(x)φ(n)(x) dx = lim
m→∞
∫ 2pi
0
m∑
k=0
2k sin(2kx)
3k φ
(n)(x) dx
= 2
n−1
3n−1
∫ 2pi
0
| sin(2n−1x)|dx ≤ 2
n−1
3n−1 2pi →n→∞ 0.
Finally, we note that the φ(n) are chosen to provide an instructive argument, which is
not that simple for arbitrary sequences (φ(n))n of vanishing integrality gap.
Lemma 7.1 yields a characterization of the convergence of (ω(n))n and (φ(n))n in
weak topologies of Lp-spaces, which we summarize in Theorem 7.3.
Theorem 7.3 ([80, Thm2.4]). Let ΩT = (0, T ). Let α be a relaxed control. Let
(ω(n))n be a sequence of binary controls. Let d1D(ω(n),α)→ 0. Then,
ω(n) ⇀ α in Lp((0, T ),RM ) for 1 ≤ p <∞
and
ω(n) ⇀∗ α in Lp((0, T ),RM ) for 1 < p ≤ ∞.
Proof. The prerequisites enable us to use Lemma 7.1 with the choice X = RM yielding
φ(n) ⇀∗ 0 in L∞((0, T ),RM ), which is equivalent to ω(n) ⇀∗ α in L∞((0, T ),RM ).
The assertion of the other claims is immediate as the test function space L1((0, T ),RM )
is the largest Lp((0, T ),RM ) space for p ≥ 1.
7.2 The multi-dimensional case
This section establishes the desired weak approximation of a relaxed control α by a
sequence of binary controls ω(n), i.e. ω(n) ⇀ α, for d(n)(ω(n),α) → 0 in the multi-
dimensional case. The proof of the one-dimensional case from Section 7.1 cannot be
applied as we do not have a suitable analog to the integration by parts formula available.
We impose additional assumptions on the sequence of rounding grids to compute the
ω(n). This section follows the arguments of the author in [79, Sect. 4].
We begin by bounding the duality pairing of a control deviation and an L1 function.
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Lemma 7.4 ([79, Lem. 4.3]). Let {T1, . . . , TN} be a rounding grid for a bounded domain
ΩT ⊂ Rd. Let α and ω be relaxed controls, which are a.e. constant on each cell Ti. Let
φ := α− ω. Then, for all i ∈ {1, . . . ,M} and all f ∈ L1(ΩT ), we can estimate∣∣∣〈φi, f〉L∞,L1 ∣∣∣ ≤ 2d(ω,α)‖f‖L1 .
Proof. Let i ∈ {1, . . . ,M} be fixed. We set forth to bound the term
∣∣∣∫ΩT φif ∣∣∣ and note
∣∣∣∣∫ΩT φi(s)f(s) ds
∣∣∣∣ =
∣∣∣∣∣
N∑
k=1
∫
Tk
φi(s)f(s) ds
∣∣∣∣∣ .
As α and ω are constant per grid cell, so is φ. This yields
∣∣∣∣∫ΩT φi(s)f ds
∣∣∣∣ =
∣∣∣∣∣∣
N∑
j=1
φ¯ij f¯j
∣∣∣∣∣∣
for the definitions φ¯ik := 1λ(Tk)
∫
Tk φi and f¯k :=
∫
Tk f .
For all n ∈ {1, . . . , N}, the definition of d, see Definition 6.1, gives
−d(ω,α) ≤
n∑
k=1
φ¯ik ≤ d(ω,α). (7.1)
Due to the uniform boundedness of the partial sums in d, we can bound
−2d(ω,α) ≤ φ¯ik ≤ 2d(ω,α).
for all k ∈ {1, . . . , N}. In particular, the estimates
φ¯in ≤
(7.1)
d(ω,α)−
n−1∑
k=1
φ¯ik ≤
(7.1)
2d(ω,α)
and
φ¯in ≥
(7.1)
−d(ω,α)−
n−1∑
k=1
φ¯ik ≥
(7.1)
−2d(ω,α)
hold for n ≥ 2 and for the case n = 1, the estimate holds by (7.1). Combining these
two considerations, we conclude the proof with the estimate∣∣∣∣∣
N∑
k=1
φ¯ikf¯j ds
∣∣∣∣∣ ≤
N∑
k=1
|φ¯ik||f¯k|
≤ 2d(ω,α)
N∑
i=1
|f¯j | ≤ 2d(ω,α)
∫
ΩT
|f(s)| ds = 2d(ω,α)‖f‖L1 .
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Remark 7.5. The result of Lemma 7.4 only depends on the order of the grid cells
during rounding through d(ω,α). If (SUR) or (SUR-VC) is employed for rounding,
the considerations in Chapter 6 establish bounds on d(ω,α) that hold uniformly for all
permutations of the grid cells.
We provide a sufficient condition on grid refinements to deduce ω(n) ⇀ α.
Definition 7.6 (Admissible sequences of refined rounding grids, [79, Def. 4.4]). Let
ΩT ⊂ Rd be a bounded domain. A sequence of rounding grids
({
T (n)1 , . . . , T (n)N(n)
})
n
with corresponding sequence of mesh sizes (∆(n))n is called an admissible sequence
of refined rounding grids of ΩT if
1. ∆(n) → 0,
2. for all n ∈ N and all k ∈ {1, . . . , N (n+1)}, there exists ` ∈ {1, . . . , N (n)} such
that T (n+1)k ⊂ T (n)` ,
3. the cells shrink regularly, i.e. there exists C > 0 such that for each T (n)k , there
exists a ball B(n)k such that T (n)j ⊂ B(n)k and λ(T (n)k ) ≥ Cλ(B(n)k ).
Remark 7.7 ([79, Rem. 4.5]). Definition 7.6 is related to refinements of finite element
triangulations, namely to demanding a quasi-uniform mesh, which is refined with an
isotropic strategy, see [5]. For our purposes, it suffices to restrict the eccentricity of the
cells with a bound on the ratio between the volumes of a cell and the circumscribed
sphere and we do not need to restrict the ratio between the diameters of the cell and
an inscribed sphere.
We combine Lemma 7.4 and Definition 7.6 with an approximation argument to
deduce ω(n) ⇀∗ α.
Lemma 7.8 ([79, Lem. 4.6]). Let
({
T (n)1 , . . . , T (n)N(n)
})
n
be an admissible sequence of
refined rounding grids of a bounded domain ΩT ⊂ Rd with corresponding integrality
gaps (d(n))n. Let α be a relaxed control and for all n ∈ N, let ω(n) be a binary control
that is a.e. constant on the grid cells T (n)1 , . . . , T (n)N(n) . Furthermore, we assume
d(n)(ω(n),α)→ 0. (7.2)
Let φ(n) := α− ω(n). Then, the convergence〈
φ
(n)
i , f
〉
L∞,L1
→ 0
holds for all i ∈ {1, . . . ,M} and all f ∈ L1(ΩT ).
Proof. Let i ∈ {1, . . . ,M} and f ∈ L1(ΩT ) be fixed. We begin with an approximation
of α, which serves to leverage Lemma 7.4.
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As the cells T (n)k partition ΩT for all n, we can define the functions α˜(n) as
α˜(n)(s) := 1
λ(T (n)k )
∫
T (n)
k
α(σ) dσ for s ∈ T (n)k .
As α is a relaxed control, the α˜(n) are relaxed controls as well. Furthermore, we have∫
T (n)
k
α˜(n)(s) ds =
∫
T (n)
k
α(s) ds
for all n ∈ N and all k ∈ {1, . . . , N (n)}, in particular d(n)(ω(n),α) = d(n)(ω(n), α˜(n)).
We insert a zero into the duality pairing to rewrite it as〈
φ
(n)
i , f
〉
L∞,L1
=
∫
ΩT
(α˜(n)i − ω(n)i )f +
∫
ΩT
(αi − α˜(n)i )f. (7.3)
Combining (7.2) and Lemma 7.4, the first summand tends to zero. We have to show
that the second summand tends to zero.
We employ the Lebesgue differentiation theorem, see [111, Chap. 3, Cor. 1.6& 1.7],
which can be applied due to the regular shrinkage assumption in Definition 7.6 for the
admissible sequence of refined rounding grids and obtain
α˜(n)(s)→ α(s) for a.a. s ∈ ΩT .
We employ Egorov’s theorem, see [111, Chap. 1, Thm4.4] to this pointwise a.e.
convergence, which gives that for all h > 0, there exists Ah ∈ B(ΩT ) such that
α˜(n)|Ah → α|Ah in L∞(ΩT ) (7.4)
and λ(ΩT \Ah) < h2 . Furthermore, by the absolute continuity of the integral, see [111,
Prop. 1.12 (ii)], for all δ > 0, there exists h > 0 such that
∫
E |f | < δ2 if λ(E) < h for
some E ∈ B(ΩT ). Let ε > 0. Thus, let h < ε be small enough such that λ(E) < h
implies
∫
E |f | < ε2 for the choice E = ΩT \Ah. Consequently, we can estimate∣∣∣∣∫ΩT (αi − α˜(n)i )f
∣∣∣∣− ∣∣∣∣∫
Ah
(αi − α˜(n)i )f
∣∣∣∣ ≤
∣∣∣∣∣
∫
ΩT \Ah
(αi − α˜(n)i )f
∣∣∣∣∣ ≤ 2
∫
ΩT \Ah
|f | < ε.
The first inequality follows from the triangle inequality and the second from the uniform
boundedness of αi and α˜(n)i by one and the third from the fact that h < ε was chosen
small enough. Let h > 0 be fixed. Then, the subtracted term tends to zero by virtue of
(7.4). As ε > 0 was chosen arbitrarily, the second summand in (7.3) tends to zero as
well. This closes the proof.
As for Lemma 7.4, we note that the convergence holds regardless of permutations
of the grid cells if (SUR) or (SUR-VC) is employed for rounding by the findings in
Chapter 6. The algorithms also ensure the prerequisite that the ω(n) are a.e. constant
on all grid cells. Thus, Lemma 7.8 yields the desired approximation ω(n) ⇀ α, which
we provide below.
7.2. THE MULTI-DIMENSIONAL CASE 99
Theorem 7.9 ([79, Thm4.7]). Let
({
T (n)1 , . . . , T (n)N(n)
})
n
be an admissible sequence
of refined rounding grids of a bounded domain ΩT ⊂ Rd with corresponding integrality
gaps (d(n))n. Let α be a relaxed control and (ω(n))n be a sequence of binary controls
such that d(n)(ω(n),α)→ 0. Then,
φ(n) ⇀ 0 in Lp(ΩT ,RM ) for 1 ≤ p <∞
and
φ(n) ⇀∗ 0 in Lp(ΩT ,RM ) for 1 < p ≤ ∞.
Proof. We employ the identification RM ∼= (RM )∗ and Lp space duality for vector-
valued function spaces, see Theorem B.27, together with Lemma 7.8.
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Chapter 8
Topological characterization of the
integrality gap
Although the following observations do not have any important consequences for this
work and are mostly derived for the one-dimensional case, in which the integrality gap
can be interpreted independent of the grid, they help to characterize the approximation
achieved by rounding algorithms that satisfy (a) in (1.1).
Let α, ω ∈ L∞((0, T )) and recall d1D : L∞((0, T ))× L∞((0, T ))→ R
d1D(ω,α) = sup
t∈[0,T ]
∣∣∣∣∫ t0 α− ω dλ
∣∣∣∣
for the one-dimensional case. The following proposition follows from Section 7.1.
Proposition 8.1 (Theorem 7.3). Let the sequence (ω(n))n ⊂ L∞((0, T )) be bounded,
α ∈ L∞((0, T )) and d1D(ω(n),α)→ 0. Then, ω(n) ⇀∗ α. 
But interestingly, a more precise characterization exists. We consider the mapping
ν : L∞((0, T ))→ [0,+∞)
ν(φ) := sup
t∈[0,T ]
∣∣∣∣∫ t0 φ dλ
∣∣∣∣
and realize that it defines a norm on L∞((0, T )) as the following proposition shows.
Proposition 8.2. ν is a norm on L∞((0, T )).
Proof. The absolute homogeneity is obvious. The triangle inequality follows from lin-
earity of the integral, the triangle inequality of | · | and the subadditivity of sup. Let
φ ∈ L∞((0, T )) satisfy ν(φ) = 0. Then, for any 0 < a < b < T , we obtain∫ b
a
φ dλ =
∫ b
0
φ dλ−
∫ a
0
φ dλ = 0.
We continue with a contradiction argument. Suppose φ > 0 on A ⊂ [a, b] with λ(A) >
0. Then, there exists a closed set B ⊂ A with λ(B) > 0. Then, the set (a, b)\B is open
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and hence a countable disjoint union of open intervals. But φ vanishes on intervals.
Thus, φ = 0 on (a, b)\B. But this means that
0 =
∫ b
a
φdλ =
∫
B
φdλ+
∫
(a,b)\B
φ dλ =
∫
B
φ dλ > 0,
which is a contradiction and closes the argument.
We observe immediately that d1D is the metric induced by ν. We continue to
characterize convergence in L∞((0, T )) w.r.t. ν. We begin by showing that convergence
in ν is weaker than sequential convergence in σ(L∞, L1).
Lemma 8.3. Let (ω(n))n ⊂ L∞((0, T )) and α ∈ L∞((0, T )) satisfy ω(n) ⇀∗ α. Then,
ν(α− ω(n))→ 0.
Proof. For all t ∈ (0, T ), we have χ(0,t) ∈ L1((0, T )) and deduce that
∣∣∣∫ t0 α− ω(n)∣∣∣→ 0
holds pointwise. Next, we check the prerequisites of the Arzelà-Ascoli theorem for the
family of functions F := {Φ(n)1D : n ∈ N} with Φ(n)1D (t) :=
∫ t
0 α − ω(n). As weak∗
convergent sequences are bounded w.r.t. ‖·‖L∞ , we obtain ‖α−ω(n)‖L∞ ≤ C for some
C and all n ∈ N and consequently, uniform boundedness of the Φ(n)1D . Furthermore, we
consider a, b ∈ (0, T ) with |a− b| ≤ δ. Then,
∣∣∣Φ(n)1D (b)−Φ(n)1D (a)∣∣∣ =
∣∣∣∣∣
∫ b
a
α− ω(n) dλ
∣∣∣∣∣ ≤ δC,
which establishes uniform equicontinuity of the Φ(n)1D . Thus, F ⊂⊂ C([0, T ]) and every
subsequence of (Φ(n)1D )n has a uniformly convergent subsequence. But as all subsub-
sequences converge to zero pointwise, the limits coincide and are equal to 0. Thus,
Φ(n)1D → 0 in C([0, T ]). This yields the claim.
Lemma 8.4. Let (ω(n))n ⊂ L∞((0, T )) be bounded w.r.t. ‖ · ‖L∞ and let α ∈
L∞((0, T )). Let ν(ω(n) −α)→ 0. Then, ω(n) ⇀∗ α.
Proof. We give the following alternative topological proof (the claim is the same as the
one of Proposition 8.1). The boundedness implies the existence of a weak∗ convergent
subsequence with limit β and by Lemma 8.3, the subsequence ν-converges to β. But
the prerequisites tell us that it ν-converges to α and by uniqueness of the limit in metric
spaces, the limits coincide. Passing to subsubsequences, we obtain ω(n) ⇀∗ α.
Boundedness in ‖ · ‖L∞ is necessary for Lemma 8.4 as the following example shows.
Example 8.5. Let T = 1 and consider the indicator function
in(x) :=
{
1 if x ∈ [m−1
n2 ,
m
n2 ) for m = 2k and 1 ≤ k ≤
⌊
n2
2
⌋
,
−1 else,
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which is 1 on
⌊
n2/2
⌋
and −1 on ⌈n2/2⌉ pairwise disjoint intervals of measure 1/n2 that
partition [0, T ]. We consider the sequence of the functions defined by φ(n)(x) := in(x)n.
Then,
sup
t∈[0,T ]
∣∣∣∣∫ t0 φ(n) dλ
∣∣∣∣ = n 1n2 = 1n → 0.
But the sequence is ‖ · ‖L∞-unbounded and therefore, it cannot converge in σ(L∞, L1).
Similar arguments to the ones above hold for all Lp spaces.
Lemma 8.6. (Lp((0, T )), ν) is not complete for 1 < p ≤ ∞.
Proof. We observe that ν(φ) ≤ ‖φ‖L1 for all φ ∈ L1. Let (ω(n))n ⊂ Lp((0, T )) with
(ω(n))n → α in L1. Such sequences exist by denseness of the embeddings Lp((0, T )) ↪→
Lq((0, T )) for p > q. Then, ν(ω(n) −α)→ 0 and thus, ω(n) is Cauchy w.r.t. ν with a
limit not necessarily in Lp((0, T )).
For φ ∈ L1((0, T )), we define the measure induced by φ as µ|φ(A) :=
∫
Aφdλ, i.e.
φ is the Radon-Nikodym derivative of µ|φ w.r.t. λ. We consider the space M([0, T ],B)
of regular, bounded, countably additive, signed measures µ equipped with the total
variation norm ‖µ‖M = |µ|([0, T ]). We define ν for measures as follows
ν(µ) := sup
t∈[0,T ]
|µ([0, t])| .
Proposition 8.7. ν is a norm on M. For φ ∈ L1((0, T )), we have ν(µ|φ) = ν(φ).
Proof. The only part of the proof that is not immediate is the positive definiteness of
ν. First, we consider the following generator of B.
E := {[0, t] : t ∈ [0, T ]},
which is in particular closed under finite intersections. Let ν(µ) = 0. Then, µ(A) = 0
for all A ∈ E . We consider the set
D := {A ∈ B : µ(A) = 0}.
From ν(µ) = 0, we obtain µ([0, T ]) = 0 and verify straightforwardly that D is a Dynkin
system. As E is closed under finite intersections, we may employ Dynkin’s pi-λ-theorem
and obtain that the Dynkin system generated by E is identical to B. As E ⊂ D, we
obtain B ⊂ D and thus B = D. Consequently, µ(A) = 0 for all A ∈ B, i.e. µ = 0,
which proves the claim.
We briefly investigate the relationship of ν to the total variation norm.
Lemma 8.8. For all φ ∈ Lp((0, T )), we have
ν(φ) ≤ ‖µ|φ‖M.
and for all µ ∈M([0, T ],B), we have
ν(µ) ≤ ‖µ‖M.
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Proof. For all t ∈ R, the decomposition of [0, T ] into [0, t], (t, T ] satisfies
ν(φ) = sup
t
|µ|φ([0, t])| ≤ sup
t
|µ|φ([0, t])|+ |µ|φ((t, T ])| ≤ ‖µ|φ‖M.
The second claim follows analogously.
Lemma 8.9. There is no c > 0 such that c‖µ|φ‖M ≤ ν(φ) for all φ ∈ Lp((0, T )).
Proof. The claim follows from Example 8.5 and the fact that the induced measures are
absolutely continuous w.r.t. λ and their total variation norms coincide with the L1-norms
for sequences of L1-functions, i.e.
‖µ|φ(n)‖M = ‖φ(n)‖L1 = Tn→∞
but ν(φ(n))→ 0.
Lemma 8.10. L1((0, T ))ν is not continuously embedded in M([0, T ],B) ∼= C([0, T ])∗.
In particular, L1((0, T )) and M([0, T ],B) are not complete w.r.t. ν.
Proof. Consider φ(n) := 3n2n in(x) with
in(x) :=
{
1 if x ∈ [m−12n+1 , m2n+1 ) for m = 2k and 1 ≤ k ≤ 2n,
−1 else.
This gives ν(φ(n)) ≤ 3n4n2 → 0. We consider the Weierstraß function
w : x 7→
∞∑
k=1
2k
3k sin(2
k+1pix),
which is in C([0, T ])\C1([0, T ]). We observe∫ 1
0
φ(n)w dλ =
∫ 1
0
3n
2n
2n
3n | sin(2
n+1pix)|dλ ≥ 12
as in masks all but one summand of the Weierstraß series for every n, see [80, Exam-
ple 2.2]. Thus, (φ(n))n is a sequence of linear functionals on C([0, T ]) and Cauchy w.r.t.
ν, but it does not converge to a bounded linear functional on C([0, T ]).
Lemma 8.11. L1((0, T ))ν ↪→c C1([0, T ])∗ and L1((0, T ))ν ↪→c W 1,∞((0, T ))∗.
Proof. Let f ∈ W 1,∞((0, T )) and (φ(n))n ⊂ L1 be Cauchy w.r.t. ν. Then, integration
by parts and W 1,∞((0, T )) ↪→c C([0, T ]) give
∣∣∣〈φ(n), f〉(W 1,∞)∗,W 1,∞ ∣∣∣ =
∣∣∣∣∣
∫ T
0
φ(n)(s) ds f(T )−
∫ T
0
∫ t
0
φ(n)(s) ds f(t) dt
∣∣∣∣∣
≤ Cν(φ(n)) (‖f‖L∞ + ‖f ′‖L∞)
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for C = max{1, T}. We obtain
‖φ(n)‖(W 1,∞)∗ = sup{〈φ(n), f〉(W 1,∞)∗,W 1,∞ : ‖f‖W 1,∞ ≤ 1} ≤ Cν(φ(n)). (8.1)
Thus, for any φ ∈ L1((0, T ))ν and f ∈W 1,∞, we may define
〈φ, f〉(W 1,∞)∗,W 1,∞ := lim
∫ T
0
φ(n) dsf(T )−
∫ T
0
∫ t
0
φ(n) dsf ′ dt
for φ(n) → φ in ν with (φ(n))n ⊂ L1((0, T )). For well-definedness, we verify that the
limit does not depend on the choice of the approximating sequence. To this end, let
ψ(n) → φ in ν. We obtain∣∣∣∣∣
∫ T
0
φ(n) dsf(T )−
∫ T
0
∫ t
0
φ(n) dsf ′ dt−
∫ T
0
ψ(n) dsf(T )−
∫ T
0
∫ t
0
ψ(n) dsf ′ dt
∣∣∣∣∣
≤ Cν(φ(n) −ψ(n))‖f‖W 1,∞ → 0.
as the limit of the sum of the two sequences is the sum of the limits by virtue of the
triangle inequality.
Lemma 8.12. M([0, T ],R)ν ↪→c W 1,∞((0, T ))∗.
Proof. Let f ∈ W 1,∞. We approximate f with piecewise constant functions. Let
0 = t0 < . . . < tn = T partition [0, T ] into n intervals of length T/n. For n ∈ N and
i ∈ {1, . . . , n}, we define
fi :=
n
T
∫ ti
ti−1
f(t) dt
and f (n) := ∑ni=1 fiχi with χi := χ(ti−1,ti] for i > 1 and χ1 := χ[t0,t1]. We observe
min
t∈[ti−1,ti]
f(t) ≤ fi ≤ max
t∈[ti−1,ti]
f(t)
and the intermediate value theorem gives fi = f(si) for some si ∈ [ti−1, ti]. Combining
this with the Lipschitz continuity of f , we obtain∣∣∣∣∣
∫ T
0
|f(t)−
n∑
i=1
fiχi(t)|dµ(t)
∣∣∣∣∣ =
∣∣∣∣∣
n∑
i=1
∫ ti
ti−1
|f(t)− f(si)|dµ(t)
∣∣∣∣∣ ≤ ‖f ′‖L∞‖µ‖MTn .
for all µ ∈M. Let (µ(m))m ⊂M be Cauchy w.r.t. ν. Then, we can reformulate∣∣∣∣〈µ(m), f〉M,C
∣∣∣∣ = limn
∣∣∣∣∣
∫ T
0
n∑
i=1
χi(t)fi dµ(m)(t)
∣∣∣∣∣
= lim
n
∣∣∣∣∣f1µ(m)([0, t1]) +
n∑
i=2
fiµ
(m)((ti−1, ti])
∣∣∣∣∣
= lim
n
∣∣∣∣∣
n−1∑
i=1
(fi − fi+1)µ(m)([0, ti]) + fnµ(m)([0, T ])
∣∣∣∣∣ .
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As above, we obtain |fi − fi+1| ≤ ‖f ′‖L∞(2T/n) and may estimate∣∣∣∣〈µ(m), f〉M,C
∣∣∣∣ ≤ limn supt∈[0,T ] |µ(m)([0, t])|2T‖f ′‖L∞ n− 1n + ‖f‖L∞ |µ(m)([0, T ])|
≤ ν(µ(m))2 max{1, T}(‖f‖L∞ + ‖f ′‖L∞),
which proves the claim.
Lemma 8.13. There is no c > 0 such that cν(µ) ≤ sup{〈µ, f〉M,C : ‖f‖W 1,∞ ≤ 1} for
all µ ∈M([0, T ],B).
Proof. We consider the sequence (δs − δs+ 1
n
)n ⊂ M for some s ∈ (0, T ). Then, we
obtain
|〈δs − δs+ 1
n
, f〉M,C | =
∣∣∣∣f(s)− f (s+ 1n
)∣∣∣∣ ≤ ‖f‖W 1,∞ 1n → 0
for f ∈W 1,∞. However,
ν
(
δs − δs+ 1
n
)
≥
∣∣∣∣δs ([0, s+ 12n
])
− δs+ 1
n
([
0, s+ 12n
])∣∣∣∣ = 1.
We summarize our findings in the following theorem.6
Theorem 8.14. Let φ(n) be a sequence of measurable functions. Then,
1. φ(n) →‖·‖p φ ⇒ φ(n) ⇀p φ ⇒ φ(n) →ν φ for 1 ≤ p <∞,
2. φ(n) →‖·‖p φ ⇒ φ(n) ⇀∗p φ ⇒ φ(n) →ν φ for 1 < p ≤ ∞.
Let (µ(n))n ⊂M([0, T ],B). Then,
3. µ(n) →‖·‖M µ ⇒ µ(n) →ν µ ⇒
µ(n) →(C1)∗ µ,
µ(n) →(W 1,∞)∗ µ.
All reverse implications are false.
Finally, we consider the multi-dimensional case.
Lemma 8.15. Let a rounding grid for a bounded domain ΩT ⊂ Rd be given and p ∈
[1,∞]. Then, the mapping d : Lp(ΩT ,RM )×Lp(ΩT ,RM )→ R defined in Definition 6.1
is a pseudometric.
Proof. The symmetry follows from the symmetry of ‖·‖∞ on RM . The triangle inequality
follows from the linearity of the integral, the triangle inequality of ‖ · ‖∞ on RM and the
subadditivity of ess sup.
6We acknowledge that several insights and ideas for the proofs in this section were developed in
discussions with Dirk Lorenz, TU Braunschweig.
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Remark 8.16. As introduced in Definition 6.1, the codomain space RM is equipped
with ‖ · ‖∞ in this work to analyze the integrality gap and establishing its properties. As
norms are equivalent on RM , other norms on the codomain do not change (1.1).
Proposition 8.17. Consider an admissible sequence of rounding grids, see Definition 7.6.
Then, the induced family of functions
ν(n)(µ) := max
k∈{1,...,N(n)}
∣∣∣∣∣µ
(
k⋃
`=1
T (n)`
)∣∣∣∣∣
on signed Borel measures µ : B(Ω¯) → R constitutes a family of seminorms. We define
the set E ⊂ 2Ω¯ as
E :=
∞⋃
n=1
{
T (n)1 , . . . , T (n)N(n)
}
.
Let E be closed under finite intersections and be a generator of B(Ω¯). Then, the locally
convex vector space of the signed Borel measures with the topology determined by the
family of seminorms (ν(n))n is Hausdorff.
Proof. The seminorm properties follow similar to Lemma 8.15. Thus, the vector space of
signed Borel measures with the topology determined by the family of seminorms (ν(n))n is
locally convex. To prove the Hausdorff property, we verify (∀n : ν(n)(µ) = 0)⇒ µ = 0.
Let ν(n)(µ) = 0 for all n ∈ N. Then, Definition 7.6 asserts µ(Ω¯) = 0. We consider the
set
D := {A ∈ B : µ(A) = 0} .
Using µ(Ω¯) = 0, it follows straightforwardly that D is a Dynkin system. We have E ⊂ D
because ν(n)(µ) = 0 for all n ∈ N. Indeed, we have
µ(T (n)k ) = µ
(
k⋃
`=1
T (n)`
)
− µ
(
k−1⋃
`=1
T (n)`
)
= 0
for all k ∈ N (n) for all n ∈ N. Consequently, E ⊂ D and thus, the Dynkin system
generated by E is a subset of D. As E is closed under finite intersections, we may employ
Dynkin’s pi-λ-theorem, see e.g. [14, Thm1.9.3 (ii)], to deduce D = B. Consequently,
µ(A) = 0 for all A ∈ B, i.e. µ = 0, which proves the claim.
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Chapter 9
State vector approximation
This chapter serves to achieve contribution (c) in (1.1), i.e. we prove
ω(n) ⇀ α ⇒
(c)
y(ω(n))→ y(α)
for a binary control sequence (ω(n))n, a relaxed control α and the corresponding solu-
tions of the state equations (y(ω(n)))n and y(α). The first three sections prove (c) for
the three classes of (MIPDECO) introduced in Chapter 3 in Theorems 9.3, 9.5 and 9.9
while the fourth section proves (c) for a class of convolution operators in Theorem 9.11.
This illustrates that the findings are not restricted to differential equations and generalize
to control problems that feature completely continuous control-to-state operators.
9.1 Distributed integer controls in time
This section considers the state vector approximation for the evolution problems con-
straining (MIPEVO-T), i.e.
∂ty +Ay = −f(y, u,v)
y(0) = y0
(3.2 revisited)
under Assumption 3.1, in which the discrete control v is only time-dependent. We
follow the arguments by the author, which have been developed in [80, Sect. 2.2]. The
arguments directly connect to the arguments in Section 7.1. Before the state vector
convergence can be shown, we need two results that are proven in the following two
lemmata. We begin with a relationship of pointwise and uniform convergence.
Lemma 9.1 ([80, Lem. 2.5]). Let Y be a Banach space, (S(t))t≥0 be a strongly con-
tinuous semigroup on Y , f ∈ L1((0, T ), Y ). Then,
sup
t∈[0,T ]
∫ t
0
‖(S(t+ h− s)− S(t− s))f(s)‖Y ds→ 0
for h ↓ 0.
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Proof. First, we observe that there exists an exponential function that dominates the
mapping t 7→ ‖S(t)‖op, see Proposition B.8. As we are restricted to the compact interval
[0, T ], this allows us to define C := supt∈[0,T ] ‖S(t)‖op. We estimate
sup
t∈[0,T ]
∫ t
0
‖(S(t+ h− s)− S(t− s))f(s)‖Y ds
≤ sup
t∈[0,T ]
∫ t
0
‖S(t− s)‖op ‖(S(h)− I)f(s)‖Y ds
≤ C
∫ T
0
‖(S(h)− I)f(s)‖Y ds,
where the first inequality follows from the submultiplicativity of the operator norm and
the semigroup property of (S(t))t≥0. The claim follows from Lebesgue’s dominated
convergence theorem.
The second preparatory lemma reveals that the elements of certain sequences in
C([0, T ], Y ) constitute relatively compact sets.
Lemma 9.2 ([80, Lem. 2.6]). Let Y be a Banach space, (S(t))t≥0 be a strongly continu-
ous semigroup on Y , f ∈ L1((0, T ), Y ), (φ(n))n ⊂ L∞((0, T ),R) with φ(n)(t) ∈ [−1, 1]
for a.a. t ∈ [0, T ] such that
ν(n)(t)→ 0 for all t ∈ [0, T ]
with the definition
ν(n)(t) :=
∫ t
0
φ(n)(s)S(t− s)f(s) ds.
Then, the set
{
ν(n) : n ∈ N
}
is relatively compact in Lp((0, T ), Y ) for p ∈ [1,∞)
and C([0, T ], Y ) in the norm topology.
Proof. Again by virtue of Proposition B.8, we define C := supt∈[0,T ] ‖S(t)‖op < ∞.
The absolute continuity of the Bochner integral, see Proposition B.22, implies (ν(n))n ⊂
C([0, T ], Y ). The boundedness of the sequence (φ(n))n and the boundedness of (S(t))t≥0
in [0, T ] give boundedness of (ν(n))n. The claim follows if [108, Thm1] by Simon can
be applied, which can be interpreted as an application and extension of the Arzelà-Ascoli
theorem and is an ingredient of the Aubin-Lions-Simon lemma. To this end, we have to
verify the conditions
Bt1,t2 :=
{∫ t2
t1
ν(n)(t) dt : n ∈ N
}
⊂⊂ Y for all 0 < t1 < t2 < T (9.1)
and
sup
n∈N
‖ν(n)(·+ h)− ν(n)(·)‖Lp((0,T−h),Y ) → 0 for h ↓ 0 (9.2)
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to show convergence in Lp((0, T ), Y ) for p <∞, and in C([0, T ], Y ) in the case p =∞.
We begin with condition (9.1), which is easier to verify. We observe that ν(n)(t)→ 0
pointwise and the uniform boundedness of sequence (ν(n))n. Thus, Lebesgue’s domi-
nated convergence theorem gives∥∥∥∥∫ t2
t1
ν(n)(t) dt
∥∥∥∥
Y
→ 0
for all 0 < t1 < t2 < T . Consequently, the set Bt1,t2 consists of the elements of a
Cauchy sequence and therefore constitutes a relatively compact subset of Y .
To verify (9.2), we first estimate
‖ν(n)(t+ h)− ν(n)(t)‖Y
=
∥∥∥∥∥
∫ t+h
0
S(t+ h− s)f(s)φ(n)(s) ds−
∫ t
0
S(t− s)f(s)φ(n)(s) ds
∥∥∥∥∥
Y
≤
∥∥∥∥∥
∫ t+h
t
S(t+ h− s)f(s)φ(n)(s) ds
∥∥∥∥∥
Y
+
∥∥∥∥∫ t0 (S(t+ h− s)− S(t− s))f(s)φ(n)(s) ds
∥∥∥∥
Y
and consider the emerged summands separately. The first summand can be estimated
from above by means of the triangle inequality and the bounds on (φ(n))n and (S(t))t≥0
in [0, T ], which gives∥∥∥∥∥
∫ t+h
t
S(t+ h− s)f(s)φ(n)(s) ds
∥∥∥∥∥
Y
≤ C
∫ T
0
‖f(s)‖Y χ[t,t+h](s) ds.
Immediately, convergence for h ↓ 0 follows from Lebesgue’s dominated convergence
theorem independent of n. We continue with the second summand and estimate∥∥∥∥∫ t0 (S(t+ h− s)− S(t− s))f(s)φ(n)(s) ds
∥∥∥∥
Y
≤
∫ t
0
‖(S(t+ h− s)− S(t− s))f(s)‖Y |φ(n)(s)| ds
≤
∫ t
0
‖(S(t+ h− s)− S(t− s))f(s)‖Y ds.
Submultiplicativity of the operator norm and the existence of C allow the application of
Lebesgue’s dominated convergence theorem, which yields∫ t
0
‖(S(t+ h− s)− S(t− s))f(s)‖Y ds→ 0 for h ↓ 0 (9.3)
for all t ∈ [0, T − h]. This term is uniformly bounded for h ∈ [0, T ] and another
application of Lebesgue’s dominated convergence theorem gives∫ T−h
0
∥∥∥∥∫ t0 (S(t+ h− s)− S(t− s))f(s) ds
∥∥∥∥p
Y
dt→ 0 for h ↓ 0
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for all p ∈ [1,∞). The last case p = ∞, i.e. convergence in C([0, T ], Y ), follows from
the application of Lemma 9.1 to (9.3). Thus, (9.2) holds true for {ν(n) : n ∈ N}.
Consequently, [108, Thm1] implies {ν(n) : n ∈ N} is relatively compact in the norm
topology of Lp((0, T ), Y ) for p ∈ [1,∞) and of C([0, T ], Y ) in the case p =∞.
Next, we use Lemmas 7.1 and 9.2 to prove the state vector approximation for (3.2)
and in turn (MIPEVO-T). We improve the work by Hante and Sager [50, 51] in the
sense that we are able to drop assumptions on differentiability and uniformly bounded
derivatives on the involved quantities from [51, Thm1] and [50, Hyp. 3] to prove the
convergence. The improvement comes at the cost of not being able to prove a priori
estimates on the state vector approximation, which is done in [50, 51]. This is due to
the fact that in the absence of the differentiability assumptions in [50, 51], we cannot
employ integration by parts to obtain an estimate of the form a(t) ≤ Cd1D(ω(n),α) for
some C > 0 on the term a(t) in Theorem B.31 (Grönwall’s inequality). Indeed, we only
achieve a(t)→ 0 uniformly, but without any rate.
Theorem 9.3 ([80, Thm2.7]). Let ΩT = (0, T ) and let Assumption 3.1 hold. Let α be
a relaxed control, (ω(n))n be a sequence of binary controls such that
sup
t∈[0,T ]
∥∥∥∥∫ t0 φ(n)i (s)f(s) ds
∥∥∥∥
Y
→ 0
for φ(n) := α − ω(n) and all f ∈ L1((0, T ), Y ) and i ∈ {1, . . . ,M}. Let y0 ∈ Y and
u ∈ U . Let y be the unique mild solution of (3.1) for α and let y(n) be the unique
mild solutions of (3.3) for ω(n) and n ∈ N. Then, there exists Cr > 0 such that for all
ε > 0, there exist n0 ∈ N such that the bound
∥∥∥y(t)− y(n)(t)∥∥∥
Y
≤ ε exp(Crt)
holds for all n ≥ n0.
Proof. We define fi := f(y, u, vi), which is in L1((0, T ), Y ) by Assumption 3.1. Let
t ∈ [0, T ]. As mild solutions are continuous functions, we can evaluate them pointwise
and use the variation of constants formulas (VOC) to compute
‖y(t)− y(n)(t)‖Y =
∥∥∥∥∥
M∑
i=1
∫ t
0
S(t− s)(αi(s)fi(s)− ω(n)i (s)f(y(n)(s), u(s), vi)) ds
∥∥∥∥∥
Y
.
Let L denote the Lipschitz constant of f in the first argument. As in [100], we insert a
9.1. DISTRIBUTED INTEGER CONTROLS IN TIME 113
zero and estimate
‖y(t)− y(n)(t)‖Y
≤
∥∥∥∥∥
M∑
i=1
∫ t
0
S(t− s)(αi(s)fi(s)− ω(n)i (s)fi(s)) ds
∥∥∥∥∥
Y
+
∥∥∥∥∥
M∑
i=1
∫ t
0
ω
(n)
i (s)S(t− s)(fi(s)− f(y(n)(s), u(s), vi)) ds
∥∥∥∥∥
Y
≤
M∑
i=1
∥∥∥∥∫ t0 φ(n)i (s)S(t− s)fi(s) ds
∥∥∥∥
Y
+ML sup
t∈[0,T ]
‖S(t)‖op
∫ t
0
‖y(s)− y(n)(s)‖Y ds
using the bound ‖ω(n)i ‖L∞((0,T )) ≤ 1. Again by virtue of Proposition B.8, ‖S(t)‖op is
bounded in [0, T ] and we define Cr := ML supt∈[0,T ] ‖S(t)‖op.
To finish the proof, we want to apply Grönwall’s inequality, see Theorem B.31. To
this end, let i ∈ {1, . . . ,M} be fixed and consider the sequence
ν
(n)
i (t) :=
∫ t
0
φ
(n)
i (s)S(t− s)fi(s) ds
for which we need to show
sup
t∈[0,T ]
‖ν(n)i (t)‖Y → 0.
The mapping s 7→ S(t− s)fi(s) is in L1((0, t), Y ), see Proposition B.30, which allows
us to apply the prerequisites and obtain ν(n)i (t) → 0 for all t ∈ [0, T ]. Furthermore,
we have (φ(n)i )n ⊂ L∞((0, T ),R) with ‖φ(n)i ‖L∞((0,T )) ≤ 1, which implies (ν(n)i )n ⊂
C([0, T ], Y ) and
sup
n∈N
sup
t∈[0,T ]
‖ν(n)i (t)‖Y <∞,
where the continuity follows from the absolute continuity of the Bochner integral. Hence,
(ν(n)i )n is a bounded sequence in C([0, T ], Y ) that converges to 0 pointwise. By means
of Dinculeanu and Singer’s extension of the Riesz–Markov–Kakutani theorem, see Propo-
sition B.19, elements ψ of the topological dual of C([0, T ], Y ) can be identified with
regular Borel measures with finite variation µ : B → Y ∗, which gives
ψ(ν(n)i ) :=
∫ T
0
ν
(n)
i dµ.
Combining this, we may apply Lebesgue’s dominated convergence theorem, see Propo-
sition B.17, which yields
ν
(n)
i ⇀ 0.
Convergence in norm follows if {ν(n)i : n ∈ N} is relatively compact w.r.t. the ‖ ·
‖C([0,T ],Y )-topology because weakly convergent sequences contained in norm-compact
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sets converge to the same limit in norm and sequential compactness is equivalent to
compactness on metric spaces. Fortunately, we have already proven Lemma 9.2, from
which we infer the desired compactness and combining this with ν(n)i ⇀ 0 gives
lim
n→∞ ‖ν
(n)
i ‖C([0,T ],Y ) = 0.
Finally, an εM -argument verifies that for all ε > 0 there exists n0 ∈ N such that
sup
t∈[0,T ]
M∑
i=1
∥∥∥∥∫ t0 φ(n)i (s)S(t− s)fi(s) ds
∥∥∥∥
Y
< ε
for all n ≥ n0 and we finish the proof by virtue of Grönwall’s inequality.
Remark 9.4. In Theorem 9.3, we show that d1D(ω(n),α) → 0 implies convergence
of the state vector in norm for a class of semilinear time-dependent PDEs without the
differentiability assumptions imposed in [51]. As mentioned in Section 2.2, related ideas
have been pursued from the 1960s onwards. Indeed, Warga’s article [119] from 1975
pursues a similar goal in an ordinary differential inclusion setting. In [119], a minimizer
of a relaxed problem is approximated with so-called admissible original solutions and
Pontryagin’s maximum principle is transferred to the limiting minimizer without differ-
entiability assumptions on the involved quantities, but under certain Lipschitz continuity
assumptions. Similar to our proof, Warga employs smooth approximation and the iden-
tification of the topological dual of the continuous functions on a compact domain with
the signed Radon measures of finite variation in [119].
9.2 Distributed integer controls in space
This section considers the state vector approximation for the class of elliptic control
problems (MIPELL) from Section 3.3. Here, the state vector approximation (c) follows
straightforwardly and the most effort in proving (1.1) for (MIPELL) has been invested
into (b). This section follows the arguments of the author in [79, Sect. 3& 4.5].
Theorem 9.5 ([79, Thm3.2]). Let Assumption 3.7 hold. Let α ∈ L∞(Ω,RM ) and the
sequence (ω(n))n ∈ L∞(Ω,RM ) satisfy the convergence
ω(n) ⇀∗ α
in the space L∞(Ω,RM ). Let SR denote the control-to-state operator defined by
SR(u, β) := A−1
∑M
i=1 βif(u, vi) for the controls u ∈ U and β ∈ L∞(Ω,RM ). Let
y := SR(u,α) and y(n) := SR(u,ω(n)) for n ∈ N. Then, the convergence
y(n) → y
holds in the spaces V and L2(Ω).
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Proof. The convergence ω(n) ⇀∗ α implies ∑Mi=1ω(n)i f(u, vi) ⇀ ∑Mi=1αif(u, vi) in
L2(Ω). The compact embedding L2(Ω) ↪→c V∗ asserted by Assumption 3.7 implies∑M
i=1ω
(n)
i f(u, vi)→
∑M
i=1αif(u, vi) in V∗, i.e. Ay(n) → Ay. By Assumption 3.7, the
operator A : V → V∗ is linear with bounded inverse, which yields the claim.
Under an ellipticity condition and the assumption that the relaxed and binary controls
α and ω are constant per grid cell, we prove the following a priori estimate.
Theorem 9.6 ([79, Thm4.9]). Let Assumption 3.7 hold. Let the ellipticity condition
c1‖y‖2V ≤ 〈Ay, y〉V∗,V
hold for all y ∈ V for some c1 > 0. Let fi ∈ L2(Ω) for i ∈ {1, . . . ,M}. Then, there
exists a constant C > 0 such that
‖y(α)− y(ω)‖V ≤ Cd(α,ω)
if d is the integrality gap of a rounding grid {T1, . . . , TN} for Ω and all relaxed controls
α and binary controls ω that are both a.e. constant per grid cell Tk and y(α) solving
Ay = ∑Mi=1αifi as well as y(ω) solving Ay = ∑Mi=1ωifi.
Proof. Let z := y(α)− y(ω), φ := α− ω. The ellipticity condition yields
c1‖z‖2V ≤ 〈Az, z〉V∗,V =
∫
Ω
M∑
i=1
φi(s)fi(s)z(s) ds. (9.4)
We employ Lemma 7.4 to the term |∫Ωφifiz| for all i ∈ {1, . . . ,M}, i.e.∣∣∣∣∫Ωφifiz
∣∣∣∣ ≤ 2d(ω,α)‖fiz‖L1 .
The triangle inequality and the ellipticity estimate give
‖z‖2V ≤ d(ω,α)
2M
c1
max
i∈{1,...,M}
‖fiz‖L1 .
The Cauchy–Schwarz inequality and the continuous embedding V ↪→ L2(Ω) give
‖z‖2V ≤ d(ω,α)
2M
c1
max
i∈{1,...,M}
‖fi‖L2‖z‖L2
≤ d(ω,α)2Mc2
c1
max
i∈{1,...,M}
‖fi‖L2‖z‖V
for some c2 > 0. The choice C := 2Mc2c1 maxi∈{1,...,M} ‖fi‖L2 closes the proof.
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9.3 Distributed integer controls in time and space
This section considers the state vector approximation for the evolution problems con-
straining (MIPEVO-TX). We recall the convexified IVP
∂ty +Ay = −
M∑
i=1
αif
a(y, vi)− f b(y, u)
y(0) = y0
y|∂Ω = 0
(3.4 revisited)
for a space- and time-dependent relaxed control α in the setting specified in Assump-
tions 3.10, 3.11 and 3.13. We recall the state spaces
W := W ((0, T )) =
{
y ∈ L2((0, T ), H10 (Ω)) : ∂ty ∈ L2((0, T ), H−1(Ω))
}
and
Y := L2((0, T ), L2(Ω))
with the compact embedding W ↪→c Y. Before proving the approximation result, we
prove two preparatory lemmata. The first one states a certain interplay between vectors
in Bochner and Lebesgue spaces, which we use several times.
Lemma 9.7. Let f ∈ L2((0, T ), L2(Ω)) and ω ∈ L∞(ΩT ). Then,
ωf ∈ L2((0, T ), L2(Ω)).
Proof. By virtue of Fubini’s theorem, we can use the identification L2((0, T ), L2(Ω)) ∼=
L2(ΩT ), see e.g. [60, Chap. 1.2.b]. Using Hölder’s inequality, we have
ωf ∈ L2(ΩT ).
Employing the identification L2((0, T ), L2(Ω)) ∼= L2(ΩT ) again yields the claim.
The proof of the state vector approximation will combine existence and uniqueness
of the convexified state equation asserted in Theorem 3.12 with the weak approximation
properties of the binary controls. The following lemma7 considers weak convergence of
the convexified summand separately.
Lemma 9.8. Let f : Y → L2((0, T ), L2(Ω)) be continuous. Let the sequence (y(n))n ⊂
Y be convergent, y(n) → y in Y. Let (ω(n))n ⊂ L∞(ΩT ) be a sequence that satisfies
ω(n) ⇀∗ α for the limit α ∈ L∞(ΩT ). Then,
ω(n)f(y(n)) ⇀ αf(y)
in L2((0, T ), L2(Ω)).
7We acknowledge that the idea that the statement of Lemma 9.8 is the key to prove the state vector
approximation for integer controls in Section 9.3 is due to Christian Meyer, TU Dortmund.
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Proof. The continuity of f : Y → L2((0, T ), L2(Ω)) implies convergence of the sequence
(f(y(n)))n in L2((0, T ), L2(Ω)). Furthermore, we have weak∗ convergence of the se-
quence (ω(n))n in L∞(ΩT ). Thus, Lemma 9.7 asserts that the sequence (ω(n)f(y(n)))n
is bounded in L2((0, T ), L2(Ω)). Passing to a subsequence, we obtain a weak limit. The
insertion of a suitable zero shows that the limit coincides with the product of the limits
f(y) and α. Passing to subsubsequences of subsequences, we obtain
ω(n)f(y(n)) ⇀ αf(y)
in L2((0, T ), L2(Ω)).
With these lemmata, we can prove the state vector approximation for the IVP (3.4).
Theorem 9.9. Let Assumptions 3.10, 3.11 and 3.13 hold. Let u ∈ Lq(ΩT ). Let (ω(n))n
be a sequence of binary controls and α be a relaxed control such that the convergence
ω(n) ⇀∗ α in L∞(ΩT ,RM ) holds. For all n ∈ N, let y(n) solve (3.4) for the controls u
and ω(n). Let y solve (3.4) for the controls u and α. Then, the convergence
y(n) ⇀ y in W
and the convergence
y(n) → y in Y
hold.
Proof. We abbreviate z(n) := (u,ω(n)) for n ∈ N. The convergence ω(n) ⇀∗ α implies
the boundedness ‖z(n)‖Lq(ΩT ,R1+M ) ≤ C1 for some C1 > 0 and consequently, the bound-
edness ‖y(n)‖L∞(ΩT ) ≤ C2 for some C2 > 0 by Theorem 3.12. For (y, u, α) ∈ R2+M ,
we abbreviate f(y, z) := ∑Mi=1 αifai (y, vi) + f b(y, u). Next, we show boundedness of
the sequence (y(n))n in W to obtain weakly convergent subsequences.
Boundedness of (y(n))n ⊂ W: By Assumption 3.11, we can use the identity f(y, z) =
f(0, z) +
∫ 1
0 ∂yf(θy, z)y dθ to estimate
‖f(y(n), z(n))‖qLq(ΩT )
≤ 2q−1
∫
ΩT
|f(0, z(n))|q +
(∫ 1
0
|∂yf(θy(n), z(n))|dθ
)q
|y(n)|q d(t, x).
We bound the first summand with the constants M1, m1 > 0 from Assumption 3.11 as∫
ΩT
|f(0, z(n))|q d(t, x) ≤ 2q−1(2qM q1λ(ΩT ) +mq1‖u‖qLq).
Using the same constants, the additional constant |C0| > 0 and the non-decreasing
function η : R+ → R+, we estimate the second summand as∫
ΩT
(∫ 1
0
|∂yf(θy(n), z(n))|dθ
)q
|y(n)|q d(t, x)
≤
∫
ΩT
(∫ 1
0
max{|C0|, (2M1 +m1|u|)η(|y(n)|)} dθ
)q
Cq2 d(t, x)
≤
(
2q−1 (2qM q1λ(ΩT ) +m
q
1‖u‖qLq) η(C2)q + |C0|q
)
Cq2 .
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We continue with a bootstrapping argument. For all n ∈ N, we consider the IVPs
∂tw
(n) +Aw(n) = ϕ(n), w(n)(0) = y0, (9.5)
in which we have defined the vectors ϕ(n) := −f(y(n), z(n)). Importantly, the sequence
(ϕ(n))n is bounded in Lq(ΩT ) by the considerations above. The boundedness and the
uniqueness of the solutions to (3.4) give the identities w(n) = y(n) for all n ∈ N. Similar
to the proof of Lemma B.48 or the argument in [26, Chap. XVIII, Sect. §3.3.2], we obtain
‖w(n)‖L2((0,T ),H10 (Ω))
≤ C3
(
‖ϕ(n)‖L2((0,T ),H−1(Ω)) + ‖y0‖L2(Ω)
)
≤ C3
(
C4‖ϕ(n)‖Lq(ΩT ) + ‖y0‖L2(Ω)
) (9.6)
for some constants C3 > 0 and C4 > 0. We estimate the derivative as
‖∂tw(n)‖L2((0,T ),H−1(Ω)) ≤
(9.5)
‖Aw(n)‖L2((0,T ),H−1(Ω)) + ‖ϕ(n)‖L2((0,T ),H−1(Ω))
≤
Ass. 3.10
M‖w(n)‖L2((0,T ),H10 (Ω)) + C4‖ϕ
(n)‖Lq(ΩT )
≤
(9.6)
M
(
C4‖ϕ(n)‖Lq(ΩT ) + ‖y0‖L2(Ω)
)
+ C4‖ϕ(n)‖Lq(ΩT ).
Finally, we have asserted that (y(n))n is a bounded subset of W.
The convergence y(n) → y in Y The boundedness of the sequence (y(n))n ⊂ W and
the reflexivity of W, which follows from Theorem B.27 and the reflexivity of H10 (Ω),
implies the existence of a weakly convergent subsequence (y(nk))k, i.e.
y(nk) ⇀ y¯
in W for some y¯ ∈ W and by compactness of the embedding W ↪→c Y, we obtain
y(nk) → y¯
in Y. Let ϕ ∈ L2((0, T ), H10 (Ω)). Then, the equality
〈(∂t +A)y(nk), ϕ〉 = −
〈
M∑
i=1
ω
(nk)
i f
a
i (y(nk)) + f b(y(nk), u), ϕ
〉
holds for all nk and the pairing 〈·, ·〉 that puts L2((0, T ), H10 (Ω)) and L2((0, T ), H−1(Ω))
in duality. The convergence y(nk) ⇀ y¯ in W implies ∂ty(nk) ⇀ ∂ty¯. Furthermore, the
mapping A : L2((0, T ), H10 (Ω))→ L2((0, T ), H−1(Ω)) is a norm-norm continuous linear
operator between Hilbert spaces. Consequently, it is also weak-weak continuous and we
obtain Ay(nk) ⇀ Ay¯. Consequently, we can pass to the limit on the left side. Using
Assumption 3.13 and Lemma 9.8, we can do this on the right side as well and obtain
〈(∂t +A)y¯, ϕ〉 = −
〈
M∑
i=1
αif
a
i (y¯) + f b(y¯, u), ϕ
〉
,
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which means that y¯ is a weak solution of (3.4) for the controls u and α. As the solution
of (3.4) is unique, we obtain y = y¯. Passing to subsubsequences, this argument applies
for every subsequence and we obtain
y(n) ⇀ y in W and y(n) → y in Y.
9.4 Convolution operators with fixed kernels
Finally, we briefly consider the state vector approximation for state equations of the form
y = Kv, (9.7)
in which K is a convolution operator induced by a fixed kernel function. Let Ω ⊂ Rd be
a bounded domain for d ∈ N. Let k ∈ L1(Rd). For the remainder of this section, let
(Kf)(x) := (k ∗ f)(x) =
∫
Ω
k(x− s)f(s) ds (9.8)
for f ∈ L2(Ω). Importantly for our considerations, the operator K is compact, which is
asserted in the following proposition.
Proposition 9.10 ([107, Thm3.1.17]). Let Ω ⊂ Rd be a bounded domain. Let k ∈
L1(Rd). Then, the operator K : L2(Ω)→ L2(Ω) is compact (see Definition B.4). 
Consequently, we can prove implication (c) for the problem class (MIOCP) if the
control-to-state operator is defined by a convolution operation.
Theorem 9.11. Let Ω ⊂ Rd be a bounded domain. Let {v1, . . . , vM} ⊂ Rnv for some
nv ∈ N. Let k ∈ L1(Rd). Let α be a relaxed control and let (ω(n))n be a sequence of
binary controls such that
ω(n) ⇀∗ α in L∞(Ω,RM ).
Then, the vectors y(n) := K
(∑M
i=1ω
(n)
i vi
)
satisfy
y(n) → y in L2(Ω)
for the limit y = K
(∑M
i=1αivi
)
.
Proof. The convergence ω(n) ⇀∗ α implies ω(n)i vi ⇀∗
∑M
i=1αivi in L∞(Ω,Rnv).
Then, the claim follows from Proposition 9.10.
For the one-dimensional case, we are able to state an a priori estimate on the state
vector approximation error
‖Kv −Kv(h)‖L2 ,
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where v := ∑Mi=1αivi and v(h) := ∑Mi=1ω(h)i vi and ω(h) is computed by a rounding
algorithm from α. The estimate is linear in the integrality gap d(ω(h),α). The proof
hinges on the integration by parts formula, which causes the restriction to the one-
dimensional case and an additional differentiability assumption on the kernel function.
Theorem 9.12. Let C > 0 and t0, tf ∈ R with t0 < tf . Let α and ω be a relaxed and
a binary control in L∞((t0, tf )). Let k ∈W 1,∞(R). Then, the estimate∥∥∥∥∥K
(
M∑
i=1
αivi
)
−K
(
M∑
i=1
ωivi
)∥∥∥∥∥
L2
≤ Ld(α,ω)
holds with L := M maxi∈{1,...,M} ‖vi‖∞max{1, tf − t0}‖k‖W 1,∞
√
tf − t0.
Proof. We use the notation v and v(h) from above. The linearity of the convolution
gives k ∗ v − k ∗ v(h) = k ∗ (v − v(h)). The convolution may be interpreted pointwise
here as the convolution of two functions from conjugate Lp spaces is continuous, which
follows from Hölder’s inequality and passing to the uniform limit in an approximating
sequence of continuous functions. Let t ∈ [t0, tf ]. We employ integration by parts and
the continuous embedding W 1,∞((t0 − tf , tf − t0)) ↪→ C([t0 − tf , tf − t0]) to obtain
(k ∗ (v − v(h)))(t)
=
∫ tf
t0
k(t− s)(v − v(h))(s) ds
= k(t− tf )
∫ tf
t0
(v − v(h))(s) ds−
∫ tf
t0
(−k′)(t− s)
∫ s
t0
(v − v(h))(τ) dτ ds.
Using this equality, we are able to estimate∣∣∣(k ∗ (v − v(h)))(t)∣∣∣
≤ ‖k‖L∞
∣∣∣∣∣
M∑
i=1
vi
∫ tf
t0
αi(s)− ωi(s) ds
∣∣∣∣∣
+ ‖k′‖L∞
∣∣∣∣∣
M∑
i=1
vi
∫ tf
t0
∫ s
t0
αi(τ)− ωi(τ) dτ ds
∣∣∣∣∣
≤
M∑
i=1
|vi|‖k‖L∞d(ω,α) + ‖k′‖L∞
M∑
i=1
|vi|(tf − t0)d(ω,α)
≤M max
i∈{1,...,M}
‖vi‖∞max{1, tf − t0}‖k‖W 1,∞d(ω,α).
The first inequality follows from Hölder’s inequality, the second from the triangle in-
equality and again Hölder’s inequality and the third from the definition of ‖ · ‖W 1,∞ .
Inserting this estimate into the definition of the L2-norm concludes the proof.
Part III
Applications and computational
results
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Chapter 10
Computational examples
In this chapter, we demonstrate our findings computationally, which is contribution (e).
We begin by demonstrating the approximation arguments in (1.1) for a semilinear evolu-
tion equation with a discrete control input that is distributed in the time domain in Sec-
tion 10.1. Section 10.1 is based on [80, Sect. 4]. In Section 10.2, we demonstrate (1.1)
and the optimality relationship discussed in Chapter 4 for a signal processing problem, in
which the discrete control input is also distributed in the time domain. In Section 10.3,
we demonstrate (1.1), in particular (b), for a discrete control that is distributed in two
dimensions using the Dirichlet Laplacian as differential operator in the state equation.
Section 10.3 is based on [79, Sect. 6]. We close with a little excursion in Section 10.4,
in which we briefly summarize the analysis yielding the necessary compactness to obtain
(c) for fractional powers of the Dirichlet Laplacian, which in turn allows us to obtain
and demonstrate (1.1) in this case as well.
10.1 State vector approximation for a transport equation
This section serves to demonstrate the chain of approximation arguments
h→ 0 ⇒
(a)
d1D(ω(h),α)→ 0 ⇒
(b)
ω(h) ⇀ α ⇒
(c)
y(ω(h))→ y(α) (1.1 revisited)
for an IVP that is governed by a strongly continuous semigroup with time-dependent
relaxed and binary controls in the absence of differentiability of the state vector tra-
jectory and derived quantities. We follow the author’s considerations in [80, Sect. 3].
Specifically, we validate Theorem 9.3 computationally for the IVP
∂ty(t) + ∂xy(t) = α1(t)f1(t) +α2(t)f2(t)
y(0) ≡ 0.5. (10.1)
We assume a one-dimensional domain Ω = (`, r), a constant influx of 0 from the
left boundary of the domain and do not impose any condition at the right boundary.
We notice that the operator ∂x generates the right translation semigroup, see [87,
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Example 2.9]. Importantly for this example, the translation semigroup does not induce
a smoothing of the state vector trajectory like e.g. the heat semigroup does. Regarding
the right hand side of the PDE, we set the function f1 to the product of a Weierstraß
function that is nowhere differentiable in [0, T ], see Example 7.2 for details, and an
indicator function for some part of the spatial domain. We set f2(t) ≡ 0. As the
arguments in (1.1) do not require optimality of the approximated pair (y,α), we can
choose α freely and use α1 = α2 ≡ 0.5.
We discretize the time horizon [0, 10] and the domain Ω into 4096 intervals each
and solve the IVP numerically by means of the Lax-Friedrichs scheme, see [72] for the
details and further reading on numerics for hyperbolic equations.
To compute the weak approximants of α, we employ the algorithm (SUR), which
produces the chattering we have already observed in the right column of Fig. 2.1. We
consider the binary controls ω(1), . . . ,ω(6) that are computed by (SUR) on rounding grids
consisting of N (1) = 128, . . . , N (6) = 4096 intervals and the corresponding solutions
y(1), . . . , y(6) of the IVP (10.1). Furthermore, we calculate the relative error
(n) :=
supt∈[0,T ] ‖y(n)(t)− y(t)‖L1
supt∈[0,T ] ‖y(t)‖L1
for n = 1, . . . , 6. As we cannot evaluate the Weierstraß function exactly, we have
approximated it using k = 1, 10, 100 summands of its series representation. We observe
that (n) tends to 0 for the three choices of k in a similar fashion. If only one or
two summands of the cosine series are included, i.e. the smoothness is highest, the
convergence is a little faster than for the other cases. In numbers, we have (6) =
1.6642 · 10−3 for k = 1, (6) = 2.1519 · 10−3 for k = 10 and (6) = 2.1521 · 10−3
for k = 100. We have visualized the behavior of the sequence ((n))n in Fig. 10.1.
To demonstrate the non-differentiability in the right hand side, we have plotted the
1 2 3 4 5 6
10−2
n
Ô(n)
k = 1
k = 10
k = 100
Figure 10.1: Decline of the relative state vector approximation error (n) for refined grids
indexed by n = 1, . . . , 6. The figure has been published in [80] as Figure 2.
approximants of the Weierstraß function f1 in Fig. 10.2.
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Figure 10.2: Approximants of f1 for two summands (left) and ten summands (right).
The figure has been published in [80] as Figure 3.
10.2 Filtered signal approximation
This section demonstrates our chain of approximation arguments for the approximation
of a given filtered target signal. In particular, we also demonstrate the optimality principle
y(ω(h))→ y∗(α∗) ⇒
(d)
min
(y,α)∈F(RC)
J(y) = inf
(y,ω)∈F(BC0)
J(y)
for minimizers (y∗,α∗) ∈ arg min{J(y) : (y,α) ∈ F(RC)} of the relaxation. We restrict
ourselves to a one-dimensional setting and consider the following optimization problem:
min
v
J(v) = 12
∫ tf
t0
((k ∗ v)(t)− f(t))2 dt
s.t.v ∈ L2((t0, tf ))
v(t) ∈ {v1, . . . , vM} ⊂ R for a.e. t ∈ (t0, tf )
(MIOCP)
Here, we assume that k ∈ L2((t0, tf )) is a fixed kernel function and f ∈ L2((t0, tf )).
Buchheim et al. have treated (MIOCP) successfully following the methodology
1. discretize (MIOCP) into a finite-dimensional Integer Program (IP),
2. solve the discretized problem with finite-dimensional IP-techniques
in [16] by means of a branch-and-bound algorithm for convex quadratic IPs, which
exhibits high computational demand for fine discretizations. We employ our approxima-
tion arguments and the algorithm (SUR) to demonstrate that we can benefit from the
infinite-dimensional structure of the problem and following the procedure
1. reformulate (MIOCP) into (BC0) and relax (BC0) into (RC),
2. discretize and solve the (RC),
3. compute roundings from the solution of (RC).
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The reformulation reads
min
y,ω
J(y) = 12‖y − f‖
2
L2
s.t.
ω ∈ L2((t0, tf ),RM )
y = k ∗∑Mi=1ωivi
ω(t) ∈ {0, 1}M and ∑Mi=1ωi(t) = 1 for a.a. t ∈ (t0, tf )
(BC0)
and is relaxed to
min
y,α
J(y) = 12‖y − f‖
2
L2
s.t.
α ∈ L2((t0, tf ),RM )
y = k ∗∑Mi=1ωivi
α(t) ∈ [0, 1]M and ∑Mi=1αi(t) = 1 for a.a. t ∈ (t0, tf ).
(RC)
The state equation y = k ∗ v with v = ∑Mi=1ωivi in (BC0) and v = ∑Mi=1αivi in (RC)
allows to apply Theorem 9.11, which yields (c), and Corollary 4.5, which yields (d).
We consider the example from [16], which stems from Filtered Approximation in
electronics. We introduce a function
κ(t) := A
(
1−√2 exp
(
−ω0t√
2
)
cos
(
ω0t√
2
− pi4
))
with fixed parameter values ω0 = pi and A = 0.1 and define the convolution kernel for
(MIOCP), (BC0) and (RC) as
k(t) :=
{
(−κ)′(t) t ≥ 0,
0 else,
which yields (k ∗ v)(t) = ∫ tt0 k(t − τ)v(τ) dτ for v ∈ L2((t0, tf )). We use t0 = −1
and tf = 1. Regarding the target function f , we set f(t) := 0.2 cos(2pit). The feasible
realizations for v are vL = v1 = −1, v2 = 0 and vU = v3 = 1. We discretize the
resulting relaxation (RC) for the equivalent controls v = ∑Mi=1αivi, v ∈ [vL, vU ] with
piecewise constant ansatz functions for v on an equidistant grid. Then, we optimize
using scipy.least_squares, i.e. SciPy’s Trust Region Reflective code, see [63]. The
code is executed with the tr_solver=’exact’ option to avoid regularization in the
solver as regularization terms are usually only weakly lower semi-continuous and not
weakly continuous, which would prohibit the convergence to the minimal value of the
relaxation, see also Corollary 4.6 and the considerations in Section 10.3. The algorithm
terminated when the norm of the gradient fell below 10−10.
We compute convex coefficient functions α from v such that ∑Mi=1αivi = v. As
this may be non-unique, we have chosen the most-intuitive convex combination from
our point of view: for t ∈ [t0, tf ], we compute α(t) such that v(t) interpolates between
its two neighboring points in {v1, . . . , vM}, i.e. we select i such that vi ≤ v(t) ≤ vi+1
and set
αi(t) :=
vi+1 − v(t)
vi+1 − vi ,
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αi+1(t) := 1 − αi(t) and αj(t) := 0 for j /∈ {i, i + 1}. Then, we apply (SUR) on
a sequence of successively refined grids until the rounding grid coincides with the grid
discretizing the state equation.
For 256 intervals discretizing (t0, tf ), we have visualized the results in Fig. 10.3.
The images in the left column show y(α) = k ∗ v(α) = k ∗
(∑M
i=1αivi
)
and y(ω) =
k ∗ v(ω) = k ∗
(∑M
i=1ωivi
)
against the tracked function f for ω being computed for
N = 4, N = 32 and N = 256 rounding intervals. The convergence is clearly visible.
The right column shows v(α) and v(ω) for the rounding grids consisting of N = 4,
N = 32 and N = 256 intervals.
−1 0 1
−0.2
0
0.2
f (dashed) and y(α).
−1 0 1−1
−0.50
0.5
1
v(α).
−1 0 1
−1
−0.5
0
f and y(ω) for N = 4.
−1 0 1−1
−0.50
0.5
1
v(ω) for N = 4.
−1 0 1
−0.2
0
0.2
f and y(ω) for N = 32.
−1 0 1−1
−0.50
0.5
1
v(ω) for N = 32.
−1 0 1
−0.2
0
0.2
f and y(ω) for N = 256.
−1 0 1−1
−0.50
0.5
1
v(ω) for N = 256.
Figure 10.3: Relaxed control and state (top) and their SUR approximants for N = 4,
N = 32 and N = 256 (rows two to four).
To close this section, we look quickly into the execution times of the code on a laptop
computer equipped with a Intel(R) Core(TM) i7-6820 CPU clocked at 2.70GHz. The
main part of the computational costs is caused by the solution of (RC). The costs for the
execution of (SUR) are negligible. The execution times for 2i intervals, i ∈ {7, . . . , 12},
are tabulated in Table 10.2.
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Table 10.1: Relative differences be-
tween J(y(α)) and J(y(ω)).
N
J(y(ω))−J(y(α))
J(y(α))
2 4.8069× 101
4 5.9671× 102
8 4.6880× 102
16 1.0251× 102
32 3.8486× 101
64 4.6024× 100
128 1.6202× 100
256 5.0305× 10−1
512 2.0503× 10−1
1024 2.0066× 10−2
2048 5.8747× 10−3
4096 1.4919× 10−3
Table 10.2: Execution times of the
solution of (RC) for N intervals dis-
cretizing (t0, tf ).
N Time to solve (RC)
128 1.8104× 101 s
256 5.1509× 101 s
512 1.1827× 102 s
1024 3.2222× 102 s
2048 1.5094× 103 s
4096 9.2215× 103 s
10.3 Multi-dimensional elliptic systems
This section follows the work of the author in [79, Sect. 6]. We demonstrate the findings
from Sections 7.2 and 9.2 computationally. The meshes and PDE solutions have been
implemented using the FEniCS toolbox [3]. We consider the Dirichlet Laplacian as
elliptic operator, which satisfies our assumptions, see Example 10.1 below.
Example 10.1. We consider the Dirichlet Laplacian on the unit square Ω¯ = [0, 1]2 such
that the constraints of (RC) read
−∆y = ∑Mi=1αivi
y|∂Ω = 0
α(x) ∈ conv SM for a.a. x ∈ Ω.
This setup is well-posed by Proposition 3.8.
In all experiments in this section, we compute the binary control approximants on
uniformly refined uniform grids of squares. In each refinement, the side lengths of the
squares are halved, which quadruples the number of squares. Section 10.3.1 briefly
addresses the question, which progression through the grid cells to choose in imple-
mentations of (SUR-GEN). In Section 10.3.2, the multi-dimensional variant of (SUR)
and the induced convergence properties are demonstrated. Afterwards, we approach a
tracking-type MIOCP that is constrained by the Dirichlet Laplacian in Section 10.3.3,
and also demonstrate the limitations mentioned in Section 4.2.
10.3.1 Cell progression for the SUR algorithm
Admissible sequences of refined rounding grids arise from uniform grid refinements. As-
suming that the binary controls are computed with (SUR) or (SUR-VC) for a fixed relaxed
control on an admissible sequence of refined rounding grids, Theorem 7.9 asserts weak
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convergence regardless of the indexing of the grid cells. An earlier proof of the author for
the weak convergence, see [81], demanded that the indexing of the grid cells is preserved
along the grid refinements in a way, which is e.g. satisfied by approximants of iterates
of space-filling curves, e.g. the Hilbert curve, see the facsimile in Fig. 10.4 of Hilbert’s
figure in [53]. Thus, we check if these orderings work well in practical implementations.
0
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12
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15 16
0
1
0 1
1
2 3
4 64
Figure 10.4: The first three Hilbert curve iterates on Ω¯ = [0, 1]2. The additional
extension to the boundary is marked gray. The induced grid cells are circumscribed by
the gray lines. The grid cell indexing along the iterates is indicated by the small numbers
inside the cells. The figure has been published as Figure 1 in [79].
To this end, (SUR) is executed 21 times on eight successive uniform refinements:
once along the indexing induced by the Hilbert curve approximants and 20 times along
random permutations of this indexing. A grayscale image of Hilbert serves as relaxed
control. The resulting weak convergence of the binary controls to the relaxed control is
visualized in Fig. 10.5 for the Hilbert curve-induced indexing. We also visualize the corre-
sponding state vector approximation errors in Fig. 10.6. We perceive a linear decrease of
the state vector approximation error for the random permutations visually. The Hilbert
curve-induced indexing yields a considerably faster decrease than the random indexing.
ω
(1)
HC ω
(3)
HC ω
(5)
HC ω
(7)
HC ω
(9)
HC
Figure 10.5: Weak approximants computed with (SUR) for a grayscale image of David
Hilbert along the order defined by the 1st, 3rd, 5th, 7th and 9th Hilbert curve approxi-
mant. The figure has been published as Figure 2 in [79].
The computational results in the subsequent sections are produced by executing
(SUR) along the Hilbert curve-induced cell indexing.
130 CHAPTER 10. COMPUTATIONAL EXAMPLES
1 2 3 4 5 6 7 8
10−4
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2
Figure 10.6: State approximation error for (SUR) on uniformly refined grids along Hilbert
curve-induced cell indexing (dashed) and along 20 randomly permuted indexings (black,
solid). The figure has been published as Figure 3 in [79].
10.3.2 Illustration of the approximation arguments
For the right hand side of the BVP in Example 10.1, let M = 3,
v1 = 0, v2 = 2.1χB0.1((0.172,0.3)), v3 = 2χB0.123((0.7,0.7))
and let α1,α2,α3 : Ω → [0, 1] with ∑3i=1αi = 1 in Ω be given as visualized in
Fig. 10.7a. We visualize the resulting integrality gap from the application of (SUR) and
the expected bounds in Fig. 10.7b. We demonstrate Theorem 9.5 and Theorem 7.9, i.e.
the implications (b) and (c), with the aforementioned αi and vi in Fig. 10.8.
The corresponding relative approximation errors of the state vectors in the L2- and
the H1-norm are visualized in Fig. 10.9. Interestingly, the human eyes and brain are able
to sense the weak convergence v(n) := ∑iω(n)i vi ⇀∑iαivi =: v in Figs. 10.5 and 10.8.
The output of (SUR) and (SUR-VC) is similar to the one of dithering techniques from
computer graphics, which have been used to display grayscale images with coarsely
quantized gray colors as e.g. performed by the Floyd-Steinberg algorithm [113].
10.3.3 Approximating the solution of an elliptic control problem
We consider the optimal control problem
min
y,v
1
2‖y − yd‖2L2 + γ2‖v‖2L2
s.t. −∆Dy = v
v(x) ∈ {v1, . . . , vM} ⊂ R for a.a. x ∈ Ω
(MIOCP)
with v1 < . . . < vM , which is similar to the model problem (1.1) in [22] by Clason
and Kunisch. They introduce the terms multi-bang control and generalized multi-bang
principle for the control variable v (u in their notation) if v(x) ∈ {v1, . . . , vM} for
a.a. x ∈ Ω¯. In contrast to [22, (1.1)], the term β ∫Ω∏Mi=1 |v − vi|0 is missing in
(MIOCP) and the box constraint v(x) ∈ [v1, vM ] is replaced by v(x) ∈ {v1, . . . , vM}.
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(a) Relaxed controls α1, α2, α3 (left)
and realizations v1, v2, v3 (right).
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(b) d(n)(ω(n),α) for (SUR) and bounds for
(SUR) and (SUR-VC) from Chapter 6.
Figure 10.7: Relaxed control (left) and behavior of SUR (right) for Example 10.1. The
figure has been published as Figure 4 in [79].
Figure 10.8: Illustration of ∑iω(n)i vi ⇀∗ ∑iαivi (top) and y(ω(n))→ y(α) (bottom).
The figure has been published as Figure 5 in [79].
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Figure 10.9: Relative state approximation error ‖y(α)−y(ω
(n))‖H
‖y(α)‖H .
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Therein, we have the setting |t|0 := 1−δt0 using the real-valued Kronecker δ and hence,
β
∫
Ω
∏M
i=1 |v − vi|0 promotes {v1, . . . , vM}-valued controls. Thus, we may interpret
(MIOCP) as a limit problem of [22, (1.1)] for β →∞.
Reformulation and relaxation The continuous relaxation of (MIOCP) from partial
outer convexification reads
min
y,v
1
2‖y − yd‖2L2 + γ2
∥∥∥∑Mi=1αivi∥∥∥2L2
s.t. −∆Dy = ∑Mi=1αivi
α(x) ∈ conv SM for a.a. x ∈ Ω.
(P RC1)
As in Section 10.2, we reformulate (P RC1) equivalently to
min
y,v
1
2‖y − yd‖2L2 + γ2‖v‖2L2
s.t. −∆Dy = v
v(x) ∈ [v1, vM ] for a.a. x ∈ Ω,
(P RC2)
which can be solved more easily and compute α from v after solving (P RC2). The
problem (P RC1) is ill-posed because the value of v can in general be represented with
more than one convex combination of the vi and the particular outcome of (SUR)
depends on the chosen representation (if we do not have the case v(x) ∈ {v1, vM}
for a.a. x ∈ Ω). In particular, a different α is approximated by the ω(n) in the weak∗
topology. Again, we represent a value v(x) for x ∈ Ω as the convex combination of its
two neighboring points in {v1, . . . , vM}.
L1-regularized problems are known to yield large parts of the domain in which the
control is zero. If there exists v∗ ∈ {v1, . . . , vM} such that v(x) = v∗ in large parts of
the domain can be assumed a priori, we suggest to solve an L1-regularized problem with
regularizer ‖v−v∗‖L1 in the relaxation. We demonstrate this by including the (relaxed)
control problem
min
y,v
1
2‖y − yd‖2L2 + γ2‖v‖2L2 + η‖v‖L1
s.t. −∆Dy = v
v(x) ∈ [v1, vM ] for a.a. x ∈ Ω
(P RC3)
into our experiments. If γ > 0, the L2-term improves the regularity of the solution
without the need to smooth the L1-term. Problems of the form (P RC3) are investi-
gated in [109, 117]. We solve the discretization of (P RC3) by means of the active set
method from [109] with γ  η to stress the effect of the L1-regularization over the
L2-regularization.
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Approximation results As the objective depends on α in (P RC2), the assumptions
of Corollary 4.6 are satisfied, but Assumption 4.1 does not hold for the whole objective.
For an admissible sequence of refined rounding grids, we have v(n) ⇀ v but the norm
‖ · ‖L2 is only weakly lower semi-continuous, which yields
lim inf γ2‖v
(n)‖L2 ≥
γ
2 ‖v‖
2
L2
with equality only if v(n) → v, i.e. the optimal relaxed control being already {v1, . . . , vM}-
valued. Thus, we expect norm convergence of the tracking type summand and conver-
gence of the L2-regularization term to a suboptimal value.
We use the tracking target yd and the bangs v1 = −2, . . . , v5 = 2 from [22], which
allows to employ their code for plausibility checks. We solve (P RC2), with γ = 10−3,
and (P RC3), with γ = 10−5 and η = 5 · 10−4, on a predefined triangular mesh with
first order Lagrange finite elements and use piecewise constant discontinuous Galerkin
elements for the discrete-valued controls v(n). We start with the rounding grid consisting
of four square cells and refine uniformly, see Fig. 10.4. We stop the refinement if the
radius of the enclosing circle of a square cell in the rounding grid matched that of two
triangles of the finite element mesh. The objective values and the corresponding relative
suboptimalities of the iterates are given in Table 10.3 for (P RC2) and Table 10.4 for
(P RC3).
Table 10.3: Convergence of objective, relative objective difference and objective sum-
mands for (P RC2) with γ = 10−3. The table has been published as Table 2 in [79].
Iteration Obj. value Rel. obj. difference 12‖y(n) − yd‖2L2
γ
2 ‖v(n)‖2L2
1 1.7274× 10−2 8.40× 10−2 1.652× 10−2 7.500× 10−4
2 1.6913× 10−2 6.13× 10−2 1.591× 10−2 1.000× 10−3
3 1.6261× 10−2 2.04× 10−2 1.534× 10−2 9.219× 10−4
4 1.6054× 10−2 7.41× 10−3 1.513× 10−2 9.258× 10−4
5 1.6022× 10−2 5.37× 10−3 1.510× 10−2 9.214× 10−4
6 1.5996× 10−2 3.75× 10−3 1.508× 10−2 9.203× 10−4
7 1.5991× 10−2 3.48× 10−3 1.507× 10−2 9.200× 10−4
8 1.5990× 10−2 3.37× 10−3 1.507× 10−2 9.200× 10−4
9 1.5989× 10−2 3.35× 10−3 1.507× 10−2 9.200× 10−4
Relaxed 1.5936× 10−2 0 1.507× 10−2 8.668× 10−4
As expected, the tracking type summand of the objective converges to the value
of the relaxed problem in both cases while the regularizer converges to a suboptimal
value for (P RC2). For (P RC3), this happens as well, but the suboptimality is smaller
because the v(n) approximate v closely in the norm-topology. We visualize the relaxed
control v and the discrete-valued approximants v(n), which are reconstructed from the
outputs of (SUR) in Fig. 10.10 for (P RC2) and in Fig. 10.11 for (P RC3). The closer
approximation in the norm topology for (P RC3) can be perceived visually.
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Table 10.4: Convergence of objective, relative objective difference and objective sum-
mands for (P RC3) with γ = 10−5 and η = 5 · 10−4. The table has been published as
Table 3 in [79].
It. Obj. value Rel. obj. difference 12‖y(n) − yd‖2L2
γ
2 ‖v(n)‖2L2 + η‖v(n)‖L1
1 1.6467× 10−2 6.30× 10−2 1.570× 10−2 7.6500× 10−4
2 1.6273× 10−2 5.05× 10−2 1.564× 10−2 6.3750× 10−4
3 1.5709× 10−2 1.41× 10−2 1.507× 10−2 6.3750× 10−4
4 1.5564× 10−2 4.78× 10−3 1.493× 10−2 6.3348× 10−4
5 1.5506× 10−2 1.03× 10−3 1.487× 10−2 6.3499× 10−4
6 1.5497× 10−2 4.26× 10−4 1.486× 10−2 6.3462× 10−4
7 1.5493× 10−2 1.46× 10−4 1.486× 10−2 6.3458× 10−4
8 1.5491× 10−2 3.02× 10−5 1.486× 10−2 6.3459× 10−4
9 1.5491× 10−2 7.18× 10−6 1.486× 10−2 6.3460× 10−4
Rel. 1.5490× 10−2 0 1.486× 10−2 6.3456× 10−4
Figure 10.10: Visualization of the weak convergence v(n) ⇀ v for v solving (P RC2).
The figure has been published as Figure 6 in [79].
Figure 10.11: Visualization of the weak convergence v(n) ⇀ v for v solving (P RC3).
The figure has been published as Figure 7 in [79].
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10.4 State vector approximation for the fractional Laplacian
Let d ≥ 2, Ω ⊂ Rd be a bounded domain with Lipschitz boundary ∂Ω. We validate
(1.1) for the elliptic state equation
(−∆)sy = f, y|∂Ω = 0 (10.2)
with f ∈ L2(Ω) and s ∈ (0, 1). It remains to analyze (c) as the rest follows as in
Section 10.3. From now on, the boundary condition is considered as part the operator
(−∆D)s to which we refer as fractional Laplacian as in [86]. We diagonalize the Dirichlet
Laplacian by means of its Fourier series with orthonormal basis functions (en)n, i.e.
(−∆D)y =
∞∑
n=1
λn〈y, en〉L2en.
This gives rise to the following definition of the fractional Laplacian
(−∆D)sy :=
∞∑
n=1
λsn〈y, en〉L2en (10.3)
for all y ∈ L2(Ω) such that expression constitutes an L2-function. Note that for −∆D,
we have a positive spectrum (λn)n ⊂ R+. Solutions of (10.2) can be discussed using
fractional Sobolev spaces, see e.g. [2, 29,76], which we briefly introduce following [76].
LetH and K be Hilbert spaces with inner products 〈·, ·〉H and 〈·, ·〉K and a continuous
and dense embeddingH ↪→ K. One can construct a self-adjoint, positive and unbounded
operator Λ : H = D(Λ)→ K such that
〈u, v〉H = 〈Λu,Λv〉K
for all u, v ∈ H. We define interpolation spaces by means of the domain of Λ.
Definition 10.2 (Def. 2.1 in [76]). Let Λ be constructed as above and s ∈ [0, 1]. Then,
we define the interpolation space [H,K]s := D(Λ1−s).
Furthermore, we introduce the following space and its norm
Hs(Ω) :=
{
w ∈ L2(Ω) :
∞∑
n=1
λsn|〈w, en〉L2 |2 <∞
}
,
‖w‖Hs(Ω) :=
(
‖w‖2L2(Ω) +
∞∑
n=1
λsn|〈w, en〉L2 |2
) 1
2
,
which enable us to conclude well-definedness of the variational form of (−∆D)s, which
is essentially the Cauchy–Schwarz inequality for Hs(Ω).
Lemma 10.3. Let y ∈ Hs(Ω), v ∈ Hs(Ω). Then, the variational form of (−∆D)s,
〈(−∆D)sy, v〉L2 =
∞∑
n=1
λsn〈y, en〉L2〈en, v〉L2 ,
is well-defined, i.e. continuous in v and y.
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Proof.
|〈(−∆D)sy, v〉L2 |2 =
∣∣∣∣∣
∞∑
n=1
λsn〈y, en〉L2〈en, v〉L2
∣∣∣∣∣
2
≤
( ∞∑
n=1
λ
s
2
n |〈y, en〉L2 |λ
s
2
n |〈v, en〉L2 |
)2
≤
C.S.
( ∞∑
n=1
λsn|〈y, en〉L2 |2
)( ∞∑
n=1
λsn|〈v, en〉L2 |2
)
= ‖y‖2Hs‖v‖2Hs
Moreover, Hs(Ω) is the domain of (−∆D) s2 : D((−∆D) s2 )→ L2(Ω).
Proposition 10.4. Hs(Ω) =
{
w ∈ L2(Ω) :
∥∥∥(−∆D) s2w∥∥∥
L2
<∞
}
Proof. Let m1 < m2 and consider, cf. (10.3),
m2∑
n=1
λ
s
2 〈y, en〉L2en −
m1∑
n=1
λ
s
2 〈y, en〉L2en =
m2∑
n=m1+1
λ
s
2 〈y, en〉L2en
from which we deduce the identity∥∥∥∥∥∥
m2∑
n=m1+1
λ
s
2 〈y, en〉L2en
∥∥∥∥∥∥
2
L2
=
〈
m2∑
n=m1+1
λ
s
2
n 〈y, en〉L2en,
m2∑
n=m1+1
λ
s
2
n 〈y, en〉L2en
〉
L2
=
m2∑
n=m1+1
λsn〈y, en〉2L2 .
Consequently, the sequence
(∑m
n=1 λ
s
2 〈y, en〉L2en
)
m
is Cauchy in L2(Ω) if and only if(∑m
n=1 λ
s
n〈y, en〉2L2
)
m
is Cauchy in R, which proves the claim.
We denote the topological dual of Hs(Ω) by H−s(Ω). Before we are able to introduce
weak solutions of (10.2), we have to make a note on the norm of Hs(Ω).
Lemma 10.5. There exists C > 0 such that for every w ∈ Hs(Ω)( ∞∑
n=1
|〈w, en〉L2 |2
) 1
2
= ‖w‖L2 ≤ C
( ∞∑
n=1
λsn|〈w, en〉L2 |2
) 1
2
.
Proof. The operator (−∆D)−1 : L2(Ω) → H10 (Ω) is compact. The Hilbert-Schmidt
theorem (see Theorem B.5) gives that its spectrum is countable and discrete with 0
being the only accumulation point. Furthermore, the −∆D is self-adjoint and posi-
tive, see e.g. [103, Sect. 10.6.1]. Noticing (−∆D)(−∆D)−1y = y for y ∈ L2(Ω) and
(−∆D)−1(−∆D)y = y for y ∈ H10 (Ω), all eigenfunctions of −∆D are eigenfunctions of
(−∆D)−1 with reciprocal spectral values and the spectral values (λn)n of (−∆D) are
positive and satisfy 0 < λ1 < λ2 < . . . with λn → ∞. Thus, there exists n0 ∈ N such
that λn ≥ 1 for n ≥ n0 giving
∞∑
n=n0
|〈w, en〉L2 |2 ≤
∞∑
n=n0
λsn|〈w, en〉L2 |2.
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Setting c1 := 1min{λs1,...,λsn0−1}
> 0, we obtain
n0−1∑
n=0
|〈w, en〉L2 |2 ≤ c1
n0−1∑
n=0
λsn|〈w, en〉L2 |2.
Using C := (max{1, c1})
1
2 , the desired estimate holds.
We state the standard result for the homogeneous Dirichlet problem (10.2).
Proposition 10.6 (Solution of (10.2)). Let f ∈ H−s(Ω). Then, there exists a unique
y ∈ Hs(Ω) such that
〈(−∆D) s2 y, (−∆D) s2 v〉L2 = 〈f, v〉H−s,Hs for all v ∈ Hs(Ω).
Proof. The claim follows from Lax–Milgram lemma (see Theorem B.6) if
(v, y) 7→ 〈(−∆D) s2 v, (−∆D) s2 y〉L2
constitutes a continuous bilinear form that is coercive on Hs(Ω), i.e.
〈(−∆D) s2 v, (−∆D) s2 v〉L2 ≥ c‖v‖2Hs
for some c > 0 and all v ∈ Hs(Ω). Continuity follows from (the proof of) Lemma 10.3
and bilinearity is straightforward. Lemma 10.5 establishes the coercivity.
Proposition 10.7 (Compact embedding). Let s ∈ (0, 1). Then, Hs(Ω) ↪→c L2(Ω).
Proof. Definition 10.2 and Proposition 10.4 give Hs(Ω) = [H10 (Ω), L2(Ω)]1−s. Com-
bining these characterizations with the compact embeddings for interpolation spaces
[76, Thm16.2] yields the claim.
Theorem 10.8. Let α be a relaxed control. Let fi ∈ L2(Ω) for i ∈ {1, . . . ,M}. Let y ∈
Hs(Ω) be a weak solution of (10.2) with f = ∑Mi=1αifi. Let (ω(n))n ⊂ L∞(Ω,RM )
satisfy ω(n) ⇀∗ α and (y(n))n ⊂ Hs(Ω) be the corresponding weak solutions of (10.2)
with f = ∑Mi=1ω(n)i fi for n ∈ N. Then, y(n) → y in Hs(Ω).
Proof. The well-definedness, i.e. the existence of the weak solutions y(α) ∈ Hs(Ω)
and y(ω(n)) ∈ Hs(Ω), follows by virtue of Proposition 10.6. From the prerequisites
and Proposition 10.7, we obtain ∑Mi=1ω(n)i fi → ∑Mi=1αifi in H−s(Ω). Finally, the
Lax–Milgram lemma (Theorem B.6) gives continuity of the solution of (10.2).
Remark 10.9. For further reading on different characterizations of Hs(Ω), the inter-
polation spaces [H10 (Ω), L2(Ω)]1−s and [H1(Ω), L2(Ω)]1−s and their norms, we refer
to [76, Chap. 1.9, 1.11] and [29]. In [76], smooth boundaries are assumed. However,
Lipschitz boundary conditions also comply with the involved spaces, see [115, p. 164] for
the argument based on Stein’s extension theorem [110, Sect. VI.§3.1 Thm5].
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We demonstrate (1.1) numerically using a control from Section 10.3, which is again
approximated weakly using (SUR) on successively refined grids and along orderings
induced by successive Hilbert curve iterates as in Section 10.3. To solve (10.3) for
s ∈ (0, 1), we employ the quadrature rules from [4], which are based on the detailed
considerations in [15]. The convergence of control and state vectors is visualized in
Figs. 10.12 and 10.13 for the choices s = 0.4 and s = 0.7.
Figure 10.12: v(ω(n)) ⇀ v(α) (top) and y(ω(n))→ y(α) (center, bottom) for s = 0.4,
0.7 with y(ω(n)) solving (10.3) for f = v(ω(n)) and y(α) for f = v(α).
1 2 3 4 5 6 7
10−4
10−2
100
Rounding grid iteration n
H = L2(Ω)
H = Hs(Ω)
Figure 10.13: Relative state approximation error ‖y(α)−y(ω
(n))‖H
‖y(α)‖H for (−∆D)0.7.
Chapter 11
Algorithmic framework
11.1 Approximation algorithm
Algorithm 11.1 (MIOCP) Approximation
Require: Let Assumption 4.1 hold.
Require: Let Y 3 y 7→ c(y, u, vi) ∈ L∞(ΩT ) be
continuous for all u ∈ U and i ∈ {1, . . . ,M}.
Input: Approximation tolerance δmax > 0.
Input: Initial grid S(0)
y, u,α← SOLVE((RC))
n← 0
do
if n > 0 then
S(n) ← REFINE(S(n−1))
end if
ω(n) ← (SUR-VC)(α, S(n))
y(n) ← SR(u,ω(n))
δ1 ← J(y(n), u)− J(y, u)
δ2 ← ‖min{0,miniωic(y, u, vi)}‖L∞
n→ n+ 1
while δ1 ≥ δmax or δ2 ≥ δmax
We introduce Algorithm 11.1, which
synthesizes our findings into an al-
gorithm. In the previous chapters,
we have shown (among other things)
that our chain of approximation ar-
guments (1.1) holds constructively
if the algorithm (SUR-VC) is used
for rounding on an admissible se-
quence of refined rounding grids pro-
vided suitable regularity assumptions
on the state equation and the point-
wise a.e. defined mixed constraint
hold for (MIOCP). This gives ter-
mination of Algorithm 11.1 within
finitely many steps for a strictly pos-
itive tolerance δmax > 0, which we
summarize in the following theorem.
Theorem 11.1. Let the prerequisites
of Algorithm 11.1 hold and (S(n))n
be an admissible sequence of refined
rounding grids and (y, u,α) ∈ F(RC) be optimal for (RC). Then, Algorithm 11.1 termi-
nates after finitely many iterations with (y(n), u,ω(n)) ∈ F(BCδmax ) satisfying
J(y(n), u)− J(y, u) < δmax.
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Figure 11.1: Reconstructed controls for (SUR) along successive Hilbert curve iterates
(top) and after the application of a median filter as post-processing step (bottom).
11.2 Postprocessing
As seen in Chapter 10, the (SUR-GEN) algorithms may produce chattering. In particular
if the mixed constraint is absent and (SUR) is used, it might make sense to extend
Algorithm 11.1 by heuristic post-processing steps to reduce the chattering and obtain
more implementation-friendly controls. The heuristic step can be accepted or rejected
depending on whether the objective value and / or the infeasibility were improved.
The median filter can serve for this purpose8 if a meaningful ordering of v1, . . . , vM
exists as in the setting of Section 10.3.3. For this setting, median filtering improves the
objective value for all refinements, see Table 11.1. The filter has been implemented as
the median of the 9 cells in a 3×3 window centered at the considered cell. Figure 11.1
Table 11.1: Objective and relative suboptimality with and without median filtering.
Before postprocessing After postprocessing
Iteration Objective Rel. suboptim. Objective Rel. suboptim.
1 1.7274× 10−2 8.40× 10−2 1.6524× 10−2 3.69× 10−2
2 1.6913× 10−2 6.13× 10−2 1.6225× 10−2 1.81× 10−2
3 1.6261× 10−2 2.04× 10−2 1.6003× 10−2 4.20× 10−3
4 1.6054× 10−2 7.41× 10−3 1.5945× 10−2 5.46× 10−4
5 1.6022× 10−2 5.37× 10−3 1.5987× 10−2 3.22× 10−3
6 1.5996× 10−2 3.75× 10−3 1.5975× 10−2 2.46× 10−3
7 1.5991× 10−2 3.48× 10−3 1.5971× 10−2 2.19× 10−3
8 1.5990× 10−2 3.37× 10−3 1.5973× 10−2 2.33× 10−3
9 1.5989× 10−2 3.35× 10−3 1.5973× 10−2 2.32× 10−3
Relaxed 1.5936× 10−2 0 - -
visualizes the iterates before and after applying the median filter.
8We acknowledge that the idea of employing the median filter is due to Dirk Lorenz, TU Braunschweig.
Chapter 12
Discussion
We have analyzed and evaluated a chain of approximation arguments in the previous
chapters to obtain approximation properties w.r.t. driving the mesh sizes of a sequence
of rounding grids to zero. Our arguments generalize to different rounding algorithms by
checking the following two questions:
1. Does the integrality gap tend to zero if the mesh size tends to zero?
2. Is the control-to-state operator of the state equation completely continuous?
Situations may occur, in which the control-to-state operator has weaker regularity. In
case of weak-weak continuity, ω(h) ⇀ α implies y(ω(h)) ⇀ y(α) and we will most often
obtain a gap between the objective value of (RC) and the limit of the objective for the
roundings because objectives of OCPs are usually weakly lower semi-continuous but not
weakly continuous (weak-norm continuous).
12.1 Summary of the approximation arguments
We have investigated the relationships between (MIOCP), (BCδ) and (RC) as visualized
in Fig. 1.1. The results of our investigation are summarized in Fig. 12.1.
The statements in Chapter 4 generalize and unify the results from [100, Cor. 6& 8],
[71, Thm6.7], [68, Thm3.6], [51, Thm1], [80, Prop. 2.5] and [79, Thm5.1, Cor. 5.2] be-
cause these works all show that the considered problem classes satisfy Assumption 4.1,
albeit not explicitly and in different ways. The computational results in Chapter 10
strengthen our claim that the proposed methodology provides a computationally effi-
cient way to compute discrete-valued functions without the need to use discrete opti-
mization algorithms which might have problems with the high number of variables when
fine discretizations of the state equation and in particular the control variables are de-
sired. In particular, we achieve a constructive way to compute a minimizing sequence
to the optimum. However, we highlight a shortcoming in the presented theory: to com-
pute solutions of (RC) numerically, it is often necessary to introduce regularization as
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(MIOCP)
(BC0)
(RC)
(y∗, u∗,α∗) (y(h), u∗,ω(h))
(BCδ)
h→ 0 ⇒
(a)
d(h)(α∗,ω(h))→ 0 ⇒
(b)
ω(h) ⇀∗ α∗ ⇒
(c)
y(h) → y∗
Theorem 6.7 (SUR)
Theorem 6.20 (SUR-VC)
Theorem 7.3 (one-dim.)
Theorem 7.9 (multi-dim.)
Theorem 9.3 (MIPEVO-T)
Theorem 9.5 (MIPELL)
Theorem 9.9 (MIPEVO-TX)
Theorem 9.11 (9.7 in MIOCP)
Equivalence
Continuous
Relaxation
Solve
Rounding (mesh size h)
(d) (Sub)Optimality, Corollary 4.5, 4.6and δ-feasibility, Corollary 4.7
δ →
(a)
Proposition 5.9
0
Feasibility
Relaxation
Figure 12.1: Investigated relationship between (MIOCP), (BCδ) and (RC).
the problems are usually not strictly convex. Common regularizers like powers of Lp-
norms are not weakly continuous, but only weakly lower semi-continuous, which yields
a bounded suboptimality, which can be controlled by a coefficient, but which may also
be fixed a priori.
For the sake of honesty, we highlight that the analysis in [50,51,68,71,100] gives an a
priori estimate, which we lose after removing differentiability assumptions in Section 9.1.
12.2 Optimal binary controls
One may ask what happens if the solution of (RC) already solves (BC0) and when this
can be expected. Deckelnick and Hinze make an observation on unregularized elliptic
control problems with box-constrained control inputs in [28]. In [28, Sect. 3], they
give sufficient conditions on the adjoint state for the solution of the relaxed problem
(RCELL) without control regularization to coincide with the solution of the discrete
control problem (BCELLδ ) in the case M = 2. In particular, the control takes the
boundary values of the box everywhere except for a set of measure zero. In this case,
they are able to prove error estimates of the form
‖y − yh‖L2 + ‖p− ph‖L∞ ≤ Ch2.
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Here, y and p denote the optimal state and adjoint vectors for (P RC1). Their estimate
holds in the absence of the regularizing term and yh and ph denote the optimal state
and adjoint vectors for a discretization with piecewise affine globally continuous finite
element functions in the state and adjoint space without explicit discretization of the
control space respectively. See [55] for details on this so-called variational discretization
concept.
12.3 Improving applicability
Considering the improvement from Figure 10.12 to Figure 11.1 with respect to implemen-
tation in real machines, we suggest to investigate methods, e.g. using BV-regularization
to obtain less fuzzy edges, to obtain binary controls that can be used as inputs in real
systems more easily. Furthermore, the proofs for (c) demand that the mesh size is driven
to zero. However, for practical purposes, we suggest to consider adaptively refined, in
particular non-uniformly refined, rounding grids to avoid fine discretizations and compu-
tational overhead for the solution of the state equation in parts of the domain, where
this is unnecessary.
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Appendix A
Sum formulas
Lemma A.1. Let k ∈ {1, . . . ,M}. Then,
(M − k)
k−1∑
i=0
1
M − i =
k−1∑
i=0
1−
i∑
j=0
1
M − j
Proof.
(M − k)
k−1∑
i=0
1
M − i =
M − k
M
+ M − 1− k + 1
M − 1 + . . .+
M − (k − 1)− 1
M − (k − 1)
= 1− k
M
+ 1− k − 1
M − 1 + . . .+ 1−
1
M − (k − 1)
We split the k fractions into summands of the form 1/(M − j) for j ∈ {0, . . . , k − 1}.
The claim follows from regrouping them into k sums as follows
(M − k)
k−1∑
i=0
1
M − i = 1−
1
M
+ 1− 1
M
− 1
M − 1
+ . . .
+ 1− 1
M
− . . .− 1
M − (k − 1) .
Lemma A.2 (Appendix of [82]). In Lemma 6.43, we have for j ∈ {2, . . . , |J | − 2}
d
κ|J|−1
j =
∆ +∑j+1i=1 dκ0i 2i−1
2j+1
Proof. To make the argument more accessible, we abbreviate di := d
κ|J|−1
i and ci := dκ0i
for i ∈ {1, . . . , |J |−1} as well as yi := [Φ]s
κ|J|−1,j
κ|J|−1
i
and xi := [Φ]sκ0,jκ0i . We proceed
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inductively and obtain
d1 = y1 − y2 = ∆ + x1 + x22 −
∆ + x1 + x2 + 2x3
4 =
d1
4 +
d2
2 ,
from the transformation matrix in the base case. For j ≤ |J |−2, we observe the identity
j∑
i=1
di = y1 − yj+1.
We plug in the lines for y1 and yj+1 from the transformation matrix and obtain
j∑
i=1
di =
x1 + x2 + ∆
2 −
x1 + x2 + 2x3 + · · ·+ 2jxj+2 + ∆
2j+1
= 12j+1
(
(2j − 1)(x1 + x2 + ∆)− 2x3 − · · · − 2jxj+2
)
= 12j+1
(
(2j − 1)(x1 + x2 + ∆)− 2x3 − · · · − (2j−1 + 2j)xj+1 + 2jcj+1
)
.
Here, the last equality followed from the definition of cj+1. Plugging in the definitions of
c3,. . . ,cj and adding the necessary factors in front of the corresponding x3,. . . accordingly
gives
j∑
i=1
di =
1
2j+1
(2j − 1)(x1 + x2 + ∆)− (21 + . . .+ 2j)x3 + j+1∑
i=3
 j∑
`=i−1
2`
 ci

We use the formula 2j − 1 = 1 + · · ·+ 2j−1 to obtain
j∑
i=1
di =
1
2j+1
(2j − 1)(x1 + ∆) + x2 − 2jx2 + j+1∑
i=2
 j∑
`=i−1
2`
 ci

= 12j+1
j−1∑
`=0
2`∆ +
j+1∑
i=1
 j∑
`=i−1
2`
 ci
 .
The induction hypothesis gives
di =
1
2i+1
(
∆ +
i+1∑
`=1
2`−1c`
)
for i ∈ {1, . . . , j − 1}. Thus, summing from one to j − 1 and factoring 12j+1 gives
j−1∑
i=1
di =
1
2j+1
j−1∑
i=1
2j−i∆ +
j−1∑
i=1
i+1∑
`=1
2j−i+`−1c`

= 12j+1
j−1∑
`=1
2`∆ +
j∑
i=1
ci
j∑
k=i
2k
 .
Now the subtraction dj =
∑j
i=1 di −
∑j−1
i=1 di and a close inspection of the two derived
sum formulas yield the claim.
Appendix B
Utilities from Analysis
B.1 Operators
Definition B.1 (Operator and domain, see [94, Def. 8.1]). Let X and Y be Banach
spaces. We call a pair (A,D(A)) a linear operator from X to Y if
1. D(A) ⊂ X (D(A) is the domain of A),
2. A : D(A)→ Y is linear.
Remark. To improve readability, we relax this notation and often write A and implicitly
assume (A,D(A)).
Definition B.2 (Closed linear operator). Let X,Y be Banach spaces, (A,D(A)) be
a linear operator with domain D(A) ⊂ X and codomain Y . We define (A,D(A)) to
be closed if its graph is closed which means that every sequence (xn)n ⊂ D(A) with
xn → x ∈ X and Axn → y ∈ Y satisfies x ∈ D(A) and Ax = y.
Definition B.3 (Maximal parabolic regularity). Let 1 < p < ∞. Let X be a Ba-
nach space. Then, a closed operator (A,D(A)) with D(A) ⊂ X is of maximal
Lp((0, T ), X)-regularity if for all f ∈ Lp((0, T ), X), there exists a unique solution
y ∈ W1,p((0, T ), X) ∩ Lp((0, T ), D(A)) of
∂ty +Ay = f, y(0) = 0
with W1,p((0, T ), X) := {y ∈ Lp((0, T ), X), ∂ty ∈ Lp((0, T ), X)}, where D(A) is
equipped with the graph norm.
Definition B.4 (Compact operator). Let X,Y be Banach spaces. A bounded linear
operator A ∈ L(X,Y ) is called compact if for all B ⊂ X with supx∈B ‖x‖X <∞, we
have A(B) ⊂⊂ Y .
Theorem B.5 (Hilbert-Schmidt theorem, Thm 3.2.1 in [107], Thm 8.94 in [94]). Let H
be a Hilbert space, A ∈ L(H,H) be a positive and compact operator. Then, there exists
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an orthonormal basis (ϕn)n of H consisting of eigenvectors with associated sequence of
eigenvalues (λn)n and N ∈ N ∪ {∞} such that
Aφn = λnφn for all n
λn ≥ λn+1 for all n
λn → 0
Aφm = 0 for all m ≥ N if N <∞.
Theorem B.6 (Lax–Milgram lemma, Thm 9.14 in [94], Thm 6.2-1 in [20]). Let H be a
Hilbert space, B : H×H → R be a coercive bilinear form satisfying a Cauchy–Schwarz-
type inequality, i.e.
|B(v, y)| ≤ c‖v‖H‖y‖H
for all v,y ∈ H for some c > 0. Then, there exists C > 0 such that for every f ∈ H∗,
there exists a unique y ∈ H such that
B(v, y) = 〈v, f〉H∗,H for all v ∈ H.
Furthermore, we have the following continuity property
‖y‖H ≤ ‖f‖H∗ .

B.2 Strongly continuous semigroups of linear operators
Semigroup theory has been an extensive field of study to analyze evolution equations.
We briefly summarize the definitions and statements that are necessary to follow our
arguments in Sections 3.2 and 9.1 and Appendix B.6. We lean on the monographs
by Arendt et al. [6], Engel and Nagel [35], Pazy [87], Renardy and Rogers [94], and
Schweizer [104], to which we also refer for further reading on the subject. Semigroups
are generalizations of the (matrix) exponential function. In particular, the following
definition contains the properties (of the exponential function) we require to hold.
Definition B.7 (Strongly continuous semigroup). LetX be a Banach space and consider
the family of operators (S(t))t≥0 ⊂ L(X,X). Then, we call (S(t))t≥0 a strongly
continuous semigroup or C0-semigroup if the following properties hold:
1. S(0) = I (Identity at zero)
2. S(t+ s) = S(t)S(s) for every t, s ≥ 0 (Semigroup property)
3. lim
t→0+
S(t)x = x for every x ∈ X (Strong continuity / continuity in the orbit in
R+)
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The following norm estimate follows immediately from the semigroup property and
is known as exponential growth bound.
Proposition B.8 (Exponential growth bound, [35, Prop. 5.5], [87, Chap. 1, Thm2.2],
[6, Thm3.1.7]). Let (S(t))t≥0 be a strongly continuous semigroup. Then, there exist
constants ω ∈ R and M ∈ [1,∞) such that
‖S(t)‖op ≤M exp(ωt)
for all t ∈ R+0 .
The concept to relate a strongly continuous semigroup to the operator for which
we want to apply this generalization of the matrix exponential function is its generator,
which is introduced below.
Definition B.9 (Generator of a strongly continuous semigroup). Let X be a Banach
space and (S(t))t≥0 a C0-semigroup. We define its generator A : D(A) → X as the
linear operator
D(A) 3 x 7→ Ax := lim
h→0+
1
h
(S(h)x− x)
with domain
D(A) :=
{
x ∈ X : lim
h→0+
1
h
(S(h)x− x) exists
}
.
Remark B.10. This means that the domain of the generator consists of the elements
in X of which the orbit map is right-differentiable in 0. This suffices to imply differen-
tiability of the whole orbit map, which is the result of the following proposition.
Proposition B.11 (Differentiability is right differentiability in 0, [35]). Let (S(t))t≥0 be
a C0-semigroup and x ∈ X be fixed. For the orbit map ξx : [0,∞) 3 t 7→ S(t)x ∈ X,
the following are equivalent:
1. ξx is right differentiable at t = 0.
2. ξx is differentiable on R+0 .

The following proposition states that dealing with the generator of a C0-semigroup
is much more comfortable than dealing with some arbitrary unbounded operator. In
particular, it is densely defined and shows (sequential) continuity in its graph.
Proposition B.12 (Generators are closed and unique, [35, Thm II.1.4]). Let (A,D(A))
be the generator of a C0-semigroup (S(t))t≥0 on X. Then, (A,D(A)) is closed, densely
defined and determines (S(t))t≥0 uniquely. 
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Definition B.13 (Abstract Cauchy Problem). Let A generate a strongly continuous
semigroup. Then, we call the following IVP an Abstract Cauchy Problem (ACP).
d
dty(t) = Ay(t) + f(t), y(0) = y0. (ACP)
Definition B.14 (Mild solution of (ACP)). Let X be a Banach space, (S(t))t≥0 be
a strongly continuous semigroup generated by A : D(A) → X. We define the mild
solution of (ACP) for y0 ∈ X and f ∈ L1((0, T ), X) by means of the Variation of
Constants Formula (VOC)
y(t) := S(t)y0 +
∫ t
0
S(t− s)f(s) ds. (VOC)
Proposition B.15 (Well-definedness of (VOC), [6, Sect. 3.1]). (VOC) is well-defined
under the prerequisites of Definition B.14. In particular, y ∈ C([0,∞), X) and y is
uniquely defined. If (VOC) admits a classical solution y ∈ C1([0,∞), X), it coincides
with the mild solution. 
Proposition B.16. Let Y and U be Banach spaces. Let A generate a C0-semigroup
on X. Let fi : Y × U → Y be uniformly Lipschitz continuous in the first argument
and jointly continuous in the first and second argument. Furthermore, let fi(0, u) ∈
L1((0, T ), Y ) for all u ∈ L2((0, T ), U). Then, (3.1) admits a unique mild solution
y ∈ C([0, T ], Y ) =: Y for all u ∈ L2((0, T ), U), α ∈ L∞((0, T ),RM ) and y0 ∈ Y .
Proof. Let (y, u) ∈ L1((0, T ), Y ×U). As in [91, Cor. 2.2], we approximate with simple
functions (y(n), u(n)) = ∑k(n)i=1 (ξi,n, νi,n)χAi,n defined on measurable sets Ai,n ⊂ [0, T ]
and obtain the convergence f(y(n)(t), u(n)(t)) → f(x(t), u(t)) for almost all t ∈ [0, T ]
from the joint continuity of the fi. Furthermore,
fi(y(n)(t), u(n)(t)) =

fi(ξ1,n, ν1,n) t ∈ A1,n
· · ·
fi(ξk(n),n, νk(n),n) t ∈ Akn,n
,
which gives the measurability of t 7→ fi(y(n)(t), u(n)(t)) by [6, Cor 1.1.2]. Furthermore,∫ T
0
‖fi(y(t), u(t))‖X dt
≤ T‖fi(0, u)‖L1 +
∫ T
0
‖fi(y(t), u(t))− f(0, u(t))‖X dt
≤ T‖fi(0, u)‖L1 + Li‖y‖L1 ,
where L denotes the Lipschitz constant for the first argument of fi, which gives the
integrability of f(v, u) for all v ∈ C([0, T ], Y ) and u ∈ L1((0, T ), U). Hölder’s inequality
gives the integrability of ∑Mi=1αifi(v, u). Combining this with the boundedness of
‖S(t)‖op for t ∈ [0, T ], we infer that second summand is a continuous mapping in t if y
is integrable. Finally, existence and uniqueness follow with a fixed-point argument, see
the monographs by Pazy [87, Chap. 6, Thm1.2] or Schweizer [104, Thm. 16.14].
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B.3 Measure theory
We only state the results we need for our work. For further reading on measure theory,
we refer to the monographs of Diestel and Uhl [31] and Dinculeanu [32].
Proposition B.17 (Lebesgue theorem, [32, Thm II.§8.3.3], [11, Thm6]). Let X and
E be Banach spaces with a bilinear mapping X × E 3 (x, e) 7→ 〈x, e〉 ∈ R such that
|〈x, e〉| ≤ ‖x‖X‖e‖E and let µ : B → E be a measure measure with finite variation.
Let (f (n))n be a sequence of µ-integrable X-valued functions on [0, T ] such that the
f (n) converge to a function f : [0, T ] → X µ-almost everywhere. Let ‖µ‖ denote the
variation of µ. If a positive ‖µ‖-integrable function g exists such that ‖f (n)(t)‖X ≤ g(t)
for µ-almost all t ∈ [0, T ] and each n ∈ N, then f is µ-integrable and f (n) → f , in
particular ∫ T
0
f dµ = lim
n→∞
∫ T
0
f (n) dµ.

We found it non-trivial to extract Proposition B.17 from [32]. Therefore, we make
the following clarifying remark.
Remark B.18. Some of the prerequisites of [32, Thm II.§8.3.3] are stated on p. 119
at the beginning of Chap. II.§8. ‖µ‖ is a (inner and outer) regular Borel measure.
Consequently, continuous functions like t 7→ ‖f (n)(t)‖X are integrable w.r.t. the varia-
tion ‖µ‖, see [32, Prop. III.§15.5.21 (p. 300)], which implies that a continuous function
f : [0, T ]→ X is an element of the space Lp((0, T ), X, µ) for the Borel measure µ. The
oldest statement and proof of the result the author could find in the required generality
is in Bartle’s article [11, Sect. 3, Thms 6&7].
Proposition B.19 (Riesz–Markov–Kakutani theorem, [32, Chap. III.19, Cor. 2], [34]).
Let X be a Banach space. Then, there exists an isomorphism between the continuous
linear functionals ψ ∈ C([0, T ], X)∗ and regular Borel measures µ : B → X∗ with finite
variation defined by
ψ(f) =
∫ T
0
f dµ
for f ∈ C([0, T ], X). 
Definition B.20 (Absolutely continuous functions). Let X be a Banach space and I
a compact interval. We call a function f with domain I and codomain X absolutely
continuous if for each ε > 0, there exists δ > 0 such that for all sequences (an, bn)n∈N ⊂
2I of pairwise disjoint sub-intervals with∑
n∈N
(bn − an) < δ
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we also have ∑
n∈N
‖f(bn)− f(an)‖X < ε.
This definition of absolute continuity immediately implies uniform continuity.
Corollary B.21. Let f be an absolutely continuous function. Then, it is uniformly
continuous. 
From the theory of the Lebesgue integral, we have the following result.
Proposition B.22 ([88, Thm2.5],[111, Prop. 1.12]). Let I be a compact interval and
f ∈ L1(I,X). Then, the mapping t 7→ ∫ t0 f is absolutely continuous. 
The converse also holds for X = R by virtue of of the Radon-Nikodym theorem.
However, this does not generalize to every Banach space. More specifically, requiring it
to hold on a Banach space is equivalent to the Radon-Nikodym theorem holding on this
Banach space, or, in other words, this Banach space having the Radon-Nikodym Property
(RNP). We state some of Diestel’s and Uhl’s summary of equivalent formulations of the
RNP [31].
Theorem B.23 ([31, Chap. VII.6]). Let X be a Banach space. Then, the following are
equivalent:
1. Consider a finite measure space (Ω,A, µ). For each µ-continuous vector measure
λ : A → X of bounded variation, there exists f ∈ L1(Ω, X, µ) such that
λ(A) =
∫
A
f dµ
for all A ∈ A. (Note: This is the statement of the Radon-Nikodym theorem.)
2. The first property holds for every closed linear subspace of X.
3. All Bounded Variation (BV)-functions f : I → X are a.e. differentiable.
4. Every absolutely continuous function f : I → X is a.e. differentiable and we have
f(b)− f(a) =
∫ b
a
f ′(x) dx
for all a, b ∈ I.

Definition B.24 (RNP). Let X be a Banach space. X is said to have the RNP if one
of the equivalent statements in Theorem B.23 holds.
Theorem B.25 (Rademacher’s theorem [74,92]). Let X be a separable Banach space,
Y be a Banach space that has the RNP. Consider a Lipschitz continuous mapping
f : G→ Y with G ⊂ X. Then, f is Frechet-differentiable almost everywhere. 
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Remark B.26. The statement of Theorem B.25 in the case of X = R is an equivalent
characterization of Y having the RNP.
Theorem B.27 ([31, Thm IV.1.1]). Let (Ω,Σ, µ) be a finite measure space. Let p ∈
[1,∞) and q ∈ (1,∞] solve 1p + 1q = 1. Let X be a Banach space. Then, the following
are equivalent:
1. The topological dual X∗ has the RNP.
2. The identification Lp(Ω, X)∗ = Lq(Ω, X∗) holds true.

Banach spaces that allow this identification are called Asplund spaces, which we
state in the following definition
Definition B.28 (Asplund space). Let X be a Banach space. Then, X is called an
Asplund space if its topological dual X∗ has the RNP.
B.4 Properties of integrable functions
First, we assert that closing the class of smooth functions in the L1-norm gives L1.
Proposition B.29 ([80, Prop. B1]). Let X be a Banach space. Then,
C∞([0, T ], X)‖·‖L1((0,T ),X) = L1((0, T ), X).

Next, we assert that the convolution of an L1-function with a strongly continuous
semigroup gives an L1-function.
Proposition B.30 ([80, Prop. B2], [6, Prop. 1.3.4]). LetX be a Banach space, (S(t))t≥0
be a strongly continuous semigroup on X and f ∈ L1((0, T ), X). Furthermore, let
0 < t ≤ T . Then, the mapping
[0, t] 3 s 7→ S(t− s)f(s) ∈ X
is measurable and integrable in the sense of Bochner, i.e. in L1((0, t), X). 
Theorem B.31 (Grönwall’s inequality [46] in integral form). Let a ∈ L1((0, T ),R),
b ∈ L∞((0, T ),R) and b(t) ≥ 0 for a.e. t ∈ [0, T ]. If x ∈ L1((0, T ),R) satisfies
x(t) ≤ a(t) +
∫ t
0
b(s)x(s) ds
for a.a. t ∈ [0, T ]. Then,
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1. x(t) ≤ a(t) + ∫ t0 a(s)b(s) exp (∫ ts b(τ) dτ) ds,
2. if a(s) ≤ a(t) for a.a. 0 ≤ s ≤ t ≤ T , we obtain
x(t) ≤ a(t) exp
(∫ t
0
b(s) ds
)
for a.a. t ∈ [0, T ]. If x and a are continuous and the prerequisites hold everywhere on
[0, T ], the claims hold everywhere on [0, T ].
Proof. We convince ourselves that the mapping [0, T ] 3 t 7→ exp
(
− ∫ t0 b(s) ds) ∈ R+ is
in C([0, T ],R). Now, the reasoning in Teschl’s textbook [116, Lem. 2.7] can be applied
with all terms being well-defined when restricting to almost all t ∈ [0, T ] to obtain the
first claim. For the second claim, the Fundamental Theorem of Calculus (FTC) gives∫ t
0
b(s) exp
(∫ t
s
b(τ) dτ
)
ds =
[
− exp
(∫ t
s
b(τ) dτ
)]s=t
s=0
for all t ∈ [0, T ] and the claim follows with the a.e. monotonicity of a.
B.5 Miscellaneous
Definition B.32 (Completely continuous mapping). Let X and Y be Banach spaces. A
continuous mapping A : X → Y is called completely continuous if for all (xn)n ⊂ X
with xn ⇀ x ∈ X in σ(X,X∗), we have Axn → Ax ∈ Y in (Y, ‖ · ‖Y ).
Theorem B.33 (Carathéodory’s theorem, see [10,18]). Let S ⊂ Rd, x ∈ convS. Then,
there exists α1,. . .,αL ∈ R, x1,. . .,xL ∈ S for some L <∞ such that
x =
L∑
i=1
αixi.
Definition B.34 (k-extension property, see [94, Def. 7.11]). Let Ω ⊂ Rn be a bounded
domain. Let k ∈ N. Then, Ω has the k-extension property if there exists E ∈
L(Hk(Ω), Hk(Rn)) such that
Eu|Ω = u for all u ∈ Hk(Ω).
B.6 Proof of Theorem 3.12
This section shows how the existence and uniqueness for the solution of (3.4) follow from
Assumptions 3.10 and 3.11. We pursue the arguments in [93], which make heavily use
of a comparison principle. We will summarize and cut some parts and extend others to
improve the accessibility of the argument. We note that the arguments and summaries
in [33,85] supported the understanding of the arguments in [93].
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B.6.1 Preparations
We begin with a series of assumptions, definitions and statements for the operators
and linear IVPs, which we just state and for the proof of which we refer to [93] and
the references therein. When we get closer to the treatment of the nonlinear term, we
provide summaries and details of the proof in [93]. To simplify the comparison to the
corresponding statements in [93], we have borrowed its notation for the constants that
occur in the norm estimates in this subsection. We note that we use the notational
abbreviation V = H10 (Ω) and H = L2(Ω) from Section 3.4. However, we hope that
the notation helps to observe that large parts of the proof do not rely on these specific
Hilbert space choices, but hold in much more generality.
Assumption B.35 (Elliptic operator). Let the operator A be defined as in Assump-
tion 3.10. We assume further that A and a constant k1 satisfy
d∑
i=1
d∑
j=1
∫
Ω
aij(x)Djy(x)Diy(x) dx+ k1
∫
Ω
y2(x) dx ≥ m02 ‖y‖
2
V (B.1)
for all y ∈ V.
Definition B.36 ([93, Sect. 3.1]). The operator (A˜,D(A˜)) is defined by
A˜y := Ay + k1y for y ∈ D(A˜) :=
{
y ∈ C2(Ω¯) : y|∂Ω = 0
}
.
The operator A` is defined as the closure of A˜ in L`(Ω).
Proposition B.37 ([94, Thm11.3]). Let an operator A and a constant k1 satisfy (B.1).
Then, A˜ is of maximal L2((0, T ),V∗)-regularity. 
Proposition B.38 ([93, Sect. 3.1]). Let an operator A and a constant k1 satisfy (B.1).
Then,
1. (−A`) generates a strongly continuous semigroup (S`(t))t≥0 which is analytic for
1 ≤ ` <∞ with domain D(A`) =
{
y ∈W 2,`(Ω) : y|∂Ω = 0
}
.
2. 0 ∈ ρ(−A`)
3. Aγ` := (A
−γ
` )−1

For the semigroups (S`(t))t≥0, the following exponential estimates hold true.
Lemma B.39 ([93, Lem. 3.1]). For all 1 ≤ ` ≤ λ ≤ ∞ with ` <∞, there exists C2 > 0
such that
‖S`(t)ϕ‖Lλ(Ω) ≤ C2t−
d
2 ( 1`− 1λ)‖ϕ‖L`(Ω)
156 APPENDIX B. UTILITIES FROM ANALYSIS
for all ϕ ∈ L`(Ω) and t > 0. For all 1 ≤ ` ≤ λ ≤ ∞ with ` < ∞ and all α > 0 there
exists C3 > 0 such that
‖Aα` S`(t)ϕ‖Lλ(Ω) ≤ C3t−
d
2 ( 1`− 1λ)−α‖ϕ‖L`(Ω).

The following statements provide existence and uniqueness for solutions of linear
IVPs with increasing complexity in the linear summand that is added on the left hand
side.
Proposition B.40 ([93, Rem. 3.2]). Let Assumption B.35 hold. Let y0 ∈ L∞(Ω) and
let f ∈ Lµ((0, T ), Lm(Ω)). Then, there exists a unique weak solution y ∈ C([0, T ],H)∩
L2((0, T ),V) of the IVP
∂ty +Ay + k1y = f in ΩT , y|∂Ω = 0, y(0) = y0 (B.2)

Proposition B.41 ([93, Prop. 3.1]). Let f ∈ Lµ((0, T ), Lm(Ω)), y0 ∈ L∞(Ω). Let µ′
denote the Hölder conjugate of µ. Let the constants µ and m satisfy
µ > 1, m > 1, m
µ′
>
d
2 .
Let Assumption B.35 hold. Then, the unique weak solution of (B.2) satisfies y ∈
L∞(ΩT ) ∩ C(Ω¯ε,T ) for every ε > 0 and the estimate
‖y‖L∞(ΩT ) ≤ C4(‖f‖Lµ((0,T ),Lm(Ω)) + ‖y0‖L∞(Ω))
for some C4 > 0. In case µ = m, we require µ = m > d2 + 1. Moreover, y ∈ W. 
Lemma B.42 ([93, Prop. 3.1]). Let q > d2 + 1. Let a, f ∈ Lq(ΩT ), y0 ∈ H. Let y be
the weak solution of
∂ty +Ay + ay = f in ΩT , y|∂Ω = 0, y(0) = y0. (B.3)
in C([0, T ],H) ∩ L2((0, T ),V). Then, [y]+ satisfies
1
2
∫
Ω
([y]+ (T )2 + [y]+ (0)2) +
∑
i,j
∫
ΩT
aijDj [y]+Di [y]+ +
∫
Ω
a([y]+)2
=
∫
Ω
y0 [y]+ (0) +
∫
ΩT
f [y]+ .

Definition B.43. For a ∈ L1(ΩT ), we say that ((aij)ij , a) satisfies the ellipticity con-
dition (Em0) if for a.e.∫
Ω
∑
i,j
aij(x)Djϕ(x)Diϕ(x) dx+
∫
Ω
a(t, x)ϕ(x)2 dx ≥ m02 ‖ϕ‖
2
V (Em0)
for a.a. t ∈ [0, T ] and for all ϕ ∈ V.
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Proposition B.44 (Comparison principle, [93, Prop. 3.2]). Let q > d2+1, a, f ∈ Lq(ΩT ),
y0 ∈ H, a(t, x) ≥ C0 in ΩT and y ∈ C([0, T ],H) ∩ L2((0, T ),V) be the weak solution
of (B.3). Let f ≤ 0, y0 ≤ 0. Then, y ≤ 0 in ΩT and y(T, ·) ≤ 0 in Ω.
Proof. We summarize the proof from [93, Prop. 3.2].
Case ((aij)ij , a) satisfies (Em0): From y0 ≤ 0 and Lemma B.39, we obtain
0 ≤ 12
∫
Ω
([y]+ (T )2 + [y]+ (0)2) +
∑
i,j
∫
ΩT
aijDj [y]+Di [y]+ +
∫
ΩT
a([y]+)2
≤
∫
ΩT
f [y]+ .
Using (Em0) and f ≤ 0, we obtain
0 ≤ 12
∫
Ω
([y]+ (T )2 + [y]+ (0)2) + m02 ‖ [y]
+ ‖L2((0,T ),V) ≤ 0,
i.e. [y]+ ≤ 0 and [y]+ (T ) ≤ 0 and consequently, y ≤ 0 and y(T ) ≤ 0.
Case ((aij)ij , a) need not satisfy (Em0): For θ ∈ R, we define w(t, x) :=
exp(−θt)y(t, x). Then, w is the weak solution of
∂tw +Aw + (a+ θ)w = f exp(−θt) in ΩT , w|∂Ω = 0, w(0) = y0.
Setting C˜ := min{0, C0} and let ψ ∈ V we obtain∑
i,j
∫
Ω
aijDjψDiψ +
∫
Ω
(a(t) + θ)ψ2 ≥ m0‖Dψ‖2H + (C˜ + θ)‖ψ‖2H.
If C˜ = 0, we set θ := m0. If C˜ < 0, we set θ := m02 − C˜. Both cases yield θ > 0
and ((aij)ij , a+ θ) satisfying (Em0). Now, we can apply the first case to w and obtain
w ≤ 0 and w(T, ·) ≤ 0. The claim follows from y(t, x) = exp(tθ)w(t, x).
Proposition B.45 ([93, Prop. 3.3]). Let q > d2 +1. Let a ∈ Lq(ΩT ) satisfy a(t, x) ≥ C0
in ΩT . Then, there exists a constant C5 > 0, independent of a but not of C0, such
that for every f ∈ Lq(ΩT ) and every y0 ∈ L∞(Ω), the weak solution y ∈ C([0, T ],H)∩
L2((0, T ),V) of (B.3) is an element of L∞(ΩT ) ∩ C(Ω¯ε,T ) for every 0 < ε < T . In
particular, the estimate
‖y‖L∞(ΩT ) ≤ C5(‖f‖Lq(ΩT ) + ‖y0‖L∞(Ω))
holds and y ∈ W.
Proof. We follow the proof of [93, Prop. 3.3] and consider the solutions y1 (y2) of (B.3)
for [f ]+ and [y0]+ ([f ]− and [y0]−). Proposition B.44 implies y1 ≥ 0, y2 ≥ 0 in ΩT and
y := y1 − y2 solves (B.3) for f and y0. It remains to prove the estimate.
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With the argument from the proof of Proposition B.44, there exists θ > 0 such
that ((aij)ij , C0 + θ) satisfies (Em0) and the choice k1 = C0 + θ satisfies (B.1), i.e.
Assumption B.35. Thus, we can consider w being the weak solution of the IVP
∂tw +Aw + (C0 + θ)w = [f ]+ exp(−θt) in ΩT , w|∂Ω = 0, w(0) = [y0]+ .
Proposition B.44 implies w ≥ 0 in ΩT . Proposition B.41 and (Em0) imply w ∈ L∞(ΩT )
and the estimate
‖w‖L∞(ΩT ) ≤ K(‖ [f ]+ ‖Lq(ΩT ) + ‖ [y0]+ ‖L∞(Ω)).
Setting z := exp(−θt)y1 − w implies that z solves
∂tz +Az + (a+ θ)z = (C0 − a)w in ΩT , z|∂Ω = 0, z(0) = 0.
We combine Proposition B.44 with the insight (C0 − a)w ≤ 0 and deduce z ≤ 0 a.e. in
ΩT . Consequently, we estimate
0 ≤ y1 ≤ exp(θt)w a.e. in ΩT
and
‖y1‖L∞(ΩT ) ≤ K(‖ [f ]+ ‖Lq(ΩT ) + ‖ [y0]+ ‖L∞(Ω)).
Proposition B.41 implies y1 ∈ C(Ω¯ε,T ) for every ε > 0. The estimate for y2 is obtained
in the same way and the claimed estimate follows from the triangle inequality. y ∈ W
follows from the prerequisites, e.g. with [94, Thm11.3].
Proposition B.46 ([93, Prop. 3.4]). Let q > d2 +1. Let a ∈ Lq(ΩT ) satisfy a(t, x) ≥ C0
in ΩT . Let 0 < ε < T . Then, there exists C6(ε) > 0, independent of a but not of C0,
such that for every f ∈ Lq(ΩT ) and for every y0 ∈ L∞(Ω), the weak solution y ∈ W of
(B.3) is in C(Ω¯ε,T ) and satisfies
‖y‖C(Ω¯ε,T ) ≤ C6(ε)(‖f‖Lq(ΩT ) + ‖y0‖H).
Proof. We follow the proof of [93, Prop. 3.4]. Having the proof of Proposition B.45 at
hand, it remains to show that the weak solution w of the equation
∂tw +Aw + aw = [f ]s in ΩT , w|∂Ω = 0, w(0) = [y0]s
satisfies ‖w(t)‖L∞(Ω) ≤ K(ε)(‖f‖Lq(ΩT ) + ‖y0‖H) for some constant K(ε) > 0 for
every t ∈ [ε, T ] and for s ∈ {+,−}. We consider the simpler IVPs
∂tw¯ +Aw¯ + (C0 + θ)w¯ = [f ]s in ΩT , w|∂Ω = 0, w(0) = [y0]s
for s ∈ {+,−} with θ > 0 chosen to assert that ((aij)ij , C0) satisfies (Em0) and denote
the solutions by w¯1 and w¯2. Lemma B.42 with the choices ` = 2 and λ = ∞ and the
variation of constants formula give
‖w¯i(t)‖L∞(Ω) ≤ Kε−
d
4 ‖y0‖H +K‖ [f ]s ‖Lq(ΩT )
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for some K > 0 for every ε ≤ t ≤ T for (i, s) ∈ {(1,+), (2,−)}. Furthermore, Proposi-
tion B.44 implies w¯1 ≥ 0 and w¯2 ≥ 0. Let y1, y2 be as in the proof of Proposition B.45
as well as θi > 0. With the settings zi := exp(−θit)yi − w¯i for i ∈ {1, 2}, we obtain
that the zi solve
∂tzi +Azi + (a+ θi)zi = (C0 − a)w¯i , z|∂Ω = 0, zi(0) = 0
with zi ≤ 0 and deduce 0 ≤ yi ≤ exp(θit)w¯i for i ∈ {1, 2} analogously to the proof of
Proposition B.45. Combining the derived estimates yields the claim.
As in [93, Appendix A], we give an assumption of a reduced setting for which exis-
tence, uniqueness and estimates are easier to establish.
Assumption B.47 ([93, Ass. (A1’)]). Let q > d2 + 1. Let f∗ : ΩT × R → R be given.
For every y ∈ R, let the function f∗(·, y) : ΩT → R be measurable. For a.a. (t, x) ∈ ΩT ,
let f∗((t, x), ·) ∈ C1(R) and let the estimates
|f∗((t, x), 0)| ≤M∗1 ((t, x))
C0 ≤ ∂yf∗((t, x), y) ≤M∗1 ((t, x))
hold with a function M∗1 ∈ L2q(ΩT ) and a constant C0 ∈ R.
The existence and uniqueness claim under Assumption B.47 is stated below. Again,
we follow the ideas from [93], but give more details to improve the accessibility of the
argument in [93, Lem.A.1].
Lemma B.48 ([93, Lem.A.1]). Let q > d2 + 1. Let Assumption B.47 hold. Let y0 ∈
L∞(Ω). Then, the IVP
∂ty +Ay + f∗((t, x), y) = 0 in ΩT , y|∂Ω = 0, y(0) = y0 (B.4)
admits a unique weak solution y ∈ W ∩ L∞(ΩT ), which satisfies the estimate
‖y‖L∞(ΩT ) + ‖y(T )‖L∞(Ω) + ‖y‖L2((0,T ),V) ≤ C11(‖f∗(·, 0)‖Lq(ΩT ) + ‖y0‖L∞(Ω))
for some constant C11 > 0.
Proof. We keep with the ideas from [93, Lem.A.1]. If ((aij)ij , C0) does not satisfy
(Em0), we consider w(t, x) := exp(−θt)y(t, x) with θ > 0 such that ((aij)ij , C0 + θ)
satisfies (Em0) and note that y solves (B.4) weakly if and only if w solves
∂tw +Aw + f˜∗((t, x), w) = 0 in ΩT , w(0) = y0
weakly with f˜∗((t, x), w) = exp(−θt)f∗((t, x) exp(θt)w) + θw. Furthermore, the esti-
mate ∂yf˜∗((t, x), w) ≥ C0 + θ follows immediately, which yields that we can assume
without loss of generality that ((aij)ij , C0) satisfies (Em0). As noted in [93], we note
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that the existence of a weak solution y ∈ W follows along the lines of [75, Chap. 2,
Thm1.2]. Therein, the statement is proven for a class nonlinear monotone operators,
which is matched by our setting, in which the linear operator A is perturbed by the su-
perposition operator induced by f∗. As the derivative ∂yf∗ is bounded from below, the
perturbed operator can be designed to satisfy the required monotonicity. In particular,
y solves the IVP
∂tw +Aw + a∗w = −f∗((t, x), 0) in ΩT , w|∂Ω = 0, w(0) = y0 in ΩT (B.5)
with a∗((t, x)) =
∫ 1
0 ∂yf˜
∗((t, x), θy) dθ ≥ C0 as well. Propositions B.45 and B.46 yield
y ∈ C(Ω¯ε,T ) ∩ L∞(Ω) and
‖y‖L∞(ΩT ) + ‖y(T )‖L∞(Ω) ≤ K(‖f∗(·, 0)‖Lq(ΩT ) + ‖y0‖L∞(Ω)).
The estimate in L2((0, T ),V) can be derived as follows. We test (B.5) with the solution
y and integrate over [0, T ] to get the identity∫ T
0
〈∂ty, y〉V∗,V +
∫ T
0
∑
ij
〈aijDiy,Djy〉H +
∫ T
0
a∗ 〈y, y〉H =
∫ T
0
〈f∗(0), y〉V∗,V .
We apply (Em0) and the Cauchy–Schwarz inequality, which give∫ T
0
〈∂ty, y〉V∗,V +
m0
2 ‖y‖
2
L2((0,T ),V) ≤
∫ T
0
‖f∗(0)‖V∗‖y‖V .
Furthermore, integration by parts gives
∫ T
0 〈∂ty(t), y(t)〉V∗,V dt = 12 ‖y(t)‖2H
∣∣t=T
t=0 . Plug-
ging this into the estimate above yields
1
2
(
‖y(T )‖2H − ‖y0‖2H
)
+ m02 ‖y‖
2
L2((0,T ),V) ≤
∫ T
0
‖f∗((t, ·), 0)‖V∗‖y(t)‖V dt.
We use the inequality of arithmetic and geometric means, more precisely
‖f∗((t, ·), 0)‖V∗
√
2
m0
√
m0
2 ‖y(t)‖V ≤
1
2
( 2
m0
‖f∗((t, ·), 0)‖2V∗ +
m0
2 ‖y(t)‖
2
V
)
,
to obtain
1
2
(
‖y(T )‖2H − ‖y0‖2H
)
+ m04 ‖y‖
2
L2((0,T ),V) ≤
1
m0
‖f∗(0)‖2L2((0,T ),V∗) dt
and consequently,
‖y‖2L2((0,T ),V) ≤ C
(
‖f∗(0)‖2L2((0,T ),V∗) + ‖y0‖2H
)
for some C > 0, which yields the claim by using that the √ -function is positive subaddi-
tive, the continuous embeddings Lq(ΩT ) ↪→ L2(ΩT ) ∼= L2((0, T ),H) ↪→ L2((0, T ),V∗)
hold and the embedding L∞(Ω) ↪→ H. A short version of this argument can be found
in several textbooks on the theory of parabolic equations, we refer to [26, Chap. XVIII,
Sect. §3.3.2].
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B.6.2 Main argument
After this preparatory work, we are able to prove Theorem 3.12. We note that this
proof sets a different focus than the one in [93]. We refer to proofs of the preparatory
statements and the article [93] for parts, which we find easily accessible and provide
more details on the truncation and regularization technique that is used to reduce the
problem to easier classes of problems.
Proof. The uniqueness follows from the comparison principle in Proposition B.44, see
[93, Thm3.1]. Applying the same reasoning as in the proof of Lemma B.48 allows
us to assume that ((aij)ij , C0) satisfies (Em0) without loss of generality. As in the
proof of Theorem 9.9, we commit a little abuse of notation and abbreviate f(y, z) :=∑M
i=1 αif
a
i (y, vi) + f b(y, u) for the abbreviation z = (u, α) ∈ R × RM . This abuse of
notation is conducted safely as we never use the meaning given by (MIPEVO-TX) and
Assumption 3.11 in this proof.
We continue as in [93, Part of the proof of Thm 3.1 in the Appendix]. Regarding
the structure of the remaining parts of the proof, we begin by introducing a truncation
and mollification of the function f and obtain regularity properties for them. Then,
we consider the family of IVPs for the truncated and regularized nonlinear terms and
employ the preparations to obtain existence of weak solutions and estimates on their
norms. Then, we give reformulation of the arising IVPs with truncated and mollified
right hand sides by virtue of a corresponding sequence of monotone operators. Next, we
deduce that the sequence of mollified solutions for a fixed truncation has a weak limit.
Then, it is shown that the weak limit point indeed solves the truncated state equation
and in turn state equation (3.4) if the truncation value is chosen large enough. The
argument closes with a reduction of the problem to the setting of Proposition B.46,
which gives the desired norm estimates.
Truncation. Let k ∈ N ∪ {0}. Analogously to [93, p. 173], we define the linear trun-
cation fk of the function f by
fk(y, z) :=

f(k, z) + ∂yf(k, z)(y − k) if y > k
f(y, z) if |y| ≤ k
f(−k, z) + ∂yf(−k, z)(y + k) if y < −k
for y ∈ R and z ∈ R1+M . We make the following observation with respect to the
regularity of the truncations. Let z ∈ R1+M be fixed. Then, Assumption 3.11 implies
that the functions fk : R × R1+M → R are Lipschitz continuous in the first argument
in the interval [−k, k], i.e.
max
y∈[−k,k]
∂yfk(y, z) ≤ (M1 + max{m1,M1}‖z‖1)η(|k|).
Furthermore, they are Lipschitz continuous in [k,∞) and (−∞, k] as well with Lipschitz
constants |∂yf(k, z)| ≤ (M1 + max{m1,M1}‖z‖1)η(|k|) and |∂yf(−k, z)| ≤ (M1 +
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max{m1,M1}‖z‖1)η(|k|) and thus, globally Lipschitz continuous. We consider the
superposition operators
fk(·, z) : Lq′(ΩT )→ Lq(ΩT ) ↪→ L2(ΩT )
y 7→ f(y, z)
with the Hölder conjugate q′ of q, in particular q′ < 2. With the argued Lipschitz
continuity, these superposition operators satisfy the Carathéodory conditions and are
continuous accordingly, see e.g. [94, Thm10.58]. Moreover, the Lipschitz continuity
transfers to the superposition operators if they considered as mappings between L∞
spaces fk(·, z) : L∞(ΩT )→ L∞(ΩT ), which can be deduced from the chain of estimates
‖fk(y1, z)− fk(y2, z)‖2L∞(ΩT )
=
∫
ΩT
(fk(y1(t, x), z(t, x))− fk(y2(t, x), z(t, x)))2 d(t, x)
≤
Lip.
∫
ΩT
((M1 + max{m1,M1}‖z(t, x)‖1)|y1(t, x)− y2(t, x)|)2 d(t, x)
≤
Hölder
(2M21λ(ΩT ) + 2 max{m1,M1}2‖z‖2L2(ΩT ,R1+M ))‖y1 − y2‖2L∞(ΩT )
for two vectors y1, y2 ∈ L∞(ΩT ). Here, L2(ΩT ,RM ) is considered as equipped with
the sum-norm topology in the codomain. However, as norms are equivalent on R1+M ,
this is no restriction as we can exchange this norm by cost of another constant factor in
the last estimate.
Mollification. Let z ∈ R1+M . Then, for k ≥ 1, the mapping fk(·, z) : R → R is not
necessarily in the class C1 anymore. We circumvent this and regularize it. To this end,
we introduce the sequence (f (n)k )n with the setting
f
(n)
k ((t, x), y) := (θ
(n) ∗ fk(y, z(·)))(t, x),
where (θ(n))n denotes a family of positive mollifiers, see [20, Sect. 2.6], and z ∈
Lq(ΩT ,R1+M ) the joint control input, see [93, p. 173]. As the mollification for real-
ization y = 0, f (n)k (·, 0) does not depend on k, we introduce the notation f (n)(·, 0) :=
fk
(n)(·, 0) = θ(n) ∗f(0, z) for all k. Again, the Carathéodory conditions are satisfied and
the superposition operator y 7→ f (n)k (·, y(·)) is in the class C(L2(ΩT ), L2(ΩT )).
Solving the truncated and regularized IVP. As in [93, p. 173], we consider the IVP
with truncated and regularized nonlinear term:
∂ty +Ay + f (n)k ((t, x), y) = 0 in ΩT , y|∂Ω = 0, y(0) = y0. (B.6)
We notice that the truncated and regularized function f (n)k satisfies Assumption B.47,
see [93, p. 174]. We refer to [20, Thm2.6-1] for information on the improved regularity
B.6. PROOF OF Theorem 3.12 163
due to the mollification. Consequently, for every k and n ∈ N, Lemma B.48 yields the
existence of a unique weak solution y(n)k ∈ W and there exist constants K > 0 and
K1 > 0 such that we can estimate
‖y(n)k ‖L∞(ΩT ) + ‖y(n)k (T )‖L∞(Ω) + ‖y(n)k ‖L2((0,T ),V)
≤
Lemma B.48
K(‖f (n)(·, 0)‖Lq(ΩT ) + ‖y0‖L∞(Ω))
≤ K(‖f (n)(·, 0)− f(0, z)‖Lq(ΩT ) + ‖f(0, z)‖Lq(ΩT ) + ‖y0‖L∞(Ω))
≤
Young
K1(1 + ‖f(0, z)‖Lq(ΩT ) + ‖y0‖L∞(Ω)),
(B.7)
see [93, p. 174]. We note that the third inequality holds by virtue of Young’s inequality
for convolutions and the properties of the mollifier family.
Monotone operator reformulation of the truncated and regularized IVPs. Let k
and n ∈ N be given. We define A(n)k : L2((0, T ),V)→ L2((0, T ),V∗) as〈
A(n)k (w), ϕ
〉
L2((0,T ),V∗),L2((0,T ),V)
:=
∑
ij
∫
ΩT
aijDjwDiϕ+
∫
ΩT
(f (n)k (·, w)− f (n)(·, 0))ϕ
for w and ϕ ∈ L2((0, T ),V). Then, the fact that ((aij)ij , C0) satisfies (Em0) implies
that A(n)k is well-defined and monotone for all k and n ∈ N. Indeed, we plug in the
definitions into the second summand and obtain the identities∫
ΩT
(f (n)k (·, w)− f (n)(·, 0))ϕ
=
∫
ΩT
∫
ΩT
θ(n)(s− σ)(fk(w(s), z(σ))− fk(0, z(σ))) dσϕ(s) ds
=
FTC
∫
ΩT
∫
ΩT
θ(n)(s− σ)
∫ 1
0
∂yfk(θw(s), z(σ))w(s) dθ dσ ϕ(s) ds
=
∫
ΩT
∫
ΩT
θ(n)(s− σ)
∫ 1
0
∂yfk(θw(s), z(σ)) dθ dσ w(s)ϕ(s) ds.
As the mollifier functions θ(n) are positive, we have
C0 ≤
∫
θ(n)(s− σ)
∫ 1
0
∂yfk(θw(s), z(σ)) dθ dσ,
which establishes (Em0) as well as the monotony. We can use the first identity to obtain∫
ΩT
(f (n)k (·, w)− f (n)(·, 0))ϕ ≤C.S. ‖(f
(n)
k (·, w)− f (n)(·, 0))‖L2(ΩT )‖ϕ‖L2(ΩT ).
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Regarding the first factor, we see∫
ΩT
θ(n)(s− σ)(fk(w(s), z(σ))− fk(0, z(σ))) dσ
≤
∫
ΩT
θ(n)(s− σ)|fk(w(s), z(σ))− fk(0, z(σ))| dσ
≤
∫
ΩT
θ(n)(s− σ)(M1 +m1‖z(σ)‖) dσ|w(s)|
If we additionally assume w ∈ L∞(ΩT ), we obtain
‖f (n)k (·, w)− f (n)(·, 0)‖L2(ΩT ) ≤ K2‖w‖L∞(ΩT )‖ϕ‖L2(ΩT ) (B.8)
for some constant K2 > 0. Using the fact that the ellipticity condition (Em0) holds, we
can rewrite (B.6) as
∂ty +A(n)k (y) = −f (n)(·, 0) in ΩT , y|∂ΩT = 0, y(0) = y0
because z ∈ Lq(ΩT ) ↪→ L2(ΩT ).
We note that in [93, p. 174], the operator A(n)k is defined slightly different and also
claimed to be monotone. The definition in [93, p. 174] simplifies the reformulation as
the right hand side is zero, which leads to a less bloated chain of arguments. However,
we have not managed to verify the monotonicity for the definition in [93, p. 174] and
have therefore changed the definition to one, for which we were able to do so.
Existence of weak limits. We deviate in the derivation of weak limits. Let 〈·, ·〉
denote the mapping that puts L2((0, T ),V) and L2((0, T ),V∗) in duality. Let k ∈ N.
We estimate
sup
‖ϕ‖≤1
〈A(n)k (y(n)k ), ϕ〉
≤ sup
‖ϕ‖≤1
∑
ij
〈aijDjy(n)k , Diϕ〉+ sup‖ϕ‖≤1
∫
ΩT
(f (n)k (·, y(n)k )− f (n)(·, 0))ϕ
≤
C.S. & (B.8)
K3
∫ T
0
(
∑
j
‖Djy(n)k ‖H)2
 12 ‖ϕ‖L2((0,T ),V∗) +K2‖y(n)k ‖L∞(ΩT )‖ϕ‖L2(ΩT )
≤ K4‖y(n)k ‖L2((0,T ),V) +K5‖y(n)k ‖L∞(ΩT ),
with constants K3, K4, K5 > 0. We deduce boundedness of the sequence (A(n)k (y(n)k ))n
in L2((0, T ),V∗) because the sequence (y(n)k )n is bounded in L2((0, T ),V) and L∞(ΩT )
by virtue of (B.7). As ∂ty(n)k = −A(n)k (y(n)k )− f (n)(0, z), this boundedness implies the
boundedness of the sequence (y(n)k )n in W and L∞(ΩT ). Furthermore, the sequence
(y(n)k (T ))n is bounded in H and L∞(Ω). We employ the Banach-Alaoglu theorem to
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deduce the existence of weak(∗) limits y¯k ∈ W ∩L∞(ΩT ) and χk ∈ L2((0, T ),V∗) and
a subsequence indexed by n′ that satisfy
y
(n′)
k ⇀ y¯k in W,
y
(n′)
k ⇀
∗ y¯k in L∞(ΩT ),
A(n′)k (y(n
′)
k ) ⇀ χk in L2((0, T ),V∗),
y
(n′)
k (T ) ⇀ y¯k(T ) in H.
As the y(n
′)
k solve the truncated and mollified IVPs (B.6), we have〈
∂ty
(n′)
k +A(n
′)
k (y
(n′)
k ) + f
(n′)(·, 0), ϕ
〉
= 0 (B.9)
for all ϕ ∈ L2((0, T ),V). We can pass to the limit n′ →∞, which yields
∂ty¯k + f(0, z) = −χk. (B.10)
The weak limits solve the state equation Let 〈·, ·〉 denote the mapping that puts
L2((0, T ),V) and L2((0, T ),V∗) in duality and define Ak by
〈Ak(w), ϕ〉 :=
∑
ij
∫
ΩT
aijDjwDiϕ+
∫
ΩT
(fk(·, w)− f(0, z))ϕ
for w ∈ L2((0, T ),V)∩L∞(ΩT ) and ϕ ∈ L2((0, T ),V). If we are able to show that the
identity χk = Ak(y¯k) holds, we know that y¯ solves
∂ty +Ay + fk(y, z) = 0 in ΩT , y|∂Ω = 0, y(0) = y0, (B.11)
see [93, p. 175]. Due to the approximation of the family of mollifiers in Lq(ΩT ), we have
f
(n′)
k (·, w) → fk(w, z) in Lq(ΩT ) for fixed w and k, and consequently, f (n
′)
k (·, w) −
f (n
′)(·, 0) → fk(·, w) − f(0, z). In turn, we deduce that A(n
′)
k (w) → Ak(w) in
L2((0, T ),V∗) for a fixed w ∈ L2((0, T ),V) ∩ L∞(ΩT ). The monotony of A(n
′)
k gives
the estimate
〈A(n′)k (w)−A(n
′)
k (y
(n)
k ), w − y(n
′)
k 〉 ≥ 0
for any w ∈ L2((0, T ),V) ∩ L∞(ΩT ). We deduce the following equivalences
0 ≤ 〈A(n′)k (w)−A(n
′)
k (y
(n′)
k ), w − y(n
′)
k 〉
⇔ 0 ≤ 〈A(n′)k (w), w − y(n
′)
k 〉 − 〈A(n
′)
k (y
(n′)
k ), w〉 − 〈∂ty(n
′)
k , y
(n′)
k 〉 − 〈f (n
′)(·, 0), y(n)k 〉
⇔ 0 ≤ 〈A(n′)k (w), w − y(n
′)
k 〉 − 〈A(n
′)
k (y
(n′)
k ), w〉 −
1
2‖y
(n′)
k (T )‖2H +
1
2‖y0‖
2
H
− 〈f (n′)(·, 0), y(n′)k 〉
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from (B.9) and integration by parts. The above convergence properties, the fact that
the duality pairing of a norm convergent and a weakly convergent sequence converges
and the fact that the norm is a weakly lower semi-continuous function yield
0 ≤ 〈Ak(w), w − yk〉 − 〈χk, w〉 − 12‖y¯k(T )‖
2
H +
1
2‖y0‖
2
H − 〈f(0, z), y¯k〉
when passing to the limit n′ →∞. We insert a zero and get an equivalence to
0 ≤ 〈Ak(w)− χk, w − y¯k〉 − 〈χk, y¯k〉 − 12‖y¯k(T )‖
2
H +
1
2‖y0‖
2
H − 〈f(0, z), y¯k〉.
Plugging in the identity (B.10) into the previous estimate gives
0 ≤ 〈Ak(w)− χk, w − y¯k〉+ 〈∂ty¯k, y¯k〉 − 12‖y¯k(T )‖
2
H +
1
2‖y0‖
2
H
≤ 〈Ak(w)− χk, w − y¯k〉.
As in [93, p. 175 f.] we note that the estimate holds for the particular choice w = y¯k−λψ
with λ > 0 and ψ ∈ L2((0, T ),V) ∩ L∞(ΩT ) as w is arbitrary, which yields
〈Ak(y¯k − λψ)− χk, ψ〉 ≤ 0.
The Lipschitz continuity of fk(·, z) : L∞(ΩT ) → L∞(ΩT ) implies that we can pass to
the limit λ→ 0 in the equation above and obtain
〈Ak(y¯k)− χk, ψ〉 ≤ 0
for every ψ ∈ L2((0, T ),V) ∩ L∞(ΩT ), which gives χk = Ak(y¯k) in L2((0, T ),V∗), see
[93, p. 176]. Consequently, the vector y¯k solves the truncated IVP (B.11) and satisfies
the estimate (B.7). We choose k0 ≥ K1(1 + ‖y0‖L∞(ΩT ) + ‖f(0, z)‖Lq(ΩT )) and obtain
the identity fk0(y¯k0 , z) = f(y¯k0 , z) and the fact y¯k0 solves (3.4), which is what we set
out for, see [93, p. 176].
Norm estimates We finish with a bootstrapping argument: if y solves the IVP (3.4),
it also solves
∂tw +Aw + aw = −f(0, z) in ΩT , w|∂Ω = 0, w(0) = y0
if we define a(t, x) :=
∫ 1
0 ∂yf(θy, z) dθ ≥ C0. Here, the boundedness from below stems
from Assumption 3.11. Furthermore, we remember that −f(0, z) ∈ Lq(ΩT ) and can
apply Proposition B.46 to establish the desired norm estimates, see [93, p. 176].
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Acronyms
ACP Abstract Cauchy Problem
BV Bounded Variation
BVP Boundary Value Problem
CIA Combinatorial Integral Approximation
DAE Differential-Algebraic Equation
ESRC Elliptic Subproblem in (RC)
FTC Fundamental Theorem of Calculus
IP Integer Program
IVP Initial Value Problem
IBVP Initial Boundary Value Problem
MILP Mixed-Integer Linear Program
MINLP Mixed-Integer Nonlinear Program
MIOCP Mixed-Integer Optimal Control Problem
MIPDECO Mixed-Integer PDE-Constrained Optimization Problem
MPEC Mathematical Program with Complementarity Constraints
MPVC Mathematical Program with Vanishing Constraints
NFR Next-Forced Rounding
OCP Optimal Control Problem
ODE Ordinary Differential Equation
PDE Partial Differential Equation
RNP Radon-Nikodym Property
SUR Sum-Up Rounding
SOS1 Special Ordered Set of Type 1
VOC Variation of Constants Formula
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