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Fair Hash Distribution with Minimum Failover Disruption
ABSTRACT
The present disclosure provides systems and methods for using a unique identifier (or
hash thereof) to determine where a workload should be scheduled, while also ensuring
that failover events cause the minimum theoretical disruption. Additionally using the
priority ordering of less-preferred (offline) nodes to determine the next-most-preferred
node. This reduces the amount of randomness required to prioritize a workloads’ nodes
while maintaining a fair distribution.
DETAILED DESCRIPTION
At its core, the present algorithm is intended to distribute discrete “workloads” across
“nodes”.
Definition of terms:
• Workload - Single indivisible unit of work. (For example: a file, packet, or
container.)
• Node - Target for a workload to run on. (For example: a disk, switch, or server.)
• Online/offline - Node which is/not available to handle workloads.
• Randomness - a random number in the range [0, randomness). Equivalent to
2^entropy.
• Entropy - bits of randomness available in random source. Equivalent to
log2(randomness).
This algorithm is designed to work in the following situations:
1. Each workload has an immutable unique identifier.
2. All nodes are well-known & sequentially numbered.
3. There is no central controller managing distribution of workloads.
4. It is desirable to evenly (or pseudo-evenly) distribute workloads across nodes.

Summary:
•

•

Each workload’s unique identifier is used to select a primary node, a secondary
node, a ternary node, etc. until all nodes are accounted for.
o Note that this node ordering (sorted from most-preferred to least-preferred)
may be deterministically calculated by any interested party.
A workload is always scheduled to its most-preferred online node.
o Note that nodes coming online or going offline may change where a
workload is scheduled.

The benefits of this solution:
• The appropriate node for a given workload is easily determined based on which
nodes are offline.
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•
•
•

•

o It is not a requirement to maintain a list of offline nodes. (A “Client” may try
the primary node, then secondary, etc. ) (Optimizations by tracking offline
nodes are outside the scope of this document.)
When a given node goes offline (or comes online), only workloads which prefer
this node will need to be migrated. Thus, there is no disruption to unaffected
workloads.
Minimal overhead (compare to hash rings).
Minimal entropy required in workload ID (see naive vs our implementation); this
increases the ratio of nodes to identifier bits, reducing the overhead of a large
identifier when the number of nodes must be large, and increasing the maximum
number of nodes when the identifier must be small.
No centralized control is needed to manage workload distribution.
o No single point of failure.
o No need to scale another component.
o For time-sensitive applications, certain requests to another component may
be avoided.

How it works:
Given n nodes, and using a workload’s unique ID (or a hash thereof) as a random source:
(See behavior of rand() and recoverRand() below.)
Previous solution:
1. Choose a primary node with rand(n), then a secondary with rand(n-1), ternary with
rand(n-2), etc.
This requires n*(n-1)*(n-2)*… …*3*2 = n! randomness, or log2(n!) bits of entropy.
Current solution:
1. Choose the primary node using rand(n).
2. For all remaining nodes:
a. Choose the next node using rand(n-numChosen)
b. Determine how many of the previously chosen nodes this node’s ID is lessthan (<).
c. Put
this
number
back
into
the
random
source
with
recoverRand(numLessThan, numChosen)
Reasoning for the “recovery” of randomness: (See hash-distribution.drawio)
• When multiple nodes are offline, the order in which they went offline is unimportant.
• When (for example) both nodes A and B are offline, workloads which prefer A over
B can be distributed to half the remaining nodes while those which prefer B over A
may be distributed to the other half.
• This allows us to “reclaim” or “reuse” randomness, reducing the amount of entropy
that is required to maintain an even distribution of workloads across all nodes.
Note that the exact amount of entropy required for a perfectly even distribution is not
easily expressed because it involves divisibility of the recovered randomness.
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Theoretically though, an even distribution will require slightly more than 2^n randomness,
or n bits of entropy.
See Figure 1 for a graph of naive, exact, & theoretical entropy.
Implementation of rand(max):
1. Take source number mod max (ret := *source % max)
2. Divide source number size by max (*source /= max)
3. Return value from step 1. (return ret)
Note that this consumes the available randomness without ever re-using it. (“source”
becomes smaller)
Implementation of recoverRand(val, max):
1. Multiply source by max & then add val (*source = *source * max + val)
Note that this increases the available randomness. (“source” becomes larger)
Extended explanation of failover:
Whenever a node goes offline, all workloads which are scheduled to that specific node
need to be moved. This is done by moving each workload from this (now offline) node to
its next-most-preferred node. Conversely, whenever a node comes online, all workloads
which prefer this (now online) node over their current node need to be moved.
Whenever a given node comes online or goes offline, only workloads which prefer that
node over all the other online nodes will be moved. Assuming that the workloads’
identifiers are evenly distributed, and n is the current number of online nodes, 1/n of the
workloads will change node. (For pseudo-random identifiers, 1/n is of course an
approximate.) Assuming an even distribution, this is the best possible case, with the
minimum theoretical number of workloads being moved during failover & recovery.
The exact details of the procedure by which nodes go offline & come online, as well as
the procedure by which workloads are moved, are implementation specific. In a simple
case (for example, distribution of packets across multiple network paths), incoming
workloads (packets) may simply be sent to the most-preferred online node (available
network path), without considering any past online/offline state.
In a more complex scenario (for example, distribution of jobs across servers), moving
workloads may require saving & loading state, delayed or staggered moves, and
consideration of how to handle connected components while the move is underway.
Further discussion of such implementation details are outside the scope of this document.
Benefits of the present solution:
When compared to “simple modulo distribution over all nodes; rand(n)”, the present
solution pre-determines how failover will occur for each workload (by having ordering all
nodes from most- to least-preferred), this means that:
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•
•

Unaffected workloads are never moved when a node goes offline or comes online.
Only the maximum possible number of nodes needs to be known, not the current
list of online nodes.

When compared to “Hash Rings”, the present solution:
• Requires only sufficient memory to perform arithmetic & return the result; does not
require a “ring” lookup structure.
• Only requires the maximum number of nodes, not a list of currently-online nodes.
• Distributes workloads with greater fairness as the number of workloads increases,
with no effect on space complexity.

Figure 1
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Figure 2

Figure 3
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Figure 4

Figure 5

It will be appreciated that some embodiments described herein may include one or more
generic or specialized processors (“one or more processors”) such as microprocessors,
digital signal processors, customized processors, and Field-Programmable Gate Arrays
(FPGAs) and unique stored program instructions (including both software and firmware)
that control the one or more processors to implement, in conjunction with certain nonprocessor circuits, some, most, or all of the functions of the methods and/or systems
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described herein. Alternatively, some or all functions may be implemented by a state
machine that has no stored program instructions, or in one or more Application-Specific
Integrated Circuits (ASICs), in which each function or some combinations of certain of the
functions are implemented as custom logic. Of course, a combination of the
aforementioned approaches may be used. Moreover, some embodiments may be
implemented as a non-transitory computer-readable storage medium having computerreadable code stored thereon for programming a computer, server, appliance, device,
etc. each of which may include a processor to perform methods as described and claimed
herein. Examples of such computer-readable storage mediums include, but are not
limited to, a hard disk, an optical storage device, a magnetic storage device, a ROM (Read
Only Memory), a PROM (Programmable Read-Only Memory), an EPROM (Erasable
Programmable Read-Only Memory), an EEPROM (Electrically Erasable Programmable
Read-Only Memory), Flash memory, and the like. When stored in the non-transitory
computer-readable medium, the software can include instructions executable by a
processor that, in response to such execution, cause a processor or any other circuitry to
perform a set of operations, steps, methods, processes, algorithms, etc.
Although the present disclosure has been illustrated and described herein with reference
to preferred embodiments and specific examples thereof, it will be readily apparent to
those of ordinary skill in the art that other embodiments and examples may perform similar
functions and/or achieve like results. All such equivalent embodiments and examples are
within the spirit and scope of the present disclosure.
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