In this paper I propose a generalization of the exponential smoothing (ES) model by making two new assumptions about the form that the ES forecast function takes. First, I make the smoothing coefficient a function of (possibly a lag of) the observed time series and, second, I allow the one-step ahead forecast to be a weighted average of the last forecast and an unknown function of the last observation. These two assumptions greatly enhance the usefulness and applicability of ES as a filtering and forecasting method, as they allow for data-dependent updating of the smoothing coefficient and can handle nonlinearity. Neither of these features is available in the context of the standard ES model. The inference problem is nonparametric and I estimate the approximation parameters of the model using kernel weighting and local nonlinear least squares. I establish the sampling properties of the local estimators under a set of conditions that is commonly used in the nonlinear/nonparametric literature. A model selection procedure, based on generalized cross-validation, is also given.
Introduction
Exponential smoothing (ES) is one of the earliest, see [16] and [3] , and popular methods used in time series filtering and forecasting. ES has an intuitive and practical appeal because of its underlying idea of learning and adaptation to new information, and because of its ease of implementation. The ES forecast function can be postulated ad hoc or derived from a statespace model usually refered to as a 'local level' model, as in [13] , or a 'first-order polynomial' dynamic linear model, as in the Bayesian context in [12] . 1 If the data generating process follows such a model then ES produces 'optimal', i.e. minimum mean-squared error (MSE), forecasts.
In the above context, the ES forecast function is derived to be a weighted average of the last forecast and the last observation. The weight, also known as the smoothing coefficient, can be either time-varying or constant and essentially depends on the ratio of the state variance over the observational variance. The case of a constant smoothing coefficient corresponds to the steady-state (limiting) form of the forecast function. 2 In this paper I propose a generalization of the ES model by making two new assumptions about the form of the ES forecast function. Specifically, I assume that the smoothing coefficient is time-varying and only locally constant, and I allow the forecast to depend not just on the last observation but on an unknown function of the last observation. These two assumptions potentially increase the usefulness and applicability of ES as a filtering and forecasting method.
In the first assumption, the smoothing coefficient is taken as locally constant but not across 1 The 'local level' nomenclature appears to be appropriate as it accurately describes the assumed property of a locally constant mean for the observed time series.
2 Previous work on ES-type models with time-varying, parametric functional smoothing coefficients (not in the context of the 'local level' model) includes [2] , [14] and [15] . A discussion of the constant smoothing coefficient ES model in the context of nonparametric regression is given in [10] . Finally, local linear forecasting, in the context of independent observations, was considered in [17] . the time space. Rather, 'locally constant' here is being used in a nonparametric sense and the smoothing coefficient is taken as constant for observations that are within a certain range of values. This assumption implies a particular way of incorporating information into the forecasts as new observations arrive. The second assumption essentially allows the application of the ES method in the context of nonlinear time series, which was not explicitly considered in previous studies. In what follows I call the resulting new model a local functional ES (LFES) model. As it combines local and global approximations, it can be thought of as belonging to the class of 'functional coefficient' time series models, see for example [4] and [5] . In addition, if the forecast function coincides with the appropriate conditional expectation then the underlying data generating process takes the form of a functional coefficient, nonlinear autoregression. The inference problem is nonparametric and I estimate the approximation parameters of the LFES model using kernel weighting and local nonlinear least squares, with the unknown function being approximated by a low-order polynomial. 3 Note that the ES assumption of a constant smoothing coefficient becomes now a testable hypothesis, which can be tested using a bootstrap-based test following the results in [9] . Since the inference problem involves kernel weighting and a polynomial approximation, the degree of local averaging (needed for obtaining the locally constant smoothing coefficient) and the order of the approximation should also be infered from the data. To do so, I suggest an extension of the generalized cross-validation procedure in [23] suitably adapted to the present context. The rest of the paper is organized as follows. In section two I discuss the set-up, assumptions, estimation and sampling properties of the LFES model. In section three I illustrate the potential of the LFES model using four real economic data series. Finally, section four has some concluding remarks and possible extensions to the current work. Proofs and tables are given in the appendix.
The LFES model 2.1 Model Set-up
Let x t def = {x t (ω) : t ∈ N + , ω ∈ Ω} be a real-valued stochastic process defined on a complete probability space (Ω, F, P). Let the nested sequence of σ-fields
where F 0 = (∅, Ω) and F t def = σ(s ≤ t), and suppose that one is interested in obtaining a forecast for x t+h , at forecast origin t and for some forecasting horizon h ≥ 1. A number of alternative options are available in forming this forecast, the most common of which is to obtain the minimum MSE forecast, given by the conditional expectation E [x t+h |F t ]. In forming such a forecast, a plausible model needs to be postulated for the data generating process and, in most cases of practical interest, a number of such models may fit the data well and produce similar MSE forecasts. The ES forecasting formula provides such a model and I build upon an extended version of it in what follows. Let the forecasting horizon be h = 1 and denote by x t t+1 ≡ x t t+1 (θ t ) the one-step ahead forecast of x t+1 , with θ t being a (p × 1) vector of, possibly time-varying, unknown parameters. 4 Assume that the data for x t+1 are follow the generic model:
(1) with ξ t t+1 denoting the one-step ahead forecast error. If the forecast x t t+1 happens to be the minimum MSE forecast then ξ t t+1 would form a martingale difference sequence.
To put the LFES model in perspective, I first review the ES forecast function obtained from the 'local level' model mentioned in the introduction. The data generating process is given, in state-space form, by:
where µ t+1 is the unobservable state (or 'signal') of x t+1 and where (² t+1 , η t+1 ) are independent, normal white noise processes with possibly time-varying variances (σ 2 ²t , σ 2 ηt ) respectively. In the context of a 'structural' model, as in [13] , the state and observational variances are assumed to be constant, while in the Bayesian context in [12] , the variances can be time-varying. In this context, the parameter vector is θ t
It is straightforward to see that the one-step minimum MSE forecast is given by x t t+1 def = µ t and that the corresponding forecast error is given
An application of the Kalman filter (or Bayesian) updating equations results in the ES-type representation of the forecast, as a function of θ t , as:
where the smoothing coefficient τ t is given by τ t In the context of the 'local level' model of equations (2) and (3), the smoothing coefficient τ t can be time-varying but has no additional structure. I will now take the forecast function of equation (3) as my starting point without further reference to the underlying 'local level' model.
To incorporate the first new assumption, of a time-varying but locally constant smoothing coefficient, I make τ t a function of some past value of the observed time series and write τ t
to be an unknown function, restricted inside (0,1), which will be later specified to be locally constant in an interval of values around some evaluation point x. This assumption introduces data-dependent updating of the smoothing coefficient. Consider now the following extension of the ES forecast function in equation (3), defining the LFES model:
where e
takes the position of the forecast error in the ES formula. Here f (x t ) incorporates the second new assumption and accomodates nonlinearity; it is also assumed to be an unknown function, without further restrictions on its structure. Note that the first computable forecast is x d+1 d+2 , and therefore I set x d d+1 ≡ x d+1 . Finally, as given in equation (4) above, the forecast function is a global one, although without further structure is not operational. The additional assumptions needed for making the LFES operational are given in the next subsection. 6 Comparing the specifications in equations (3) and (4) one can see that there are two major differences between them. First, in the context of equation (3) the smoothing coefficient varies with t but its evolution is not related to the evolution of the observed time series itself but only with the prior variance of the forecast. This may not always be a desirable specification, as one can conceive situations where a different smoothing weight should be applied based on the level, or a range of values, of the observed series. Second, it is clear that the ES formula in equation (4) can accomodate nonlinearities of unspecified structure in the forecast while the ES in equation (3) cannot. The extend to which a linear specification is sufficient 5 The delay parameter d is a feature that is commonly found in functional coefficient time series models. 6 A submodel of potential practical interest would be to consider the standard ES forecast function but with smoothing weight given by τ (
can now be determined from the data instead of imposing linearity a priori. In summary, the proposed ES equation preserves all the properties found in the standard ES equation but improves its modeling potential by allowing additional flexibility in the evolution of the smoothing coefficient and by incorporating nonlinearity in the data generating process.
Remark 1. Note that the smoothing coefficient τ (·) can be made a function of a transition variable that is different from the time series that is being forecasted. This is a feature that is found in functional coefficient time series models and it has been used previously in the ES literature, see [14] and [15] . For example τ (·) may depend on ξ t−1 t or may depend on the sign
t . It can also be an exogenously determined variable. It is straightforward to adapt the assumptions of the next section to account for such a modification.
The recursive nature of the ES formula allows expressing the forecast in equation (4) as a function of all past observations. In doing so, define the composite coefficient obtain:
For large t the leading term in the forecast function becomes negligible, due to the limiting property of the composite coefficient β t−d−1 . In the context of a nonlinear time series, the LFES model of equations (4) and (5) should have a better forecasting performance than the standard ES model, and it can potentially provide forecasting improvements over other types of nonlinear time series models.
Remark 2. An alternative way of presenting the forecasts of equations (4) and (5) 
is a matrix with a ii = 1, a ij = −τ (x i ) for i > 1 and i = j +1, and zero elsewhere,
Assumptions, Estimation and Sampling Properties
In making the LFES forecast function operational and in examining the sampling properties of the model requires certain assumptions about the nature of the forecast itself (i.e. whether is a minimum MSE forecast or not), about the nature of the underlying process x t and about the nature of the approximations of the unknown functions f (·) and τ (·). A plausible and convenient set of such assumptions, not the weakest possible, is given next.
A0. x t is strictly stationary, α-mixing (strong mixing) and uniformly bounded, i.e. it takes A1. The marginal density of x t , denoted by ϕ(x), is twice continuously differentiable, absolutely integrable and it and its derivatives are bounded away from zero for all x ∈ X.
A2. f (x) : X → X is a continuous and piecewise smooth function. Uniform boundedness and the Weierstrass approximation theorem imply that there exists an ε positive and arbitrarily small, an integer k ≥ 0 and a (k+1×1) parameter vector
A3. τ (x`) : X → (0, 1) is a continuous, bounded function that is locally constant and equal to τ 0 (x) ≡ τ 0 in the vicinity of an interval of length`> 0 around a value x ∈ X. That
consider the LFES forecast function:
where e t−1
. Assumptions A2 and A3 implies that for all x`∈ I`(x) the above LFES forecast can take the place of the forecast function in equation (4) with arbitrarilly small approximation error. It is further assumed that:
(ii) The forecast error ξ t t+1 forms a martingale difference sequence where E
a.s., and
Strict stationarity and strong mixing are frequently used in the nonparametric/nonlinear time series literature, see for example [1] , [4] , [8] , [23] . Boundedness is used for the polynomial approximation in assumption A2 and implies the existence of higher order moments for x t ; see also the discussion about compactness of the state-space (the space of the smoothed/predicted values) in [14] and [15] . The exponential rate of decay of the mixing coefficients can also be relaxed, however it is retained for simplicity. Assumption A1 ensures the applicability of a number of results, like bounded convergence, that require the use of the marginal density of x t . Assumption A2 imposes smoothness conditions on f (·) that allow for its polynomial approximation with arbitrarily small approximation error. Assumption A3 implies a local approximation of the smoothing function τ (·) by a constant, which is determined by observations in the interval I`(x). The interval length`will thus play an important role in producing efficient forecasts. Finally, assumption A4 uses assumption A3 to substitute the global forecast function of equation (4) with the locally optimal forecast function of equation (6) . The assumption of MSE optimality allows for the derivation of the sampling properties of the estimator of the local parameter vector θ 0 . This local approximation of the global forecast function does not create any problems because of the recursive nature of ES: the local forecasts can be used to recursively compute the appropriate global forecasts; see the discussion at the end of this subsection.
In practice neither the approximating coefficient vector π 0 nor the smoothing coefficient τ 0 will be known (even if k is assumed to be known). Therefore, they need to be estimated from the data by an appropriate procedure. The nature of the problem suggests that, for some fixed values of (x, k), an estimator of θ 0 can be obtained by local nonlinear least squares, with having the role of bandwidth. Suppose that n is the number of available observations and let K(ψ) denote an appropriate kernel function. The local nonlinear least squares objective function, denoted by S n (θ), is given by the kernel-weighted sum of squares of the forecast errors:
where
differentiable in θ, due to the continuity of x t t+1 (θ), and F n -measurable. The local nonlinear least squares estimator b θ n (x) ≡ b θ n and the corresponding one-step ahead forecast are given by:
The number of data points that lie within`is thus equal to n`and, effectively, only these observations are used in estimating the parameters (and forming the forecasts). As in a standard nonparametric context, an appropriate choice of`should involve a balancing between bias and variance, i.e. over and under-smoothing. For a slowly varying series one would expect that a relatively larger bandwidth would be required, in order to include as many observations as for a fast varying series, in estimating the parameters.
In addition to assumptions A0 through A4, the following ones are needed in establishing the sampling properties of the estimator b θ n and the local forecast
A5. The interval length`depends on n, that is`≡`n and moreover`n → 0 and n`n → ∞ as n → ∞.
A6. K(ψ) is a bounded density with bounded support
A7. The local parameter vector θ 0 lies in the interior of a compact set Θ ⊂ R p , for all x ∈ X.
A8. Let c n (δ) be defined as:
There exist null sequences {ζ n : ζ n > 0, n ≥ 1} and {δ n : δ n > 0, n ≥ 1} such that, for all x ∈ X, the sets E n def = {ω ∈ Ω : c n (δ n ) > ζ n } obey P(E n ) ≤ 2ζ n and therefore
Assumptions A5, A6 and A7 are standard ones about the behavior of the bandwidth, the properties of the kernel function and the parameter space. Assumption A8 (see proposition 3, p. 282 in [7] ) is required for establishing the pointwise consistency of b θ n .
In applications the estimator b θ n can be obtained with the aid of any optimization routine that supports bounds on the parameters being estimated, for constraining b τ`to be inside the unit interval. The basic algorithm involves one loop for the computation of the one-step ahead forecasts and another loop over an appropriate grid of x values. The following propositions (whose proofs are given in the appendix) summarize the sampling properties of the b θ n and the corresponding one-step ahead forecast x t t+1 ( b θ n ).
Proposition 1.
Consider the LFES forecast function of equations (4) and (6) . Under assumptions A0 through A8, and for a given x ∈ X, the local nonlinear least squares estimator b θ n and the corresponding one-step ahead forecast x t t+1 ( b θ n ) are pointwise consistent for the local parameter vector θ 0 and the local forecast x t t+1 (θ 0 ), in the sense that:
Proposition 2. Let let g t t+1 (θ) def = ∂x t t+1 (θ)/∂θ denote the gradient (row) vector of the LFES forecast function and define the composite vector process δ t+1
Let the non-singular (p×p) matrix V be defined as V def = Eδ d+1 δ 0 d+1 and the non-singular (p×p)
. Then, under assumptions A0 through A8, and for a given x ∈ X:
2.1 the asymptotic sampling distribution of the local nonlinear least squares estimator b θ n is given by:
The corresponding sampling distribution of the one-step ahead forecast x t t+1 ( b θ n ) is then given by an application of the delta method as:
where σ 2
2.2 For computing confidence intervals for the forecasts, the matrices V and U can be consistently estimated by:
respectively, with b θ n taking the place of θ 0 in g t t+1 (θ 0 ) and δ t+1 .
Due to the recursive nature of the forecast function, I only need to examine the pointwise asymptotic properties of the local estimator and the corresponding forecast. Iterating the minimization of S n (θ) over all x in X def = {x d+1 , x d+2 , . . . , x n−1 , x n }, one obtains a sequence of n − d estimators from which the global forecasts b x t t+1 can be computed recursively. To illustrate, suppose that d = 1 and note that the forecasts are always initialized using 
Therefore, the local forecasts of equation (6) are recursively used to obtain the global forecasts of equation (4).
Model selection
In practice, k and`as well as the delay parameter d will not be known and will have to be infered from the data. Suppose first that d is fixed and that k and`are to be jointly determined. As k is the order of an approximating polynomial, it is already known that as it increases the (in-sample) forecast error variance:
will decrease, for any given value of`. Therefore, an order selection criterion that combines V k,`( d) and a penalty factor for overparametrization needs to be used in choosing k along with , like the Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC).
For example, the BIC criterion will be given by:
Consider the following generalized cross-validation procedure, which is an adaptation of the one described in [23] , that can be used to determine an appropriate pair of values for (k,`). 7
It is specifically geared towards out-of-sample forecasting performance. (14), for the out-of-sample observations, I can now choose the 'optimal' k * and` * as: [19] , the GDP data are from [6] and the IP data were downloaded from the Fereral Reserve Bank of St. Louis online database.
Finally, the quarterly series for the UR were previously analyzed in [18] and [20] .
The linear AR models take the standard form of x t = φ 0 + P k j=1 φ j x t−j + ξ t−1 t and were estimated by least squares using mean-corrected data. The model order was chosen by the BIC criterion. Using the selected model order, each series was tested for nonlinearity using the F -type test in [22] . The results of the nonlinearity tests are discussed below. The TAR models are given by:
where d denotes the delay parameter, r denotes the threshold value and x t−d is the transition variable. They were also estimated by least squares (with a constant term). The order of the model, the value of the delay and the value of the threshold were jointly selected using the BIC criterion. The threshold was searched over the interquartile range of the data in increments of 0.05. Finally, the FCAR models are given by:
where d is again the delay parameter and the coefficients φ(·) are smooth functions of the transition variable. The coefficients were estimated using the local linear regression approach in [4] . The order of the model, the value of the delay parameter and the bandwidth were also jointly selected using the method described in the previous section, by leaving out the last 20 observations and minimizing the BIC criterion. The polynomial approximation order and the value of the bandwidth for the LFES model were also jointly selected by the method of the previous section, again by leaving out the last 20 observations. For both the FCAR and the LFES models the data were demeaned prior to estimation. Table 1 (2) model and is the second-best BIC model. However, the estimated coefficients of the FCAR model are not really time-varying (they are the same up to the fourth digit after the decimal, as is the smoothing coefficient of the LFES). Therefore, the additional MSE reduction obtained by the FCAR model should be due to the extra lag used. The TAR model may also not be appropriate here, as there is no strong evidence of nonlinearity. The selected threshold value is r n = 0.0035, which is slightly above the first quartile of the data (0.0037). The estimated TAR coefficients are b φ 
Concluding Remarks
In this paper I propose a generalization to the ES model that incorporates two new assumptions.
First, the smoothing coefficient is made a function of (possibly a lag of) the underlying series and, second, the one-step ahead forecast is made a weighted average of the last forecast and not and using A4, A6 and strict stationarity gives:
It follows from A0, A1, A5, A6 and the bounded convergence theorem that lim n→∞`− 1 EK(ψ 1 ) = ϕ(x) and thereforeS n (θ 0 ) converges to a non-random limit:
Next, re-write equation (5) as:
Consider the composite process ζ t+1 essentially estimates ϕ(x) and A0, A5 and A6, coupled with standard convergence results from kernel density estimation, imply that
. It therefore follows that
Define the composite process w t
, with arbitrary θ ∈ Θ, and note that it can be written as:
where a(θ 0 , θ)
. It follows that w r t is a function of x rk t , for r ≥ 2, and of successive cross-products x i t x j t−s , for s ≥ 1 and i + j ≤ rk. Consider next the objective function evaluated at θ, and note that it can be written as:
where the second and third terms in the right-hand side are given by:
The composite process χ t+1 
t is strictly stationary with the same mixing coefficients as x t . Since strict stationarity and mixing imply ergodicity, the convergence of C n (θ 0 , θ) requires that E|ω t | < ∞. However, A0 and A6 imply that E|ω t | ≤ K 1 Ew 2 t < ∞ and the ergodic theorem applies so that C n (θ 0 , θ) → p C(θ 0 , θ), where
Since C(θ 0 , θ) ≥ 0, with the equality being valid only when θ 0 = θ, I can use A7, A8 and proposition 3, p. 282, in [7] to establish the pointwise consistency of b θ n as follows. Define the non-negative function K(θ 0 , θ) as:
which attains its minimum when θ 0 = θ. From the previous discussion I have that that S n (θ) → p K(θ 0 , θ) and therefore K(θ 0 , θ) is a contrast function. Since b θ n is a minimum costrast estimator assumptions A7, A8 and the continuity of S n (θ) imply that b θ n → p θ 0 and the estimator is thus pointwise consistent. By the continuity of the local forecast function it then follows that
Proof of Proposition 2. Consider the following relationships for the gradient (expressed as a row vector) and the Hessian elements of the local forecast function x t t+1 (θ):
Note that all the above equations take the form of a stable, first order difference equation, since it is assumed that τ`is restricted inside the unit interval. As such, they depend on the current and past values of x t . Using equations (a.8) and (a.9) define the (1 × p) gradient vector
(θ)/∂θ, and using equations (a.10), (a.11) and (a.12) define the (p × p) hessian matrix h t t+1 (θ) = ∂g t t+1 (θ)/∂θ 0 . Applying a mean value expansion of ∂S n ( b θ n )/∂θ around θ 0 I then obtain:
Consider first the rightmost term in equation (a.13) and define the vector process δ t+1 
