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Abstract. In a nonlinear model, the linearization and quadratization domains are con-
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Introduction
In [K1], the problem of linearization of nonlinear regression models is solved and
the linearization domains are defined. Quadratization domains are indicated in [K2].
The domains mentioned are of several kinds (with respect to bias, dispersion, etc.).
It is not quite clear which of these domains is the most important. Regarding some
experience in the analysis of several simple nonlinear regression models (see [Pu]),
the linearization domain for the bias seems to be important.
If the linearization domain for the bias is not sufficiently large, then two possibili-
ties occur. Either a quadratic estimator, or a procedure given in [Pa] must be used.
Since the quadratic estimator defined in [K2] is simple, it is of some importance to
recognize whether the quadratization domain (for the bias) is sufficiently large, or at
least, whether it contains the linearization domain.
The aim of the paper is to find conditions under which the above mentioned
inclusion occurs. To do this, it is necessary to find a suitable expression for the
characterization of the domains. This characterization is given in Definition 1.1, the
conditions can be found in Proposition 2.1
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1. Definition of the domains
Let Y be an n-dimensional normally distributed random vector with E[Y ] = f(β),
Var[Y ] = Σ, where f :  k →  n is a known function with continuous second deriv-
atives, β ∈  k is an unknown parameter and Σ is a known positively definite (p.d.)
matrix. We assume that the true value of the parameter lies in a neighbourhood O
of a chosen point β0 ∈  k (we suppose below that β0 = 0) and that within O the
function f has the form













f0 = f(β0), F =
∂f(β)
∂β′ |β=β0 is a full rank matrix in columns, Hi =
∂2fi(β)
∂β∂β′ , i =
1, . . . , n.
Let us consider the linear estimator of the parameter β̂ = C−1F ′Σ−1(Y − f0),
where C = F ′Σ−1F , and the quadratic estimators
ˆ̂






























defined in [K2]; here CS = F ′(Σ + S)−1F and {S}i,j = 12 Tr(HiC−1HjC−1). Let
b̂(β), ˆ̂b(β) and b̃(β) be the bias of the estimators β̂, ˆ̂β and β̃, respectively.
In [K1] and [K2], the linearization domains (with respect to the bias) and, respec-
tively, the quadratization domains are defined as sets O ⊂  k such that
(i)








∀h ∈  k |h′b̃(β)|  c
√
h′C−1h
hold for β ∈ O. Here c is a criterion parameter, chosen by a statistician. The aim is




x′Cx. We will use the Bates-Watts parameter effect and intrinsic











where ‖x‖2Σ−1 = x′Σ−1x, PF = FC−1F ′Σ−1 is the orthogonal projector onto the
subspaceM(F ) ⊂ ( n , ‖.‖Σ−1), spanned by the columns of the matrix F , andMF =





First, we prove some auxiliary statements.
Lemma 1.1.
(a) b̂(β) = − 12C−1F ′Σ−1κβ and Var[β̂] = C−1.
(b)
ˆ̂
b(β) = −C−1S F ′(Σ + S)−1


β′H1b̂(β) + 12 b̂(β)
′H1b̂(β)
...




and Var[ˆ̂β|β = 0] = C−1S .
(c)
b̃(β) = −C−1F ′Σ−1


β′H1b̂(β) + 12 b̂(β)
′H1b̂(β)
...




and Var[β̃|β = 0] = C−1 + C−1F ′Σ−1SΣ−1FC−1.
The proof of (b) and (c) can be found in [2], the proof of (a) is easy.




























Lemma 1.3. Let A be a symmetric and W a p.d. k × k matrix. Then
sup
‖x‖W=1,‖y‖W=1
|x′Ay|  2 sup
‖x‖W=1
|x′Ax|.
















Now let A be an arbitrary symmetric matrix. Then there exists a nonsingular
matrix R such that R′AR = Λ = diag(λ1, . . . , λk) and W = (R−1)′R−1. Let λ1 
. . .  λs  0 and 0  λs+1  . . .  λk and let us denote z = R−1x, u = R−1y,































Lemma 1.4. If ‖β‖C  M then ‖b̃(β)‖C  (Kpar)2M3 + 18 (Kpar)3M4.
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β′H1b̂(β) + 12 b̂(β)
′H1b̂(β)
...





























































Further, let K(l) =
n∑
i=1
























































































































Lemma 1.5. Let R(x) =
∑




















































 . Let L be a nonsingular matrix such that B = LL′. Then
Tr(AB) = Tr(ALL′) = Tr(L′AL) =
∑
ηi,
































−1, and ∀iλi  d1, where
d1 = k
2((K int)2 + (Kpar)2).
 . Let Σ = UU ′. Then
U−1(Σ + S)(U ′)−1 = I + U−1S(U ′)−1.
Let λ1  . . .  λn  0 be the eigenvalues of the matrix U−1S(U ′)−1, and qi,
i = 1, . . . , n the corresponding eigenvectors. Then





U ′(Σ + S)−1U = (U−1(Σ + S)(U ′)−1)−1



























U−1 = (U ′)−1U−1 = Σ−1.
Moreover, λi = q′iU











−1zi = q′iqi = 1. Let x ∈  n be an arbitrary vector such that ‖x‖Σ−1 = 1.







































































= k2((K int)2 + (Kpar)2).

Lemma 1.8. Let ‖x‖1 = x′Σ−1x and ‖x‖2 = x′(Σ+ S)−1x. Let d = 11+d1 . Then
d‖x‖21  ‖x‖22  ‖x‖21















and d  11+λi  1. The rest of the proof is obvious. 
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Lemma 1.9. If ‖β‖C  M , then ‖ˆ̂b(β)‖CS  KparS (KparM3 + 18 (Kpar)2M4),
where KparS is the parameter effect curvature for the inner product 〈x, x〉 = x′(Σ +
S)−1x.
 . The statement of the lemma can be proved similarly as Lemma 1.4,
using the fact that according to Lemma 1.8
β′CSβ = β′F ′(Σ + S)−1Fβ = ‖Fβ‖2(Σ+S)−1
 ‖Fβ‖2Σ−1 = β′Cβ.

Proposition 1.1.





then |h′b̃(β)|  c
√
h′C−1h ∀h ∈  k .












h′C−1S h ∀h ∈  k .
 . (a) The equivalence
|h′b|  c
√
h′C−1h ∀h ⇔ ‖b‖C  c
following from the Schwarz inequality, will be used. Now, by Lemma 1.4, for ‖β‖C 
M̃(c) we have




(b) The same as (a). 
Now, we can define the linearization and quadratization domains as follows:
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Definition 1.1. The linearization domain is
Ô(c) =
{






The quadratization domains are
Õ(c) = {β : ‖β‖C  M̃(c)}
and
ˆ̂O(c) = {β : ‖β‖C  ˆ̂M(c)}.
2. Linearization vs. quadratization
Now we have an expression for the domains, which allows us to compare easily
the linearization and quadratization domains.
Proposition 2.1. If 0 < c < 2(9−4
√
5)
Kpar , then Ô(c) ⊂ Õ(c).
 . It is obvious that Ô(c) ⊂ Õ(c) iff M̂(c)  M̃(c). The function p(M) =
(Kpar)2M3+ 18 (K
par)3M4 is increasing for M > 0, i.e. ∀M , M  M̃(c) ⇔ p(M) 













The last inequality implies that 1− 12Kparc  0, i.e. c  2Kpar . Further,
2
√




(Kpar)2c2 − 9Kparc+ 1  0.









0.11, the quadratization domain Ô is larger than the linearization domain for all
0 < c < 1.
It is clear that the estimator β̃ is more suitable for practical purposes than ˆ̂β,
because it is simpler and has a more convenient form β̂+ correction terms. Moreover,
we will see that if the nonlinearity of the model is low, the domains Õ and ˆ̂O seem
to be nearly the same.
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Lemma 2.1. Let d = 11+d1 , where d1 = k
2((K int)2 + (Kpar)2). Then
d(Kpar)2 − (1− d)(K int)2  (KparS )2 
1
d2
((Kpar)2 + (1− d)(K int)2).
 . Let P1 and P2 be the orthogonal projectors onto the subspace F spanned
by the columns of the matrix F in the space ( n , ‖ · ‖1) and ( n , ‖ · ‖2), respectively;











Let P be an orthogonal projector matrix in the space ( n , ‖ · ‖) onto a subspace
L ⊂  n . Then for each x ∈  n , ‖x‖2 = ‖Px‖2+ ‖Mx‖2 and ‖Mx‖2 = ‖x−Px‖2 =
inf
y∈L
‖x− y‖2. Thus, by Lemma 1.8,
‖M2x‖22 = inf
y∈F
‖x− y‖22  inf
y∈F
‖x− y‖21 = ‖M1x‖21
and
‖M2x‖22  d inf
y∈F
‖x− y‖21 = d‖M1x‖21.
Moreover,
‖P2x‖22 = ‖x‖22 − ‖M2x‖22  ‖x‖21 − d‖M1x‖21
= ‖P1x‖21 + (1 − d)‖M1x‖21
and











((Kpar)2 + (1− d)(K int)2).



























2  d(Kpar)2 − (1− d)(K int)2.

 2.2. We see that the first inequality in Lemma 2.1 makes sense only
if
d(Kpar)2 − (1 − d)(K int)2  0,
i.e.
(Kpar)2  d1(K int)2 = k2((K int)2 + (Kpar)2)(K int)2.
It follows that K int < 1k and (K
par)2  k
2(Kint)4
1−k2(Kint)2 . We suppose below that both








d− (1 − d)(KintKpar )2
.
Then Õ(r) ⊆ ˆ̂O(c) ⊆ Õ(q).
 . Let p(M) = KparM3 + 18 (K
par)2M4. It is sufficient to prove that
KparS p(M̃(r))  c and K
par






















It is obvious how to complete the proof. 
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