In this paper we present the implementation of a robot, that dynamically hesitates, based on the attention of the human interaction partner. To this end, we outline requirements for a real-time interaction scenario, describe the realization of a disfluency insertion strategy, and present observations from the first tests of the system.
INTRODUCTION
Humans observe their interaction partner, among other reasons, in order to detect communication mistakes or figure out how attentive the interlocutor is in the conversation. Based on feedback signals we adapt our behavior to manage conversations. One adaptation strategy is hesitation, through pauses, repetitions, or fillers, to obtain extra time without losing the conversational floor. Additionally, [8] indicate that hesitations heighten the listeners' attention to upcoming speech. To have a situated human-robot interaction (HRI), it is necessary that the robot can recognize human feedback signals (e.g., social eye-gaze [1] ) and is able to react to them, (e.g., with hesitations).
Little analysis has been conducted on the impact of hesitations on human-robot interaction. [4] with a forecasting model of disengagement lead to less costly disengagement management, but no evaluation of the effect on the human interaction partner, e.g., on task performance or subjective rating of the robot are conducted. [6, 7] evaluated self-interruptions in an smart-home setting. The authors use silence as an attention-regaining strategy whenever the attention of the human interaction partner moves away. They could show, that this strategy has a positive effect on the visual attention of the human, but at the cost of less positive subjective ratings. The attention-regaining strategy was effective but the agent was perceived as rude and less friendly.
Based on a human-human interaction corpus analysis, [3] propose a disfluency insertion strategy for synthetic speech, which consist of the following cascade: (i) lengthening: add lengthening at the next appropriate syllable (ii) silence: insert a silence for a maximum of 1000ms (iii) filler: insert a filler (e.g., "uhm") (iv) silence: insert an additional silence. Whereas in [7] the attention-regaining strategy consists of a simple pausing of the synthesis (while the interaction partner is not attentive), this strategy has several levels of escalation. To counteract the perceived rudeness observed in [6] , we integrate this hesitation strategy into our dialogue system for smoother transitions from fluent delivery to hesitation mode. 
REQUIREMENTS & IMPLEMENTATION
To manage the dialogue between a human and the robot, two main questions have to be answered: (i) When to (re-)act? and (ii) How to (re-)act? To implement hesitations, based on the attention of the interaction partner, several requirements have to be met. Perception of the interaction partner. The robot needs to be able to perceive the human interaction partner. To answer the first question -when to react? -it is necessary to observe the interlocutor. For this purpose we use, among other things, a gaze detector [9] to assess the current visual focus of attention (VFoA). Model of attention. Based on the perception, it has to decide whether the interaction partner is attentive or not. The robot needs an internal concept of attention. Here we define attention as a state in which the VFoA matches with current focus of discourse (FoD)(cf. [6] ). Incremental processing capabilities. In order to realize the proposed hesitation insertion strategy -in this case the answer of the question how to react? -we need the possibility to change the ongoing speech plan. Therefore the capability of incremental processing, especially on the synthesis level, is mandatory. We realize this by using the incremental processing framework InproTK [2] . Figure 1 shows an overview of the main parts of the current system. The agent can perceive the human interaction partner via several sensors, in this case via a microphone and a small webcam. The attention management receives information from the gaze detector [9] -the VFoA -and context information from the dialogue management -the current FoD -and provides information about the estimated attention state of the human interaction partner (attentive, not-attentive). The dialogue management [5] can trigger the motor control of the robot, e.g., to show attention at the current FoD by looking at it and is able to send utterances to text-to-speech synthesis module (tts). Based on the attention state, the dialogue manager can also start and stop the hesitation strategy. Figure 2 shows an example of the hesitation strategy, which is implemented as separate module in InproTK, an implementation of the general, abstract model for incremental processing [10] . The model consists of a network of processing modules, which exchange incremental data in form of incremental units (IU). The IU-modules receive information on their left buffer, perform some kind of processing on these IU's and provide output on their right buffer. At the moment t 1 the module receives the event 'start hesitation'. The strategy takes the IUs from the left buffer of the synthesis module, in this case a list of wordIUs, each representing a single word. It searches for the best entry point and lengthens the most appropriate segments. In this example, the synthesis module already played back the first two wordIU s "my" and "name". The rest of the current phrase ("is Flobi and I'm the ...") is still in the playback pipeline. According to the proposed strategy, the best entry point for the hesitation strategy is the wordIU "and" (t 2 ), which is then stretched by a factor based on the findings of [3] . Then the synthesis module will be paused up to 1000ms (< sil/>). If this is not enough time, the module inserts a filler ("uhm"), also applied with lengthening, followed by a second pause until the dialogue management stops the hesitation strategy (t 3 ). In the case the dialogue management wants to stop the hesitation strategy earlier (e.g., the estimated attention state of the human interaction partner changed to attentive), the strategy can be interrupted at several points: (i) before the entry point t 2 : without any effect in the synthesis (ii) before the filler ("uhm"): the lengthening will be produced, but the silence can be interrupted (iii) during or after the filler: the filler will be produced, but the silence is again interruptible.
CURRENT STATE & FUTURE WORK
We tested our system in a small pilot study (n=4) in an interaction scenario in a smart apartment to get some insights and first impressions of our system. As a platform we use the simulation of the anthropomorphic robot head Flobi. The system is mostly working as expected. The hesitation strategy starts if the human is not attentive (looking away) and stops when the user refocuses. We observed some issues, which need to be addressed before we can evaluate our system in an interaction study. The insertion of the filler sometimes leads to noise inferences, which need to be eliminated. Additionally, producing fillers such as "uhm" is not a trivial issue, because they are normally not part of the training corpus for speech synthesis voices, and at least for German, they cannot be synthesized out-off-the-box with the tts system at hand without further acoustic modification. We need to investigate if the participants correctly interpret the intention of these fillers as hesitations. After these issues are solved, the next step will be an evaluation study to investigate the effect of this hesitation strategy on the attention, task progress, and the subjective ratings of the agent in order to test if the lengthening and the insertion of fillers can counteract the in [7] perceived rudeness of self-interruptions.
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