We discuss coincidences of pairs (f 1 , f 2 ) of maps between manifolds. We recall briefly the definition of four types of Nielsen numbers which arise naturally from the geometry of generic coincidences. They are lower bounds for the minimum numbers MCC and MC which measure to some extend the 'essential' size of a coincidence phenomenon.
Introduction and discussion of results
Throughout this paper let f 1 , f 2 : M m −→ N n be (continous) maps between connected smooth manifolds (of the indicated dimensions m, n ≥ 1) without boundary, M being compact.
Consider the coincidence set C(f 1 , f 2 ):= {x ∈ M |f 1 (x) = f 2 (x)} .
(1.1) like to capture those features which remain unchanged by arbitrary homotopies. One possible measure of the size is the minimum number of coincidence points
( 1.2)
It follows from a result of R. Brooks [Br] that we obtain the same minimum number if we deform only one of the two maps f 1 , f 2 by a homotopy while leaving the other map fixed.
Example: fixed points. Let f be a selfmap of M . Then
is the classical minimum number of fixed points which plays a central role in topological fixed point theory (cf. e.g. [N] , , [Ke] , [Z] and [B1] , p.9).
In coincidence theory we do not assume that the dimensions of M and N are equal. Thus M C(f 1 , f 2 ) may often be infinite and hence a rather crude invariant (generically the coincidence set is an (m − n)-dimensional manifold!). A sharper measure for essential coincidence phenomena seems to be the minimum number of coincidence (path-)components
which is always finite (due to the compactness of the domain M ). These minimum numbers are the principal object of study in topological coincidence theory (compare [B1] , p.9). The case when they vanish is of particular interest: Definition 1.4. The pair (f 1 .f 2 ) of maps is called loose if there are homotopies f 1 ∼ f
for all x ∈ M (i.e. f 1 , f 2 can be 'deformed away' from one another).
Just as in fixed point theory, the determination of minimum numbers can be helped greatly by a very natural decomposition of the coincidence set into 'Nielsen classes' and by a resulting notion of Nielsen numbers. These are based on a careful geometric analysis of generic coincidence data, as follows (for more details see e.g. [K2] , [K3] ).
After small approximations we may assume that both f 1 and f 2 are smooth and that the map (f 1 , f 2 ) : M −→ N × N is transverse to the diagonal ∆ = {(y 1 , y 2 ) ∈ N × N | y 1 = y 2 }. Our first coincidence datum keeps track of the smooth embedding
The normal bundle ν(g) of g is described by the composite vector bundle isomorphism
induced by the tangent map of (f 1 , f 2 ). Finally, there is a lifting
and P (N ) denotes the space of all continuous paths θ : [0, 1] −→ N , with the compactopen topology. Though it may look innocuous, this third datum g is by no means negligeable. It yields not only the Nielsen decomposition, but also important extra information (being responsible for the sometimes striking difference between the Nielsen numbers N (f 1 , f 2 ) and N (f 1 , f 2 ), cf. e.g. theorem 1.18, corollary 1.24 and example 1.27 below). The three data (1.6, i-iii) represent the nonstabilized normal bordism class
in a suitable bordism set Ω # (f 1 , f 2 ) (for more details concerning this and the following constructions see [K3] and [K2] ).
If we keep track of g andḡ # only as a continuous map and a stable vector bundle isomorphism we get the invariant
in a (standard) normal bordism group (with coefficients in a suitable virtual vector bundle ϕ).
If we forget also the lifting g we obtain the normal bordism class
Finally, by applying the Hurewicz homomorphism µ we may extract the invariant
in homology with integer coefficients (which are twisted like ϕ, cf. 1.9). Each of these ω-invariants depends only on the homotopy classes of f 1 and f 2 and vanishes if the pair (f 1 , f 2 ) is loose (cf. definition 1.4).
Frequently the 'root' case where one of the maps f 1 , f 2 has a constant value * ∈ N , plays an important role.
In the general case of arbitrary f 1 , f 2 the looseness obstruction ω # (f 1 , f 2 ) contains often much more information than the other, increasingly weaker, ω-invariants; but it is also hardest to handle (in general Ω # (f 1 , f 2 ) need not even be a group). For the sake of simplification, let us extract numerical invariants (which will turn out to be useful bounds for minimum numbers).
Definition 1.12. The set π 0 (E(f 1 , f 2 )) of path components of the space E(f 1 , f 2 ) (cf. 1.6,iii) is called Reidemeister set of the pair (f 1 , f 2 ). Its cardinality (in {0, 1, . . . , ∞}) is the Reidemeister number R(f 1 , f 2 ). If x 0 ∈ M is a coincidence point put y 0 := f 1 (x 0 ) = f 2 (x 0 ) ∈ N . According to [K2] , 2.1, there exists a canonical bijection
· f 2 * (γ) for some γ ∈ π 1 (M, x 0 )). Thus 1.12 gives just a base point free version of the standard definition of Reidemeister sets and numbers.
If M happens to be simply connected then the Reidemeister number depends only on the target manifold N and we have
(1.12') Next we observe that the decomposition of E(f 1 , f 2 ) into its path components yields a disjoint decomposition of the coincidence set C(f 1 , f 2 ) into its parts g −1 (A), A ∈ π 0 (E(f 1 , f 2 )). In the generic case, these parts are closed (m − n)-submanifolds of M ; their (restricted) coincidence data as in (1.6, i-iii) contribute to the ω-invariants defined in (1.7)-(1.10).
, resp.) is nontrivial ('essential'). Warning (change of notation). Until 2010 I denoted the Nielsen number N (f 1 , f 2 ) (which is based on ω(f 1 , f 2 )) by N (f 1 , f 2 ).
When m = n each of our four types of Nielsen numbers coincides with the classical notion of a Nielsen number which is so central e.g. in topological fixed point theory.
However, in strictly positive codimensions m − n > 0, we get four distinct types of Nielsen numbers which are lower bounds of the minimum and Reidemeister numbers (cf. [K3] , theorem 1.2, and [K6] ). Indeed,
where N Z seems to vanish most of the time (except maybe when e.g. aspherical manifolds such as tori are involved).
This suggests a very natural two-step program for investigating minimum numbers. First we have to decide when M CC(f 1 , f 2 ) (or even M C(f 1 , f 2 )) is equal to one of the Nielsen numbers and to which one (such results are costumarily called 'Wecken theorems' in honor of F. Wecken and his work, cf. [We] ). Secondly, we must determine the relevant Nielsen number. (Here it is helpful that the possible values of Nielsen numbers are often severely restricted). are (freely) homotopic to f 1 and a • f 2 , resp.).
On the other hand assume that (m, n) = (1, 1). Then we have:
where E ∞ • γ k denotes the stabilized k th Hopf-James invariant homomorphism);
1 otherwise;
This follows from [K2] , 1.14 (see also [K6] , 1.10).
For further illustrations let us consider the more general case where M = S m , but no restrictions are put on N . When m or n equal 1 then both minimum numbers MC and MCC as well as the four Nielsen numbers vanish identically, except in the case M = N = S 1 where all these numbers are equal to |d
1 (compare example 1.15 above). Thus we may assume that m, n ≥ 2 in further discussions. Then S m is simply connected and the Reidemeister number agrees with the order of π 1 (N ) (cf. 1.12'). Furthermore, given a triple (C,ḡ # , g) as in 1.6,i-iii, the n-codimensional submanifold C of S m allows a retraction r (unique up to homotopy) to a point x 0 ∈ S m . Thus the choice of an orientation for the tangent space T f1(x0) (N ) determines a trivializationḡ
. Moreover the adjoint of the map g, suitably concatenated with the homotopies f 1 •r and f 2 •r, yields a map g ′ from C into the loop space ΩN of N . Then the bordism classes of the triples (C,ḡ # , g) and (C,ḡ
As usual the Pontrjagin-Thom procedure allows us to translate this geometric description of coincidence data into the language of homotopy theory.
This Thom space can be identified with the smash product S n ∧ ΩN + of the (pointed) spaces S n and ΩN + (= ΩN, with an extra point + added). Then the homotopy class [h] ∈ π m (S n ∧ ΩN + ) determines and is determined by the bordism class [C,ḡ
For more details (also concerning base points) see e.g. proposition 2.5 (and the appendix) in [K3] .
Similarly, the (stabilized) invariants ω(f 1 , f 2 ) and ω(f 1 , f 2 )-when translated from the language of framed bordism groups to homotopy theory via the Pontrjagin-Thom procedure-take values in (stable) homotopy groups. Then our four ω-invariants fit into the commuting diagram 1.16 of group homomorphisms (where m, n ≥ 2).
When m = n and π 1 (N ) = 0 then the vertical arrows in diagram 1.16 are isomorphisms and the four ω-invariants have equal strength. However, when m = n the (classical) homological looseness obstruction ω Z is completely useless; in contrast, the other ω-invariants-and in particular ω # -allow us often to compute the minimum number MCC. The corresponding Reidemeister number is given by R N = 2, 1 and 1, resp.
The canonical fibration p :
will play a crucial rôle.
(Since this image is isomorphic to π m−1 (S d−1 ) we may assume that f i is a genuine lifting of f i when Ã = Ê or when m > 2 and Ã = ).
(
(1.4); e.g this holds always when (Ã, m, n ′ ) satisfies the assumptions of proposition 1.20 below).
Then:
where E ∞ • γ k denotes the stabilized k th Hopf-James invariant homomorphism.
In particular, the minimum number M CC(f 1 , f 2 ) and all four Nielsen numbers of (f 1 , f 2 ) can assume only the values 0 and R N . Therefore these numbers are completely determined by the vanishing criteria spelled out above. 
A key ingredient in the proof of this corollary is the Proposition 1.20. Given m, n ′ ≥ 1 , assume that
is even loose by small deformation, i.e. there exists an arbitrarily close approximation f ′ of f such that the pair (f, f ′ ) is coincidence free).
Remark and Correction 1.21. The assumptions in this proposition cannot be dropped. Indeed, consider the fiber projection p :
is even, or if Ã = À and n ′ ≡ 23 mod 24, then the pair (p, p) is not loose. The somewhat unexpected claim for the quaternions is due to their noncommutativity on the one hand, and to the order of the stable 3-stem π to push each fiber of p Ã away from itself.
Remark 1.22. The claims I)-V) in theorem 1.18 still hold for even n ′ since we assume that (f 1 , f 1 ) is loose (and consequently ( f 1 , f 1 ) is also loose and hence f 1 ∼ a • f 1 , where a denotes the antipodal map). However, when n ′ is even this assumption often fails to hold-sometimes with striking consequences.
Here we mention only one of many such cases: Example 1.23: n = 16, 32 or 64, m = 2n − 2, K = R. In these three dimension settings (and possibly also when n = 128 and m = 254) there exists a map f : [K6] and [KR] . In fact, [KR] discusses also coincidences of maps into arbitrary spherical space forms N = S n /G (i.e. orbit manifolds of free smooth actions of any finite group G on S n ) very carefully.
Question: Is MCC ≡ N # whenever Ã = or À?
As we have seen non-Wecken results of the form M CC ≡ N # can occur only when Ã = Ê or and n ′ is even, or when Ã = À and n ′ ≡ 23 mod 24. In contrast, pairwise differences between our four types of Nielsen numbers are very common (this is already indicated in 1.14) and lead to non-Wecken theorems of the form MCC ≡ N or MCC ≡ N . (In fact, we do not expect interesting Wecken theorems MCC ≡ N Z at all in higher codimensions m − n > 0). Thus the following consequence of our discussion and, in particular, of theorem 1.18 underlines the importance of the Nielsen number N # (based on nonstabilized normal bordism theory) when we try to compute minimum numbers. Here N # ≡ N means that there exists m ∈ Z and maps f 1 , f 2 : However, for n = 1 and all m ≥ 1 the minimum numbers MC and MCC and all four Nielsen numbers agree for arbitrary pairs of maps
To get a more precise picture we may want to fix not only Ã and n ′ but also m, and ask whether e.g. N # ≡ N (or N # ≡ N ) in this context, i.e. whether (or not)
. For this and similar comparisons involving also the Nielsen numbers N and N Z consider the commuting diagram of homomorphisms
(where Γ and E ∞ (h Ã ) = 2, η or ν ∈ π S * are described in 1.18(ii), III and IV). We have Then (according to theorem 1.18) N # ≡ N (or N ≡ N, or N ≡ 0, resp.) if and only if we have a full equality-and not just an inclusion-at (a) (or (b), or (c), resp.) in diagram (1.26); when m = n an equality at (c) is also equivalent to N ≡ N Z .
Example 1.27: n = 2. When Ã = , n ′ = 1, then ÃP(n ′ ) ∼ = S 2 and hence MCC ≡ N # (cf. 1.15). It is not hard to compare the Nielsen numbers for low values of m (using standard techniques of homotopy theory such as EHP-sequences, and the tables of Toda [T] ):
Here we get e.g. a Wecken theorem of the form MCC ≡ N precisely when m = 2, 4 or 5, and no Wecken theorem of the form MCC ≡ N when m = 9.
When Ã = Ê and n ′ = 2 and we consider maps f 1 , f 2 : S m −→ ÊP(2), we can compare the Nielsen numbers N # , N , N and N Z of (f 1 , f 2 ) between themselves, but also with the Nielsen numbers of the liftings f 1 , f 2 : S m −→ S 2 ∼ = P(1). It followsfrom theorem 1.18(ii) that f 2 ) , and, if m ≥ 3 and E ∞ (π m (S 2 ) ) = {0}, then
For more background and some of the many further aspects of Nielsen fixed point and coincidence theory or normal bordism techniques consult e.g. also the papers [B2] , [BS] , [BGZ] , [C] , [D] , [DG] , [GR1] , [HQ] , [K1] , [K4] , [K5] and [S] listed in our references (no claim to completeness!).
Coincidences in projective spaces
In this section we prove theorem 1.18. 
Thus p * is injective. If n ′ ≥ 2, then the fiber inclusion i| :
is also nulhomotopic and incl * factors through the boundary epimorphism ∂| ; this yields a splitting of the lower horizontal sequence and an isomorphism incl * (π m (ÃP(n ′ ) − { * })) ∼ = π m−1 (S d−1 ). If n ′ = 1 and π m−1 (S d−1 ) vanishes, then so do the image of incl * and the cokernel of p * .
(ii) Choose basepoints 
is loose. Therefore we may assume henceforth in our proof that [
and we see (as above) that the pairs (
) have the same minimum and Nielsen numbers. Thus we need to consider only pairs of the form ( * = p( x), f = p • f ) in our proof.
Then the vanishing part of claim I in theorem 1.18 is obvious: if MCC( * , f ) = 0 and hence f can be deformed into ÃP(n ′ )\{ * } then the lifting f is homotopic to a map into
in turn, if MCC( * , f ) = 0 or, equivalently, f is nulhomotopic then so is f = p• f and M CC( * , f ) = 0. Moreover let us recall that the pairs ( * , f ) and (f, * ) have equal Nielsen numbers N # and N (cf. [K3] , 1.2(ii)). However, N ( * , f ) may differ from N (f, * ) but is easier to describe (due to our framing convention in the construction of ω-invariants, cf. (1.6,ii) ).
Let us compare N (f, * ) to N ( f , * ). (The corresponding discussion of N # (f, * ) vs. N # ( f , * ) was carried out in greater generality in the proof of theorem 6.5 in [K3] ). Consider the diagram of homomorphisms
where we write Q:=S n+d−1 and N :=ÃP(n ′ ) for brevity, p * is induced by the fiber projection, y 0 := p( y 0 ), and the vertical arrows are defined by (1.11). We will now describe the homomorphisms α and β.
Given an element c ∈ π S m−n (Ω(N, y 0 )), interpret it-via the Pontrjagin-Thom procedureas a framed bordism class of a framed (= stably parallelized) (m − n)-dimensional manifold C, equipped with a map g : C → ΩN . The corresponding evaluation map C ×I → N lifts to a homotopy G from the constant map at the point y 0 ∈ Q to a map G 1 : C → F into the fiber F = p −1 ({y 0 }) ⊂ Q. We may assume G 1 to be smooth, with regular value y 0 . Equip C ′ := G −1 1 ({y 0 }) with the map g ′ : C ′ → Ω(Q, y 0 ) which corresponds to G|C ′ × I. Moreover compose the natural trivialization of the normal bundle of C ′ in C (given by the tangent map of G 1 ) with the automorphism of C ′ ×T y0 F which is determined by the homotopy G|C ′ × I and the tangent bundle along the fibers of p (cf. [K2] , 3.1). The resulting framed bordism class [ 
since deg N • p * and deg Q correspond to taking the inverse image of a fiber and of a point in Q, resp. Since n ′ ≥ 1 there exists a homotopy
from the constant map at y 0 to the inclusion of the fiber
together with a map g ′ :
with the (left invariant) Lie group framing and C := C ′ × F with the resulting product framing. Moreover let
be given by the loops in N which concatenate p• g ′ with the adjoint of p• J. We obtain β(c ′ ) by applying the Pontrjagin-Thom isomorphism to the framed bordism class of (C, g ).
This definition of β mimics the transition from deg Q to deg N where the inverse image of a point * ∈ Q is replaced by the inverse image of the whole fiber containing * . We obtain
and α• β = ± id. Therefore β is injective. It follows from (2.2), (2.4) and (2.5) that N (f 1 , f 2 ) = N (f, * ) (and hence deg N ({f }) ) vanishes if and only if deg Q ([ f ]) does or, equivalently, Γ([ f ]) = 0 (cf. theorem 1.14 in [K2] ). This establishes the vanishing criterion in claim III of our theorem (and similarly in claim II since deg # Q is injective). The looseness obstructions ω(f 1 , f 2 ) and ω( f 1 , f 2 ) are obtained from ω(f 1 , f 2 ) and ω( f 1 , f 2 ), resp., by forgetting the maps into loopspaces. According to the framing convention emboddied in the construction of our ω-invariants (cf. e.g. (1.6,ii) or [K3] , formulas (6) and (22)), ω( f 1 , f 2 ) = ω( * , f ) corresponds-via the Pontrjagin-Thom isomorphism-to the bordism class of the (generic) inverse image manifold f −1 ({ * }), framed in the obvious fashion; thus is endowed with its left invariant framing. On the other hand it follows as in the previous discussion that ω( * , f ) corresponds to the product of f −1 ({ * }) with S d−1 . Therefore
In contrast to the situation in the cases II and III, ω( * , f ) and ω( * . f ) need not be equally strong since here we lack maps into the loop space ΩN and hence a homomorphism α as in (2.4). This explains the different form of claim IV.
Finally recall that the values of MCC and the Nielsen numbers are bounded from above by the Reidemeister number R N (cf. 1.12' and 1.14); we know this even when n = 2 since it is true for spheres (use surgery; cf. also 1.15). In fact, R N is the only possible nontrivial value. This holds obviously when N is a sphere or a complex or quaternionic projective space since R N = 1 in this case. If N = ÊP(n) and * is a regular value of a smooth map f : S m −→ S n and * := p( * ) = p(− * ) ∈ ÊP(n), then the coincidence manifold C( * , f ) = f −1 ({ * }) consists of the two Nielsen classes f −1 ({ * }) and f −1 ({− * }) which may be assumed to be connected and which-for each of the Nielsen numbers N # , N , N and N Z -are simultaneously either essential (or not) according as f ({ * }) contributes nontrivially (or not) to the Nielsen number in question for the lifted pair ( * , f ). E.g. if MCC( * , f ) = 0, then (by the vanishing criterion in case I) MCC( * , f ) = N # ( * , f ) (cf. 1.15) is nontrivial and both Nielsen classes of ( * , f ) contribute nontrivially to N # ( * , f ) ≤ MCC( * , f ) ≤ R N = 2; thus MCC( * , f ) = R N . The full claims I-IV in theorem 1.18 follow now from the vanishing criteria, and so does claim V. Indeed, since m ≥ 2 and n = 0, N Z (f 1 , f 2 ) and ω Z (f 1 , f 2 ) ∈ H m−n (S m ; Z) can be nontrivial only when m = n and therefore
and f 1 ∼ a · f 2 (cf. 1.15).
Selfcoincidences
In this section we prove proposition 1.20 and the claims in remark 1.21.
If Ã = and (m, n ′ ) = (2, 1) , then ÃP(n ′ ) ∼ = S 2 and the pair (f, f ) (where f : S 2 −→ S 2 ) is loose if and only if f ∼ (antipodal map ) • f , i.e. f ∼ constant map. Thus we have to exclude the case (Ã, m, n ′ ) = ( , 2, 1) from further discussions. If m = n = 2 , then π m−1 (S 1 ) = 0 and every map f from S m to P(1) or ÊP(2) lifts to the tangent circle bundle of this surface; we can use the resulting vector field (parametrized by S m ) to 'push f away from itself'. Now assume that n ′ is odd, Ã = Ê, or À. Then we can multiply the elements of Ã n ′ +1 on the left with the element (0, 1) of the division algebra Ã × Ã (of complex, quaternionic or octonic numbers, resp.). Restriction to the unit sphere yields the selfmap s of S n+d−1 , described by
which is homotopic to the identity map (S 2d−1 being connected). If s(x) = λx for some
In case Ã is commutative we conclude that (1 + |λ| 2 )|x 2i | = 0 and hence x = 0 contradicting our assumption that x ∈ S n+d−1 ; therefore s(x) / ∈ Ã · x , and s gives rise to a nowhere vanishing vectorfield v in the pullback p * (T ÃP(n ′ )) over S n+d−1 along which we can push each fiber of p away from itself; thus f = p • f (cf. 1.18 (i) ) has no coincidence with p • s • f and (f, f ) is loose.
This whole argument depends onx 2i ·λ being equal toλ·x 2i in (3.1). In À this need not hold and s(x) may lie in the line Ã·x (e.g. s(x) = ix when x = (j, k; 0, . . . , 0) ); thus f = p • f may have coincidences with p • s • f . However, if n ′ ≡ 23 (24) then it follows from formula (5.9) in [Ja] , p. 38, that there still exists a selfmap s ′ of S 4(n However these three conditions need not be equivalent for other target manifolds, not even for maps between spheres (cf. e.g. [GR1] , [GR2] or [K6] , corollaries 1.21, 1.28 and 1.30).
The claim in remark 1.21 follows from [Ja] , formulas 5.8 and 5.9 (compare also [DG] , theorems 3.5 and 3.9). Indeed, (p, p) is loose if and only if the canonical fibration of the Stiefel manifold V n ′ +1,2 (Ã) (of orthonormal 2-frames in Ã n ′ +1 ) over the sphere
Examples
In this section we discuss example 1.27 and corollary 1.24.
First consider the case n = 2 . Fix m ≥ 1 and the surface P(1) or ÊP(2) and compare the Nielsen numbers of all pairs of maps from S m into this surface. When m = 1 or 2 the four Nielsen numbers agree.
Thus assume that m > n = 2 . Then π m−1 (S d−1 ) = 0 . Also N Z ≡ 0 , but the other Nielsen numbers may show interesting differences between each other or between the two target surfaces. We can exploit the double rôle which P(1) = S 2 plays both as a base and as a total space of a canonical projection (real or complex 'Hopf map'); these induce the isomorphisms
(4.1) Proposition 1.20 and theorem 1.18 apply fully to all maps
and to their liftings f 1 , f 2 into S 2 and
We get the following conclusions from 1.18(ii),II-IV:
this condition is satisfied e.g. for 3 ≤ m ≤ 21 (cf. Toda's tables in [T] , p.186).
and we can choose whether we want to compute Γ on π m (S 2 ) or, equivalently, on π m (S 3 ). E.g. when m = 9 we have the choice between the homomorphisms Γ :
(cf. 1.15 and 1.18(ii), as well as [T] , p. 186); without any calculation we see from 4.2b that Γ ≡ 0 and hence
for maps from S 9 to P(1) or ÊP(1). Thus the Nielsen number N # based on nonstabilized normal bordism theory is strictly more powerful than the Nielsen number N which embodies only a standard bordism approach.
Since f i is obtained by composing ≈ f i with the (complex) Hopf map, i = 1, 2 , we see that
vanishes when multiplied with 2; thus
for all m ≥ 1. On the other hand,
precisely when m ≥ 3 and E ∞ (π m (S 2 ) ) = η · E ∞ (π m (S 3 ) ) = 0 , e.g. when m = 3, 4 or 5 , but not when 6 ≤ m ≤ 9 .
Let us take a closer look at the case (m, n) = (3, 2). Here
is given by the suspension homomorphism and the Hopf invariant and hence injective; alternatively
is just the suspension isomorphism. Both ways we see that Ker Γ = 0. Thus N # ( f 1 , f 2 ) ≡ N ( f 1 , f 2 ) vanishes if and only if f 1 , f 2 : S 3 −→ S 2 have equal Hopf invariants. If these Hopf invariants agree only mod 2 then N ( f 1 , f 2 ) = 0. Taking into account also the corresponding maps f 1 , f 2 into ÊP(2) we conclude that This whole discussion and, in particular, formulas (4.3)-(4.6) establish the claims in example 1.27 for m ≤ 5 and m = 9. The interested reader is encouraged to carry out the necessary computations of E ∞ and Γ in the remaining cases m = 6, 7, 9 as an exercise (use the results in Toda's book [T] and especially also the exact sequences (2.11) and (4.4) ).
Formulas (4.3)-(4.5) prove also the claim of corollary 1.24 for n = 2. Thus it remains to consider the case where m, n ≥ 3.
Given Finally, according to Toda [T] , p. 177, lines 20 -25, and lemma 13.5, there exists an element α 1 (3) ∈ π 6 (S 3 ) ∼ = Z 12 such that E ∞ (α 1 (3)) ∈ π 3) ), η 2 , ν 2 , ν ∈ π S * are nontrivial; cf. 1.18(ii), IV and V). This completes the proof of corollary 1.24.
