By developing a new comparison result and using the monotone iterative technique, we are able to obtain existence of minimal and maximal solutions of periodic boundary value problems for second-order nonlinear impulsive integro-differential equations of mixed type.
Introduction
There are numerous examples of evolutionary systems which at certain instants in time are subjected to rapid changes. In the simulations of such processes it is frequently convenient to neglect the durations of the rapid changes and to assume that the changes can be represented by state jumps. Appropriate mathematical models for processes of the type described above are so-called systems with impulsive effects, we refer the reader to the monographs [12, 37, 31] and the articles [1] [2] [3] [4] [5] [6] [7] [8] [9] [13] [14] [15] [16] [17] [18] [19] 21, 22, 24, 25, [27] [28] [29] [30] 32, 34, 36, 38, 39] .
In this paper, via a new comparison result and the monotone iterative method, we study the periodic boundary value problem with impulses (PBVP): ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩
−x (t) = f (t, x(t), Kx(t), Sx(t)), t ∈ J = [0, T ], t = t k , x(t k ) = I k (x(t k )),
x (t k ) = I * k (x(t k )), k = 1, . . . , m,
where 0 = t 0 < t 1 < t 2 < · · · < t m < t m+1 = T , t ∈ J , f : J × R 3 → R is continuous everywhere except at {t k } × R 3 , f (t 
s)x(s) ds, Sx(t) = T 0 h(t, s)x(s) ds, k(t, s) ∈ C(D, R + ), h(t, s) ∈ C(J × J, R + ), D = {(t,
is a Banach space with the norm
The first order cases of (1) have been investigated, for example, in [33] I k (x) ≡ 0, in [35] f does not contain Sx and I k (x) ≡ 0, in [17] f does not contain Kx and [16] , the extremal solutions have been obtained by means of the monotone iterative technique based on a comparison result. In a present paper, we obtained a new comparison result for the more general case by a completely different way. And then, using standard monotone iterative technique [3, 6, 8, 10, 11, [14] [15] [16] [20] [21] [22] [23] 25, 26, 29, 31, 36, 35] , the existence of minimal and maximal solutions of PBVP (1) is obtained. Definition 1.1. We say that the function 0 , 0 ∈ E are lower and upper solutions of the PBVP (1) 
where
The definition of classical lower and upper solutions makes reference to the case (0) (T ) and (0) (T ).
Some lemmas
Consider the PBVP,
Lemma 2.1. x ∈ E is a solution of (2) if and only if x ∈ PC 1 (J, R) is a solution of the following impulsive integral equation:
Here,
This proof is similar to proof of Lemma 2.1 in [4] , here we omit it.
then Eq. (2) has a unique solution x in E.
Proof. For any x ∈ E, define an operator F by
where G 1 , G 2 are given by Lemma 2.1. Then, Fy ∈ PC 1 (J, R), and
By direct compute, we have
Similar to proof of Lemma 2.2 in [4] , we can get
By Banach fixed-point theorem, F has a unique fixed point x * ∈ PC 1 (J, R), by Lemma 2.1, x * is also the unique solution of (2). This completes the proof.
In the following, we denote
The following lemmas are the new comparison theorems corresponding to the new concept of lower and upper solutions.
Lemma 2.3. Assume that
x ∈ E satisfies ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ −x (t) − Mx(t) − N t 0 k(t, s)x(s) ds − L T 0 h(t, s)x(s) ds, t ∈ J, t = t k , x(t k ) L k x (t k ), x (t k ) L * k x(t k ), k = 1, 2, . . . , m, x(0) = x(T ), x (0) x (T ),(4)where constants M > 0, L 0, N 0, 0 L k < 1, 0 L * k < 1 (k = 1, 2, . .
. , m), and they satisfy
Then, x(t) 0, for all t ∈ J .
Proof. Suppose, to the contrary, that x(t) > 0 for some t ∈ J . It is enough to consider the following cases:
(i) There exists at ∈ J , such that x(t) > 0, and x(t) 0 for all t ∈ J .
(ii) There exists t * , t * ∈ J, such that x(t * ) > 0, x(t * ) < 0.
In case of (i), we have −x (t) 0, which implies x (t) 0, for
In case of (ii), let inf{x(t) : t ∈ J } = −b, then we can assert that b > 0, and there exists t * ∈ J j , j ∈ {0, 1, . . . , m}, such that x(t * ) = −b or x(t j +1 ) = −b, and
We only consider x(t * ) = −b, for the case x(t j +1 ) = −b, the proof is similar.
All these imply x(t) is strictly increasing on J, which contradicts x(0) = x(T ). so, there exists at ∈ J , such that x (t) 0.
Lett ∈ J l , l ∈ {0, . . . , m}, by mean value theorem,
. . .
Sum up the above inequalities, we obtain
Similarly, we have
Let t * ∈ J j for some j. First, assume t * < t * , then i j . by mean value theorem, we have
Sum up, we obtain
Hence,
which contradicts (5). For the case t * > t * , the proof is similar and thus, we omit it. This completes the proof.
Lemma 2.4. Assume that x ∈ E satisfy
−x (t) − Mx(t) − N t 0 k(t, s)x(s) ds − L T 0 h(t, s)x(s) ds − 2Mt + Nk 0 t 2 + Lh 0 T 2 2T [x (T ) − x (0)], t = t k , t ∈ J , x(t k ) L k x (t k ) + L k T [x (T ) − x (0)], x (t k ) L * k x(t k ) + L * k t k T [x (T ) − x (0)], k = 1, 2, . . . , m, x(0) = x(T ), x (0) < x (T ), where constants M > 0, N 0, 0 L k < 1, 0 L * k < 1(k = 1, 2, .
. . , m), and they satisfy (5). Then, x(t) 0 for all t ∈ J .
Proof. Let
then u(t) ∈ E and for all t ∈ J, u(t) x(t). In addition, u (t) = x (t), t = t k , t ∈ J . We have
It is easy to verify that
Then, by Lemma 2.3, we have u(t) 0 for all t ∈ J , which implies that x(t) 0, t ∈ J . so, we complete the proof.
Main result
In this section, we establish the existence theorem for solutions of the PBVP(1) by the method of upper and lower solutions coupled with monotone iterative technique.
For 0 , 0 ∈ E, we write 0 0 if 0 (t) 0 (t) for all t ∈ J . In such a case, we denote
Now, we are in the position to establish the main result. (H 1 ) The function 0 and 0 are lower and upper solutions for PBVP (1) , respectively, such that
, and they satisfy (5) .
Then there exist monotone sequences { n (t)}, { n (t)} ⊂ E which converge in E to the extreme solutions of PBVP (1) 
Proof. For any ∈ [ 0 , 0 ], consider linear PBVP (2) with
By Lemma 2.2, (2) has exactly one solution x ∈ E. Denote x(t) = A (t), then A is an operator from [ 0 , 0 ] to E. We complete the proof by three steps.
Step 1: We claim that 0 A 0 and A 0 0 . The latter can be prove similarly, so we only prove 0 A 0 . Let 1 = A 0 and p = 0 − 1 . Then, 1 satisfies
We finish Step 1 by two cases.
As 0 is a lower solution of (1), then for t = t k , t ∈ J ,
Then, by Lemma 2.3, p(t) 0, which implies 0 (t) A 0 (t), i.e., 0 A 0 .
Case 2: 0 (0) < 0 (T ), which implies that Then, by Lemma 2.4, p(t) 0, which implies 0 (t) A 0 (t), i.e., 0 A 0 .
Step 
p(0) = p(T ), p (0) p (T ).
Still by Lemma 2.3, p(t) 0, which implies A 1 A 2 .
Step 3 Further, x * , x * satisfy PBVP(1) and let x(t) be any solution of PBVP (1), which satisfies x * (t) x(t) x * (t). The proof is complete.
