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STUDIA MATHEMATICA
BULGARICA
LOCAL-MEDIAN METHOD OF FORECASTING FOR
REGRESSION TIME SERIES UNDER OUTLIERS
Yu. Kharin, V. Maevskiy
The local-median method of forecasting under the regression model with
outliers is analyzed in this paper. The breakdown point is evaluated, the
distribution function of the local-median forecast is given.
1. Introduction
Forecasting under regression model of data is an actual problem in eco-
nomics, engineering, biology and other areas. If the regression model is linear
w.r.t. regression parameters, then the standard method of least squares (LS) is
used for forecasting [1]. The LS-method works well at the validity of all hypo-
thetical model assumptions [2], [7], however in real situations there are outliers in
the raw data [6], and the performance of the LS-forecast decreases significantly
[2], [5]. Therefore it is important to develop robust algorithms not so sensitive to
distortions [1], [2], [8] and to analyze their robustness. The local-median method
proposed in [9] and investigated in this paper has some attractive properties
among numerous robust methods: at first, it is not necessary to know the dis-
tortion level in the observed data; at second, it is not necessary to construct the
robust estimator for the vector of regression parameters, only the robust forecast
is constructed.
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2. Local-median method of forecasting under distorted regres-
sion model
Let the observations {xt} on the investigated stochastic dynamic system be de-
scribed by the regression equation:
(1) xt = θ
0′ψ(zt) + ut + ξtνt,
where t ∈ Z be a discrete time moment, zt ∈ R
M be a nonrandom observable
input vector of factors (predictors) at the moment t, ψ(z) = (ψi(z)) : R
M → Rm
be the vector ofm linearly independent functions, θ0 = (θ0i ) ∈ R
m be the vector of
m unknown true values of parameters of the model (coefficients of the regression),
ut ∈ R be a random error at the moment t, νt ∈ R be the outlier at the moment
t, {ξt} be i.i.d. Bernoulli random variables, that describe presence of the outliers,
P{ξt = 1} = ε, P{ξt = 0} = 1 − ε, ε ∈ [0; 0.5) be the probability of an outlier
appearance (proportion of outliers in the observed sample). Random errors {ut}
are i.i.d. random variables, E{ut} = 0, D{ut} = σ
2 < +∞; {νt} are i.i.d. random
variables, E{νt} = at, D{νt} = Kσ
2 < +∞, K ≥ 0. The random variables {ut},
{υt}, {ξt} are independent in total.
Define: T is the observation time; {t
(l)
1 ,..., t
(l)
n } ⊂ {1, 2, ..., T} is a subset of
n (m ≤ n ≤ T ) observed time moments (l = 1,..., L), where L is the number
of different subsets of time moments (m ≤ L ≤ L+ =
(T
n
)
); Ψ = (ψj(zt)),
j = 1,...,m, t = 1,..., T ; Ψ
(l)
n = (ψj(zt(l)i
)), i = 1,..., n, j = 1,...,m is the (n×m) -
submatrix of the (T ×m) - matrix Ψ,
∣∣∣Ψ(l)′n Ψ(l)n
∣∣∣ 6= 0; X = (x1, x2, ..., xT )′ ∈ RT
is the observed sample; X
(l)
n = (xt(l)1
, x
t
(l)
2
, . . . , x
t
(l)
n
)′ ∈ Rn is the subsample of the
sample X; a(l) = (a
t
(l)
1
, a
t
(l)
2
, . . . , a
t
(l)
n
)′ ∈ Rn.
Define now the l-th local LS-estimator for θ0, based on the l-th subsample
X
(l)
n :
(2) θˆ(l) = (Ψ(l)′n Ψ
(l)
n )
−1Ψ(l)′n X
(l)
n , l = 1, ..., L,
and the family of L local forecasts of the future state xT+τ for τ ≥ 1, based on
local LS-estimators (2):
(3) xˆ
(l)
T+τ = θˆ
(l)′ψ(zT+τ ), l = 1, ..., L.
The LM-forecast introduced in [9] is the sample median of L local forecasts (3):
(4) xˆT+τ = S(X) = med{xˆ
(1)
T+τ , . . . , xˆ
(L)
T+τ}.
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Note, that the subsample size n and the number L of subsamples are parameters
of the LM-method. If n = T , L = 1, then the LM-forecast is equivalent to the
traditional LS-forecast. If L =
(T
n
)
, then all subsamples of size n from the initial
sample of size T are used in (2) - (4) to construct the LM-forecast.
3. Breakdown point
Let us evaluate the breakdown point for the LM-forecast (4) in the Hampel sense
[2]. Define the breakdown point as the maximal portion ε∗ of ”arbitrary large”
outliers in the sample X, when the forecast statistic S(X) can not be made
”arbitrary large” by varying of outliers values:
(5) ε∗ = max {ε ∈ [0, 1]
∣∣∀X(ε) |S(X(ε))| ≤ C < +∞ },
where X(ε) = {xt : 1 ≤ t ≤ T, ξt = 1} is a subsample of observations (1) distorted
by outliers.
Theorem 1. If L = L+ =
(
T
n
)
, then the breakdown point (5) of the LM-
forecast (4) under the distorted model (1) is the unique root of the n-th order
algebraic equation w.r.t. ε ∈ [0, 1− nT−1]
(6)
∏n−1
t=0 (1− ε−
t
T
) = (1− α)
∏n−1
t=0 (1−
t
T
),
where
(7) α = b(L− 1)/2c /L = 1/2 +O(1/
(
T
n
)
).
Proof. At first, let us show, that the unique root εr of the equation (6) in the
segment [0, 1−nT−1] exists, so it is sufficient to find the breakdown point in the
segment [0, 1− nT−1]. Let us consider the function f(ε) =
∏n−1
t=0 (1− ε− t/T )−
−(1−α)
∏n−1
t=0 (1−t/T ) defining the equation (6) in the equivalent form f(ε) = 0.
As its derivative f ′(ε) = −
∑n−1
p=0
∏n−1
t=0,t6=p(1 − ε − t/T ) < 0 is negative for ε ≤
≤ 1−n/T , then the function f(ε) decreases strictly monotonically w.r.t. ε in the
segment [0, 1− nT−1].
Let us consider the following cases: a) n = T . In this case, εr = 0 and it
belongs to the segment [0, 1 − nT−1], which is the singleton; b) n = 1, T > 1.
In this case, εr = α ∈ [0, 1 − T
−1] as α ≤ 1/2; c) 2 ≤ n ≤ T -1. In this case,
f(0) = α
∏n−1
t=0 (1− t/T ) > 0, f(1− nT
−1) = n!T−n(1− (1-α)
(T
n
)
) < 0, as T > 2,
n ≤ T − 1, α ≤ 1/2.
From these facts and the strict monotonicity of the function f(ε) we get the
existence and uniqueness of the root εr.
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At second, let us construct the equation (6). It is known [2], that the break-
down point α of the sample median of the local forecasts (3) is
α = b(L− 1)/2c /L =
{
1/2 − L−1, if L is even
1/2− (2L)−1, if L is odd
.
Denote β = εT ∈ N the number of distorted observations. If ε > 1− nT −1, that
is if β > T − n, then all local forecasts based on subsamples of size n will be
distorted and therefore the local-median forecast (4) will be distorted, so in (5)
we can consider ε ∈ [0, 1 − nT−1] only.
The total number of subsamples that do not contain distorted observations
equals to
(
T−β
n
)
. The value α of the breakdown point of the sample median
means that the number of local forecasts based on the distorted subsamples must
not be greater than αL. So we get the condition on the maximal number of
nondistorted observations in the sample X:
(T−β
n
)
≥ (1 − α)
(T
n
)
. Using (5) and
equivalent transformations we come to the equation (6).
Let us evaluate the breakdown point ε∗ in some special cases.
Corollary 1. If n ≤ αT , then ε∗ ≥ T−1 > 0.
Proof. The function f(ε) is nonnegative at the point ε = nT −1 for n ≤ αT .
Using the inequality α ≤ 1/2 we get ε∗ ∈ [T−1, 1− nT−1] in the same way as in
the proof of Theorem 1.
Corollary 2. If n = m = 1, then ε∗ = α; if n = 2, then
ε∗ = 1− (2T )−1 − ((1− (2T )−1)2 − α(1 − T−1))1/2.
Corollary 3. If n is fixed and T →∞, then
(8) ε∗ → 1− 2−1/n,
and the optimal subsample size maximizing the breakdown point (5) is n∗ = m.
Proof. Putting T → ∞ in (6) we get (8). The limit value of the break-
down point in (8) is the monotonically decreasing function of n, so the optimal
subsample size n∗ is the minimal admissible value, i.e. m.
4. Probability distribution of the LM-forecast
Introduce the notation:
g(l) = (g
(l)
i ) = Ψ
(l)
n (Ψ
(l)′
n Ψ
(l)
n )
−1ψ(zT+τ ) ∈ R
n, l = 1, ..., L; x0T+τ = θ
0′ψ(zT+τ );
φ(z|µ;σ2) = (2piσ2)−1/2 exp(−(z − µ)2/(2σ2)), z ∈ R,(9)
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is the Gaussian probability density function (p.d.f.); Φ(z|µ;σ2) is the correspond-
ing Gaussian distribution function; Πr is the set of
(n
r
)
combinations of r elements
from n elements An = {1, ..., n}.
Theorem 2. If the distorted regression model (1) takes place, and {ut}, {νt}
have Gaussian distributions, then the p.d.f. of the l-th local forecast (3) is the
mixture of 2n Gaussian distributions:
p
xˆ
(l)
T+τ
(z) =
n∑
r=0
(1− ε)rεn−r
∑
(k1,...,kr)∈Πr
pk1,...,kr(z), z ∈ R, l = 1, L,(10)
pk1,...,kr(z) = φ(z|x
0
T+τ +
n∑
i=r+1
g
(l)
ki
a
(l)
ki
;σ2(
r∑
i=1
(g
(l)
ki
)2 + (K + 1)
n∑
i=r+1
(g
(l)
ki
)2)),
where {kr+1, ..., kn} = An\{k1, ..., kr} is the subset of n − r elements from An
not included into the combination (k1, ..., kr).
Proof. Let us use the method of characteristic functions. According to the
model assumptions, characteristic functions of ut, νt, ξtνt and ηt = ut + ξtνt are
fut(λ) = exp(−
1
2σ
2λ2), fνt(λ) = exp(iatλ−
K
2 σ
2λ2), λ ∈ R,
fξtνt(λ) = (1− ε) + ε exp(iatλ−
K
2 σ
2λ2), fηt(λ) = fut(λ)fξtνt(λ) =(11)
= (1− ε) exp(− 12σ
2λ2) + ε exp(iatλ−
K+1
2 σ
2λ2), t = 1, ..., T .
From (1), (3), (9) we have
(12) xˆ
(l)
T+τ = x
0
T+τ + g
(l)′η(l),
where η(l) = (η
t
(l)
1
, ..., η
t
(l)
n
)′.
Using (11), (12), independence of {ηt} and properties of characteristic func-
tions we get:
(13) f
xˆ
(l)
T+τ
(λ) = eix
0
T+τ λ
∏n
k=1((1− ε)e
− 1
2
(g
(l)
k
)2σ2λ2 + εeia
(l)
k
g
(l)
k
λ−K+1
2
σ2(g
(l)
k
)2λ2).
By the inversion formula we get the p.d.f. of xˆ
(l)
T+τ :
p
xˆ
(l)
T+τ
(z) = 12pi
+∞∫
−∞
e−izλf
xˆ
(l)
T+τ
(λ)dλ, z ∈ R.
Putting (13) here and making identity transformations we come to (10).
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Corollary. The distribution function of the l-th LM-forecast (l ∈ {1, ..., L})
satisfies the asymptotic expansion at ε→ 0:
F
xˆ
(l)
T+τ
(z) = Φ(z|x0T+τ ;σ
2 ∑n
k=1(g
(l)
k )
2) + ε(
∑n
i=1 Φ(z|x
0
T+τ + g
(l)
i a
(l)
i ;
σ2
∑n
k=1(g
(l)
k )
2 + σ2K(g
(l)
i )
2)− nΦ(z|x0T+τ ;σ
2 ∑n
k=1(g
(l)
k )
2))+
+ε2(
∑n
i,j=1,i<j Φ(z|x
0
T+τ + g
(l)
i a
(l)
i + g
(l)
j a
(l)
j ;σ
2 ∑n
k=1(g
(l)
k )
2+(14)
+σ2K((g
(l)
i )
2 + (g
(l)
j )
2))− (n− 1)
∑n
i=1 Φ(z|x
0
T+τ + g
(l)
i a
(l)
i ;σ
2 ∑n
k=1(g
(l)
k )
2+
+σ2K(g
(l)
i )
2) + 12n(n− 1)Φ(z|x
0
T+τ ;σ
2 ∑n
k=1(g
(l)
k )
2)) + o(ε2), l = 1, ..., L.
Proof. Selecting the main terms O(1), O(ε) and O(ε2) in (10) we get the
asymptotic expansion for the p.d.f. This expansion implies the expansion (14)
for the distribution function.
According to (4) the LM-forecast is an order statistic [4]. To find its prob-
ability distribution, let us assume that the local forecasts (3) are constructed in
the way that they are independent in total.
Theorem 3. If L local forecasts (3) are independent in total, then the dis-
tribution function of the j-th order statistic (j ∈ {1, ..., L}) is
(15) Fx(j)(z) =
L∏
i=1
(1− F
xˆ
(i)
T+τ
(z))
L∑
k=j
(
L∑
i1,...,ik=1
i1>i2>...>ik
F
xˆ
(i1)
T+τ
(z)×...×F
xˆ
(ik)
T+τ
(z)
(1−F
xˆ
(i1)
T+τ
(z))×...×(1−F
xˆ
(ik)
T+τ
(z)) ),
where F
xˆ
(i)
T+τ
(z) is the distribution function of the i-th local forecast (3).
Proof. Denote I(z) = {1, z ≥ 0; 0, z < 0} the Heaviside function. Consider
the j–th order statistic x(j) based on L local forecasts (3). As the events {z >
> xˆ
(j)
T+τ} and {M(z) ≥ j} (where M(z) =
∑L
i=1 I(z − xˆ
(i)
T+τ ) is the number of
the local forecasts that are smaller than z) are equivalent, then the distribution
function of the j–th order statistic is Fx(j)(z) = P{z > x(j)} =
∑L
k=j P{M(z) =
= k}. Taking into consideration (14), χi = I(z − xˆ
(i)
T+τ ) is the Bernoulli random
variable with the parameter pi = P{χi = 1} = Fxˆ(i)
T+τ
(z). The value M(z) is the
sum of nonhomogeneous Bernoulli random variables. As the local forecasts (3)
are independent in total, we get the characteristic function of M(z):
fM(λ) =
∏L
i=1 fχi(λ) =
∏L
i=1(1 + pi(e
iλ − 1)) = (1−p1)(1−p2) . . . (1−pL)+
+
∑L
k=1(1−p1)(1−p2) . . . (1−pL)e
iλpk/(1−pk)+
+
∑L
k,l=1
k<l
(1−p1)(1−p2) . . . (1−pL)e
2iλpkpl/((1−pk)(1−pl)) + . . .+ p1p2 . . . pLe
Liλ.
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We have P{M(z) = k} = (
∑L
i1,...,ik=1
i1>i2>...>ik
pi1 ...pik
(1−pi1 )...(1−pik )
)
L∏
i=1
(1− pi), and the dis-
tribution function is Fx(j)(z) =
L∏
i=1
(1− pi)
L∑
k=j
(
L∑
i1,...,ik=1
i1>i2>...>ik
pi1 ...pik
(1−pi1 )...(1−pik )
), so we
get (15).
Corollary. If L is an odd number, then the distribution function of the LM-
forecast xˆT+τ is:
FxˆT+τ (z) =
∏L
i=1 (1− Fxˆ(i)
T+τ
(z))×(16)
×
∑L
k=(L+1)/2(
∑L
i1,...,ik=1
i1>i2>...>ik
F
xˆ
(i1)
T+τ
(z)...F
xˆ
(ik)
T+τ
(z)
(1−F
xˆ
(i1)
T+τ
(z))...(1−F
xˆ
(ik)
T+τ
(z)) ).
As it is seen from (14), (16), the expression of the distribution function for
the LM-forecast is too complicated to analyze it. To simplify it and to analyze
the distribution function, let us consider the special case where the local forecasts
are identically distributed.
Denote: ϕ0(z) = ϕ(z|x
0
T+τ ;K0σ
2), Φ0(z) = Φ(z|x
0
T+τ ;K0σ
2), K0 > 0,
ϕi(z) = ϕ(z|x
0
T+τ + mi; (Ki + K0)σ
2), Φi(z) = Φ(z|x
0
T+τ + mi; (Ki + K0)σ
2),
Ki ≥ 0, mi ∈ R, i = 1, ..., n.
Theorem 4. If ζ1, . . . , ζL are L = 2l + 1 i.i.d. random variables (local fore-
casts) with the p.d.f. pζ(z) = (1− nε)ϕ0(z) + ε
∑n
i=1 ϕi(z) (and the distribution
function Fζ(z) = (1 − nε)Φ0(z) + ε
∑n
i=1 Φi(z)), which is the mixture of n + 1
Gaussian distributions, then the following asymptotic expansion for the p.d.f. of
the sample median ζmed = med(ζ1, . . . , ζL) holds at ε→ 0:
pmed(z) =
L!
(l!)2
Φ0(z)
l(1− Φ0(z))
lϕ0(z) + ε
L!
(l!)2
Φ0(z)
l(1−
−Φ0(z))
lϕ0(z)(l(Φ0(z)
−1 − (1− Φ0(z))
−1)(
∑n
i=1 Φi(z))+(17)
+ϕ0(z)
−1(
∑n
i=1 ϕi(z)) + nlΦ0(z)(1 − Φ0(z))
−1 − n(l + 1)) + o(ε).
Proof. It is known [3] that the p.d.f. of the sample median of L i.i.d. random
variables with the p.d.f. f(x) and the distribution function F (x) is
p(x) = L!l!(L−l−1)!F (x)
l(1− F (x))L−l−1f(x).
Then
pmed(z) =
L!
l!(L−l−1)!((1 − nε)Φ0(z) + ε
∑n
i=1 Φi(z))
l(1− (1− nε)Φ0(z)−
−ε
∑n
i=1 Φi(z))
L−l−1((1− nε)ϕ0(z) + ε
∑n
i=1 ϕi(z)).
78 Yu. Kharin, V. Maevskiy
By equivalent transformations we come to (17).
Note, that the p.d.f. of the sample mean of the random variables ζ1, . . . , ζL
under Theorem 4 conditions is: pmean(z) = ϕ(z|x
0
T+τ ;σ
2(K0+ε
∑n
i=1Ki)/L). Let
us define the ratio of the p.d.f. for the sample median with respect to the p.d.f.
for the sample mean: κ(z) = pmed(z)/pmean(z). This function shows relative
concentration of these two probability densities.
To evaluate the function κ(z) two series of numerical experiments were de-
veloped.
Example 1. The dependence of κ(z) on the distortion level ε and z is eval-
uated for x0T+τ = 0, l = 10, L = 21, σ = 1, K0 = 1, n = 5, Ki = 10, mi = 0,
i = 1, ..., n, z ∈ [−1, 1], ε ∈ [0, 0.1]. The dependence of κ(z) on ε and z is plotted
on Figure 1.
Fig. 1. The dependence of κ on z and ε
We can see, that pmed(z) has more ”heavy tails” with respect to pmean(z) at
small values of the distortion level ε and it has more ”light tails” when the level
ε of the distortions is increasing.
Example 2. The dependence κ(z) on the absolute values of distortions is
evaluated for x0T+τ = 0, l = 10, L = 21, σ = 1, K0 = 1, n = 5, ε = 0.05,
z ∈ [−1, 1], Ki = K
∗, mi = 0, i = 1, ..., n, K
∗ ∈ [1, 100]. The dependence of κ(z)
on K∗ and z is plotted on Figure 2.
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Fig. 2. The dependence of κ(z) on z and K∗
It is seen from Figure 2, that pmed(z) has more ”heavy tails” with respect
to pmean(z) at small variance of the outliers (K
∗ +K0)σ
2 and it has more ”light
tails” when the variance of the outliers (K∗ +K0)σ
2 is increasing.
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