Abstract In this paper, we decide to compare two new approaches based on Rational and Exponential Bessel functions (RBs and EBs) to solve several well-known class of Lane-Emden type models. The problems, which define in some models of non-Newtonian fluid mechanics and mathematical physics, are nonlinear ordinary differential equations of second-order over the semiinfinite interval and have singularity at x = 0. We have converted the nonlinear Lane-Emden equation to a sequence of linear equations by utilizing the quasilinearization method (QLM) and then, these linear equations have been solved by RBs and EBs collocation-spectral methods. Afterward, the obtained results are compared with the solution of other methods for demonstrating the efficiency and applicability of the proposed methods.
molecules and subject to the laws of classical thermodynamics. Let P (r) denote the total pressure at a distance r from the center of spherical gas cloud. The total pressure is due to the usual gas pressure and a contribution from radiation:
where ξ, T, R and are respectively the radiation constant, the absolute temperature, the gas constant, and the specific volume, respectively [3, 4] . Let M (r) be the mass within a sphere of radius r and G the constant of gravitation. The equilibrium equation for the configuration are
where ρ, is the density, at a distance r, from the center of a spherical star. Eliminating M yields of these equations results in the following equation, which as should be noted, is an equivalent form of the Poisson equation [4, 5] :
We already know that in the case of a degenerate electron gas, the pressure and density areρ = P 3 5 , assuming that such a relation exists in other states of the star, we are led to consider a relation of the form P = Kρ We can insert this relation into Eq.(1) for the hydrostatic equilibrium condition and, from this, we can rewrite the equation as follows:
where λ represents the central density of the star and y denotes the dimensionless quantity, which are both related to ρ through the following relation [1, 5] : .
Inserting these relations into our previous relation we obtain the Lane-Emden equation [4, 5] :
now, we will have the standard Lane-Emden equation with f (x, y) = y m y ′′ (x) + 2 x y ′ (x) + y m (x) = 0, x > 0, (2) the initial conditions are as follows
The values of m, which are physically interesting, lie in the interval [0, 5] . The main difficulty in analyzing this type of equation is the singularity behaviour occurring at x = 0. As it has been mentioned in the literature review, the solutions of the LaneEmden equation could be exact only for m = 0, 1 and 5. For the other values of m, the Lane-Emden equation is to be integrated numerically [5] . Thus, we decided to present a new and efficient technique to solve it numerically for m = 0.5, 1.5, 2, 2.5, 3, 3.5 and 4.
Previous works
Recently, many analytical, semi-analyticaland and numerical techniques have been applied to solve Lane-Emden equations. The main difficulty arises in the singularity of the equations at x = 0. We have introduced several techniques as follow:
Bender et al. [6] proposed a new perturbation technique based on an artificial parameter δ, the method is often called δ-method. Wazwaz [8] employed the Adomian decomposition technique with an alternate framework designed, J.H. He [11] employed Ritzs method to obtain an analytical solution, Parand et. al. [12, 13, 14, 15, 16] applied pseudo-spectral method based on rational Legendre functions, Sinc collocation method, the Lagrangian method based on modified generalized Laguerre function, Hermite function collocation method and meshless collocation method based on Radial basis function (RBs) as numerical solution, Ramos [17, 18, 19, 20] presented linearzation methods to utilize an analytical solutions and globally smooth solutions, developed piecewise-adaptive decomposition methods, obtained series solutions of the Lane-Emden type equation, Yousefi [21] applied Legendre Wavelet approximations and used integral operator and converted Lane-Emden equations to integral equations, Chowdhury and Hashim [22] used analytical solutions of the generalized Emden-Fowler type equations by homotopy perturbation method (HPM), Aslanov [24] introduced a further development in the Adomian decomposition technique, Dehghan and Shakeri [25] investigated Lane-Emden equations by applying the variational iteration method, Marzban et al. [27] used a method based upon hybrid of block-pulse functions and Lagrange interpolating polynomials together with the operational integration matrix to approximate solution of the problem, Adibi and Rismani in [28] proposed the approximate solutions of singular the Lane-Emden via modified Legenre-spectral method, Karimi vanani and Aminataei [29] provided a numerical method which produces an approximate polynomial solution, thesy used an integral operator and convert Lane-Emden equations into integral equations then, convert the acquired integral equations into a power series and finally, transforming the power series into padé series form, Kaur et al. [30] obtained the Haar wavelet approximate solution.
So, the other researchers trying to solving the Lane-Emden type equations with several methods, For example, A Yildirm andÖziş [31, 32] by using HPM and VIM methods, Benko et al. [33] by using Nyström method, Iqbal and javad [34] by using Optimal HAM, Boubaker and Van Gorder [35] by using boubaker polynomials expansion scheme, Daşcoǧlu and Yaslan [36] by using Chebyshev collocation method, Yüzbaş [37, 38] by using Bessel matrix and improved Bessel collocation method, Boyd [39] by using Chebyshev spectral method, Bharwy and Alofi [40] by using Jacobi-Gauss collocation method, Pandey et al. [41, 42] by using Legendre and Brenstein operation matrix, Rismani and monfared [43] by using Modified Legendre spectral method, Nazari-Golshan et al. [44] by using Homotopy perturbation with Fourier transform, Doha et al. [45] by using second kind Chebyshev operation matrix algorithm, Carunto and bota [46] by using Squared reminder minimization method, Mall and Chakaraverty [47] by using Chebyshev Neural Network based model, Gürbüz and sezer [48] by using Laguerre polynomial and Kazemi-Nasab et al. [49] by using Chebyshev wavelet finite difference method. In this paper, we attempt to introduce a new method, based on RBF-DQ for solving non-linear ODEs.
The rest of this paper is arranged as follows: Section 2 introduces new rational and exponential Bessel functions (RBs and EBs) and their properties. Section 3 describes a brief formulation of quasilinearization method (QLM) introduced by [59] . In section 4 at first, by utilizing QLM over Lane-Emden equation a sequence of linear differential equations is obtained, then at each iteration solve the linear differential equation by RBs and EBs collocation methods that we name RBs-QLM and EBs-QLM methods. Comparison between these two methods with some well-known results in section 5, show that using rational functions is highly accurate, and we also describe our results via tables and figures. Finally, we give a brief conclusion in section 6.
Properties of Rational and Exponential Bessel Functions
The Bessel functions arise in many problems in physics possessing cylindrical symmetry, such as the vibrations of circular drumheads and the radial modes in optical fibers. Bessel functions are usually defined as a particular solution of a linear differential equation of the second order which known as Bessel's equation. Bessel functions first defined by the Daniel Bernoulli on heavy chains (1738) and then generalized by Friedrich Bessel. More general Bessel functions were studied by Leonhard Euler in (1781) and in his study of the vibrating membrane in (1764) [50, 51] .
Bessel differential equation of order n ∈ R is:
One of the solutions of equation (4) by applying the method of Frobenius as follows [52] :
where series (5) is convergent for all x ∈ (−∞, ∞). polynomials has been introduced as follows [53, 54] :
where n ∈ N, and N is the number of basis of Bessel polynomials.
Rational Bessel Functions
The new basis functions, "Rational Bessel functions (RBs)" denote by RB n (x, L) which are generated from well known Bessel polynomials by using the algebraic mapping φ(x) = x x+L , as follow:
where x ∈ [0, ∞), B n (x) is Bessel polynomials of order n, and the constant parameter L > 0 is a scaling/stretching factor which can be used to fine tune the spacing of collocation points. For a problem whose solution decays at infinity, there is an effective interval outside of which the solution is negligible, and collocation points which fall outside of this interval are essentially wasted. On the other hand, if the solution is still far from negligible at the collocation points with largest magnitude, one cannot expect a very good approximation. Hence, the performance of spectral methods in unbounded domains can be significantly enhanced by choosing a proper scaling parameter such that the extreme collocation points are at or close to the endpoints of the effective interval [55] . Boyd [56] offered guidelines for optimizing the map parameter L for rational Chebyshev functions, which is also useful for RBs.
Let us define Γ = {x| 0 ≤ x < ∞} and L 2 wr (Γ ) = { v : Γ → R|v is measurable and v wr < ∞}, where
, is the norm induced by inner product of the space L 2 wr (Γ ) as follows:
Notice that we can write b(x) vector as a combination of the basis vectors of S subspace. We know function of f (x) can be expanded by N + 1 terms of RB as:
that is
where
∈ S are orthogonal which we denote it by:
vector is orthogonal over all of basis vectors of S subspace as:
therefore A can be obtained by
Exponentioal Bessel Functions
Exclusive of rational functions we can use exponential transformation to have new functions which are also defined on the semi-infinite interval. The exponential Bessel functions (EBs) can be defined by
where parameter L is a constant parameter and, like rational functions, it sets the length scale of the mapping. All of the above relations can also be used to EBs with respect to the weight function w e (x,
The quasilinearization method (QLM)
The QLM is a generalization of the Newton-Raphson method [58] to solve the nonlinear differential equation as a limit of approximating the nonlinear terms by an iterative sequence of linear expressions. The QLM techniques are based on the linearization of the higher order ordinary/partial differential equation and require the solution of a linear ordinary differential equation at each iteration. Mandelzweig and Tabakin [60] have determined general conditions for the quadratic, monotonic and uniform convergence of the QLM method to solve both initial and boundary value problems in nonlinear ordinary nth order differential equations in N -dimensional space.
Let us assume that a second-order nonlinear ordinary differential equation in one variable on the interval [0, ∞) as follows:
with the boundary conditions: u(0) = A, u(∞) = B, where A and B are real constants and F is nonlinear function. By utilizing the QLM to solve Eq. (10) determines the (I + 1)th iterative approximation u I+1 (t) as a solution of the linear differential equation:
with the boundary conditions:
where r = 0, 1, 2, · · · and the functions F u = ∂F/∂u and with the initial conditions:
For rapid convergence is actually enough that the initial guess is sufficiently good to ensure the smallness of just one of the quantity q r = k||y I+1 − y I ||, where k is a constant independent of I. Usually, it is advantageous that y 0 (t) would satisfy at least one of the initial conditions Eq. (3) [61] , thus set y 0 (x) = 1 for the initial guess of Lane-Emden equation.
Then, we can approximate y I+1 (x) by N + 1 basis of RBs and EBs as follows:
1. approximating y I+1 (x) by N + 1 basis of RBs:
where r = 0, 1, 2, · · · . and two terms 1 and x 2 are to satisfy initial conditions Eq. (14) . To apply the collocation method, we have constructed the residual function for (I +1)th iteration in QLM by substituting y I+1 (x) by u N,I+1 (x) into Eq. (13) as following:
2. approximating y I+1 (x) by N + 1 basis of EBs:
where r = 0, 1, 2, · · · . In this paper, we have been considered two terms 1 x 2 +1 and x 2 x+1 to satisfy initital conditions Eq. (14) . Also, like above, to apply the collocation method, we have constructed the residual function for (I + 1)th iteration in QLM by substituting y I+1 (x) by w N,I+1 (x) into Eq. (13) as following:
In all of the spectral methods, the purpose is to findb n andĉ n coefficients. A method for forcing the residual functions Eq. (16) and Eq. (18) to zero can be defined as collocation algorithm. There is no limitation to choose the point in collocation method. The N +1 collocation points have been substituted in RESr I+1 (x) and RESe I+1 (x) equations, therefore:
which x i are roots of the shifted Chebyshev functions on finite interval [57] . Finally, a linear system of equations has been obtained, all of these equations can be solved by Newton method for the unknown coefficients.
Results and discussion
The Lane-Emden type describe the variation of density as a function of the radial distance for a polytrope. They was first studied by the astrophysicists Jonathan Homer Lane and Robert Emden, which considered the thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamics [1, 2] . In the Lane-Emden type equations, the first zero of y(x) is an important point of the function, so we have computed y(x) to this zero. In this paper, the equation is solved for m = 1.5, 2, 2.5, 3 and 4, which does not have exact solutions. The comparison of the initial slope y ′ (0) calculated by RBs-QLM with values obtained by Horedt [5] is given in table 1. Table 2 
Conclusion
The fundamental goal of this paper were to introduce novel hybrid basis of Rational Bessel and Exponential functions (RB, EBs) with quasilinearization meyhod (QLM) to construct an approximation for solving nonlinear LaneEmden type equations. These problems describe a variety of phenomena in theoretical physics and astrophysics, including aspects of stellar structure, the thermal history of a spherical cloud of gas, isothermal gas spheres, and thermionic currents [4] . To achieve these goal at first, a sequence of linear differential equations is obtained by utilizing QLM over Lane-Emden equation. Second, in each iteration of QLM, the linear differential equation is solved by new RBs and EBs collocation method. This paper has been shown that the present works have provided two acceptable approaches for solving LaneEmden type equations coused by the following reasons:
1 Cause of simplicity to solve problems and convergence of approximation functions, we convert the nonlinear problems to a sequence linear equations using QLM 2 Numerical results indicate effectiveness, applicability and accuracy of the present approaches. 
