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Abstract
Visual synthesis is one of the most fundamental problems in com-
puter vision and artificial intelligence. Visual synthesis aims to create
pixel-level data (e.g., images and videos) based on descriptions such as
texts, noise, semantic annotations and images. Recently, deep gener-
ative learning has greatly promoted the development of visual synthe-
sis. However, the existing generative methods still suffer from several
issues, including model interpretation, controllability, stability, effi-
ciency and performance. In this thesis, several generative models are
proposed to address these challenges. This thesis makes the following
contributions:
First, this thesis introduces an attention generative model for local
image synthesis, so as to improve the controllability and interpreta-
tion of the generative model. How to precisely locate the foreground
region in the image and generate the target object to the specified
region is the key problem in the local image synthesis task. The ob-
ject transfiguration task is an application of the local image synthesis,
which aims to transform the object of images to another object. Ex-
isting generative methods often fail to decompose the foreground and
background. In this thesis, the attention mechanism is incorporated
into generative models, so as to transform the object of our interests
without altering the background. The model is built by decomposing
the generative network into two separate networks, each of which is
dedicated to one sub-task: to detect the region of interests and to gen-
erate the object from one object to another. The attention network
predicts spatial attention maps of images, and the transformation net-
work focuses on translating objects. The attention network produces
attention maps which are encouraged to be sparse so that the model
can only pay attention to the objects of interest. Also, a novel percep-
tual loss is introduced to improve the quality of transformed images
in the high-level feature space. Experimental results demonstrate the
necessity of investigating attention in image-to-image transformation,
and that the improvement of the quality of generated images.
Second, this thesis proposes a multi-domain generative model that
multiple styles of images can be generated in a single network. The
major challenge is how to efficiently generate multiple styles in a sin-
gle network. Our model is capable to extract the content and style
feature of images, and apply multiple style features to the content
image.This thesis proposes a gated generative model that consists
of three modules: an encoder, a gated transformer, and a decoder.
Different styles can be achieved through different branches of gated
transformers while the encoder and decoder are used for capturing
structure information sharing weights for all styles. A discriminative
network is used to distinguish whether the input image is a stylized
or genuine image. An auxiliary classifier is used to recognize the style
categories of transferred images, thereby helping to generate images in
multiple styles. In addition, to stabilize the adversarial training pro-
cess, an auto-encoder reconstruction loss is introduced by combining
the encoder and decoder module. Extensive experiments demonstrate
the stability and effectiveness of the proposed model for multi-domain
image synthesis.
Third, this thesis investigates the video synthesis problem on the long-
term horizon. A temporal generative model is proposed for long-term
video frame prediction. The existing generative model for video pre-
diction usually cannot output high-quality predictions for a long-time
horizon. The reason is that those methods recursively output subse-
quent frames by taking the newly generated frames as observations,
consequently the prediction error accumulates dramatically. The in-
troduced retrospection process is designed to look back on what has
been learned from the past and rectify the prediction deficiencies.
To this end, a retrospection network is built to reconstruct the past
frames given the currently predicted frames. On the other hand, an
auxiliary route is built by reversing the flow of time and executing
a similar retrospection. These two routes interact with each other
to boost the performance of retrospection network and enhance the
understanding of dynamics across frames, especially for the long-term
horizon.
Overall, this thesis investigates the deep generative model and solves
several practical issues for visual synthesis and transformation. For
local image synthesis, we propose an attention generative model. We
also propose a gated generative model for generating multi-domain
of images in a single generative network. For video synthesis, a
temporal generative model is proposed to output long-term video
frames by incorporating the prediction and retrospection process in
the model. Extensive experimental results on large-scale benchmark
datasets demonstrate that the proposed methods in this thesis per-
form favorably against previous visual synthesis algorithms in terms
of efficiency, controllability, and robustness.
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