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Abstract
The Becker–Do¨ring equations are an infinite dimensional system of ordinary differntial equations describing
coagulation/fragmentation processes of species of integer sizes. Formal Taylor expansions motivate that its solution
should be well described by a partial differential equation for large sizes, of advection-diffusion type, called Fokker–
Planck equation. We rigorously prove the link between these two descriptions for evolutions on finite times rather
than in some hydrodynamic limit, motivated by the results of numerical simulations and the construction of
dedicated algorithms based on splitting strategies. In fact, the Becker–Do¨ring equations and the Fokker–Planck
equation are related through some pure diffusion with unbounded diffusion coefficient. The crucial point in the
analysis is to obtain decay estimates for the solution of this pure diffusion and its derivates to control remainders
in the Taylor expansions. The small parameter in this analysis is the inverse of the minimal size of the species.
1 Introduction
Simulating the ageing of materials over a long period of time remains a challenge in the materials science commu-
nity. Purely atomistic approaches, such as molecular dynamics or kinetic Monte Carlo [5, 20, 40, 45, 47] do not
allow to reach times as long as years of ageing. To achieve this goal, mean-field models have been developed. One
model, called Cluster Dynamics, has been considered in the community of nuclear materials [14, 2, 23] in order to
study the evolution of defects under irradiation. In fact, this model coincides with the celebrated Becker–Do¨ring
(BD) equations, first proposed in [3] and then modified in [36], which allow to simulate coagulation/fragmentation
processes in various fields, including biology. It consists in simulating the evolution of concentration of various
species, here clusters of defects such as vacancies or other self defects, solute gas, etc. From a mathematical
viewpoint, BD is an infinite set of ordinary differential equations (ODEs), one for each type of defect. We focus
in this work on a simple but paradigmatic example of a single species coagulation/fragmentation process, which
corresponds for instance to vacancy clustering in materials science.
Let us first recall the BD equations, denoting by Cn the concentration of clusters composed of n vacancies.
The evolution of Cn is given by
dCn
dt
= βn−1Cn−1C1 − (βnC1 + αn)Cn + αn+1Cn+1, (1)
where αn and βn are respectively called emission and absorption coefficients, while C1 represents the concentration
of clusters composed of only one vacancy. Equation (1) describes a simple process where clusters of defects can
either emit or absorb a single vacancy. More precisely, the term βn−1Cn−1C1 describes the increase in the
population of clusters of size n coming from clusters of size n − 1 absorbing a single vacancy, while the term
αn+1Cn+1 describes the increase in the population of clusters of size n coming from clusters of size n+ 1 emitting
a single vacancy. Finally, the term −(βnC1 +αn)Cn encodes the rate of decrease of clusters of size n arising from
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their transformation into clusters of sizes n − 1 or n + 1. Single vacancies are considered as mobile clusters and
their evolution is related to the evolution of all other clusters as follows:
dC1
dt
= −2β1C21 −
∑
n>2
βnCnC1 +
∑
n>2
αnCn + α2C2. (2)
The latter equation is determined by the requirement that the total quantity of matter is conserved, namely
d
dt
(
C1 +
∑
n>2
nCn
)
= 0. (3)
The reasons such a model is a simplification of complex phenomena occurring in real materials are twofold. First,
mobile clusters can be of size greater than one. Equation (1) can be enriched with terms describing the absorption
or emission of clusters of sizes m > 1, with equations similar to (2) describing the evolution of concentrations of
sizes m > 1. Second, clusters can be made of different types of defects, e.g. vacancies and helium atoms in iron.
Therefore, defect concentrations are in general indexed by k-tuples, where k is the number of types of defects.
Various properties of the BD equations (2)-(3) are reviewed in [39, 19]. The study of the well-posedness of
the BD equations was initiated in [1], with uniqueness results refined in [26]. Many works, starting with [1], then
adressed the longtime behavior of BD, which depends on whether the total mass is below some treshold value,
in which case precise rates of convergence to a steady-state solution with fixed mass can be obtained (see [21]
and subsequent works as reviewed in [19]); or above the treshold value, in which case some mass is lost in the
steady-state [38], a signature of some intriguing phase transition. Another viewpoint on the longtime behavior
of BD is to obtain some average description of the dynamics under the form of a partial differential equation
(PDE) under a suitable space-time scaling corresponding to some hydrodynamic limit, as initiated in [35] and
pursued in many works, including [26, 8, 29, 30]. The limiting PDE is a nonlinear transport equation, the so-called
Lifshitz–Slyozov equation, or a variant of it. This PDE describes the longtime behavior of large clusters, and is
therefore a model relevant for the coalescence regime.
Our concern here is rather on a non-asymptotic phase of the process, where nucleation and growth are still
important, and where the concentration of small defects remains high because of the irradiation. This regime
is not well described by the Lifshitz–Slyozov equation, but rather by Fokker–Planck type equations, which can
be seen as nonlinear transport equations supplemented by a diffusion term. Fokker–Planck equations related to
BD were first presented in [16] and are still used and developed in more recent works in the materials science
community [23, 24, 42]. They have also been considered in mathematical studies, where the diffusion is obtained
as a higher order correction term in scaling limits [44, 18, 8]. Note however that the diffusion part typically
vanishes in the longtime/large scale limit in these models.
Our motivation for studying Fokker–Planck type approximations at finite times rather than large times comes
from numerical considerations. A numerical approach to solve BD is to fix the maximal size Nmax of the clusters
in the simulation, which amounts to solving a system of Nmax ODEs. In practice, the ODE system is stiff
so that dedicated solvers are required, see [6], as well as [23] for the applications we have in mind. However,
it can become computationally impossible to solve the ODEs. For example, a system with several types of
defects such as vacancies (V) and helium atoms (He), might contain up to Nmax = Nmax,VNmax,He = 10
6 × 105
equations. This motivated the development of various approximations, for instance based on some coarse-graining
procedure [6, 25, 15]. An alternative strategy consists in coupling the EDO system with a macroscopic description
of the materials in terms of a PDE, formally obtained by a second order discretization based on the assumption
that Cn(t) ' C (t, n) for some smooth function C (we recall the heuristic derivation of this equation in Section 3.1):
∂C
∂t
= −∂(FC )
∂x
+
1
2
∂2(DC )
∂x2
. (4)
The Fokker–Planck equation (4) is characterized by the drift F and the diffusion D, both coefficients depending
on the coefficients of absorption and emission β and α.
While the approximation (4) gives accurate results in practice at finite times for large cluster sizes (when
compared to the solution of the full ODE system), the consistency of this approach has never been rigorously
proven, and the approximation error never been quantified in function of the minimal size of the clusters for
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Figure 1: Comparison of the growth of vacancy clusters under irradiation, at time t = 105 s, of the solutions of BD
equations (1)-(2) (’master equation’), the Fokker–Planck dynamics (4) and the Lifshitz-Slyozov like dynamics LSW
(i.e. (4) with D = 0). See [41] for details on the simulations.
which it is used. Let us emphasize that, as demonstrated in Figure 1, it is crucial to include the diffusion term
in the PDE approximating BD at finite times, as highlighted by the fact the solution of (4) with D = 0 does not
capture correctly the solution of the ODE system. The numerical results reported in this picture also show that
the Fokker–Planck approximation can be valid for very small cluster sizes.
A difficulty in making the heuristic argument of [16] leading to (4) rigorous is that the approximation on
which the derivation relies is based on a Taylor expansion of order 2 for a mesh with fixed spacing 1. This is
in contrast with the usual approximations in the mathematics literature which rely on some space-time scaling
naturally leading to some continuum limit as in [44, 18, 8]. One would need decay estimates on the derivatives of
the solution to justify the Taylor expansion used in [16]. While the recent work [9] considered the well-posedness
and regularity of Fokker–Planck type dynamics (4) related to BD, as well as their convergence to equilibrium, we
are not aware of results on decay estimates for derivatives of solutions of (4). In fact, we do not directly work on
this equation, but perform a change of variables q = Q(t, x) based on the characteristics of the transport part of
the equation, which leads to another PDE, a pure diffusion of the form
∂C
∂t
=
1
2
σ2(q)
∂2C
∂q2
, (5)
where the diffusion coefficient σ2 depends on the coefficients α and β. The interest of the diffusion equation is
that it is now possible to make precise the decay of the derivatives of C. The PDE (5) allows us to relate BD
and its Fokker–Planck approximation. The small parameter in this analysis is the inverse of the minimal cluster
size M . Due to the fact that BD is inherently nonlinear, we also introduce a splitting of the dynamics in order
to restrict the nonlinearity to the evolution (2) of single vacancies. This splitting allows us to work in a simpler
framework and to prove rigorously the link between the Fokker–Planck approximation and BD for larger cluster
sizes. Moreover, this splitting is also of interest for numerical simulations [42].
This article is organized as follows. We first present results concerning BD in Section 2. We start by recalling
well-posedness results in Section 2.1, and next discuss in Section 2.2 the convergence of a splitted dynamics
where (1) and (2) are integrated successively. The proofs of the results given in Section 2 are postponed to
Appendices A and B. We then focus our attention on the Fokker–Planck approximation in Section 3. After a
heuristic derivation of the Fokker–Planck approximation, we present the diffusion equation (5), which is a key
equation in this work. We state decay results on its solutions, which allows us to relate the diffusion equation
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and both the Fokker–Planck equation (4) and BD (1) for large cluster sizes. The proofs of the technical results
of Section 3 are gathered in Appendix C.
2 Results on the Becker–Do¨ring equations and their splitting
We recall in Section 2.1 the mathematical framework in which BD is well posed [1, 26], and introduce there some
notation which will prove useful in the remainder of the section. We next introduce in Section 2.2 a splitting
of the dynamics and prove that it is consistent of order 1. We denote in this section the solution of BD by
u = (u1, u2, . . . ).
2.1 Well-posedness of the Becker–Do¨ring equations
We consider the full BD (i.e. equations (1)–(2)), which is a nonlinear dynamics. We recall here the existence
results by Ball, Carr and Penrose [1], and the refined existence result obtained in [26]. We also give an alternative
proof of the uniqueness in Appendix A, based on the dissipativity of the underlying operator. We work on the
Hilbert space H = `2(N∗,R), endowed with its natural norm ‖ · ‖ and inner product 〈·, ·〉. Unless stated otherwise,
the norm ‖ · ‖ is the natural norm of H or the norm of bounded operators on H, depending on the context.
Consider u = (u1, u2, · · · , un, · · · ) ∈ H and denote by (en)n∈N∗ the orthonormal basis of H defined by (en)i =
δni, where δni is the usual Kronecker symbol. In particular, 〈u, ei〉 = ui. BD can be written with this notation as
the following Cauchy problem in H: 
du
dt
= A(u1)u,
u(0) = u0,
(BD)
where the quasi-linear operator A is defined, for all v ∈ H, by:
A(v1)e1 = −2β1v1e1 + β1v1e2,
A(v1)en = (αn − βnv1)e1 + αnen−1 − (βnv1 + αn)en + βnv1en+1, n > 2.
Alternatively, A can be written as the following infinite matrix:
A(v1) =

−2β1v1 2α2 − β2v1 α3 − β3v1 α4 − β4v1 · · ·
β1v1 −(β2v1 + α2) α3 0 · · ·
0 β2v1 −(β3v1 + α3) α4 · · ·
0 0 β3v1 −(β4v1 + α4)
. . .
...
...
...
. . .
. . .
 .
The main difficulty of the problem (BD) comes from the unboundedness of the coefficients αn and βn. As will
be made clear below, it is nonetheless possible to obtain existence and uniqueness results for coefficients which
do not grow too fast. In fact, physically, αn, βn = O(n
γ), with γ = 1/3 for vacancies and solutes which generate
three-dimensional objects such as bubbles, and γ = 1/2 for interstitials which generate two-dimensional objects
such as loops (see Example 1 below). Nevertheless, in order to prove the existence and uniqueness of smoooth
solutions, the following assumptions on α and β are sufficient.
Assumption 1. The sequences α = (αn)n>1 and β = (βn)n>1 are two sequences of non-negative real numbers,
and there exists B ∈ R+ such that
∀n > 1, |αn+1 − αn| 6 B, |βn+1 − βn| 6 B. (H1)
In fact, the proof of the uniqueness only requires αn+1−αn 6 B and βn+1−βn > −B as in [26, Theorem 2.1]
(see Appendix A). We consider the stronger conditions (H1) in order to apply the regularity results from [1,
Theorem 3.2]. Let us now present a specific example, which we will use throughout this work to illustrate the
relevance of our assumptions.
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Example 1. In many physical models [14, 33, 2, 23], the expression of αn and βn are chosen as follows:
βn =
(
48pi2
V 2at
)γ
Drn, αn =
(
48pi2
V 2at
)γ
Drn exp
(
− E
f
v
kBT
)
exp
(
ω
rn
)
,
where D is the diffusion coefficient of mobile clusters, Vat the atomic volume, E
f
v the formation energy of a
vacancy, kB the Boltzmann constant, T the temperature, ω a parameter related to the type of clusters (vacancies
or interstitials) and rn = n
γ , with γ ∈ { 1
3
, 1
2
}. It is easy to see that the sequences α and β indeed satisfy
Assumption 1.
In order to prove the global-in-time well-posedness, we introduce the following subset of H (already considered
in [1]):
Q =
{
u ∈ H
∣∣∣∣∣ ∀n > 1, un > 0, ∑
n>1
nun < +∞
}
. (6)
The condition
∑
nun < +∞ translates the physical fact that the total quantity of matter is finite. In fact, this
quantity is conserved by the BD dynamics (1)–(2). For any element u ∈ Q, we define
Q(u) =
∑
n>1
nun.
Remark 1. In view of (6) and Assumption 1, an element u ∈ Q satisfies in particular
0 6
∑
n>1
αnun < +∞ and 0 6
∑
n>1
βnun < +∞.
This means that the sequences (αnun)n>1 and (βnun)n>1 are in `1(N∗,R) when u ∈ Q.
We are now in position to recall the following result on the well-posedness of BD.
Theorem 2 (see [1, 26]). Fix an initial condition u0 ∈ Q and suppose that Assumption 1 holds true. Then, there
exists a unique global-in-time classical solution u ∈ C0(R+,Q) ∩ C1(R+,H) of the problem (BD). Moreover,
∀ t > 0, Q(u(t)) = Q(u0) and ‖u(t)‖ 6 piQ(u0)√
6
.
The last estimate is easily obtained from the bound on Q(u(t)). Let us mention that an alternative proof for
the existence of the solution to BD is proposed in [41]. Instead of approximating the infinite dimensional BD
equations by a finite dimensional system as in [1], we work with an infinite dimensional dynamics on H where the
coefficients αn, βn are approximated by bounded coefficients αn/(1 + εn
p) and βn/(1 + εn
p) for ε > 0 and p > 2.
The scheme of the proof of the existence remains however the same as in [1]: it is first shown that the regularized
dynamics is well posed in H and preserves the total mass; a solution is then obtained by a compactness argument.
The uniqueness part however follows a strategy different from the one in [26], based on the dissipativity of the
operator A(b) for b > 0 fixed. This dissipativity property is in fact useful for the numerical analysis provided in
Section 2.2, which is why we present these estimates in Appendix A, where our alternative proof for the uniqueness
of the dynamics can also be read.
2.2 Splitting of the dynamics and qualitative properties
We discuss in this section some properties of the dynamics obtained by splitting the nonlinear dynamics (BD) into
two sub-dynamics, one on the first concentration only and another one on the remaining concentrations. Let us
emphasize that this corresponds to a somewhat ideal splitting, where only the error with respect to the integration
time of each subdynamics is taken into account. In particular, no error related to the use of integration schemes
for the dynamics on the remaining concentrations is considered (as errors arising from the truncature of the size
of the system, or the use of time-stepping methods).
The motivations for considering the properties of this ideal splitting are twofold. First, it allows to restrict the
nonlinearity to one equation, while the remainder of the dynamics becomes linear. It is one of the key features we
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used in [42] for an efficient numerical integration of cluster dynamics. Second, the validity of the Fokker–Planck
approximation is obtained only for linear dynamics. The proof of such an approximation in Section 3 is performed
for the linear sub-dynamics of clusters of larger sizes. Note that the splitting introduced in this section can be
generalized to a splitting on a first dynamics on small clusters from sizes 1 to M (which can then be integrated
with any time-stepping method), and on a second dynamics on larger clusters of sizes greater than M + 1 for
some M > 1. The estimates we use in our proof, which rely on an explicit integration of the dynamics of the first
concentration (see Lemma 20) should then be generalized by more abstract results. Although this is possible, we
refrain from doing so in order to keep the presentation more readable.
The splitting we consider here is a simple Lie-Trotter splitting [43], although more elaborate splitting such as
Strang splittings can of course be considered. We prove that the associated dynamics is consistent with the full
dynamics (BD) in the natural norm of H. Although this result is of course expected, proving it rigorously requires
controlling the behavior of the solution of the splitted dynamics, for which no mass conservation holds. We need
to strengthen Assumption 1 to this end, in order to control the first and second derivatives of the solution.
Assumption 2. There exist 0 6 γ 6 1/2 and K ∈ R∗+ such that 0 6 αn, βn 6 Knγ for all n > 1.
Note that Assumption 2 clearly holds true for Example 1. Let us now write more explicitly the splitted
dynamics we consider. The sub-dynamics for the first concentration only reads
du1
dt
= −2β1u21 −
(∑
n>2
βnun
)
u1 +
(∑
n>2
αnun + α2u2
)
,
dun
dt
= 0, ∀n > 2,
(7)
i.e. un is fixed for n > 2. We denote by ϕ(u2,··· )t the flow of this dynamics, or simply ϕt when the dependence is
clear. Note that this sub-dynamics is well-posed (see (36) in Appendix B.3). The second sub-dynamics, for the
remaining concentrations, reads
du1
dt
= 0,
dun
dt
= βn−1u1un−1 − (βnu1 + αn)un + αn+1un+1, ∀n > 2,
(8)
i.e. u1 is fixed. We denote by χ
u1
t the flow of this dynamics, or simply χt when the dependence is clear. This sub-
dynamics is also well-posed (see Proposition 17 in Appendix B.1). One step of the splitted dynamics is encoded
by the mapping uk+1 = S∆t
(
uk
)
for a given time step ∆t > 0, defined as
1. update the first concentration as uk+11 = ϕ
(uk2 ,··· )
∆t (u
k
1),
2. update the remaining concentrations as
(
uk+12 , · · ·
)
= χ
uk+11
∆t
(
uk2 , · · ·
)
.
The iterates defined as uk = S∆t(u
k−1) for k > 1 and some initial condition u0 are an approximation of u(k∆t),
the solution of (BD) with initial condition u0 at time k∆t. The following proposition states that the Lie-Trotter
splitting is consistent of order 1 in the norm of H (see Section B.3 for the proof).
Proposition 3. Fix an initial condition u0 ∈ Q with u01 > 0 and a time τ > 0. Suppose that Assumptions 1
and 2 hold true. Suppose also that there exists k > 2 such that u0k > 0. Then, there exist a constant L
(
τ, u0
) ∈ R+
and a time step ∆t∗ > 0 such that
∀∆t ∈ (0,∆t∗], ∀ 0 6 n 6 τ
∆t
, ‖u(n∆t)− un‖ 6 L(τ, u0)∆t.
The assumption that the initial condition is non-zero in the sub-domain [2,+∞) ensures that the subdynam-
ics (7) are well posed (see Lemma 20). In order to prove Proposition 3, we need some control over the first and
second derivatives of the solution of (BD) (see Section B.2).
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Proposition 4. Suppose that Assumptions 1 and 2 hold true. Let u be the classical solution of problem (BD)
with initial condition u0 ∈ Q and u01 > 0. Fix a time τ > 0, a constant Q∗ ∈ R+ and suppose that Q
(
u0
)
6 Q∗.
Then, u ∈ C2([0, τ ],H) and there exists R(Q∗) ∈ R+ such that, for all 0 6 t 6 τ ,∥∥∥∥dudt (t)
∥∥∥∥, ∥∥∥∥d2udt2 (t)
∥∥∥∥ 6 R(Q∗).
In the following section, we will prove that the linear problem (8) is related, up to a small error, to a diffusion
equation, which is the key equation to relate the Fokker–Planck approximation and the Becker–Do¨ring equations.
3 The Fokker–Planck approximation in the linear case
The Fokker–Planck approximation (4) is widely used in the materials science community to approximate the
dynamics of large size clusters [16, 46]. This approximation gives accurate results in very good agreement with
BD when sufficiently precise numerical schemes are used for the simulation [24]. It proves to be efficient and speeds
up the simulations for complex systems [23]. We also report a very good agreement between the solution of the
exact BD and a coupling approach solving the ODEs for small size clusters and the Fokker–Planck PDE for large
size ones [42]. Nevertheless, the agreement between BD and its Fokker–Planck approximation at finite times has
never been quantified to our knowledge. The only results we are aware of concerning the relationship between BD
and FP are based on hydrodynamic limits or space/time rescalings [44, 18, 8], which lead to a vanishing diffusion.
We provide in this section a proof of the correctness of the Fokker–Planck limit using stochastic techniques, and
quantify the approximation error. The small parameter in this analysis is the inverse of the minimal cluster
size M .
In the whole section, the concentration C1 of single vacancies is supposed to be fixed. The section is organized
as follows. We first present a formal derivation of the Fokker–Planck approximation in Section 3.1. We next
heuristically derive a reformulation of the Fokker–Planck approximation in the form of a diffusion equation (see
Section 3.2), for which we state a key result on the decay of the spatial derivatives of the solution in Section 3.3.
This result allows us to rigorously establish the link between the Fokker–Planck approximation and BD equations,
and to quantify errors as a function of the minimal cluster size (see Section 3.4).
3.1 Heuristic derivation of the Fokker–Planck approximation
We describe here the derivation of the Fokker–Planck approximation as originally presented in the materials
science community [16], pointing out the parts of the argument which require a more rigorous mathematical
analysis. Let us emphasize that all computations presented here are formal.
Define the regular mesh (xn)n>0 of [0,+∞) by xn = n. The mesh size is ∆x = 1. Let us assume that there
exist smooth functions α, β ∈ C∞(R+,R+) and C ∈ C∞(R+ × R+,R+) such that, for all n ∈ N∗ and t > 0,
C (t, xn) = Cn(t), α(xn) = αn, β(xn) = βn.
When C1 is fixed, Equation (1) can be written, for n > 2, as
∂C
∂t
(t, xn) = C1[β(xn−1)C (t, xn−1)− β(xn)C (t, xn)] + α(xn+1)C (t, xn+1)− α(xn)C (t, xn).
Let us emphasize that fixing C1 is crucial for the argument. In practice, this arises through the splitting described
in Section 2.2. By Taylor expansions at order 2,
α(xn+1)C (t, xn+1) ' α(xn)C (t, xn) + ∆x ∂
∂x
(αC )(t, xn) +
1
2
(∆x)2
∂2
∂x2
(αC )(t, xn),
β(xn−1)C (t, xn−1) ' β(xn)C (t, xn)−∆x ∂
∂x
(βC )(t, xn) +
1
2
(∆x)2
∂2
∂x2
(βC )(t, xn),
so that, with ∆x = 1,
∂C
∂t
(t, x) ' −∂(FC )
∂x
(t, x) +
1
2
∂2(DC )
∂x2
(t, x), (FP)
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where F and D are given by
F (x) = β(x)C1 − α(x), D(x) = β(x)C1 + α(x). (9)
The main problem with this derivation is to control the remainders of the Taylor expansions since the mesh
size ∆x is fixed. This amounts to controlling the third derivatives of αC and βC . Since α and β are known, we
actually only need to control the third derivative of C . However, classical tools from the analysis of PDEs are
usually used to produce a priori regularity estimates of the solution, and sometimes of its derivatives, but rarely
to state decay estimates [11, 12]. Moreover, the cases where such decay estimates are stated correspond to the
situations where the diffusion term is bounded, which is not the case for BD as D(x) = O(xγ).
Remark 5. Even though we do not study the well-posedness of the Fokker–Planck equation (4), there exist classical
solutions to Cauchy problems associated to such an equation [27] (see also [9] when the equation is not posed on
the whole space but a boundary condition inspired by BD is imposed at x = 0).
The aim of the next subsection is to reformulate the Fokker–Planck equation as another equation for which
we can characterize the decay of the derivatives.
3.2 Heuristic reformulation as a diffusion equation
In order to control the decay of the derivatives of the solution to (FP), we use a change of variables to reformulate
the Fokker–Planck approximation with fixed C1 as a diffusion equation without advection. The decay of the
spatial derivatives of the solution of the diffusion equation can then be made precise (see Theorem 9).
3.2.1 Main assumptions
Let us first state the assumptions we need on the coefficients α and β for this analysis.
Assumption 3. The functions α and β are smooth, non-decreasing and non-negative. Moreover, there exists
0 6 γ 6 1/2 such that, as x→ +∞,
∀k ∈ {0, 1, 2}, α(k)(x) = O(xγ−k), β(k)(x) = O(xγ−k).
Finally, we assume that there exist M,K+,K− > 0 (which depend on C1), such that, for all x >M , the function
F = βC1 − α is positive and increasing and
∀x >M, K−xγ 6 F (x) 6 K+xγ . (10)
A consequence of this assumption is that the functions F and D defined in (9) are smooth. Moreover,
F (k)(x) = O(xγ−k) for 0 6 k 6 2, and the same estimates hold for D and its derivatives.
Example 2. The functions α and β associated with the coefficients of Example 1 read, for x > 1,
α(x) = α0(x− 1)γ exp
( ω
xγ
)
, β(x) = β0x
γ ,
where α0 =
(
48pi2V −2at
)γ
D exp(−Efv/(kBT )), β0 =
(
48pi2V −2at
)γ
D and γ ∈ { 1
3
, 1
2
}
. The condition that F = βC1−α
is positive and increasing in Assumption 3 therefore holds true for M > max
(
1, ω1/γ ln(β0C1/α0)
−1/γ
)
. The other
conditions in Assumption 3 are easily seen to be satisfied.
3.2.2 Introducing a change of variable
Define the following functions for x >M :
g(x) =
1
F (x)
, G(x) =
∫ x
M
g(y) dy.
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Both are well defined for x > M , and smooth. Moreover, in view of (10) in Assumption 3, G is a non-negative
increasing function such that G(x)→ +∞ as x→ +∞. We denote by G−1 the inverse function of G, well defined
on [0,+∞) and with values in [M,+∞). Introduce the domain
ZM = {(t, x) ∈ R+ × [M,+∞) | t 6 G(x)}, (11)
illustrated in Figure 2, and the function
∀ (t, x) ∈ ZM , Q(t, x) = G−1(G(x)− t). (12)
Then, for a given function C 0adv ∈ C1([M,+∞)), the function defined for all (t, x) ∈ ZM by Cadv(t, x) =
C 0adv[Q(t, x)], satisfies (by the methods of characteristics, see e.g. [11])
∀(t, x) ∈ ZM , ∂Cadv
∂t
(t, x) = −F (x)∂Cadv
∂x
(t, x).
The above equation corresponds to the dominant ”advection” part of the Fokker–Planck equation (FP) (see the
discussion at the end of this section, in particular the estimate (19)). Let us notice that, for t > 0 and q >M , it
holds G(q) + t > 0. We can therefore introduce the functions
∀ (t, q) ∈ R+ × [M,+∞), X(t, q) = G−1(G(q) + t), C(t, q) = C [t,X(t, q)], (13)
where C is the solution of (4). Note that X is the inverse function of the characteristic Q(t, x) appearing in (12),
i.e. X(t, Q(t, x)) = x and Q(t,X(t, q)) = q. Using the function X will allow us to suppress the advection part
in (FP). Before we make this precise, let us state some useful estimates on the functions X and Q.
Lemma 6. Suppose that Assumption 3 holds true. Then, there exist ρ1, ρ2 > 0 such that
∀x >M, 0 6 G(x) 6 ρ1x1−γ , and ∀x > 1, M 6 G−1(x) 6 ρ2x
1
1−γ .
Proof. In view of (10), it holds, for x > M , that 0 6 G(x) 6
(
x1−γ −M1−γ) /[K−(1 − γ)], from which the
first estimate follows. Moreover, by definition,
(
G−1
)′
= F ◦ G−1. Since G−1(x) > M for all x > 0, it holds(
G−1
)′
(x) 6 K+
(
G−1(x)
)γ
. Using a nonlinear generalisation of Gronwall’s inequality [10], we obtain G−1(x) 6(
M1−γ + (1− γ)K+x
) 1
1−γ , from which the second estimate follows.
Lemma 7. Fix a time t > 0. Suppose that Assumption 3 holds true. Then,
lim
q→+∞
X(t, q)
q
= 1 and lim
x→+∞
Q(t, x)
x
= 1. (14)
Proof. Since G(x)→ +∞ as x→ +∞, there is x∗ such that t+ 1 6 G(x∗). Therefore, Q(t, x) is well-defined for
all x > x∗. For any x > x∗, there exists tx ∈ [0, t] such that
Q(t, x) = Q(0, x)− t∂tQ(tx, x) = x− t
(
F ◦G−1)(G(x)− tx). (15)
Moreover, 1 6 G(x) − tx 6 G(x) and since G−1 is increasing, M 6 G−1(G(x)− tx) 6 x. Therefore, since F is
increasing by Assumption 3,
F (M) 6
(
F ◦G−1)(G(x)− tx) 6 K+xγ , (16)
so that, in view of (15), it holds x−tK+xγ 6 Q(t, x) 6 x−tF (M). The conclusion follows from a squeeze theorem
since 0 6 γ 6 1/2. A similar reasoning can be used to prove the limit of X(t, q)/q as q → +∞.
Lemma 8. Define the functions RF,1, RF,2 and RD,1 as follows: for (t, x) ∈ ZM ,
RF,1(t, x) =
F (Q(t, x))
F (x)
− 1, RF,2(t, x) = F
2(Q(t, x))
F 2(x)
− 1, RD,1(t, x) = D(Q(t, x))
D(x)
− 1.
Suppose that Assumption 3 holds true. Then, there exists a non-negative function K ∈ C0(R+) such that
∀ (t, x) ∈ ZM , |RF,1(t, x)|, |RF,2(t, x)|, |RD,1(t, x)| 6 K(t)xγ−1.
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Figure 2: The dashed line represents the function G so that ZM is the hatched domain for the parameters of
Example 3.
Proof. In view of (15), it holds Q(t, x) = x−R(t, x) for any (t, x) ∈ ZM , where R(t, x) = t
(
F ◦G−1)(G(x)− tx).
Fix (t, x) ∈ ZM . Using a Taylor expansion, there exists ζF,1, ζD,1 ∈ [x − R(t, x), x] such that F (Q(t, x)) =
F (x)−R(t, x)F ′(ζF,1) and D(Q(t, x)) = D(x)−R(t, x)D′(ζD,1). Moreover, there exists ζ2 ∈ [x−R(t, x), x] such
that F 2(Q(t, x)) = F 2(x)− 2R(t, x)F (ζ2)F ′(ζ2). The conclusion then follows from (10) and (16).
Example 3. Fix C1 > 0 and consider the functions α(x) = α0x
γ and β(x) = β0x
γ . These functions are
asymptotically equivalent to those of Example 2. The simplicity of their expressions allows us to give analytic
expressions for the functions introduced in this section. Defining λ0 = β0C1 − α0, it holds, for any M > 0,
∀x >M, G(x) = 1
λ0(1− γ)
[
x1−γ −M1−γ],
and
∀ y > 0, G−1(y) = [M1−γ + λ0(1− γ)y] 11−γ .
Therefore,
∀ (t, x) ∈ ZM , Q(t, x) =
[
x1−γ − λ0(1− γ)t
] 1
1−γ ,
and
∀ (t, q) ∈ R+ × [M,+∞), X(t, q) =
[
q1−γ + λ0(1− γ)t
] 1
1−γ .
The domain ZM is illustrated in Figure 2, for the parameters used in [33], namely γ = 1/3, D = 1.83×10−13 m2/s,
Vat = 1.205× 10−29 m3, T = 823K, Efv = 1.7 eV and M = 20.
3.2.3 Heuristic reformulation of (FP)
Let us now reformulate the Fokker–Planck equation as a diffusion equation without advection with the change of
variable introduced in (13). In order to obtain such an equation, we calculate the partial derivatives of C. Let us
first notice that
∀ (t, q) ∈ R+ × [M,+∞), ∂X
∂q
(t, q) =
F [X(t, q)]
F (q)
.
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The ratio on the right-hand side is well defined since F (q) > 0 for all q > M . By the chain rule, and assuming
that C is smooth (a property which will be proved later on in Section 3.3), it holds, for all (t, q) ∈ R+× [M,+∞),
∂C
∂q
(t, q) =
F [X(t, q)]
F (q)
∂C
∂x
(t,X(t, q)),
and
∂2C
∂q2
(t, q) =
F 2[X(t, q)]
F 2(q)
∂2C
∂x2
(t,X(t, q)) +
F [X(t, q)](F ′[X(t, q)]− F ′(q))
F 2(q)
∂C
∂x
(t,X(t, q)).
Given (14) and using Assumption 3, we obtain that, in the limit q → +∞,
F [X(t, q)](F ′[X(t, q)]− F ′(q))
F 2(q)
= O
(
1
q
)
,
F 2(X(t, q))
F 2(q)
∼ 1.
We then make the assumption, which will be proved to hold as a consequence of Theorem 9, that, as q → +∞,
1
q
∂C
∂x
(t,X(t, q)) ∂
2C
∂x2
(t,X(t, q)). (17)
Then, for q large,
∂2C
∂q2
(t, q) ' ∂
2C
∂x2
(t,X(t, q)).
Assuming further that
1
q
C (t,X(t, q)) ∂C
∂x
(t,X(t, q)), (18)
as q → +∞, which will also be proved to hold later on, we obtain with Assumption 3 that
∂(FC )
∂x
(t,X(t, q)) ' F [X(t, q)]∂C
∂x
(t,X(t, q)), (19)
and
∂2(DC )
∂x2
(t,X(t, q)) ' D[X(t, q)]∂
2C
∂x2
(t,X(t, q)) ' D(q)∂
2C
∂x2
(t,X(t, q)).
We finally consider the time derivative of C and combine the previous results in order to write the diffusion
equation satisfied by C. Since
∂C
∂t
(t, q) =
∂C
∂t
(t,X(t, q)) + F [X(t, q)]
∂C
∂x
(t,X(t, q)),
we formally obtain that C is the solution of the following diffusion equation for large q:
∂C
∂t
(t, q) =
1
2
σ2(q)
∂2C
∂q2
(t, q), (20)
with diffusion coefficient
σ2(q) = D(q). (21)
3.3 Decay estimates of the solution of the diffusion equation
The diffusion equation (20) allows to relate the ODEs of BD (1) with fixed C1 and the Fokker–Planck equation (4).
However, before we state more precisely this result, we first need to present some results on the decay of the spatial
derivatives of the solution of this diffusion equation, which will allow us to make rigorous the heuristic derivation
of Section 3.2. Consider the following Cauchy problem:
∂C
∂t
=
1
2
σ2(q)
∂2C
∂q2
,
C(0, q) = C0(q).
(P-Diff)
11
Assumptions on the initial condition C0 will be made precise hereafter. To our knowledge, the decay of the spatial
derivatives of the solutions to (P-Diff) has never been studied in the case of an unbounded diffusion coefficient.
We propose here a stochastic approach to this end, as long as σ and C0 satisfy sufficient conditions of growth and
regularity.
The main difficulty in giving decay estimates of the solution of such a problem comes from the fact that the
diffusion coefficient σ is not bounded, so that it does not satisfy some parabolic condition as in [13, Chapter 1.1].
While Ho¨rmander’s theorem (see [17, Theorem 1.3]) ensures the existence and uniqueness of a smooth solution, for
a whole class of diffusion coefficients (positive with bounded derivatives on the whole space, see Assumption 4), it
does not provide decay estimates on the solution. In this section, we first discuss the form of σ as defined in (21),
before stating decay estimates on the solution of (P-Diff).
3.3.1 Characterization of the coefficient σ
Since we want to prove the correctness of the Fokker–Planck approximation in the asymptotic limit M → +∞,
where M is the minimal size of a cluster, we only need to control the spatial derivatives of the solution when the
space variable goes to infinity. While the expression (21) holds true only on [M,+∞), the use of stochastic tools
requires σ to be defined on the whole space. In order to guarantee the existence and uniqueness of the solution to
the problem (P-Diff), we require that σ ∈ C∞(R+ ×R) is positive with bounded derivatives (which is guaranteed
by Assumption 4 below). Let us now give an expression of σ in a simple case, which will give us a useful guideline
for the following.
Example 4. Fix C1 > 0 and consider the coefficients α and β defined in Example 2. Then, for all q > 1,
D(q) = β0C1q
γ + α0(q − 1)γ exp
(
ω
qγ
)
= qγ
(
β0C1 + α0
(
1− 1
q
)γ
exp
(
ω
qγ
))
.
Therefore, σ writes as σ(q) = σ0(q)σb(q) where σ0(q) = q
γ/2 and σb is bounded with bounded derivatives. In fact,
the derivative of order k of σb asymptotically decays as q
−k. The function σ0 represents the main difficulty of our
problem since it is not bounded.
As suggested in Example 4, and in view of Assumption 3, we assume that σ can be written as σ(q) = σ0(q)σb(q),
with σ20(q) = q
γ for q > M , and σb a smooth positive bounded function on [M,+∞). In fact, in view of
Assumption 3, σb is automatically bounded since there exist KD,−,KD,+ ∈ R∗+ such that KD,−qγ 6 D(q) 6
KD,+q
γ for q >M , so that
∀q >M, KD,− 6 σ2b(q) := D(q)
qγ
6 KD,+.
Moreover, in view of Assumption 3, we also obtain estimates on the derivatives of σ, up to second order. In the
next section, in order to obtain general results, we assume bounds on derivatives of all order for σb.
3.3.2 Decay estimates of the solution of (P-Diff)
We present in this section two results concerning the decay of the solution of the Cauchy problem (P-Diff). Let
us emphasize that the results are stated on the whole space R+ × R for the Cauchy problem (P-Diff). Our
assumptions on σ are the following.
Assumption 4. The diffusion coefficient σ is a smooth positive function with bounded derivatives. Moreover,
σ(q) = σ0(q)σb(q), with σ0(q) = |q|γ/2 for |q| > 1 for some 0 6 γ 6 1/2; and σb is a bounded smooth function
with bounded derivatives for which there exist δ−, δ+ > 0 such that δ− 6 σb(q) 6 δ+. Finally, for any n > 1, there
exists Sn ∈ R+ such that
∣∣∣σ(n)(q)∣∣∣ 6 Sn|q|γ/2−n for |q| > 1.
Note that the function σ of Example 4 satisfies Assumption 4. We also need assumptions on the initial
condition C0.
Assumption 5. The initial condition C0 is a smooth bounded function. Moreover, for all n > 1, there is a
constant Rn ∈ R+ such that
∥∥∥C(n)0 σn0 ∥∥∥C0 6 Rn.
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Note that functions in S(R), the Schwartz space of rapidly decreasing functions, satisfy Assumption 5. We are
then in position to prove the following result.
Theorem 9. Fix an initial condition C0 satisfying Assumption 5, and suppose that Assumption 4 holds. Then,
there exists a unique classical solution of (P-Diff), which is smooth and bounded. Moreover, for all n > 1, there
exists a non-negative function Kn ∈ C0(R+) such that
∀ (t, q) ∈ R+ × R,
∣∣∣∣∂nC∂qn (t, q)
∣∣∣∣ 6 Kn(t)|q|−nγ/2. (22)
Notice that the bound depends on time through the functions Kn. Typically Kn grows exponentially in time.
Therefore, this result is useful for estimates at finite times. The proof of this result, given in Appendix C.1, relies
on stochastic techniques, the fundamental solution of (P-Diff) being interpreted as the law of a stochastic process.
Let us emphasize that the assumptions stated in (17) and (18) hold true in view of Theorem 9 and Lemma 7.
Remark 10. Theorem 9 can in fact be extended to 0 6 γ < 1. Moreover, a use of Malliavin’s calculus [32] allows
one to conclude for γ = 1 if σ = σ0. Nonetheless, in order to be consistent with the remainder of our work, we
limit ourselves to 0 6 γ 6 1/2.
Remark 11. Cerrai [7, Chap. 1.5] proves the existence of a unique smooth classical solution of (P-Diff) assuming
only σ ∈ C3(R) with polynomial growth and an initial condition C0 ∈ C2b (R). Therefore, since we are only interested
in the third spatial derivative of the solution of (P-Diff), and as a careful inspection of the proof in Appendix C.1
shows, we could relax some assumptions on σ and C0 and limit the assumptions on their derivatives up to order 3.
3.4 Relating Becker–Do¨ring equations and their Fokker–Planck approxima-
tion
We are now in position to rigorously relate the Fokker–Planck approximation (FP) and the BD equations (1).
This section is divided into two parts. We first present a result relating the diffusion problem (P-Diff) and the
Fokker–Planck approximation (FP) (see Section 3.4.1); and then a result relating the diffusion problem and the
BD equations (see Section 3.4.2). We discuss the domain on which such results hold true and quantify the error
arising from the approximations.
3.4.1 From the diffusion equation to the Fokker–Planck equation
Let us first relate the diffusion equation and the Fokker–Planck equation by proving that the solution of the
diffusion equation satisfies up to a change of variable the Fokker–Planck equation, up to an error term whose
magnitude we quantify.
Theorem 12. Suppose that Assumptions 3, 4 and 5 hold true and denote by C ∈ C∞(R+×R) the solution of the
diffusion problem (P-Diff) with initial condition C0. Define C ∈ C∞(ZM ) as
∀ (t, x) ∈ ZM , C (t, x) = C(t, Q(t, x)),
where Q is introduced in (12). Then,
∀ (t, x) ∈ ZM , ∂C
∂t
= −∂(FC )
∂x
+
1
2
∂2(DC )
∂x2
+RC(t, x),
where there exists a non-negative function K ∈ C0(R+) such that
∀ (t, x) ∈ ZM , |RC(t, x)| 6 K(t)xγ−1.
The estimates we obtain for RC on ZM show that the error arising from the reformulation of (FP) as (P-Diff)
becomes smaller as the size of the clusters increases. In practice, since we do not obtain lower bounds on |RC|,
we however cannot ensure whether RC is negligible in front of ∂x(FC ) and ∂xx(DC ).
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3.4.2 From the diffusion equation to the Becker–Do¨ring equations
We now give a result relating the diffusion equation and the BD equations, up to a small error term which can be
quantified. Since we work with discrete variables, we consider the discrete version ZM of the space ZM defined
in (11):
ZM = {(t, n) ∈ R+ × N | n >M and t 6 G(n)},
on which the following approximation holds.
Theorem 13. Suppose that Assumptions 3, 4 and 5 hold true and denote by C ∈ C∞(R+×R) the solution of the
diffusion problem (P-Diff) with initial condition C0. Fix an integer n0 > M and a time t∗n0 = G(n0). Consider
the sequence of smooth functions Ĉ =
(
Ĉn0 , · · · , Ĉn, · · ·
)
defined, for all n > n0, by
∀ t ∈ [0, t∗n0 ], Ĉn(t) = C(t, Q(t, n)),
where Q is defined in (12). Then, there exists a non-negative function K ∈ C0(R+) such that, for all n > n0,
∀t ∈ [0, t∗n0 ],
dĈn
dt
= βn−1Ĉn−1C1 − (βnC1 + αn)Ĉn + αn+1Ĉn+1 +Rn,
where the remainder Rn ∈ C0([0, t∗n0 ],R) satisfies
∀ (t, n) ∈ Zn0 , |Rn(t)| 6
K(t)
nγ/2
.
This result gives us an estimate of the error due to the approximation based on the diffusion equation. It shows
that the approximation improves when the sizes of the cluster increase. Note that the approximation is only valid
for a limited time t∗n0 , depending on the minimal size n0 of the clusters for which the Fokker–Planck approximation
is considered. As the minimal size n0 grows, the approximation stays valid for longer times. Nevertheless, in view
of the splitting introduced in Section 2.2, the approximation only needs to hold true on a limited time step ∆t.
This gives us the minimal size one can chose, which is characterized by n0 = max
(dMe, G−1(∆t)). In practice
lim∆t→0 G−1(∆t) = M , therefore the limitation on n0 is characterized by the real number M which ensures that
F is positive on [M,+∞).
A Alternative proof for the uniqueness of BD
We show the uniqueness of the solution with an argument based on the dissipativity of the evolution operator.
We start by studying the operator A(b) when the parameter b is fixed to a constant value in R+. Let us emphasize
that the non-negativity of b is crucial for proving the dissipativity of A(b) on H. We introduce the unbounded
linear operators AαL and A
β
L such that A(b) = A
α
L + bA
β
L, and consider the domain
D(A(b)) =
{
u ∈ H
∣∣∣∣∣ ∑
n>1
(A(b)u)2n < +∞
}
,
which is dense since it contains c00, the space of sequences which have only finitely many nonzero elements. It is
easy to check that A(b) is closed (see [41]).
Let us next introduce a sequence which naturally arises in the following analysis. Fix λ > 0 and define the
sequence (δλn)n>1 as
δλ1 = λ+ β1b, δ
λ
n = λ+ βnb+ αn −
1
4
(βn−1b+ αn)2
δλn−1
, (23)
which is well defined as long as δλn > 0 for n > 1. We can then state the following result, valid in a setting more
general than the one provided by Assumption 1, and which coincides in fact with the setting of [26, Theorem 2.1].
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Lemma 14. Suppose that there exists B > 0 such that the nonnegative coefficients αn, βn satisfy αn+1−αn 6 B
and βn+1 − βn > −B for any n > 1. Then, for
λb =
1
2
max (B(1 + b), α2) > 0,
the sequence δλb is well defined and satisfies the following lower bound:
∀n ∈ N∗, δλbn > 1
2
(αn+1 + βnb) > 0.
Proof. We proceed by induction. For n = 1, it holds δ
λb
1 = λb + β1b > (α2 + β1b)/2 > 0. Assume now that
δ
λb
n > 12 (αn+1 + βnb) > 0 for some integer n > 1. Since (δ
λb
n )
−1 6 2
αn+1+βnb
, one obtains
δ
λb
n+1 > λb + (αn+1 + βn+1b)−
1
2
(αn+1 + βnb)
= λb +
1
2
(αn+2 + βn+1b) +
1
2
(αn+1 − αn+2) + b
2
(βn+1 − βn) > 1
2
(αn+2 + βn+1b) +
(
λb − B
2
(1 + b)
)
,
which concludes the proof.
Proposition 15. Suppose that Assumption 1 holds. Then, the operator A(b)− λbI is dissipative.
Proof. Consider the sequence space cn00 =
{
u ∈ RN∗
∣∣∣ ∀ k > n, uk = 0}, composed of sequences whose non-
vanishing coefficients are the first n components. We prove by induction that, for all u ∈ c00, it holds 〈(A(b) −
λbI)u, u〉 6 0, and then conclude by a density argument. More precisely, we consider the following statement (for
the sequence δ
λb
n defined in (23)):
P (n) : ∀u ∈ cn00, 〈(A(b)− λbI)u, u〉 6 −δλbn u2n 6 0.
This amounts to proving that the operator Pn(A(b) − λbI)Pn is dissipative, where Pn is the projection onto cn00
defined as Pnu = (u1, · · · , un, 0, · · · ). For the induction basis n = 1, one simply notes that, with u = u1e1 ∈ c100,
〈(A(b)− λbI)u, u〉 = −(λb + 2β1b)u21 = −(λb + β1b)u21 − β1bu21 6 −δλb1 u21 6 0.
Assume now that P (n) holds for some integer n > 1. Consider u ∈ cn+100 , with u =
∑n+1
k=1 ukek = ûn + un+1en+1.
Then,
〈(A(b)− λbI)u, u〉 = 〈(A(b)− λbI)ûn, ûn〉+ 〈(A(b)− λbI)en, en+1〉un+1un
+ 〈(A(b)− λbI)en+1, en〉un+1un + 〈(A(b)− λbI)en+1, en+1〉u2n+1
= 〈(A(b)− λbI)ûn, ûn〉+ (βnb+ αn+1)un+1un − (λb + βn+1b+ αn+1)u2n+1
6 −δλbn u2n + (βnb+ αn+1)un+1un − (λb + βn+1b+ αn+1)u2n+1,
using P (n) with ûn ∈ cn00. Let R(un) be the second-order polynomial function defined for un+1 fixed as
R(un) = −δλbn u2n + (βnb+ αn+1)un+1un − (λb + βn+1b+ αn+1)u2n+1.
Since −δλbn 6 0 (in view of Lemma 14), the maximum of R is attained for umaxn = (βnb+αn+1)un+1
2δ
λb
n
, so that
R(un) 6 R(umaxn ) = −(λb + βn+1b+ αn+1)u2n+1 + 1
4
(βnb+ αn+1)
2
δ
λb
n
u2n+1 = −δλbn+1u2n+1.
This shows that P (n+ 1) holds. Since c00 is dense in H and A(b)−λbI is a closed operator, we can conclude that
A(b)− λbI is a dissipative operator.
We are now in position to prove the uniqueness of the solution to the Cauchy problem (BD).
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Proof of Theorem 2 – Uniqueness. Let u and v be two solutions of (BD) with initial condition u0. Then, u− v is
solution of
d(u− v)
dt
= A(u1)(u− v)− (A(v1)−A(u1))v = A(u1)(u− v)− (v1 − u1)AβLv,
so that
d‖u− v‖2
dt
= 2〈A(u1)(u− v), u− v〉+ 2(v1 − u1)〈AβLv, u− v〉.
Then, in view of Proposition 15, and since u1(t) 6 Q0 for all t > 0, it holds 〈A(u1)(u− v), u− v〉 6 λQ0‖u− v‖2.
Moreover, using a Cauchy-Schwarz inequality, the equalities Q(u(t)) = Q(v(t)) = Q0 and Lemma 19 below,
(v1 − u1)〈AβLv, u− v〉 6 |u1 − v1|R(Q0)‖u− v‖ 6 R(Q0)‖u− v‖2.
Therefore,
d‖u− v‖2
dt
6 (λQ0 +R(Q0))‖u− v‖2. (24)
Since u(0) = v(0), we conclude that u(t)− v(t) = 0 for all t > 0 by a Gronwall inequality.
B Proofs of the results of Section 2.2
This section is organized as follows. In Section B.1, we use the fact that the linear operator A(b) is dissipative for
every b > 0, to obtain estimates on the sub-dynamics (8). In Section B.2 we give estimates on elements of Q and
prove Proposition 4. In Section B.3 we prove the convergence of the splitting.
B.1 Estimates on the subdynamics (8)
In this section we consider the operator A(b) when the parameter b is fixed to a constant value in R+. Note that
the linear BD equations can be rewritten as the following Cauchy problem:
du
dt
= A(b)u, u(0) = u0. (LB)
Since A(b) is dissipative, standard results of the theory of semigroups show that (LB) has a unique classical solution
in C0(R+, D(A(b))) ∩ C1(R+,H) when u0 ∈ D(A(b)) (see [34, Chapter 4, Theorem 1.3]). This is summarized in
the following result.
Proposition 16. The operator A(b) is the infinitesimal generator of a strongly continuous semigroup (Tb(t))t∈R+ .
For all u0 ∈ D(A(b)), the problem (LB) therefore has a unique solution u ∈ C0(R+, D(A(b))) ∩ C1(R+,H) defined
as u(t) = Tb(t)u
0 for all t > 0. Moreover the following a priori estimates hold true:
∀ t > 0, ‖u(t)‖ 6 eλbt ∥∥u0∥∥, ∥∥∥∥dudt (t)
∥∥∥∥ = ‖A(b)u(t)‖ 6 eλbt ∥∥A(b)u0∥∥.
We next give a priori estimates on the sub-dynamics (8) which are useful for the proof of Proposition 3.
Introducing the projection Π such that Πu = (0, u2, u3, · · · ) for all u = (ui)i>1 ∈ H, we can define the operator
AΠ(u1) as A
Π(u1) = ΠA(u1). The sub-dynamics (8) can then be written compactly as the following linear
evolution problem:
du
dt
= AΠ
(
u01
)
u, u(0) = u0. (25)
The following results are direct consequences of Proposition 16 and [34, Chapter 4, Corollary 2.5].
Proposition 17. Fix u1 > 0 and suppose that Assumption 1 holds. Then, the operator AΠ(u1) is the infinitesimal
generator of a strongly continuous semigroup (Tu1(t))t∈R+ . The problem (8) therefore has a unique solution
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u ∈ C0(R+, D(A(u1))) ∩ C1(R+,H) for all u0 ∈ D(A(u1)), and u(t) = Tu1(t)u0 for all t > 0. Moreover, there
exists λu1 > 0 such that the following a priori estimates hold true:
∀ t > 0, ‖u(t)‖ 6 eλu1 t ∥∥u0∥∥ and ∥∥∥∥dudt (t)
∥∥∥∥ = ∥∥∥AΠ(u1)u(t)∥∥∥ 6 eλu1 t ∥∥∥AΠ(u1)u0∥∥∥.
Finally, fix T > 0 and consider f ∈ C1([0, T ],H). Then, the problem
du
dt
= AΠ(u1)u+ f, u(0) = u
0,
has a unique classical solution u ∈ C0([0, T ], D(A(u1))) ∩ C1([0, T ],H) defined as
∀ t ∈ [0, T ], u(t) = Tu1(t)u0 +
∫ t
0
Tu1(t− s)f(s) ds.
Finally, in order to prove the convergence of the splitting, we need estimates in Q of the solutions of (8).
Lemma 18. Fix an initial condition u0 ∈ Q and b > 0. Suppose that Assumptions 1 and 2 hold true. Then, the
unique classical solution of the second sub-dynamics u : t 7→ χbt
(
u0
) ∈ C0([0, T ], D(A(b))) ∩ C1([0, T ],H) remains
in Q. Moreover,
Q(u(t)) 6 Q(u(0)) exp(2bKt).
Proof. We first note that all components of u remain non-negative since the dynamics t 7→ χbt(u) is in fact the
Kolmogorov forward equation of a Markov jump process [42]. Then, using the regularity results from Theorem 2,
we see that Q(u(t)) = b+
∑
n>2 nun(t) is well defined, continuously differentiable, and
d
dt
[
Q(u(t))
]
= 2β1b
2 +
∑
n>2
bβnun(t)−
∑
n>2
αnun(t)− α2u2(t) 6 2bK
(
b+
∑
n>2
nγun(t)
)
6 2bKQ(t).
The claimed estimate then follows from a Gronwall inequality.
B.2 Some estimates on elements of Q
We state in this section estimates for elements of the set Q introduced in (6).
Lemma 19. Fix Q∗ ∈ R+ and suppose that Assumptions 1 and 2 hold true. Then, there exists R(Q∗) ∈ R+ such
that, for any w ∈ Q with Q(w) 6 Q∗,
‖AαLw‖,
∥∥∥AβLw∥∥∥, ∥∥∥(AαL)2w∥∥∥,∥∥∥AαLAβLw∥∥∥, ∥∥∥AβLAαLw∥∥∥, ∥∥∥∥(AβL)2w∥∥∥∥ 6 R(Q∗).
Proof. Fix w ∈ Q such that Q(w) 6 Q∗. Note first that 0 6 wn 6 Q∗/n. Then, using Assumption 1 to bound αn
as 0 6 αn 6 Kn for n > 1,
(AαLw)
2
1 =
(∑
n>2
αnwn + α2w2
)2
6
(
2K
∑
n>2
nwn
)2
6 (2KQ∗)2.
Moreover,∑
n>2
(AαLw)
2
n =
∑
n>2
(αn+1wn+1 − αnwn)2 6 4
∑
n>2
(αnwn)
2 6 4
∑
n>2
α2n
Q∗
n2
(nwn) 6 4K2Q∗
∑
n>2
nwn.
Therefore, ∑
n>2
(AαLw)
2
n 6 4K
2Q∗
∑
n>2
nwn 6 4K2Q2∗,
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which gives us ‖AαLw‖ 6 2
√
2KQ∗. A similar reasoning can be used to bound
∥∥∥AβLw∥∥∥. Let us next consider∥∥(AαL)2w∥∥. Since α is non-decreasing, it holds
∣∣(AαLAαLw)1∣∣ =
∣∣∣∣∣∑
n>2
αn(A
α
Lw)n + α2(A
α
Lw)2
∣∣∣∣∣ 6 2∑
n>2
αn|αn+1wn+1 − αnwn| 6 4
∑
n>2
α2nwn.
In view of Assumption 2, it holds, with 0 6 γ 6 1/2,∑
n>2
α2nwn 6 K2
∑
n>2
n2γ−1nwn 6 K2
∑
n>2
nwn 6 K2Q∗.
Moreover, for n > 2,∣∣(AαLAαLw)n∣∣ = ∣∣αn+1(AαLw)n+1 − αn(AαLw)n∣∣ = ∣∣αn+2αn+1wn+2 − (α2n+1 + αn+1αn)wn+1 + α2nwn∣∣
6 α2n+2wn+2 + 2α2n+1wn+1 + α2nwn.
Therefore, since 0 6 α4n/n2 6 K4 and nwn 6 Q∗, it holds∑
n>2
(AαLA
α
Lw)
2
n 6 16
∑
n>2
α4nw
2
n 6 16
∑
n>2
α4n
n2
(nwn)
2 6 16K4Q∗
∑
n>2
nwn 6 16K4Q2∗.
In conclusion, ‖AαLAαLw‖ 6 4
√
2K2Q∗. Similar computations can be performed for AαLA
β
Lw, A
β
LA
α
Lw and A
β
LA
β
Lw,
which leads to the claimed estimates.
The above estimates allow us in particular to prove Proposition 4.
Proof of Proposition 4. Fix a time T > 0, a constant Q∗ ∈ R+ and a non-negative initial condition u0 ∈ Q.
Suppose that the total quantity of matter of the initial condition satisfies Q
(
u0
)
6 Q∗ and denote by | · |C0 the
uniform norm for functions in C0([0, T ],R), namely |f |C0 = sup06t6T |f(t)|. Recall that the total quantity of
matter is conserved, so that Q(u(t)) 6 Q∗. Since u stays non-negative, it holds 0 6 un(t) 6 Q∗/n for all t > 0
and n > 1. In particular, |u1|C0 6 Q∗. Therefore, for all 0 6 t 6 T ,∥∥∥∥dudt (t)
∥∥∥∥ = ∥∥∥AαLu(t) + u1(t)AβLu(t)∥∥∥ 6 ‖AαLu(t)‖+Q∗∥∥∥AβLu(t)∥∥∥ 6 (1 +Q∗)R(Q∗),
which concludes the proof of the bound for du/dt in view of Lemma 19. In particular,∣∣∣∣du1dt
∣∣∣∣
C0
6 sup
06t6T
∥∥∥∥dudt (t)
∥∥∥∥ 6 (1 +Q∗)R(Q∗). (26)
Then, for all 0 6 t 6 T ,∥∥∥∥d2udt2 (t)
∥∥∥∥ 6 ∥∥∥AαL(AαL + u1(t)AβL)u(t)∥∥∥+ |u1|C0∥∥∥AβL(AαL + u1(t)AβL)u(t)∥∥∥+ ∣∣∣∣du1dt
∣∣∣∣
C0
∥∥∥AβLu(t)∥∥∥
6
∥∥∥(AαL)2u(t)∥∥∥+ |u1|C0(∥∥∥AαLAβLu(t)∥∥∥+ ∥∥∥AβLAαLu(t)∥∥∥)+ |u1|2C0∥∥∥∥(AβL)2u(t)∥∥∥∥+ ∣∣∣∣du1dt
∣∣∣∣
C0
∥∥∥AβLu(t)∥∥∥,
from which we obtain the estimate for d2u/dt2 in view of Lemma 19 and (26).
B.3 Proof of Proposition 3
We can now write the proof of the convergence of the splitting of the dynamics. The proof can be decomposed in
three steps. We first prove the consistency of the splitting for elements of Q which are bounded in an appropriate
norm. We next prove its stability, under the same conditions on elements of Q. We finally conclude to the
convergence for arbitrary times using the fact that solutions of (BD) are uniformly bounded.
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Step 0: Technical results on ϕ. Let us recall that the flow ϕt defined in (7) acts only upon the first
component of an element v ∈ H. For v ∈ Q, denote by
a = 2β1, b(v) =
∑
n>2
βnvn, c(v) =
∑
n>2
αnvn + α2v2, (27)
where a > 0 and b(v), c(v) > 0 are fixed. The dynamics on t 7→ ϕ(v2,··· )t (v1) therefore writes
dϕ
(v2,··· )
t (v1)
dt
= −a
(
ϕ
(v2,··· )
t (v1)
)2
− b(v)ϕ(v2,··· )t (v1) + c(v). (28)
In order to prove stability and consistency results on the flow ϕt, we need the following technical results (the
proof of the first one is given at the end of this section).
Lemma 20. Fix a time t > 0 and Q∗ > 0. Then, there is B(Q∗) ∈ R+ such that, for any v ∈ Q with Q(v) 6 Q∗
and (v2, v3 · · · ) 6= (0, 0, · · · ), it holds ϕ(v2,··· )t (v1) > 0 for all t > 0, and∣∣∣ϕ(v2,··· )t (v1)∣∣∣,
∣∣∣∣∣dϕ(v2,··· )t (v1)dt
∣∣∣∣∣,
∣∣∣∣∣d2ϕ(v2,··· )t (v1)dt2
∣∣∣∣∣ 6 B(Q∗). (29)
Lemma 21. Consider v ∈ Q and suppose that there exists k > 2 such that vk > 0. Then, for all t > 0, there
exists ` > 2 such that (χt(v))` > 0.
The proof of this result is based on the observation that the subdynamics (8) is a Kolmogorov forward equation
of a Markov jump process. The solution therefore remains non-negative. Moreover, since every state is accessible
from the state k for this Markov process, the solution of the Kolmogorov forward equation satisfies un(t) > 0 for
all t > 0 and all n > 1 (see [31, Chapter 3.2]).
Step 1: Consistency. We prove that, for any Q∗ > 0, there exists a constant L1(Q∗) ∈ R+ such that, for all
u0 ∈ Q with Q(u0) 6 Q∗, it holds
∀ 0 6 ∆t 6 1, ∥∥S∆t(u0)− u(∆t)∥∥ 6 L1(Q∗)∆t2, (30)
where u(t) is the solution of (BD) at time t with initial condition u0. We first estimate the error between u1(∆t)
and ϕ∆t(u
0
1), before quantifying the error between u(∆t) and S∆t
(
u0
)
. In the remainder of this part, we fix
Q∗ > 0. Moreover, recall that the flows ϕ and χ preserve the non-negativity (see the proofs of Lemmas 20 and 18
respectively).
Step 1.1: Error estimate on u1(∆t) − ϕ∆t
(
u01
)
. We first show that there is P1(Q∗) ∈ R+ such that, for
all u0 ∈ Q with Q(u0) 6 Q∗, it holds
∀ 0 6 ∆t 6 1, ∣∣u1(∆t)− ϕ∆t(u01)∣∣ 6 P1(Q∗)∆t2. (31)
The dynamics on t 7→ ϕt
(
u01
)
reads
dϕt
(
u01
)
dt
= −a(ϕt(u01))2 − b(u(0))ϕt(u01)+ c(u(0)), ϕ0(u01) = u01,
while the one on t 7→ u1(t) reads
du1
dt
= −au1(t)2 − b(u(t))u1(t) + c(u(t)), u1(0) = u01,
where b and c are defined in (27). Since t 7→ u1(t) and t 7→ ϕt
(
u01
)
are twice continuously differentiable (see
Proposition 4 and Lemma 20), and
du1
dt
(0) =
dϕt
(
u01
)
dt
∣∣∣∣∣
t=0
,
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it follows that ∣∣u1(∆t)− ϕ∆t(u01)∣∣ 6 1
2
∆t2
[
sup
06θ6∆t
∣∣∣∣d2u1dt2 (θ)
∣∣∣∣+ sup
06θ6∆t
∣∣∣∣∣d2ϕt
(
u01
)
dt2
∣∣∣∣∣
]
.
The second order derivative d2ϕt
(
u01
)
/dt2 is uniformly bounded in time by B(Q∗) (see (29)). Moreover, in view of
Proposition 4, d2u1/dt
2 is also uniformly bounded in time, by a constant which depends on Q∗. This leads to (31).
Step 1.2: Error estimates on Π(S∆t(u
0) − u(∆t)). We prove that there is P2(Q∗) ∈ R+ such that, for
all u0 ∈ Q with Q(u0) 6 Q∗, it holds
∀ 0 6 ∆t 6 1, ∥∥Π(u(∆t)− S∆t(u0))∥∥ 6 P2(Q∗)∆t2. (32)
Let us first reinterpret ΠS∆t as the flow of some time continuous dynamics. We rewrite to this end (25) as
dχt
(
u0
)
dt
=
(
ΠAαL + ϕ∆t
(
u01
)
ΠAβL
)
χt
(
u0
)
, χ0
(
u0
)
=
(
ϕ∆t
(
u01
)
, u02, · · ·
)
.
Consider S˜t = χt ◦ ϕ∆t and note that S∆t = S˜∆t. Moreover, w = Π
(
u− S˜t
(
u0
))
is solution of
dw
dt
(t) = AΠ
(
ϕ∆t
(
u01
))
w(t) +
(
u1(t)− ϕ∆t
(
u01
))
ΠAβLu(t), w(0) = 0.
Using Proposition 17, since t 7→ u1(t)− ϕ∆t
(
u01
)
and t 7→ AβLu(t) are continuously differentiable, we can write
w(∆t) =
∫ ∆t
0
Tϕ∆t(u01)
(∆t− s)[u1(s)− ϕ∆t(u01)]ΠAβLu(s) ds,
so that
‖w(∆t)‖ 6 ∆t sup
06s6∆t
∥∥∥Tϕ∆t(u01)(s)∥∥∥ sup06s6∆t
{∣∣u1(s)− ϕ∆t(u01)∣∣∥∥∥ΠAβLu(s)∥∥∥}.
Since ϕt
(
u01
)
is bounded by B(Q∗) (see (29)), in view of Proposition 16, it holds, for any 0 6 s 6 ∆t,∥∥∥Tϕ∆t(u01)(s)∥∥∥ 6 exp (λB(Q∗)∆t). Moreover, in view of Proposition 4 and Lemma 20, and since u1(0) = u01,
∣∣u1(s)− ϕ∆t(u01)∣∣ 6 ∆t
∣∣∣∣du1dt
∣∣∣∣
C0([0,∆t])
+
∣∣∣∣∣dϕt
(
u01
)
dt
∣∣∣∣∣
C0([0,∆t])
 6 ∆t(R(Q∗) + B(Q∗)).
Finally, in view of Lemma 19, since Q(u(s)) = Q
(
u0
)
6 Q∗ for any 0 6 s 6 ∆t (see Theorem 2), we obtain∥∥∥ΠAβLu(s)∥∥∥ 6 R(Q∗). Then, ∥∥Π(u(∆t)− S∆t(u0))∥∥ 6 ∆t2 exp (λB(Q∗)∆t)[R(Q∗) + B(Q∗)]R(Q∗), which leads
to (32).
Step 1.3: The splitting is consistent. Consider now u0 ∈ Q with Q(u0) 6 Q∗. We first note that∥∥S∆t(u0)− u(∆t)∥∥2 = ∥∥(u1(∆t)− ϕ∆t(u0), 0, · · · )∥∥2 + ∥∥Π(u(∆t)− S∆t(u0))∥∥2. The estimate (30) then follows
from (31) and (32).
Step 2: Stability. We prove that, for any Q∗ > 0, there exists L2(Q∗) ∈ R+, such that for all u, v ∈ Q with
Q(u), Q(v) 6 Q∗, it holds
∀ 0 6 ∆t 6 1, ‖S∆t(u)− S∆t(v)‖ 6 exp(L2(Q∗)∆t)‖u− v‖+ 2L1(Q∗)∆t2. (33)
Fix Q∗ > 0 and consider u, v ∈ Q with Q(u), Q(v) 6 Q∗. Denote by u˜, v˜ the solutions of (BD) with initial
conditions u, v respectively. Then, ‖S∆t(u)− S∆t(v)‖ 6 ‖S∆t(u)− u˜(∆t)‖+‖u˜(∆t)− v˜(∆t)‖+‖S∆t(u)− v˜(∆t)‖,
where ‖S∆t(u)− u˜(∆t)‖+ ‖S∆t(u)− v˜(∆t)‖ 6 2L1(Q∗)∆t2 in view of (30). Moreover, in view of (24), it holds
d‖u˜− v˜‖2
dt
6 (λQ∗ +R(Q∗))‖u˜− v˜‖2.
Therefore, using a Gronwall inequality, there exists L2(Q∗) ∈ R+ such that ‖u˜(∆t)− v˜(∆t)‖ 6 exp(L2(Q∗)∆t)‖u−
v‖. The estimate (33) follows by combining the latter inequality with the consistency estimates (30).
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Step 3: Convergence. The convergence of the splitting as ∆t→ 0 classically follows from the stability and
consistency estimates obtained in Steps 1 and 2. We however first need to make sure that Q(un) 6 Q∗ in order
to apply (30) and (33) for a well-chosen Q∗. The proof proceeds by induction.
Fix a time τ > 0, an initial condition u0 ∈ Q and let Q0 = Q
(
u0
)
. Our aim is to prove that there exist
∆t∗ > 0 and L(τ, u0) ∈ R+ such that
∀ 0 < ∆t 6 ∆t∗, ∀ 0 6 n 6 τ
∆t
, ‖u(n∆t)− un‖ 6 L(τ, u0)∆t.
In fact, as made precise below, the constant L(τ, u0) depends on u0 only through Q0 and M∗ = 2 sup06t6τ ‖u(t)‖.
More precisely, consider Q∗ = 2Q0 exp (2KM∗τ) (with K as in Assumption 2), as well as the constant K(τ,Q∗) =
3L1(Q∗)τ exp(L2(Q∗)τ) (where the prefactors Li(Q∗) are the ones appearing in (30) and (33)), and the time step
∆t∗ = min
(
1,
M∗
2K(τ,Q∗) ,
ln(2)
2KB(Q∗)τ
)
, (34)
where B(Q∗) is the constant appearing in Lemma 20. Fix 0 < ∆t 6 ∆t∗. We prove by induction that, for
0 6 n 6 τ/∆t, it holds
∀ 0 6 k 6 n, Q
(
uk
)
6 Q0 exp (2K(M∗ + ∆tB(Q∗))k∆t),
∥∥∥uk∥∥∥ 6M∗, ∥∥∥u(k∆t)− uk∥∥∥ 6 K(τ,Q∗)∆t. (35)
The induction basis is clear since u0 = u(0). Assume now that (35) holds for some integer 0 6 n 6 τ/∆t such
that n+ 1 6 τ/∆t. First, in view of Lemma 18, Q
(
S∆t
(
un
))
6 Q(un) exp (2Kϕ∆t(un1 )∆t). Moreover, in view of
Lemma 20, we also have ϕ∆t(u
n
1 ) 6 |un1 |+ ∆tB(Q∗) and |un1 | 6 ‖un‖ 6 M∗. Then, by the induction hypothesis,
Q
(
un+1
)
6 Q0 exp (2K(M∗ + ∆tB(Q∗))(n+ 1)∆t). Therefore, Q
(
un+1
)
6 Q0 exp (2KM∗τ) exp(2KB(Q∗)τ∆t) 6
Q∗, where we used the fact that ∆t 6 ln(2)(2KB(Q∗)τ)−1 so that exp(2KB(Q∗)τ∆t) 6 2, as well as the fact
that Q0 exp (2KM∗τ) = Q∗/2. We are then in position to prove the two other inequalities in (35). Note that
Q(u(t)) = Q0 6 Q∗ for all t > 0. Therefore, in view of the estimates (30) and (33), for all 0 < ∆t 6 ∆t∗ and
all 0 6 n 6 τ/∆t, it holds∥∥u((n+ 1)∆t)− un+1∥∥ 6 ∥∥u((n+ 1)∆t)− S∆t(u(n∆t))∥∥+ ∥∥S∆t(u(n∆t))− un+1∥∥
6 3L1(Q∗)∆t2 + exp(L2(Q∗)∆t)‖u(n∆t)− un‖.
Since u(0) = u0, we obtain by recursion
∥∥u((n+ 1)∆t)− un+1∥∥ 6 3L1(Q∗)∆t2 n∑
k=0
exp(L2(Q∗)k∆t) 6 3L1(Q∗)τ exp(L2(Q∗)τ)∆t = K(τ,Q∗)∆t,
from which the last inequality in (35) follows for n + 1. Finally, using a reverse triangle inequality and (34), it
holds
∥∥un+1∥∥ 6 K(τ,Q∗)∆t+ 12M∗ 6M∗, which concludes the proof.
Let us conclude this section by providing the proof of Lemma 20.
Proof of Lemma 20. The unique solution of (28) reads (see [41])
ϕ
(v2,··· )
t (v1) =
v1[r+(v)− r−(v) exp(−δ(v)t)]− r+(v)r−(v)(1− exp(−δ(v)t))
v1[1− exp(−δ(v)t)] + r+(v) exp(−δ(v)t)− r−(v) , (36)
with r+(v) = − b(v)−
√
b(v)2+4ac(v)
2a
> 0 and r−(v) = − b(v)+
√
b(v)2+4ac(v)
2a
< 0. In view of the definition of r+(v)
and r−(v), and since exp(−δ(v)t) 6 1, the terms r+(v) − r−(v) exp(−δ(v)t) and r+(v) exp(−δ(v)t) − r−(v) are
positive, while −r+(v)r−(v)(1 − exp(−δ(v)t)) and 1 − exp(−δ(v)t) are non-negative. Therefore, if v1 > 0, the
solution ϕ
(v2,··· )
t (v1) remains positive for all times t > 0.
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We next prove the estimates (29). SinceQ(v) 6 Q∗, we have in particular ‖AαLv‖ 6 R(Q∗) in view of Lemma 19.
Therefore c(v) = (AαLv)1 6 R(Q∗). Similarly, b(v) =
(
AβLv
)
1
6 R(Q∗), so that r+(v)2 6
(
b(v)2 + 2ac(v)
)
/(2a2) 6(
R(Q∗)2 + 4β1R(Q∗)
)
/(8β21). In view of (36), it holds∣∣∣ϕ(v2,··· )t (v1)∣∣∣ 6 v1(r+(v)− r−(v))− r−(v)r+(v)−r−(v) 6 2v1 + r+(v) 6 R(Q∗).
Moreover, in view of (28), dϕ
(v2,··· )
t (v1)/dt is uniformly bounded in time by 2β1R(Q∗)2 +R(Q∗)R(Q∗) +R(Q∗).
We finally note that
d2ϕ
(v2,··· )
t (v1)
dt2
(t) = −
(
2a2ϕ
(v2,··· )
t (v1) + b(v)
)dϕ(v2,··· )t (v1)
dt
,
is also uniformly bounded in time since ϕ
(v2,··· )
t (v1) and dϕ
(v2,··· )
t (v1)/dt are uniformly bounded. This shows that
the estimates (29) hold true.
C Proofs for the decay estimates of the solution of (P-Diff)
This section is organized as follows. We first prove Theorem 9 in Appendix C.1, with some technical estimates
postponed to Appendix C.2. We finally prove Theorems 12 and 13 in Appendix C.3.
C.1 Proof of Theorem 9
The existence, uniqueness and regularity of the solution is made precise in [41]. These properties follow by an
application of Ho¨rmander’s Theorem in a stochastic version [17].
Let us now turn to the decay estimates. We first prove (22) for n = 1 by introducing the stochastic process
associated with (P-Diff) (Steps 1-2). In Step 3 we generalize the previous steps and rely on results proved in
Appendix C.2 in order to give a proof for higher order derivatives.
Step 1: Reformulation as a diffusion with additive noise. We introduce the stochastic process (Xt)t>0
defined as X0 = x and dXt = σ(Xt) dWt, where (Wt)t>0 is a standard Brownian motion. Using the Feynman-Kac
representation formula [27], the solution of (P-Diff) can be written as u(t, x) = E[C0(Xt)|X0 = x] := Ex[C0(Xt)].
Note that the boundedness of C0 immediately gives the boundedness of u. We next use a Lamperti transform [28]
on the process X. Define
ϕ(x) =
∫ x
0
1
σ(s)
ds. (37)
The function ϕ is a well defined smooth function since σ is a positive smooth function. We then introduce the
stochastic process Yt = ϕ(Xt). Using Itoˆ’s formula,
dYt = −1
2
σ′
(
ϕ−1(Yt)
)
dt+ dWt, Y0 = ϕ(x) = y.
Defining v0 = C0 ◦ ϕ−1, and the function
∀ (t, y) ∈ R+ × R, v(t, y) := Ey[v0(Yt)], (38)
the values of u are obtained from u(t, x) = v(t, ϕ(x)).
Step 2: Relating the first derivative of u with the flow. Introduce Ψ = − 1
2
σ′ ◦ ϕ−1, which is a smooth
bounded function with bounded derivatives (see Appendix C.2.4), and the tangent process η of Y (i.e. the
derivative of the flow with respect to the initial condition [37, Chapter V, Theorem 39]):
dηt = Ψ
′(Yt)ηt dt, η0 = 1. (39)
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Then (see [7, Chapter 1.3]),
∂v
∂y
(t, y) = Ey
[
v′0(Yt)ηt
]
.
In order to bound the derivative ∂v/∂y, we first notice that η is simply the solution of an ODE with a continuous
stochastic coefficient:
ηt = η0 exp
[∫ t
0
Ψ′(Ys) ds
]
.
Since Ψ′ is bounded, there exists MΨ ∈ R∗+ such that 0 6 ηt 6 η0 exp(MΨt) for all t > 0. Moreover, v′0 is bounded
in view of Lemma 24 in Appendix C.2.3. Therefore, there exists L > 0 such that, for all t > 0,∣∣∣∣∂v∂y (t, y)
∣∣∣∣ 6 L exp (MΨt).
The estimate (22) for n = 1 is finally obtained by noting that ∂xu(t, x) = ∂x
[
v(t, ϕ(x))
]
= ∂yv(t, ϕ(x))ϕ
′(x), so
that
∀ (t, x) ∈ R+ × R,
∣∣∣∣∂u∂x (t, x)
∣∣∣∣ 6 L exp (MΨt)σ(x) .
The result then follows from Assumption 4.
Step 3: Generalizing to higher order derivatives. For the remainder of the proof, let us introduce the
tangent process η(n) of order n of Yt, recursively defined as the tangent process of η
(n−1) (see Lemma 26). We
also have the following results, proved in Appendix C.2:
1. For all n > 1, there exists a non-negative function K˜n ∈ C0(R+) such that (see Appendix C.2.5)
∀ t > 0, 0 6 η(n)t 6 K˜n(t) : (40)
2. For all n > 1, the derivative of order n of v0 is bounded (see Appendix C.2.3);
3. For all n > 1, it holds, for |x| → +∞ (see Appendix C.2.2), ϕ(n)(x) = O
(
|x|−γ/2−n+1
)
.
We then use the Faa` di Bruno’s formula [22] in order to write the higher order derivatives of v. Recall that, for
f, g ∈ C∞(R) and n > 1,
dn
dxn
(
f(g(x))
)
=
n∑
k=1
f (k)(g(x))Bn,k
(
g′(x), g′′(x), . . . , g(n−k+1)(x)
)
, (41)
where Bn,k are the Bell polynomials [4] (see Section C.2.1). Then, the Faa` di Bruno’s formula applied to (38)
together with the results of [7] leads to the following equality: for all n > 1,
∀ (t, y) ∈ R+ × R, ∂
nv
∂yn
(t, y) = Ey
[
n∑
k=1
v
(k)
0 (Yt)Bn,k
(
ηt, η
(2)
t , . . . , η
(n−k+1)
t
)]
.
Using (40) and Lemma 24 in Section C.2.3, there exists, for all n > 1, a non-negative function Mn ∈ C0(R+) such
that
∀n > 1, ∀ (t, y) ∈ R+ × R,
∣∣∣∣∂nv∂yn (t, y)
∣∣∣∣ 6Mn(t). (42)
We then use once again the Faa di Bruno’s formula to compute the n-th partial derivative of u:
∂nu
∂xn
(t, x) =
n∑
k=1
∂kv
∂yk
(t, ϕ(x))Bn,k
(
ϕ′(x), ϕ(2)(x), . . . , ϕ(n−k+1)(x)
)
,
so that, with the estimate (42), one gets:∣∣∣∣∂nu∂xn (t, x)
∣∣∣∣ 6 n∑
k=1
Mk(t)Bn,k
(∣∣ϕ′(x)∣∣, ∣∣∣ϕ(2)(x)∣∣∣, . . . , ∣∣∣ϕ(n−k+1)(x)∣∣∣).
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Moreover, in view of Lemma 23, it holds
∀ 1 6 k 6 n, Bn,k
(∣∣ϕ′(x)∣∣, ∣∣∣ϕ(2)(x)∣∣∣, . . . , ∣∣∣ϕ(n−k+1)(x)∣∣∣) = O(|x|−n+k−kγ/2).
Therefore, we obtain that there exists a non-negative function Kn ∈ C0(R+) such that |∂nxu(t, x)| 6 Kn(t)|x|−nγ/2,
which concludes the proof of Theorem 9.
C.2 Some technical results on ϕ, Ψ, η and their derivatives
We gather in this section all the technical results used in the proof of Theorem 9. We will repeatedly use the Faa`
di Bruno’s formula (41) and Bell Polynomials.
C.2.1 Bell polynomials
Bell Polynomials [4] are defined as follows: for any 1 6 k 6 n,
Bn,k(x1, x2, . . . , xn−k+1) =
∑
(j1,··· ,jn−k+1)∈Bn,k
n!
j1!j2! · · · jn−k+1!
(x1
1!
)j1 · · ·( xn−k+1
(n− k + 1)!
)jn−k+1
,
where Bn,k is the set of all sequences (j1, j2, · · · , jn−k+1) of non-negative integers such that{
j1 + j2 + · · ·+ jn−k+1 = k,
j1 + 2j2 + 3j3 + · · ·+ (n− k + 1)jn−k+1 = n.
C.2.2 Some estimates on ϕ
Lemma 22. The function ϕ defined in (37) is smooth and its derivatives satisfy:
∀n > 1, ∃Kn > 0, ∀ |x| > 1,
∣∣∣ϕ(n)(x)∣∣∣ 6 Kn|x|n−1+γ/2 .
Proof. By definition, since σ is a smooth positive function with bounded derivatives, ϕ is also a smooth function
and the estimate holds true for n = 1. Moreover, in view of Assumption 4, there exists L1, L2 ∈ R∗+ such that
∀ |x| > 1, L1|x|γ/2 6 σ(x) 6 L2|x|γ/2.
Then, using the Faa`-di-Bruno’s formula, for all n > 1, it holds, since ϕ′(x) = 1/σ(x),
ϕ(n+1)(x) =
n∑
k=1
(−1)kk!
σ(x)k+1
Bn,k
(
σ′(x), · · · , σ(n−k+1)(x)
)
.
In view of the definition of Bell polynomials (see Appendix C.2.1) and Assumption 4, we obtain, for |x| > 1,∣∣∣Bn,k(σ′(x), · · · , σ(n−k+1)(x))∣∣∣
6
∑
(j1,··· ,jn−k+1)∈Bn,k
n!Sj11 · · ·Sjn−k+1n−k+1
j1!j2! · · · jn−k+1!
( |x|γ/2−1
1!
)j1
· · ·
( |x|γ/2−n+k−1
(n− k + 1)!
)jn−k+1
.
Noting that j1 + · · · + jn−k+1 = k and j1 + 2j2 + · · · + (n − k + 1)jn−k+1 = n, we obtain that there is a
constant Rn,k ∈ R+ such that∣∣∣∣ (−1)kk!σ(x)k+1Bn,k(σ′(x), · · · , σ(n−k+1)(x))
∣∣∣∣ 6 Rn,k|x|n+kγ/2 .
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Since k > 1, it finally holds ∣∣∣ϕ(n+1)(x)∣∣∣ 6 n∑
k=1
Rn,k
|x|n+kγ/2 = O
(
|x|−n−γ/2
)
,
which concludes the proof.
Lemma 23. For all 1 6 k 6 n, it holds Bn,k
(
|ϕ′(x)|,
∣∣∣ϕ(2)(x)∣∣∣, . . . , ∣∣∣ϕ(n−k+1)(x)∣∣∣) = O(|x|−n+k−kγ/2).
Proof. In view of Lemma 22, there exists S˜n,k ∈ R+ such that
Bn,k
(∣∣ϕ′(x)∣∣, . . . , ∣∣∣ϕ(n−k+1)(x)∣∣∣) 6 S˜n,k ∑
(j1,··· ,jn−k+1)∈Bn,k
(
|x|−γ/2
)j1 · · ·(|x|γ/2−n+k)jn−k+1
Note that(
|x|−γ/2
)j1(|x|−γ/2−1)j2 · · ·(|x|γ/2−n+k)jn−k+1 = |x|(1−γ/2)(j1+···+jn−k+1)|x|−(j1+2j2+···+(n−k+1)jn−k+1),
so that, in view of Appendix C.2.1,
0 6 Bn,k
(∣∣ϕ′(x)∣∣, ∣∣∣ϕ(2)(x)∣∣∣, . . . , ∣∣∣ϕ(n−k+1)(x)∣∣∣) 6 S˜n,k ∑
(j1,··· ,jn−k+1)∈Bn,k
|x|−kγ/2−n+k,
which gives the claimed estimate.
C.2.3 On the derivatives of v0
The following technical result holds true in the framework of Theorem 9 in view of Assumption 5.
Lemma 24. The function v0 is smooth and its derivatives are uniformly bounded on R.
Proof. By definition, since σ is a positive continuous function, ϕ is an increasing continuous function, and is
therefore invertible. Moreover, since ϕ′ = 1/σ is positive, the inverse function ϕ−1 is also differentiable and its
first derivative reads
(
ϕ−1
)′
(y) = σ(ϕ−1(y)). In fact ϕ−1 is smooth and its n-th order derivative is
(
ϕ−1
)(n)
=
Rn
(
σ, σ′, · · · , σ(n−1)
)
◦ ϕ−1, where Rn is a polynomial related to the Bell polynomials. Since C0 is smooth, this
proves that v0 = C0 ◦ ϕ−1 is smooth.
Next, in view of the definition of v0, it holds v
′
0(y) = C
′
0(ϕ
−1(y))/ϕ′(ϕ−1(y)) = (C′σ)
(
ϕ−1(y)
)
. Note that, in
view of Assumption 5, C′0σ is bounded. Therefore, there exists R1 > 0 such that |v′0(y)| 6 R1 for all y ∈ R. A
similar argument is used for higher order derivatives. We first prove that the derivative of order n of v0 reads
v
(n)
0 = Pn ◦ ϕ−1, with
Pn = C
(n)
0 σ
n +
n−1∑
k=1
C
(k)
0 σ
k
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
c(`k1 ,··· ,`kj )
σ`
k
1
(
σ′
)`k2 · · ·(σ(j−1))`kj
, (43)
where Lkj =
{(
`k1 , · · · , `kj
) ∈ Nj ∣∣ `k1 + · · ·+ `kj 6 `k2 + 2`k3 + · · ·+ (j − 1)`kj} and c(`k1 ,··· ,`kj ) are real coefficients.
Suppose that (43) holds true for some integer n > 1. Since v(n+1)0 = σP ′n ◦ ϕ−1, it suffices to prove that
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Pn+1 = σP
′
n is of the form (43). It holds
σP ′n = C
(n+1)
0 σ
n+1 + nC
(n)
0 σ
nσ′
+
n−1∑
k=1
C
(k+1)
0 σ
k+1
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
c(`k1 ,··· ,`kj )
σ`
k
1
(
σ′
)`k2 · · ·(σ(j−1))`kj

+
n−1∑
k=1
kC
(k)
0 σ
k
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
c(`k1 ,··· ,`kj )
σ`
k
1
(
σ′
)`k2+1 · · ·(σ(j−1))`kj

+
n−1∑
k=1
C
(k)
0 σ
k
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
`k1c(`k1 ,··· ,`kj )
σ`
k
1
(
σ′
)`k2+1 · · ·(σ(j−1))`kj
+ · · ·
+
n−1∑
k=1
C
(k)
0 σ
k
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
`kj c(`k1 ,··· ,`kj )
σ`
k
1+1
(
σ′
)`k2 · · ·(σ(j−1))`kj−1σ(j)
,
which, by rearranging the terms and noting that (j−1)(`kj − 1)+j(`kj+1 + 1) = (j−1)`kj +j`kj+1 +1, reads as (43)
with n replaced by n + 1. We next use Assumptions 4 and 5. The terms C
(k)
0 σ
k are indeed bounded while the
terms σ`
k
1 (σ′)`
k
2 · · ·
(
σ(j−1)
)`kj
are at most of order |q|γ/2(`k1+···+`kj )−(`k2+···+(j−1)`kj ) for |q| > 1. This concludes the
proof since 0 6 γ 6 1/2 and `k1 + · · ·+ `kj 6 `k2 + 2`k3 + · · ·+ (j − 1)`kj .
C.2.4 The function Ψ is smooth and bounded with bounded derivatives
We prove here the following result.
Lemma 25. The function Ψ = − 1
2
σ′ ◦ ϕ−1 is a smooth and bounded function with bounded derivatives on R.
Proof. By definition, Ψ is smooth, and bounded since σ′ is bounded. Then, following the proof of Lemma 24 and
noting that Ψ = S0 ◦ ϕ−1, with S0 = −σ′0/2, is similar to v0 = C0 ◦ ϕ−1, the derivative of order n of Ψ reads
Ψ(n) = Rn ◦ ϕ−1, with
Rn = S
(n)
0 σ
n +
n−1∑
k=1
S
(k)
0 σ
k
 k∑
j=1
∑
(`k1 ,··· ,`kj )∈Lkj
c(`k1 ,··· ,`kj )
σ`
k
1
(
σ′
)`k2 · · ·(σ(j−1))`kj
,
where Lkj =
{(
`k1 , · · · , `kj
) ∈ Nj ∣∣ `k1 + · · ·+ `kj 6 `k2 + 2`k3 + · · ·+ (j − 1)`kj} and c(`k1 ,··· ,`kj ) are real coefficients.
The conclusion follows by noting that S
(k)
0 σ
k is bounded for all k > 1.
C.2.5 On the tangent processes of Y
The following technical result holds true in the framework of Theorem 9 in view of Lemma 25.
Lemma 26. Let η(n) be the tangent process of order n of Y , starting from η
(n)
0 = 0 for n > 2 and η
(1)
0 = 1. Then,
there exists a non-negative function K˜n ∈ C0(R+) such that 0 6 η(n)t 6 K˜n(t) for all t > 0.
Proof. We show by induction that for all 1 6 k 6 n, the process η(k) is bounded and solution of
dη
(k)
t = Ψ
′(Yt)η
(k)
t dt+Gk
(
Yt, η
(1)
t , · · · , η(k−1)t
)
dt, (44)
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where G1 = 0 and, for all 2 6 k 6 n,
Gk
(
Yt, η
(1)
t , · · · , η(k−1)t
)
=
k∑
p=2
Ψ(p)(Yt)
∑
(`p1 ,··· ,`
p
k−1)∈J
p
k−1
c`p1 ,··· ,`
p
k−1
(
η
(1)
t
)`p1 · · ·(η(k−1)t )`pk−1 , (45)
is a bounded function, J pk =
{
(`p1, · · · , `pk) ∈ Nk
∣∣ `p1 + · · ·+ `pk = p} and c`p1 ,··· ,`pk−1 are real coefficients. The
induction basis k = 1 holds true with by the definition (39) of the tangent process. For the inductive step, let us
assume that (44) is true for 1 6 k 6 n. Then (see [37]),
dη
(n+1)
t = Ψ
′(Yt)η
(n+1)
t dt+Gn+1
(
Yt, η
(1)
t , · · · , η(n)t
)
dt, η
(n+1)
0 = 0,
with
Gn+1
(
Yt, η
(1)
t , · · · , η(n)t
)
= Ψ(2)(Yt)η
(1)
t η
(n)
t
+
n∑
p=2
Ψ(p+1)(Yt)η
(1)
t
∑
(`p1 ,··· ,`
p
n−1)∈J
p
n−1
c(`p1 ,··· ,`
p
n−1)
(
η
(1)
t
)`p1 · · ·(η(n−1)t )`pn−1
+
n∑
p=2
Ψ(p)(Yt)
∑
(`p1 ,··· ,`
p
n−1)∈J
p
n−1
`p1c(`p1 ,··· ,`
p
n−1)
(
η
(1)
t
)`p1−1(
η
(2)
t
)`p2+1 · · ·(η(n−1)t )`pn−1
+ · · ·+
n∑
p=2
Ψ(p)(Yt)
∑
(`p1 ,··· ,`
p
n−1)∈J
p
n−1
`pn−1c(`p1 ,··· ,`
p
n−1)
(
η
(1)
t
)`p1 · · ·(η(n−1)t )`pn−1−1η(n)t ,
which, by rearranging the terms, reads as (45). Then, in view of (45), since Ψ has bounded derivatives and we
assumed η(k) to be bounded for 1 6 k 6 n, the function Gn+1 is bounded. Using (44) (which is in fact a simple
ODE with random coefficients), it holds
η
(n+1)
t = exp
(∫ t
0
Ψ′(Ys) ds
)∫ t
0
Gn+1(Ys, η
(1)
s , · · · , η(n)s ) exp
(
−
∫ s
0
Ψ′(Yu) du
)
ds.
This equality allows to conclude.
C.3 Proofs on the relation between Becker–Do¨ring equations and their Fokker–
Planck approximation
C.3.1 Proof of Theorem 12
The proof mainly consists in rewriting rigorously what we presented in Section 3.2, but with the reverse change
of variable. Let us first note that
(
G−1
)′
= F ◦G−1, so that
∀ (t, x) ∈ ZM , ∂Q
∂x
(t, x) =
F (Q(t, x))
F (x)
,
∂Q
∂t
(t, x) = −F (Q(t, x)). (46)
Then, by the chain rule,
∂C
∂x
(t, x) =
F (Q(t, x))
F (x)
∂C
∂q
(t, Q(t, x)),
and
∂2C
∂x2
(t, x) =
F 2(Q(t, x))
F 2(x)
∂2C
∂q2
(t, Q(t, x)) +
F (Q(t, x))(F ′(Q(t, x))− F ′(x))
F 2(x)
∂C
∂q
(t, Q(t, x)).
We also have
∂(FC )
∂x
(t, x) = F (x)
∂C
∂x
(t, x) + F ′(x)C (t, x) = F (Q(t, x))
∂C
∂q
(t, Q(t, x)) + F ′(x)C(t, Q(t, x)),
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and
∂2(DC )
∂x2
(t, x) = D(x)
∂2C
∂x2
(t, x) + 2D′(x)
∂C
∂x
(t, x) +D′′(x)C (t, x)
= D(Q(t, x))
∂2C
∂q2
(t, Q(t, x)) +
(
D(x)
F 2(Q(t, x))
F 2(x)
−D(Q(t, x))
)
∂2C
∂q2
(t, Q(t, x))
+
(
D(x)
F (x)
(
F ′(Q(t, x))− F ′(x))+ 2D′(x))F (Q(t, x))
F (x)
∂C
∂q
(t, Q(t, x)) +D′′(x)C(t, Q(t, x)).
Taking the time derivative of C , we also have
∂C
∂t
(t, x) =
∂C
∂t
(t, Q(t, x))− F (Q(t, x))∂C
∂q
(t, Q(t, x)).
Therefore, it holds
∂C
∂t
(t, Q(t, x)) =
∂C
∂t
(t, x) +
∂(FC )
∂x
(t, x)− F ′(x)C(t, Q(t, x)),
and
D(Q(t, x))
∂2C
∂q2
(t, Q(t, x)) =
∂2(DC )
∂x2
(t, x)−
(
D(x)
F 2(Q(t, x))
F 2(x)
−D(Q(t, x))
)
∂2C
∂q2
(t, Q(t, x))
−
(
D(x)
F (x)
(
F ′(Q(t, x))− F ′(x))+ 2D′(x))F (Q(t, x))
F (x)
∂C
∂q
(t, Q(t, x))−D′′(x)C(t, Q(t, x)).
Combining the last two equations and using (P-Diff) gives us that C is solution of
∂C
∂t
(t, x) = −∂(FC )
∂x
(t, x) +
1
2
∂2(DC )
∂x2
(t, x)−RC(t, x),
where
RC(t, x) =
1
2
(
D(x)
F 2(Q(t, x))
F 2(x)
−D(Q(t, x))
)
∂2C
∂q2
(t, Q(t, x)) +
(
1
2
D′′(x)− F ′(x)
)
C(t, Q(t, x))
+
(
D(x)
2F (x)
(
F ′(Q(t, x))− F ′(x))+D′(x))F (Q(t, x))
F (x)
∂C
∂q
(t, Q(t, x)).
Using Lemma 8 and Assumption 3, we have, as x→ +∞ and for t 6 G(x),
D(x)
F 2(Q(t, x))
F 2(x)
−D(Q(t, x)) = D(x)
[(
F 2(Q(t, x))
F 2(x)
− 1
)
−
(
D(Q(t, x))
D(x)
− 1
)]
= O
(
x2γ−1
)
,
and (
D(x)
F (x)
(
F ′(Q(t, x))− F ′(x))+ 2D′(x))F (Q(t, x))
F (x)
= O
(
xγ−1
)
,
as well as D′′(x)−F ′(x) = O(xγ−1). Then, in view of Theorem 9, there exists a non-negative function K ∈ C0(R+),
such that, for all (t, x) ∈ ZM , it holds |RC(t, x)| 6 K(t)xγ−1, which concludes the proof.
C.3.2 Proof of Theorem 13
Let us first remark that, for all n > n0, Ĉn is well defined and smooth by Theorem 9. Then, for all (t, x) ∈ ZM ,
in view of Lemma 8 and (46), it holds
∀ (t, n) ∈ ZM , Q(t, n+ 1)−Q(t, n) = 1 +R1(t, n),
where there is a non-negative function K1 ∈ C0(R+) such that |R1(t, n)| 6 K1(t)nγ−1. Next, using once again a
Taylor expansion, for all (t, n) ∈ ZM , there exists κn ∈ ]Q(t, n), Q(t, n+ 1)[ such that
Ĉn+1(t)− Ĉn(t) = C(t, Q(t, n) + 1 +R1(t, n))− C(t, Q(t, n))
= (1 +R1(t, n))
∂C
∂q
(t, Q(t, n)) +
1
2
(1 +R1(t, n))
2 ∂
2C
∂q2
(t, Q(t, n)) +
1
6
(1 +R1(t, n))
3 ∂
3C
∂q3
(t, κn).
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Using Theorem 9 and Lemma 8, we have
Ĉn+1(t)− Ĉn(t) = ∂C
∂q
(t, Q(t, n)) +
1
2
∂2C
∂q2
(t, Q(t, n)) +R2(t, n),
where there is a non-negative function K2 ∈ C0(R+) such that |R2(t, n)| 6 K2(t)n−3γ/2, the dominant terms of
the remainder being R1∂C/∂q and ∂
3C/∂q3. Using once again the assumptions on α and β (see Assumption 3),
in particular that α′(n) = O(nγ−1) and the fact that C is bounded (see Theorem 9), there is ξn ∈ [n, n+ 1] such
that
αn+1Ĉn+1(t)− αnĈn(t) =
(
α(n) + α′(ξn)
)
Ĉn+1(t)− αnĈn(t)
= α(n)
∂C
∂q
(t, Q(t, n)) +
1
2
α(n)
∂2C
∂q2
(t, Q(t, n)) +Rα3 (t, n),
where there is a non-negative function Kα3 ∈ C0(R+) such that |Rα3 (t, n)| 6 Kα3 (t)n−γ/2. Similarly,
βn−1Ĉn−1(t)− βnĈn(t) = −β(n)∂C
∂q
(t, Q(t, n)) +
1
2
β(n)
∂2C
∂q2
(t, Q(t, n)) +Rβ3 (t, n),
where there is a non-negative function Kβ3 ∈ C0(R+) such that
∣∣∣Rβ3 (t, n)∣∣∣ 6 Kβ3 (t)n−γ/2. Combining these results,
and noting that F (n) = F (Q(t, n)) + F (n)RF,1(t, n) (where RF,1 is defined in Lemma 8) and a similar equality
for D(n), we finally obtain
βn−1Ĉn−1C1 − (βnC1 + αn)Ĉn + αn+1Ĉn+1 =− F (Q(t, n))∂C
∂q
(t, Q(t, n))
+
1
2
D(Q(t, n))
∂2C
∂q2
(t, Q(t, n)) +R3(t, n),
where there is a non-negative function K3 ∈ C0(R+) such that |R3(t, n)| 6 K3(t)n−γ/2. Since C is solution
of (P-Diff) and
dĈn
dt
(t) =
∂C
∂t
(t, Q(t, n))− F (Q(t, n))∂C
∂q
(t, Q(t, n)) = −F (Q(t, n))∂C
∂q
(t, Q(t, n)) +
1
2
D(Q(t, n))
∂2C
∂q2
(t, Q(t, n)),
it follows that Ĉn satisfies
dĈn
dt
= βn−1Ĉn−1C1 − (βnC1 + αn)Ĉn + αn+1Ĉn+1 −R3(t, n),
from which the desired conclusion follows.
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