This chapter deals with the application of evolutionary approaches and other metaheuristic techniques for generating tree decompositions. Tree decomposition is a concept introduced by Robertson and Seymour [34] and it is used to characterize the difficulty of constraint satisfaction and NP-hard problems that can be represented as a graph. Although in general no polynomial algorithms have been found for such problems, particular instances can be solved in polynomial time if the treewidth of their corresponding graph is bounded by a constant. The process of solving problems based on tree decomposition comprises two phases. First, a decomposition with small width is generated. Basically in this phase the problem is divided into several sub-problems, each included in one of the nodes of the tree decomposition. The second phase includes solving a problem (based on the generated tree decomposition) with a particular algorithm such as dynamic programming. The main idea is that by decomposing a problem into sub-problems of limited size, the whole problem can be solved more efficiently. The time for solving the problem based on its tree decomposition usually depends on the width of the tree decomposition. Thus it is of high interest to generate tree decompositions having small widths.
This chapter deals with the application of evolutionary approaches and other metaheuristic techniques for generating tree decompositions. Tree decomposition is a concept introduced by Robertson and Seymour [34] and it is used to characterize the difficulty of constraint satisfaction and NP-hard problems that can be represented as a graph. Although in general no polynomial algorithms have been found for such problems, particular instances can be solved in polynomial time if the treewidth of their corresponding graph is bounded by a constant. The process of solving problems based on tree decomposition comprises two phases. First, a decomposition with small width is generated. Basically in this phase the problem is divided into several sub-problems, each included in one of the nodes of the tree decomposition. The second phase includes solving a problem (based on the generated tree decomposition) with a particular algorithm such as dynamic programming. The main idea is that by decomposing a problem into sub-problems of limited size, the whole problem can be solved more efficiently. The time for solving the problem based on its tree decomposition usually depends on the width of the tree decomposition. Thus it is of high interest to generate tree decompositions having small widths.
Finding the treewidth of a graph is an NP-hard problem [2] . In order to solve this problem different algorithms have been proposed in the literature. Exact methods such as branch and bound techniques can be used only for small graphs. Therefore, metaheuristic algorithms based on genetic algorithms [18] , simulated annealing [22] , tabu search [14] , iterated local search [29] , and antcolony optimization ( [7] , [9] ) have been proposed in the literature to generate good upper bounds for larger graphs. Such techniques have been applied very successfully and they are able to find the best existing upper bounds for many benchmark problems in the literature.
In this chapter we will first introduce the concept of tree decomposition, and then give a survey on metaheuristic techniques used to generate tree decompositions. Three approaches based on genetic algorithms, iterated local search and ant-colony optimization that were proposed in the literature will be described in detail. Finally, we will also mention briefly two recent approaches that exploit tree decompositions within metaheuristic search.
Tree Decompositions
We start with an informal description of tree decomposition. Suppose that we have to find solutions for the graph colouring problem (GCP ), which is a well known constraint satisfaction problem (CSP) in the literature. For this problem we have to find a colouring of vertices of a given graph in such a way that no two vertices connected by an edge share the same color. An instance of the GCP is shown on the left-hand side of Figure 1 . The task is now to find a valid colouring just using the colours red, green, and blue. A naive approach to solve this problem might be to try out all possible combinations of variable assignments and see which ones are valid. In general there are d n possible combinations, where d is the number of available colours and n is the number of vertices.
To solve this problem by tree decomposition, first we generate the tree decomposition of the corresponding problem graph. Informally, a tree decomposition is a tree containing a group of graph vertices where each tree node fulfils the following conditions: each vertex of the graph appears in one of the nodes of the tree; if two vertices are connected in the graph, they must appear together in some of the tree nodes; connectedness condition must be fulfilled, i.e. if a vertex appears in two different nodes of the tree, it must appear also in other nodes between these two nodes. The formal definition of tree decomposition is given in the next section.
If we want to solve the graph colouring problem in Figure 1 based on its tree decomposition, we can start out by solving the subproblems given by each node in the tree decomposition. Using a naive approach of trying out all possible combinations of variable assignments one has to generate 3 3 (27) different solution candidates for the vertex containing A, B, and C. Because of the constraints A = B, A = C, and B = C only six of them are valid. For the subproblem containing the vertices C and D we generate 3 2 (9) solution candidates and rule out three of them because of the constraint C = D. We can now get all solutions to the whole problem by joining the subproblem solutions. Therefore, we will take a look at the variables that both subproblems have in common. In this case, that is the variable C. Each solution for the subproblem A, B, C is joined with the solutions for the subproblem C, D sharing the same colour for the vertex C. By using the tree decomposition we have to generate 36 combinations of variable assignments in order to determine all solutions compared to the 81 combinations we would have to generate without the tree decomposition. This difference increases very quickly with the size of the graph colouring problem and constraint satisfaction problems in general. The smaller the subproblems in the tree decomposition the more efficiently we can solve a particular problem. This motivates our interest in finding tree decompositions of small width.
Note that tree decompositions have been applied for several applications, like combinatorial optimization problems, expert systems, computational biology etc. The use of tree decomposition for inference problems in probabilistic networks is shown in [28] . Koster et al [26] propose the application of tree decompositions for frequency assignment problem. Tree decomposition has also been applied for the vertex cover problem on planar graphs [1] . Furthermore, solving partial constraint satisfaction problems (e.g. MAX-SAT) with tree decomposition based method has been investigated in [25] . In computational biology tree decompositions has been used for protein structure prediction [39] . Recently, the application of tree decomposition in Answer-Set Programming has been investigated in [30] .
Formal definitions
The concept of tree decompositions has been first introduced by Robertson and Seymour [34] . The formal definition of tree decomposition is given below (see [34] , [24] ). Definition 1. Let G = (V, E) be a graph. A tree decomposition of G is a pair (T, χ), where T = (I, F ) is a tree with node set I and edge set F , and χ = {χ i : i ∈ I} is a family of subsets of V , one for each node of T , such that 1. i∈I χ i = V , 2. for every edge (v, w) ∈ E, there is an i ∈ I with v ∈ χ i and w ∈ χ i , and 3. for all i, j, k ∈ I, if j is on the path from i to k in T , then
The width of a tree decomposition is max i∈I |χ i | − 1. The treewidth of a graph G, denoted by tw(G), is the minimum width over all possible tree decompositions of G. Figure 2 shows a graph G and a possible tree decomposition of G. The width of shown tree decomposition is 3.
For the given graph G the treewidth can be found from its triangulation. In the following we will give basic definitions, explain how the triangulation of graph can be constructed, and give lemmas which give relation between the treewidth and the triangulated graph.
Two vertices u and v of graph G(V, E) are neighbours, if they are connected by an edge e ∈ E. The neighbourhood of a vertex v is defined as: N (v) := {w|w ∈ V, (v, w) ∈ E}. A set of vertices is clique if they are fully connected. An edge connecting two non-adjacent vertices in the cycle is called chord. The graph is triangulated if there exists a chord in every cycle of length larger than 3.
A vertex of a graph is simplicial if its neighbours form a clique. An ordering of nodes σ(1, 2, . . . , n) of V is called a perfect elimination ordering for G if for Fig. 2 . A graph G (left) and a tree decomposition of G (right)
. In [12] it is proved that the graph G is triangulated if and only if it has a perfect elimination ordering. Given an elimination ordering of nodes the triangulation H of graph G can be constructed as following. Initially H = G, then in the process of elimination of vertices, the next vertex in order to be eliminated is made simplicial vertex by adding of new edges to connect all its neighbours in current G and H. The vertex is then eliminated from G. This process is repeated for all vertices in the ordering.
The treewidth of a triangulated graph can be calculated based on its cliques. For the given triangulated graph the treewidth is equal to its largest clique minus 1 [13] . Moreover, the largest clique of a triangulated graph can be calculated in polynomial time. The complexity of calculating the largest clique for the triangulated graphs is O(|V | + |E|) [13] . For every graph G = (V, E), there exists a triangulation of G, G = (V, E E t ), with tw(G) = tw(G) . Thus, finding the treewidth of a graph G is equivalent to finding a triangulation G of G with minimum clique size (for more information see [24] ).
The process of elimination of nodes from the given graph G is illustrated in Figure 3 . Suppose that we have given the following elimination ordering: 10, 9, 8, 7, 2, 3, 6, 1, 5, 4. The vertex 10 is first eliminated from G. When this vertex is eliminated no new edges are added to the graph G and H (graph H is not shown in the figure) , as all neighbours of node 10 are connected. From the remained graph G the vertex 9 is eliminated. To connect all neighbours of vertex 9, two new edges are added in G and H (edges (5, 7) and (6, 7)). The process of elimination continues until the triangulation H is obtained. A more detailed description of the algorithm for constructing a graph's triangulation for a given elimination ordering is found in [24] .
For generating the tree decomposition during the vertex elimination process, first the nodes of the tree decomposition are created. This is illustrated in Figure  3 . When vertex 10 is eliminated a new tree decomposition node is created. This node contains the vertex 10 and all other vertices which are connected with this vertex in current graph G. Further the next tree node with vertices {5, 6, 7, 9} is created when the vertex 9 is eliminated. To the end of elimination process all tree decomposition nodes will be created. The created tree nodes should be connected, such that the connectedness condition for vertices is fulfilled. This is the third condition in the tree decomposition definition. To fulfil this condition the tree decomposition nodes are connected as following. The tree decomposition node with vertices {7, 9, 10} that is created when vertex 10 is eliminated, is connected with the tree decomposition node which will be created when the next vertex which appears in {7, 9, 10} is eliminated. In this case the node {7, 9, 10} should be connected with the node created when vertex 9 is eliminated, because this is the next vertex in the ordering that is contained in {7, 9, 10}. This rule is further applied for connection of other tree decomposition nodes, and from the graph the tree decomposition in Figure 2 will be constructed. Note that some of tree nodes that are created in the elimination process are not presented in the tree decomposition, because they are contained in larger tree nodes. For example the node {4, 5, 6} which is created by eliminating vertex 6 is already contained in the node {4, 5, 6, 7} which is created by eliminating vertex 7. Moreover, tree nodes which are created by eliminating vertices 1, 5, 4 are also contained in other larger tree nodes.
2 Generating tree decompositions by genetic algorithms and other metaheuristic techniques
As described in the previous section the width of the tree decomposition depends on the elimination ordering of vertices. Therefore, the task of finding tree decomposition with minimal width consists of finding the best permutation of graph vertices. This problem is similar to the travelling salesman problem, but with a different objective function. In the past two decades researchers have been proposing different techniques to find tree decompositions for different benchmark examples. This includes the exact techniques based on tree search and branch and bound, the simple greedy techniques and metaheuristic techniques. In this chapter we focus on metaheuristic techniques. At the end of this section we will also shortly describe other approaches used for tree decompositions.
The metaheuristic techniques applied for tree decomposition can be divided in two groups: population based/nature inspired techniques, and local search techniques. Regarding nature inspired techniques the application of genetic algorithms has been investigated in [27] and [33] , and ant colony optimization has been used in [17] . Examples of local search techniques for tree decompositions are [23] , [6] and [32] .
Genetic Algorithms for Tree Decomposition
Application of genetic algorithm for tree decompositions has been first investigated in [27] . This algorithm tried to minimize a weight associated with the decompositions of Bayesian networks which is not exactly the same as the width of the tree decomposition. In [33] this algorithm has been extended for generating hypertree decompositions and with some changes in fitness function (the width of tree decompositions has been used as a objective function) has been tested on different problems from the literature. The following description of genetic algorithm for tree decomposition is based on our previous work in [33] .
Genetic algorithms (GAs) were developed by [18] . They try to find a good solution for an optimization problem by imitating the principle of evolution. Genetic algorithms alter and select individuals from a population of solutions for the optimization problem. In the following we describe frequently used terms within the field of genetic algorithms: At the beginning a genetic algorithm creates an initial population containing randomly or heuristically created individuals. These individuals are evaluated and assigned a fitness value, which is the value of the fitness function for the solution represented by the individual. The population is evolved over a number of generations until a halting criterion is satisfied. At each generation the population undergoes selection and recombination, also called crossover and mutation.
During the selection process the genetic algorithm decides which individuals from the current population are allowed to enter the next population. This decision is based on the fitness value of the individuals and individuals of better fitness should enter the next population with higher probability than individuals of lower fitness. Not selected individuals are discarded and will not be evolved further.
The recombination process or crossover combines different properties of several parent solutions within one or more children solutions, also denoted as offsprings. Crossover exchanges properties between the individuals with the aim of increasing the average quality of the population.
During the mutation process individuals are slightly altered. Mutation is used to explore new regions of the search space and to avoid early convergence to local optima.
In practice parameters are used in order to control the behaviour of a genetic algorithm. Typical control parameters are mutation rate, crossover rate, population size and parameters for selection techniques. The choice of the control parameters has a crucial effect on the quality of the best solution found by a genetic algorithm.
The genetic algorithm for tree decomposition presented below is named GAtw and was implemented in [33] . Algorithm 2.1 presents algorithm GA-tw in pseudo code notation.
The algorithm takes as input a graph and several control parameters. Individual solutions are vertex orderings. Each individual is assigned the width of the tree decomposition returned from the corresponding vertex ordering as its fitness value.
Initially GA-tw generates a population consisting of randomly created individuals. Tournament selection was chosen as the selection technique. Tournament selection selects an individual by randomly choosing a group of several individuals from the former population. The individual of highest fitness (smallest width) within this group is selected to join the next population. This process is applied until enough individuals have entered the next population. Finally, after a certain number of generations, algorithm GA-tw will return the best fitness (smallest width) of an individual found during the search process.
Crossover and mutation operators
Within the genetic algorithms in [33] nearly all types of crossover operators and all mutation operators were implemented. The same operators were also applied in [27] for decomposing the moral graph of Bayesian networks.
Algorithm 1 Genetic algorithm for tree decompositions -GA-tw
while t < max gen do t = t + 1 population(t) = tournament selection(population(t − 1), s) (population(t), pc) (population(t), pm) population(t) end while return the smallest width found during the search Crossover operators:
Mutation operators:
We will describe the crossover and mutation operators which returned the best results of algorithm GA-tw in more detail:
The order crossover operator determines a crossover area within the parents by randomly selecting two positions within the ordering. The elements in the crossover area of the first parent are copied to the offspring. Starting at the end of the crossover area all elements outside the area are inserted in the same order in which they occur in the second parent.
Order-Based Crossover (OX2)
The order-based crossover operator selects at random several positions in the parent orderings by tossing a coin for each position. The elements of the first parent at these positions are deleted in the second parent. Afterwards they are reinserted in the order of the second parent.
Position-Based Crossover (POS)
The position-based crossover operator also starts with selecting a random set of positions in the parent strings by tossing a coin for each position. The elements at the selected positions are exchanged between the parents in order to create the offsprings. The elements missing after the exchange are reinserted in the order of the second parent.
Exchange Mutation Operator (EM)
The exchange mutation operator randomly selects two elements in the solution and exchanges them.
Insertion Mutation Operator (ISM)
The insertion mutation operator randomly chooses an element in the solution and moves it to a randomly selected position. The genetic algorithm implemented in [27] was applied to two artificial graphs. This genetic approach returned competitive results when compared to results obtained by simulated annealing [23] . The algorithm implemented in [33] was evaluated on 62 graphs of the Second DIMACS graph colouring challenge ( [19] ). Different experiments were performed to find the best parameter values for parameters of the genetic algorithm and it turned out that the position based crossover operator (POS) and the insertion mutation operator (ISM) were best suited for finding tree decompositions of small width. Existing upper bounds for treewidth for several DIMACS instances could be improved.
Ant Colony Optimization for Tree Decompositions
Ant Colony Optimization (ACO) has been applied for tree decompositions in [17] and [16] . The current section is based on [17] and describes different ant colony optimization variants applied for tree decomposition.
Ant Colony Optimization is a population-based metaheuristic introduced by Marco Dorigo et al [7] , [9] . As the name suggests the technique was inspired by the behaviour of "real" ants. Ant colonies are able to find the shortest path between their nest and a food source just by depositing and reacting to pheromones while they are exploring their environment. The basic principles driving this system can also be applied to many combinatorial optimization problems. For a detailed description of different ACO algorithms and their applications the reader is referred to the book "Ant Colony Optimization" [10] .
The following variants of ACO algorithms for finding good upper bounds for tree decompositions were investigated in [17] and [16] : Simple Ant System ( [7] , [9] ), Elitist Ant System ( [7] , [9] ), Rank-Based Ant System [5] , Max-Min Ant System ( [36] , [37] ), and Ant Colony System [8] . Two different pheromone update strategies were proposed and two stagnation measures were implemented that indicate the degree of diversity of the solutions constructed by the ants. Furthermore, two constructive heuristics (Min-Degree, Min-Fill) were implement and incorporated alternatively into every ACO variant as a guiding function, and the combination of ACO with two existing local search methods: Hill Climbing and Iterated Local Search [32] was investigated.
A simple constraint graph and the corresponding ACO construction tree are shown in Figure 6 . The construction tree can be obtained from the constraint graph as follows:
1. Create a root node s that will be the starting point of every ant in the colony. 2. For every vertex of the constraint graph append a child node to the root node s. 3. To every leaf node append a child node for every vertex of the constraint graph that is neither represented by the leaf node itself nor by an ancestor of this node. 4. Repeat step 3 until there are no nodes left to append.
All possible elimination orderings for the constraint graph can now be represented as a path from the root node s to one of the leaf nodes in the construction Fig. 6 . Constraint graph G and the ACO construction tree.
tree. Therefore each of the ants finds such a path and at each node on its way the ant decides where to move next probabilistically based on the pheromone trails and a heuristic value both associated with the outgoing edges.
Pheromone Trails A pheromone trail gives information how favourable it is to eliminate a certain vertex x after another vertex y. The more pheromone is located on a trail the more likely the corresponding vertex will be chosen by the ant. A way to represent the pheromone trails of construction tree in Figure 6 is the matrix as shown below:
In this matrix each row contains the amounts of pheromone located on the trails connecting a certain node with all the other nodes. For example, the first row contains the pheromone levels related to the node x 1 describing the desirability of eliminating x 2 (τ x1x2 ) respectively x 3 (τ x1x3 ) immediately after x 1 . The last row is related to the root node s that is the starting point for every ant.
All pheromone trails are initialized to the same value in the beginning of the algorithm that is computed according to the following equation:
W η is the width of the decomposition obtained using the guiding heuristic (min-degree or min-fill) while m is the size of the ant colony. guiding heuristic. Two different heuristics have been implemented. In order to compute them, a separate graph in addition to the construction tree is maintained. This graph is called the elimination graph because it is obtained from the original constraint graph by successively eliminating the vertices traversed by the ant in the construction tree. Further, this graph is denoted as E (G, σ) where G is the original constraint graph and σ is a partial elimination ordering.
Min-Degree: The value for the min-degree heuristic is computed according to this equation:
The node i represents the last eliminated node, whereas j is a node which is not eliminated yet. The expression d(j, E(G, σ) represents the degree of vertex j in the elimination graph E(G, σ).
Min-Fill:
The value for the min-fill heuristic is computed according to this equation:
The expression f (j, E(G, σ) represents the number of edges that would be added to the elimination graph due to the elimination of vertex j.
Probabilistic Vertex Elimination
In the following is shown how exactly the ants move from node to node on the construction tree. All of the ACO variants with the exception of Ant Colony System use Equation 5 alone to compute the probability p ij of moving from a node i to another node j where α and β are parameters that can be passed to the algorithm in order to weight the pheromone trails and the heuristic values.
This probability is computed for each vertex left in the elimination graph. According to these probabilities the ant decides which vertex to eliminate next.
Ant Colony System introduces an additional parameter q 0 that constitutes the probability that the ant makes a greedy move instead of making a probabilistic decision:
If a randomly generated number q in the interval of [0, 1] is less or equal q 0 then the ant moves to the node that otherwise would have the highest probability to be chosen. Ties are broken randomly.
Ant Colony System also introduces a so-called local pheromone update. After an ant has constructed its solution it removes pheromone from the trails belonging to its solution according to the following equation whereas ξ is a variant-specific parameter and τ 0 is initial amount of pheromone:
The motivation is to diversify the search so that subsequent ants will more likely choose other branches of the construction tree.
Pheromone Update After each of the ants has constructed an elimination ordering (that optionally has been improved by a local search thereafter) the values in the pheromone matrix are updated reflecting the quality of the constructed solutions which will enable the subsequent ants in the following iteration to make decisions in a more informed manner. Moreover, pheromone is gradually removed from the pheromone trails so that solutions that might have been the best known solutions in earlier iterations of the algorithm can be forgotten.
Pheromone Deposition In this step for an elimination ordering σ k that was constructed by an ant k the amount of pheromone that will be deposited for each (i, j) in σ k is determined. An edge-independent and an edge-specific pheromone update strategy were considered. The first adds the same amount of pheromone to all trails belonging to σ k while the latter adds more or less pheromone to individual trails depending on the quality of a certain elimination.
The edge-independent pheromone update strategy adds the reciprocal value of the tree decomposition's width to all pheromone trails that are part of σ k :
In contrast to the edge-independent update strategy the edge-specific update strategy deposits different amounts of pheromone onto the trails belonging to the same elimination ordering:
This amount depends on the ratio between the degree of the vertex j when it was eliminated d(j, E(G, σ kj )) and the number of vertices left in the elimination graph |E(G, σ kj )| at that time. (σ kj is the partial elimination ordering that is obtained from σ k by omitting j and all vertices that are eliminated after j.)
The selection of ants that deposit pheromone and the weighting of this pheromone varies between the different ACO variants. The reader is referred to [10] for description of these variants.
Pheromone Evaporation After the pheromone has been added to the trails a certain amount of pheromone is removed. This amount is determined based on the pheromone evaporation rate ρ:
Ant Colony System only removes pheromone from the trails belonging to the best known elimination ordering σ bs :
Hybridization with Local Search All ACO variants were extended with two local search methods for tree decompositions. Both of these algorithms try to improve the quality of the solutions that were constructed by the ant colony by changing the positions of certain vertices in the elimination orderings. Two local search techniques were used: an hill climbing algorithm and an iterated local search similar to the algorithm proposed in [32] .
Stagnation Measures If the distribution of the pheromone on the trails becomes too unbalanced due to the pheromone depositions, the ants will generate very similar solutions causing the search to stagnate. In order to enable the algorithm to detect such situations two stagnation measures were implemented (Variation Coefficient and λ Branching Factor) proposed by Dorigo and Stützle [10] that indicate how explorative the search behaviour of the ants is. A detailed description of stagnation measures is given in [16] (page 67). All described Ant Colony Optimization variants in [17] were evaluated experimentally with DIMACS Graph Coloring Challenge instances. Max-Min Ant System and Ant Colony System performed slightly better than the other variants. Although the Ant Colony Optimization in general could not compete with iterated local search and genetic algorithms, it could improve the upper bound for one of problems.
Iterated Local Search for Tree Decomposition
The application of iterated local search for generating tree decompositions has been investigated in [31] , [32] . In this section we give the description of this algorithm based on these references.
The algorithm is based on the iterated local search framework and it includes a simple local search heuristic to generate good orderings, and an iterative process in which the algorithm calls a local search technique with the initial solution produced in the previous iteration. The algorithm also includes a mechanism for acceptance of a candidate solution for the next iteration. Although the constructing phase is very important, choosing the appropriate perturbation at each iteration as well as the mechanism for acceptance of solution are also crucial to obtain good results for an iterative local search algorithm. The iterated local search algorithm for tree decomposition is presented below.
The algorithm starts with an initial solution which takes an order of nodes as they appear in the input. Better initial solutions can also be constructed by using other heuristics which run in polynomial time, such as Maximum Cardinality Search, min-fill heuristic, etc. However, as the proposed method usually finds a
Algorithm 2 Iterative heuristic algorithm -IHA
Generate initial solution S1 BestSolution = S1
while Termination Criteria is not fulfilled do S2 = ConstructionP hase(S1)
if Solution S2 fulfils the acceptance criteria then S1 = S2 else S1 = BestSolution end if
Apply perturbation in solution S1
Update BestSolution if solution S2 has better (or equal) width than the current best solution end while RETURN BestSolution solution produced by these heuristics in a very short time, the algorithm starts with an ordering of nodes given in the input.
After constructing the initial solution the iterative phase starts. In this phase the local search method is called iteratively, and then the selected solution is perturbed. Two different local search techniques that can be used in the construction phase were proposed. The solution returned from the construction phase is accepted for the next iteration if it fulfils the specific criteria determined by the solution acceptance mechanism. Experiments with different possibilities for the acceptance of the solution returned from the construction phase were performed. If the solution does not fulfil the acceptance criteria this solution is discarded and the currently best solution is selected. In the selected solution the perturbation mechanism is applied. Different possibilities are used for perturbation. The perturbed solution is given as an input solution in the next call of the construction phase. This process continues until the termination criterion is fulfilled.
Two local search methods were proposed for generating a good solution which is used as an initial solution with some perturbation in the next call of the same local search algorithm. Both techniques are based on the idea of moving only vertices in the ordering which cause the largest clique during the elimination process. The motivation for using this method is to reduce the number of solutions that should be evaluated. The first proposed technique named LS1 is presented below. 
Algorithm 3 Local Search Algorithm 1 -LS1 (InputSolution)
BestLSSolution
RETURN BestLSSolution
The proposed algorithm applies a simple heuristic. In the current solution a vertex is chosen randomly among the vertices that produce the largest clique in the elimination process. Then the selected vertex is moved from its position. Two types of moves were used. In the first variant the vertex is inserted in a random position in the elimination ordering, while in the second variant the vertex is swapped with another vertex located in a randomly selected position, i.e. the two chosen vertices change their position in the elimination ordering. The swap move was shown to give better results. The heuristic stops if the solution does not improve for a certain number of iterations. Experiments with different M AXN otImprovments were performed. LS1 alone is a simple heuristic and usually can not produce good results for tree decompositions. However, by using this heuristic as a local search heuristic in the iterated local search algorithm good results for tree decompositions are obtained.
The second proposed heuristic (LS2) is similar to algorithm LS1. However, this technique differs from LS1 regarding the exploration of the neighbourhood. In LS2 in some of iterations the neighbourhood of solution consists of only one solution which is generated by swapping a vertex (that causes the largest clique) in the elimination ordering with another vertex located in the randomly chosen position. This neighbourhood is used in a particular iteration with probability p. Experiments with different values for parameter p were performed. With probability 1−p, the other type of neighbourhood will be explored. The neighbourhood of current solution in this case consists of all solutions which can be obtained by swapping of a vertex (which causes the largest clique) in the elimination ordering with its neighbours. The best solution from the generated neighbourhood is selected for the next iteration in the LS2. Note that in this technique the number of solutions that have to be evaluated is much larger than in LS1. In particular in the first phase of search the node which causes the largest clique usually has many neighbours and therefore the number of solutions to be evaluated when the second type of neighbourhood is used is equal to the size of the largest clique produced during the elimination process.
Perturbation During the perturbation phase the solution obtained by local search procedure is perturbed and the newly obtained solution is used as an initial solution for the new call of the local search technique. The main idea is to avoid the random restart. Instead of random restart the solution is perturbed with a bigger move(s) as those applied in the local search technique. This enables some diversification that helps to escape from the local optimum, but avoids beginning from scratch (as in case of random restart), which is very time consuming. Three perturbation mechanisms were proposed:
-RandPert: N vertices are chosen randomly and they are moved into new random positions in the ordering. The perturbation RandPert just perturbs the solution with a larger random move and would be kind or random restart if N is very large. Keeping N smaller avoids restarting from completely new solution, and the perturbed solution does not differ much from the previous solution. MaxCliquePer concentrates on moving only vertices which produce maximal clique in the elimination ordering. The basic idea for this perturbation is to apply a technique similar to min-conflict heuristic, by moving only the vertices that cause large treewidth. DestroyPartPert is similar to RandPert, except that the selected nodes to be moved are located near each other in the elimination ordering.
Determining the number of nodes N that will be moved is complex and may be dependent on the problem. To avoid this problem an adaptive perturbation mechanism was proposed that takes into consideration the feedback from the search process. The number of nodes N varies from 2 to some number y (determined experimentally), and the algorithm begins with small perturbation (N = 2). If during the iterative process (for a determined number of iterations) the local search technique produces solutions with same tree width for more than 20% of cases, the size of perturbation is increased by 1, otherwise the size of N will be decreased by 1. This enables an automatic change of perturbation size based on the repetition of solutions with the same width.
The combination of two perturbations was considered. The mixed perturbation applies two perturbations: RandPert, and MaxCliquePer. The algorithm starts with RandPert, and switches alternatively between two perturbations if the solution is not improved for a determined number of iterations. Experiments with different sizes of perturbation sizes for each type of perturbation were performed.
Acceptance criterion Different techniques can be applied for accepting the solution obtained by the local search technique. Following variants for acceptance of solution for the next iteration were used:
-Solution returned from the construction phase is accepted only if it has a better width than the best current existing solution. -Solution returned from the construction phase is always accepted.
-Solution is accepted if its treewidth is smaller than the treewidth of the best yet found solution plus x, where x is an integer.
The first variant for accepting a solution is very restrictive. In this variant the solution from the construction phase is accepted only if it improves the best existing solution. Otherwise, the best existing solution is perturbed and it is used as input solution for next call of the construction phase. In the second variant, the iterated local search applies the perturbation in a solution returned from the construction phase, independently from the quality of produced solution. The third variant is between the first and the second variant, and in this case the solution which does not improve the best existing solution can be accepted for the next iteration, if its width is smaller than the best found width plus some bound.
Other techniques for Tree decomposition
This section gives a short overview on other approaches applied for tree decomposition. Examples of complete algorithms for tree decompositions are [35] , [15] , and [3] . Gogate and Dechter [15] reported good results for tree decompositions by using branch and bound algorithms. They showed that their algorithm is superior compared to the algorithm proposed in [35] . The branch and bound algorithm proposed in [15] applies different pruning techniques, and provides anytime solutions, which are good upper bounds for tree decompositions. The algorithm proposed in [3] includes several other pruning and reduction rules and is successful on small graphs. The complete techniques described above have exponential running time in the worst case and can only be used to find the optimal width for not too large graphs.
To generate good upper bounds (which can be sufficient for many applications) for treewidth several greedy heuristic techniques that run in polynomial time have been proposed. These heuristics select the ordering of nodes step by step based on different criteria, such as the degree of the nodes, the number of edges to be added to make the node simplicial etc. Most popular techniques are Maximum Cardinality Search (MCS), Min-fill heuristic and Minimum Degree heuristic.
Maximum Cardinality Search (MCS) [38] initially selects a random vertex of the graph to be the first vertex in the elimination ordering (the elimination ordering is constructed from right to left). The next vertex will be picked such that it has the highest connectivity with the vertices previously selected in the elimination ordering. Ties are broken randomly. MCS repeats this process iteratively until all vertices are selected.
The min-fill heuristic first picks the vertex which adds the smallest number of edges when eliminated (ties are broken randomly). The selected vertex is made simplicial (a vertex of a graph is simplicial if its neighbours form a clique) and it is eliminated from the graph. The next vertex in the ordering will be any vertex that adds the minimum number of edges when eliminated from the graph. This process is repeated iteratively until the whole elimination ordering is constructed.
The minimum degree heuristic picks first the vertex with the minimum degree. The selected vertex is made simplicial and it is removed from the graph. Further, the vertex that has the minimum number of unselected neighbours will be chosen as the next node in the elimination ordering. This process is repeated iteratively.
MCS, min-fill, and min-degree heuristics run in polynomial time and usually produce tree decompositions in a reasonable amount of time. According to [15] the min-fill heuristic performs better than MCS and min-degree heuristic. Although these heuristics sometimes give good upper bounds for tree decompositions, more advanced techniques usually provide better upper bounds for most problems. Min-degree heuristic has been improved by Clautiaux et al [6] by adding a new criterion based on the lower bound of the treewidth for the graph obtained when the node is eliminated. Recently, Kask et al [20] proposed an iterative greedy variable ordering algorithm to improve the greedy heuristics above. We refer to [24] and [4] for a survey of different upper bounds algorithms.
Comparison of algorithms for tree decomposition
In this section we compare results obtained with between metaheuristic aproaches described in this paper and other existing methods in the literature. The results of these methods for 62 DIMACS vertex colouring instances are given. These instances have been used for testing several methods for tree decompositions proposed in the literature. The compared methods have been executed in different computers and we give here only results regarding the width of the tree decomposition. The reader is referred to [24] , [6] , [15] , [33] , [16] , and [32] , for the information about the computers used and the time needed to generate solutions.
In Tables 1 and 2 the results for DIMACS graph colouring instances are presented. First and second columns of the tables present the instances and the number of nodes and edges for each instance. In column KBH are shown the best results obtained by algorithms in [24] . The TabuS column presents the results reported in [6] , and the column BB shows the results obtained with the branch and bound algorithm proposed in [15] . Finally, columns GA, IHA, and ACO represent respectively results obtained with a genetic algorithm [33] , iterated local search [32] , and ant colony optimization [17] , [16] .
Based on the results given in Tables 1 and 2 we conclude that regarding the width of tree decomposition, the metaheuristic techniques described in this paper give very good results and for many instances the best existing upper bounds for the treewidth .
Application of Tree Decomposition in Metaheuristic Techniques
Traditionally, tree decompositions have been applied used to solve constraint satisfaction problems exactly by dynamic programming algorithms. Recently, researchers have been investigating the incorporation of tree decomposition within metaheuristics techniques. The work in this direction is just in the starting phase and to the best of our knowledge only two papers investigated yet the application of tree decomposition in metaheuristic search.
In [21] tree decomposition based heuristics have been developed for the twodimensional bin packing problem with conflicts. The aim is to find a conflict-free packing of given items by using minimal number of bins. Tree decomposition is applied to decompose a problem instance into subproblems which can be solved independently. First a tree decomposition is obtained, and then each item is assigned to a specific cluster (this phase is called cluster-seperation). Then these clusters are considered as subproblems which are solved iteratively. Finally, the partial solutions from subproblems are merged to obtain solutions for the whole problem.
Another application of tree decomposition includes the approach introduced by Fontaine et al [11] where tree decomposition is used to guide the exploration for the search space. Authors propose a method called Decomposition Guided VNS that exploits the graph of clusters to build neighbourhood structures. By using clusters better intensification and diversification is achieved. For example the moves are favoured in regions that are closely linked and the search is diversified by selecting new clusters and therefore exploring new regions of the search space.
Conclusion
Several metaheuristic approaches based on nature inspired strategies and local search have been used successfully in the literature for generating tree decompositions. Among these approaches, genetic algorithms and iterated local search based algorithms provide best upper bounds for many benchmark instances.
Although metaheuristic techniques currently provide state-of-the-art upper bounds for most problems, the runtime of such algorithms for large graphs is still high. Greedy heuristic approaches generate slightly worse upper bounds, but are more efficient. Therefore, developing more efficient metaheuristics for tree decompositions is still a challenging task. Moreover, for many problems the treewidth is still not known, and the question is if the current metaheuristics can still be improved to find new upper bounds for such problems. To obtain better upper bounds it would be interesting to investigate some other approaches like memetic algorithms, large neighbourhood search and other hybrid techniques. Furthermore, the iterative improvement of the initial generated tree decomposition (based on vertex ordering) is an interesting question.
Finally, in some applications the treewidth is not the only important parameter for solving problems based on tree decompositions efficiently. Therefore, the development of metaheuristics for generating tree decompositions which optimize other features of tree decomposition would be of interest in the future.
