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Abstract
In recent years, large amount of high spatial-resolution remote sensing (HRRS) images are available for
land-use mapping. However, due to the complex information brought by the increased spatial resolution
and the data disturbances caused by different conditions of image acquisition, it is often difficult to find
an efficient method for achieving accurate land-use classification with heterogeneous and high-resolution
remote sensing images. In this paper, we propose a scheme to learn transferable deep models for land-use
classification with HRRS images. The main idea is to rely on deep neural networks for presenting the
semantic information contained in different types of land-uses and propose a pseudo-labeling and sample
selection scheme for improving the transferability of deep models. More precisely, a deep Convolutional
Neural Networks (CNNs) is first pre-trained with a well-annotated land-use dataset, referred to as the
source data. Then, given a target image with no labels, the pre-trained CNN model is utilized to classify
the image in a patch-wise manner. The patches with high classification probability are assigned with
pseudo-labels and employed as the queries to retrieve related samples from the source data. The pseudo-
labels confirmed with the retrieved results are regarded as supervised information for fine-tuning the
pre-trained deep model. In order to obtain a pixel-wise land-use classification with the target image, we
rely on the fine-tuned CNN and develop a hybrid classification by combining patch-wise classification and
hierarchical segmentation. In addition, we create a large-scale land-use dataset containing 150 Gaofen-2
satellite images for CNN pre-training. Experiments on multi-source HRRS images, including Gaofen-2,
Gaofen-1, Jilin-1, Ziyuan-3, and Google Earth images, show encouraging results and demonstrate the
efficiency of the proposed scheme for learning transferable deep models for land-use classification with
HRRS images.
1 Introduction
Land-use classification with remote sensing (RS) images plays an important role in many applications such
as land resource management, urban planning, precision agriculture, and environmental protection [1–6]. In
∗A website is available at http://captain.whu.edu.cn/GID/
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recent years, high-resolution remote sensing (HRRS) images are increasingly available. Meanwhile, multi-
source and multi-temporal RS images can be obtained over different geographical areas [7]. Such large
amount of heterogeneous HRRS images provide detailed information of the land surface, and therefore open
new avenues for large-coverage and multi-temporal land-use mapping. However, the rich details of objects
emerging in HRRS images, such as the geometrical shape and structural content of objects, bring more
challenges to land-use classification [8]. Furthermore, diverse imaging conditions usually lead to photographic
distortion, variations in scales and changes of illuminations in RS images, which often seriously reduces the
separability among different classes [9]. Due to these influences, optimal classification models learned from
certain annotated images always quickly lose their efficiency on new images captured by different sensors
or by the same sensors but from different geo-locations. Therefore, it is intractable to find an efficient and
accurate land-use classification method for HRRS images with large diversities.
1.1 Motivation and objective
In the literature, in order to characterize the image content of different land-use categories, many methods
investigated the use of spectral and spectral-spatial features to interpret RS images [10–17]. However, due to
the detailed and structural information brought by the gradually increased spatial resolution, the spectral and
spectral-spatial features have difficulty in describing the semantic information contained in the images [18–21],
which are often essential in depicting land-use categories in HRRS images. Recently, it has been reported
that effective characterization of semantic information in HRRS images can largely improve the classification
performance [22–24]. Among them, deep Convolutional Neural Networks (CNNs) have been drawn much
attention in the understanding of HRRS images [25, 26], mainly because of their strong capability to depict
high-level and semantic aspects of images [27, 28]. Currently, various deep models have been adopted to
cope with challenging issues in RS image understanding, including e.g. scene classification [25, 29], object
detection [30], image retrieval [31–33], as well as land-use classification [34–39].
In this paper, we target to develop a transferable deep model for land-use classification with multi-source
HRRS images, which is mainly motivated by following two aspects.
- The inadequate transferability of deep learning models: Due to the diverse distributions of objects and
spectral shifts caused by the different acquisition conditions of images, deep models trained on a certain
set of annotated RS images may not be effective when dealing with images acquired by different sensors
or from different geo-locations [40]. In order to obtain satisfactory land-use classification on a RS image
of interest, referred as the target image, new specific annotated samples closely related to it are often
necessary for model fine-tuning [37]. Nevertheless, considering that manual annotation requires high
labor intensity and is often time-consuming, it is infeasible to label sufficient samples for continuously
accumulated multi-source RS images [41,42].
- The lack of well-annotated large-scale land-use dataset : The identification capability of CNN models
relies heavily on the quality and quantity of the training data [43]. Up to now, several land-use
datasets have been proposed in the community, and have advanced a lot deep-learning-based land-use
classification approaches [44–46]. However, the geographic areas covered by most of existing land-
use datasets [44, 46, 47] donot exceed 10km2 and somewhat similar in geographic distributions [48].
The lack of variations in geographic distributions of annotated HRRS images may cause overfitting in
learning deep models and limit the generalization ability of learned models. Overall, the insufficient or
unqualified training data restrict the efficiency and availability of deep models for HRRS images.
1.2 Related work
Land-use classification with RS images aims to associating each pixel in a RS image with a pre-defined land-
use label. To this end, classification approaches using spectral information have been intensively studied.
These methods can interpret RS images using the spectral features of individual pixels [10–12], but their
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performances are often heavily affected by intra-class spectral variations and noises [49–51]. More recently,
the spatial information has been taken into consideration for land-use classification [13–17]. Spectral-spatial
classification incorporates spatial contextual information, such as texture [52–54], shape [55], and structure
features [56,57], to improve the separability of different categories in the feature space. It has been reported
that spectral-spatial approaches can effectively boost the categorization accuracy compared with the methods
using spectral features [58–61]. However, with the spatial-resolution of RS image improving, rather than
discriminating in spectral or spectral-spatial information of local pixels, land-use types are more categorized
in their semantic meanings [22,24]
Recently, deep neural network models have been intensively studied to address the problem of land-use
classification and reported impressive performances, see e.g. [34–36, 62–64]. In contrast with conventional
methods that employ spectral or spectral-spatial features for land-use description, a significant advantage of
deep learning approaches is that they are able to adaptively learn discriminative features from images [28].
The land-use classification approaches that utilize deep features treat CNN models as feature extractors and
employ conventional classifiers [34–36,62–64], such as support vector machine (SVM) and logistic regression,
for classification. These methods are suitable for classification tasks of small amount of data. As an alterna-
tive, end-to-end CNN models are adopted to interpret RS images [37–39, 65, 66]. End-to-end CNN models,
such as Fully Convolutional Networks (FCN) [37], conduct dense land-use labeling for RS images without
using additional classifiers or post-processing. Although, compared with using deep features, end-to-end
CNN models are more efficiency for classification, the down- and up-sampling processes in the end-to-end
models often lead to loss of spatial information in the classification map [66].
1.3 Contributions
In this paper, we propose a land-use classification algorithm, which can be transferred to interpret multi-
source HRRS images without the need of specialized sample annotation. In our classification process, a
patch-wise classification is initially conducted on the image relying on the multi-scale contextual information
extracted by CNN. Then, a hierarchical segmentation is used for obtaining the object boundary information,
which is integrated into the patch-wise classification map for accurate results. In order to acquire high-
performance classification models for multi-source HRRS images, we propose to train specialized CNN with
samples of each target image. Considering that the textures and structures of the objects are not affected by
the spectral shifts, we use semantic information extracted by CNN to automatically mine training samples.
Concretely, unlabeled samples in the target image are identified by a CNN model pre-trained on an annotated
HRRS dataset, which is referred to as the source data. A subset of them with high classification probability
are assigned with pseudo-labels and employed to retrieve similar samples from the source data. Finally, the
returned results are used to determine whether the pseudo-labels are reliable for fine-tuning. Specifically, for
pre-training CNN models, we annotate 150 Gaofen-2 satellite images to construct a land-use classification
dataset, which is named after Gaofen Image Dataset (GID).
In summary, the contributions of this paper are as follows:
- We propose a scheme to learn transferable deep models, which enables one to achieve land-use clas-
sification by using multi-source RS images with high spatial resolution. The proposed algorithm can
simultaneously extract accurate category and boundary information of the ground objects. In addition,
it requires no new labeled samples when dealing with the target images. Experiments conducted on
multi-source HRRS images, including Gaofen-2, Gaofen-1, Jilin-1, Ziyuan-3, and Google Earth images
obtain promising results and demonstrate the efficiency of the proposed scheme.
- We present a large-scale land-use classification dataset, namely GID, which is consist of 150 high-
resolution Gaofen-2 images and covers areas more than 50, 000 km2 in China. To our knowledge,
GID is the first and largest well-annotated land-use classification dataset with high-resolution remote
sensing images up to 4 meters. It can provide the research community a high-quality dataset to advance
land-use classification with HRRS images, like Gaofen-2 imagery.
A preliminary version of this work was presented in [67].
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1.4 Organization of this paper
The remainder of the paper is organized as follows: In Section 2, the introduction of our land-use classification
algorithm is presented. In Section 3, the details and properties of GID coupled with other examined images
are described. We present and discuss the results of experiments in Section 4. Finally, we conclude our work
in Section 5.
2 Methodology
In order to efficiently classify multi-source HRRS images, we propose a transferable land-use classification
algorithm that needs no manual annotation of samples. Assume that there is a well-annotated large-scale
dataset, which will be introduced in Section 3, and a newly acquired image without labeling information. We
define two domains, called source domain DS and target domain DT that are separately associated with the
labeled and unlabeled images. Our aim is to exploit the information learned from the source domain DS to
conduct classification in the target domain DT .
Firstly, we use DS to pre-train a deep model specific to RS domain, which is presented in Section 2.1.
Given a target image IT belonging to DT , we divide it into patches U = {xi}Ii=1 with non-overlapping grid
partition. Our method automatically searches reliable training samples from U to learn transferable deep
model for IT, as introduced in Section 2.2. Subsequently, we utilize the fine-tuned deep model to classify xi
for all i ∈ {1, . . . , I}. Our classification scenario combines patch-wise categorization and object-based voting,
which is described in Section 2.3.
2.1 Learning deep model for land-use classification
We employ 50-layer Residual Network (ResNet-50) [68] as the classifier in our work. ResNet-50 consists of
16 bottleneck structures, each of which has 3 convolutional layers that constitute a shortcut connection. The
first convolutional layer of the overall model is followed by a max pooling layer. An average pooling layer,
a full-connected layer, and a softmax layer are subsequent to the last convolutional layer. The structures
of residual learning and shortcut mapping can relieve the problem of gradient disappearance. Compared
with the common CNN models [27, 69–71], ResNets are easier to train when the network architectures are
extremely deep.
In order to pre-train a CNN model with strong discrimination ability for HRRS images, we construct a
large-scale land-use dataset, Gaofen Image Dataset (GID), which will be represent in Section 3. GID is first
randomly divided into 120 training images and 30 test images, of which the training images are referred to
as DS . Patches of size 56× 56 are randomly sampled on the training images. If more than 80% pixels in the
patch are covered by the same category, the center pixel of this patch is considered as a reference pixel. To
exploit the multi-scale contextual information, the size of the patches centered on the reference pixels are set
as: 56×56, 112×112, and 224×224 pixels. For each of the five categories in GID, 10,000 sampling pixels are
selected. Thus, a total of 150,000 patches are collected to pre-train ResNet-50 model. Image augmentation
strategies [27] are adopted to avoid overfitting.
For CNN model training, the parameters of ResNet-50 are initialized with ImageNet. Since the category
numbers of ImageNet and GID are different, a 5-dimensional softmax layer is used instead of the 1000-
dimensional softmax layer in ResNet-50. 1000 and 5 are the class numbers of ImageNet and GID, respectively.
The new softmax layer is initialized by Gaussian distribution. The last three bottlenecks and softmax layer of
ResNet-50 are trained. The hyper-parameters for training are set as follows: batch size is 32, epoch number
is 15, momentum value is 0.9, and initial learning rate is 0.1. When the error rate stops decreasing, we divide
the learning rate by 10 and use the new value to update the parameters. The learning rate reduces three
times until ResNet-50 model is converged.
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2.2 Learning transferable model for multi-source images
Although CNNs have a certain degree of generalization ability, they are unable to achieve satisfactory classi-
fication results on multi-source RS images because of dramatic changes in acquisition conditions. In order to
transfer CNN models for classifying RS images acquired under different conditions, we introduce an automatic
training sample acquisition scheme that requires no manual operations.
As shown in Fig. 1, the proposed scheme is divided into two stages: pseudo-label assignment and relevant
sample retrieval, which are presented in Section 2.2.1 and Section 2.2.2, respectively. Category predictions
and deep features generated by CNN are used to search target samples that possess similar characteristics to
the source domain. These relevant samples and their corresponding category predictions, which are referred
to as pseudo-labels, are used for CNN model fine-tuning.
Target Image
…
Pre-trained ResNet
Build-up Farmland MeadowWaters Forest
Target Domain Samples with Pseudo-Labels
Deep Feature Extraction Similarity Measure Ranking
Annotated Source Domain Samples
Build-up Farmland
Waters
MeadowForest
……
Query Image
Retrieval Results
Waters
Sample Set for 
Fine-tuning
Waters Waters Waters Waters Waters
Query Image
Retrieval Results
Waters
Forest Waters Waters Forest Waters
Discard
Pseudo-Label Assignment
Relevant Sample Retrieval
Figure 1: Sample selection for model fine-tuning.
2.2.1 Pseudo-label assignment
Given the patch set U = {xi}Ii=1 of a target image IT , we input each patch xi to ResNet-50 that has been
pre-trained on DS . The output vectors of softmax layer form a set F = {pi}Ii=1, where:
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pi = {pi,1, pi,2, . . . , pi,K},pi ∈ RK (1)
where pi,k represents the probability that patch xi belongs to class k, k ∈ {1, . . . ,K}, and K is the total
number of classes. pi is the predicted classification probability vector, of which the highest probability value
is h = maxk∈{1,...,K} pi,k.
Since CNN model has strong discriminating ability, we use the probability value to determine whether a
sample is associated with a label. If the value of h is greater than or equal to a threshold σ, the patch xi
is reserved and assigned with a predicted category li. Otherwise, xi is removed from U. li corresponds to
the category represented by h and is referred to as a pseudo-label. The threshold σ is set to be 0.8. After
removing all patches with low classification confidence from U, the remaining samples form a new set U1.
2.2.2 Relevant sample retrieval
Assume that there are J candidates remaining in the set U1, U1 = {xj}Jj=1 . For the patch xj , the information
entropy Ej is calculated to measure its classification uncertainty:
Ej = −
K∑
k=1
pj,k · log(pj,k) (2)
where pj,k represents the probability that patch xj belongs to class k.
The patches with higher information entropy are considered as valuable training samples, hence we treat
them as preferred candidates. The patches in U1 are then sorted according to the descending order of Ej
value, forming a sample set U2 = {xˆj}Jj=1 . Considering that data with low information entropy provides
insufficient information, we only use the top µ candidates of each category in the set U2 to perform retrieval
as follows. We fix µ as 4000.
Given a patch xˆj that possesses the pseudo-label lˆj , we take it as a query image and retrieve its similar
samples from the source domain DS . We use the deep features extracted from full-connected layer of the
pre-trained ResNet-50 for retrieval. And the feature vectors are compressed by principal component analysis
(PCA) for higher calculation efficiency. The similarities between xˆj and the source domain samples are
measured by the Euclidean distance.
Then, we use the existing labels of the source domain to determine the confidence of the pseudo-labels. If
the top δ retrieved results from the source domain have the same label g, and g is the same as the pseudo-label
lˆj of the query patch xˆj (i.e. lˆj = g), xˆj is considered to be a relevant sample. Otherwise, xˆj is removed
from the set U2. δ is set to be 5. After sample screening, the remainders of U2 form a new target domain
set Utg . Finally, the image patches along with their corresponding pseudo-labels in the set Utg are used to
fine-tune a CNN model that is specific to the target image.
2.3 A hybrid land-use classification algorithm
Land-use classification aims to assign pixels in a RS image with land-use category labels. Both the category
and boundary information of the ground objects is essential for accurate classification results. We therefore
propose a hybrid algorithm, which combines patch-wise classification and hierarchical segmentation through
a majority voting strategy, as shown in Fig. 2.
2.3.1 Patch-wise classification
Since the ground objects show different characteristics in different spatial resolutions, it is difficult to capture
sufficient information of objects from the single-scale observation field. In order to exploit the attributes
of the objects and their spatial distributions, we propose to utilize multi-scale contextual information for
classification, which is illustrated in Fig. 3.
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Figure 2: The proposed land-use classification approach.
The target image IT is partitioned into non-overlapping patches U = {xi}Ii=1 by grid with the size of
s1 × s1 pixels (s1 is the minimum value in the succession of scales). For each patch xi, its center pixel is
regarded as a reference pixel z. Around z, a series of patches with sizes of s2 × s2, . . . , sN × sN pixels are
sampled, so that each reference pixel possesses N multi-scale samples. Such multi-scale patches are input
to the fine-tuned ResNet-50 model. After forward propagation in ResNet-50, the classification probability
vector psn(z) of scale sn at pixel z is obtained from softmax layer:
psn(z) = {psn,1(z), psn,2(z), . . . , psn,K(z)},psn(z) ∈ RK (3)
where n ∈ {1, . . . , N}, psn,k(z) represents the probability that z belongs to class k at the n-th scale.
Contextual information of multi-scale patches is aggregated using a weighted fusion strategy. The speci-
ficity measure [72], which describes the certainty of classification result, is employed as the weight:
Wsn(z) =
K−1∑
k=1
1
k
· (pˆsn,k(z)− pˆsn,k+1(z)) (4)
where {pˆsn,1(z), pˆsn,2(z), . . . , pˆsn,K(z)} is the descending order of the vector psn(z). The value of Wsn(z)
ranges from 0 to 1, and the higher value signifies the higher categorization confidence. The weighted proba-
bility p˜k(z) is expressed as:
p˜k(z) =
∑N
n=1Wsn(z) · psn,k(z)∑N
n=1 Wsn(z)
(5)
where p˜k(z) ∈ [0, 1] indicates the probability that the reference pixel z belongs to class k . The aggregated
probabilities of all categories can constitute a new classification probability vector. Then the reference pixel
z is classified as:
l(z) = arg max
k∈{1,...,K}
p˜k(z) (6)
where l(z) is the category label of the pixel z. Then, we assign the label l(z) to each pixel in the patch
xi. After classifying all the patches in the entire RS image, a patch-wise classification map Ic is therefore
acquired.
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Figure 3: Multi-scale contextual information aggregation.
2.3.2 Object-based voting
In order to obtain precise boundary information of the objects, we utilize segmentation map generated by
selective search method [73] to refine the preliminary classification map. Selective search is a hierarchical
segmentation method. It exploits a graph-based approach [74] to produce a series of initial regions in differ-
ent color spaces, and then uses the greedy algorithm to iteratively merge small regions. The color, texture,
size and fill similarities are employed to control the merging level. Since various image features are consid-
ered in the process of initial segmentation and iterative merging, selective search can produce high-quality
segmentation results.
After obtaining classification and segmentation maps by patch-wise classification and selective search, we
integrate the category and boundary information using a majority voting strategy. Let V = {yf}Ff=1 denote
the homogeneous regions in the segmentation map Is generated from the target image IT . And yˆf is the
corresponding area of yf in the classification map Ic . The number of pixels contained by yˆf is M = |yf |,
and category label of the m-th pixel is lm, m ∈ {1, . . . ,M} . Then the number of pixels belonging to each
class in yˆf is counted, and the most frequent label T (yf ) is assigned to all pixels in yf :
T (yf ) = arg max
r∈{1,...,K}
M∑
m=1
sign(lm = r) (7)
where sign(·) is an indicator function, sign(true) = 1, sign(false) = 0, and r denotes the possible class
label. For all segmented objects, the same voting scheme is applied, and the final classification result is then
acquired.
3 GID: a well-annotated dataset for land-use classification
In this paper, a large-scale land-use dataset containing 150 annotated Gaofen-2 (GF-2) satellite images is
constructed. This new dataset, which is named as Gaofen Image Dataset (GID), has superiorities over the
existing land-use dataset because of its large coverage, wide distribution, and high spatial resolution. In our
work, we utilize GID to pre-train a CNN model with strong generalization ability specific to RS domain. It is
worth noting that GID has high intra-class differences and low inter-class diversities. And it can serve as data
resource to advance the state-of-the-art in land-use classification task. GID and its reference annotations
have been provided online at http://captain.whu.edu.cn/GID/.
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In addition, in order to validate the transferability of our method on multi-source HRRS images, we
annotate high-resolution images acquired by different sensors, including Gaofen-1, Jilin-1, Ziyuan-3 satellite
images, and Google Earth images. GID and multi-source images are introduced in Section 3.1 and Section
3.2, respectively.
3.1 Gaofen image dataset
3.1.1 Gaofen-2 satellite images
Gaofen-2 (GF-2) is the second satellite of High-definition Earth Observation System (HDEOS) promoted by
China National Space Administration (CNSA). Two panchromatic and multispectral (PMS) sensors with
spatial resolution of 1 m panchromatic (pan)/4 m multispectral (MS) are onboard the GF-2 satellite, with a
combined swath of 45 km.
The multispectral image we used to establish GID provide a spectral range of blue (0.45-0.52 µm), green
(0.52-0.59 µm), red (0.63-0.69 µm) and near-infrared (0.77-0.89 µm), and a spatial dimension of 6908× 7300
pixels covering a geographic area of 506 km2. GF-2 satellite realizes global observation within 69 days and
repeat observations within 5 days, which is only 1/3 of that for Landsat (16 days).
GF-2 images achieve a combination of high spatial resolution and wide field of view, allowing the observa-
tion of detailed information over large areas. Since launched in 2014, GF-2 has been made use of for land-use
surveys, environmental monitoring, crop estimation, construction planning and other important applications.
3.1.2 Land-use and land cover types
In GID, five representative land-use categories are annotated: built-up, farmland, forest, meadow, and waters.
These land-use categories are labeled with five different colors: red, green, cyan, yellow, and blue, respectively.
Areas that do not belong to the above five categories or cannot be artificially recognized are labeled as
unknown, which is represented using black color. Fig. 4 shows some samples and their corresponding label
masks of GID.
farmlandbuilt-up forest watersmeadowChina
Figure 4: Left: Distribution of the geographical locations of images in GID. Right: Examples of GF-2 images
and their corresponding label masks in GID.
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3.1.3 Dataset properties
GID contains 150 high-quality GF-2 images acquired from more than 60 different cities in China, which is
shown in Fig. 4. It is widely distributed over the geographic areas covering more than 50,000 km2. The
acquisition time of GF-2 images in GID is between December 5, 2014 and October 13, 2016. GID has the
following properties:
a b c d
e f g h
i j k l
Figure 5: (a)-(d) Multitemporal samples at the same acquisition locations. (e)-(h) Intra-class variations of
GID. (i)-(l) Inter-class similarities of GID.
High intra-class variations: Due to the different acquisition time and extensive geographical distribution,
GID presents rich diversity in spectral response and morphological structure, which greatly increases the
intra-class variations. For instance, Fig. 5(a)-(d) illustrate lake and farmland areas around Xiantao, Hubei
Province acquired on September 2, 2015 and June 14, 2016 respectively. It can be seen that although
the textures and shapes in multitemporal images are almost unchanged, the spectral responses emerge in
distinct differences. For another example, Fig. 5(e)-(h) display farmland areas in Jingzhou, Hubei Province,
Nanchang, Jiangxi Province, Heihe, Heilongjiang Province, and Changji, Xinjiang Province, respectively. All
of the spectral, texture and shape properties appearing in these images are completely diverse.
Low inter-class separability : Moreover, because of the influence of natural factors, different land-use
categories may appear alike in RS images, which reduces the inter-class separability of GID. For instance,
Fig. 5(i)-(l) show farmland in Heihe, Heilongjiang Province, forest in Fuzhou, Jiangxin Province, meadow in
Hulun Buir, Inner Mongolia, and eutrophic waters in Xiantao, Hubei Province. Since they are all covered by
vegetation, the spectral responses over them are quite similar.
3.2 Gaofen-1, Jilin-1, Ziyuan-3, and Google Earth images
Newly acquired RS images may come from different sensors, hence the classification of the multi-source
images is of great significance. We also verify the effectiveness of our algorithm on HRRS images captured
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by other sensors, including Gaofen-1 (GF-1), Jilin-1 (JL-1), Ziyuan-3 (ZY-3), and Google Earth images. The
introduction of these images is as follows.
Jiangxi
Saitama
China
Japan
Hubei
Ha Noi
Vĩnh Phúc 
Tokyo
Vietnam
GF-1 (1)
GF-1 (2)
Jl-1 (1)
ZY-3 (2)
ZY-3 (1)
JL-1 (2)
Figure 6: GF-1, JL-1, ZY-3 satellite images and their acquisition locations.
3.2.1 Gaofen-1 satellite images
GF-1 satellite configures with two PMS and four wide field of view (WFV) sensors. The resolution of PMS
is 2 m pan/8 m MS, and the swath is 60 km. Two GF-1 multispectral images that were captured in Wuhan,
Hubei Province on July 25, 2016, and in Jiujiang, Jiangxi Province on October 16, 2015 are employed in the
experiments. We denote them as GF-1(1) and GF-1(2), as shown in Fig. 6.
3.2.2 Jilin-1 satellite images
The resolution of JL-1 satellite is 0.72 m pan/2.88 m MS, and it has only three bands of red, green, and
blue. Two JL-1 multispectral images that were respectively captured around Ha Noi, Vietnam on June 11,
2016, and around Tokyo, Japan on June 3, 2016 are used in the experiments. We denote them as JL-1(1)
and JL-1(2), as shown in Fig. 6.
3.2.3 Ziyuan-3 satellite images
ZY-3 satellite configures with three panchromatic time delay integration (TDI) charge coupled device (CCD)
sensors and a multispectral scanner (MSS). The resolution of MSS is 5.8 m, and the swath is 52 km. Two
ZY-3 multispectral images that were respectively captured in Fuzhou, Jiangxi Province on August 28, 2016,
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and in Shangrao, Jiangxi Province on August 28, 2016 are utilized in the experiments. We denote them as
ZY-3 (1) and ZY-3 (2), as shown in Fig. 6.
3.2.4 Google Earth images
To confirm the practicality of our algorithm for application, we conduct land-use classification in Wuhan,
Hubei province, China. Google Earth images captured on December 9, 2017 from Wuhan area are utilized.
They have the resolution of 4.78 m and contains only three bands of red, green, and blue. We refer to these
images as GE-WH, as shown in Fig. 7.
Hubei
Wuhan
Figure 7: Google Earth image in Wuhan, Hubei province, China.
4 Experiments and discussion
We test our algorithm and discuss the experimental results in this section. Two types of land-use classifi-
cation issues are examined: 1) transferring deep models to classify HRRS images captured with the same
sensor and under different conditions, 2) transferring deep models to classify multi-source HRRS images. For
performance comparison, several object-based land-use classification methods are utilized. The implementa-
tion details, comparison methods, and evaluation metrics are introduced in Section 4.1. Section 4.2 presents
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the experimental results of Gaofen-2 (GF-2) images. Section 4.3 tests the transferability of our algorithm on
multi-source images.
4.1 Experimental setup
4.1.1 Pre-processing
For pre-processing, we first remove the near-infrared band of GF-2 images and then re-quantize the responses
of the green, red, and blue bands to 8-bit. Since we only utilize the visible spectrum, our algorithm and models
can be applied to RS data that have only visible spectrum bands. For GF-1 and ZY-3 images, we conduct
the same pre-processing. For JL-1 and GE-WH images, we perform no pre-processing. When annotating
label masks, we use the lasso tool in Adobe Photoshop to mark the areas of each land-use category in the
images.
4.1.2 Comparison methods
We compare our algorithm with several object-based classification methods. Specifically, a set of three differ-
ent features are exploited, including color histogram (CH) [75], gray-level co-occurrence matrix (GLCM) [76],
and local binary patterns (LBP) [77]. Moreover, we consider multi-feature fusion strategy, which aggregates
the features by normalization and vector concatenation. Random forest (RF) and support vector machine
(SVM) are employed as classifiers. And selective search method is used to segment the image into homo-
geneous objects. Moreover, we conduct experiments with eCognition, which is a professional and efficient
software for RS image analysis.
The parameters of the comparison methods are set to the optimal values. The filter size is set to 7 × 7
pixels for CH and GLCM. And for LBP, the filter size is 5×5 pixels. The number of trees for RF is 500. The
kernel function of SVM is linear kernel. The initial segmentation size is set to 400 for selective search. We
train and test RF and SVM classifiers on the same target imageries. In each image, each category provides
400 training samples.
4.1.3 Evaluation metrics
In order to evaluate our algorithm, we assess the experimental results with Kappa coefficient (Kappa), overall
accuracy (OA), and class-specific accuracy. Let Pab denote the number of pixels of class a predicted to belong
to class b, and let ta =
∑
b Pab be the total number of pixels belong to class a. The metrics are defined as
follow:
- Kappa coefficient : Kappa is a statistic that measures the agreement between the prediction and the
ground truth.
Kappa =
Po − Pc
1− Pc (8)
where
Po =
∑
a Paa∑
a ta
(9)
Pc =
∑
k (
∑
b Pkb ·
∑
a Pak)∑
a ta ·
∑
a ta
(10)
where k ∈ [1,K], and K is the number of categories.
13
- Overall accuracy : OA is the percentage of correctly classified pixels and all pixels in the entire image.
OA =
∑
a Paa∑
a ta
(11)
- Class-specific accuracy : Class-specific accuracy is the percentage of correctly classified pixels for each
class.
accuracy =
Paa
ta
(12)
The values of Kappa, OA, and class-specific accuracy are in the range of 0 to 1, and the higher value
indicates the better classification performance.
4.2 Experiments on Gaofen-2 images
4.2.1 Analysis of multi-scale information fusion
To verify the effectiveness of multi-scale information fusion strategy, we compare the classification perfor-
mance of the single- and multi-scale methods on GID. Image patches of three different sizes are tested:
56 × 56, 112 × 112, and 224 × 224. For selective search segmentation, the initial segmentation size is set to
400 pixels. The pre-trained ResNet-50 is used directly to classify the target images without fine-tuning. The
classification accuracies of different patch sizes are shown in Table 1.
Table 1: Comparison of different patch sample scales.
Patch Kappa OA Accuracy (%)
Size (%) built-up farmland forest meadow waters
56× 56 0.896 94.94 92.37 94.91 87.98 92.27 82.49
112× 112 0.873 93.79 86.98 92.52 74.98 75.89 82.18
224× 224 0.835 91.85 80.54 87.44 70.46 90.85 79.00
Multi-scale 0.913 95.74 87.93 95.38 84.50 80.62 88.36
For single scales, the optimal results are achieved by the smallest patch of size 56 × 56. This is because
our classification method is based on the image patches generated from non-overlapping grid partition, and
all pixels in a patch are assigned with the same label. If the patch size is too large, the object details in
the patches will be lost. Compared with the best results given by the single-scale approaches, multi-scale
information fusion strategy attains the overall highest Kappa and OA of 0.913 and 95.74%, respectively.
These results indicate that ground objects in HRRS images show great variations of contextual information
in different scales. And combining image information of different scales helps to characterize the spatial
distributions of the ground objects and boost the classification performance.
4.2.2 Analysis of the segmentation scale
To analyze the influence of the segmentation scale, we test five different initial segmentation sizes for selective
search method, including 200, 400, 600, 800, and 1000 pixels. The image patches of size 56× 56 are used for
CNN pre-training and patch-wise classification. We directly utilize the pre-trained ResNet-50 to classify the
test images in GID. The experimental results are shown in Table 2.
When the segmentation size is set as 400, the best result is yielded, where Kappa achieves 0.896 and
OA reaches 94.94%. In general, for object-based land-use classification, the most suitable segmentation
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Table 2: Comparison of different segmentation sizes.
Segmentation Kappa OA Accuracy (%)
Scale (%) built-up farmland forest meadow waters
200 0.890 94.70 92.60 94.02 90.42 94.31 82.63
400 0.896 94.94 92.37 94.91 87.98 92.27 82.49
600 0.886 94.39 90.70 93.88 84.02 93.49 81.23
800 0.870 93.53 87.49 93.13 73.95 89.89 83.18
1000 0.848 92.29 85.34 90.39 69.75 76.34 81.59
scale depends on the resolution of the RS image and the scale of the ground objects. If the image is over-
segmented, more noise will be introduced into the classification results, and if the image is under-segmented,
the classification map will lose abundant details.
4.2.3 Testing of the transferability of deep models on Gaofen-2 images
To test the effectiveness of the fine-tuning scheme, we compare the performance of CNN models with and
without fine-tuning. Two deep models are utilized for classification: 1) ResNet-50 pre-trained on the source
domain data, 2) ResNet-50 fine-tuned with FT-Utg, which are denoted as PT-GID and FT-Utg, respectively.
Multi-scale information aggregation is exploited here, and the initial segmentation size is 400 pixels. The
experimental results of our algorithm and the comparison methods are shown in Table 3.
Table 3: Comparison of different land-use classification methods on GID.
Methods Kappa OA Accuracy (%)
(%) built-up farmland forest meadow waters
eCognition 0.564 74.87 76.03 66.89 85.83 85.39 75.34
RF+CH 0.634 79.83 88.74 80.46 31.77 42.54 62.37
RF+GLCM 0.596 75.43 89.13 75.88 51.94 43.90 57.18
RF+LBP 0.666 81.95 75.57 78.37 71.21 68.77 80.62
RF+Fusion 0.728 84.75 89.16 84.16 48.11 71.01 77.16
SVM+CH 0.607 77.69 78.84 76.97 56.31 67.67 65.35
SVM+GLCM 0.549 72.81 86.61 68.89 42.71 68.47 65.09
SVM+LBP 0.475 67.87 59.06 59.24 59.18 59.62 81.83
SVM+Fusion 0.604 77.28 70.15 75.35 69.66 87.00 80.05
PT-GID 0.913 95.74 87.93 95.38 84.50 80.62 88.36
FT-Utg 0.905 95.47 95.19 93.42 87.55 90.35 86.57
It can be seen that PT-GID achieves the highest Kappa and OA of 0.913 and 95.74%, which are slightly
higher than the results of FT-Utg. This experimental phenomenon shows the strong transferability of PT-
GID. Although the acquisition location and time are diverse, the same objects have similar spectral response
in the images captured by the same sensor (i.e. GF-2 satellite). Hence the reliable annotations of the
source images can provide sufficient information for classifying the target images. On the contrary, using
indeterminate pseudo-labels for fine-tuning may introduce uncertain information into CNN model.
However, among the comparison methods, the optimal results are given by RF+Fusion, yielding Kappa
and OA of 0.728 and 84.75%, respectively. Note that, compared with the comparison methods, our algorithm
not only obtains higher accuracy, but also does not require the annotation information of the target images.
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The results demonstrate the superiority of the proposed algorithm in land-use classification.
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Figure 8: Land-use classification maps of the GF-2 image obtained in Dongguan, Guangdong Province on
January 23, 2015. (a) Ground truth. (b)-(f) Results of eCognition, RF+Fusion, SVM+Fusion, PT-GID, and
FT-Utg.
To demonstrate the classification results more intuitively, we display the land-use classification maps. Fig.
8(a) shows the manually labeled ground truth of a GF-2 image obtained in Dongguan, Guangdong Province
on January 23, 2015. Fig. 8(b)-(f) are the results generated by eCognition, RF+Fusion, SVM+Fusion, PT-
GID, and FT-Utg. It can be seen that farmland is the most difficult class to be recognized in this image.
Built-up and farmland categories are seriously confused by the comparison methods. However, compared
to the comparison methods, our algorithm generates the best classification performance for built-up and
farmland categories.
Fig. 9(a) displays the ground truth of a sub image sized 700 × 900 pixels cropped from a GF-2 image,
which was acquired in Wuhan, Hubei Province on January 23, 2016. Fig. 9(b)-(f) show the classification
results produced by eCognition, RF+Fusion, SVM+Fusion, PT-GID, and FT-Utg. In Fig. 9, more details
can be observed. As shown in Fig. 9(b)-(d), the comparison methods result in a lot of noise in built-up
category. Whereas, our scheme generates smooth classification maps that close to the ground truth.
4.3 Testing of the transferability of deep models on multi-source images
4.3.1 Experiments on Gaofen-1, Jilin-1, and Ziyuan-3 images
This section focuses on validating the effectiveness of the proposed algorithm on images captured by different
sensors. PT-GID and FT-Utg are considered in the experiments. We compare our algorithm with object-
based classification methods. The fusion of CH, GLCM, and LBP are used to represent the characteristics of
images. The classifiers used are RF and SVM. For RF and SVM, the training samples are randomly selected
from GID, where each category contains 3,000 training samples. The annotation information of the target
images is not utilized by whether our methods or the comparison methods.
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Figure 9: Land-use classification maps of a sub image in the GF-2 acquired in Wuhan, Hubei Province on
January 23, 2016. (a) Ground truth. (b)-(f) Results of eCognition, RF+Fusion, SVM+Fusion, PT-GID, and
FT-Utg.
The experimental results are shown in Table 4, where OA is used for performance assessment. The
accuracy of our algorithm is obviously higher than the comparison methods. For GF-1 (1), GF-1 (2), JL-1
(1), JL-1 (2), ZY-3 (1), and ZY-3 (2), the best OA values are 89.79%, 95.40%, 91.33%, 91.14%, 89.42%, and
95.19%, which are achieved by FT-Utg. These results show that the relevant samples selected from the target
domain can strengthen the transferability of CNN models. Therefore, our sample selection and fine-tuning
scheme is very effective for multi-source HRRS images.
Table 4: OA (%) of different methods on images captured by different sensors.
RF+Fusion SVM+Fusion PT-GID FT-Utg
GF-1 (1) 49.36 29.89 82.69 89.79
GF-1 (2) 67.79 60.55 92.42 95.40
JL-1 (1) 43.34 14.01 89.44 91.33
JL-1 (2) 84.27 67.63 74.19 91.14
ZY-3 (1) 53.80 51.97 85.71 89.42
ZY-3 (2) 61.34 47.34 92.94 95.19
When our algorithm is applied to images acquired by different sensors, FT-Utg can boost the performance
compared to PT-GID. Especially for JL-1 (2), compared with the results of PT-GID, the OA of FT-Utg
increases by 16.95%. This experimental phenomenon indicates that, if the spectral response of the target
domain and the source domain are similar, the information learned from the source domain samples can
benefit the interpretation of the target domain. Conversely, if the spectral response of the target and source
domain are very different (e.g. obtained by different sensors), the supervision information of the source
domain is not reliable for the target domain.
Fig. 10(a)-(b) show JL-1(2) and its corresponding ground truth. Fig. 10(c)-(f) are the results of
RF+Fusion, SVM+Fusion, PT-GID, and FT-Utg, respectively. The performance of the comparison methods
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Figure 10: Classification results of JL-1(2). (a) The original image. (b) Ground truth. (c)-(f) Results of
RF+Fusion, SVM+Fusion, PT-GID, and FT-Utg.
is unsatisfactory. This is because the distribution of the target domain and the source domain is quite differ-
ent, and the conventional classifiers do not have sufficient transferability. As shown in Fig. 10(e), forest and
farmland are confused, while in Fig. 10(f), forest is correctly classified. The results show that after model
fine-tuning, CNN has learnt the distribution of the target domain, which proves that our relevant sample
selection scheme can search reliable samples from the target domain.
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Figure 11: Classification results of a sub image in GF-1 (1). (a) The original sub image. (b) Ground truth.
(c)-(d) Results of PT-GID and FT-Utg.
Fig. 11(a)-(b) display a sub image sized 2000× 2000 pixels cropped from GF-1 (1) and its ground truth.
The classification results of PT-GID and FT-Utg are demonstrated in Fig. 11(c)-(d), respectively. These
results show the effect of fine-tuning schemes on the classification performance. Compared to Fig. 11(c), less
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built-up and farmland pixels are mistakenly classified as waters in Fig. 11(d). These experimental phenomena
further validate the robustness and transferability of our approach for diverse HRRS images.
4.3.2 Experiments on Google Earth images in Wuhan
In this section, we conduct land-use classification on GE-WH, which is partially annotated for accuracy
assessment, as shown in Fig. 12(c). Table 5 displays the classification performance of the different methods.
Overall, our method produces the most satisfactory results. The best results of the comparison methods are
generated by RF+Fusion, only reaching Kappa and OA value of 0.236 and 35.79%, respectively. However,
FT-Utg achieves the overall highest Kappa and OA of 0.924 and 94.56%. Compared to PT-GID, FT-Utg
increases Kappa and OA values by 0.205 and14.24%, respectively.
Table 5: Comparison of different land-use classification methods on GE-WH.
Evaluation Metrics RF+Fusion SVM+Fusion PT-GID FT-Utg
Kappa 0.236 0.012 0.719 0.924
OA (%) 35.79 20.36 80.32 94.56
A
c
c
u
r
a
c
y
(%
) Built-up 91.41 46.34 53.33 97.68
Farmland 30.26 0.013 96.41 95.99
Forest 28.91 66.20 67.51 81.26
Meadow 17.24 0 3.06 0
Waters 9.17 4.30 72.07 81.81
Fig. 12(a) shows the original GE-WH. Fig. 12(b) displays the intact classification map produced by
FT-Utg. Fig. 12(c)-(d) are the partially annotated label mask and the classification result of FT-Utg in the
labeled areas, respectively. It can be seen that some areas in Fig. 12(d) are misclassified, for example, waters
area in the middle of Wuhan is identified as farmland. However, in the absence of labeling information of
the target image, our method achieves Kappa and OA values that exceed 90%. These results show that our
algorithm has the ability to cope with large-coverage HRRS images. Moreover, they also demonstrate the
potential of our algorithm to interface with Google Earth and be practically applied for land-use mapping.
5 Conclusion
In this paper, we present a land-use classification algorithm that can be transferred to classify multi-source
HRRS images. The proposed algorithm has the following attractive properties: 1) it uses multi-scale con-
textual information for classification. Hence the spatial distributions of the objects are characterized, and
the transferability of classification model for RS images of different resolutions is strengthen. 2) it combines
patch-wise classification and hierarchical segmentation. The accurate category and boundary information is
therefore simultaneously obtained, and the noise is reduced in the classification map. 3) it automatically se-
lects training samples from the target domain based on the semantic information extracted from deep model.
In consequence, it does not require new manually annotating or algorithm adjustment when being applied to
multi-source images.
In addition, we constructed a large-scale land-use dataset, i.e. GID, with 150 high-resolution GF-2
images. GID has high intra-class diversity and low inter-class separability. It well represents the distribution
of land-use categories and can be used to train CNN model specific to RS data. We conduct experiments on
multi-source HRRS images, including Gaofen-2 (GF-2) images in GID, coupled with Gaofen-1 (GF-1), Jilin-1
(JL-1), Ziyuan-3 (ZY-3), and Google Earth (GE-WH) images. The proposed algorithm shows encouraging
classification performance. In our future research, we hope to improve the automaticity of our method. And
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Figure 12: (a) GE-WH image. (b) Classification map produced by FT-Utg. (c) Partially labeled ground
truth. (d) Classification result of FT-Utg in the labeled areas.
empirical parameter adjustment is expected to be avoid. In order to benefit researchers, GID have been
provided online at http://captain.whu.edu.cn/GID/.
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