Introduction
Since the advent of satellite altimetry in the early 1990s, volume losses from west Antarctic and Antarctic Peninsula (AP) ice shelves have generally accelerated but have also exhibited a large amount of spatial and temporal variability (Paolo et al., 2015) . While not leading directly to sea-level rise, the thinning of ice shelves can lead to grounding-line retreat (Christie et al., 2016; Jenkins et al., 2010; Rignot et al., 2014) , increased iceberg calving rates (Liu et al., 2015) , and loss of contact with pinning points such as ice rises and rumples (Matsuoka et al., 2015) , all of which can reduce the ability of ice shelves to buttress the flow of land ice to the oceans (Dupont & Alley, 2005; Pritchard et al., 2012 Pritchard et al., ). et al., 2012 , climate-driven surface processes such as firn compaction appear to be at least equally important on AP ice shelves (Holland et al., 2015) . On Larsen C Ice Shelf (LCIS) thinning has progressed southward and the spatial distribution of firn air content reflects a similar north-south gradient in summer melt (Barrand et al., 2013; Holland et al., 2011; Luckman et al., 2014) . Superimposed on the north-south gradient is a concentration of melt and firn densification within the north-western inlets in the lee of the Peninsula Mountains (Holland et al., 2011; Luckman et al., 2014) .
In these inlets, most notably in Cabinet Inlet, repeated years of melt/refreeze cycles have left the ice shelf surface sufficiently impermeable to support ponds of surface melt water (Alley et al., 2018; Kuipers Munneke et al., 2014; Scambos et al., 2000) , a phenomenon which preceded, and may have led to, the collapse of Larsen A, Larsen B, and Wilkins Ice Shelves (Sergienko & Macayeal, 2005; van den Broeke, 2005) . Although melt ponds have been observed on LCIS, they are confined to the western inlets where they occupy shallow surface troughs originating at the grounding line (Hubbard et al., 2016; Luckman et al., 2014) .
Sums of positive degree days (PDDs) are frequently used to approximate cumulative surface melt; Vaughan (2006) showed that every AP meteorological station showed a statistically significant increase in PDDs over their various observation periods between 1950 and 2000. Long-term trends to 2010 remained positive, albeit at a lower rate (Barrand et al., 2013) . A threshold value of 200 melt days per year has been suggested as a limit for ice shelf viability (Fyke et al., 2009; Vaughan, 2006) . However, on LCIS summertime can be dominated by calm cloudy conditions and net radiative heating of the surface that eliminates the temperature inversion. Therefore, there can be long periods of surface melt even though the air temperature at 2 m remains below 0 ∘ C, meaning that the use of PDDs is likely to underestimate actual snow melt (Kuipers Munneke et al., 2012) . Since Trusel et al. (2015) found an exponential rather than linear relationship between surface temperature and meltwater production on ice shelves, being able to detect melt directly using remote sensing would give a better indication of actual conditions at the surface as well as better resolving its spatial variability.
Spaceborne microwave radiometers detect surface melt because microwave brightness temperatures rise sharply when liquid water is present in the snowpack. We emphasize here that remotely sensing melt refers to detecting the presence of liquid water rather than the process of melting, although the two can be related (van den Broeke et al., 2009) . Melt detection algorithms commonly rely on microwave brightness temperatures exceeding some threshold above winter (dry snow) temperatures (e.g., Ashcraft & Long, 2006; Tedesco, 2009; Torinesi et al., 2003) . Alternatively a cross-polarization gradient ratio allows a threshold to be set that does not depend on winter temperatures (Abdalati & Steffen, 1995) . Passive microwave data, available from 1979, revealed no long-term trends in melt extent or duration for the AP from 1980 to 2005 (Picard & Fily, 2006) . Active microwave sensors are another instrument capable of detecting surface melt. From 1999 to 2009 scatterometer data from the SeaWinds instrument on the Quick Scatterometer (QuikSCAT) mission allowed the detection of melt at a much improved spatial resolution (2.225-4.45 km) compared with that of passive microwave radiometers (25 km). Snowmelt detection in scatterometer data relies on the large decrease in backscatter caused by the presence of small amounts of liquid water in the snowpack.
By using enhanced resolution products (Early & Long, 2001; Long & Hicks, 2010) , Barrand et al. (2013) were able to map melt indices such as melt extent, onset date, and melt duration for the whole AP at a spatial resolution of 2.225 km. The study found no clear trends in either melt onset day or melt duration but did identify a high degree of interannual variability, particularly on ice shelves. The association of surface melt with ice shelf breakup emphasizes the need to continue the remotely sensed melt record beyond 2009, both to monitor the evolution of melt and to validate the energy and mass balance models that elucidate the processes and components of melt.
QuikSCAT ceased operating at the end of 2009, so following the example of Mortin et al. (2014) who used enhanced resolution data from the Advanced SCATterometer (ASCAT) instrument to extend the record of melt-refreeze transitions over Arctic sea ice, we turn to ASCAT data to extend the record of AP ice shelf melt. Concentrating on LCIS where we have in situ surface energy balance (SEB) data based on automatic weather station observations, we compare QuikSCAT and ASCAT sensitivities to melt and validate the ASCAT melt detection capability by comparing a time series of backscatter intensity with profiles of snowpack liquid water generated using the SEB model. We then (i) repeat the QuikSCAT time window and (ii) extend the analysis of surface melt to 2017, using the enhanced resolution ASCAT data. Using the extended time series, we test 
Data and Methodology

Melt From Scatterometer Data
Melt detection is based on enhanced-resolution radar backscatter ( 0 ) data from the QuikSCAT (1999 QuikSCAT ( -2009 and ASCAT (2008 ASCAT ( -2017 instruments. The data are available from Brigham Young University (www.scp.byu.edu) Microwave Earth Remote Sensing Laboratory where resolution has been enhanced by application of the Scatterometer Image Reconstruction algorithm that allows the combination of multiple pass, irregularly spaced data into higher-resolution gridded images (Early & Long, 2001 ).
The QuikSCAT instrument operates at Ku-band (13.4 GHz); both vertical and horizontal polarization data are acquired, and the pixel size ranges from 2.225 to 4.45 km depending on the temporal processing. The ASCAT instrument is a C-band (5.255 GHz) scatterometer; the antennae are vertically polarized only, and the Scatterometer Image Reconstruction with filtering product has a pixel size of 4.45 km. As melt/refreeze is likely to follow a diurnal cycle, with refreezing occurring at night, the midafternoon local time of day QuikSCAT, so-called qnsh (noon, horizontally polarized) or qnsv (noon,vertically polarized), products (2.225-km resolution) are normally chosen for melt studies to maximize the likelihood of melt detection (Barrand et al., 2013; Trusel et al., 2012 ).
Here we also investigate the use of the morning vertical polarization product (qmsv, resolution of 4.45 km) anticipating that it will have a similar chance of observing melt to the daily all-pass (msfa) ASCAT product. ASCAT does not acquire data over Antarctica in the afternoon, only in the morning and evening; the msfa product combines all data acquired within a single 24-hr period. From this point we refer to the QuikSCAT qnsh product as QuikSCAT noon and the qmsv product as QuikSCAT morning. Consistency between products is important if we are to construct a combined time series and test for trends in melt. The issue of observation time was addressed by Picard and Fily (2006) when they calculated regional trends in Antarctic cumulative melt surface (CMS) based on microwave radiometer data from different instruments and missions. They fitted a sinusoidal model to the diurnal variation in CMS using instrument overlap periods. For the AP region the amplitude of the diurnal variation in CMS was small in comparison with the interannual variation.
Similar to other studies (Barrand et al., 2013; Trusel et al., 2012; Wismann, 2000) , we assume the presence of liquid water when 0 falls below the previous winter mean by a fixed threshold. A higher percentage of liquid water content (LWC) and thicker wet snow layers will result in a more significant fall in 0 . For the QuikSCAT data we used a threshold of 3 dB as modeled by Ashcraft and Long (2006) to represent the response to a LWC of 3% in a snow depth of 3.8 cm. The lower frequency of the ASCAT C-band means that the same amount and depth of liquid water results in a lower absorption-a lower threshold is therefore appropriate for the ASCAT measurements. Ashcraft and Long (2006) arrived at a threshold of 2.7 dB for the ERS C-band scatterometer via an empirical comparison with QuikSCAT, and we adopt the same threshold in this study. Using the ERS C-band 0 to detect melt on Greenland, Wismann (2000) found that a 3-dB threshold corresponded to a LWC of 0.5% and a 7-cm snow layer but that choosing threshold values of 2 to 4 dB did not significantly change the pattern or observed interannual variability of melt. We define the austral melt year to begin on August 1st, with June, July and August being the winter months for the purpose of calculating the winter-mean backscatter. Total annual melt days is the sum of all days during which melt is detected at each grid location. Both data sets have occasional days of missing data amounting to 36 days in total for QuikSCAT and 30 days for ASCAT; the longest consecutive gap is in the ASCAT data and is 5 days between 28 March and 3 April 2010. On these days we assume a melt condition equal to that of the preceding day.
A number of metrics have been used to report remotely sensed melt, including melt duration (the number of melt days per year), melt extent (the total area affected by melt in a given year), and melt intensity (the product of melt duration and melt extent, analogous to CMS). Also reported for some regions are melt onset and melt end; we do not report the latter metrics in this study as it is not uncommon on LCIS for there to be periods of melt outside of the continuous summer melt period that are associated with föhn wind events (Kuipers Munneke et al., 2018; Luckman et al., 2014) 
QuikSCAT/ASCAT Comparison
For the 2008/2009 melt season we have data from both QuikSCAT and ASCAT and we use this period to compare the ability of each instrument to detect melt. We look at the difference in melt duration across the ice shelf detected by QuikSCAT noon, QuikSCAT morning, and ASCAT. We also compare time series of backscatter for four sites (Figure 1 
In Situ Validation Using Modeled Liquid-Water Profiles
To evaluate the ability of ASCAT to detect the presence of liquid water in snow, we use a time series of vertical profiles of liquid water from the subsurface module of an SEB model (Kuipers Munneke et al., 2012) . The model is forced by 30-min surface observations from AWS18 in Cabinet Inlet (Figure 1 ), made between 24 November 2014 and 13 November 2017. Surface meltwater is allowed to percolate into a multilayer snowpack and can be retained in a snow layer as long as the pore space is not saturated. Otherwise, the meltwater percolates to the next layer instantly (the tipping bucket method). It can refreeze if snow temperature allows, and the release of latent heat upon refreezing warms the snow layer. Snow density is simply prescribed as a vertical profile constant in time, based on snow-pit observations.
Melt Trend
In spite of both the QuikSCAT morning and ASCAT all-pass products having the potential to underestimate melt in comparison with QuikSCAT noon, particularly in locations where the presence of meltwater varies diurnally, we use the similarity we find in their sensitivities to melt to construct an extended time series of LCIS annual melt duration.
We calculate the linear trend in melt duration on the ice shelf from 1999 to 2017, using the QuikSCAT morning data up to and including the overlapping 2008/2009 melt season and ASCAT data for the remainder of the period. We attempt to test the impact on the computed trends of the instrument switch from 2009/2010 onward by also calculating the trends using a bias-corrected ASCAT time series. The bias correction involves scaling every ASCAT melt duration value by the QuikSCAT morning to ASCAT ratio from the overlap period, on a pixel-by-pixel basis. This method of bias correction applies a larger absolute adjustment to high-melt years, reflecting the spatial correlation between bias and melt duration (Figures 2c and 3c ).
The Southern Annular Mode (SAM) index, defined as the zonal pressure difference between the latitudes of 40 ∘ S and 65 ∘ S (Marshall, 2003) , reflects the strength of the westerly atmospheric circulation in the middle-high latitudes. A positive SAM is associated with strong westerly winds, including across the AP. On eastern AP ice shelves, particularly close to the mountains, the enhanced westerlies can lead to surface warming and melt due to the föhn wind effect (Cape et al., 2015; Elvidge et al., 2015; Luckman et al., 2014) . To test the sensitivity of LCIS melt to large-scale atmospheric dynamics, we calculate the correlation coefficients between austral-year and summer (combined December, January, and February) SAM indices (defined on the basis of air pressure observations as in Marshall, 2003) and melt duration on a pixel-by-pixel basis. We also calculate the correlation between SAM indices and ice shelf annual melt index. Figure 3b ). Note that even though QuikSCAT noon detects more melt than QuikSCAT morning, there are places where it detects less than ASCAT. As expected, a better agreement is found between ASCAT and QuikSCAT morning, where ASCAT generally exceeds QuikSCAT morning over the northern part of the ice shelf and most strongly in the south-western inlets where the difference can be up to 30 days (Figures 2c) . On the open shelf the agreement is mostly ±5 days. Mean ASCAT minus QuikSCAT morning is 2.1 days (standard deviation 5.0 days; Figure 3c ).
For the 2008/2009 melt season the melt index for QuikSCAT noon is 4.2 × 10 6 melt days km 2 , for QuikSCAT morning it is 3.3 × 10 6 melt days km 2 , and for ASCAT it is 3.4 × 10 6 melt days km 2 . (Figure 4a ), and all instruments record continuous melt. Note that the intermittent gaps in the ASCAT melt symbols for January and February in all four panels of Figure 4 are due to missing data, but the algorithm counts these as melt days. In Cabinet Inlet QuikSCAT noon detects 80 days of melt, QuikSCAT morning 77 days, and ASCAT detects 76, the time profile of melt is similar to AWS14 although the melt in December has a stronger signature (Figure 4b ). Both QuikSCAT morning and ASCAT miss an October melt day and a weak December one which were detected by QuikSCAT noon. The short melt event missed by ASCAT in March is due to missing data. In Whirlwind Inlet, although onset of melt is quite clear and abrupt, freezeup is much more gradual (Figure 4c ), QuikSCAT noon detects 113 days of melt, QuikSCAT morning 98 days, and ASCAT detects 115 days. The close agreement in total melt days between ASCAT and QuikSCAT noon is because although ASCAT continues to detect melt into April, 18 days after QuikSCAT noon, ASCAT misses some days in November and December which were detected by QuikSCAT noon. At the midshelf location QuikSCAT noon and QuikSCAT morning detect 44 and 38 days, respectively, and ASCAT detects 43 days (Figure 4c ). Start and end dates are in good agreement across all three sensors, but only QuikSCAT noon picks up much melt during December.
Comparison With Modeled Liquid-Water Profiles
Throughout the melt seasons of 2014/2015, 2015/2016, and 2016/2017 the SEB model at AWS18 shows that melt events at the surface generate water that percolates down through the snowpack over the following days and weeks, reaching depths of up to 2 m and concentrations of up to 4.5% ( Figure 5 ). There appear to be periods of many weeks with no melting occurring at the surface but with liquid water present at depth. 
Melt Time Series and Trends
With earlier results indicating that the QuikSCAT morning product provides the best consistency with the ASCAT product in terms of detecting annual melt duration we chose to continue our investigation into melt trends using the QuikSCAT morning product. We calculate linear trends in melt using Figure 7 shows that the LCIS melt index may be starting to increase toward the end of the period; recalculating the trend excluding the final 2 years results in a decreasing trend significant at 95%.
In spite of the large interannual variability, over the extended 1999/2000 to 2016/2017 period, there has been an annual decrease of 1 to 2 melt days per year over most of LCIS (Figure 8a ). The trend is significant at 90% (95%) over about 33% (6%) of the ice shelf, mostly over the southern parts. In the western inlets there has been an increasing trend, which is significant (at 95%) within Cabinet Inlet. Trends using the bias-corrected ASCAT melt time series are similar, suggesting that the instrument switch has had little impact, with the area of decreasing trend covering 40% (90% significance) and 10% (95% significance) of the ice shelf and the area of increasing trend extending slightly further south (Figure 8b ). Similar to the melt-index result, if the final 2 years of the series are excluded, the decline in melt becomes more significant. Thus, from 1999/2000 to 2014/2015, 35% of the ice shelf experiences a decrease in annual melt of 2 or 3 days per year, significant at the 95% level (using the non-bias-corrected ASCAT data). Cabinet Inlet still experiences an increasing trend in melt days.
Over the 1999-2017 period we found no significant correlation between annual or summer SAM indices and melt duration or melt index. Neither did we find any trend in either of the SAM indices although they remained predominantly positive.
Discussion
Melt Detection and Validation
In discussing melt based on the analysis of radar scatterometer data we are referring to the detection of liquid water at the surface or within the snowpack, rather than active surface melt events. The dielectric permittivity of ice is low so that for dry snow the radar backscatter function is dominated by volume scattering. The contrastingly high dielectric permittivity of liquid water means that even a small amount of liquid water anywhere within the penetration depth will effectively absorb the microwave radiation and attenuate the backscatter. The detection of subsurface liquid water is clearly shown in Figure 5 when backscatter drop exceeds the threshold set to indicate melt even when, according to the model, there is no liquid water at the surface. The reduction in penetration depth, indicated by the reduced sensitivity to subsurface liquid water as the season continues, may be a consequence of the changing fabric of the upper snowpack as it undergoes a number of melt/refreeze cycles and the mean size of ice crystals increases.
As expected, based on a probable diurnal cycle with melt peaking in the afternoon, the QuikSCAT noon melt duration was greater on average than the morning product by about 10%. Spatial variability in the mean difference (Figure 2a) is probably due to spatial variability in melt intensity. The difference between the two products is lower in areas that experience greater melt (Figure 3a) where liquid water can persist within the snowpack even if the surface refreezes. In Cabinet Inlet, where föhn-driven melt is not dependent on radiative heating, QuikSCAT morning and noon products are very similar for 2008/2009 (Figure 4b) , although in the long-term mean the noon melt duration is clearly longer (Figure 2a ).
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While the agreement between QuikSCAT and ASCAT is better for the QuikSCAT morning product on which we base the time series, there are still some clear differences (Figure 2c ). Generally, in areas of long melt duration, such as to the north of the ice shelf and in the inlets, ASCAT tends to detect more melt days than QuikSCAT morning. Conversely, in areas where melt duration is shorter, QuikSCAT morning detects more melt than ASCAT. As both observations include morning data the differences in melt detection are probably caused by the different operating wavelengths.
At ASCAT C-band wavelengths (5.6 cm) the same depth and volume of water result in less absorption than at QuikSCAT Ku-band wavelengths (2.2 cm), so that the theoretical estimate of a threshold equivalent to the 3 dB used for QuikSCAT would be only 1 dB (Ashcraft & Long, 2006) . However, Ashcraft and Long (2006) found that 1 dB gave too many false melt detections and chose a 2.7-dB threshold as it gave the best empirical agreement between ERS scatterometer (an earlier C-band instrument) detected melt and QuikSCAT detected melt. This threshold required a theoretical wet snow depth of about twice that required for QuikSCAT melt; hence, our use of a 2.7-dB threshold may also require a greater intensity of melt in order for initial detection to occur compared with QuikSCAT. This difference in sensitivity would explain why in lower melt regions, such as on the southern portion of the ice shelf, ASCAT detects fewer melt days than QuikSCAT morning ( Figure 2c ).
As well as depending on the LWC, the penetration depth depends on the wavelength of the incident radiation. For microwave radiation scattered by snow grains, longer wavelengths experience increased Rayleigh scattering and consequently reduced penetration depths (Nghiem & Tsai, 2001) . When refreeze occurs, the greater penetration depth at ASCAT wavelengths allows the continued detection of subsurface liquid water after the surface has refrozen and when QuikSCAT backscatter has recovered. The delayed detection of refreeze initiated at the surface may explain why ASCAT melt duration exceeds QuikSCAT melt duration in areas where melt has been more intense and/or prolonged and meltwater has percolated to a greater depth, such as the northern half of the shelf and the inlet regions. A particularly slow refreeze and recovery of winter backscatter is shown in Whirlwind Inlet, where ASCAT's greater penetration depth means that backscatter continues to be attenuated relative to the winter mean and ASCAT records a greater number of melt days (Figure 4b ).
Returning to the comparison of the commonly used QuikSCAT noon product with the currently available ASCAT product, we note that the differing observation times means that ASCAT will on average underestimate melt. However, where melt is intense the increase in penetration depth owing to the longer ASCAT wavelength may compensate for the local time of day effect by being more sensitive to persistent subsurface liquid water. A close inspection of the SEB LWC ( Figure 5 ) indicates that at shallow depths where a melt-refreeze diurnal cycle occurs, ASCAT continues to indicate melt owing to its ability to detect subsurface liquid water.
While we can conclude that a particular sensor, overpass time, or algorithm has missed a melt day if either or both of the other products we have used detect melt, all products are best estimates with the data available. Ideally, we would require continuous observations at a wavelength that penetrates to detect subsurface liquid water at any depth included in a definition of surface melt.
Melt Trends and the Large-Scale Modes of Atmospheric Flow
The decreasing trend in annual melt duration over much of LCIS (Figure 8 ) over 2000-2016 is likely in response to decreasing 21st century AP surface air temperatures (Turner et al., 2016) . Data from Bellingshausen, O'Higgins, Esperanza, Marambio, Verndadsky, and Rothera weather stations show the greatest cooling (0.72 ∘ C per decade) to have occurred in austral summer. At the same time, the midlatitude jet has been strengthening, reflecting a trend toward more positive values of the SAM index. This apparent contradiction to the idea that SAM and AP temperature are positively correlated can be reconciled by the following two arguments: (1) the correlation between SAM and AP temperature is strong and significant in all seasons except in summer (Cape et al., 2015) , which is when the majority of melt occurs. Thus, the relation between SAM and LCIS surface melt is expected to be weak; (2) while the midlatitude jet strengthened, the meanders in the jet also shifted along-flow. This led to a summertime mean sea-level pressure decrease over the South Atlantic and an increase over the Bellingshausen Sea to the west of the AP. The consequent enhanced cyclonic circulation over the South Atlantic led to stronger east to south-easterly winds advecting sea ice toward the eastern AP (Turner et al., 2016) and restricting the landward flux of oceanic heat. In other words, although the positive SAM index during this period would suggest stronger westerly flow and therefore increased AP temperatures, departures from the mean annular pattern of flow in fact led to cooler temperatures.
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The period used in this study to calculate trends is somewhat arbitrary, being determined by the number of years of available data; in addition, interannual variability is high. By excluding the final 2 years of data the decreasing melt trends become statistically significant over a greater part of the ice shelf, and the period exactly matches that over which Turner et al. (2016) detected decreasing AP surface air temperatures. Speculatively, the last 2 or 3 years of LCIS melt index indicate that here the period of decreasing ice shelf summer melt may be ending ( Figure 7) ; Wiesenekker et al. (2018) note an increase in Cabinet Inlet föhn events during 2015 and 2016.
The downward trend in observed surface melt is consistent with recent (2009-2017) increases in LCIS surface elevation within a 1992-2017 satellite radar altimetry record (Adusumilli et al., 2018) . Surface mass balance (van Wessem et al., 2018) and firn density models (Ligtenberg et al., 2011) allowed this elevation increase to be attributed to increased firn-air content following reduced surface melt in agreement with our observations, rather than to increased snowfall.
The small regions of increasing melt we observe are close to the mountains (Figure 8 ) in the domain affected by föhn winds descending from the AP mountains (Elvidge et al., 2015; Luckman et al., 2014; Wiesenekker et al., 2018) . The winds bring episodes of positive surface air temperatures and clear skies, even in the winter (Kuipers Munneke et al., 2018; Wiesenekker et al., 2018) , and therefore, the melt trend is less likely to be driven by the summer circulation that led to cooling on the rest of the shelf.
Conclusions
In this work we investigate the use of ASCAT scatterometer data to extend the melt record on LCIS beyond the QuikSCAT (1999-2009) era. Differing overpass times mean that the best continuity in melt products is found by using QuikSCAT morning and ASCAT all-pass data. While both these products are likely to underestimate melt where melt has a diurnal signal, the effect is reduced in high-melt regions due to the persistence of liquid water within the snowpack and the ability of microwaves to penetrate beneath the surface. We have shown that at ASCAT wavelengths (C-band, 5.6 cm) early-season subsurface liquid water is detectable at depths of up to 0.75 m but that the depth to which subsurface water can be detected may change throughout the melt season.
Understanding the characteristics of melt detection using ASCAT data, and how it compares with QuikSCAT melt detection, is particularly valuable as the ASCAT instrument series is likely to continue to at least 2020, with instruments currently operating on METOP-A and METOP-B, and METOP-C planned for launch in 2018.
