Introduction
Electronic data interchange is an important part of the implementation of business processes. The exchange of data between heterogeneous systems requires support for different data formats (EDIFACT, XML, etc.).
Enterprises use different proprietary in house formats. So the incoming and outgoing messages must be converted from the inbound format to the in-house format, as well as from the in-house format to the outbound format. The volume of data each enterprise delivers and receives will grow rapidly in the next years. This leads to growing demands on performance of ED1 converter systems. EDIFACT Documents) project the question of how performant parallel converter system can be built, based on the typical infrastructures currently available in large enterprises (SMP). Also distributed architectures involving different machine types need to be considered.
This work is pelformed within the ESPRIT project
A critical problem in achieving this is to identify a hardware and software configuration for such a distributed system, given performance requirements and system constraints derived from the business requirements. For this problem we could not identify an existing systematic approach.
In this paper we present the solution we developed towards the question of how to configure a distributed system such that given throughput and response time goals are satisfied. The critical design parameters are the selection of hardware, the distribution of the different jobs to different hosts, and the configuration of processes on the hosts.
For predicting the system performance we use a performance model based on Layered Queueing Network (LQN) simulation. Such a model allows to predict the performance of one specific system configuration. Our problem is to select among a large number of possible configurations an appropriate one. Simulating all possible configurations is prohibitively expensive, considering the large number of combinations and the high cost of a single LQN simulation.
To tackle this problem we use the following strategy:
1. Hardware Configuration: We make a rough approximation of the performance behavior of single hosts, which can be expressed by a few key parameters that are relatively inexpensive to obtain by single host simulations. Based on this we perform the hardware selection and determine the message distribution on the selected hosts, in a way that theoretically the required performance can be achieved.
2.
Software Configuration: based on the selected message distribution and hardware configuration an LQN model of the complete system is built and used to determine a softwue configuration that actually achieves the performance that has been theoretically predicted in the hardware configuration. Since the simulations of the complete model are rather expensive, we use a heuristic algorithm, which tries to minimize the number of required simulations in finding the software configuration.
This heuristic approach to the system design does not necessarily lead to "the" optimal configuration. However since the business requirements (expected messages to process) can also only be approximately given, we only need to find a configuration that is reasonable, i.e. covers the processing requirements approximately at acceptable cost. The different optimization steps serve to avoid obvious flaws in the design, like gross over-or undersizing of the system or occurence of bottlenecks, and to optimize system performance as far as possible once certain design decisions are taken. Also, in the hardware configuration business requirements, like already existing hardware or hardware cost, will often largely influence the decisions.
Related work
A large body of related work exists in the area of performance prediction for parallel and distributed systems. The prediction methods can be distinguished into two classes: stochastic methods and deterministic methods. Stochastic models take into account the variance of execution times. But as shown in [l] stochastic models have never been evaluated with regard to their accuracy to concrete applications because they require complex solution techniques. In deterministic models the variance of the execution time is assumed to be negligible. Furthermore Fontenot describes in his paper [3] the general problem of software congestion. He noted that software bottlenecks could be avoided by using multiple parallel instances. But no method has been given which finds the necessary number of instances to achieve a specific performance goal.
Generally, most of the existing work is focusing on predicting or evaluating the performance of a concrete system. Devising a method using performance models in order to find a hardware and software configuration of a system within given constraints such that performance goals regarding throughput and response time are achieved is to our knowledge new.
Overview of the paper
In Section 2 we give some technical details on the motivating application, which facilitates the understanding of the subsequent presentation. In Section 3 we give some background on LQN models and describe the LQN model that has been built. Section 4 gives the key contribution of this paper, the configuration methods. In Section 5 we describe its application to our business example. Finally Section 6 gives a conclusion and outlook on future work.
Application Background

Message Processing
In the banking sector large ED1 messages containing transaction information need to be converted from an inbound format to formats of in-house systems, while keeping strict deadlines. The processing of messages requires a sequence of different steps that are applied to each message, as shown in Figure 1 . 
System Architecture
To satisfy requirements on availability, reliability, scalability and high throughput, a parallel architecture is used. The system can be built from different host types, allowing the use of existing hardware and the incremental extension of the system with new hardware.
The generic architecture of the system is shown in Figure 2 . The global scheduler distributes incoming messages to the individual hosts. The distribution strategy it uses will based on the results from our system design method. The local scheduler controls the execution of tasks and the distribution of the tasks to the processors on the different hosts. The local scheduler is tightly coupled with the operating system. A more detailed description of the architecture, the processing steps can be found in [14] . 
System Performance Modeling
Response time and throughput are key factors for defining the quality of a system [5] . Hence to achieve the performance requirements it is necessary to understand the effect of various configuration decisions at an early stage. As the systems are normally not available during the design phase, a model is required to analyze the system behavior. Such a model must be able to handle different tasks and resources with synchronous and asynchronous execution of tasks. Also the simulation of the distribution of tasks among several processor and hosts must be possible. 
Layered Queueing Networks
The LQN model consists of several components. The core of LQN models are directed acyclic graphs whose nodes are tasks with service entries. A task has one waiting queue and is assigned to one or more processors. This technique is also known as single respectively multiple server [lO] [ll]. Hence the number of entries executed in parallel depends on the number of assigned processors. The arcs between the tasks represent requests from one entry to another. As it is possible that an entry calls several other tasks, each call has a calling probability. The execution of entries is divided into phases. The first phase is the service phase. Within this phase the calling client is blocked till the first phase of the server is terminated. The second phase is executed in parallel to the client. Several calling conventions, like RPC or ADA rendezvous, can be modeled with the concept of execution phases.
Transformation rules
Two characteristics of a real system cannot be modeled directly within LQN, cycles and open arrivals. Cycles can occur often in software systems, e.g. a controlling process calls asynchronously a subprocess. This subprocess notifies the control process by calling it again. Hence this forms a simple cycle. Open arrival means that messages arrives from the outside at rate A.
We use the following transformation rules, as defined in [13] and [16] , to transform a system model into a valid LQN model.
A cyclic relation in a system can be transformed to an acyclic model by the use of semaphores. The idea is to model the read and write access to a source by the usage of a semaphore, which allows an exclusive read or write access to the source by the user of the source. This is shown in Figure 3 .
In networks with open arrivals a node receives messages from outside at a rate h. Any Even if the solvers approximate the solution the cost of each simulation can vary a lot. The simulation of a single host can be done within a few minutes. The simulation of a complex model with e.g. three hosts as presented in Section 5 can require up to 40 hours. So it is necessary to minimize the number of simulation runs. Hence a system design method has been developed.
Model parameters
The model parameters are the service times of each entry within a task. The service time represents in the model described in Section 3.3 the total time a processing step uses a resource during the execution. In our case we were using timestamps that were integrated into the program code. These measurements have been performed for each message and host type.
Evaluation of the LQN model
We have evaluated the performance parameters of the LQN model with the behavior of the real system that is discussed in more detailed in Section 5, by comparing response times at different arrival rates and determining system saturation, i.e. the highest arrival rate at which the response time does not increase. It turned out that the model is sufficiently precise and the deviations are within the range of measurement precision.
System design method
In this Section we describe the method that we have used in order to configure the hardware and software for a converter system.
Goal parameters
The goal parameters are derived from the business requirements. Specifically they are
Expected message distribution:
The messages have to be clustered into classes with similar processing characteristics. In the following we assume that the processing of messages is only sensitive on the message size, thus the message distribution can be given as a set MT where mgMT are of the form (sm fm), where s,,, is the average size of the message and fm is the frequency of messages of this type among all messages (measured e.g. in terms of masageshour). From this parameter the required throughput qFq =s, f, , mEMT, can be derived.
Hardware constraints:
The hardware configuration is a multi-set H containing elements ftom the set of possible host types HT. Certain machine configurations can be excluded in response to business requirements. For example, we will use a minimal minh and maximal m h number of hosts that are allowed (minh llHl I m h ) . Or, certain hosts have to occur in the configuration (e.g. existing hardware).
Expected response time RE'&:
The response time is the sum of waiting time and processing time. The expected maximal response time is specified for each message type mgMT.
Overall approach
The configuration method is based the LQN model that has been described in Section 3, and which is based on model parameters that are derived from the real system. Since the simulation of a complete converter system is fairly expensive, we have to strictly limit the number of simulations that are run during the system configuration process. Thus we proceed as follows.
From the simulation of the system model we determine for each combination of message type mEMT and for each host type kEHT approximate values for the minimal response time R, L" and the maximal throughput T:: by running two simulations, once with an extremely low utilization and once with extremely high utilization. These values can be obtained efficiently as only single hosts are simulated. We use these two values to approximate the response-time-throughput behavior of each host for each message type. Based on this estimation we select the hardware configuration and obtain a distribution of the workload on the different hosts. Using this hardware configuration we iteratively modify and simulate the software configuration on the hosts until they achieve the response-time-throughput behavior that has been predicted by using the approximation function.
Response time estimation
Our system model uses single and multiple service centers of queueing type. A multiple service center consists of a single message queue and several processors, which can process as many messages in parallel as processors are available. In the first case the number of processors is larger than the number of messages. Hence no queueing occurs. In the second case the response time increases because arriving messages are queued.
The response time of a system is the sum of the response times of all tasks:
Derivation of an upper bound
For the upper bound we use the response time of the system at low utilization, i.e. a measurement Ro=R(0), which can be obtained by simulating the system with throughput T=O, as well as the maximal service time Dm, , which can be obtained by simulating the system at utilization U=l.
Distinguishing the different types of service centers we obtain for the response time:
Using D@,,,, and (2) we obtain: (9) This bound has the property that for t-0 : R,,,(t) +R(t).
Derivation of a lower bound
For the lower bound we estimate the response time of the service center k with the maximal response time Om,, which we can obtain by simulating the system at utilization U=l. We assume this service center has m , , 
The condition 1 + t . D,, m,, can be transformed to This bound has the property that for
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Derivation of an approximation function
In the next step we define an approximation function R,,,,,Jt) for the response time such that Rd-(t)-C
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Configuration algorithm
Configuration of a single host
For each host of type k and for each message type meMT that is processed on this host, we have to chose the desired throughput and response time values. Using our approximation function for the response time, we chose values such that an optimal throughput (and thus an optimal utilization) is achieved. Thus the throughput is chosen such that
Since usually a host will not devote its whole capacity to a single message only a fraction pk*mof the total processing time will be devoted to a message type. The sum of these values cannot exceed the total processing time of the host, thus
Configuration of a distributed system
Next we give an algorithm that creates a host The result of the algorithm in H, is the required host configuration. In addition pk," gives a distribution of messages among the hosts that guarantees the throughput and response time goals under the assumed approximate model of the system behavior. The resulting distribution can be unbalanced since the last selected host can have a very low load.
Balance the load distribution
In this last step we redistribute the distributions pk"and assign spare capacities p:;:= such that hosts of the same type get assigned the same capacities and that the spare capacities are evenly distributed among the different message types, i.e. for all hosts:
if type(h1)=type(hz)
We distribute the spare capacities such that the relative increase in throughput increase is the same for all message types and maximized. This Ieads to a linear optimization problem with the additional constraints capaciry(m) 1 Tryq, for all mgMT (23) and the optimization of the value of increase. An alternative approach would be to optimize the response time by decreasing the throughput requirements, however, since this requires the simultaneous optimization of the distribution and throughput values, this would lead to a non-linear optimization problem.
Software configuration
In the software configuration phase the number of process instances that are executed on each host for each task in parallel is determined. This step has two goals.
The first goal is to avoid sub optimal configurations, where both the response time and the throughput do not achieve the values that have been predicted in the previous analysis (Rappro*(t)). This can occur since a process instance can be busy while the hardware has still resources available. A saturated software instance is not necessarily executing on a processor. It may be waiting for the processor, other hardware devices or for the response of another software instance. Hence such a software instance can be the bottleneck of the system if it acts as a server for other software components. If the load is increased beyond the saturation point, no addition useful work is achieved [3] .
To avoid software bottlenecks the number of instances of each component executed in parallel must be increased. This strategy increases the throughput but on the other hand also the response time because more instances have to share the same resources.
Thus, the second goal is to achieve for each host and message type as precisely as possible the response timethroughput behavior that has been predicted during the hardware configuration.
For the software configuration, the distributions of the message loads on the hosts that have been determined in the hardware configuration are incorporated into the LQN model. In this way the complete, distributed converter system is modelled.
A simple but costly approach to find a system configuration is to simulate all possible software configurations for the extended model and select from those an appropriate one.
Though this approach is not practical for system design, we performed such an analysis once for a converter system for illustration purposes. The result i s shown in Figure 8 . The measurements values for throughput and response time are ordered by throughput.
A step corresponds to an increase of the number of SW instances at a bottleneck. One can also observe the tradeoff between the increase in the throughput and the corresponding increase in response time and that there exist suboptimal configurations. Of course it is possible that the algorithm does not succeed. In such a case the different design parameters need to be reviewed.
Real-World Example
In this example we describe the design of a financial message converter system, which has been introduced in Section 2. The message size distribution is statistically analyzed. We have simplified the real message size distribution. The messages are classified into two message classes: very large and small messages. It is assumed that the percentage of very large messages is small, about 5% of the total number of messages. Thus the percentage of small messages is 95% of the total number of messages. A small message consists of 50 financial transactions, while a large message consists of loo00 financial transactions. The customer expects a throughput of 1.5 million transactions per hour. The response time should be on average 300 sec for large message and 100 sec for small messages.
In addition it is assumed, that the customer prefers to have at least two machines for availability. Possible machine types are predefined. 
System model
Hardware configuration
After the definition of the model parameters the hardware configuration can be done. The configuration will be done as described in Section 4.2. Hence the first step is to define the input parameters. The input parameters are the response time for each message type at low system utilization and the maximum system throughput. For our example system these parameters can be found in the following tables. The throughput goal of 1.5 million transactions per hour with a distribution of 95% small and 5% large messages is translated into message-based throughput goals as shown in Table 3 . Two types of hosts are considered, large hosts with 4 processors (type 1) and small hosts with 1 processor (type 2). Based on these parameters the first phase of the hardware configuration algorithm leads to the following unbalanced distribution of the workloads. It can be seen that the distribution of messages among the host is unbalanced and host 3 has some reserve capacity. After load balancing the workload is distributed as follows. 
Figure 9: Message distribution of the complete system
Based on this LQN model the software configuration algorithm is executed resulting in the following software configuration and corresponding performance parameters. The gray fields indicate that no value can be given because the host does not process small messages.
The software configuration algorithm required 9 days for 25 iterations, each executing one simulation, to find an appropriate configuration. Even if 9 days for 25 simulations seems to be long, it is much faster as compared to 24" simulations required to simulate all possible configurations within a given range of in maximum 24 instances per component! Hence the algorithm makes it possible to configure and measure a complete system within a reasonable amount of time.
Discussion of results
The hardware configuration algorithm has determined a configuration of two fast hosts and one slow host that can satisfy the performance goals. The actual choice of hosts in the configuration algorithm is in this version done non-deterministically. We assume that it is usually strongly driven by business constraints. Policies for choosing among possible hardware configurations leave room for further optimizations and are feasible to implement since the hardware configuration algorithm is very efficient.
For the hardware configuration we neglected the fact that a global scheduler is required, that has to run on one specific host. This leads to the slight imbalance in the performance of the two large hosts. However, this does not critically influence the results as the resource requirements are extremely low for the global scheduler.
The resulting configuration has a number of desirable and logical properties. Processing all small messages on the small host is advantageous since thus the response time for small messages does not suffer too much from waiting for the large messages. For small messages also the processing requirements for each task are almost the same, thus the even distribution of software instances on the small hosts. For large messages the conversion dominates the processing, thus relatively more' instances of this process are used.
It can be seen that the business goals are not exactly achieved. The average response for small messages is even 11% above the goal, while the other values are extremely close to the goal values. We consider this however as an acceptable and good result, since also all of the assumptions on the system are approximations of the reality and our goal was to find a reasonable configuration with no major flaws.
Conclusion and outlook
This paper describes a method for the configuration of distributed systems that need to satisfy business-driven performance requirements. Though the method has been introduced in the context of distributed message converter systems, it appears to be generic enough to be also applied to other types of distributed systems.
There are several questions that need to be addressed in the future in order to further develop and refine the method. We have not given any specific strategy of how the new hosts are to be added. Here, for example, cost considerations could guide the selection strategy. Alternative methods for load balancing could be considered, optimizing the response time in case of abundant resources. Finally, also the goal parameters will typically not be stable. To that extent an analysis of the sensitivity of the resulting configuration with respect to parameter changes would be desirable. However, if the performance of a system should turn out to be insufficient incremental changes to existing system configuration can be naturally treated by the method.
Within
the POEM project the resulting configurations will be tested on real systems. This will provide additional feedback on the quality of the configuration method.
