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ABSTRACT
This thesis explores multimodal document classification algorithms in a uni-
fied framework. Classification algorithms are designed to exploit both text
and image information, which proliferates in modern documents. We design
meta-classification schemes that combine and integrate state-of-the-art text
and image feature-extractors with state-of-the-art classifiers. Meta-classifiers
fuse information across modalities that differ in nature and hence have more
information on hand to make decisions. This thesis also discusses strategies
that exploit correlations not only within a single modality but also among
modalities. Techniques that exploit correlations within a modality include
image meta-feature vector combination and latent Dirichlet allocation-based
image meta-feature extraction. Another technique that exploits correlations
between text and image cleans image with text information. Experiments
on real-world databases from Wikipedia demonstrate the benefits of meta-
classification for multimodal documents.
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CHAPTER 1
INTRODUCTION
Document classification has been actively researched since the 1990s. Docu-
ment classification applications include database management [1], topic spot-
ting [2], e-mail spam filtering [3], and web-page classification [4].
A classification system is composed of two parts, a feature-extractor and
a classifier. A feature-extractor computes features that are relevant for the
classification task. A classifier observes the features and makes predictions.
Traditionally, document classification has been mainly based on text features.
Many text feature-extractors are available in the literature [5] [6] [7], and the
most popular ones are variants of term-frequency vectors [8] [9] [10]. A wide
variety of data mining, machine learning, and pattern recognition techniques
have been applied to document classification. These include naive Bayes clas-
sifiers, k-nearest neighbor classifiers, neural networks, decision trees, logistic
regression, and support vector machines (SVM) [10].
An increasingly large number of document collections, however, contain
not only text but also multimedia data such as images, audio, or video.
Examples include official annual reports, advertisement brochures, technical
and scientific articles, audio books, news websites, and organized web-page
collections such as Wikipedia. Multimedia data in documents often show
high correlation with text content. For example, a news web page about an
event often includes video of the event (usually accompanied with audio),
pictures of the event, and, of course, text describing the event. Further,
psychological studies [11] suggest that multimedia data in documents, such
as animation, images, or text, contribute to better comprehension for human
readers as opposed to a single modality.
Motivated by these observations, we explore usage of image-based features
with combination and integration with well-established text classification al-
gorithms to perform multimodal document classification. Multimodal classi-
fication is an active research area. Previous work includes video classification
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using audio and visual data jointly [12], lyrics-audio synchronization using
both text and audio information [13] [14], image classification using figure
captions as text in conjunction with image features [15], news video classi-
fication using image features along with closed captions as text data [16],
etc.
In view of these observations, this thesis explores multimodal document
classification via a meta-classification approach. We explore frameworks that
integrate state-of-the-art text and image feature-extractors with classification
schemes that can assign documents to predetermined categories. Our frame-
work is inspired by Lin and Hauptmann [17], in which unimodal classifiers
for each modality are first built, and then second-stage classifiers fuse in-
formation from all modalities to make a final decision. We further explore
and develop algorithms that fuse information by exploiting correlations not
only within a single modality but also across modalities. Techniques that ex-
ploit correlations within a modality include image meta-feature vector com-
bination and latent Dirichlet allocation-based image meta-feature extraction.
Another technique that exploits correlations between text and image cleans
images with text information.
This thesis reports experiments on real-world multimodal documents ac-
quired from Wikipedia and demonstrates the benefits of exploiting multi-
modalities in classification. In general, classification accuracies are improved
by using both text and image features. Further, experiments show that tech-
niques such as image cleaning with text and latent Dirichlet allocation-based
image meta-feature extraction are useful in aiding document classification.
This thesis is organized as follows: Chapter 2 introduces essential back-
ground regarding document classification and feature extraction. Chapter
3 discusses algorithms for multimodal document classification. Chapter 4
presents our experimental results. Chapter 5 summarizes the main points
and the contributions of this thesis.
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CHAPTER 2
BACKGROUND
2.1 Supervised Learning and Document Classification
Supervised learning is a topic in machine learning. In supervised learning,
there is a teacher and a learner. A teacher provides training data and their
corresponding outcomes to a learner, while a learner tries to learn how out-
comes are generated from data [18] [19]. Outcomes can be quantitative (such
as price of real estate) or categorical (such as it rains/it does not rain.)
Whether outcomes are quantitative or categorical depends on the applica-
tion. Data are usually represented by their features, which are believed to
have strong correlations with outcomes. The goal of the learner is to build a
prediction model that can predict outcomes with high accuracy given previ-
ously unseen data.
For document classification, documents are considered as data and their
corresponding categories are considered as outcomes. Categories are cate-
gorical outcomes. For example, we can categorize a news document into
“finance,” “politics,” or “sports.”
The document classification problem is formally defined as follows. Denote
by D the document space that contains all possible documents of interest,
and by C = {c1, c2, . . . , cm} a set of m predetermined categories. Each
document inD is assigned a real category by an unknown underlying function
g : D 7→ C. Given a set of n training documents d1, d2, . . . , dn ∈ D and their
corresponding categories l1, l2, . . . , ln ∈ C, design a function f : D 7→ C such
that given a new previously unseen data d ∈ D, the function f predicts the
true category g(d) with high accuracy. The function f is called a classifier.
Experiments on a corpus, or a collection of documents, are performed to
test the performance of a classification algorithm. Categories of documents
in a corpus are usually assigned manually via the following process. For each
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document in the corpus, a human will assign a category that is the most
relevant to the content of the document. The corpus is then partitioned
into two disjoint sets: a training set and a testing set. The training set is
processed by learners to generate a classifier, and the testing set is used to
evaluate the performance the classifier. Evaluation of goodness of a classifier
is addressed in detail in Section 4.1 of this thesis.
In document classification, the original data is too voluminous to be used
directly. Feature extraction techniques are used to capture relatively low-
dimensional features from intrinsic data. Feature extractors are designed to
extract features that are correlated with the outcome category. Feature ex-
traction techniques depend on the application and the nature of the data.
The following subsections discuss multimodal documents and the correspond-
ing feature extraction methods.
2.2 Multimodal Documents
Documents are often multimodal. Different modalities originate from differ-
ent physical sources, yet they usually have correlation with each other. For
example, movies consist of video and audio; weather data measurements in-
clude temperature, humidity, atomspheric pressure, etc. Modern documents
are no exception. While traditional documents are composed of text only,
technological advancements have made documents enhanced with image, au-
dio, or video easy to produce; such multimedia documents are more and
more popular. Each of these media can be considered as a modality. Since
documents are meant to store or communicate information, these modali-
ties are presumably highly correlated with each other. An example is shown
in Figure 2.1. In this thesis, “multimodal documents” refers to documents
containing text and image.
2.3 Text Feature Extraction
The most popular text document feature extraction method is bag-of-words
[10]. To extract features from a corpus, a dictionary is defined as a collection
of unique words contained in the corpus of interest. Each unique term in a
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Figure 2.1: An example of multimodal document titled “Rubik’s Cube”
[20]. The text and the image are highly correlated.
dictionary can be viewed as a feature. The feature vector for a document can
then be obtained by counting the occurrence of each term in the dictionary.
Given a set of d documents and its corresponding dictionary with t terms, a
term-frequency matrix is defined as a d× t matrix A ∈ Rd×t. Each element
A(i, j) in A, where i ∈ {1, 2, . . . , d} and j ∈ {1, 2, . . . , t}, is defined as the
frequency of the jth word in the dictionary in the ith document of the dataset.
The text feature vector for the ith document is the ith row of matrix A.
For example, if we have three documents, [a b b c], [b c a a], and [b b c d],
the dictionary is defined as the set {a, b, c, d}. The term-frequency matrix
for this dataset will be:
A =


1 2 1 0
2 1 1 0
0 2 1 1

 .
However, not all terms in a dictionary are highly correlated with the se-
mantic category of a document. To remove such terms, two main techniques
are used. One method is known as stop-words elimination [7], which observes
words such as “the” and “and,” which convey no discriminative information
about the category of a document. Another method is document-frequency
thresholding, which removes infrequent words because they are too rare to
be used to draw trustworthy interpretations. In our work, these two tech-
niques are applied to a term-frequency matrix to reduce dimensionality of
text feature vectors.
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Tools for building term-frequency matrices from document collections are
widely available [21]. They provide good functionality in removing irrelevant
features from a term-frequency matrix. They also provide a variety of post-
processing tools for term-frequency matrices, which are useful in representing
different types of documents [22].
2.4 Image Feature Extraction
Bag-of-features is a technique which uses local features to represent an image.
It has been found to be more useful than global features in image classification
and object recognition [23] [24] [25].
The underlying idea can be parallel compared to bag-of-words. The fea-
ture for an image is obtained by computing a visual term-frequency vector.
However, there are three key differences between visual words and regular
words. First, unlike bag-of-words, which uses every word in the document,
not every pixel forms a visual word. Only visually significant points of inter-
est are taken into account. Methods for locating points of interest have been
actively researched in the computer vision community. Points of interest are
typically determined using geometrically meaningful feature point detectors
[26] [27]. Remarkably, random sampling techniques have also shown to be
useful for determining interest points [28].
Second, for performance reasons, sampled patches are not directly used
but are represented by descriptors [29], [30]. Scale-invariant feature trans-
form (SIFT) descriptors [31] are known to be amongst the most competitive
image descriptors [30] and are employed in our work. Finally, there is no
predetermined dictionary for visual words. Usually, a dictionary is created
via training processes using unsupervised learning algorithms, such as hi-
erarchical k-means (HKM) clustering [28] or approximate k-means (AKM)
clustering [32]. Each patch is then assigned the visual word that corresponds
to its nearest neighbor in the dictionary.
The feature vector generation process is then straightforward. For a set
of d images and a visual dictionary with t terms, a visual feature-frequency
matrix is defined as a d × t matrix B ∈ Rd×t. Each element B(i, j) in B,
where i ∈ {1, 2, . . . , d} and j ∈ {1, 2, . . . , t}, is the frequency of the jth visual
word of the dictionary in the ith image of the dataset. The image feature
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vector for the ith image is the ith row of B.
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CHAPTER 3
CLASSIFICATION ALGORITHMS
As discussed in Chapter 2, text and images both carry significant informa-
tion that helps the classification process, yet they differ greatly in nature
and dimensionality. Also, their correlations are not easy to identify in their
native (low-level) form. In this chapter, we explore and discuss classification
algorithms that process and exploit both modalities in a unified framework.
Our framework is shown in Figure 3.1 and consists of two stages from which
we build a meta-classifier.
Meta-classifiers are classifiers that do not directly observe features but ob-
serve outputs of base classifiers to make final decisions. Meta-classification
approaches first bring multimodal information to a common ground where
correlations can be identified and exploited more easily. The first stage pro-
cesses both modalities individually and synthesizes a meta-feature vector.
The second stage observes the meta-features and makes a classification de-
cision. This chapter presents our classification algorithms in this unified
framework.
3.1 Concatenate and Classify
The most naive and straightforward method is to concatenate both text and
image features as a meta-feature. Due to the characteristics of text and image
features, the performance of this kind of classifier is generally dominated by
text. In general this method is not robust and depends heavily on how text
and image features are generated. The following algorithms and approaches
are designed to be more robust to different situations.
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Figure 3.1: Our Unified Framework for Multimodal Document
Classification.
3.2 Meta-Classification with Support Vector Machines
Support Vector Machines (SVM)-based meta-classification is illustrated in
Figure 3.2. SVM is a widely used learning technique which finds the margin-
maximizing hyperplane in a feature space [33]. Margin maximization has
strong theoretic backing [34] in structural risk minimization which aims to
bound the generalization error of a classifier. The general form of the decision
function f of a SVM classifier may be written as
f(x) =
Ns∑
i=1
αi.yi.K(si,x) + b, (3.1)
where x is the multi-dimensional feature vector; si, 1 ≤ i ≤ Ns, the support
vectors; Ns, the number of support vectors; and yi ∈ {1,−1}, the true label of
the ith training datum. The positive Lagrange multipliers αi’s and hyperplane
parameter b are determined by solving the constrained optimization problem
that arises from margin maximization. A binary decision of {1,−1} is made
depending on whether or not f(x) > 0. A soft-output is the exact numerical
value of f(x), and its magnitude can be intepreted as the “confidence” of the
classifier.
Given a set of training documents, the text and image features are first
9
Figure 3.2: SVM-Based Meta-Classification.
extracted using the techniques mentioned in Section 2.3 and Section 2.4 re-
spectively. There are two popular methods to decompose a multiclass classifi-
cation problem into several binary classification problems. They are referred
to as one-against-all and one-against-one [35]. Given a multimodal document
database with m categories, to train a multiclass classifier in a one-against-
all manner, m base SVM classifiers for text and m base SVM classifiers for
images are trained individually. The ith classifier, i = 1, . . . ,m, is trained
to predict if a testing example (image/text) belongs to the ith category or
not. Let a positive soft-output from the ith classifier indicate that a test-
ing example belongs to the ith class. The multiclass classification decision is
given as fˆ(x) = argmaxi=1,...,mfi(x), where fˆ(x) is the one-against-all mul-
ticlass classifier; fi, the i
th base classifier; x ∈ Rt, the feature vector of a
testing example; and t, the dimension of a feature vector. In a one-against-
one [36] formation, classifiers are trained pairwise between classes. Given
new examples, predictions are made based on majority vote from all classi-
fiers. According to Hsu and Lin [37], one-against-one multiclass SVMs are
more suitable for practical use than than one-against-all SVMs in solving
multiclass classification problems.
To exploit the fact that SVM soft-outputs can convey “confidence” about
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the classification results. Instead of using fˆ(x), soft-outputs of base classifiers
are concatenated and used to represent document features in a new space.
This concatenated feature is referred as a meta-feature. Given a multimodal
training/testing example and sets of base classifiers of each modality, soft-
outputs obtained from base classifiers of each modality are combined into a
meta-feature.
For a given document, let xt denote the vector of meta-feature from a
text-based SVM. An interesting challenge presents itself in constructing the
corresponding vector from images, since the number of images in each doc-
ument may vary. We therefore need a strategy to get a single representative
feature vector xi for all images in a document.
Given a document with p images, one first obtains meta-feature vectors
xi1,xi2, . . . ,xip by applying image-based SVMs to each of p images. Two
strategies are then used to compute xi. These strategies are summarized
in Table 3.1. The first strategy simply computes xi as an average of meta-
features xi =
∑ p
l=0xil. The implicit assumption is that each image in a
document has the same importance.
The above may of course not always be true. Instead, as is observed in
practice, a dominant image type may appear in a document. This situation is
handled using our second strategy in Table 3.1. We first apply k-means clus-
tering [38] on xi1,xi2, . . . ,xip. Let k be the number of clusters, xµ1, . . . ,xµk
be the mean of the clusters, and Nj, j = 1, 2, .., k, be the number of images
that belong to the kth cluster. The second strategy takes xi = xµk′ as the
representative feature vector, where xµk′ is the mean of the largest cluster.
The meta-feature vector for the document xm is then defined as the con-
catenation of xt and xi. Meta-classifiers are then trained on meta-features.
Similar strategies in Table 3.1 can also be applied to visual term-frequency
vectors. In such way, the result is a representative image feature vector for
a document. Representative image feature vectors are then processed by
image-based classifiers to obtain meta-features. We denote the counterpart
of strategy 1 on image features as strategy 3 and the counterpart of strategy
2 on image features as strategy 4.
In employing SVMs, the choice of kernel K(si,x) is often important and
application/feature dependent. Linear kernels are employed on text fea-
tures in the first stage (see Figure 3.2), since bag-of-words features are high-
dimensional and sparse [10]. Linear kernels and radial basis function (RBF)
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kernels both used bag-of-feature features, depending on dimensionality of
visual term-frequency vectors. Meta-classifiers are always used with RBF
kernels. In general we choose linear kernels for features with higher dimen-
sions and higher sparsity, RBF kernels for features with lower dimensions
and lower sparsity [39].
Table 3.1: Strategies for Combining Meta-features from Multiple Images.
Strategy 1: Average
Given: A set of vectors xi1,xi2, . . . ,xip.
Output: xi =
∑ p
l=0xil
Strategy 2: Mean of Largest Cluster
Given: A set of vectors xi1,xi2, . . . ,xip.
Step1: Apply k-means clustering to xi1,xi2, . . . ,xip.
Step2: Find the mean of the largest cluster xµk′ .
Output: xi = xµk′
3.3 Meta-Classification via Adaboost
Boosting has its roots in a theoretical framework called probably approx-
imately correct (PAC) learning [40]. The question asked by boosting is
whether weak learners that perform slightly better than random guessing
can be boosted into a significantly more accurate strong learning algorithm.
A breakthrough came in 1995 with the development of the Adaboost al-
gorithm [41], which iteratively determines weights on each weak learner to
combine them into a final strong learner.
Adaboost maintains a distribution or set of weights over the training set.
Initially, all weights are set equally; but in each round, the weights of incor-
rectly classified examples are increased so that the weak learner is forced to
focus on the hard examples in the training set. Figure 3.3 shows our applica-
tion of Adaboost to a meta-classifier. Table 3.2 outlines the actual steps used
in the Adaboost algorithm. In Table 3.2, S is the training set of meta-features
obtained from the first stage of the classifiers in Figure 3.3, and N denotes
the total number of training samples. The hypotheses {ft(x)}
T
t=1 correspond
to the weak learners which are neural network-based classifiers trained on S,
and T denotes the number of weak learners. In our design, typical values of
12
Figure 3.3: Meta-Classification via Adaboost.
T varied from 10 to 20. The final hypothesis F (x) is a weighted majority
vote of T weak hypotheses, where βt is the weight assigned to ft.
Table 3.2: The Adaboost Learning Algorithm [42].
1. Given (xi, yi), i = 1, 2, . . . , N where xi ∈ S, yi ∈ {1,−1}
2. Initialize D1(i) =
1
N
, i = 1, 2, . . . , N
3. Repeat for t = 1, 2, . . . , T :
(a) Train weak learner using distribution Dt
(b) Calculate weak hypothesis ft : S −→ {1,−1} with error ǫt
(c) Choose βt =
1
2
ln(1−ǫt
ǫt
)
(d) Update Dt(i) to Dt+1(i) using βt, yi, and ft(xi)
3. Output decision function F (x) = sign[
∑
T
t=1βtft(x)].
3.4 Cleaning Image with Text Information
As it has been reported in our conference paper [43], image classifiers are
always outperformed by text classifiers for the task of document classification.
Also, as the image classifiers perform better, the meta-classifiers perform
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better as well. This points towards developing techniques that improve image
classification performance. In general this is a hard problem, yet in our case
we can exploit the fact that we have two correlated modalities.
Data cleaning originated from database applications [44]. Cleaning is used
to detect, correct, or remove corrupt or inaccurate data. Data cleaning has
been applied to training data cleaning for text classification [45] and compu-
tational linguistics [46]. More applications are mentioned in [45]. However,
as far as we know, no work has involved in data cleaning for multimodal
document classification.
For unimodal documents, a training datum is cleaned by comparing the
true label and the prediction. Since true labels are not available for testing
data, only training data can be cleaned. For multimodal documents, pre-
dictions from one modality are used as the true labels to clean testing data.
Text classifiers are generally better and are selected as the baseline to clean
images.
Our multimodal image cleaning algorithm is summarized in Table 3.3.
Images are picked according to the L1 distances from image meta-features to
the text meta-feature. Only the k images with the smallest L1 distance are
used for further processing. Figure 3.4 illustrates SVM-based meta-classifiers
with image cleaning.
Table 3.3: The Image Cleaning Algorithm.
1. Given a text classifier and an image classifier.
Given a multimodal document with text and p images.
2. Compute the meta-feature for the text xt and the images xi1,xi2, . . . ,xip.
3. Compute Dj = ‖xt − xij‖1 for j = 1, . . . , p.
4. Discard all but the k images that correspond to the smallest k Dj’s.
To perform image cleaning, we first train both text and image classifiers
with all training data. Image cleaning is performed given the aid of the text
classifier. A image classifier is then retrained on the cleaned dataset. For
testing and training datasets, we have the option of using only cleaned images
or the all images. These options are summarized in Table 3.4.
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Table 3.4: Meta-Feature Computation Options in Our Image Cleaning
Framework.
Use Cleaned Training Data? Use Cleaned Testing Data?
1 Yes No
2 Yes No
3 No Yes
4 No No
Figure 3.4: SVM-Based Meta-Classification with Image Cleaning.
3.5 Latent Dirichlet Allocation-Based Image
Meta-Feature Extraction
Latent Dirichlet allocation (LDA) is a generative topic model that employs
a set of hidden topic variables to explain observed term-frequency data [47].
LDA shares similar ideas with other topic modeling techniques such as la-
tent semantic indexing (LSI) [48] and probabilistic latent semantic indexing
(pLSI) [49]. In LDA, each document is viewed as a mixture of various topics,
where topic distributions are assumed to follow a Dirichlet prior. Figure 3.5
shows the graphical model of LDA. There w is the term-frequency vector of
a document, z are hidden topic variables, θ are the parameters of the top-
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ics, β are the probabilities of generating a word given a topic, and α is the
parameter for a Dirichlet distribution.
Figure 3.5: The graphical model of the LDA.
For example, consider an LDA model with two topics: “CAT” and “DOG.”
Topic “CAT” has higher probability of generating words such as “milk,”
“meow,” “kitten,” and “cat.” Topic “DOG” likewise has higher probability
of generating words such as “puppy,” “bark,” and “bone.” Words without
special relevance to these two topics, such as “computer,” “dividend,” “and,”
or “that,” will have roughly even probability under “CAT” and “DOG.”
LDA assumes that each document is generated by a four-step process: (1)
pick the number of words from a Poisson distribution, (2) pick a multinomial
distribution over topics from a Dirichlet distribution, (3) pick a topic for each
word, and (4) pick each word individually from a multinomial probability
distribution conditioned on the topic.
LDA is widely used in the area of text mining [50] [51]. Application of
topic modeling techniques to a visual term-frequency matrix is also popular.
Fei-fei [52] used a variant of LDA to learn natural scene categories. Sivic et
al. [53] used pLSI and LDA models to discover object categories in a set of
unlabeled images.
Bag-of-features feature representation originated from image classification,
where each image contains a certain type of object. This is, however, not
the case in multimodal documents. Multimodal documents often contain
more than one type of images. For example, an article about a city may
contain photos of the city, maps of the city, the flag of the city, or even the
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photo of the current mayor of the city. Figure 3.6 shows an example of a
multimodal document about a city. In view of the characteristics of images in
multimodal documents, LDA is applied to visual term-frequency matrices.
Analogously to [52] [53], we can view each type of image as a topic and
find the distribution of the topics (types of image) for each document. The
image topic distribution is then taken as image features. Image features are
further processed by SVMs to generate meta-features that share the same
common ground as the text-based meta-features. Image meta-features are
then concatenated with text meta-features to perform meta-classification.
The integration between LDA based meta-features and our framework is
depicted in Figure 3.7.
Figure 3.6: An example of multimodal document titled “Taipei” [54]. This
document contains a satellite image, a map, a flag, a seal, and the city’s
photos.
17
Figure 3.7: LDA Image Topic Meta-Feature extraction with SVM-Based
Meta-Classification.
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CHAPTER 4
EXPERIMENTAL RESULTS
4.1 Performance Evaluation
Recall, precision, and F1-score are widely used to evaluate the performance
of classification algorithms [10].
Let f(x) denote the designed classifier, m the number of classes, and xj
the jth test sample, whose true label is yj ∈ {1, 2, . . . ,m}. We define:
• f++: the number of testing data for which f(xj) = k and yj = k,
• f+−: the number of testing data for which f(xj) = k and yj 6= k, and
• f−+: the number of testing data for which f(xj) 6= k and yj = k.
Recall and precision for the kth class, where k ∈ {1, 2, . . . ,m}, are defined
as:
Recallk(f) =
f++
f++ + f−+
Precisionk(f) =
f++
f++ + f+−
.
Clearly, there is a trade-off between the two quantities. The F1-score, is
the harmonic mean of recall and precision and is often used to evaluate the
performance of the classifier:
F1k(f) =
2Recallk(f)Precisionk(f)
Recallk(f) + Precisionk(f)
.
The higher F1k is, the better the classification performance is. We use F1-
scores to evaluate the performance of our algorithms.
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4.2 Dataset Collection
A key challenge in evaluating multimodal document classification algorithms
is the choice of a suitable real-world dataset. Unlike conventional text-based
document classification where there are well-established benchmarks such as
20 Newsgroups [55] and Reuters-21578 [56], real-world benchmarks are not
readily available for multimodal document classification.
Results on synthetic datasets are not convincing and can often be mislead-
ing. To work with real-world multimodal documents, we have used web-page
documents from Wikipedia selection for schools 2008/2009 edition [57]. This
database contains around 5,500 articles and is about the size of a 20-volume
encyclopedia. Each document contains text and a number of images generally
ranging from 3 to 20. As we conjectured earlier, the images can be qualita-
tively seen to relate well to the text in a document. For example, an article
titled “Clarinet” [58] from “music” category contains images of clarinets and
people playing clarinets. Also, different categories contain different types of
images. As shown in Figure 4.1, documents in “musical instruments” may
contain images of musical instruments and notes, while documents in “per-
formers and composers” may contain images of people, as shown in Figure
4.2. The statistics and details of the database are listed in Table 4.1.
Figure 4.1: Sample documents from “musical instruments.”
The advantages of working with the Wikipedia database are that it is
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Figure 4.2: Sample documents from “performers and composers.”
widely used, easily accessible, and comes with manually preassigned labels.
The significant challenge, however, is that many document categories contain
a small number of documents, and that means fewer documents are available
for training.
4.3 Results
We experimented with the strategies discussed in Section 3.2 and 3.3 with
the first four data collections listed in Table 4.2. These results are reported in
our conference paper [43]. The first two sets (labeled 1 and 2) are composed
of three to four categories. In realistic databases, sometimes categories can
be a subset of main categories. Two following document collections (labeled
3 and 4) are created with subsets of an umbrella category. The fifth and
sixth datasets are explained later.
We randomly partition document collections into training and testing sets.
Due to the limited number of documents, ten documents are used as training
data for each category. Multiclass classification is done in a one-against-all
manner.
Recall, precision, and their harmonic mean F1 are reported for each class in
Table 4.3 for document collection 1. Analogous results for document collec-
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Table 4.1: Categories of Wikipedia Selection for Schools.
Name Number of Number of Number of
Documents Images Subcategories
art 86 602 1
business 141 1273 4
citizenship 311 2415 9
design and technology 282 2655 5
everyday life 430 3882 11
geography 1198 19273 17
history 836 6388 11
information technology 86 354 5
language and literature 197 842 8
math 263 1027 1
music 168 654 4
people 751 5326 19
religion 176 1029 6
science 1205 7226 3
tions 2 to 4 are reported in Tables 4.4 – 4.6. In these tables, RI , PI represent
recall and precision for document classification based on image features only.
Likewise, RT , PT represent recall and precision of document classification
based on text features only. The F1-scores FI , FT are analogous. Symbols
with subscripts ADA − i, i = 1, 2 represent meta-classification results using
Adaboost with image meta-feature vector combination strategy i (as defined
in Table 3.1), and symbols with subscripts SVM − i represent analogous
results using the SVM-based meta-classifier. MAXi stands for maximum
improvement for the corresponding image feature vector combination strat-
egy i. This quantity is given by
max(FADA−i −max(FT , FI), FSVM−i −max(FT , FI)).
The numbers after ± in Tables 4.3 – 4.6 are estimated standard deviations
and are given by
σi =
√
pi(1− pi)
ni − 1
,
where pi is the recall, precision, or F1-score for class i, and ni is the number
of documents in class i.
Improvements are observed from both SVM- and Adaboost-based meta-
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Table 4.2: Selected Datasets for Wikipedia.
Set Name Number of Number of
Documents Images
1.1 art 86 602
1 1.2 business 141 1273
1.3 information technology 86 354
1.4 religion 176 1029
2.1 design and technology 282 2655
2 2.2 math 263 1027
2.3 music 168 654
3.1 science.biology 771 4526
3 3.2 science.chemistry 162 793
3.3 science.physics 251 1907
4.1 music.musical genres 31 146
styles eras and events
4.2 music.musical instruments 37 220
4 4.3 music.musical recordings 33 37
and compositions
4.4 music.performers and 67 251
composers
5.1 geography 19273 602
5 5.2 history 836 6388
5.3 people 751 5326
5.4 science 1205 7226
6 6.1 geography 19273 602
6.2 science 1205 7226
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Table 4.3: Recall, Precision, and F1-score for Set 1 [43].
1.1 1.2 1.3 1.4 Average
RI 51.7± 5.8% 25± 3.8% 37.4± 5.6% 61.4± 3.8% 43.9%
RT 84.5± 4.2% 98.6± 1.0% 68.2± 5.4% 69.3± 3.6% 80.2%
RADA−1 96.6± 2.1% 86.1± 3.0% 76.6± 4.9% 85± 2.8% 86.1%
RADA−2 87.9± 3.8% 97.2± 1.4% 68.2± 5.4% 78± 3.2% 82.8%
RSVM−1 91.4± 3.2% 97.2± 1.4% 66.4± 5.5% 76.4± 3.3% 82.8%
RSVM−2 87.9± 3.8% 97.2± 1.4% 62.6± 5.6% 80.3± 3.1% 82.0%
PI 41.1± 5.7% 32.1± 4.1% 50± 5.8% 50.3± 3.9% 43.4%
PT 90.7± 3.4% 48.3± 4.4% 98.7± 1.3% 98.9± 0.8% 84.1%
PADA−1 86.2± 4.0% 67.4± 4.1% 96.5± 2.1% 88.5± 2.5% 84.6%
PADA−2 82.3± 4.4% 63.6± 4.2% 91.3± 3.3% 88.4± 2.5% 81.4%
PSVM−1 80.3± 4.6% 62.5± 4.2% 92.2± 3.1% 89± 2.4% 81.0%
PSVM−2 77.3± 4.8% 63.1± 4.2% 93.1± 2.9% 88.7± 2.5% 80.5%
FI 45.8± 5.8% 28.1± 3.9% 42.8± 5.7% 55.3± 3.9% 43.0%
FT 87.5± 3.8% 64.8± 4.2% 80.7± 4.6% 81.5± 3.0% 78.6%
FADA−1 91.1± 3.3% 75.6± 3.8% 85.4± 4.1% 86.7± 2.6% 84.7%
FADA−2 85± 4.1% 76.9± 3.7% 78.1± 4.8% 82.8± 2.9% 80.7%
FSVM−1 85.5± 4.1% 76.1± 3.7% 77.2± 4.8% 82.2± 3.0% 80.2%
FSVM−2 82.3± 4.4% 76.5± 3.7% 74.9± 5.0% 84.3± 2.8% 79.5%
MAX1 3.6% 11.2% 4.8% 5.3% 6.2%
MAX2 −2.5% 12.1% −1.8% 1.4% 2.3%
classifiers, validating our intuition that augmenting classifier decisions with
image features can improve document classification results and does not
acutely depend on the choice of the classifier. We can also observe that
the best strategy for combining features from multiple images depends on
the document collection. Given a new document collection, prior knowledge
of the collection may be useful for picking a strategy beforehand.
If we view recall, precision, or F1-score as estimates of the unknown pa-
rameter of a Bernoulli distribution, the formula
σi =
√
pi(1− pi)
ni − 1
gives the estimate of the standard deviation of recall, precision, or F1-score.
It is more desirable to have higher improvement-to-standard-deviation ratio.
The previous analysis suggests using larger datasets. The fifth and sixth
datasets are therefore compiled by categories that contain more than 500
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Table 4.4: Recall, Precision, and F1-score for Set 2 [43].
2.1 2.2 2.3 Average
RI 91.7± 1.7% 75.5± 2.7% 43.9± 3.1% 70.4%
RT 65.6± 2.9% 94.3± 1.5% 69.9± 2.9% 76.6%
RADA−1 93.7± 1.5% 90.6± 1.8% 78.9± 2.5% 87.7%
RADA−2 91.3± 1.7% 91.7± 1.7% 73.2± 2.8% 85.4%
RSVM−1 92.1± 1.6% 91.2± 1.8% 82.9± 2.3% 88.7%
RSVM−2 92.5± 1.6% 90.6± 1.8% 78.1± 2.6% 87.1%
PI 71.6± 2.7% 94.2± 1.5% 60± 3.1% 75.3%
PT 95.4± 1.3% 61.4± 3.1% 86.9± 2.1% 81.2%
PADA−1 88.1± 2.0% 96.7± 1.1% 81.5± 2.4% 88.8%
PADA−2 86.8± 2.1% 89.3± 1.9% 85.7± 2.2% 87.3%
PSVM−1 90.3± 1.8% 94.6± 1.4% 81.6± 2.4% 88.8%
PSVM−2 87.6± 2.0% 91.1± 1.8% 87.3± 2.1% 88.7%
FI 80.4± 2.4% 83.8± 2.3% 50.7± 3.1% 71.6%
FT 77.7± 2.5% 74.3± 2.8% 77.5± 2.6% 76.5%
FADA−1 90.8± 1.8% 93.6± 1.5% 80.2± 2.5% 88.2%
FADA−2 89± 1.9% 90.5± 1.8% 78.9± 2.5% 86.1%
FSVM−1 91.2± 1.7% 92.8± 1.6% 82.3± 2.4% 88.8%
FSVM−2 90± 1.8% 90.9± 1.8% 82.4± 2.4% 87.8%
MAX1 10.8% 9.7% 4.8% 8.4%
MAX2 8.6% 6.7% 3.5% 6.3%
documents. Statistics of the datasets are summarized in Table 4.2. The fifth
dataset contains 4 categories, and the sixth dataset contains two categories.
Experiments with 50 training documents per category are performed. Each
category is randomly partitioned into a training dataset and a testing dataset.
10 and 20 runs are performed on dataset 5 and 6, respectively. Multiclass
classification is done in a one-against-one manner. To evaluate the perfor-
mance of image cleaning techniques and LDA-based meta-features, we take
image meta-feature vector combination strategy 1 as the baseline. Image
cleaning and LDA-based image meta-feature extraction are experimented
with using the baseline strategy.
Average results are summarized in Table 4.7 and Table 4.8. We also sum-
marize improvements of F1-score in Table 4.9. We define ∆F as a shorthand
for F − FT . The numbers after ± are the sample standard deviations.
Following conventions described earlier, R, P , F represent recall, precision,
and F1-score, respectively. Subscript CON − i represents concatenating fea-
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Table 4.5: Recall, Precision, and F1-score for Set 3 [43].
3.1 3.2 3.3 Average
RI 17.2± 1.4% 58.9± 4.0% 82± 2.5% 52.7%
RT 92.9± 0.9% 61± 4.0% 55.3± 3.2% 69.7%
RADA−1 86.3± 1.2% 92.9± 2.1% 73.7± 2.8% 84.3%
RADA−2 86± 1.3% 90.8± 2.4% 72.4± 2.9% 83.0%
RSVM−1 88.9± 1.1% 78.7± 3.3% 76± 2.8% 81.2%
RSVM−2 88.5± 1.2% 76.6± 3.4% 72.8± 2.9% 79.3%
PI 88.6± 1.2% 57.2± 4.0% 22.4± 2.7% 56.1%
PT 83.8± 1.3% 65.2± 3.9% 81.6± 2.5% 76.9%
PADA−1 94.3± 0.8% 60.6± 4.0% 78.8± 2.6% 77.9%
PADA−2 93.4± 0.9% 59.5± 4.0% 78.5± 2.7% 77.1%
PSVM−1 92.4± 1.0% 70.3± 3.7% 72.7± 2.9% 78.4%
PSVM−2 91.8± 1.0% 67.5± 3.8% 70.5± 2.9% 76.6%
FI 28.8± 1.6% 58± 4.0% 35.2± 3.1% 40.7%
FT 88.1± 1.2% 63± 3.9% 65.9± 3.1% 72.4%
FADA−1 90.1± 1.1% 73.4± 3.6% 76.2± 2.7% 79.9%
FADA−2 89.5± 1.1% 71.9± 3.7% 75.3± 2.8% 78.9%
FSVM−1 90.6± 1.1% 74.2± 3.6% 74.3± 2.8% 79.7%
FSVM−2 90.1± 1.1% 71.8± 3.7% 71.7± 2.9% 77.8%
MAX1 2.5% 11.2% 10.3% 8.0%
MAX2 1.4% 8.9% 9.4% 6.6%
tures directly from each modality (Section 3.1) using image meta-feature
vector combination strategy i. Subscript SVM − i represents SVM-based
meta-classifiers (Section 3.2) using image meta-feature vector combination
strategy i. CLN − j represents image cleaning techniques (Section 3.4) with
the jth cleaning option listed in Table 3.4. LDA refers to using LDA-based
image meta-feature-extractors (Section 3.5).
We make the following observations. Concatenating feature vectors di-
rectly is not robust. The performance is dominated by text, since text fea-
tures are favored by the linear kernel, which is used in our experiments. Con-
catenating feature vectors does not show improvements neither in dataset 5
nor in dataset 6.
Improvements are seen in row 3 to row 11 in Table 4.9. Meta-classifiers suc-
cessfully exploited the fact that text and image features consist of correlated
or complementary information; hence, combining both modalities increases
performance. Comparing among ∆FSVM−1 through ∆FSVM−4, we conclude
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Table 4.6: Recall, Precision, and F1-score for Set 4 [43].
4.1 4.2 4.3 4.4 Average
RI 15.4± 8.1% 100± 0.0% 40± 10.4% 63.3± 6.4% 54.7%
RT 69.2± 10.3% 92.6± 5.1% 80± 8.5% 67.3± 6.3% 77.3%
RADA−1 53.8± 11.1% 100± 0.0% 80± 8.5% 79.6± 5.4% 78.4%
RADA−2 53.9± 11.1% 100± 0.0% 100± 0.0% 77.6± 5.6% 82.9%
RSVM−1 69.2± 10.3% 96.3± 3.7% 40± 10.4% 87.8± 4.4% 73.3%
RSVM−2 69.2± 10.3% 96.3± 3.7% 80± 8.5% 83.7± 4.9% 82.3%
PI 50± 11.2% 55.1± 9.8% 33.3± 10.0% 88.6± 4.2% 56.8%
PT 69.2± 10.3% 71.5± 8.9% 30.8± 9.8% 100± 0.0% 67.9%
PADA−1 87.5± 7.4% 75± 8.5% 40± 10.4% 97.5± 2.1% 75.0%
PADA−2 70± 10.2% 73± 8.7% 71.4± 9.6% 95± 2.9% 77.4%
PSVM−1 75± 9.7% 89.7± 6.0% 50± 10.7% 87.8± 4.4% 75.6%
PSVM−2 75± 9.7% 81.3± 7.6% 66.7± 10.0% 93.2± 3.4% 79.0%
FI 23.5± 9.5% 71.1± 8.9% 36.4± 10.3% 73.8± 5.9% 51.2%
FT 69.2± 10.3% 80.7± 7.7% 44.4± 10.6% 80.5± 5.3% 68.7%
FADA−1 66.7± 10.5% 85.7± 6.9% 53.3± 10.6% 87.6± 4.4% 73.3%
FADA−2 60.9± 10.9% 84.4± 7.1% 83.3± 8.0% 85.4± 4.7% 78.5%
FSVM−1 72± 10.0% 92.9± 5.0% 44.4± 10.6% 87.8± 4.4% 74.3%
FSVM−2 72± 10.0% 88.1± 6.4% 72.7± 9.5% 88.2± 4.3% 80.3%
MAX1 2.8% 12.2% 8.9% 7.3% 7.8%
MAX2 2.8% 3.7% 38.9% 8.6% 13.5%
that the best strategy depends on the document collection. There is no best
strategy for image meta-feature vector combination. Comparing ∆FSVM−1
with ∆FCLN−1, ∆FCLN−2, ∆FCLN−3, ∆FCLN−4 and ∆FLDA, improvements
are observed from dataset 5 while performance degrades in dataset 6. This
difference is due to the nature of datasets. Datasets with different natures
benefit from different strategies and techniques.
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Table 4.7: Recall, Precision, and F1-score for Set 5.
5.1 5.2 5.3 5.4 Average
RI 23.7% 26.4% 35.9% 37.7% 30.9%
RT 85.1% 70.3% 74.1% 90.4% 80.0%
RCON−1 84.5% 69.9% 75.0% 89.7% 79.8%
RCON−2 84.6% 69.9% 74.1% 89.6% 79.6%
RSVM−1 89.5% 71.3% 71.8% 87.0% 79.9%
RSVM−2 90.0% 68.7% 72.2% 87.5% 79.6%
RSVM−3 84.8% 73.0% 75.1% 91.2% 81.0%
RSVM−4 84.8% 73.1% 75.1% 91.1% 81.0%
RCLN−1 85.5% 70.5% 77.9% 91.9% 81.4%
RCLN−2 85.8% 70.6% 77.8% 91.3% 81.4%
RCLN−3 86.4% 71.2% 75.3% 91.0% 81.0%
RCLN−4 86.6% 70.6% 75.6% 91.0% 80.9%
RLDA 84.1% 73.0% 77.0% 91.7% 81.5%
PI 63.5% 20.6% 24.9% 31.3% 35.1%
PT 91.6% 69.4% 75.4% 81.2% 79.4%
PCON−1 92.1% 69.4% 73.9% 80.3% 78.9%
PCON−2 92.1% 68.8% 74.1% 80.0% 78.7%
PSVM−1 88.8% 70.3% 76.6% 87.5% 80.8%
PSVM−2 87.7% 72.3% 76.2% 86.8% 80.7%
PSVM−3 93.3% 69.3% 75.4% 82.1% 80.0%
PSVM−4 93.3% 69.3% 75.5% 82.1% 80.0%
PCLN−1 93.4% 71.0% 74.8% 82.4% 80.4%
PCLN−2 93.1% 71.3% 74.7% 82.7% 80.4%
PCLN−3 91.9% 71.4% 76.6% 82.4% 80.6%
PCLN−4 91.9% 72.1% 76.3% 82.2% 80.6%
PLDA 93.6% 69.5% 75.6% 81.8% 80.1%
FI 31.1% 19.4% 25.1% 27.9% 25.9%
FT 88.1% 69.8% 74.6% 85.4% 79.5%
FCON−1 88.1% 69.5% 74.3% 84.6% 79.1%
FCON−2 88.1% 69.3% 73.9% 84.4% 78.9%
FSVM−1 89.0% 70.3% 73.9% 87.1% 80.1%
FSVM−2 88.8% 70.2% 73.9% 87.0% 80.0%
FSVM−3 88.8% 71.1% 75.0% 86.2% 80.3%
FSVM−4 88.8% 71.1% 75.1% 86.2% 80.3%
FCLN−1 89.2% 70.6% 76.1% 86.8% 80.7%
FCLN−2 89.2% 70.8% 76.0% 86.7% 80.7%
FCLN−3 89.0% 71.1% 75.7% 86.3% 80.5%
FCLN−4 89.1% 71.1% 75.8% 86.2% 80.6%
FLDA 88.6% 71.1% 76.2% 86.4% 80.6%
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Table 4.8: Recall, Precision, and F1-score for Set 6.
6.1 6.2 Average
RI 33.2% 78.9% 56.1%
RT 89.1% 95.8% 92.4%
RCON−1 88.7% 94.6% 91.7%
RCON−2 87.9% 94.8% 91.4%
RSVM−1 93.3% 93.0% 93.1%
RSVM−2 93.3% 92.5% 92.9%
RSVM−3 93.2% 92.3% 92.7%
RSVM−4 92.8% 92.7% 92.8%
RCLN−1 93.1% 92.6% 92.9%
RCLN−2 93.2% 92.8% 93.0%
RCLN−3 93.0% 92.6% 92.8%
RCLN−4 93.3% 92.2% 92.8%
RLDA 91.6% 93.8% 92.7%
PI 77.5% 40.7% 59.1%
PT 97.4% 83.7% 90.6%
PCON−1 96.7% 83.0% 89.8%
PCON−2 96.8% 82.1% 89.4%
PSVM−1 95.9% 88.9% 92.4%
PSVM−2 95.6% 88.9% 92.3%
PSVM−3 95.5% 88.7% 92.1%
PSVM−4 95.7% 88.3% 92.0%
PCLN−1 95.7% 88.7% 92.2%
PCLN−2 95.8% 88.8% 92.3%
PCLN−3 95.7% 88.5% 92.1%
PCLN−4 95.5% 88.9% 92.2%
PLDA 96.3% 86.7% 91.5%
FI 42.4% 51.5% 46.9%
FT 93.0% 89.3% 91.1%
FCON−1 92.5% 88.4% 90.4%
FCON−2 92.1% 87.9% 90.0%
FSVM−1 94.5% 90.8% 92.7%
FSVM−2 94.4% 90.6% 92.5%
FSVM−3 94.3% 90.4% 92.3%
FSVM−4 94.2% 90.3% 92.3%
FCLN−1 94.4% 90.5% 92.4%
FCLN−2 94.4% 90.6% 92.5%
FCLN−3 94.3% 90.4% 92.4%
FCLN−4 94.4% 90.5% 92.4%
FLDA 93.8% 90.0% 91.9%
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Table 4.9: Improvements of F1-scores for Datasets 5 and 6.
5 6
∆FCON−1 −0.36± 1.02% −0.71± 1.20%
∆FCON−2 −0.54± 1.14% −1.13± 1.51%
∆FSVM−1 0.60± 1.30% 1.54± 1.35%
∆FSVM−2 0.48± 1.27% 1.35± 1.30%
∆FSVM−3 0.79± 0.65% 1.20± 1.35%
∆FSVM−4 0.80± 0.63% 1.14± 1.31%
∆FCLN−1 1.20± 0.72% 1.29± 1.26%
∆FCLN−2 1.20± 0.66% 1.39± 1.26%
∆FCLN−3 1.05± 0.52% 1.25± 1.36%
∆FCLN−4 1.08± 0.52% 1.28± 1.32%
∆FLDA 1.08± 0.71% 0.79± 0.89%
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CHAPTER 5
CONCLUSION
This thesis has explored algorithms for multimodal document classification
unified in a meta-classification framework. We defined a framework that
can be extended in a various ways, such as SVM-based meta-classification,
Adaboost meta-classifier combination, image cleaning with text information,
and LDA-based image meta-feature extraction. As shown in experiments
on real-world multimodal documents from Wikipedia, meta-classification
schemes that jointly exploit correlated or complementary information from
both modalities generally improve the F1-score. These schemes include SVM-
based meta-classification, Adaboost for meta-classifier combination, and im-
age cleaning with text information. Improvements are also observed in ex-
tensions such as LDA-based image meta-feature extraction and image meta-
feature vector combination, which exploit the structure of multimodal docu-
ments and correlation within a modality.
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