ABSTRACT Object detection assumes that the training data is identical to the testing data. However, the distributions of training and testing data, in practice, are different, thereby limiting the detection accuracy of objects. To solve this problem, recent works adopt domain adaptation techniques to reduce the domain discrepancy. In this paper, we present a novel deep neural network design for domain adaptive object detection by further improving the localization accuracy of objects. First, we present to refine the pseudo labels generated from the current object detection methods and use these labels with a weighted loss function to train the network on the target domain. Second, we insert several residual blocks into the shallow layers of a convolutional neural network used in the target domain to enhance detailed spatial information, which helps for object localization. We perform various experiments to evaluate our network on three widely-used public benchmark datasets for domain adaptive object detection. The experimental results show that our DALocNet performs favorably against the state-of-the-art methods on all the datasets quantitatively and qualitatively.
I. INTRODUCTION
Object detection has achieved a great success with the development of deep learning techniques [1] - [9] and the large number of training data [10] - [12] . When adopting the object detectors trained on the benchmark datasets [11] , [12] to detect the real world images, however, the performance degrades dramatically [13] , since there exits large variance in object appearance, background environments, light illumination and image quality. This phenomenon is considered as a domain shift problem, where the distribution of training data (source domain) is different from the distribution of testing data (target domain).
When we apply a object detector trained on one dataset to detect the images in another dataset, we need to retrain the detector on the target dataset with enough labeled training data. However, collecting and labeling training data is expensive and time-consuming. Therefore, the recent The associate editor coordinating the review of this manuscript and approving it for publication was Michele Nappi.
works [14] , [15] try to solve the domain shift problem by using the unsupervised methods, which only use the labels on the source domain and do not need the supervisions on the target domain.
The existing methods [16] - [21] on unsupervised crossdomain problem try to make the deep models trained on the source domain to adapt to the target domain by employing the adversarial training to align feature distribution between two domains. It is effective on the image classification task, which only need labels on the whole image. When adopting this kind of approaches for object detection, the domain shift on instance level (each object) is also needed to be minimized [14] . However, the current method [14] minimizes the domain shift on all the predicted instances (including background instances and object instances) without any selection, which may introduce false positive detections in the results and fail to localize the objects accurately.
To solve this problem, we present a novel framework, named as DALocNet, which aims to improve the localization accuracy of objects in the target domain and reduce the false Both methods employ SIM10K [22] (a) as source domain and Cityscapes [23] as target domain. Apparently, Domain Adaptive Faster R-CNN [14] may inaccurately predict the locations of the objects, and our method can discover more objects (red boxes) and produce more accurate detection results (green boxes).
detections. Here, two new techniques are developed. First, we present a pseudo label scheme to provide the coarse locations of objects on the target domain by adopting a set of bounding boxes. These bounding boxes are produced from the current object detection networks, and we selectively use the bounding boxes with high confidence to train the regressor in an object detection framework (e.g., Faster R-CNN [6] ), and present a novel weighted loss function to optimize the whole framework. Second, we add the residual blocks into the shallow layers of a convolutional neural network (CNN), which is used to extract features from the images in the target domain. Hence, we will obtain more discriminative features for object detection. We embed these two techniques into a Domain Adaptive Faster R-CNN model [14] to detect the objects in the target domain. The experimental results on three datasets show the superiority of our method over others.
Here, we summarize the major contributions of this paper below:
• First, we present a pseudo label scheme to provide the pseudo bounding boxes with a weighted loss function, which helps the network to learn to better localize the objects.
• Second, we add the residual blocks into the shallow layers of CNN, which is used to extract features for the images of target domain. Hence, we can obtain more fruitful detailed features for the target object instances.
• Third, we build a novel framework for domain adaptive object detection and evaluate on three public datasets. Experimental results show that we achieve the state-ofthe-art performance on all the benchmark datasets and our method performs favorably against all the existing methods.
II. RELATED WORK A. OBJECT DETECTION
Object detection [3] , [5] is a common but challenging task in computer vision. The traditional works [24] - [26] try to solve this problem by applying the classification algorithms on multiple image regions, which are extracted by leveraging the sliding window technique to go through the whole image. Nowadays, deep convolutional neural networks (CNNs) are widely used as a feature extractor in the visual tasks, such as fine-grained visual recognition [27] and person re-identification [28] , [29] . With the development of CNNs, e.g., VGG [30] , GoogLeNet [31] , ResNet [32] , and DenseNet [33] , which can obtain more discriminative features from images, the performance of object detection also improves drastically [3] , [5] , [6] , [8] , [34] - [36] . The object detection methods can be divided into two main categories: single-stage detectors (YOLO [34] , [35] and SSD [8] , [36] ) and two-stage detectors (R-CNN [3] , Fast R-CNN [5] , Faster R-CNN [6] , etc.). Among them, Faster R-CNN receives significant attention due to its effectiveness and performance, and this method is also commonly used in unsupervised domain adaptive object detection.
B. UNSUPERVISED DOMAIN ADAPTATION
Unsupervised domain adaptive (UDA) methods aim to transfer the deep models, which are trained on the source domain, to adapt to the target domain for the same task. For image classification, the unsupervised domain adaptation methods has been widely studied both for traditional methods [13] , [37] - [40] and deep-learning based methods [16] - [21] . Tzeng et al. [20] inserted a Maximum Mean Discrepancy(MMD) [41] into a deep classification network to compare distributions of source and target domains, which is further developed into several variants by [18] , [42] . The most recent works [16] , [17] adopted the adversarial training to do the domain adaptation by fooling the discriminator to be unable to distinguish whether the image is from the target domain or not. However, these methods only minimize the domain shift on the image level, for the object detection tasks, we also need to minimize the distance on instance level [14] . Very recently, Domain Adaptive Faster R-CNN [14] for domain adaptive object detect incorporated domain adaptation components to align features on both image level and instance level by the adversarial training. Moreover, Yuhu et al. [15] further minimized the domain shift on both pixel and feature levels. But without accurate alignment on instance level, they still have limited localization capability; see the experiments for quantitative and qualitative comparison results.
FIGURE 2.
The schematic illustration of our DALocNet: (i) we extract feature maps from the input images in both source and target domains by a convolutional neural network (CNN), and insert the residual blocks into the CNN used for the target image; (ii) we use a domain router to select the feature maps; (iii) we leverage the RPN, image-level domain adaptive component and regressors to learn the domain-invariant features and make a prediction for object detection; (iv) we employ a trained domain adaptive Faster R-CNN [14] to generate pseudo labels, which are used to train our network through a weighted loss function.
III. METHODOLOGY A. NETWORK OVERVIEW
We present a framework, named as DALocNet, for domain adaptive object detection, which aims to improve the localization accuracy of objects. Figure 2 shows the architecture of DALocNet, which takes the image from source domain or target domain as the input and outputs the detection results in an end-to-end manner. The first part of our network (i.e., feature extractor) is divided into two branches. The lower branch takes the images from source domain as input, and uses a convolutional neural network (CNN) to extract features from the input image. The upper branch uses the image from target domain as the input and takes the convolutional neural network equipped with residual blocks for feature extraction. Both branches share the same weights among CNN layers, except the newly added residual blocks on the upper branch. Then, we use a domain router to select the feature maps in the source and target domains. Third, we send the selected feature maps to the region proposal network (RPN) [6] , and obtain a set of region proposals, which are the bounding boxes with a large probability of containing objects. Further, we adopt the ROI pooling and fully connected layers on the region proposals, and obtain the detection result for each of the proposal. To reduce feature distance among the source domain and target domain, we leverage the domain adaptation components presented in [14] to refine the features selected by the domain router as well as the features extracted by fully connected layers; see Figure 2 for detail. Last, to further improve the localization accuracy, we take a model, which is trained by [14] for domain adaptation object detection to generate the pseudo labels, which provide extra localization information. We ignore the categories (e.g., car, bus, etc.) of these pseudo labels and use only their bounding boxes to train the regressor in our network.
B. PSEUDO LABEL
As described earlier in the introduction, we do not have the ground truth labels for the objects in target domain. Hence, we cannot directly train the deep networks in a supervised manner. On the other hand, since the ground truth labels are available in the source domain, we can first train a model on the source domain, and then adopt this model to detect the objects on the images of target domain. Hence, we can obtain a set of labels and we name them as pseudo labels. Although these labels are not very accurate, they will provide the guided information for the object localization [43] .
To further improve the quality of these pseudo labels, we adopt the Domain Adaptive Faster R-CNN [14] , which is trained on the source domain with labels and adapted to the target domain, to predict the pseudo labels of target objects. We empirically set a threshold to selectively use these pseudo labels, where we discard the pseudo labels if their confidences are lower than the threshold while preserve the labels with the high confidence. Then, we design a weighted L1 loss L loc (t i , t * i ) to optimize our network when training the images with pseudo labels:
where t i and t * i denote the i-th predicted bounding boxes and the pseudo label of target objects, respectively. c i is the confidence of the i-th pseudo label and λ controls the importance of these pseudo labels, and we empirically set it as 0.5. The larger confidence the pseudo label has, the larger the contribution it gives.
C. RESIDUAL BLOCK
Given an input image, we can obtain a sets of feature maps with different scales in a convolutional neural network (CNN). The feature maps with large scales at shallow layers have detailed information, which helps discover the locations of objects, while the feature maps with small scales at deep layers have high-level semantic information, which helps distinguish the objects from background [44] - [46] .
To improve the localization accuracy of the objects, we present to obtain more discriminative features at shallow layers of the CNN used in the target domain by adding a set of residual blocks. These blocks (shown as Res in Figure 2 ) have the similar structure to the residual blocks used in [32] , where we use an identity mapping to preserve the original structure of the network and use addition operations to further enhance the feature expression capability. The additional operations consist of a convolutional layer with the kernel size of 3 × 3 and a normalization layer. More specifically, we leverage the residual blocks at the first three layers of the CNN used in the target domain and other parts are unchanged. Finally, the whole network is trained in an end-to-end manner.
D. TRAINING AND TESTING STRATEGIES
During the training process, we take two images in each batch to train our network: one image from source domain while another from target domain. The loss function for source domain L s and for target domain L t are shown as follow:
where L reg and L cls are the regression loss and the softmax loss, which are the same to Faster R-CNN [6] , L da is the domain loss defined in [14] , and L loc is the loss function shown in the Equation (1) . Note that we ignore the t i and t * i in the above equations for simplicity. We followed the training strategies and hyper-parameter setting used in the recent work [14] for domain adaptive Faster R-CNN. We initialized the network with the weights of VGG network trained on ImageNet for a classification task, and used stochastic gradient descent to optimize the whole network with a momentum value of 0.9 and a weight decay of 5 × 10 −4 . The network was trained for 50k iterations with a learning rate of 0.001, which was reduced to 0.0001 for the next 20k iterations.
For inference, we discard the domain adaptation components and the lower branch of the feature extractor shown in the Figure 2 and use other network parts to detect the objects on target domain.
IV. EXPERIMENTAL RESULTS
To perform unsupervised domain adaptation for object detection, our training data consists of two parts: the source training images with their annotations (bounding boxes and object categories) and the target training images without any annotation, whereas our testing data are of the target testing images. In order to evaluate the effectiveness of the proposed framework, we conduct experiments on several datasets that are commonly used for UDA detection: the traffic scene dataset of Cityscapes [23] and SIM 10k [22] , Pascal VOC [11] and Clipart1k [47] . The experiments are implemented on Ubuntu 14.04 with a single GPU (NVIDIA TITAN X) and eight CPUs (Inter(R) Xeon(R) E5-1620 v3 @ 3.50GHz).
A. DATASETS AND EVALUATION METRICS 1) BENCHMARK DATASETS
Four datasets are employed in this work: 1) Cityscapes [23] , which is a publicly available annotated traffic scene dataset with 2975 training images and 500 testing images. It includes 8 categories with instance labels, which are person, rider, car, truck, bus, train, motorcycle and bicycle. In [48] , the Cityscapes dataset is further processed to generate Foggy-Cityscapes, a synthetic dataset that simulates foggy weather of scenes from Cityscapes. 2) SIM 10k [22] , which is a synthetic traffic scene dataset from the gaming engine Grand Theft Auto(GTAV). It includes 10000 trainval images with bounding boxes of 58701 car annotations. 3) PASCAL VOC [11] , which contains about 5000 trainval images and 5000 test images over 20 object categories, was used for the source domain of natural images. 4) Clipart1k [47] , which is a recently-proposed clip art dataset with images collected from the Internet. As it is designed to adapt from Pascal VOC dataset, it shares the same categories as Pascal VOC. We conduct experiments with the datasets mentioned above by pair (Dataset A → Dataset B denotes we use Dataset A as source domain and Dataset B as target domain) to cover different domain shift scenarios in terms of synthetic images: (i) training with images that are synthetic to imitate real-world images (SIM 10k → Cityscapes). (ii) training with images that are originally from real-world images but modified into synthetic images (Cityscapes → Foggy-Cityscapes). (i) training with images where object appearance deviated greatly from real-world images (Pascal VOC → Clipart1k).
2) EVALUATION METRICS
We employ two metrics to quantitatively evaluate the detection performance. One of them is the well-established average precision (AP) metric, which has been widely used to assess various detection algorithms. However, since we are aiming at improving the localization performance of the networks, we typically employ a second metric called the Optimal Localization Recall Precision (oLRP) [49] to obtain a more reliable evaluation on localization performance. Given a score threshold s (0 ≤ s ≤ 1) and a Intersection over Union (IoU) threshold τ = 0.5, we calculate (i) N TP , the number of true positives; (ii) N FP , the number of false positives; (iii) N FN , the number of false negatives, then the oLRP error of detection boxes Ys against ground truth boxes X is defined as follows:
where
The oLRP error describes the best achievable configuration of the detector in terms of both recall-precision and IoU of bounding boxes [49] . Unlike AP, it explicitly includes localization accuracy and therefore infers the tightness level of the bounding box detections. Note that for oLRP, a lower value suggests a better performance in terms of both bounding boxes tightness and classification accuracy.
B. COMPARISON WITH THE STATE-OF-THE-ART METHODS
We compare our method with Faster R-CNN [6] trained only on source dataset and evaluated on target dataset, representing the non-adapted situation, and the domain adaptive method for object detection [14] . For a fair comparison, the detection results of other methods are obtained either directly from results provided by the authors, or by generating them using implementations provided by the authors with the recommended parameter setting.
1) SIM 10K → CITYSCAPES
As there is only car annotated in SIM 10k, we evaluate our experiment with only car class. Table 2 reports the comparison results on SIM 10k dataset → Cityscapes dataset, where we can see that our method outperforms our baseline Domain Adaptive faster-RCNN [14] with +3.13% and −2.55% in terms of both mAP and moLRP. Note that for oLRP, a lower value suggests a better performance. For AP, the higher its value, the better the detection result is. And our improvement on oLRP suggests the effectiveness of our proposed method on accurate object localization.
2) CITYSCAPES → FOGGY-CITYSCAPES and we can leverage our domain adaptation method to detect the objects directly, without using rain removal [51] , noise removal [52] or texture removal [53] , [54] algorithms as the pre-processing.
3) PASCAL VOC → CLIPART1K Table 3 reports the comparison results on Pascal VOC dataset → Clipart1k dataset. Despite the appearances of clip arts in Clipart1k deviated greatly from those of real-world images in Pascal VOC, we achieve the performance of 31.55% and 88.57% in terms of mAP and moLRP respectively, which proves that our proposed method can tackle large domain shift problem with better performance.
C. EVALUATION ON THE NETWORK DESIGN
In the previous sections, the results of three datasets show that our pseudo label scheme and residual blocks indeed improve the detection performance with better localization. To further understand the type of detection error that is reduced by our method, we first present a deeper analysis down to each error component of the oLRP metric.
We use SIM 10k → Cityscapes as a study case, with the detailed results shown in Table 4 . As shown in Equations (6)(7)(8), for oLRP IoU , it evaluate the ''tightness'' of VOLUME 7, 2019 the bounding boxes in true positives, whereas oLRP FP and oLRP FN suggests the precision and recall.
As we can see from Table 4 , we achieve overall improvements on all oLRP errors compared to Domain Adaptive Faster R-CNN [14] . Although Domain Adaptive Faster R-CNN [14] gains a tremendous AP improvement of +7.5% over Faster R-CNN [6] , the improvement on more accurate localization for correct objects, which is oLRP IoU error, is relatively small (−1.16%). And compared to them, our proposed method can further reduce the oLRP IoU error for 1.56% down to 23.86%, while further improving the precision and recall of the network. This suggests that the localization problem of each instance is necessary to be taken into consideration in unsupervised cross-domain object detection, and our proposed method alleviates it.
Next, we individually evaluate our pseudo label scheme and residual blocks to show the benefits of using them. Ourspl and Ours-res in Table 4 represent our method with pseudo label scheme and residual blocks only.
We observe that pseudo label scheme contributes a large improvement for both mAP and moLRP, since these labels provide the locations of salient objects [55] - [57] , which are visually distinctive regions standing out from the background. Hence, the network is easy to capture more discriminative features of the object instances and predicts more accurate detections. As for residual blocks, we also achieve improvements in terms of mAP and moLRP. By collaborating with pseudo label scheme, we achieved the state-of-the-art performance on the domain adaptive object detection.
Lastly, we present further visual comparison results of our method and Domain Adaptive Faster R-CNN [14] in Figure 3 and Figure 4 . Again the results show that our method outperforms Domain Adaptive Faster R-CNN [14] on both detection quality and quantity. Also, we observe an interesting phenomenon that in some situations Domain Adaptive Faster R-CNN [14] cannot correctly detect occluded objects. However, our method has better localization performance when detecting these objects, suggesting our method may have some robustness against occlusion.
V. CONCLUSION
This paper presents a novel deep network design for domain adaptive object detection. Two new techniques, pseudo label and residual block, are presented to fully explore the localization information encoded in the deep convolutional neural network (CNN). Pseudo labels are produced by the current object detectors and refined by a weighted loss function to provide extra supervision signals, while residual blocks are used to enhance the shallow features in a CNN to provide more detailed information for object localization. In the end, our network achieves the state-of-the-art performance on three public benchmark datasets and outperforms other methods by a large margin.
