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ABSTRACT
High resolution galaxy spectra contain much information about galactic physics, but the high di-
mensionality of these spectra makes it difficult to fully utilize the information they contain. We apply
variational autoencoders (VAEs), a non-linear dimensionality reduction technique, to a sample of spec-
tra from the Sloan Digital Sky Survey. In contrast to Principal Component Analysis (PCA), a widely
used technique, VAEs can capture non-linear relationships between latent parameters and the data.
We find that a VAE can reconstruct the SDSS spectra well with only six latent parameters, outper-
forming PCA with the same number of components. Different galaxy classes are naturally separated
in this latent space, without class labels having been given to the VAE. The VAE latent space is
interpretable because the VAE can be used to make synthetic spectra at any point in latent space.
For example, making synthetic spectra along tracks in latent space yields sequences of realistic spectra
that interpolate between two different types of galaxies. Using the latent space to find outliers may
yield interesting spectra: in our small sample, we immediately find unusual data artifacts and stars
misclassified as galaxies. In this exploratory work, we show that VAEs create compact, interpretable
latent spaces that capture non-linear features of the data. While a VAE takes substantial time to train
(≈1 day for 48000 spectra), once trained, VAEs can enable the fast exploration of large astronomical
data sets.
1. INTRODUCTION
The galaxy spectra in the Sloan Digital Sky Survey (SDSS) contain a wealth of information about the physical
processes occurring in galaxies, but to fully make use of these spectra, methods are needed that can handle both
the complexity of galaxy spectra and the vast number of available spectra. Spectra consist of thousands of flux
measurements that depend on galaxy properties in complex ways. To investigate physical trends in galaxies, scientists
must extract statistics from each spectrum that are easily related to the physical properties of the galaxy. In other
words, scientists reduce the dimensionality of the data in a way that enables them to probe the galaxies’ properties.
Spectra can be fit with theoretical or semi-analytic models, yielding physically interpretable parameters for each
spectrum. This approach has the advantage of directly connecting the observations to a physical model. Incomplete
models can, however, introduce biases to the inferred parameters or miss interesting behavior not included in the
model.
To supplement model-based interpretation of the data, empirical methods are desirable. One approach is to focus
on parts of the spectrum that are known to be physically significant, like emission lines. Line ratio tests (Baldwin
et al. 1981; Osterbrock & de Robertis 1985; Kewley et al. 2001, 2006, 2019) leverage the sensitivity of emission lines
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to ionization levels while minimizing the effect of foreground dust extinction. These tests are very useful in classifying
star-forming galaxies and active galactic nuclei, but ignore the information present in the continuum of the spectrum.
Another approach is to use dimensionality reduction or classification techniques that extract useful features from
the data without any prior astrophysical knowledge. These methods include Principal Component Analysis (PCA),
Independent Component Analysis (Lu et al. 2006), Local Linear Embedding (Vanderplas & Connolly 2009), and neural
net classification (Folkes et al. 1996; Ball et al. 2004). Of these methods, PCA is one of the most successful and widely
used. PCA finds components that can be added in linear combinations to best approximate the input data. The
coefficients of the linear combination that approximates a given spectrum can be thought of as a compression of the
spectrum. Yip et al. (2004a) found that the coefficients of the first three PCA components of the SDSS spectra are
sufficient to separate early-type galaxies, late-type galaxies, and extreme emission-line galaxies. They also found that
the first eight PCA components are sufficient to reconstruct the continuum levels and spectral line ratios of all but
the most extreme emission-line galaxies, representing a considerable reduction in dimensionality from the 3839 pixels
in each spectrum. Because the PCA components are simply added together to yield spectra, each component can
be interpreted. For example, the first PCA component removes blue continuum and nebular emission lines and adds
continuum light, suggesting that this component is negatively correlated with star formation activity.
PCA’s linearity, however, inhibits its ability to efficiently reduce the dimensionality of data when non-linear features
are present. Yip et al. (2004b) apply PCA to SDSS quasars out to z = 5.41 and find that 50 components are necessary
to acceptably reconstruct a typical spectrum. By binning the quasars by redshift and luminosity and performing PCA
separately in each bin, they can get a similar reconstruction with only 10 components. They also find that broad
absorption lines cannot be captured by a single PCA component, but instead are reconstructed as the combination of
many components.
There are many empirical dimensionality reduction and classification techniques that are non-linear, giving them
more flexiblity than PCA in dealing with non-linear features. These techniques include diffusion maps (Richards et al.
2009), local linear embedding (Vanderplas & Connolly 2009), k-means clustering (Almeida et al. 2010), locally-biased
semi-supervised eigenvectors (Lawlor et al. 2016), self organizing maps (Meusinger et al. 2012, 2017), and random
forests (Baron & Poznanski 2017; Reis et al. 2018).
Autoencoders are a class of neural network that has been widely studied in the machine learning literature and
that astronomers have started to adopt. For example, autoencoders have been used to: estimate stellar atmospheric
properties from spectra (Yang & Li 2015; Li et al. 2017), identify spatial structures in Tycho’s supernova remnant
using X-ray spectra (Iwasaki et al. 2019), morphologically classify radio AGN (Ma et al. 2019), classify variable star
light curves (Naul et al. 2018; Tsang & Schultz 2019), and emulate cosmological simulations (Chardin et al. 2019;
Tro¨ster et al. 2019).
The goal of this work is to use variational autoencoders (a specific subclass of autoencoders) to address the limitations
of PCA. A key feature of PCA is that it focuses on reconstruction: the PCA coefficients for an input are a low-
dimension representation that can be used to reconstruct an approximation to that input. We can then compare the
reconstruction to the input to see what features the PCA components are capturing. Not only can we reconstruct
observed spectra: any combination of PCA coefficients can be used to construct new, synthetic spectra. In the
case of PCA, any synthetic spectra will simply be linear combinations of the PCA components. Similarly, VAEs
have an encoder that returns a low-dimension latent representation of a given input and a decoder that returns a
reconstruction given that latent representation. We can use the decoder to construct a synthetic spectrum for any
point in the latent space. Unlike PCA, the VAE’s non-linearity allows it to find non-linear relationships between the
latent representations and the spectra. We introduce autoencoders and variational autoencoders in section 2. Then
in section 3 we apply variational autoencoders to a subset of the SDSS spectra and consider the quality of the VAE
reconstructions and the intepretability of the latent representations. We discuss the advantages and challenges of using
VAEs as a dimensionality reduction technique in section 4 before concluding in section 5.
2. VARIATIONAL AUTOENCODERS
Autoencoders are feed-forward neural networks that learn efficient encodings of data in an unsupervised manner.
An autoencoder consists of two parts: an encoder that takes data as input and compresses it to produce a latent
representation, followed by a decoder that takes the latent representation and decompresses it to produce a recon-
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Figure 1. Structure of an autoencoder with a 4-3-2-3-4 architecture. It compresses four-dimensional inputs to a two-dimensional
latent space and both the encoder and decoder are single layers with three neurons.
struction of the original data. In an undercomplete1 autoencoder, the latent representation is lower-dimensional than
the data, so the autoencoder cannot simply learn the identity function. An autoencoder that learns the identity
function would not be useful: its reconstructions would simply be a blind copy of the input and it would not have
learned a compact representation of the data. Instead, it must find a compression that allows the input data to be
approximately reconstructed. This compression is tailored for the data set that the autoencoder is trained on, thus the
latent representation often reflects meaningful properties of the data. The latent representations can be thought of as
occupying a latent space: this space is the range of the encoder and domain of the decoder. PCA reconstruction can be
thought of as a restricted autoencoder. In this case, the encoder projects the data onto the first n PCA components,
giving a low-dimensional latent representation: the projection coefficients. The corresponding decoder then returns the
linear combination of the first n PCA components with these coefficients as the reconstruction of the input. Training
PCA reconstruction consists of finding the first n PCA components: of all the possible bases of n vectors, the first n
PCA components are the basis that minimizes the mean squared reconstruction error. In an autoencoder, the encoder
and decoder can learn more complex operations than projection and linear combination, allowing the autoencoder to
capture non-linear features of the data. We will outline how autoencoders work in this section, but more details can
be found in machine learning references such as Goodfellow et al. (2016) (Chapter 14).
A feed-forward neural network consists of neurons arranged in a sequence of layers, where the activation of a neuron
depends only on the activations of the neurons in the previous layers. Figure 1 depicts a simple autoencoder that
takes in a four-dimensional input x, compresses it to a two-dimensional latent representation z, and then outputs a
four-dimensional reconstruction x′. In our case, this autoencoder would take in spectra with four pixels and compress
each to a two-dimensional representation before reconstructing the spectrum’s four pixel values. This autoencoder has
five layers (arranged from left to right in Figure 1) with 4, 3, 2, 3, and 4 neurons, respectively, so it has a 4-3-2-3-4
architecture. The first layer is the input layer: when one of the four-dimensional input data is fed into the autoencoder,
the four input layer neurons’ activations are set to the four values in the input data. The encoder consists of a single
fully connected layer, meaning that each of the activations of its three neurons depends on the activations of all of the
1 There are autoencoder architectures that do not require the latent space to be lower-dimensional than the data, but we focus on
undercomplete autoencoders in this work.
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input neurons. Specifically, writing the input layer activations as a vector x, the vector of encoder neuron activations
e is:
e = f(W (e)x + b(e)) (1)
where W (e) is a matrix of weights, b(e) is a vector of biases, and f is the non-linear activation function that is applied
element-wise to its argument. A common choice is the rectified linear unit (ReLU)
ReLU(y) =
y y ≥ 00 y < 0 (2)
because it is simple to take the derivative of, which is useful when training the network. While the activation function
for a single neuron may be simple, having many neurons in a layer and many layers in the network gives the neural
network considerable expressive power. The encoder neuron activations for a given input can be interpreted as a
partially compressed representation of that input. The next layer, the latent layer, is fully-connected to the encoder
layer, with the latent neuron activations being given by:
z = W (z)e + b(z) (3)
where W (z) is a matrix of weights, b(z) is a vector of biases, and there is no activation function. We note that
the weights and biases can be different for each layer. The latent neuron activations for a given input comprise the
autoencoder’s most compact representation of that input. The latent neuron activations are analogous to the PCA
coefficients, which are the compact representation that PCA produces.
The decoder is also a single layer of three neurons, fully connected to the latent layer, with their activations being
given by
d = f(W (d)z + b(d)) (4)
where W (d) is a matrix of weights, b(d) is a vector of biases, and f is the activation function. The decoder neuron
activations can be interpreted as a partially decompressed version of the latent neuron activations. Finally, the output
reconstruction is given by the activation of the last layer:
x′ = W (x
′)d + b(x
′) (5)
where W (x
′) is a matrix of weights, b(x
′) is a vector of biases, and there is no activation function. The output neuron
activations are the autoencoder’s reconstruction of the input data. Each neuron in this layer maps one-to-one with a
neuron in the input layer, and thus with one of the dimensions of the data (one of the spectrum pixels, in our case).
The autoencoder is trained to minimize a defined reconstruction loss which decreases when the output is closer to the
input, like the χ2 test statistic between the output and input. That is, the weights W (e,z,d,x
′) and biases b(e,z,d,x
′) are
iteratively changed to decrease the average reconstruction loss on some training data set. Finding the optimal weights
and biases is a high-dimensional and non-linear optimization problem that requires specialized optimizers. Optimizers
often make use of the gradient of the reconstruction loss with respect to the weights and biases. Simple activation
functions like ReLU make these gradients fast to calculate. Often, the gradient of the average loss is not calculated
on the entire training data set, but on random subsets of the training set called mini-batches. This subsampling adds
some stochasticisty to the gradient, which can help the optimizer avoid local minima. Also, optimizers often allow
step sizes to be adaptively changed for each weight and bias during training. One popular optimizer, Adam (Kingma
& Ba 2015), keeps a moving average of the gradient and gradient squared to determine good step sizes as training
progresses. In finding a combination of weights and biases that minimize the reconstruction error, the autoencoder
is implicitly learning a dimensionality reduction of the data. These weights and biases define the encoder that maps
input data to a lower-dimensional latent representation as well as the decoder that produces a reconstruction from a
latent representation.
In a variational autoencoder (Kingma & Welling 2013), inputs get mapped onto a distribution in latent space, rather
than a single point. Without this change, the latent space may not be continuous, as inputs can simply be mapped
to disjoint points in latent space. By mapping inputs to distributions, similar inputs are allowed to have overlapping
distributions, allowing interpolation between them. Kingma & Welling (2013) map each input onto a multivariate
Gaussian distribution with no correlations. The latent layer is replaced with two sets of neurons: one representing the
Autoencoding SDSS Spectra 5
𝑥1
𝑥2
𝑥3
𝑥4
𝑒1
𝑒2
𝑒3
𝑑1
𝑑2
𝑑3
𝑧1
𝑧2
𝑥1
′
𝑥2
′
𝑥3
′
𝑥4
′
input encoder decoder outputlatent
𝜇1
ln 𝜎1
2
𝜇2
ln 𝜎2
2
Figure 2. Structure of a variational autoencoder with a 4-3-2-3-4 architecture (similar structure to the autoencoder in Figure 1).
The dashed lines indicate that each latent value z1,2 is drawn from a Gaussian distribution defined by a latent mean µ1,2 and
log variance lnσ21,2.
means in each of the dimensions of latent space, the other representing the log variances (log variances are used to
guarantee that the variances are positive). We will refer to these values as the latent means and latent log variances.
The decoder samples a point in latent space from this Gaussian distribution and then decodes it as the reconstruction.
Figure 2 shows a VAE with a similar architecture to the autoencoder in Figure 1. The latent means and latent variances
each have their own weights and biases
µ=W (µ)e + b(µ) (6)
lnσ2 =W (lnσ
2)e + b(lnσ
2) (7)
and a point in latent space is sampled from q(z|x), the Gaussian with these latent means and variances
z ∼ q(z|x) ≡ N (µ,diag(exp(lnσ2))). (8)
This Gaussian can be thought of as a distribution of latent representations that are consistent with the input. Instead
of propagating this distribution forward, the decoder samples a point from it and propagates it:
d = f(W (d)z + b(d)). (9)
Note that this sampling step is not deterministic, but as the VAE is trained, the same input will be seen many times,
and many samples in latent space will be propagated through the decoder. A prior is placed on the latent space that
the latent distributions, averaged over the entire data set, comprise a standard multivariate Gaussian. The latent
distributions for each input are already Gaussians, but this prior acts to regularize the means and variances of each
latent distribution so that they roughly add up to a standard multivariate Gaussian for the entire data set. Different
priors would give different regularizations, but a standard multivariate Gaussian is commonly used to make training the
VAE faster. The objective function used is the evidence lower bound (ELBO), which is the sum of the reconstruction
loss and the Kullback–Leibler (KL) divergence (Kullback & Leibler 1951) between the latent distribution for the input
q(z|x) and the prior p(z):
ELBO = L(x,x′) +DKL(q(z|x)||p(z)). (10)
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The KL divergence between two probability distributions p and q is a measure of the difference between the two
distributions and is defined as
DKL(q||p) =
∫
q(z) log
(
q(z)
p(z)
)
dz. (11)
The reconstruction loss can be any function measuring the difference between the input and the reconstruction, like a
χ2 loss. If the reconstruction loss is a negative log likelihood (like the χ2 loss for inputs with Gaussian errors) and the
decoder is thought of as a generative model for the data, then the encoder is performing variational inference. That is,
the Gaussian described by the encoder is the closest (by KL divergence) such Gaussian to the posterior that is implied
by the combination of the prior, decoder (generative model), and reconstruction loss (negative log likelihood).
We use InfoVAE (Zhao et al. 2019), a VAE variant that addresses two issues with the ELBO objective function.
First, the KL divergence term is not strong enough to discourage the VAE from mapping different inputs to disjoint
distributions. This problem is worst when the dimensionality of the input is much greater than the dimensionality of
the latent space. Second, the KL divergence term is minimized when the latent distribution for each input matches
the prior. In this case, the latent distribution does not depend on the input at all, as it always matches the prior. If
this term is strengthened by multiplying it by a large number, as in β-VAE (Higgins et al. 2017), then this behavior
will cause the VAE to under-utilize the latent space as it is encouraged to match the latent distribution to the prior.
InfoVAE uses an objective function that alleviates these problems:
LInfoVAE = L(x,x
′) + (1− α)DKL(q(z|x)||p(z)) + (α+ λ− 1)DMMD(q(z)||p(z)). (12)
With α = 0, the first two terms are the same as the ELBO objective. The last term compares q(z), the latent
distribution averaged over inputs, with the prior. The latent distribution averaged over inputs is a sum of Gaussians,
but its KL divergence with the prior would be expensive to calculate. Instead, samples from the latent distributions of
a minibatch of inputs are drawn, alongside samples from the prior. The Maximum Mean Discrepancy (MMD; Gretton
et al. 2007) is then calculated between the samples from the latent distributions and the prior, given by
DMMD =
1
m2
m∑
i,j=1
κ(ui, uj)− 2
mn
m,n∑
i,j=1
κ(ui, vj) +
1
n2
n∑
j=1
κ(vi, vj) (13)
where u1...m are samples from the latent distributions, v1...n are samples from the prior, and κ is a positive-definite
kernel function such as a squared exponential. The MMD term encourages the latent distribution averaged over all
inputs (rather than just the distribution for a single input) to match the prior, and can be strengthened by choosing
λ > 1.
3. APPLICATION
As an initial demonstration of VAEs, we train a VAE using a subset of ≈ 64000 spectra taken from the SDSS DR7
(York et al. 2000; Strauss et al. 2002; Gunn et al. 2006; Abazajian et al. 2009; Smee et al. 2013). Following the
approach of Vanderplas & Connolly (2009), we select spectra from the main galaxy (≈ 59000 spectra) and quasar (≈
4500 spectra) samples with redshifts z < 0.36 using the AstroML (VanderPlas et al. 2012) SDSS query generator2.
We then use AstroML to pre-process the selected spectra. First, we shift all spectra to their rest frames, resample
them to 1000 logarithmically spaced wavelength pixels between 3388 A˚ - 8318 A˚, and normalize by total flux in this
wavelength range. This resampling is much coarser than the SDSS spectral resolution, and so small-scale information is
lost. Since this work is meant to be a first demonstration of VAEs on SDSS spectra, we accept this loss of information
in order to reduce the computational cost of training our VAEs. Then, we infill bad pixels (due to e.g. bad sky line
subtraction) using an iterative PCA procedure, as done in Yip et al. (2004a). We then only keep spectra that are
classified by SDSS’s spectroscopic pipeline spectro1d (Stoughton et al. 2002, subsection 4.10) as galaxies (SPEC CLN
= 2) or quasars (SPEC CLN = 3), excluding 2% of the spectra. A validation set of ≈ 16000 spectra of the remaining
spectra is set aside, leaving ≈ 47000 spectra in the training set.
For the reconstruction loss, we use a Gaussian log likelihood using the reported uncertainties for each spectrum.
Bad pixels have their weight in the loss is set to zero (which is equivalent to giving them infinite uncertainty). To
2 The query we used was SELECT TOP 64000 plate, mjd, fiberid FROM specObj WHERE ((PrimTarget & (TARGET GALAXY +
TARGET QSO CAP + TARGET QSO SKIRT)) > 0) AND (z > 0) AND (z <= 0.36)
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latent parameters architecture λ
2 1000-1663-42-2-42-1663-1000 11.2
4 1000-1134-64-4-64-1134-1000 21.2
6 1000-703-94-6-94-703-1000 3.02
10 1000-549-110-10-110-549-1000 7.72
Table 1. Best architectures and MMD coefficients λ found by random search for VAEs with two, four, six, and ten latent
parameters.
prevent a small number of very high SNR pixels from dominating the total loss, an uncertainty floor is added to each
good pixel that caps the maximum pixel SNR to 50. This cap affects 1% of pixels across all spectra and only 0.5% of
spectra have a median pixel SNR greater than 50.
We implement InfoVAE using pytorch (Paszke et al. 2017) and train our VAEs using pytorch’s built-in Adam
optimizer (Kingma & Ba 2015), with a batch size of 64 and a starting learning rate of 10−3. When the objective
function does not improve for five epochs on the validation set, we reduce the learning rate by a factor of 10. We
stop training if the objective function does not improve for ten epochs on the validation set (ie. early stopping). For
the InfoVAE objective function hyperparameters, we set α = 0 (as recommended by Zhao et al. (2019) for a simple
decoding distribution) and use random search for λ. We use two hidden layers each for the encoder and decoder and
use random search for the sizes of the hidden layers. All activations are ReLU, except for the nodes in the code layer
and reconstruction layer which have linear activations. We make VAEs with two, four, six, and ten latent parameters,
stopping at ten as this is the number of PCA components required to reconstruct non-quasar galaxies in Yip et al.
(2004a). The architectures and values for λ found by random search are listed in Table 1.
We extract the emission-line equivalent widths and spectro1d spectral classifications from the FITS headers. The
objects found by spectro1d to be quasars (SPEC CLN = 3) are denoted “broad-line AGN” (1.4%); 83.6% of these
broad-line AGN were targeted as quasars. We subdivide the remaining galaxies (SPEC CLN = 2) based on their
emission lines. The galaxies with Balmer emission strengths less than 3σ are denoted “quiescent galaxies” (60.1%),
while galaxies with strong Balmer emission are denoted “emission-line galaxies” (31.9%) or “narrow-line AGN” (4.0%)
using the AstroML implementation of the Kewley et al. (2001) N II/Hα line-ratio diagnostic. The code we used to
download and process the spectra, train the VAEs, and make the plots in this paper is available at https://github.
com/stephenportillo/SDSS-VAE. Training the VAE, including the hyperparameter search, takes about a day on two
cores of an AMD EPYC 7401 processor.
3.1. Reconstruction Accuracy
To demonstrate VAEs’ ability to compress and reconstruct spectra, we train VAEs with two, four, six, and ten latent
parameters. We then measure the reconstruction error of these VAEs applied to the validation set of spectra. As a
comparison, we create PCA and non-negative matrix factorization (NMF) reconstructions with the same numbers
of parameters. Both PCA and NMF reconstruct data as a linear combination of templates. We also train (non-
variational) autoencoders (AEs) with the same numbers of latent parameters. Figure 3 shows the mean squared
reconstruction error of all reconstructions as a function of the number of parameters/components. Generally, at a
given number of parameters, the AE and VAE perform better than the two linear methods. NMF gives somewhat
better reconstructions than PCA, while the AE gives even better reconstructions than NMF, and the VAE gives
the best reconstructions. The performance gaps are most significant when fewer parameters are used. The VAE
performs especially well on broad-line AGNs, which have a wide range of emission line widths. The PCA and NMF
reconstructions, being linear combinations of templates, capture this variation using templates with deficits at the
peaks of spectral lines and excesses in the wings. Therefore, these methods need more components to reconstruct
broader spectral lines. By contrast, because the VAE is non-linear, it can control the width of spectral lines with a
single parameter. This non-linearity allows a VAE with only two parameters to reconstruct spectra at least as well as
a PCA reconstruction with 6 components. The performance gaps between the methods narrow as more parameters
are used, but there are still significant differences in the details of the reconstructions.
Increasing the number of VAE parameters from six to ten does not improve the VAE reconstructions much, suggesting
that the first six parameters capture more information than the last four. In the ten-parameter VAE, we also find
that the latent variances of four of the parameters are typically wider than the prior, meaning that the VAE is not
8 Portillo et al.
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Figure 4. High SNR quiescent galaxy (Plate-MJD-Fiber 394-51913-561): PCA and VAE reconstructions of the Na 5896
absorption line (left) and N II 6550/6585 and Hα emission lines (right). The noise band represents the SDSS stated pixel
uncertainties. The median SNR of the spectrum is 78 in the left panel and 102 in the right panel. Both reconstructions find the
significant Na absorption and N II emission with only two components, but the VAE provides a better reconstruction overall
than PCA with the same number of components.
constraining these parameters for each spectrum. This finding indicates that specifying these four parameters is not
important for reconstructing spectra, again suggesting that the other six parameters are the most important. We find
that the ten parameter VAE sometimes gives slightly worse reconstructions than the six parameter VAE: the four
unconstrained parameters seem to be adding noise in these cases.
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Figure 5. Low SNR quiescent galaxy (Plate-MJD-Fiber 497-51989-573): PCA and VAE reconstructions of the Na 5896
absorption line (left) and N II 6550/6585 and Hα emission lines (right). The median SNR of the spectrum is 12 in the left panel
and 18 in the right panel. Even at low SNR, both reconstructions find the Na absorption, Hα, and N II emission with only two
components. The VAE still provides a better reconstruction compared to PCA with the same number of parameters, although
the differences are less significant at low SNR.
We now compare the VAE and PCA reconstructions more qualitatively by zooming in on interesting regions of
selected spectra in the validation set. We show the reconstruction that corresponds to the latent mean for each
spectrum; that is, we do not sample from the latent distribution defined by the latent mean and latent variance, as
is done by the VAE during training. We find that variance in the reconstruction that arises from sampling from the
latent distribution is much smaller than the spectrum measurement uncertainties. In Figure 4, we show the Na 5896,
N II 6550/6585, and Hα lines of a high signal to noise quiescent galaxy (median pixel SNR 82). With two parameters,
both reconstructions show the Na absorption and N II emission, but the VAE better reproduces the continuum.
The PCA reconstruction at 2 parameters shows hints of Hα emission that is absent from the VAE reconstruction.
Both reconstructions better approximate the amplitude of the lines as more parameters are added, except the VAE
reconstruction of the Na absorption lines appears to worsen between six and ten parameters. Still, with four or six
parameters, the VAE reconstruction better fits the continuum and the lines.
In Figure 5, we show the Na 5896, N II 6550/6585, and Hα lines of a low signal to noise quiescent galaxy (median
pixel SNR 11). Even with the lower SNR, both reconstructions capture the Na absorption, N II emission, and Hα
emission with only two components. The differences between the two reconstructions are less pronounced at this lower
SNR. At four and six components, the PCA reconstruction overestimates the flux in the Hα line and N II 6565 line,
respectively, but these residuals do not exceed 2σ.
In Figure 6, we show the O II 3727/3730, Hα, and N II 6550/6585 lines of an emission-line galaxy. The lines have
equivalent widths of 22, 25, 62, 2, and 7 A˚, respectively. While all the lines are present in both reconstructions with
only two parameters, both reconstructions struggle to match the amplitudes of the lines. With four parameters or
more, both reconstructions underestimate the O II and N II emission while overestimating the Hα emission. The
VAE reconstruction does not improve after four parameters, while the PCA reconstruction does improve with ten
parameters. This mismatch may be due to our choice to cap the pixel SNR to 50 (see the beginning of section 3),
which puts less emphasis on reconstructing high SNR pixels like extreme emission lines.
In Figure 7, we show the Hβ, O III 4959, Hα, N II 6550/6585, and S II 6718/6733 lines of a broad-line active galaxy.
The SDSS pipeline reports that the Balmer lines have a width of ≈ 3000 km/s while the other lines have a width of
≈ 1800 km/s. The four-parameter VAE captures the width of all of these spectral lines well. The four-component
PCA reconstruction has these emission lines, but they are far too narrow. As more components are added, the PCA
reconstruction improves, but even with ten components, the emission lines are not wide enough.
3.2. Interpretation of VAE Tracks
In Figure 8, we show a corner plot of the latent mean of each galaxy in VAE latent space. The axes of the VAE
latent space are arbitrary and may not be the most human-interpretable directions in latent space. We construct a
basis in latent space by using PCA on the latent means to find vectors that describe the variance of the spectra in
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Figure 6. Extreme emission-line galaxy (Plate-MJD-Fiber 391-51782-353): PCA and VAE reconstructions of the O II 3726/3729
(left) and Hα and S II emission lines (right). The median SNR of the spectrum is 9 in the left panel and 13 in the right panel.
While the PCA reconstruction of the strong O II 3727 line gets better with more components, the VAE reconstruction does not
improve after four parameters.
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Figure 7. Broad-line active galaxy (Plate-MJD-Fiber 541-51959-519): PCA and VAE reconstructions of the Hβ and O III 4959
emission lines (left) and Hα, N II 6550/6585, and S II 6718/6733 emission lines (right). The median SNR of the spectrum is 30
in the left panel and 47 in the right panel. The VAE reconstructs the amplitude and width of the lines with four parameters,
while the lines in the PCA reconstruction are too narrow, even with ten parameters.
latent space. This procedure differs from using PCA directly on the spectra, which finds eigenspectra that describe
the variance of the spectra in spectrum space. The last four components explain very little of the variance in latent
space, which is expected since the six-dimensional VAE can reconstruct spectra nearly as well as the ten-dimensional
VAE, as discussed in subsection 3.1. Thus, we drop the last four components and only plot projections onto the first
six components. For brevity, we will refer to these PCA components of the VAE latent space simply as VAE 1 through
VAE 6, in descending order of explained variance.
The VAE latent space separates quiescent galaxies, emission-line galaxies, narrow-line AGN, and broad-line AGN.
This separation can most clearly be seen in the scatter plot of VAE 1 and VAE 5 in Figure 8. This projection shows
two distinct arms: one that goes from quiescent galaxies to emission-line galaxies, and another that splits off for the
narrow-line and broad-line AGN. The hook at the end of the emission-line track corresponds to the extended linear
feature that can be seen in many of the other projections.
To interpret the VAE latent space, we create tracks that follow the distribution of galaxies and then use the VAE to
generate synthetic spectra along these tracks. To create a track, we first choose some spectral classes to follow and a
VAE component (or linear combination of components) to use to bin the spectra. In each bin, we find the centroid of
all included spectra that fall into this bin and then make this centroid a point in the track. For example, to create the
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Figure 8. Corner plot of the first six VAE components of all training and validation spectra. The spectra are color-coded
based on the classification outlined in section 3.
star formation track, we first select the quiescent and emission-line spectra and then bin these spectra by their VAE
1 values. Then for each bin in VAE 1, we find the centroid in latent space and add that point to the track. We show
these tracks in two projections (VAE 1 vs. VAE 2 and VAE 1 vs VAE 5) in Figure 9. These sequences of spectra show
how galaxy spectra change as we move in the VAE latent space.
3.2.1. Star Formation Track
The first track we create goes from quiescent galaxies to emission-line galaxies (labeled S1-5 in Figure 9), and its
spectra are plotted in Figure 10. This track mostly follows VAE 1, and we stop it before it goes into the emission-line
galaxy hook that is seen in the projection of the VAE 1 and VAE 5. This track mostly changes in VAE 1 without
moving in the other components. At S1, the spectrum is of a quiescent galaxy: the continuum is red, indicating an
old stellar population, with absorption lines like Ca H, Ca K, G band, Mg, and Na. As we proceed towards S5, the
continuum gets bluer, indicating younger stellar populations, and nebular emission lines start to appear. First at
S2, hints of OII 3726/3729 and NII 6583 appear as VAE 1 increases. Then these emission lines strengthen and are
joined by lines like S II, OIII 5007, and the Balmer series. This track acts similarly to the second PCA component in
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Figure 9. Scatter plot of the first, second, and fifth VAE components, with the four tracks discussed in subsection 3.2 overlaid.
The tracks are the (S) star formation track, the (E) extreme line emitters, the (P) post-starburst track, and the (A) active
galaxy track.
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Figure 10. Synthetic spectra along the star formation track in Figure 8, plotted with offsets added to separate the spectra.
Proceeding through the sequence, the continuum changes from that of an old stellar population to a young stellar population,
and nebular emission lines appear and strengthen.
Yip et al. (2004a): red galaxies have large, positive second PCA coefficients while blue galaxies have small, or even
negative, second PCA coefficients.
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Figure 11. Synthetic spectra along the starburst sequence in Figure 8, plotted with offsets added to separate the spectra.
Proceeding through the sequence, the nebular emission lines strengthen and the blue end of the continuum rises.
3.2.2. Extreme Line Emitters
Our second track (labeled E1-4 in Figure 9) picks up at the end of the previous track and continues into the
emission-line galaxy hook seen in VAE 1 and VAE 5. This track’s spectra are plotted in Figure 11. These galaxies all
have extremely strong line emission, and as the track continues up the hook, the emission lines get stronger and the
continuum blueward of 4000 A˚ increases. From E1 to E4, log(O III/Hβ) stays almost constant at ≈ 0.3, while log(S
II/Hα) decreases from -0.5 to -0.7 and log(N II/Hα) decreases from -0.7 to -1.6. Yip et al. (2004a) find a similar track
in their parameters (φKL, θKL), which are transformations of their first three PCA coefficients. They find a track in
this space that proceeds from red to blue to extreme emission-line galaxies, showing a similar progression as our S and
E tracks put together.
3.2.3. Post-starburst Track
The third track we create follows the quiescent galaxies as VAE 2 changes (labeled P1-5 in Figure 9), with the spectra
plotted in Figure 12. The middle of this track (P3) intersects the star formation track near S2. At P1, the spectrum
has a red continuum, indicating older stellar populations, but also has nebular emission lines. Proceeding along the
track, the continuum gets bluer and the nebular emission lines weaken. P4 and P5 are post-starburst spectra, with
a blue continuum from young stars and weak nebular emission lines. Similarly, Yip et al. (2004a) find that galaxies
with negative second and third PCA coefficients are post-starburst galaxies.
3.2.4. Active Galaxy Track
This track (labeled A1-5 in Figure 9) starts near S3 on the star formation track and diverges upward in VAE 5 as
VAE 1 increases. The spectra along this track are plotted in Figure 13. At A1, the spectrum has narrow-emission
lines, while at A5, the spectrum is a broad-line active galaxy. Proceeding along the track, the nebular emission lines
get stronger and the Balmer lines get stronger and broaden. The continuum also gets bluer, especially bluewards of
4000 A˚.
3.2.5. Individual VAE Components
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Figure 12. Synthetic spectra along the post-starburst sequence in Figure 8, plotted with offsets added to separate the spectra.
The sequence starts with an old stellar population with nebular lines and ends with post-starburst spectrum with a young stellar
population but weak nebular emission lines.
We also create tracks that change only one VAE component at a time, with the middle of each track intersecting
with the centroid of all galaxies’ latent means. The spectra from these tracks are shown in Figure 14. These spectra
show the effect that a VAE component has in isolation, but do not show effects that happen when multiple components
are changed from their mean values.
Increasing VAE 1 changes spectra in a similar way as going along the star formation track: strengthening the nebular
emission lines and making the continuum bluer. This behavior is expected, as the main component that changes along
the star formation track is VAE 1. By contrast, decreasing VAE 2 strengthens the nebular emission lines while making
the continuum slightly redder. OII 3727 and OIII are also more prominent as VAE 2 decreases. These two parameters
give the VAE the ability to reconstruct different combinations of stellar population age and star formation activity.
Increasing VAE 1 corresponds to a younger stellar population and higher star formation activity, while increasing VAE
2 corresponds to a younger stellar population and lower star formation activity. Given this combination of effects, it
is not suprising that the post-starburst galaxies (P4 and P5) have high VAE 1 and VAE 2.
Increasing VAE 3 weakens Hα and NII while retaining OII 3727. The continuum does not change much, in contrast
to changing VAE 1 and VAE 2. Increasing VAE 4 weakens Hα and NII while also strengthening OII 3727 and OIII
5007 and making the spectrum slightly bluer.
Increasing VAE 5 broadens the Hα line and also makes the continuum redder. Increasing VAE 6 weakens Hα and
NII while strengthening OII 3727 and OIII 5007, similarly to VAE 4. Unlike increasing VAE 4, increasing VAE 6 does
not make the continuum bluer.
The six VAE components give the VAE the flexibility to fit different combinations of continuum color and emission
line strengths. While these sequences for each VAE component can be interpreted, we must emphasize that these
sequences were all chosen to intersect at the centroid of latent space. Because the VAE is non-linear, the effect of each
component can vary as a function of position within latent space.
3.3. Outlier Identification
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Figure 13. Synthetic spectra along the active galaxy sequence in Figure 8, plotted with offsets added to separate the spectra.
The sequence progresses from a Type 2 Seyfert spectrum with only narrow emission lines to a Type 1 Seyfert spectrum with
broad Balmer emission lines.
spectrum plate MJD fiber explanation
O1 445 51873 68 low SNR
O2 334 51993 203 bad calibration
O3 480 51989 77 close to bright star
O4 454 51908 607 bad calibration
O5 424 51893 587 A star
O6 305 51613 299 M star
O7 352 51694 340 M star
O8 529 52025 200 low SNR
O9 276 51909 2 M star
O10 414 51869 296 missing data
Table 2. Plate-MJD-fiber IDs of the top ten outlier spectra identified in the VAE latent space, with likely explanations for
why they are outlier spectra.
We consider using the VAE latent space to define outliers that are in atypical locations of latent space. These
outliers could be members of rare classes or spectra that cannot be well reconstructed by the VAE. We use the local
outlier factor (LOF) algorithm (Breunig et al. 2000) to identify outliers. The algorithm estimates the local density of
each point by using k nearest neighbors and then identifies points with densities much lower than their neighbors’ as
outliers. The LOF algorithm is unsupervised (ie. it is not given training labels for which spectra are outliers), so we
can search for outliers in the training set as well as the validation set. We use LOF with k = 20 nearest neighbors and
present the top ten outliers (labeled O1-O10 with O1 being the top outlier) in Table 2 and Figure 15.
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Figure 14. Synthetic spectra along sequences where one VAE parameter is changed at a time, plotted with offsets added to
separate the spectra. The middle spectrum in each sequence corresponds to the centroid of the VAE latent means of all spectra.
These sequences are discussed in subsubsection 3.2.5.
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Figure 15. The top ten spectra outliers in VAE latent space using the local outlier factor algorithm, plotted with offsets added
to separate the spectra. The faded parts of the spectra are bad pixels or outside the wavelength range of the original spectrum
and are infilled with iterative PCA (see section 3).
Two of the outliers, spectra O1 and O8, are very low SNR, suggesting that the VAE is unable to map these spectra
to their true latent parameters because of the severe noise. O1 is particularly severe, with most of the pixels being
identified as bad pixels.
Spectrum O10 looks like a quiescent galaxy, but with a large range of data missing. The iterative PCA procedure
we use to infill missing data (similar to the one used in Yip et al. (2004a)) has placed strong absorption lines in the
missing wavelength range. These absorption lines are unlike those seen in quiescent galaxies. Although these infilled
pixels are ignored in the reconstruction loss, they are still fed into the VAE and can affect the latent parameters of
the spectrum. Apparently the erroneous absorption lines had a large enough effect to make O10 an outlier in latent
space.
Spectra O2 and O4 have unusual continuum shapes, with a discontinuity at around 6000 A˚ in both cases. Taking
into account the stated redshift for each spectrum, the discontinuity occurs at the wavelength separating the red and
blue channels of the SDSS spectrograph. Thus, the discontinuity is likely an artifact arising from an error in calibration
between the red and blue channel.
Spectrum O3 does not look like a typical galaxy spectrum, and it was taken within 10 ′′ of a bright (r = 10) star.
It is likely that this spectrum is being contaminated by stellar light, making it an outlier.
Four of the outliers are stars which were erroneously classified as galaxies, suggesting that the VAE can identify
these spectra as not belonging to the classes that make up the vast majority of the training set. Spectrum O5 is an A
star. Spectra O6, O7, and O9 are all M stars, with O7 and O9 being spatially coincident with a galaxy. In Figure 16,
we plot the positions of a sample of SDSS stellar spectra in the VAE latent space. Some of the stellar spectra are
easily identified as outliers in VAE latent space, while others overlap with the distribution of galactic spectra.
While the top 10 outliers do not contain any new classes of objects, they are all objects that are atypical in some way,
suggesting that the VAE latent space can be used to find unusual spectra. Many of the spectra are outliers because of
data artifacts, but four of them are stellar spectra that somehow were classified as galaxies. Stellar spectra are rare
in our set of spectra because we selected for galaxies; the fact that the VAE identifies them as outliers means that
the VAE may be able to find other rare classes, given a larger dataset, or may be used to reject incorrect targeting or
failed spectral extraction.
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Figure 16. Corner plot of the first six VAE components of all training and validation spectra compared with a sample of stellar
spectra.
3.4. Sensitivity to Noise
To test the VAE’s sensitivity to noise, we take the highest signal-to-noise validation spectrum (median pixel SNR ≈
82) and generate many realizations of white noise. In our training set, the spectra have median pixel SNRs ranging
from 5 to 88, with a median of 14. We add different levels of noise to the original spectrum to obtain simulated noisy
spectra at varying SNR. Then, we encode this set of noisy spectra using the VAE, obtaining latent means and variances
for each spectrum in the set. We focus on the six parameters with latent variances narrower than the prior in latent
space, as these are the most important parameters for reconstruction (see subsection 3.1). For each SNR, we consider
the distribution of latent means in each latent parameter obtained by encoding the noisy spectra of that SNR. These
distributions look roughly Gaussian, even as strong noise is added.
The variances of these distributions of latent means is a Monte Carlo measurement of the uncertainty of a spectrum’s
position in latent space caused by the addition of white noise. Ideally, the latent variance returned by the VAE for a
spectrum would also be an estimate of the uncertainty of that spectrum’s position in latent space. We plot the ratio
of these two estimates of the uncertainty, as a function of SNR, in the left panel of Figure 17. The variance of the
distribution of latent means increases as stronger noise is added, showing that adding noise increases the uncertainty
Autoencoding SDSS Spectra 19
3 10 30
spectrum pixel S/N
0.1
0.3
1.0
3.0
10.0
30.0
va
ria
nc
e 
of
 la
te
nt
 m
ea
ns
 / 
la
te
nt
 v
ar
ia
nc
e
uncertainty in latent space underestimated
uncertainty in latent space overestimated
3 10 30
spectrum pixel S/N
2
1
0
1
2
bi
as
 o
f l
at
en
t m
ea
n 
/ 
(la
te
nt
 v
ar
ia
nc
e)
Figure 17. Variance (left) and bias (right) of the latent mean of each latent parameter (one line per parameter) when white
noise is added to a high SNR spectrum, in units of the latent variance. The latent variance underestimates the uncertainty
in latent space for spectra with SNR < 25, which are 90% of the spectra. The latent mean is not significantly biased if the
spectrum has a SNR ' 8.
in estimating the latent parameters of the original spectrum. By contrast, we note that the latent variances do not
change drastically as noise is added, showing that the VAE does not increase its reported uncertainty in response to
added noise. Thus, the variance of latent means is larger than the latent variance at low SNR and smaller at high SNR.
The VAE only sees the spectrum uncertainties in training, through the definition of the reconstruction loss. That is,
the VAE is not given the spectrum uncertainties at test time and thus cannot directly propagate those uncertainties
to inform the latent variance. The VAE apparently does not try to estimate the level of noise from the spectrum itself
to set the latent variance. Thus, the latent variance overestimates the uncertainty at high SNR and underestimates
the uncertainty at low SNR. The crossing point is at SNR = 25, which is higher SNR than 90% of the spectra, so the
VAE is underestimating the uncertainty in latent space for most spectra. Adding the spectrum uncertainties as input
features that the VAE sees during training could allow the VAE to better estimate the uncertainty in latent space.
The distribution of latent means would ideally be centred on the latent mean of the original spectrum, showing that
the addition of noise does not bias a spectrum’s position in latent space. In the right panel of Figure 17 we show the
bias of the latent means as a function of noise level. To make the biases in different parameters comparable, we divide
the bias in each parameter by the square root of the latent variance of that parameter in the original spectrum. If the
biases are comparable to the latent variance, then they are problematic as they are comparable to the VAE’s stated
uncertainty in latent space. The biases do grow at low SNR, but remain smaller than the latent variance for SNR > 8.
4. DISCUSSION
VAEs are able to learn an effective compression of galaxy spectra. As shown in subsection 3.1, a VAE with two
parameters can reconstruct spectra as well as PCA with six components, and a VAE with six parameters can reconstruct
spectra as well as PCA with ten components. Because VAEs are non-linear, they are better able to reconstruct broad
spectral lines. VAEs also outperform NMF and AEs with the same number of parameters.
The VAE latent space is not only a good compression of spectra, but is also interpretable. The VAE can generate
a synthetic spectrum for any point in latent space. In subsection 3.2, we show that traversing latent space yields
continuous changes in continuum shape, line amplitude, and line width. We find tracks in the latent space that
correspond to changes in star formation rate, post-starburst activity, and a transition from narrow-line to broad-line
spectra. We stress that synthetic spectra are only interpretable in parts of latent space that are supported by the
training set: in parts of latent space far from any training examples, the VAE is forced to extrapolate. Some of these
tracks in VAE latent space have analogs in the PCA coefficient space constructed by Yip et al. (2004a). Just as we find
a track from quiescent to star-forming galaxies in VAE 1, they find a similar sequence by increasing their second PCA
coefficient. We also identify parts of VAE latent space occupied by extreme line-emitting galaxies and post-starburst
galaxies, just as they find parts of PCA coefficient parameter space occupied by the same classes of galaxies. Because
our VAE is able to handle non-linear features better than PCA, we are able to map broad-line AGN onto the same
latent space as the other classes of galaxies, unlike Yip et al. (2004a).
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The latent space also separates quiescent galaxies, star-forming galaxies, narrow-line AGN, and broad-line AGN,
without the VAE having ever seen categorically labeled spectra. Indeed, a classification system could be made based on
subdivisions of latent space. Such a system would combine the continuum sensitivity of PCA with the line amplitude
sensitivity of line-ratio tests, along with line widths. Furthermore, sequences of synthetic spectra could be made that
show prototypical members of each class along with transitional objects that are near class boundaries. These synthetic
spectra would allow the latent space classification to be linked to other classification schemes such as PCA or line-ratio
tests.
Most of the computational cost of a VAE is in training it. After training, the main cost in encoding a spectrum
is de-redshifting it; encoding the de-redshifted spectrum is cheap. A VAE might even be useful in determining the
redshift of a spectrum: many trial redshifts could be tested to see which one produces a de-redshifted spectrum that
is best reconstructed by the VAE and thus looks similar to the training de-redshifted spectra. Generating synthetic
spectra for points in latent space is also cheap. We downsample the spectra to 1000 pixels and train on only ≈ 47000
spectra in order to lessen the computational cost of training the VAE. Higher resolution spectra would require a larger
neural net to adequately reconstruct them, which would take more epochs to train. Expanding the training set could
improve VAE reconstruction or reveal interesting interpretations of latent space, but would also make each epoch of
training longer.
The VAE is successful in reducing the dimensionality of spectra from 1000 pixels to the six most important VAE
components; however, even this smaller, six dimensional space is difficult to fully explore. While highly informative,
the set of scatter plots in Figure 8 are 2D projections that do not capture the full structure of latent space. Just as
we use the spectro1d and line-ratio classifications to interpret the latent space, other classifications could be used to
create further interpretations. Simulated spectra could also be given to the VAE to decode to see how the simulated
galaxies’ properties map onto latent space. Clustering techniques like k-means or DBSCAN (Ester et al. 1996) could
be used to find meaningful divisions of latent space in an unsupervised manner. These clustering techniques should
be faster to run and perhaps more effective in the smaller latent space, rather than the original space of spectra.
Interactive visualizations could also be useful in allowing astronomers to explore latent space. With an interactive
visualization, different latent parameters could be scatterplotted, and the user could quickly look at the spectra that
correspond to different points in latent space or color the scatterplot by some measured property of the spectra. Reis
et al. (2019) reduce the dimensionality of the SDSS spectra with Uniform Manifold Approximation and Projection
and present an interactive visualization3.
We make a first effort to find outlier spectra in subsection 3.3, but a search for rare spectra would need to involve a
much larger dataset. The VAE could be trained on the entire SDSS main galaxy sample, for example, to then find the
most unusual spectra. Techniques like DEMUD (Wagstaff et al. 2013) would be useful in finding interesting spectra.
Again, the reduced dimensionality of the latent space should make outlier searches easier.
The VAE is able to encode spectra with missing data and levels of noise, but uncertainties in the data could be
handled better. In our VAE, both missing data and measurement uncertainty are handled through weighting the data
pixels in the reconstruction loss: good pixels are inverse-variance weighted and bad pixels are given a weight of zero.
We find that setting a noise floor (ie. a maximum weight) improves the stability of training the VAE. Excluding the
bad pixels from the reconstruction loss means that the VAE is unconcerned with reconstructing the fluxes in these
pixels. However, the fluxes in these bad pixels are still propagated through the encoder, possibly affecting the latent
representation. We find that some sort of imputation is necessary for the VAE to handle bad pixels well, and we use
the iterative PCA procedure presented in Yip et al. (2004a). One could imagine an iterative VAE procedure where bad
pixels are imputed with this VAE in order to train a second VAE. In subsection 3.4, we find that degrading spectra
down to a pixel SNR of 8 does not drastically affect the latent means. However, we find that the latent variance does
not grow when the SNR is degraded, meaning that the VAE is reporting the same variance in latent space regardless
of SNR. This behavior is undesired because the VAE is underpredicting the uncertainty in latent space for low SNR
spectra. The pixel-level noise only appears in the reconstruction loss and is not included as a feature that the VAE
can learn the variance from. Including the pixel-level noise as a feature may allow the VAE to learn appropriate latent
variances for low SNR spectra.
Just as can be done in PCA and LLE, the VAE can be extended to include measurements beyond spectra, eg. fluxes
or shape parameters. Some procedure to normalize the data is necessary for any dimensionality reduction technique.
3 Available at https://galaxyportal.space/
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Treating the reconstruction loss as a negative log likelihood offers a natural prescription: additional measurements
should be added to the loss function with inverse-variance weights.
Augmenting the VAE using multi-task learning (Caruana 1993) could improve the quality of the VAE latent repre-
sentions as well as the accuracy of classification or regression tasks on the input spectra. In multi-task learning, one
neural network is trained to perform multiple related tasks, which often yields improvements compared to training a
separate network for each task. Since a set of neurons is being used for all tasks, this set of neurons tends to learn a
representation that generalizes well across tasks, avoiding overfitting on any one task. Our VAE could be augmented
into a semi-supervised autoencoder (Haiyan et al. 2015; Zhuang et al. 2015) that also performs an additional task like
classification or regression (eg. on star formation rate). The network that performs the additional task could take
the encoder’s output as its input, sharing no weights with the decoder and producing its own output. We note that
training the VAE and then training a network for the additional task that uses the VAE latent means as features is not
multi-task learning. Instead, training the encoder, decoder, and the additional task simultaneously (eg. alternating
tasks every epoch) would constitute multi-task learning.
5. CONCLUSION
Efficiently exploring and classifying large astronomical datasets is an important problem that can be addressed
with dimensionality reduction techniques. In this work, we have demonstrated that a VAE be used to reduce the
dimensionality of SDSS spectra to six latent parameters while retaining enough information to accurately reconstruct
individual spectra. Due to its non-linear behavior, the VAE can capture non-linear features, such as line widths,
with fewer parameters than PCA. Unlike line-ratio diagnostics, the VAE also uses the continuum information in the
spectrum. The VAE latent space is interpretable and shows clear separations between different classes of galaxies,
even though the VAE was never given these classifications in training. Tracks in latent space yield sequences of spectra
whose physical properties smoothly vary, and unusual objects can be identified as outliers within the latent space.
While even a six parameter latent space is difficult to fully visualize and interpret, reducing the dimensionality of the
spectra makes them more amenable to both computational techniques and human scrutiny. This latent space can be
more fully explored using, for example, clustering techniques, outlier searches, and interactive visualizations. VAEs
are a fast dimensionality reduction technique that yields compact, interpretable latent spaces and have the potential
to enable the fast exploration and classification of large astronomical datasets.
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