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ESSAYS ON THE TERM STRUCTURE OF INTEREST RATES
by
Basma Z. Bekdache
advisor: Christopher F. Baum
In the first essay, a multiprocess mixture model (MM) is used to explain the time variation
in the relationship between forward rates and future spot rates. I find considerable support
for modeling the relationship between one-month spot rates and forward rates in a time-
varying framework using data for the U.S. Treasury Bill market for the period 1959 to
1991. The posterior probabilities from the MM model confirm that the period between
October 1979 to 1982 represents a change in policy regime for the U.S. Federal Reserve.
More specifically, the probabilities show that a structural change took place in the slope of
the relationship between spot and forward rates. This is in accord with the term premium
becoming more variable with the level of interest rates. The term structure relationship
is found to be stable in the period after 1982 when the Fed returned to partial interest
rate targeting. Finally, I find that the predictive power of forward rates varies considerably
over time and that this power decreases significantly in the periods identified with regime
changes.
In the second essay, I compare seven term structure estimation methods empirically in
terms of zero and forward rate curves as well as price- and yield-prediction accuracy. A
marked difference in the performance of the models between in- and out-of-sample predic-
tions is documented. Particularly, models that generate relatively smooth yield and forward
rate curves do not perform well in-sample but produce the best out-of-sample forecasts. The
results support the conclusion from a previous study that modeling the forward rate func-
tion as a cubic spline with adaptive parameters produces the best overall results. The most
interesting finding is that the Neslon-Siegel model estimated from Treasury Strips with
only three parameters can price coupon bonds out-of-sample more accurately than more
complicated estimation methods fitted to coupon bonds.
Essay I: The Term Structure of Interest Rates: An Empirical
Investigation Using Multiprocess Mixture Models
Basma Bekdache
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1 Introduction
The expectations theory of the term structure of interest rates posits that the forward
rates implicit in the yield curve represent the market's expectations of future spot rates.
Put differently, the expectations hypothesis (EH) states that the relationship between the n-
period and one-period interest rates should be such that a risk-neutral investor is indifferent
between purchasing an n-period asset today and holding it for n periods, and rolling over a
one-period asset for n periods. For the one- and two-period interest rates, the relationship
implied by the EH is :
(1)
where Tt and Rt are the time t one-period and two-period interest rates respectively. Et
denotes expectations based on information up to time t.
Under the additional assumption of rational expectations, a linearized form of (1) has
been empirically tested in many studies. Most of these studies find that the data do not
conform to the relationship predicted under the joint hypotheses of rational expectations
and EH (e.g. Fama [6], Mankiw [18], and Shiller [21]). Some studies attempted to explain
these rejections by the presence of a variable risk premium. However, attempts to model
risk using proxies such as variability in asset returns have generally failed.
Mankiw and Miron [19] observe that previous studies have almost all focused on the
periods of the 1960's and 1970's. They propose to examine the term structure of interest
rates under different monetary regimes" ...to examine whether the failure of the expectations
theory is robust." Using data from 1890 to 1979, they test the validity of EH in four different
regimes. Interestingly, they are not able to reject EH in some of their subperiods. This
strongly suggests the existence of a time-varying relationship among interest rates and
possibly a time-varying risk premium. Similar results have been obtained more recently by
Choi and Wohar [4] using higher frequency (weekly) data and more appropriate econometric
techniques.
Although the EH has been consistently rejected, the term structure may still contain
information about future interest rates. Fama [6] finds that one-month forward rates always
help predict future spot rates one month ahead and, in the period preceding 1974, for up
to three to five months into the future. Mishkin [20] finds broadly similar results for more
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recent data after correcting for overlapping observations and conditional heteroskedasticity.
Hardouvelis [12] extends the analysis of the previous two papers by looking at the impact
of monetary regime shifts on the predictive power of forward rates. Using weekly Treasury
bill rates with maturities of one to twenty-six weeks, he finds that the predictive power of
the term structure increases and remains strong after October 1979 when the U.S. Fed-
eral Reserve allowed interest rates to fluctuate freely. In addition, he finds evidence of a
structural break in October 1979 but not in October 1982 when the Fed returned to partial
interest-rate targeting.
Time variation in the term structure relationship has been suggested in most of the
papers cited here, mostly in reference to variation in the risk or liquidity premium which
causes forward rates to fail to accurately reflect expectations of future spot rates. However,
most studies continue to formulate empirical models to explain the term structure in a
static framework. Two of the few empirical papers which model the term structure in a
dynamic setting are a study by Hamilton [11] and a more recent study by Chiang and Kahl
[3]. Hamilton [11] finds support for modeling the term structure of interest rates within
the expectations model by allowing for stochastic changes in regime. He argues that the
regime change affects the mean and variance of the short term interest rate, which implies
that the long rate should be modeled using a regime switching model. Chiang and Kahl [3]
is the only study which directly models time variation by allowing the parameters in the
term structure relationship to vary over time. Using the Kalman filter updating recursions
to estimate the model with time varying parameters (TVP model hereafter), they show
that the TVP model is superior to an ordinary least squares (OLS) model with constant
parameters in terms of predictive accuracy.
Given these results, the significance of test results based on constant parameter models
becomes highly questionable. Furthermore, allowing the term structure relationship be-
tween interest rates to vary over time is intuitively appealing, since it reflects how market
participants update expectations as new information becomes available.
In this study, I propose using a multiprocess mixture model (MM) to model the term
structure relationship. The MM model, introduced by Harrison and Stevens [13] and re-
cently detailed in West and Harrison [23] and Gordon and Smith [9, 10], is proposed for
modeling time series that are subject to various forms of potential structural changes and
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outliers. The TVP model in Chiang and Kahl [3] is not sufficiently broad to handle outliers
or sudden structural shifts. More specifically, the degree of parameter variation in the TVP
model is based on the entire data sample, which causes the model to fail in the face of
abrupt discontinuous shifts in the parameters or the presence of outliers. In contrast, the
MM model allows various "versions" of a base time varying parameter model, termed the
dynamic linear model (DLM), to coexist at each point in time. The competing models will
generally differ with respect to their degree of parameter variation and/or their ability to
accommodate outliers. The models could also differ in the explanatory variates which they
include. The MM model uses the posterior probabilities of each of the models, evaluated in
each time period, to combine the information provided by all models into a single estimate.
In other words, the mixture model forms the best combination of states (models) which
is appropriate given the data. The ability of the MM model to outperform the standard
TVP in the presence of outliers has been confirmed in a Monte Carlo study by Gamble and
LeSage [8].
This distinction is important to the study of the term structure, since discrete changes
in Federal Reserve policy regimes are likely to cause abrupt shifts in interest rates and thus
in the term structure. However, the most notable advantage of using the MM model lies
in the information it provides about the timing and the type of structural change that may
take place in the term structure. More specifically, at each time period the model evaluates
the probability of occurrence of various changes in the relationship between forward and
spot rates as well as the probability that no change has occurred. Thus the MM model offers
a richer framework for analyzing the impact of monetary policy on the term structure.
The aim of this paper is to use the MM model to explore the (potentially) dynamic
relationship between forward and spot rates in the hope of answering some of the following
questions: 1) Is the relationship between spot and forward rates time varying? How does this
variation relate to monetary regime shifts? Does this relationship conform to the restrictions
imposed by the expectations hypothesis? 2) Do forward rates help predict spot rates? Does
this predictive power change over time? If it does, how does this change relate to regime
shifts? The approach I take to answering these questions is to use Bayesian posterior odds
ratios to compare alternative hypotheses at each point in time. This approach to testing
a given hypothesis is particularly appropriate if the "true" relationship in question does
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indeed vary over time. For instance, in assessing the predictive power of forward rates, it
is important to allow for periods where the ability of forward rates to predict future spot
rates increases or decreases due to changes in the monetary regime (see Hardouvelis [12]
and Mankiw and Miron [19]) or other economic factors. Furthermore, at each point in
time, structural shifts and/or outliers can be distinguished using the posterior probabilities
computed in the MM model.
The plan of the rest of the paper is as follows. Section 2 briefly covers the theoretical
framework and the equations to be estimated. The TVP and MM models are described
and compared in Section 3. The data and empirical results are presented in Section 4. A
brief exposition of the Bayesian methodology for comparing alternative hypotheses using
relative model likelihoods is also given. Section 5 summarizes the principal conclusions.
2 Theoretical Framework
According to the pure expectations hypothesis, the relationship between forward and
expected spot rates is assumed to be
(2)
where Rt+T denotes the 1-month spot rate observed at time t +T - 1, and FT ,t is the forward
rate for month t + T observed at time t. Et denotes expectations based on information up
to time t. Equation (2) states that the forward rate implicit in current yields is an unbiased
predictor of future spot rates. A more general relationship between expected spot rates and
forward rates can be expressed as
(3)
Equation (3) is consistent with a variable expectations model in which market partic-
ipants continually adjust their forecasts of future spot rates as new information becomes
available. This general formulation of expectations accounts for the existence of a risk or
liquidity premium that may vary independently over time and/or as the level of interest
rates becomes more variable. Note that assuming that Q and f3 are constant is consistent
with a weak version of the expectations hypothesis which maintains that expected spot
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rates may differ from forward rates by a constant term premium. Using the assumption of
rational expectations, the ex post form of (3) can be represented by the following regression
equation:
(4)
where Vt+r-l is a forecast error assumed to be uncorrelated with variables in the information
set at time t and 0t and f3t are parameters to be estimated. Note that in (4), when ~t is
equal to one, the intercept term at is the estimated time varying premium. If ~t is different
from one, then the estimated term premium is not purely additive and is represented in the
estimated time varying intercept and slope parameters.
Equation (4) is estimated under the assumptions of fixed and varying parameter models
using OLS and the TVP and MM models respectively. The models are compared using out-
of-sample forecasting performance measures and posterior odds ratios. The MM model's
posterior probabilities are used to draw conclusions on structural change in the relationship
between forward and spot rates.
To assess the importance of forward rates in predicting spot rates, the following two
variants of (4) are used:
R t+T - R t+l = alt + f3lt(FT,t - Rt+d +Vt+T-l
Rt+T - Rt+T- l = 02t + f32t(FT,t - FT-l,t) + Vt+T-l
(5)
(6)
Note that (5) and (6) are identical for T = 2. Since for T > 2, the dependent variable in (5)
is the sum of consecutive month-to-month changes, equation (6) is used instead of (5) in
order to isolate the marginal predictive power of forward rates for successively more distant
one month spot rates l .
Equations (5) and (6) provide a more useful setting for assessing the period by period
predictive power of forward rates, since by removing the explanatory variable, Le. the
forward-spot spread, from those equations we obtain a meaningful benchmark model that
can be used for comparative purposes. In other words, if the forward rate does not contain
1Equation (5) is derived simply by subtracting Rt+1 from both sides of (4). See Fama [6] for
details on the derivation of (6).
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useful information for forecasting future spot rates, then {3lt should equal zero to indicate
that the forward rate does not belong in the equation. The model in (5) then reduces to a
random walk process with drift. Therefore to test for the predictive power of forward rates,
the comparison is between equation (5) and the nested alternative given by a random walk
with drift process. Similarly for T > 2, equation (6) reduces to a random walk with drift
process when f32t is equal to zero.
3 Econometric Methodology
3.1 The Dynamic Linear Model
Harrison and Stevens [13] introduced dynamic linear models (DLM's) and developed the
Bayesian approach to dynamic modeling and forecasting. In this section, I follow the nota-
tion and exposition given more recently in West and Harrison [23]. The fundamental idea
is that, at any tinle t and given a history It, a time series can be sufficiently described by
a set of probability distributions: that for the current state (Ot lIt); those for future states
(Ot+k+IIOt+k), k ~ 0 which define the transition system; and those for future observations
(Yt+k\Ot+k), k ~ O. More specifically, for each t, the univariate regression DLM is defined
by
Observation equation: Yt Xt(Jt +Vt Vt f"V N(O, V)
System equation: Ot = (Jt-I +Wt Wt f"V N(O, Wt) (7)
Initial information: (00 110 , ¢) f"V N(mo, Co)
(¢IIo) 1 1f"V G(2"no, 2"do)
In (7), Yt is the dependent variable, X t is a vector of regressors, 8t is the parameter vector
to be estimated, and Nand G denote the normal and gamma distributions respectively.
The term I t - I indicates that the density is conditional on information up to time t - 1
(Le. It- I = (Yb . .. , Yt-d). The observational variance V is assumed to be unknown. The
standard Bayesian procedure to deal with this case is to conduct a conjugate analysis based
on gamma distributions for the precision ¢ = V-I (or equivalently, inverse gamma distri-
butions for V). This procedure allows the posterior distribution from one time period to
7
be used as the prior for the next time period in the estimation problem. mo, Co, no, and
do are initial quantities to be specified by the modeler. The mean of the prior for ¢ is
E[¢IIoJ = no/do = l/So where So is a prior point estimate of V. The variance of the dis-
turbance in the system equation, Wt , which determines the degree of parameter variation,
also must be specified by the modeler. Given this set of prior information, the following
distributional results (unconditional on V), may be obtained at each time t: 2
(a) Prior for 8t :
where Rt = Ct- I +Wt
(b) I-step forecast:
(c) Posterior for 8t :
(d) Posterior for ¢ = V-I:
The definitions and updating equations in (a), (b), and (c) are commonly referred to as the
Kalman filter recursions. As shown in (c), the posterior mean mt is obtained by adjusting
the prior mean mt-I with a term proportional to the forecast error et. At, also referred
to as the Kalman gain matrix, scales the adjustment term according to the ratio of prior
and likelihood variances, given by Rt/Qt. Thus, given X t , the adjustment is larger the
2Proofs of these results can be found in Zellner [24] and West and Harrison [23].
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more informative is the likelihood (i.e. the smaller is the variance Qt) relative to prior
information, and vice versa. Note that the constant coefficient regression model is obtained
simply by setting Wt in (7) to the null matrix.
3.2 The Multiprocess Mixture Model
The TVP approach consists of choosing a single DLM and estimating it using the Kalman
filter recursions. Basically, the modeler chooses single values for V and the elements of Wt
to be used in the recursions in all time periods. The TVP model improves on OLS when the
parameters in a regression are believed to vary over time (see e.g. Harvey and Phillips [14]
and Watson [22]). Since the TVP model assumes a single covariance structure for parameter
variation over the whole data sample, it allows the degree of parameter variability to be
affected by outlier or transient observations. This occurs since the presence of abrupt
shifts in the given process requires allowing larger variability in the parameters even in
periods where no change in the parameters is required. In that sense, the TVP model is
inappropriate for processes which experience discontinuous and transient shifts. The MM
model is more general, encompassing both the OLS and TVP models by allowing the data
to choose the appropriate model at each time period.
Denote a single DLM model as MtU) and the discrete set of N alternative models as A
= 1, ... , N. Harrison and Stevens [13] introduce two classes of multiprocess models which
represent the following two types of problem:
(i) Class I: There is a single unknown model MF*) that adequately represents the process
at all times. The modeler is required to choose a single model which represents the process
from the set of possible models.
(ii) Class II: No single DLM adequately describes what might happen to the process in
the next time period, but anyone of a discrete collection of models may be selected at each
time period.
Thus, I can entertain the possibility that there is some DLM model j* E A, for which
MtU*) holds at each time t. This represents the Class II circumstance, where a different
DLM model is appropriate for each time period.
West and Harrison [23] describe a modeling circumstance for which the Class II multipro-
cess model is most appropriate. Here, the modeler truly believes that multiple specifications
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(DLM's) are appropriate over time. Instead of choosing a single appropriate specification,
the modeler estimates each of the finite set of models recursively and "mixes" together
the parameter estimates or forecasts from the individual models. This approach would be
appropriate if, for example, it is believed that one model specification were appropriate for
outlying observations and another for the remaining observations. The appropriate action
for the modeler in this circumstance would be to use both models rather than choose one
over the other. Following Gordon and Smith [10], the DLM model can be used to generate
multiple models by modifying the observation and system variances without changing the
underlying model structure. Given the parameter vector (}~ = (at, (3t)', and assuming that
the disturbances for the parameters a and {3 vary independently, we have:
W = (Rex 0)o R{3
Now consider the following four specifications regarding the observation variance, V =
</>-1 RlI , and the system variance matrix Wt :
Model I - Steady State: Let R lI = 1, and Rex = R{3 = O. In this model, there is no parameter
variation in a or (3 except for that caused by the addition of another observation at
each time period. This is basically the OLS model with updated estimates being
computed by the Kalman filter recursions.
Model II - Intercept Shift: Let R lI = 1, Rex = 'ljJ and R{3 = O. Here, a is assigned a large
variance thus corresponding to a change in the level or intercept of the series.
Model III - Slope Shift: Let R lI = 1, Rex = 0 and R{3 = 'ljJ. This reflects a shift in the
slope term of the model. This setting allows for potential variation in the impact of
the forward rate on the spot rate in (4).
Model IV - Outlier: Let R lI = 'P, Rex = R{3 = O. A large value for the disturbance Vt,
affects Yt (according to the observation equation in (7» but does not affect future
values of Y, since Yt+1 is not directly related to Yt. Thus, a single large Vt results in a
transient or outlying observation at time t.
The preceding list can be modified to include a specification which combines Models II
and III by allowing for simultaneous shifts in the slope and intercept parameters. This case
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will be taken into consideration in the empirical analysis. The DLM model shown in (7)
can be rewritten to include a superscript denoting the four models derived from the various
assumptions on Wt and RII stated above.
Yt X;Ot + vlj )
(j)Ot-l +Wt
var(vlj» = ¢-lR~)
var(w~j» = W(j)
j = 1, ... ,4 (8)
In the multiprocess model, the four models are run in parallel at each time period. The
Kalman filter recursions can also be rewritten to depict the coexistence and the simultaneous
estimation of the four models which differ only in the choice of Wt and R II •
Now consider the transition from time t to t + 1. At t + 1, we have a model for each
of the four states conditional on four previous period t states for a total of sixteen models
or states. The same holds at the transition between t + 1 and t + 2 except now we have
162 possible states. Obviously, this process explodes quite rapidly. The mixture model
proposed by Gordon and Smith [10] is used to avoid this problem. The idea is to use an
approximation procedure based on the posterior probabilities of the models to collapse the
sixteen models into four models at each time period.
To illustrate this mixture approximation procedure, let us first rewrite the predictive
density of Yt to reflect the fact that there are now four potential states for each time period.
More specifically, conditional on model j being selected in time t and model i being selected
at time t - 1, the predictive density (or likelihood) of Yt is z}i j ) = P(YtI1t-l, Mt~l'M?»).
z~ij) is the same as p(YtI1t-d with the additional conditioning on the given states Mt(~l and
MF). Recall from the discussion of the Class II model that Mt~l denotes the event that the
system has been in state i at time t - 1 or that model i holds at time t - 1. Note that there
are sixteen densities in z~ij) corresponding to the number of possible states which result in
the transition from time t to t + 1 as described in the previous paragraph. Our interest in
these densities is limited to their role as intermediate quantities which are used to calculate
the posterior probabilities of the individual models as well as the predictive density of Yt
over all models combined, namely p(YtI1t-d. The posterior probabilities are then used to
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collapse the estimates from the sixteen models into four in each time period.
Letting 1r~j) represent the prior probability over model j assigned by the modeler and
using Bayes' theorem we may derive the forecast distribution for Yt,
4 4
p(YtI1t-d =L L z~ij)1r~j)1r~~l
i=l j=l
(9)
Further, denoting the posterior probability of model j at time t, by 1r~j) = p(Mt(j)IIt ) and
similarly applying Bayes' theorem we have3 ,
where
4
1r~j) = L 1r~ij)
i=l
(10)
(11)
The 1r~j) are calculated in each time period and are used to collapse the m~ij), C~ij) and
d~ij) that are estimated, for each of the sixteen models, using the Kalman filter recursions.
m(j)
t
(12)
The essence of this mixture procedure is to allow each of the four models to coexist at
each time period in order to form the best combination of states which is appropriate to
the data. For example, in periods of abrupt changes in the noise of the system (Le. a large
variance in v), reliance shifts to the outlier model (Model IV) thereby keeping the other
models' estimates from being affected by this transient change. If this occurs, the posterior
probability for the outlier model is larger relative to the other three models. As a result,
more weight is placed on the estimates of the outlier model for that time period, thereby
leaving the estimates for the other time periods unaffected.
3Details of these derivations are found in West and Harrison [23]
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As previously mentioned, the posterior probabilities, 1r~~1' provide the current model
probabilities based on information available up to time t - 1. At time t, we can revise these
probabilities based on the additional information received by the observation Yt. West and
Harrison [23] denote by P(Mt(~lIIt), the one-step-back or smoothed probability of model i,
i = 1, ... ,4. These probabilities indicate which models were likely at the previous time
period and are thus very useful in retrospective assessment and diagnosis of events. In
certain cases, the model cannot distinguish between the various alternatives (e.g. level
change or outlier) based on the current observation. This is manifested in the posterior
probabilities "spreading out" over the four models. As the next observation is received, the
ambiguity is often removed and is reflected in the one-step-back probabilities.
4 Empirical Results
4.1 The Data
Monthly data on the spot rate, R t+n and forward rates, Fr,t for T = 2, ... ,4 are obtained
from the Fama Six Month Treasury Bill Term Structure file of the U.S. Government Se-
curities File of the Center for Research in Securities Prices (CRSP) at the University of
Chicago. The spot and forward rates are calculated from averages of end-of-month bid and
asked prices of one to six month Treasury bills. Details on the construction of the files
are found in the CRSP documentation. Data for the spot and forward rate for T = 2,3 is
available for the period 1950:1 to 1991:12 for a total of 503 observations. The forward rate
series for T = 4 does not start until 1959:2 which yields a sample of 395 observations.
4.2 OLB results
The results from estimating equation (4) with constant parameters using OLS are shown
in table 1. The coefficient on the forward rate is always significantly different from one. As
in the Fama [6] and Mishkin [20] studies which use the same data4 , these results reject the
4Fama [6] conducts his analysis on equations (5) and (6) where the dependent variable is the
change in the spot rate. Studies that followed Fama's methodology have reported results on the
same equations. Fama cites the nonstationarity of the spot rate as the motivation for working with
the differenced series. However, since I found that the spot and forward rates are cointegrated, we
can rely on estimates from (4). Not surprisingly, the change in the spot series, which is stationary,
is extremely noisy. This undermines the ability of the MM model to distinguish change points (i.e.
change in the level or the slope of the series) from outliers since there are virtually no change points,
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pure expectations hypothesis but illustrate the strong predictive power of forward rates. The
results from the subsample regressions clearly show a change in the relationship between the
spot and forward rates especially for the 2 and 3 month ahead regressions. The estimated
"additive" risk premium, &, went from being indistinguishable from zero to a value of 5.086
and 10.944 for T = 3, 4 respectively. Similarly, the slope coefficient decreased from 0.928
and 0.895 to 0.488 and 0.045 for T = 3, 4. Comparing the magnitudes of the coefficients
between subperiod 1 and 2, it appears that the term premium increased after October
1979. These results are not surprising given that previous studies (e.g. Hardouvelis [12])
have documented a structural change in the parameters after October 1979. The period
after October 1982, when the Fed returned to partial interest rate targeting, appears to be
relatively similar to the period before 1979 although the predictive power of forward rates
appear to have decreased somewhat as shown by the lower R2 'so
Mankiw and Miron [19] show that variation in the term premium can bias downward
the coefficient on the forward rate in (4) and consequently lead to a rejection of EH. This
suggestion is explored by allowing the coefficients in (4) to vary systematically over time.
4.3 Constant vs. time varying parameters
In order to answer the question of whether the relationship in (4) is time varying, I compare
a constant parameter model to TVP models with various degrees of parameter variation
in terms of predictive ability using Mean Squared Error (MSE) as well as a Bayes Factor
(BF), or ratio of model likelihoods between the constant model and the model with time
variation. The MSE measure is calculated from the one-step-ahead forecast errors, et,
defined in section 3.1.
The model likelihood is a more formal measure of goodness o'f predictive performance
since it also accounts for the forecast precision given by the variance of the distribution.
Recall from section 3.1 that for each observation Yt, the observed value of the one-step-
ahead predictive density is given by p(Yt/1t-l). Now suppose that we consider two models
which differ only in the degree of parameter variation given by the matrix, W. Denoting
but a great deal of variability in the series. Therefore, although the MM model performs relatively
well using the differenced series, I chose to remain with the "levels" regression in order to fully
exploit the potential of the MM model. In addition, it is more intuitive to interpret the results from
the "levels" regression both in the OL5 and TVP contexts.
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Table 1: OL8 regressions of the spot rate on the forward rate t
Dependent variable: Rt+2
Period 3/50-12/91 3/50-9/79 10/79-9/82 10/82-12/91
Constant 0.027 -0.178 0.210 -0.367
(0.082) (0.057) (1.114) (0.353)
F2,t 0.905 0.975 0.884 0.926
(0.019) (0.016) (0.076) (0.045)
R2 0.945 0.953 0.581 0.812
D.W. 1.288 1.552 1.417 1.170
S.E.E. 0.700 0.468 1.734 0.667
Dependent variable: Rt+3
Period 4/50-12/91 4/50-9/79 10/79-9/82 10/82-12/91
Constant 0.057 -0.163 5.086 -0.079
(0.141) (0.110) (1.965) (0.480)
Fa,t 0.869 0.928 0.488 0.873
(0.031) (0.030) (0.143) (0.058)
R2 0.900 0.909 0.164 0.760
D.W. 1.105 1.163 0.887 1.201
S.E.E. 0.947 0.652 2.449 0.756
Dependent variable: Rt+4
Period 5/59-12/91 5/59-9/79 10/79-9/82 10/82-12/91
Constant 0.389 0.026 10.944 0.411
(0.369) (0.233) (1.249) (0.701)
F4 ,t 0.832 0.895 0.045 0.822
(0.064) (0.050) (0.143) (0.092)
R2 0.797 0.839 0.001 0.680
D.W. 0.749 0.888 0.529 1.016
S.E.E. 1.232 0.764 2.677 0.870
t - Standard errors are in parentheses.
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the predictive density of the first model by Pl(YtI1t-d and the second model by P2(YtI1t-l),
then the relative likelihood of model 1 versus model 2 based on the observation Yt, at time
t is simply the ratio
(13)
This likelihood ratio , alternatively called Bayes' Facto0, provides a basic measure of
predictive performance of model 1 relative to model 2. More generally, this ratio can be
formed to compare any two alternative hypotheses Hl and H2 • Multiplying (13) by the
prior odds Pr(Hlllo)/Pr(H2IIo) yields the familiar posterior odds ratio in favor of model
1. Given equal prior probabilities on the two hypotheses, the data is more in accord with
Hl than H2 when Ht exceeds unity. On the log scale, a positive value of the log of Ht
is supportive of model 1 whereas a negative value indicates support for model 2. 6 The
ratio in (13) provides evidence for or against a given hypothesis in a given time period
t based on the observation Yt. More generally, the overall likelihood of the observations
Yt, Yt-l,···, Yk,(k = 1, ... , t) is given by:
t
II Hr
r=k
Pl(Yt, Yt-l,···, YkI 1k-d/P2(Yt, Yt-l,···, YkI1k-l) (14)
A Cumulative Log Bayes Factor (CLBF) can be obtained by taking the log of expression
(14). The traditional interpretation for the CLBF introduced by Jeffreys [15] is that evidence
in favor of model 1 is indicated by a value of 1, with a value of 2 or more indicating strong
evidence. Alternatively, a value of -1 indicates evidence in favor of model 2 with a value
of - 2 or more indicating strong evidence.
5This approach differs from the usual likelihood ratio testing procedure which involves taking a
ratio of maximized likelihood functions. This implicitly assumes that the maximum likelihood esti-
mates are true values of the unknown parameters (see Zellner [24] for more details on the differences
between Bayesian and standard methods for testing hypotheses).
6If one has to accept or reject a hypothesis, a loss structure can be introduced and the poste-
rior odds ratios can be used to test hypotheses in a decision theoretic framework based on utility
maximizing behavior (see Zellner [24] for more details). However, in this paper the aim is limited to
comparing alternative hypotheses rather than necessarily choosing one over the other.
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Let me now turn attention to the question of the choice of elements of the system tran-
sition matrix Wt . I adopt a method suggested by West and Harrison [23] which consists of
choosing a discount factor b to determine the degree of parameter adaptation to the data7 •
This defines Wt = Ct - I (1 - b) / b as a fixed proportion of the variance of the posterior
distribution of the parameters Ct - 1 , which provides for a natural and convenient interpre-
tation of uncertainty or decay of information. For instance a value of b of 0.8 implies that
between observations t - 1 and t, the error in the system variance Wt leads to an increase in
uncertainty of 25% of the variance Ct - I . Thus b = 1 corresponds to the static or constant
coefficient model with Wt = O. In the static model, the coefficients are updated at each
time period due simply to the addition of a new observation.
The DLM representation of equation (4) is as defined in (7) where X t = (1, FT,t) repre-
sents the regression vector containing an intercept term and the forward rate as explanatory
variables. Yt = Rt+T is the dependent variable. The parameter vector, (}~ = (at, f3t)' con-
tains the time-varying intercept and slope parameters. The OLS estimates of the parameters
and their variances were used as initial values for rno and Co. The initial estimate of the
observational variance So was set equal to 1.0. Given that the number of observations is
relatively large, the effect of changing the initial values for the parameters on the results is
found to be virtually nil. The model is estimated for several values of b and the results for
T = 2, ... ,4 are shown in table 2.
The CLBF measure reported in the table is the value of the log of expression (14) over
the whole sample period, for the model with a given b (model under HI) relative to the
model with b = 1 (model under H2 ), corresponding to OLS. Thus higher values of CLBF
indicate a higher degree of support from the data for a given b relative to 1.0. As shown in
the table, the data support the existence of a time varying relationship between spot and
forward rates. Both measures point to an optimal degree of parameter variation given by
b = 0.9. The negative CLBF's for models with b ~ 0.85 indicate that these models allow
for too much variability and have a likelihood function value lower than the likelihood from
the constant model. This is also indicated by the higher MSE for the models with b ~ 0.85.
For T = 2, the MSE measure points to a higher value of b than does the LBF. However, by
7Full details of the derivations of the discount method as well as more general limiting model
results can be found in Ameen and Harrison [2].
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looking at a finer grid, Le. 0 increasing by 0.01 instead of 0.05, we find that both measures
point to a value of 0 = 0.92. Thus a value of 0 close to 0.9 minimizes MSE and maximizes
the likelihood of the sample. Given these results, it is clearly unsatisfactory to rely on the
estimation results from the model with constant parameters (OLS).
Although the TVP or single DLM represents a clear improvement over the OLS model,
its drawback, as described in a previous section, lies mainly in its inability to accommodate
for outliers and sudden shifts in parameters. More specifically, suppose that the relationship
between the spot and forward rates changes dramatically during a period of regime change
as in the period after October 1979. The TVP parameter estimates will change accordingly
to reflect the new relationship. However according to Mankiw [18], "..of particular interest
is whether the experience of the United States in these and earlier years merely reflects
an unusual historical period. If it does, it would be inappropriate to draw any general
conclusions from this experience or to extrapolate this experience into the future." (p 61-
2) The preceding quote perfectly explains the advantage of using the MM model over the
TVP in these types of situations. The MM model, while providing for changes in the term
structure relationship, identifies periods of structural change and prevents the estimates in
one of its component models from being affected by the others. The next section presents
the results from applying the TVP and MM model to (4).
4.4 TVP and MM model results
To estimate the TVP model, a value for 0 is chosen according to the MSE and LBF measures
for predictive performance using data up to 1975. The period from 1975 to 1991 was reserved
Table 2: Comparison between constant and TVP models
T=2 T=3 T=4
6 MSE CLBF MSE CLBF MSE CLBF
0.80 0.500 -2741.1 0.602 -3707.8 0.676 -2314.9
0.85 0.498 -1163.6 0.599 -1222.6 0.673 -832.8
0.90 0.495 142.9 0.594 214.1 0.668 196.0
0.95 0.480 72.0 0.660 137.0 0.812 151.5
1.00 0.525 0.0 0.955 0.0 1.642 0.0
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to compare the out-of-sample predictive performance of the various models. To estimate
the mixture model, the values of 7r~j), R~), R¥) and RU) were taken to be:
j = 1 j=2 j=3 j=4
7r(j) 0.85 0.05 0.05 0.050
R~) 1 1 1 100
R~) 0 1/J 0 0
R(i) 0 0 1/J 0{J
The prior probabilities reflect the belief that the steady state model (Model I) should be
appropriate 85% of the time, with each of the other three models expected to occur about
5% of the time. As in the TVP model, the values for the prior parameter variances, 'ljJ, were
obtained according to a systematic search for settings which produced good one-step-ahead
predictions. The observation variance for the outlier model is set to 100 times the variance
of the other three models (R~4) = 100). The particular value chosen for R~4) is not important
provided that it is large enough to allow for extreme observations which are considered to
be unlikely in the other three models. For instance, given the model assumptions in (7) and
V = 1, the probability that Vt takes on values larger than 3 in absolute value is very small
« 0.01). However, Vt = 5 is perfectly consistent with a model with V = 100. Here again,
OLS parameter values are used to initialize the MM and TVP models.
Table 3 compares the out-of-sample forecasts from the TVP and MM models in terms of
MSE. As a basis for comparison to alternative models, I compute the MSE based on the out-
of-sample period residuals from a Generalized Autoregressive Conditional Heteroskedastic
model (GARCH(l,l)). GARCH models (as well as other variants on the ARCH models
such as the ARCH-in-mean model) have been commonly used to model asset prices. Fore-
casts from a model which predicts Rt+T = FT,t, Le. a naive model that imposes the EH
restrictions, are also presented in the table. The TVP and MM models both outperform
the GARCH and naive models in terms of predictive performance. However, in terms of
MSE the MM model is worse than the TVP in two out of three cases whereas the opposite
is true in terms of relative model likelihoods.
Let us now examine the results from the MM model. Recall from section 3.2, that
the one-step-back probabilities confirm the predictions given by the posterior probabilities
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about the state holding at time t having received observation Yt+l in addition to Yt. Figures
1 through 9 show plots of the one-step-back probabilities of the steady state, slope change
and outlier models for T = 2, ... ,4. The period between October 1979 and October 1982
is clearly indicated as a period of structural change, with the probabilities of the steady
state model decreasing towards zero and those of the slope change model reaching a value
of unity for most of that period. The fact that there are virtually no outliers detected in the
relationship could explain the inability of the MM model to outperform the TVP model.
The period around 1973, which roughly coincides with shifts to flexible exchange rates as
well as the first oil shock, may also be identified as a period of structural change with the
probability of the slope change model increasing to around 0.6. Table 4 provides a summary
of the states implied by the smoothed probabilities. The table lists the number of times
each model receives a probability 2: 0.2 as well as the number of times each model receives
the maximum probability among the four models.
The results are quite similar for T = 2, ... ,4 and show that all of the variability we found
in the term structure relationship is concentrated in the periods 1973 to 1975 and 1979 to
1982. For T = 2, the slope change model receives the highest probability in 6 out of 37
observations (roughly 16% of the time) in the period 1979 to 1982. Similar results are found
for T = 3,4. Several deviations from the steady state model also occur in the first subperiod
as indicated by Models II and III receiving a probability 2: 0.2 at least 10 times during that
period. We can see from Figures 1 through 9 that the probability of the slope change model
is 2: 0.4 several times during the period close to 1975. However, the strongest evidence
is seen for the 1979 to 1982 period where the the probability for the slope change model
reaches one several times during that period. These results appear to be consistent with
other research. For instance, Hamilton [11], using a two-state first order Markov process for
the short-term interest rate, also finds that his model associates a change in regime with the
period 1979:4 to 1982:3. The mixture model offers the additional information on the type of
change (level, slope or transient) which took place ex ante, via the posterior probabilities as
well ex post via the one-step-back probabilities. In addition, we can see from the table that
the intercept change model never receives the highest probability and thus the intercept
change state is never implied by the model.
Figures 10 through 15 compare the parameter estimates from the TVP and MM models.
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Table 3: out-of-sample predictive performance (MSE) of various models (3/75-12/91)
TVP MM NAIVE GARCH
r = 2 0.923 0.896
r = 3 1.146 1.32
r =4 1.028 1.47
1.584
2.809
3.607
1.276
2.234
3.154
As expected, the estimates from the MM model are "smoother" than those from the TVP.
This occurs since the estimates from one of the models in the MM are not directly affected
by those from the other models. For instance, in a time period where a slope change is
indicated, the mixed estimates are primarily those of Model III since in that period this
model receives a high posterior probability. However, in other periods with no structural
change or outliers, the mixed estimates primarily reflect those of the steady state model.
Nevertheless, the slope estimates from both models show a great deal of variability with
especially sharp changes during the structural change periods. This result is in contrast
to Chiang and Kahl's [3] who report that their coefficient estimates vary smoothly over
the whole sample period. This difference could be partially due to the fact that they use
quarterly data. In the next section, I examine the predictive power of forward rates over
time.
4.5 Predictive power of forward rates
In order to test for the ability of forward rates to help predict spot rates, the MM model
is used to estimate equations (5) and (6), as well as the corresponding random walk with
drift model, for T = 2, ... ,4. If we denote the model including the forward rate spread by
model 1 and the random walk model by model 2, the relative likelihood of model 1 relative
to model 2 is given by (13), where the predictive densities for each of the models are given
by the mixture t-densities in (9). The analysis of the MM model was conducted in the
same fashion as described in the previous section. Thus, the hypothesis that forward rates
help predict spot rates (model 1) is compared to the alternative hypothesis that forward
rates do not contain information useful for forecasting spot rates (model 2) using the LBF
and CLBF measures given by the log of expressions (13) and (14) respectively. The LBF
provides period by period evidence on the relative importance of the two hypotheses. The
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Table 4: Summary of one-step-back probabilities ~ 0.2 (Summary of states by maximum
probabilities in parentheses)
T=2 3/50-12/91 3/50-9/79 10/79-9/82 10/82-12/91
Model I 492/501 351/354 31/37 110/110
(490/501) (354/354) (31/37) (110/110)
Model II 1/501 1/354 0/37 0/110
(1/501) (0/354) (0/37) (0/110)
Model III 16/501 7/354 8/37 1/110
(9/501) (0/354) (6/37) (0/110)
Model IV 3/501 3/354 0/37 0/110
(1/501) (0/354) (0/37) (0/110)
T=3 4/50-12/91 4/50-9/79 10/79-9/82 10/82-12/91
Model I 486/500 349/353 28/37 110/110
(480/500) (353/353) (27/37) (110/110)
Model II 3/500 16/354 1/37 0/110
(1/500) (0/354) (0/37) (0/110)
Model III 19/500 13/354 9/37 1/110
(10/500) (0/354) (7/37) (0/110)
Model IV 0/500 1/354 4/37 1/110
(0/500) (0/354) (3/37) (0/110)
T=4 5/59-12/91 5/59-9/79 10/79-9/82 10/82-12/91
Model I 383/391 240/244 33/37 110/110
(380/391) (244/244) (30/37) (110/110)
Model II 3/391 3/244 0/37 0/110
(1/391) (0/244) (0/37) (0/110)
Model III 19/391 19/244 10/37 0/110
(10/391) (0/244) (7/37) (0/110)
Model IV 0/391 0/244 0/37 0/110
(0/391) (0/244) (0/37) (0/110)
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CLBF, which is merely the cumulative sum of the LBF, provides cumulative evidence on
the two models starting from the beginning of the sample and up to given time period t.
Figures 16 through 21 show plots of the LBF and CLBF for T = 2, ... ,4. The CLBF
for T = 2 shown in figure 17 indicates that there is very strong evidence in favor of the
model that includes the forward rate. Recall that a value of 2 or more indicates strong
evidence in favor of model 1. By looking at the LBF in figure 16, we can identify a great
deal of variability in the periods around 1975 and 1979-1982. Specifically, although the
random walk model outperforms the forward rate model in certain periods (i.e. the LBF is
negative), on average, evidence from model 2 is stronger after 1979. This can also be seen
in that the average value for the BF, H t , increased from 1.14 to 1.78 between the periods
before October 1979 and the period between 1979 and 1982. This is consistent with previous
results as well as with Mankiw and Miron's [19] conjecture that the term structure will be
more informative about future interest rates when interest rates are allowed to fluctuate
freely.
The evidence from the regressions for T = 3 and 4 do not support the same conclusions.
Although the overall evidence from figure 19 is in favor of the model with forward rates,
we can see that relative to the random walk model, this predictive power decreases in the
periods between 1973-1975 and 1979-1982. In other words, the evidence indicates that in
periods of increased uncertainty, forward rates lose some of their predictive ability more
than one month ahead into the future. Nevertheless, the model with forward rates does
perform relatively well as shown by the large positive values of LBF in the period around
1988. The results are quite different for T = 4. The overall evidence shown in figures 20 and
21 is in favor of the random walk model. As shown in figure 20, there is no clear evidence
towards either one of the two models after 1962. Merely looking at the CLBF is misleading
in this case since it has obviously been greatly affected by the results prior to 1962. The
results in this case are somewhat consistent with those from previous studies. However, the
evidence is inconclusive as to the ability of forward rates to predict spot rates three-months
into the future. Finally, it should be noted that conducting the same analysis using the
likelihood values obtained from the TVP model yielded similar conclusions.
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5 Conelusions
In conclusion, I find considerable support for modeling the relationship between one-month
spot rates and forward rates in a time-varying framework. The forecasts from the TVP and
MM models, which allow for the parameters to vary systematically over time, outperform
those obtained from the more traditional GARCH(l,l) model.
The posterior probabilities from the MM model confirm that the period between October
1979 to 1982 represents a change in regime. More specifically, the probabilities show that
the structural change took place in the slope of the relationship between spot and forward
rates. This is in accord with the term premium becoming more variable as the level of
interest rate rises. This is also seen in the graphs of the estimated slope coefficients from
both the TVP and MM models. The term structure relationship is found to be stable in
the period after 1982 when the Fed returned to partial interest rate targeting.
Finally, the predictive power of forward rates is assessed using a period-by-period Bayes
Factor that compares the term structure model to a random-walk-with-drift model. The
evidence is in favor of the forward rate for predictions up to two-months into the future and
is inconclusive for the three-months horizon. I find that the predictive power of forward
rates varies considerably over time as shown by the high variability in the log Bayes Factors.
Specifically, this power decreases considerably in the periods identified with regime changes.
These results strongly demonstrate the importance of incorporating time variation and
structural change into any empirical study of the term structure of interest rates. I believe
that the methods I used in this study have considerable potential in helping to understand
the term structure of interest rates as it evolves over time and undergoes various regime
changes. I plan to continue this research by looking at the longer end of the maturity
structure where the effect of regime changes is likely to be more pronounced.
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Figure 3
One-step-back probability
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Figure 5
One-step-probability
for the slope change model
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One-step-probability
for the outlier model
(Tau = 3)
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Figure 7
One-step-probability
for the steady state model
(Tau = 4)
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Figure 8
One-step-probability
for the slope change model
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Figure 9
One-step-probability
for the outlier model
(Tau = 4)
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Figure 10
Slope from TVP and MM models
(tau = 2)
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Figure 11
Intercept from TVP and MM models
(tau = 2)
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Slope from TVP and MM models
(tau = 3)
Figure 13
Intercept from TVP and MM models
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Figure 14
Slope from TVP and MM models
(tau = 4)
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Intercept from TVP and MM models
(tau =4)
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Figure 16
Log Bayes Factor in favor of model
that includes the forward rate
(I-month ahead)
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Cumulative Log Bayes Factor in
favor of model that includes Forward
(I-month ahead)
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Figure 18
Log Bayes Factor in favor of model
that includes the forward rate
(2-month ahead)
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Cumulative Log Bayes Factor in
favor of model that includes Forward
(2-month ahead)
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Figure 20
Log Bayes Factor in favor of model
that includes the forward rate
(3-month ahead)
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Cumulative Log Bayes Factor in
favor of model that includes Forward
(3-month ahead)
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1 Introduction
Modeling the term structure of interest rates has been the subject of numerous studies
in the economics and finance disciplines. Characterizing interest rates as a function of
maturity embodies information about future movements in interest rates and has direct
implications for real economic activity. In financial markets, the term structure is crucial
to the pricing of interest-rate contingent claims and interest-rate derivative securities.
Empirically, describing a function relating interest rates to term-to-maturity is not trivial
since even in the simple case of discount bonds, we only observe interest rates on bonds of
those maturities that are actively traded. Even though discount bonds are available in long
maturities in the Treasury strips market, it can be argued that they do not trade "level"
with coupon-bearing Treasuries, due to tax and clientele effects. Therefore, information on
long-term interest rates is essentially only observed in bonds which differ in their coupon
rates as well as other characteristics.
There are two main branches of the literature on term structure estimation: General
Equilibrium (GE) models and No-Arbitrage/Curve fitting (NA) methodologies to term
structure modeling l .
The purpose of this study is to assess the empirical validity of various No-Arbitrage
(NA) models. It is the first such study to compare several established, as well as recently
proposed, term structure estimation techniques2 • The various techniques differ in two main
respects: the functional form to be fitted to the price data and the criterion function to be
minimized for estimation. We compare five models that use cubic splines to approximate the
term structure to two other methods: one that derives the yield curve from a second-order
1Partial equilibrium models of the term structure are sometimes refered to as No-Arbitrage
models. In this paper, I use the term to refer to estimation techniques which, unlike theoretical
models, use the no-arbitrage condition to empirically determine the shape of the term structure
from data on discount and coupon bonds.
2There is a recent working paper that we view as complementary to our work. Bliss [2] eval-
uates four term structure estimation methods to establish a methodology for comparing modeling
approaches. We differ from that study in two respects. First, we evaluate five modeling techniques·
that are not considered in Bliss's paper. The Nelson-Siegel and McCulloch methodologies are covered
in both of our papers but are not estimated in the same way. Second, we focus on both the esti-
mated zero rate and forward rate curves as well on the price and yield errors from each model. Bliss
focuses on establishing the importance of conducting out-of-sample price error analysis to compare
the models. Based on Bliss's results, we perform out-of-sample comparisons as well.
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differential equation and another recently proposed method that estimates a piecewise linear
forward rate function. Among the cubic spline methods are recently proposed specifications
that employ a Generalized Cross Validation (GCV) criterion to determine the number of
parameters to be estimated. We present estimation results from all models and compare
the resulting spot rate and forward rate curves. The models are empirically evaluated based
on their pricing- and yield-prediction accuracy both in- and out-of sample as well as over
various maturity ranges.
Our main findings are as follows. First, we find that the estimated yield and forward
rate curves can differ markedly across methods depending on the number of parameters
estimated, the time horizon, and the shape of the term structure. This difference is more
noticeable at longer maturities where the number of available securities decreases. Among
the splining methods, those using the GCV criterion for determining the number of esti-
mated parameters adapt systematically to these changes, whereas fixed knot specifications
are easily under- or overparameterized. Parsimoniously modeling the yield curve as a dif-
ferential function as in he Nelson-Siegel model seems to produce overly smooth yield and
forward-rate curves. The Coleman, Fisher, and Ibbotson method of modeling the forward-
rate function as a piecewise linear function suffers the same drawbacks as the fixed-knot
splining methods.
Second, in evaluating the models' pricing accuracies, we find that, as compared to the
in-sample results, the out-of-sample performance is almost completely reversed. Modeling
the forward-rate function as a cubic spline with adaptive break points chosen with GCV
produces markedly better out-of-sample performance than the other methods. This con-
firms the in-sample as well as the Monte Carlo study results found in Fisher et al. [17]
demonstrating that this method produces the best overall results among the splining meth-
ods. A striking result is that the Nelson-Siegel model estimated from Treasury Strips can
price coupon bonds more accurately than the other four splining methods. In addition, in
five out of the ten sample dates we examine, the Nelson-Siegel model is the best among
all models in terms of both price and yield errors. The two models which perform best
out-of-sample have the lowest number of parameters as well as relatively smooth forward
and spot rate curves.
The plan of the paper is as follows. Section surveys the literature. In subsection 2.1
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some basic notation and terminology are introduced. A brief survey of recent equilibrium
models of the term structure is presented in subsection 2.2 followed by a description of
the various no-arbitrage methodologies in subsection 2.3. Section 3 presents the estimation
results. The in- and out-of-sample evaluation of the methods is presented in section 4.
Finally, we summarize the results and make concluding remarks in section 5.
2 Survey of the Literature
2.1 Notation and Basic Framework
Let Pd(T) denote the present value at time t of $1 repayable in r = T - t periods. Alterna-
tively, Pd( r) is the time t market price of a discount bond with r periods to maturity and
whose principal is $1, commonly known as the discount function. Further, define Td(r) by
(1)
Alternatively, Td( r) = -log(Pd(r))/r is the rate of growth of Pd(r), or the yield to maturity.
The term structure of interest rates is the function relating the r-period spot rate, T d( r),
to r. In addition to the discount and spot rate-functions, the term structure can also
be represented with forward rates, which are essentially implicit future spot rates. The
instantaneous forward rate is given by the slope of the discount function:
I(r) = -dlog(Pd(r))/dr . (2)
Assuming there are no arbitrage opportunities, at time t the value of the i'th coupon
bond, maturing in r = T - t periods, equals the sum of the present values of its expected
stream of cash flows,
T
Pi(r) = L: Ci(t + j)Pd(t + j) , (3)
j=O
where Pi(r) denotes the theoretical price of the bond and Ci(t + j) denotes the bond's
promised cash flow at time t +j.
In equilibrium models of the term structure, the form of the discount function Pd( r )-and
hence the term structure- is derived theoretically. Alternatively, the NA approaches gener-
ally fit observed bond prices to the no-arbitrage condition in (3) to estimate the parameters
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of a given function (the discount, forward rate or the spot rate function) that relates inter-
est rates to term-to-maturity. To clarify the difference between the equilibrium models and
the NA approaches, we turn now to a brief description of equilibrium models of the term
structure.
2.2 Equilibrium Models of the Term Structure
Cox, Ingersoll and Ross (CIR hereafter) [13, 14] developed the first general equilibrium
model of the term structure of interest rates.3 CIR show that prior attempts to model
the term structure in a partial equilibrium context (e.g. Vasicek [26] and Brennan and
Schwartz [4]) suffer from internal inconsistencies, fail to preclude negative interest rates
and/or cannot guarantee the absence of arbitrage opportunities. In CIR's model, a single
produced good can be used by utility maximizing agents for consumption and investment in
an economy whose production is driven by technology as the single stochastic state variable.
The implied dynamics of the instantaneous interest rate, r, are given by
dr = ",(8 - r)dt +ay'idz , (4)
where dz is a standard Gauss-Wiener process.
Denote the price of a riskless pure discount bond maturing at time T by P(r, T). Ap-
plying Ito's Lemma to P, the stochastic process for the price of the discount bond is given
by
dP/P [",(0 - r)Pr / P +Pt/P + 1/2a2rPrr / P]dt +ay'iPr / Pdz
/-l( r, T )dt +v(r, t, T)dz . (5)
In equilibrium, the absence of arbitrage implies that the expected return on any asset is
equal to the risk-free return, r, plus a risk premium. CIR show that under their assumptions
the risk premium is equal to ArPr . Combining this result with the equilibrium condition
yields the following stochastic differential equation for the price of a discount bond:
3This exposition of the erR model is based on previous descriptions of the model found in Brown
and Dybvig [5] and Liu [18].
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(6)
with the boundary condition that peG, r) = 1. The closed-form solution to (6) derived in
CIR is
where
P( r, T) = A(T) exp( - B(T)r) ,
A(T) (h exp(<P2T)
- <P2 [exp(<PI T) - 1] + <PI ,
B(T) exp(<PI T) - 1
-
<P2 [exp(<PI T) - 1] + <PI ,
<PI - {(K +A)2 +2oo2}1/2
<P2 - (K +A+<pd/2
<P3 - 2K()/002 •
(7)
(8)
(9)
(10)
(11)
(12)
Thus, in this framework, the form of the discount function Pd(T) is given by equations
(7)-(12). Other expressions of the term structure are readily obtained from transformations
of (7) as described in the previous section. If we estimate the unknown parameters <PI and
<P2' (7) and (3) can be used to price any interest-rate-contingent claim.
Empirically, the CIR model does not seem to explain observed interest rates adequately.4
In Particular, the model cannot account for humped and inverted yield curves, or for the
behavior of the term premium that is observed in the data. This leads to several studies that
generalize the CIR model in order to obtain predictions that are more consistent with the
data. One such attempt by Longstaff [19] introduces nonlinearity into the term structure by
assuming that the relationship between production and technology is nonlinear. However,
as remarked in a recent study by Liu [18], Longstaff does not derive the form of the risk
premium internally but rather assumes it to be equal to the risk premium in the CIR model.
This causes the model to have the same disadvantages as a partial equilibrium model. By
4See Brown and Dybvig [5] for a first look at the empirical implications of the CIR model.
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contrast, Liu's [18] nonlinear version of the CIR model is properly constructed in that the
risk premium is internally derived as a nonlinear function of the instantaneous interest rate,
retaining consistency with the general equilibrium framework. The author shows that the
model is capable of generating a wide range of yield curves in addition to capturing the
term premium variability that is commonly observed in the data. In addition, empirical
tests of the model confirm its superiority to both the CIR and Longstaff models.
A rather different generalization introduces additional factors into the model, as sug-
gested by CIR at the end of their study. Longstaff and Schwartz [20] develop a two-factor
model in the CIR framework in which the second factor is the volatility of the short-term
interest rate. Since this results in a discount function that depends on both the level of the
short-term interest rate and its volatility, the yield curve can now take on many complex
shapes. However, as pointed out by the authors, two-factor models are not commonly used,
primarly "..because they are usually difficult to estimate and implement .." (Longstaff and
Schwartz [20]). In comparison, Liu's model retains the simplicity of the one-factor frame-
work while still providing results that closely capture observed term structure behavior.
A study by Chan, Karolyi, Longstaff and Sanders [8] compares several of the continuous
time models that imply dynamics of the short term rate that can be nested within the
common stochastic differential equation
dr = (a + f3r)dt +oT'Ydz . (13)
From (4) we can see that CIR's model is given by a = 1),8, f3 = -I), and 1 = 1/2. The
authors use this common framework to test the validity of the restrictions that each of the
models implicitly imposes on term structure volatility by estimating a discrete-time version
of (13). They find that models which allow the conditional volatility of interest rates to
depend on the level of interest rates (1 2: 1) fit the short term Treasury bill yield data best.
More recently, Das [16] performs a similar comparison allowing the long-run mean of the
short term )rate, 8, to vary over time. He finds that models that allow for mean shifts fit the
data considerably better than those with constant means. More importantly, he finds that
mean shifts can account for much of the volatility in interest rates. This can be interpreted
as evidence against models that attempt to incorporate variability as a separate factor since,
in a sense, it is masking a more fundamental change, Le. the mean shift, in the stochastic
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(14)
process for the short term rate.
More recently, Chen and Scott [9] follow CIR's suggestion and develop a multifactor
model of the term structure in which the number of factors is determined and estimated
using maximum likelihood. Their results indicate that in most instances a two-factor model
is sufficient to describe the term structure.
2.3 No Arbitrage Methodologies
The main focus of this second branch of the literature is to use the no-arbitrage condition in
(3) to find a functional form that can best approximate the term structure. McCulloch [21,
22] introduces the practice of using approximating functions such as polynomials and splines
to fit the discount function Pd(r) empirically.s Since these papers, various approximating
functions have been proposed to fit either the discount function or some variant of it. In
this section we discuss only those methods which will be implemented empirically. However,
a full summary of all the studies and their main features is presented in Table 1.
2.3.1 McCulloch's Splining Method
Recall the bond price equation from (3)
T
Pi(r) = L Ci(t + j)Pd(t +j) + fi .
j=O
In (14), the actual price of the bond deviates from its theoretical price by the error term
fi. This deviation reflects not only the statistical error due to approximation but also other
factors such as transactions cost, measurement error and mispricing.
In McCulloch's methodology, the discount function, Pd(r), takes the form of a cubic
spline. This means that if we divide the maturity spectrum into a number of intervals,
Pd(r) is a different third-order polynomial over each interval. These piece-wise polynomials
are joined at knots or "break" points so that the spline's first and second derivatives are
equal there. A parameterized representation of this approximation is given by 6
5Methods which were used prior to McCulloch's papers include Durand's yield-curve hand fitting
technique and the point-to-point method (e.g. Carleton and Cooper [6]). Since none of these
techniques are directly relevant to the current literature, we concentrate on studies after McCulloch
[21, 22].
6This discussion of McCulloch's cubic spline is based on Baum and Thies [1].
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Study
Table 1: Summary of recent No-Arbitrage Methods
Function to be approximated Assumption on error
and functional form term
McCulloch (1971)
McCulloch (1975)
Carleton and
(1976)
Pd(r): piece-wise quadratic. De- ti ~ N(O, V)
rived yield curve and forward rates with V =u2 vl
from Pd(r). and Vi = (Pt - pl)/2 + b
Pd(r): cubic spline; estimates are Same as above.
adjusted for tax differentials.
Cooper Pd(r) : directly as coefficients of (3); ti ~ N(O, ( 2 )
Pd(r) Discontinuous.
Vasicek and Fong (1982) Pd(r):
spline.
third order exponential ti ~ N(O, V)
with V = u2Wi
and Wi = (dP/dy);
with y = current yield.
Chambers, Carleton and Pd(r): exponential polynomial of
Waldman (1984) order J (order chosen using ML).
ti ~ N(O, V)
with V =U;(Zit)d t
with Zit = maturity of
bond i at time t
dt = heteroskedasticity
parameter.
Nelson and Siegel (1987) Yield-to-maturity is generated by a TJ ~ N(O, ( 2 )
second order differential equation :
Td( r) = a+b[l-exp(-r/v)]/(r /v)+
cexp(-r/v) + TJ
Coleman, Fisher and Ib- Forward rate function is piece-wise
botson (1987,1992) constant
ti ~ N(O, un
with ul = ()Dfn / BfB .
Bi is the bid-ask spread on
bond i and Di denotes its
duration.
Baum and Thies (1992)
Fisher, Nychka and Zervos
(1993)
Pd(r): cubic spline, generalized ti ~ N(O, V)
to incorporate three risk classes with V =u; Di
of bonds. Td( r) estimates are
smoothed with Nelson-Siegel tech-
nique.
Pd(r), log of Pd(r) and forward ti ~ N(O, ( 2 )
rate functions are specified as cu-
bic splines; criterion used to approx-
imate the functions is the natural
smoothing spline with GCV used to
choose the smoothing factor.
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(15)
where Zj T> kj
T < k·
- J
kj the knot points of the spline ,
bj the parameters of the estimated discount function
Substitute (15) into (14), then the price of the i'th bond is
In (16), the Xj are functions of the cash flows Ci(t + j) and of term to maturity T. The
Ki are functions of the knots of the spline and the X's. The parameter bo is set equal to 1
since it gives the present value of $1 to be received immediately. In McCulloch's paper, the
.remaining parameters of the discount function are estimated by minimizing a weighted sum
of the squared errors of (16), Le. via weighted least squares. The residuals are weighted by
the inverse of Vi = (Pt - pl)/2 +b, where Pt, pl and b denote the ask price of the bond,
the bid price and brokerage fees, respectively. This adjustment prevents the estimates from
being affected by large errors that are caused by transactions costs alone. McCulloch chooses
the knots kj such that there is an equal number of bonds in each interval. Estimating the
discount function as a cubic spline allows for greater flexibility in approximating complex
shapes since the parameters of the curve in one interval are not affected by observations in
another interval. However, this flexibility can sometimes result in curve shapes that seem
unreasonable, such as the negative forward rates in McCulloch's paper. Shea [25] discusses
placing constraints on the spline and varying the number and placement of break points as
potential solutions to these problems.
2.3.2 Fisher et al.: Smoothing Splines
The methodology of Fisher et al. 's [17] implements some of these suggestions. Their study
introduces two main innovations to the McCulloch framework. First, smoothing splines
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rather than regression splines are used to approximate the functional form chosen to repre-
sent the term structure. Second, they propose placing the spline directly on the forward rate
function rather than on the discount function. In smoothing splines, the criterion used to
estimate the spline parameters requires a compromise between closeness of fit, as measured
by the least squares criterion, and the smoothness of the resulting function. This implies
that the number and location of knots is chosen optimally rather than predetermined by
the modeler. Assuming, as in McCulloch, that the discount function Pd(r) takes the form
of a cubic spline, this is achieved by minimizing the criterion function7
N TL f~ +,X in Pd'(r)dr ,
i=l 0
(17)
(18)
where N is the number of bonds in the sample. The second term in (17) measures the non-
smoothness in the approximating function Pd(r) as it will be larger the greater the variation
("wiggliness") in Pd(r). Note that if ,X = 0, a knot will be placed at each observation, as
this achieves perfect fit. Thus in choosing the optimal number of knots, the fit as measured
by the least squares term is balanced against smoothness according to ,x, the weight given
to the non-smoothness term. In this method, ,x is chosen to minimize the Generalized Cross
Validation (GCV) criterion
GCV('x) = ~2:~1 f~('x)
N (1 - N)2 ,
where n is the number of parameters of the spline. Craven and Wahba [15] developed the
GCV approach as an approximation to the Cross-Validation (CV) score (liN) 2:~1 f~-i)2
with f~-i) equal to the residual for the ith observation obtained from estimates of the model
with the ith observation omitted from the sample. The process of omitting an observation
and predicting it using the remaining observations is repeated for all data points to generate
the average residuals of the "left-out" observations given by the CV score. Choosing the
optimal smoothness parameter ,x by minimizing (18) and essentially simulating true out-of-
sample prediction errors, amounts to limiting the influence of each data point in determining
71n Fisher's study, the discount function is parameterized using a Basis Spline (B-spline) rather
than using independent parameters as shown in (15). The properties of B-splines (see de Boor [3]
for details) provide for the efficient and numerically stable calculation of spline functions. A cubic
spline which is formed as a linear combination of B-splines can be easily evaluated and manipulated.
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the variability in the fitted curve.
Fisher et ale [17] apply smoothing splines to the discount function, Pd(7), the log of
Pd(7), and the forward rate function, f( 7). They compare the pricing accuracy of the fixed-
knot specifications of the three functional forms to their GCV counterparts. In addition,
they use Monte Carlo simulations to evaluate the ability of each method to produce stable
and reasonable estimates of the forward and discount functions. Their findings indicate
that splining the forward rate function with GCV produces the best overall results.
2.3.3 CFl's methodology: Estimate a Piecewise-linear Forward Rate Function
Coleman, Fisher and Ibbotson [11, 12] (CFI hereafter) assume that forward rates are con-
stant over certain maturity ranges and approximate the forward rate function by a piecewise
constant function
f(7) = fj for 7j-l < 7 < 7j , (19)
where Ii is the continuoulsy compounded daily forward rate for period j. They make the
forward rate constant over fourteen arbitrarily chosen periods8 • This is essentially equivalent
to estimating the forward rate function as a linear spline with fixed knot locations. Then,
using (almost) all bond price quotations on a particular day, they directly estimate nine
forward rates by non-linear least squares. Their first five forward rates, which cover a
period of five weeks, are calculated by exactly fitting the prices of the first five Treasury
bills. Their reasoning for this approach is to avoid the influence of excessive movement in
the first month's yields on the rest of the yield curve.
The variance of the fi is assumed to be proportional to DfD / BfB, where Di and Bi
are the duration of the bond and the bid-ask spread, respectively. AD and AB are het-
eroskedasticity parameters to be estimated via maximum likelihood. As can be seen from
Table 1, other studies have used similar error weighting schemes in their estimation of the
bond pricing equation (14) to account for heteroskedasticity in the error term. However,
CFI are probably the first to note that this correction can be interpreted as specifying a
loss function that, in addition to accounting for the bid-ask spread, balances yield and price
errors and thus has a theoretical appeal. Following CFI [11], this can be seen by recalling
8see Exhibit 3 in [12] for details on these periods.
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the relationship between the price and yield of a bond that is captured in the duration
measure. The duration of a bond measures the sensitivity of the bond price to a given
change in the yield. Letting y and p denote the yield and price of a bond, respectively,
duration is given by
D = dp/p . (20)
dy/(l + y)
Given (20), the yield error dy that corresponds to a given price error dp is (approxi-
mately) equal to dp/ D. Thus, since
f~
...!..
D P
· E Price Errorflce rror X D
Price Error X Yield Error
D X (Yield Error)2 ,
minimizing the sum of squared errors with this variance specification amounts to minimizing
a loss function that is equal to the mean product of price and yield errors. Such a loss
function is intuitively appealing since the relative importance of price and yield errors varies
with the maturity of the bond. In addition, CFI claim that their method for estimating
forward rates directly is more useful than McCulloch's splining of the discount function,
particularly in the period before World War II, where the number of observations is much
smaller. In addition, the fact that price and yield errors are balanced in the estimation
should provide for more reliable estimates of both the short and the long ends of the term
structure.
2.3.4 Nelson-Siegel: A more parsimonious approach
In the Nelson and Siegel (1987) (NS hereafter) approach, the relationship betwen yield and
maturity is derived from the assumption that spot rates follow a second-order differential
equation and that forward rates, being forecasts of the spot rates, are the solution to this
equation with equal roots. Thus we have
fer) = f30 + f31 exp( -r/v) + f32[r/vexp( -r/v)] . (21)
By integrating (21) from 0 to r, we get the yield to maturity or discount rate function
Td(r) = f30 + (f31 +(32)[1 - exp( -r/v)]/(r/v) - f32 exp(-r/v) . (22)
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Following NS, we parameterize (22) in order to fit the yield curves. The equation to be
estimated is given by
Td(T) = a + b[l- exp( -T/V)]/(T/V) + C exp( -T/V) + 1] • (23)
Where Td( T) denotes yield as a function of maturity T, and v is a time constant associated
with the differential equation. The parameters a, band c are to be estimated. NS estimate
the model using U.S. Treasury bills and find that it can adequately characterize the shape
of the Treasury bill term structure. Cecchetti [10] uses this method to construct estimates
of the term structure from coupon bearing bonds for the period 1929-1949, since it provides
for a broad set of alternative shapes while requiring estimation of only a few parameters.
The method has been used in a slightly different manner by Baum and Thies [1] in that
they apply it to smooth or post-filter their term structure estimates, which they obtain from
applying McCulloch's splining methodology to U.S. railroad bond quotations9 •
3 Estimation Results
In this section, we apply the NS and the splining methodologies to the data, estimating the
zero-coupon (spot rate) rate and forward rate curves. We graphically present CFI's existing
forward rate estimates as published in their monograph. Using these forward rates, we
calculate spot rates for the same maturity grid points as the other methods and present them
graphically along with the forward rates. Note that in our estimation of the various methods,
we do not adjust for taxes or correct for maturity-related heteroskedasticity, whereas CFI's
estimates reflect these adjustments.
3.1 The Data
In order to estimate the NS model for longer maturities, we use data on U.S. Treasury
Strips from quotes in the Wall Street Journal on the last trading day of the month every
three months starting in June 1989 (when the WSJ started publishing these quotes) and
9In a recent working paper, Bliss [2] also applies the approximating function (22) as a smoother
to the term structure estimates from the Fama-Bliss method. In the same paper, Bliss estimates
the NS approximating function from coupon bonds using a non-linear optimization procedure.
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Table 2: Number of Strips and Bonds in the Sample
Date Number of Strips Number Number of Coupon Bonds used
used in NS esti- of coupon bonds in Prediction (> 50 days to first
mation used in estimation coupon)
Total 5 - 15 yr > 15 yr
6/30/89 119 172 104 24 8
9/29/89 119 172 89 19 8
12/29/89 117 172 92 24 7
3/30/90 116 174 91 18 9
6/29/90 116 175 93 23 7
9/28/90 120 176 92 19 9
12/31/90 119 178 105 22 7
6/28/91 120 182 97 22 8
9/30/91 120 186 111 21 10
12/31/91 120 188 112 22 9
ending in December 199110• I choose the end of the month to match the CRSP data set on
U.S. government coupon bonds, which contains end-of-month quotes. The number of strips
available on each date is approximately 120 and the maturities range between 1.4 months
to 358 months; see Table 2 for a detailed description of the data.
The splining methods from section 2.3.2 are applied to end-of-month quotes from the
CRSP data set for the ten sample dates shown in Table 2. We use all available bond prices
on a given day with the exception of bills, callable, and flower bonds.
3.2 The Nelson-Siegel Estimates
The Nelson-Siegel methodology is applied to data on U.S. Treasury Strips to obtain esti-
mates of the term structure from the approximating function (23) on the selected quarter-
end dates between June 1989 and December 1991. Td(r) is calculated from the average
of the quoted bid and ask prices as the continuously compounded yield from settlement
to maturity date annualized to a 365-day year. r is the number of months to maturity.
Following NS, we search over a grid of values for v to obtain the best fitting values for a, b
and c and v. Table 3 reports the measures of fit from the regression results.
It is evident from the results in the table that the model can account for a great deal of
lOSince I had difficulty locating the Strips data for March 1991, I was not able to include the
results for this date in this draft of the paper.
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Table 3: Regression Statistics
Date R2 SEE Best v
6/30/89 0.956 2.08 500
9/29/89 0.827 5.30 500
12/29/89 0.846 4.22 500
3/30/90 0.832 5.73 500
6/29/90 0.921 3.91 276
9/28/90 0.988 3.94 171
12/31/90 0.983 5.20 143
6/28/91 0.978 8.60 57
9/30/91 0.995 4.80 75
12/31/91 0.996 5.75 90
the variation in Strips yields. The lowest R2 reported is 0.827 for the data set on September
29, 1989. Standard deviations of residuals range from about 2 to 8.6 basis points, with the
latter corresponding to the data set for June 28, 1991. The best fitting value for the decay
parameter v (measured in number of months) varies over time with the shape of the term
structure. Recall that a small value of v corresponds to a rapid decay in the regressors of
(23) and will thus be best for yield curve shapes that exhibit more curvature at shorter
maturities. Alternatively, fitting a flatter yield curve corresponds to a slow decay in the
regressors and thus results in a larger best fitting value for v. This can be seen more clearly
by comparing the plots of the fitted and actual yield curves shown in Figures 1 through 10
to the regression results in Table 3. The yield curves for the first three dates in 1989 and
the first quarter of 1990 are relatively flat throughout the maturity range, but they still
feature a somewhat humped term structure. For these dates, the best fitting value for v is
at the upper boundary of the range of search. The last two dates of 1990 (September and
December) and all dates in 1991 mostly feature upward sloping term structures, although
it is not so clear cut for September 1990, where the curve starts sloping down after 20 years
to maturity. For those dates, the best fitting value for v is relatively small.
Given the parameter estimates for a, band c and the best fitting value for v, we can
calculate the implied instantaneous forward rates from (21). These are plotted on the
same graphs of the actual and fitted curves in Figures 1 through 10. Recall from (1) and
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Table 4: Estimation Summary Statistics for Splining Methods, 1989
Model Knots Lambda No.Param residual var
6/30/1989 (172 obs)
DF1 57 0 61 0.0269
DF2 10 0 14 0.0279
DFGCV 57 2.00E+11 15.81 0.0260
LDFGCV 57 1.63E+11 11.44 0.0275
FGCV 57 1.97E+16 10.23 0.0281
9/29/1989 (172 obs)
DF1 57 0 61 0.0303
DF2 10 0 14 0.0324
DFGCV 57 2.92E+11 14.81 0.0310
LDFGCV 57 1.60E+11 11.43 0.0319
FGCV 57 1.71E+16 10.44 0.0324
12/29/1989 (172 obs)
DF1 57 0 61 0.0296
DF2 10 0 14 0.0343
DFGCV 57 4.28E+11 13.61 0.0305
LDFGCV 57 1.66E+11 11.44 0.0308
FGCV 57 2.18E+16 10.14 0.0313
(2) that the yield to maturity, Td(r), and the forward rate, I(r), measure the average
and marginal rates of growth in the discount function, respectively. Thus we can see the
standard relationship between an average and marginal curve in these plots. When the yield
is decreasing, the forward rate curve lies below the yield curve and vice versa. The estimated
yield curves are very smooth, resulting in consistently positive and stable forward rate
curves. Obtaining stable and economically reasonable forward rates is especially desirable
since, as we will see later, other estimation methods occasionally produce negative forward
rates as well as unstable curves.
3.3 Splining Methods: Fixed and Endogenous Knots
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In this section11, we present estimation results from five model specifications that employ
the splining methods described in the previous section. Following Fisher et al.[17], we
employ both fixed knots as well as adaptive knot placement specifications. Specifically we
estimate the following five models:
DF1: The discount function, Pd(r), is specified as a cubic spline with the number of
interior knots set equal to one-third of the number of bonds in the sample.
DF2: The discount function, Pd(r), is specified as a cubic spline with the number of
interior knots set equal to 10.
DFGCV: The discount function, Pd(r), is specified as a cubic spline with adaptive pa-
rameters chosen with GCV.
LDFGCV: The log of the discount function is modelled as a cubic spline with adap-
tive parameters chosen with GCV. gem FGCV: The forward rate function, fer), is
modelled as a cubic spline with adaptive parameters chosen with GCV.
In the implementation of the GCV methods (the last three), a large number of knots is
initially specified (again, equal to one-third of the number of observations) and the effective
number of parameters is determined according to the optimal value of the smoothness
parameter .x in (17)12. As mentioned before, the models are estimated for 10 sample dates
from 1989-1991 using the average of bid and ask prices from quotations for U.S. Treasury
Coupon Securities found in the CRSP data set.
The estimation results for the three dates in 1989 are summarized in Table 4 and plots
of the estimated yield and forward rate curves are presented in Figures 11 through 13. We
start by looking at the estimation statistics. From Table 4, we can see that for June 30,
1989 splining the discount function with GCV (DFGCV) has the lowest residual variance,
followed by the highly overparameterized model with 61 parameters (DF1). The number of
parameters chosen by the DFGCV method is close to that in the fixed-knot model DF2 but
still has a lower residual variance. This is an expected (and recurring) result since, although
11We are indebted to Mark Fisher for providing us with his Mathematica programs to perform the
empirical analysis for this section.
12see Fisher et al. [17] for more details on the implementation of the splining techniques using
B-Splines.
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the number of parameters is the same, the GCV method effectively places the break points
optimally as opposed to being imposed a priori as in the DF2 method. Also as expected,
model DF1 has a very low residual variance, as it is basically adjusting the curvature of
the function to a very large number of points and thus produces very good in sample fit.
However, this comes at the potential cost of spurious curvature, which can result in highly
variable forward rates. This can be seen in Figure 1, where we plot the spot rates or zero
coupon rates and the forward rates for each model.
The other two GCV models, LDFGCV and FGCV, choose a smaller number of parame-
ters. This is seen In the graphs in smoother forward rates than those of the DFGCV model.
Note that the patterns of the forward rate curves are very similar for the LDFGCV, FDGCV
and DF2 models. We also find that the forward rates implied by the LDFGCV model are
smoother and less variable than the rest of the models. The difference between the lowest
forward rate from the LDFGCV model and that reported for the FGCV model, which occur
at the highest maturity, is as high as 166 basis points. These results are consistent with
those reported by Fisher et al. [1 7].
The results are very similar for the rest of 1989 and the first two quarters of 1990. As
shown in table 5 and Figures 13 through 15, splining the forward rate function results in the
smallest number of effective parameters and the least variable forward and spot rate curves.
Also, given that the shape of the term structure changes very little over these 5 dates, it is
not surprising that the number of parameters chosen by the GCV methods does not vary
much over these dates either. Note the decrease in residual variance for all methods when
moving from 1989 to the first quarter of 1990 which reflects the fact that the yield curve is
flatter on this date. In Figure 14, this is seen as less variable forward rate curves.
Moving on to the second half of 1990 (Figures 16 and 17), there is a noticeable increase
in the number of parameters chosen by all GCV methods, as the shape of the yield curve
becomes upward sloping (at least up to maturities of about 15 years). This was also seen
in the yield curves estimated using the NS approach. Given this increase in the number of
parameters, the forward rate curves show more variability. On this date, the difference in
the pattern between the curves of model DF2 with only 14 parameters and the other four
models is much more pronounced as most of the variation is "ironed out" in the model.
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Table 5: Estimation Summary Statistics for Splirring Methods, 1990
Model Knots Lambda No.Param residual var
3/30/1990 (174 obs)
DFI 58 0 62 0.0143
DF2 10 0 14 0.0183
DFGCV 58 5.84E+ll 12.95 0.0154
LDFGCV 58 8.51E+I0 13.08 0.0157
FGCV 58 2.13E+16 10.03 0.0158
6/29/1990 (175 obs)
DFI 58 0 62 0.0182
DF2 10 0 14 0.0229
DFGCV 58 2.55E+ll 15.43 0.0187
LDFGCV 58 1.42E+ll 11.75 0.0208
FGCV 58 5.36E+16 8.83 0.0213
9/28/1990 (176 obs)
.
DFI 58 0 62 0.0095
DF2 10 0 14 0.0147
DFGCV 58 4.70E+I0 21.99 0.0091
LDFGCV 58 8.39E+09 22.05 0.0102
FGCV 58 1.15E+14 21.55 0.0098
12/31/1990 (178 obs)
DFI 59 0 63 0.0411
DF2 10 0 14 0.0527
DFGCV 59 6.48E+12 7.88 0.0531
LDFGCV 59 6.90E+ll 8.24 0.0537
FGCV 59 1.92E+18 5.43 0.0528
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Table 6: Estimation Summary Statistics for Splining Methods, 1991
Model Knots Lambda No.Param residual var
6/28/1991 (182 obs)
DFI 60 0 62 0.0099
DF2 10 0 14 0.0192
DFGCV 60 2.14E+I0 25.83 0.0105
LDFGCV 60 3.67E+09 26.96 0.0112
FGCV 60 3.14E+13 26.21 0.0113
9/30/1991 (186 obs)
DFI 64 0 66 0.0128
DF2 10 0 14 0.0184
DFGCV 64 5.04E+10 21.91 0.0135
LDFGCV 64 1.27E+I0 20.99 0.0144
FGCV 64 3.71E+13 25.96 0.0122
12/31/1991 (188 obs)
DFI 64 0 66 0.0462
DF2 10 0 14 0.0477
DFGCV 64 5.07E+ll 13.56 0.0464
LDFGCV 64 3.05E+11 10.35 0.0492
FGCV 64 9.38E+16 8.44 0.0487
The picture changes again on the last day of 1990, where there is a general decrease
in yields in comparison to the previous quarter. There is also a noticeable decrease in the
variability of yields, to which the GCV methods adjust by lowering the number of parameters
considerably. The most notable decrease occurs with model FGCV, where the number of
parameters decreases by more than 16. With the exception of the highly overp'arameterized
version of the fixed knot model DFl, all of the methods produce relatively stable forward
and spot rate curves.
Lastly, the results for 1991, which are shown in table 6 and Figures 18 through 20, show
a similar pattern to that in 1990, with the end of year yield curves becoming less variable
and the number of parameters estimated by the GCV methods decreasing over the last
quarter. Similarly, the results from the various models show similar patterns as in previous
years.
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To summarize, we find that using fixed-knot specifications to model the term structure
as a cubic spline can lead to overly smooth or overly variable estimates depending on the
shape of the term structure. As the latter is changing over time, models that use the
GCV criterion to alter the number of parameters are clearly desirable. The GCy methods
generally produce similar yield-curve estimates with the exception of model LDFGCV,
which yields forward rates that are consistently larger than those obtained from the other
methods.
3.4 CFI's Estimates
Figure 21 shows plots of CFI's estimated forward rates and their corresponding zero coupon
rates. We plot CFI's 9th through 14th forward rates, since we start with six months on the
maturity axis. Recall that CFI assumed that forward rates are constant over 14 maturity
intervals. The first 8 forward rates cover intervals of up to six months to maturity. The
last five forward rates, /9 through 113, cover maturity intervals of 1, 2, 4 and 8 years,
respectively. The last estimate h4 covers all maturities beyond 16 years.
Although the estimated spot rate curves have the same "overall" shape as those from
the other models, it is obvious from the graphs that there are some major differences as
well. The most notable is seen in the part of the yield curve after 8 years to maturity. This
can be seen more clearly in Figure 27, where we plot the yield curves from all methods on
March 1990 on the same graph. It appears from this graph that forcing the forward rate to
be constant between 8 and 16 years to maturity tends to overestimate yields as compared
to the all the other models. The same can be seen for some of the other dates in Figures
24 through 32. This difference is not so striking in periods where the term str.ucture is less
variable and has a more "normal" upward sloping shape, such as is the case in 1991.
3.5 Summary of Estimation Results
We estimate the term structure of interest rates on 10 sample dates via two methods: from
Treasury Strips using the NS aproach and from coupon bonds by modeling the discount
function as a cubic spline with fixed and endogenous break points. We also model the log of
the discount function and the forward rate function as cubic splines with endogenous break
points. Our estimation results are compared to existing forward rate estimates from CFI's
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methodology in which a piecewise-linear forward rate function with fourteen parameters is
fitted to coupon bond data. The results can be summarized as follows:
• Estimating the yield curve directly from Treasury Strips, as In the NS approach,
produces the smoothest spot and forward rate curves.
• Modeling the discount function as a cubic spline with a fixed number of break points
produces very different results depending on the number of knots chosen. Specifying
a model that follows the data closely with a large number of knots produces highly
variable and unreasonable forward rate estimates. A model specified with 10 knots
yields reasonable spot and forward rates estimate, but can produce overly smooth
curves in periods where the shape of the term structure is more complicated.
• Of the three splining specifications that use the GCV criterion to determine the num-
ber of effective parameters, the model which splines the forward rate function always
yields the least number of parameters and consequently smoother spot and forward
rate curves.
• The number of parameters chosen by all the GCV methods varies over time with the
shape of the term structure. Models that fix the number of knots a priori frequently
result in underparameterized or overparameterized specifications that place undue
restrictions on the function being estimated.
• Not surprisingly, the CFI forward rate estimates and their coresponding spot rates
appear to suffer the same drawbacks of the spline model with 10 knots. Since the
break points are specified a priori, the model cannot accomodate the changing shape
of the term structure, particularly at longer maturity intervals. This occurs since the
period over which the forward rates are constant is longer at longer maturities.
How do we chose among these estimation techniques? Although model DFI can be ruled
out, given that it generates highly unreasonable estimates of forward rates, it is not clear
how to choose among the others. One way to judge these methods is to compare them in
terms of pricing- and yield-prediction accuracy. However, this will generally reward highly
parameterized models because of potential in-sample overfitting. But choosing a model
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based solely on out-of-sample perfomance may be misleading as well, since this may favor
models that generate overly smooth forecasts. Given the tradeoff between in- and out-
of-sample performance, using the GCV criterion in the spline estimation is theoretically
appealing since it provides for a systematic way to account for this tradeoff by_penalizing
excess variability due to overfitting. Nevertheless,the manner in which the models are
judged ought, in some sense, to depend on the modeller's objective. For example, out-of-
sample pricing accuracy may be more important to an investor than it is for conducting
ex post hypothesis testing of theories of the term structure. Particularly, obtaining overly
smooth term structure estimates may bias hypothesis tests against theories, such as the
market segmentation and preferred habitat hypotheses, that allow different portions of the
yield curve to be determined in different markets. In such situations, we can expect the
shape of the term structure to undergo various structural breaks over the maturity spectrum
depending on the demand and supply for funds in the underlying market segments. Keeping
these issues and the estimation results in mind, we now turn to evaluating the various models
in terms of price- and yield-prediction accuracy.
4 Evaluation of Alternative No-Arbitrage models of the Term Structure
The NA approaches differ in two main respects: First, the functional form fitted to the bond
price data, and second, the criterion function to be minimized to obtain the parameter
estimates. In this section, we assess the performance of the various treatments of these
aspects cross-sectionally as well as over time in terms of in-sample price and yield errors.
The price error for each bond is calculated from (14) as:
'T
fi = Pi(r) - l:Ci(t + j)Fd(t + j) ,
j=O
(24)
with Fd ( r) as the estimated discount function. For the five splining models described
in section 2.3.2, these are exactly from the estimation errors. For the NS approach, we
calculate Fd(r) from the predicted spot rate, Td(r), and using (1) and (23). Similarly for
the CFI method, we calculate the discount rate corresponding to a given cash flow using
the forward rate estimates published in CFI. Note that CFI also use the CRSP data set to
fit their model. However, our sample of bonds on a given day is not identical to theirs as
they do not exclude Treasury bills. Also they use only bid quotations in their estimation,
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whereas we use the average of bid and ask quotations. Therefore, to keep the bonds we
use for pricing constant over all methods, we compute predicted prices for the bonds in our
sample using CFI's published estimates.13
4.1 In-Sample Performance Analysis
We report the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean
Absolute Percentage Error (MAPE) for the predicted price and yield errors from each of
the seven methods. It should be noted that since the NS model is not estimated using the
coupon bonds, the predicted prices we generate from this model are innately out-of-sample
predictions. Thus we do not compare the NS results to the rest of the models in this section
but rather defer such an evaluation to the next section where we conduct out-of-sample
analyses of the splining methods as well.
4.1.1 Price Erro~
We report the results for each date in the sample in Table 7. The models are ranked from
best to worst according to the median values of the RMSE, MAE and MAPE over the ten
sample dates. The rankings vary slightly among the three summary measures. However,
model DFI (splining the discount function with a large number of parameters) consistently
outperforms the rest by a relatively large margin. The difference between model DFI and
the next best model in terms of MAE, LDFGCV is about 25%. The performance of the
three GCV methods is very similar in terms of RMSE and MAE. In fact, all four splining
methods (other than DFl) have the same median MAPE. Our results are as expected,
consistent with the finding in Bliss [2] that in-sample performance improves if the number
of parameters is sufficiently increased as is the case with model DFl.14
The CFI model with nine estimated parameters is consistently outperformed by all the
131n fact CFI's estimation sample encompasses ours as they do not make the same bond exclusions
we make. Another reason for using their existing estimates is that they reflect the adjustments they
make for taxes and for heteroskedasticity, which are integral parts of their proposed method of
estimation.
14Bliss uses the Friedman Rank Comparison Test as a formal test of model comparisons. We
applied the test to the ten MAE statistics for both the in- and out-of-sample results. In all cases,
we find that the null hypothesis that the models are ranked equally can be rejected at the 1%
significance level.
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other models by a sizable margin. The worst of the splining models in terms of MAE, model
DF2, outperforms CFI by about 7.5 cents, which is close to a 50% reduction in MAE.
By looking at the results at each sample date, we can see that the relative performance
of the splining methods varies over time. Note for instance that the model with the ten-knot
specification, DF2, outperforms some or all of the GCV methods on June 1990, December
1990, and December 1991. This result can be explained by the fact that, on those dates,
the DF2 model is overparameterized as compared to the GCV methods (see Tables 5 and
6). The same pattern is seen in the relative ranking among the GCV methods. Note that
we observe an increase in overall errors at the end of 1990 and 1991. This deterioration in
in-sample fit is consistent with the yield curves becoming less variable and much smoother
in shape during those periods, as we saw in the estimation results.
4.1.2 Yield Errors
The summary measures for the yield errors are shown in the right hand-panels of Table
7. By looking at the median results, we see that model DF1 outperforms the others in all
the measures. The difference in MAE between DF1 and the worst of the splining models,
DFGCV is 1.68 basis points or a reducion of 61.5%. Since the relative ranking of the
models is not the same as for the pricing errors, we can conclude that the models' relative
performances vary over the maturity range. Since yield errors are larger for bonds with
shorter maturities, the fact that model DF2 moves up to second place means that, relative
to the other models, DF2 is better at pricing short term bonds. We examine this issue more
closely in the next section. Again here, we note that there is a notable increase in percentage
yield errors in December 1991, as shown by the increase in MAPE for all methods by about.
In December 1990, we observe a slightly smaller increase for all methods with the exception
of the two fixed-knot specifications, where the MAPE declines on those dates instead.
4.1.3 Performance Over Maturity Range
We start by focusing on the price and yield errors of medium term bonds. The errors
from bonds in the five to fifteen year maturity range are summarized in Table 8. With the
exception of model DF1, the average price error from all models is larger in this maturity
range than it is for all bonds grouped together. The ranking of the models according to
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the median of the summary measure over the ten sample dates remains the same as in the
previous section. The only difference is that in terms of MAPE, model DF2 is no longer
tied in rank to the other GCV models. This is consistent with the observation that model
DF2 performs best at shorter maturities. The difference in MAE between the ~est (DF1)
and the worst (DF2) of the splining models has increased from about 2 to 5 cents. CFI
continues to be outperformed by the other models including the NS model. This is quite
striking, considering that the NS model is, as we noted before, at a disadvantage relative
to models estimated with coupon bonds and that CFI is at an advantage, since it is using
more information in the estimation than other methods.
As expected, the yield errors in this maturity range are much lower than they are for
the sample that includes short term bonds. The model rankings are the same as for the
price errors. One exception is that CFI is no longer outperformed by NS, but the average
yield errors from both models are very similar. Note that we observe a more pronounced
increase in the average errors at the end of 1991 from all methods than we did for all bonds
combined. This is especially noticeable for model DF1 since, unlike the rest of the models,
the median average error from this model has decreased, whereas it increased considerably
on this particular date.
Moving on to the long end of the maturity structure, we focus on the errors for bonds
with 15 or more years to maturity in Table 9. Given that the number of bonds is much
smaller in this term range, the difference between the overparameterized model and the
others is more visible in the estimated term structures. This can be seen more clearly in
Figures 24 to 33, which plot all the zero curves together. As expected, this is reflected in
a wider difference between the average errors from model DF1 and the other models. The
most notable difference from the previously reported results is the worsening performance
of model LDFGCV (splining the log of the discount function). For the other models, the
median average errors are lower than those from the medium term range. Model DF2
improved and now ranks higher than model FGCV. As expected, yield errors are lower for
all models. The relative performance of the models is the same as for the price errors.
We summarize this section with the following main points. First, price errors generally
decrease as the number of parameters is increased. The result for yield errors is not as
clear cut since the performance of the models varies over the maturity range. For example,
64
model DF2 with the fixed knot specification outperforms the GCV methods in five of the
ten sample dates in terms of price and yield errors of bonds with greater than 15 years to
maturity. In the 5 to 15 year maturity range, the CFI model is outperformed by the NS
model in terms of price errors. For bonds with greater than 5 years to maturity, model
DFGCV is the best among the GCV methods.
4.2 Out-of-Sample Performance Analysis
In this section, we look at the models' abilities to predict bond prices out-of-sample. We
split the sample on each date arbitrarly by alternately placing the bonds in estimation and
holdout samples. We use the estimated discount function to evaluate the price of the bonds
in the holdout samples and calculate the errors using (24). We compare the five splining
methods and the NS model in terms of price and yield errors.IS In this setting, the NS
model can be directly compared to the other models since it is now on a "level playing
field" .
For comparison purposes, we present the error summary statistics for both the estima-
tion and holdout samples in tables 10 and 11. Not surprisingly, the ranking and magnitude
of the average errors from the estimation sample are essentially the same as those presented
in the previous section. The only difference is that yield errors are somewhat larger here
than they were in the whole sample tables. This is due to the fact that, in this section,
we do not exclude bonds with less than 50 days to the first payment, which increases the
number of short term bonds in the sample and consequently increases the average yield
errors. However, in terms of MAPE, the results are essentially the same as when using the
whole sample for both price and yield errors.
The results change drastically when we turn to the holdout sample results. As compared
to the estimation sample results, the RMSE and MAE are much larger in magnitude for
all models except FGCVand NS. On the contrary, they are lower for the NS model. The
overparameterized model, DFl, not surprisingly performs much worse out-of- sample, which
clearly confirms that the in-sample results are due to overfitting. The two least parame-
terized models, FGCV and NS, perform drastically better than the others. It is interesting
15We do not include CFI in this comparison as it is not clear to us at this point how we would
reproduce their methodology in this setting.
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Table 7: In Sample Median MAE Ranks for Price and Yield errors
Price Errors
Rank All bonds 5 to 15 yrs to maturity > 15 yrs to maturity
1 DFl DFl DFl
2 LDFGCV DFGCV DFGCV
3 DFGCV LDFGCV DF2
4 FGCV FGCV FGCV
5 DF2 DF2 LDFGCV
6 CFI CFI CFI
YIeld Errors
Rank All bonds 5 to 15 yrs to maturity > 15 yrs to maturity
1 DFl DFl DFl
2 DF2 DFGCV DFGCV
3 LDFGCV LDFGCV DF2
4 FGCV FGCV FGCV
5 DFGCV DF2 LDFGCV
6 CFI CFI CFI
to note that in the second half of 1990 and all of 1991, the NS model outperforms FGCV
by quite a large margin. In December 1991, moving from the FGCV to the NS model has
MAE's and MAPE's that are 69% lower than those for FGCV! This is quite striking given
that the NS model is estimated using the Treasury Strips data instead of coupon bonds.
5 Conclusions and Direction for Future Research
We compare seven term structure estimation methods empirically in terms of zero and
forward rate curves as well as price- and yield-prediction accuracy. We document a marked
difference in the performance of the models between in- and out-of-sample predictions.
Particularly, models that generate relatively smooth yield and forward rate curves do not
perform well in-sample but produce the best out-of-sample forecasts. The results, which are
summarized in Tables 7 and 8, support the conclusion from a previous study that modeling
the forward rate function as a cubic spline with adaptive parameters produces the best
overall results. Our most interesting finding is that the Neslon-Siegel model estimated from
Treasury Strips with only three parameters can price coupon bonds out-of-sample more
accurately than more complicated estimation methods fitted to coupon bonds.
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Table 8: Estimation and holdout Sample Median MAE Ranks for Price and Yield errors
Price Errors
Rank Estimation Sample Holdout Sample
1 DFl FGCV
2 DFGCV NS
3 LDFGCV DF2
4 DF2 DFl
5 FGCV LDFGCV
6 NS DFGCV
Yield Errors
Rank Estimation Sample Holdout SampIe
1 DFl FGCV
2 DF2 NS
3 FGCV DF2
4 LDFGCV LDFGCV
5 DFGCV DFGCV
6 NS DFl
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Table 7: In-Sample Price and Yield Errors (All Bonds)
(A)
Price errors Yield errors
DFI
6/30/89 0.0137 0.0744 0.0007 29.3696 3.5670 0.4379 _
9/29/89 0.0234 0.0805 0.0008 59.9341 3.9328 0.4706 "
12/29/89 0.0173 0.0761 0.0007 53.1897 3.8691 0.4931
3/30/90 0.0114 0.0696 0.0007 34.5941 3.5717 0.4215
6/29/90 0.0046 0.0482 0.0005 18.6444 2.4825 0.3054
9/28/90 0.0075 0.0516 0.0005 17.1856 2.3546 0.2941
12/31/90 0.0240 0.0645 0.0006 12.3761 2.2292 0.3053
6/28/91 0.0073 0.0552 0.0005 14.9644 2.4148 0.3522
9/30/91 0.0112 0.0649 0.0006 31.6322 2.9787 0.5099
12/31/91 0.0386 0.0816 0.0007 16.0286 2.4501 0.4937
Median 0.01255(1) 0.06725(1) 0.00065(1) 24.007(1) 2.7306(1) 0.4297(1)
DF2
Date RMSE MAE MAPE RMSE MAE MAPE
6/30/89 0.0213 0.0903 0.0008 44.5968 4.1074 0.5039
9/29/89 0.0366 0.1067 0.0010 71.6025 4.4638 0.5355
12/29/89 0.0284 0.0956 0.0009 65.8213 4.3098 0.5501
3/30/90 0.0229 0.0906 0.0009 45.7658 3.9293 0.4632
6/29/90 0.0109 0.0696 0.0007 31.8090 3.3259 0.4098
9/28/90 0.0186 0.0743 0.0007 22.5976 2.7417 0.3394
12/31/90 0.0160 0.0718 0.0007 12.0148 2.4726 0.3387
6/28/91 0.0173 0.0827 0.0008 21.6481 2.9382 0.4199
9/30/91 0.0233 0.0864 0.0008 46.7643 3.4897 0.5918
12/31/91 0.0492 0.1135 0.0010 34.1513 3.8421 0.8027
Median 0.0221(5) 0.0883(5) 0.0008(2) 39.3740(2) 3.6659(2) 0.48355(2)
nFGCV
6/30/89 0.0188 0.0833 0.0008 72.5348 4.4599 0.5465
9/29/89 0.0340 0.1058 0.0010 1.21E+02 5.7105 0.6849
12/29/89 0.0261 0.0899 0.0008 1.02E+02 4.8818 0.6236
3/30/90 0.0183 0.0862 0.0008 57.0726 4.4571 0.5282
6/29/90 0.0090 0.0681 0.0006 35.8920 3.4812 0.4298
9/28/90 0.0097 0.0582 0.0006 21.2080 2.4754 0.3084
12/31/90 0.0186 0.0878 0.0008 72.6142 4.6929 0.6694
6/28/91 0.0099 0.0659 0.0006 20.6822 2.6724 0.3889
9/30/91 0.0159 0.0773 0.0007 50.2702 3.5123 0.6032
12/31/91 0.0514 0.1170 0.0010 81.5297 4.3750 0.9221
Median 0.01845(2) 0.08475(3) 0.0008(2) 64.8037(5) 4.41605(5) 0.57485(5)
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(B)
Price errors Yield errors
LDFGCV
Date RMSE MAE MAPE RMSE MAE MAPE
6/30/89 0.0196 0.0836 0.0008 43.4039 3.9261 0.4814
-
9/29/89 0.0371 0.1053 0.0010 86.1886 4.8716 0.5852 .. "
12/29/89 0.0264 0.0888 0.0008 68.1409 4.2911 0.5475
3/30/90 0.0190 0.0851 0.0008 45.1635 3.9455 0.4662
6/29/90 0.0112 0.0737 0.0007 42.0369 3.6298 0.4488
9/28/90 0.0112 0.0630 0.0006 21.1088 2.5414 0.3161
12/31/90 0.0183 0.0866 0.0008 71.9905 4.7502 0.6784
6/28/91 0.0105 0.0678 0.0006 16.9989 2.5915 0.3734
9/30/91 0.0170 0.0789 0.0007 43.4529 3.2666 0.5563
12/31/91 0.0549 0.1226 0.0011 80.1901 5.1762 1.1527
Median 0.01865(3) 0.0843(2) 0.0008(2) 44.3082(3) 3.9358(3) 0.5144(3)
FGCV
6/30/89 0.0208 0.0874 0.0008 49.4000 4.1381 0.5076
9/29/89 0.0370 0.1060 0.0010 99.0067 5.2754 0.6331
12/29/89 0.0277 0.0910 0.0008 69.0806 4.2721 0.5453
3/30/90 0.0192 0.0864 0.0008 47.9143 4.2203 0.4989
6/29/90 0.0117 0.0754 0.0007 45.6844 3.8335 0.4741
9/28/90 0.0104 0.0606 0.0006 21.1033 2.5122 0.3128
12/31/90 0.0189 0.0869 0.0008 49.9528 4.2388 0.6002
6/28/91 0.0103 0.0675 0.0006 19.0724 2.7305 0.3982
9/30/91 0.0135 0.0724 0.0007 43.4381 3.2463 0.5568
12/31/91 0.0548 0.1217 0.0011 42.3732 4.1098 0.8560
Median 0.01905(4) 0.0866(4) 0.0008(2) 46.7993(4) 4.1239(4) 0.5264(4)
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(C)
Price errors Yield errors
CFI
Date RMSE MAE MAPE RMSE MAE MAPE
6/30/89 0.0496 0.1405 0.0013 82.8315 6.1087 0.7493
-
9/29/89 0.0944 0.1839 0.0017 1.02E+02 6.1654 0.7390
12/29/89 0.0560 0.1416 0.0013 1.04E+02 5.9302 0.7536
3/30/90 0.0962 0.1839 0.0017 1.21E+02 6.5589 0.7686
6/29/90 0.0449 0.1308 0.0012 62.1500 5.1229 0.6288
9/28/90 0.0634 0.1625 0.0015 90.9760 6.1554 0.7554
12/31/90 0.0552 0.1650 0.0015 92.8745 7.1310 0.9944
6/28/91 0.0642 0.1591 0.0015 53.1965 5.3222 0.7547
9/30/91 0.0935 0.1862 0.0017 2.25E+02 7.9074 1.3369
12/31/91 0.1162 0.2078 0.0018 1.21E+02 7.6534 1.5936
Median 0.0638(6) 0.1637(6) 0.0015(3) 97.5572(6) 6.1604(6) 0.75505(6)
NS
6/30/89 0.0959 0.2043 0.0018 2.16E+02 10.2226 1.2414
9/29/89 0.1035 0.2383 0.0022 1.96E+02 11.2027 1.3268
12/29/89 0.0883 0.2009 0.0018 1.75E+02 9.1329 1.1526
3/30/90 0.1668 0.3053 0.0029 1.78E+02 11.2957 1.3154
6/29/90 0.0567 0.1419 0.0013 1.03E+02 6.1833 0.7628
9/28/90 0.0469 0.1448 0.0014 75.5328 5.6568 0.6931
12/31/90 0.0454 0.1356 0.0012 46.1587 5.0966 0.7008
6/28/91 0.0943 0.2353 0.0022 92.2544 8.2093 1.1720
9/30/91 0.0658 0.1731 0.0016 2.18E+02 8.3136 1.4113
12/31/91 0.1167 0.2277 0.0020 99.6312- 7.0976 1.3682
Median 0.0913(7) 0.2026(7) 0.0018(4) 138.7300(7) 8.2614(7) 1.2067(7)
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Table 8: In-Sample Price and Yield errors (5 to 15-year-Maturity)
(A)
Price errors Yield errors
DF1
6/30/89 0.0121 0.0838 0.0007 4.4314 1.5125 0.1859
9/29/89 0.0028 0.0422 0.0004 0.6815 0.6498 0.0774
12/29/89 0.0064 0.0602 0.0005 1.5930 0.9620 0.1202
3/30/90 0.0049 0.0542 0.0005 1.0016 0.8249 0.0945
6/29/90 0.0035 0.0438 0.0004 0.7371 0.6652 0.0783
9/28/90 0.0043 0.0499 0.0004 0.7483 0.6999 0.0791
12/31/90 0.1012 0.1500 0.0014 21.8448 2.2203 0.2748
6/28/91 0.0110 0.0661 0.0006 2.4925 1.0189 0.1239
9/30/91 0.0306 0.1090 0.0010 5.6498 1.5019 0.2014
12/31/91 0.1713 0.2132 0.0018 29.6629 2.8540 0.4294
Median 0.0087(1) 0.0631(1) 0.0005(1) 2.0427(1) 0.9904(1) 0.1220(1)
DF2
Date RMSE MAE MAPE IRMSE MAE MAPE
6/30/89 0.0311 0.1135 0.0010 8.4920 1.8899 0.2325
9/29/89 0.0198 0.1011 0.0009 5.2567 1.6528 0.1971
12/29/89 0.0323 0.1159 0.0010 7.9895 1.8464 0.2311
3/30/90 0.0278 0.1162 0.0011 6.3751 1.7701 0.2033
6/29/90 0.0216 0.0916 0.0008 4.7644 1.3812 0.1629
9/28/90 0.0175 0.0957 0.0008 3.1094 1.3534 0.1531
12/31/90 0.0524 0.1442 0.0013 10.6524 2.0898 0.2584
6/28/91 0.0420 0.1419 0.0013 9.0819· 2.1696 0.2632
9/30/91 0.0785 0.1682 0.0015 12.6340 2.3025 0.3084
12/31/91 0.1867 0.2678 0.0022 34.4124 3.7940 0.5769
Median 0.0317(5) 0.1161(5) 0.001l(4) 8.2407(5) 1.8681(5) 0.2318(5)
DFGCV
6/30/89 0.0211 0.0936 0.0008 6.3877 1.6209 0.1995
9/29/89 0.0149 0.0905 0.0008 3.9238 1.4810 0.1766
12/29/89 0.0223 0.0946 0.0008 5.7936 1.5706 0.1968
3/30/90 0.0179 0.0888 0.0008 4.3628 1.4222 0.1634
6/29/90 0.0137 0.0785 0.0007 3.0393 1.2022 0.1418
9/28/90 0.0078 0.0627 0.0006 1.3538 0.8762 0.0990
12/31/90 0.0587 0.1613 0.0014 12.4989 2.3925 0.2961
6/28/91 0.0169 0.0975 0.0009 3.9299 1.5045 0.1829
9/30/91 0.0439 0.1426 0.0013 7.9439 1.9773 0.2652
12/31/91 0.1838 0.2601 0.0022 32.9822 3.6120 0.5472
Median 0.0195(2) 0.0941(2) 0.0008(2) 5.0782(2) 1.5375(2) 0.1898(2)
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(C)
Price errors Yield errors
CFI
Date RMSE MAE MAPE RMSE MAE MAPE
6/30/89 0.0856 0.2103 0.0018 37.5194 4.3197 0.5312 _
9/29/89 0.1225 0.2676 0.0023 23.0720 3.9085 0.4661 .
12/29/89 0.0919 0.1962 0.0017 19.3097 3.0221 0.3777
3/30/90 0.1413 0.2677 . 0.0023 26.0230 3.6571 0.4192
6/29/90 0.0929 0.2230 0.0019 17.8436 3.0899 0.3635
9/28/90 0.1006 0.2451 0.0022 19.8672 3.5520 0.4023
12/31/90 0.1536 0.3055 0.0026 29.3124 4.3047 0.5321
6/28/91 0.1263 0.2553 0.0022 23.8122 3.4799 0.4211
9/30/91 0.2670 0.3447 0.0029 40.6446 4.3379 0.5780
12/31/91 0.3142 0.3979 0.0032 1.03E+02 6.2695 0.9318
Median 0.1244(7) 0.26145(7) 0.00225(6) 24.9176(6) 3.7828(6) 0.4436(6)
NS
6/30/89 0.0978 0.2226 0.0018 35.2035 4.3367 0.5326
9/29/89 0.0575 0.1869 0.0017 16.5761 3.2508 0.3871
12/29/89 0.1190 0.2374 0.0020 21.3469 3.4937 0.4356
3/30/90 0.1097 0.2820 0.0025 29.0991 4.5286 0.5188
6/29/90 0.0660 0.1797 0.0016 12.0995 2.5047 0.2945
9/28/90 0.0980 0.2527 0.0023 21.5453 3.7932 0.4301
12/31/90 0.0950 0.2427 0.0021 17.8181 3.4445 0.4248
6/28/91 0.1621 0.3086 0.0027 33.2386 4.4584 0.5413
9/30/91 0.1642 0.2966 0.0026 31.3278 4.1056 0.5522
12/31/91 0.2926 0.4158 0.0035 1.20E+02 7.46E+00 1.1368
Median 0.10385(6) 0.2477(6) 0.0022(5) 25.3222(7) 3.9494(7) 0.4772(7)
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Table 9: In-Sample Price and Yield errors
(Bonds with greater than 15 year Maturity)
(A)
Price errors Yield errors
DF1
6/30/89 0.0052 0.0378 0.0003 0.4399 0.3475 0.0425
9/29/89 0.0051 0.0459 0.0004 0.5102 0.4394 0.0523
12/29/89 0.0039 0.0458 0.0005 0.3617 0.4286 0.0533
3/30/90 0.0097 0.0673 0.0006 1.0975 0.6962 0.0794
6/29/90 0.0018 0.0310 0.0003 0.1985 0.3070 0.0361
9/28/90 0.0023 0.0357 0.0003 0.2078 0.3434 0.0381
12/31/90 0.0053 0.0468 0.0005 0.5598 0.4584 0.0551
6/28/91 0.0052 0.0404 0.0004 0.6141 0.4199 0.0493
9/30/91 0.0035 0.0460 0.0004 0.2386 0.3775 0.0478
12/31/91 0.0105 0.0815 0.0007 0.7752 0.6749 0.0903
Median 0.0052(1) 0.0459(1) 0.0004(1) 0.4751(1) 0.4243(1) 0.0508(1)
DF2
6/30/89 0.0160 0.0980 0.0008 1.3846 0.9048 0.1109
9/29/89 0.0626 0.1593 0.0014 6.8432 1.5505 0.1857
12/29/89 0.0121 0.0877 0.0009 1.1113 0.8128 0.1011
3/30/90 0.0473 0.1300 0.0012 5.8066 1.3354 0.1526
6/29/90 0.0131 0.0896 0.0009 1.3436 0.8852 0.1044
9/28/90 0.0807 0.1401 0.0014 11.2384 1.5674 0.1745
12/31/90 0.0181 0.0987 0.0010 1.9167 0.9718 0.1168
6/28/91 0.0177 0.0891 0.0010 2.0317 0.9198 0.1081
9/30/91 0.0138 0.0965 0.0008 0.8896 0.7811 0.0991
12/31/91 0.0297 0.1450 0.0013 2.1122 1.1979 0.1606
Median 0.01790(3) 0.0984(3) 0.0010(4) 1.9742(3) 0.9458(3) 0.11385(3)
DFGCV
6/30/89 0.0123 0.0836 0.0007 1.0596 0.7694 0.0944
9/29/89 0.0332 0.1364 0.0012 3.4814 1.3235 0.1585
12/29/89 0.0101 0.0673 0.0007 0.9531 0.6393 0.0795
3/30/90 0.0188 0.0987 0.0009 2.2552 1.0138 0.1160
6/29/90 0.0125 0.0879 0.0009 1.2301 0.8601 0.1016
9/28/90 0.0105 0.0561 0.0005 1.3989 0.6088 0.0677
12/31/90 0.0233 0.1242 0.0013 2.2328 1.1821 0.1423
6/28/91 0.0079 0.0589 0.0006 0.8966 0.6003 0.0706
9/30/91 0.0069 0.0706 0.0006 0.4768 0.5834 0.0740
12/31/91 0.0338 0.1258 0.0012 2.3912 1.0527 0.1412
Median 0.0124(2) 0.0858(2) 0.0008(2) 1.3145(2) 0.8148(2) 0.0980(2)
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(B)
Price errors Yield errors
LDFGCV
Date RMSE MAE MAPE IRMSE MAE MAPE
6/30/89 0.0114 0.0866 0.0007 0.9601 0.7796 0.0956
9/29/89 0.0671 0.1755 0.0016 6.9389 1.7003 0.2040
12/29/89 0.0085 0.0654 0.0006 0.7991 0.6133 0.0763
3/30/90 0.0309 0.1296 0.0012 3.5314 1.3102 0.1501
6/29/90 0.0290 0.1383 0.0014 2.5392 1.3105 0.1549
9/28/90 0.0239 0.0974 0.0009 3.1794 1.0458 0.1164
12/31/90 0.0271 0.1386 0.0013 2.3014 1.2778 0.1538
6/28/91 0.0150 0.0818 0.0009 1.7028 0.8389 0.0986
9/30/91 0.0162 0.1054 0.0009 1.1206 0.8710 0.1107
12/31/91 0.0779 0.1738 0.0016 5.2306 1.4413 0.1936
Median 0.0255(5) 0.1175(5) 0.0011(5) 2.4203(5) 1.1618(5) 0.13325(5)
FGCV
6/30/89 0.0146 0.0948 0.0008 1.2735 0.8782 0.1077
9/29/89 0.0490 0.1595 0.0014 5.2227 1.5459 0.1852
12/29/89 0.0140 0.0819 0.0008 1.3278 0.7753 0.0965
3/30/90 0.0225 0.1030 0.0009 2.6996 1.0519 0.1203
6/29/90 0.0219 0.1194 0.0012 2.1416 1.1631 0.1374
9/28/90 0.0167 0.0810 0.0008 2.1850 0.8662 0.0963
12/31/90 0.0209 0.1214 0.0012 1.9742 1.1490 0.1382
6/28/91 0.0103 0.0701 0.0007 1.1702 0.7088 0.0833
9/30/91 0.0073 0.0735 0.0007 0.5033 . 0.6092 0.0773
12/31/91 0.0599 0.1635 0.0015 4.2323 1.3740 0.1844
Median 0.0188(4) 0.0989(4) 0.0008(3) 2.0579(4) 0.9650(4) 0.1140(4)
(. ~(
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(C)
Price errors Yield errors
CFI
Date RMSE MAE MAPE RMSE MAE MAPE
6/30/89 0.1706 0.3913 0.0035 13.3209 3.4805 0.4286
9/29/89 0.3462 0.4460 0.0041 32.8872 4.2546 0.5116
12/29/89 0.0956 0.2779 0.0025 7.4152 2.4640 0.3064
3/30/90 0.4313 0.5138 0.0049 47.3668 5.2509 0.6028
6/29/90 0.1779 0.2980 0.0029 14.6487 2.7614 0.3269
9/28/90 0.2692 0.3994 0.0039 33.6251 4.2193 0.4702
12/31/90 0.1271 0.2673 0.0026 10.2372 2.4480 0.2951
6/28/91 0.1984 0.2825 0.0028 17.7474 2.6641 0.3148
9/30/91 0.1565 0.2815 0.0026 11.2488 2.3549 0.2997
12/31/91 0.1950 0.2601 0.0024 12.4530 2.0892 0.2809
Median 0.1865(6) 0.2902(6) 0.0028(6) 13.9848(6) 2.7128(6) 0.3209(6)
NS
6/30/89 0.6575 0.8048 0.0072 50.7174 7.0915 0.8734
9/29/89 0.5603 0.6524 0.0056 38.9083 5.5572 0.6649
12/29/89 0.4381 0.6504 0.0058 32.3155 5.6311 0.6999
3/30/90 0.8880 0.8468 0.0077 71.9973 7.7625 0.8887
6/29/90 0.4318 0.6113 0.0059 36.7168 5.6902 0.6698
9/28/90 0.1633 0.3554 0.0033 16.2425 3.5239 0.3912
12/31/90 0.2971 0.5039 0.0048 23.7136 4.5569 0.5472
6/28/91 0.2563 0.4606 0.0045 22.5788 4.3676 0.5128
9/30/91 0.2071 0.3972 0.0034 13.3337 3.2190 0.4081
12/31/91 0.1449 0.3367 0.0029 8.7970~ 2.6417 0.3541
Median 0.3645(7) 0.5576(7) 0.0052(7) 28.0145(7) 5.0571(7) 0.6061(7)
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Table 10: Estimation Sample Price and Yield Errors
(A)
Price errors Yield errors
Date RMSE MAE MAPE IRMSE MAE MAPE
DF1
6/30/89 0.0199 0.0880 0.0008 56.2100 3.8594 0.4755
9/29/89 0.0273 0.1061 0.0010 320.7330 7.5810 0.9184
12/29/89 0.0324 0.1148 0.0010 917.8090 9.3321 1.2259
3/30/90 0.0063 0.0507 0.0005 65.5190 3.0786 0.3703
6/29/90 0.0043 0.0475 0.0004 18.1918 2.3580 0.2921
9/28/90 0.0055 0.0499 0.0005 22.6806 2.2996 0.2899
12/31/90 0.0522 0.1012 0.0009 15.9177 2.5042 0.3332
6/28/91 0.0056 0.0532 0.0005 13.3132 2.4341 0.3611
9/30/91 0.0102 0.0659 0.0006 26.0536 2.9580 0.5093
12/31/91 0.0125 0.0733 0.0006 19.9439 2.7517 0.5763
Median 0.0114(1) 0.0696(1) 0.0006(1) 24.3671(1) 2.8549(1) 0.4229(1)
DF2
6/30/89 0.0256 0.1046 0.0010 64.2202 4.6199 0.5679
9/29/89 0.0407 0.1324 0.0012 114.9800 6.2625 0.7544
12/29/89 0.0496 0.1403 0.0013 106.7060 6.0103 0.7711
3/30/90 0.0094 0.0599 0.0006 39.0515 2.8338 0.3374
6/29/90 0.0076 0.0558 0.0005 18.7147 2.5328 0.3127
9/28/90 0.0087 0.0584 0.0005 38.2062 2.3590 0.2966
12/31/90 0.0666 0.1014 0.0009 22.9150 2.8120 0.3801
6/28/91 0.0117 0.0785 0.0007 20.3867 3.0081 0.4382
9/30/91 0.0169 0.0794 0.0007 37.6110· 3.4425 0.5917
12/31/91 0.0320 0.1112 0.0009 137.791 4.7020 1.0791
Median 0.0212(5) 0.0904(4) 0.0008(2) 38.6288(2) 3.2253(2) 0.503(2)
DFGCV
6/30/89 0.0281 0.1173 0.0011 1405.04000 10.9740 1.3417
9/29/89 0.0399 0.1329 0.0012 1499.2000 13.2340 1.6119
12/29/89 0.0464 0.1448 0.0013 1972.3900 13.2140 1.7393
3/30/90 0.0084 0.0588 0.0006 162.1830 4.5374 0.5499
6/29/90 0.0062 0.0542 0.0005 57.7472 3.2055 0.4029
9/28/90 0.0082 0.0589 0.0005 201.6900 4.8989 0.6363
12/31/90 0.0699 0.1201 0.0011 665.7010 8.2274 1.2582
6/28/91 0.0094 0.0735 0.0007 354.0030 6.3248 1.0741
9/30/91 0.0145 0.0816 0.0007 177.0890 5.4535 0.9865
12/31/91 0.0220 0.0957 0.0008 207.7130 5.3159 1.2159
Median 0.0182(2) 0.0886(2) 0.0008(2) 280.8580(6) 5.8891(5) 1.145(5)
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(B)
Price errors Yield errors
Date RMSE MAE MAPE I RMSE MAE MAPE
LDFGCV
6 30/89 0.0282 0.1102 0.0010 56.9952 4.9102 0.6010
-
9/29/89 0.0399 0.1246 0.0011 144.0280 6.6024 0.7980
12/29/89 0.0473 0.1406 0.0013 183.1840 7.1946 0.9310
3/30/90 0.0089 0.0593 0.0006 39.7813 3.2485 0.3880
6/29/90 0.0069 0.0571 0.0005 53.6465 3.2791 0.4110
9/28/90 0.0079 0.0574 0.0005 47.8618 3.3090 0.4220
12/31/90 0.0728 0.1286 0.0012 338.0360 7.1705 1.0710
6/28/91 0.0100 0.0761 0.0007 156.1890 5.5773 0.9200
9/30/91 0.0154 0.0801 0.0007 61.1239 3.9934 0.7030
12/31/91 0.0238 0.0987 0.0009 81.4507 4.3068 0.9800
Median 0.0196(4) 0.0895(3) 0.0008(2) 71.2873(4) 4.6085(4) 0.7500(3)
FGCV
6/30/89 0.0275 0.1078 0.0010 55.9992 4.8233 0.5900
9/29/89 0.0484 0.1410 0.0013 143.1050 6.9750 0.8400
12/29/89 0.0568 0.1609 0.0015 203.1220 8.5435 1.0980
3/30/90 0.0096 0.0647 0.0006 63.6114 4.1448 0.4960
6/29/90 0.0083 0.0623 0.0006 61.5657 3.6934 0.4630
9/28/90 0.0082 0.0573 0.0005 36.1335 3.0730 0.3900
12/31/90 0.0711 0.1204 0.0011 259.5510 6.1818 0.9200
6/28/91 0.0093 0.0747 0.0007 120.685 5.3544 0.8730
9/30/91 0.0170 0.0875 0.0008 47.2730 4.0812 0.7060
12/31/91 0.0221 0.0932 0.0008 72.27i5 4.2131 0.9430
Median 0.0196(3) 0.0904(5) 0.0008(2) 67.9414(3) 4.5182(3) 0.773(4)
NS
6/30/89 0.1220 0.2363 0.0021 213.7940 10.3990 1.2650
9/29/89 0.1028 0.2469 0.0023 237.1240 11.7090 1.3960
12/29/89 0.1060 0.2108 0.0019 246.4760 10.3320 1.3200
3/30/90 0.1734 0.3213 0.0030 177.1310 11.2010 1.3050
6/29/90 0.0753 0.1588 0.0014 143.9960 6.8271 0.8450
9/28/90 0.0306 0.1204 0.0011 39.7348 4.2646 0.5230
12/31/90 0.1113 0.1628 0.0015 197.1620 6.3637 0.9150
6/28/91 0.1104 0.2486 0.0022 201.7100 9.6127 1.4430
9/30/91 0.0710 0.1811 0.0016 70.8741 6.5415 1.0770
12/31/91 0.1334 0.2489 0.0021 144.1880 7.8030 1.5590
Median 0.1082(6) 0.2235(6) 0.0020(3) 187.1465(5) 8.7078(6) 1.2850(6)
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Table 11: Holdout Sample Price and Yield Errors
(A)
Price errors Yield errors
Date RMSE MAE MAPE IRMSE MAE MAPE
DF1
6/30/89 16.7700 2.5342 0.0218 11407.9000 77.6761 9.4111 .
9/29/89 8.9272 2.2272 0.0198 211807.0000 106.7260 12.8470
12/29/89 13.3430 3.3287 0.0302 48719.8000 154.0870 19.7150
3/30/90 5.6722 1.9514 0.0181 16972.3000 74.5565 8.7050
6/29/90 11.8160 3.0232 0.0280 15038.6000 110.2510 13.4630
9/28/90 10.6850 2.4171 0.0223 6211.3200 62.6092 7.6056
12/31/90 4.7667 1.9189 0.0175 6714.1000 70.8279 9.7748
6/28/91 13.2240 3.1366 0.0290 10355.7000 96.0018 13.5370
9/30/91 7.2758 2.4060 0.0217 9193.8400 86.2845 14.1220
12/31/91 2.8780 1.4502 0.0129 81929.8000 93.8137 22.0430
Median 9.8063(5) 2.4116(4) 0.02181(5) 13223.2500(6) 90.0491(6) 13.1550(6)
DF2
6/30/89 1.0606 0.8061 0.0075 2797.7300 39.6477 4.8408
9/29/89 11.5510 2.4326 0.0215 3652.2700 54.9807 6.5324
12/29/89 8.0888 2.6095 0.0237 13666.9000 105.088 13.2310
3/30/90 6.1518 2.0714 0.0191 4046.4900 61.6780 7.1589
6/29/90 5.9077 2.1391 0.0200 7977.4000 77.3702 9.3820
9/28/90 8.2152 2.1603 0.0199 3444.1100 53.1313 6.3957
12/31/90 26.0710 3.1551 0.0274 5890.3100 66.0166 8.6572
6/28/91 19.1280 3.6928 0.0340 11601.2000 102.3010 14.0060
9/30/91 7.8129 2.5303 0.0228 8875.9300 87.8266 14.2780
12/31/91 3.4023 1.6914 0.0149 5354.7700 64.7599 13.4800
Median 7.9508(3) 2.2964(3) 0.0208(3) 5622.5400(3) 65.3882(3) 9.0196(3)
DFGCV
6/30/89 16.5120 2.5328 0.0218 21853.6000 87.0520 10.4910
9/29/89 8.8142 2.1929 0.0195 4775.4000 59.2924 7.04620
12/29/89 13.3400 3.3291 0.0302 42167.2000 155.1600 19.8030
3/30/90 5.6949 1.9543 0.0181 4841.12000 64.2754 7.4901
6/29/90 11.8560 3.0289 0.0281 14855.9000 110.0920 13.4420
9/28/90 10.7210 2.4240 0.0224 3951.3200 56.9617 6.8071
12/31/90 4.7504 1.9258 0.0176 12480.6000 79.7516 11.3550
6/28/91 13.1980 3.1348 0.0289 13287.1000 101.1780 14.8260
9/30/91 7.2794 2.4093 0.0218 10540.3000 89.7717 14.9380
12/31/91 2.8451 1.4347 0.0128 8406.7600 70.8597 15.3330
Median 9.7678(4) 2.4166(6) 0.0218(6) 11510.4500(5) 83.4018(5) 12.3990(5)
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(B)
Price errors Yield errors
Date RMSE MAE MAPE I RMSE MAE MAPE
LDFGCV
6/30/89 15.2230 2.4561 0.0212 9578.5000 74.1536 9.00268 -
9/29/89 8.8424 2.2082 0.0197 5588.5400 64.0807 7.62862 -
12/29/89 13.3553 3.3267 0.0303 28351.8000 145.1430 18.3950
3/30/90 5.6909 1.9522 0.0182 5799.0600 66.7506 7.78714
6/29/90 11.8323 3.0238 0.0281 14907.7000 110.1370 13.4550
9/28/90 10.6835 2.4194 0.0224 4463.5900 59.6383 7.18192
12/31/90 4.6804 1.9072 0.0174 10005.4000 76.6094 10.8185
6/28/91 13.1853 3.1256 0.0289 9755.0300 92.0347 12.6995
9/30/91 7.3131 2.4099 0.0218 8735.4600 83.5171 13.4762
12/31/91 2.8479 1.4310 0.0128 5867.9200 64.9686 13.7259
Median 9.7629(3) 2.4146(5) 0.0215(4) 9156.9800(4) 75.3815(4) 11.7590(4)
FGCV
6/30/89 0.1308 0.1972 0.0018 178.8500 7.4540 0.9003
9/29/89 0.0281 0.1159 0.0011 90.9284 5.8121 0.6937
12/29/89 0.0190 0.1034 0.0010 155.4410 6.8202 0.8760
3/30/90 0.0267 0.1119 0.0010 89.7589 5.7240 0.6797
6/29/90 0.0403 0.1442 0.0013 163.8680 6.9718 0.8817
9/28/90 0.0568 0.1695 0.0015 87.2643 6.1517 0.7679
12/31/90 0.0872 0.2203 0.0020 360.1530 9.0311 1.3334
6/28/91 0.3065 0.4574 0.0042 664.5370 16.6597 2.6213
9/30/91 0.5343 0.5831 0.0052 449.3460 15.6874 2.5551
12/31/91 0.7853 0.7115 0.0062 442.1040 18.6986 3.5447
Median 0.0721(1) 0.1833(1) 0.0017(1) 171.3590(1) 7.2129(1) 0.8911(1)
NS
6/30/89 0.1080 0.2069 0.0018 366.6010 11.0907 1.3382
9/29/89 0.0994 0.2392 0.0022 165.6750 10.3169 1.2183
12/29/89 0.0846 0.1942 0.0017 166.8820 8.4472 1.0793
3/30/90 0.1611 0.3008 0.0028 168.0180 10.8083 1.2591
6/29/90 0.0736 0.1691 0.0015 320.2930 17.2671 0.1962
9/28/90 0.0441 0.1392 0.0013 97.96990 6.0950 0.7581
12/31/90 0.0592 0.1569 0.0014 282.8330 7.5835 1.1251
6/28/91 0.0973 0.2427 0.0022 474.4530 10.9929 1.8371
9/30/91 0.0448 0.1625 0.0015 345.9230 8.8390 1.6004
12/31/91 0.0989 0.2202 0.0019 164.6640 8.3955 1.6759
Median 0.0909(2) 0.2005(2) 0.0018(2) 225.4255(2) 9.5779(2) 1.2387(2)
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FIGURE 11
ZERO AND FORWARD RATE CURVES
6/30/89
Model DFI
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FIGURE 11
(CONT/D)
Model DFGCV
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FIGURE 12
ZERO AND FORWARD RATE CURVES
9/29/89
Model DFI
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FIGURE 13
ZERO AND FORWARD RATE CURVES
12/29/89
Model DFI
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FIGURE 13
(CONT'D)
Model LDFGCV
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FIGURE 14
ZERO AND FORWARD RATE CURVES
3/30/90
Model DFI
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FIGURE 18
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FIGURE 19
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All Methods
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Figure 30
Zero Curves
All Methods
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Zero Curves
All Methods
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