An infinite-dimensional Lie algebra acting on solutions to the anti-self-dual equations on a four-dimensional Euclidean space is derived by means of the Riemann-Hilbert problem. Three types of Backlund transformations are considered in the framework of the Riemann-Hilbert problem. 
In recent years remarkable progress has been made in studies on nonlinear field equations, and two possible approaches have been proposed.
The first one is the symmetry theory which includes soliton theory and Backlund transformations. The second one has arisen from algebraic geometry.
In investigations of the symmetries, certain two-dimensional field equations have been found to admit infinite-dimensional Lie algebras: Kinnersley and Chitre [11] revealed that the Kac-Moody algebra §1 ( . Furthermore we will discuss three types of Backlund transformations as applications of the Riemann-Hilbert transformations. They are different from known Backlund transformations (Prasad et al. [13] , and Corrigan et al. [5] ). This paper is organized as follows: In Section 2, we will first review fundamental results on the anti-self-dual equation. The linear equations of Zakharov-Shabat's type associated with this equation will be also discussed. In Section 3, we will show the transformation theorem by using the Riemann-Hilbert problem, and will present the infinitesimal RiemannHilbert transformations. Also we will find the infinitesimal transformation group to be isomorphic to g( (??, C) ( §)C[C, C" 1 , ^i, w 2 ]. In the subsequent sections, Backlund transformations of three types will be considered as applications of the Riemann-Hilbert transformations. The first one gives 't Hooft's instanton solutions ( § 4). The second one derives the Aliyah-Ward ansatz ( § 5). The last one keeps the reality of gauge potentials and generalizes the transformation given by Belavin-Zakharov [2] ( §6).
In the recent letter [16] we announced the results of the present paper. Here we will discuss more fully the derivation of those results and will report further developments. Here D and D are GL(?z, C) -matrices. This idea was first presented by Yang [20] . Furthermore an important observation was made by Pohlmeyer [12] and Prasad et al. [13] . Let us define a GL (n, C) -matrix J by
Then the second equation (2. 3) leads to a single equation for J,
Conversely, for a solution J to (2. 6) , we can reconstruct gauge potentials through (2. 4) and (2. 5) . Thus the equation (2. 6) is equivalent to the original equations (2.1). We simply call (2.6) (or (2. 6)') the anti-selfdual equation in this paper. We remark that it is easy to obtain an SL (?z, C) -solution to (2.6), because we have the following lemma. Our transformation theory is established through a system of linear differential equations whose compatibility condition gives (2.6) or (2.6)'.
The existence of such a system is insured by symmetries of the equation (2. 6) , and provides a starting point in our theory. Such a linear system for (2. 6) has been firstly derived by Pohlmeyer [12] . However our system is a little different from his. First we introduce linear differential
where C is a complex parameter. Set Consider the Riemann-Hilbert problem to find matrices X ± (C) holomorphic and invertible in CljC-satisfying We assume that there exists a pair of fundamental solution matrices X ± (C) of the above Riemann-Hilbert problem. We note that, when w(C)
is very close to the unit matrix, this problem actually has the solutions.
Let us define 
.
Proof. Since «(C) is annihilated by the operators D k , we have
The above equations show us that
are rational functions in C and have a simple zero at the infinity. Considering the Laurent expansions at the infinity, we have
Thus the theorem is proved. Q.E.D.
Remark. If both J and w(C) are SL(w, C)-valued, so is J.
Next we give a rough sketch of constructing the representation of the infinitesimal Riemann-Hilbert transformations. The procedure of the proof is almost the same as in the references [10] , [15] . See them for the details.
First we rewrite the problem (3. 1), (3. 2) into the Fredholm integral equation ([10] , [15] )
where the integral operator K is defined by Furthermore we set (3. 11) f (Q = Y»>-Y (C) = 13 ? <B) C* ,
The following lemma is crucial in our procedure. Since the normalization point (the infinity in this case) is different from the one in [10] , [15] , we need this lemma.
Lemma 3. 2 8 The coefficients G (0>71) are infinitesimally transformed by the Riemann-Hilbert transformation Y(C)->5T(C) as follows;
Proof. By (3.10), we see that Y (7l) are transformed as follows;
Here we have neglected the terms of higher order in z/ p> . On the other hand, by the definition (3. 11) , we have
Thus we obtain the infinitesimal transformation
Especially let us consider an infinitesimal transformation associated with z>(C) =v£~k where v is a constant g[(ft, C) -matrix and ^ is an positive integer. Following the method developed in [15] , from (3.12), we get the generators for the infinitesimal Riemann-Hilbert transformations,
for k>Q, and for where 5^ is Kronecker's delta. In the right-hand side of (3. 13) _ fc Q(m.n) w [tf] . negative indices is defined by
for other negative indices.
We identify t»£~A" with the infinitesimal transformation (3. 13)*. The Lie algebra (3. 14) is more complicated than the ones for the stationary axially symmetric gravitational field equations, or chiral fields.
In fact, the Lie algebras (the infinitesimal transformation groups) for these equations are gljm(2, 1?) ®«[C, C" 1 ], and 8u(w)(g)JR[C, C" 1 ] (see [10] , [11] , [15] ). Independently of the authors, Chau et al. [4] by an elementary operation of linear algebra. We call (4. 1) an algebraic
Riemann-Hilbert transformation (Backlund transformation) .
We have the following theorem. We have the following proposition. 
The compatibility condition of these equations is equivalent to (2. Hence the solution J t to (2. 6) , corresponding to the ansatz Jli, is given by
Taking this approach further, Corrigan, Fairlie, Yates and Goddard [5] succeeded in writing down the (anti-) self-dual solutions of the ansatz <Jli by using the expansion f] r n C".
Since the condition D fe p(C) =0 yields 9 5 r n = -9 y r n _!, 9yr n = 9 z r n _i, each r n satisfies nr n = 0. In our notation, their results are following: Let J t <2 -Then Then Y^ is expressed by using r k 's as
This lemma is proved by direct calculation. For the details, the reader should refer to [5] . In general, the coefficients of the Taylor expansion of Y (l) can be expressed as ratio of determinants. We have the main theorem in this section. to e/P of (5.14). That is to say, our Riemann-Hilbert transformation (5. 1) produces the ansatz <JL\ l +i from the ansatz J,{°\ § 6* Reality Conditions
As we mentioned in Section 2, for %tt(ri) gauge potentials, a matrix J is required to be positive definite SL (n, C) hermitian on the real sector.
Therefore, it is important to establish solution generating transformations which keep the reality conditions. In this section, we discuss a degener- This transformation is based upon the idea proposed by Belinsky and Zakharov [3] to study the gravitational field equations. We have the following lemma. We have the following theorem. In this paper we have shown that the Riemann-Hilbert problem is useful to study the (anti)-self-dual gauge fields. We emphasize that it is a very important and interesting problem in the furture to investigate other nonlinear equations on four or higher-dimensional spaces by using the technique of the Riemann-Hilbert problem.
