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A CROSS-PRODUCT FREE JACOBI-DAVIDSON TYPE METHOD
FOR COMPUTING A PARTIAL GENERALIZED SINGULAR VALUE
DECOMPOSITION (GSVD) OF A LARGE MATRIX PAIR∗
JINZHI HUANG† AND ZHONGXIAO JIA‡
Abstract. A Cross-Product Free (CPF) Jacobi-Davidson (JD) type method is proposed to
compute a partial generalized singular value decomposition (GSVD) of a large matrix pair (A,B),
which is referred to as the CPF-JDGSVD method. By computing the thin QR factorizations of two
certain matrices, the method implicitly solves the mathematically equivalent generalized eigenvalue
problem of a certain cross-product matrix pair but does not explicitly form the cross-product matrices
and thus avoids the accuracy loss of the computed generalized singular values and generalized singular
vectors. At each step, the right searching subspace is expanded by approximately solving a correction
equation iteratively, called inner iterations, and the two left searching subspaces are constructed by
premultiplying the right one by A and B, respectively. The extraction steps of approximate GSVD
components with respect to given searching subspaces constitute outer iterations. A thick-restart
CPF-JDGSVD algorithm with deflation is developed to compute several GSVD components, and
some convergence results are established on inner and outer iterations, which are exploited to design
practical stopping criteria for inner iterations. Numerical experiments illustrate the effectiveness of
the algorithm.
Key words. Generalized singular value decomposition, generalized singular value, generalized
singular vector, extraction approach, subspace expansion, Jacobi-Davidson method, correction equa-
tion, inner iteration, outer iteration
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1. Introduction. The generalized singular value decomposition (GSVD) of a
matrix pair is first introduced by van Loan [24] and then developed by Paige and
Saunders [18]. It has become an important analysis means and computational tool [5],
and has been used extensively in, e.g., solutions of discrete linear ill-posed problems
[8], weighted or generalized least squares problems [2], information retrieval [10], linear
discriminant analysis [19], and many others [1, 3, 5, 17, 23].
Let A ∈ Rm×n and B ∈ Rp×n with m ≥ n be large and possibly sparse matrices
with rank(
[
A
B
]
) = n, i.e., N (A)∩N (B) = {0} with N (A) and N (B) the null spaces of
A and B, respectively. Denote q1 = dim(N (A)) and q2 = dim(N (B)), q = n−q1−q2,
and l1 = dim(N (AT )) and l2 = dim(N (BT )). Then the GSVD of the matrix pair
(A,B) is
(1.1)
{
UTAX = ΣA = diag{C,0l1,q1 , Iq2},
V TBX = ΣB = diag{S, Iq1 ,0l2,q2},
where X = [Xq, Xq1 , Xq2 ] is nonsingular, U = [Uq, Ul1 , Uq2 ] and V = [Vq , Vq1 , Vl2 ] are
orthogonal, and C = diag{α1, . . . , αq} and S = diag{β1, . . . , βq} are diagonal matrices
that satisfy
0 < αi, βi < 1 and α
2
i + β
2
i = 1, i = 1, . . . , q;
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see [18]. Here, in order to distinguish the generalized singular vector matrix blocks
from each other, we have adopted the subscripts to denote their column and row
numbers, and have denoted by Ik and 0k,l the identity matrix of order k and zero
matrix of order k× l, respectively. The subscripts of identity and zero matrices will be
omitted in the sequel when their orders are clear from the context. It follows from (1.1)
that XT (ATA+BTB)X = In, i.e., the columns of X are (A
TA+BTB)-orthonormal.
The GSVD components (0l1,q1 , Iq1 , Ul1 , Vq1 , Xq1) and (Iq2 ,0l2,q2 , Uq2 , Vl2 , Xq2) are
associated with the zero and infinite generalized singular values of (A,B), called the
trivial ones, and the columns of Ul1 , Vl2 and Xq1 , Xq2 form orthonormal and (A
TA+
BTB)-orthonormal bases of N (AT ), N (BT ) and N (A), N (B), respectively. In appli-
cations, one is interested in some nontrivial GSVD components in (C, S, Uq, Vq, Xq)
corresponding to the finite nonzero generalized singular values of (A,B). Denote by
ui, vi and xi the i-th columns of Uq, Vq and Xq, respectively, i = 1, . . . , q. The quin-
tuple (αi, βi, ui, vi, xi) is called a GSVD component of (A,B) with the generalized
singular value σi =
αi
βi
, the left generalized singular vectors ui, vi and the right gen-
eralized singular vector xi. We also refer to a pair (αi, βi) as a generalized singular
value of (A,B).
For a given target τ > 0, assume that the nontrivial generalized singular values
σi, i = 1, 2, . . . , q of (A,B) are labeled as
(1.2) |σ1 − τ | ≤ |σ2 − τ | ≤ |σℓ − τ | < · · · < |σℓ+1 − τ | ≤ |σq − τ |.
Suppose that we are interested in σi, i = 1, 2, . . . , ℓ and/or the corresponding gen-
eralized singular vectors ui, vi, xi. Such (αi, βi, ui, vi, xi) or (σi, ui, vi, xi) is called an
interior GSVD component of (A,B) if τ is inside the spectrum of the nontrivial gen-
eralized singular values of (A,B); otherwise it is called an extreme GSVD component.
For the computation of some extreme GSVD components of a large matrix pair
(A,B), Zha [25] proposes a joint bidiagonalization method (JBD), which is a gener-
alization of Lanczos bidiagonalization type methods for computing a partial singular
value decomposition (SVD) of A with B = I. An advantage of the JBD method is that
it works on the matrix pair directly without forming the cross-product matrices ATA
and BTB. On the other hand, a large scale least squares problem with the coefficient
matrix
[
A
B
]
must be solved with high accuracy at each step of joint bidiagonalization.
Jia and Yang [16] has made an analysis on this method and its variant, and pro-
vided more theoretical supports for its effectiveness. Zwaan and Hochstenbach [26]
have proposed a generalized Davidson method (GDGSVD) and a multidirectional-
type method (MDGSVD) to compute a few extreme GSVD components of (A,B).
They design a fast truncation step in MDGSVD to remove a low quality search di-
rection that is orthogonal to the desired generalized singular vector so as to ensure
moderate growth of the searching subspace.
Particularly, Hochstenbach [9] proposes a Jacobi-Davidson type method, called
JDGSVD hereafter, to compute an interior GSVD component of (A,B) with B full
column rank. The JDGSVD method formulates the GSVD of (A,B) as the gener-
alized eigenvalue problem of the augmented matrix pair
([
A
AT
]
,
[
I
BTB
])
, extracts
an approximation to the relevant eigenpair from the subspace that is the direct sum
of the right searching subspace and one of the left searching subspaces, and then re-
covers the desired GSVD component from the converged eigenpair. When expanding
the searching subspaces, one needs to approximately solve a (m+n)× (m+n) correc-
tion equation iteratively, so that the approximate solution is split up into two vectors
of lengths m and n, respectively, which are used to expand the current searching
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subspaces. The side effects of involving the cross-product matrix BTB in JDGSVD
method are twofold. On the one hand, in the extraction phase, one is required to
compute a BTB-orthonormal basis of the right searching subspace, which would be
numerically unstable when B is ill conditioned. On the other hand, it is shown in [11]
that the error of the computed eigenvector is bounded by the size of the perturba-
tions with a multiple κ(BTB) = κ2(B). This means, with an ill conditioned B, say
κ(B) ≈ 108, the computed eigenvector may have no accuracy even if the residual is
at the level of machine precision, so that the recovered generalized singular vectors
have no accuracy at all. The result holds for the generalized singular vectors corre-
sponding to any σ and has been numerically confirmed [11]. We remark that all the
eigenvalue-based type GSVD methods share this shortcoming of JDGSVD. For these
reasons, in order to compute GSVD components accurately, it is appealing to avoid
forming cross-product matrices explicitly and, instead, to work on A and B directly.
In this paper, we first propose a basic Cross-Product Free (CPF) Jacobi-Davidson
(JD) type method for computing one, i.e., ℓ = 1, GSVD component of a regular ma-
trix pair (A,B), which is referred to as CPF-JDGSVD in the sequel. There are two
novelties. Firstly, instead of constructing left and right searching subspaces sepa-
rately or independently, given a right searching subspace, the CPF-JDGSVD method
generates the corresponding two left searching subspaces by acting A and B on the
right subspace, respectively, and constructs their orthonormal bases by computing
two thin QR factorizations of the matrices that are formed by premultiplying A and
B with the matrix consisting of the orthonormal basis vectors of the right subspace.
Secondly, in the extraction phase, the method projects the GSVD of (A,B) onto the
left and right searching subspaces without involving the cross-product matrices ATA
and BTB, and obtains an approximation to the desired GSVD component of (A,B)
by computing the GSVD of the small sized projection matrix pair. To be practical,
we develop a thick-restart CPF-JDGSVD algorithm with deflation for computing sev-
eral, i.e., ℓ > 1, GSVD components corresponding to the ℓ generalized singular values
closest to the target τ .
We prove that the resulting left searching subspaces have similar accuracy as the
right subspace as long as the desired generalized singular value σ is not very small
or large. Therefore, CPF-JDGSVD generates the left searching subspaces effectively.
In order to expand the searching subspaces, we give a detailed derivation of certain
n×n correction equations whose solutions expand the searching subspaces effectively.
The correction equations are supposed to be approximately solved iteratively, called
inner iterations, so that CPF-JDGSVD is an inner-outer iterative method with ex-
traction steps of approximate GSVD components called outer iterations. We establish
a convergence result on the approximate singular values in terms of computable resid-
ual norms. Meanwhile, we analyze the conditioning of the correction equations and
establish estimates for their condition numbers in the asymptotic sense, which criti-
cally affect the solution accuracy of the correction equations. Besides, we derive some
results on inner iterations of CPF-JDGSVD. Based on these, we propose practical
stopping criteria for inner iterations, making the computational cost of inner itera-
tions be minimal at each outer iteration and guarantee that CPF-JDGSVD behaves
like the exact CPF-JDGSVD where the correction equations are solved exactly.
In Section 2, we propose the CPF-JDGSVD method and present some important
theoretical results on its rationale and convergence. In Section 3, we establish some
properties of the correction equations and make a convergence analysis on inner iter-
ations. Based on them, we propose practical stopping criteria for inner iterations. In
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Section 4 we propose a CPF-JDGSVD algorithm with restart and deflation for com-
puting more than one GSVD components. Numerical experiments are reported in
Section 5 to demonstrate the effectiveness of CPF-JDGSVD, and finally we conclude
the paper in Section 6.
Let us introduce some notation to be used. We denote by ‖ · ‖ the 2-norm of a
vector or matrix, by κ(W ) = σmax(W )/σmin(W ) the condition number of an arbitrary
matrix W with σmax(W ) and σmin(W ) being the largest and smallest singular values
ofW , respectively, and byWT the transpose ofW . Throughout the paper, we assume
that ‖A‖ and ‖B‖ themselves are modest, which can be achieved by suitable scaling.
To our knowledge, A and B cannot be ill conditioned simultaneously in applications,
meaning that the stacked matrix
[
A
B
]
is well conditioned. Therefore, we assume that
κ(
[
A
B
]
) is modest.
2. A basic CPF-JDGSVD algorithm. We will propose our CPF-JDGSVD
method for computing one, i.e., ℓ = 1, GSVD component (α1, β1, u1, v1, x1) :=
(α, β, u, v, x), i.e., (σ1, u1, v1, x1) := (σ, u, v, x) with σ1 closest to τ . The method
consists of three major parts: (i) the construction of left searching subspaces, (ii) an
extraction approach of GSVD components, and (iii) an expansion approach of the
right subspace. We will prove that the left searching subspaces constructed have sim-
ilar accuracy to that of the right subspace, and establish a convergence result on the
approximate generalized singular values.
2.1. Extraction approach. At iteration k, assume that a k-dimensional right
searching subspace X is available, from which we seek an approximation to the right
generalized singular vector x. For the left generalized singular vectors u and v, since
Ax = αu and Bx = βv, we naturally constructAX andBX as left searching subspaces
and seek their approximations from them. We will denote U = AX and V = BX .
Regarding the qualities of U and V , we have the following results.
Theorem 2.1. Let X be the right searching subspace and U and V be the left searching
subspaces. Then for the generalized singular vectors (u, v, x) it holds that
sin∠(U , u) ≤ ‖A‖‖x‖
α
sin∠(X , x),(2.1)
sin∠(V , v) ≤ ‖B‖‖x‖
β
sin∠(X , x).(2.2)
Proof. For an arbitrary vector x′ ∈ X , by the definition of sine of the angle between
arbitrary two nonzero vectors, we have
sin∠(Ax′, Ax) = min
µ
‖Ax− µAx′‖
‖Ax‖ = minµ
‖A(x− µx′)‖
‖Ax‖
≤ ‖A‖‖x‖‖Ax‖ minµ
‖x− µx′‖
‖x‖
=
‖A‖‖x‖
α
sin∠(x′, x),(2.3)
where the last relation holds since Ax = αu with ‖u‖ = 1. Therefore, we obtain
sin∠(U , u) = sin∠(AX , Ax) = min
x′∈X
sin∠(Ax′, Ax)
≤ ‖A‖‖x‖
α
min
x′∈X
sin∠(x′, x)
=
‖A‖‖x‖
α
sin∠(X , x),
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i.e., relation (2.1) holds. Following the same derivations as above, we obtain (2.2).
Theorem 2.1 illustrates that when X contains good information about the desired
x, the qualities of U and V are determined by α, ‖A‖, ‖x‖, and by β, ‖B‖, ‖x‖,
respectively. Since ‖x‖ ≤ ‖X‖, Theorem 2.3 in [7] states that
(2.4) ‖X‖ =
∥∥∥[ AB]†∥∥∥ and ‖X−1‖ = ∥∥[ AB]∥∥ ,
which gives ‖x‖ ≤
∥∥∥[ AB]†∥∥∥. By the assumption that [ AB] is well conditioned and ∥∥[ AB]∥∥
is modest, it is clear that ‖x‖ is modest. Therefore, the quality of U and V is similar
to that of X provided that α and β are not very small, i.e., σ not very small or large.
It is worthwhile to notice that for an arbitrarily given k-dimensional X , the left
searching subspaces U = AX and V = BX are subsets of the column spaces of A
and B, respectively. When (A,B) has trivial zero and infinite generalized singular
values, if X contains the components of the generalized singular vectors x associated
with the zero and infinite generalized singular values, then U and V contain the
components of the corresponding u and v too. The fundamental significance of this
observation is that from the right and left searching subspaces X and U ,V , it is
possible to extract approximations to both trivial and nontrivial GSVD components,
no matter which extraction approach is used. In fact, all projection type methods for
generalized eigenvalue problems and GSVD problems share a similar feature, where
the corresponding A and B act on a given subspace X that contains the components
of eigenvectors or generalized right singular vectors corresponding to trivial zero or
infinite eigenvalues or generalized singular values. It is clear that such feature is
undesirable and may cause trouble because one is only interested in some nontrivial
eigenpairs or GSVD components.
Now we propose an extraction approach that seeks an approximate generalized
singular value pair (α˜, β˜) and corresponding approximate generalized singular vectors
u˜ ∈ U , v˜ ∈ V and x˜ ∈ X satisfying the standard orthogonal projection:
(2.5)

Ax˜− α˜u˜ = 0,
Bx˜− β˜v˜ = 0,
β˜AT u˜− α˜BT v˜ ⊥ X ,
with

‖u˜‖ = 1,
‖v˜‖ = 1,
α˜2 + β˜2 = 1.
Let the columns of X˜ ∈ Rn×k form an orthonormal basis of X and
(2.6) AX˜ = U˜G and BX˜ = V˜ H
be the thin QR factorizations of AX˜ and BX˜, respectively, where G ∈ Rk×k and
H ∈ Rk×k are upper triangular. Suppose that G and H are nonsingular. Then the
columns of U˜ ∈ Rm×k and V˜ ∈ Rp×k form orthonormal bases of U and V , respectively.
Write u˜ = U˜e, v˜ = V˜ f and x˜ = X˜d. Then (2.5) is equivalent to
(2.7)

Gd = α˜e,
Hd = β˜f,
β˜GT e = α˜HT f,
with

‖e‖ = 1,
‖f‖ = 1,
α˜2 + β˜2 = 1.
That is, (α˜, β˜) is a generalized singular value of the k×k matrix pair (G,H), and e, f
and d are the corresponding generalized left and right singular vectors. We compute
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the GSVD of (G,H), pick up θ = α˜
β˜
closest to the target τ , and take
(2.8) (α˜, β˜, u˜ = U˜e, v˜ = V˜ f, x˜ = X˜d)
as an approximation to the desired GSVD component (α, β, u, v, x) of (A,B).
For the accuracy of u˜ and v˜, an application of (2.3) derives the following theorem.
Theorem 2.2. Let u˜ ∈ U , v˜ ∈ V and x˜ ∈ X be the approximations to u, v and x that
satisfy (2.5). Then
sin∠(u˜, u) ≤ ‖A‖‖x‖
α
sin∠(x˜, x),(2.9)
sin∠(v˜, v) ≤ ‖B‖‖x‖
β
sin∠(x˜, x).(2.10)
Theorem 2.2 illustrates that u˜ and v˜ are as good as x˜, as the stacked matrix
[
A
B
]
is well conditioned and α and β are not very small; see the analysis after Theorem 2.1.
Our extraction approach (2.5) mathematically amounts to realizing the stan-
dard orthogonal projection (Rayleigh–Ritz approximation) of the regular matrix pair
(ATA,BTB) onto X . It extracts the Ritz vector x˜ ∈ X associated with the Ritz value
θ2 = α˜2/β˜2 closest to τ2 and computes α˜, β˜ and u˜, v˜ satisfying (2.5). However, we
do not form the cross-products ATA and BTB explicitly and thus avoid the potential
accuracy loss of the computed GSVD components.
By (2.5), (α˜, β˜, u˜, v˜, x˜) satisfies Ax˜ = α˜u˜ and Bx˜ = β˜v˜, so that α˜ = u˜TAx˜ and
β˜ = v˜TBx˜. Therefore, its associated residual is
(2.11) r = r(α˜, β˜, u˜, v˜, x˜) := β˜AT u˜− α˜BT v˜
and r = 0 if and only if (α˜, β˜, u˜, v˜, x˜) is an exact GSVD component of (A,B). For a
prescribed tolerance tol, (α˜, β˜, u˜, v˜, x˜) is claimed to have converged if
(2.12) ‖r‖ ≤ (β˜‖A‖1 + α˜‖B‖1) · tol.
In the following, we present our first main result, which, in terms of ‖r‖, gives
the accuracy estimate of θ. To this end and also for our later use, define the function
(2.13) h(θ, σ) =
σ2 − θ2
1 + σ2
for θ ≥ 0 and σ ≥ 0.
By α2i + β
2
i = 1 and 1 + σ
2
i =
β2i+α
2
i
β2i
= 1
β2i
, we have
(2.14) α2i − β2i θ2 = (σ2i − θ2)β2i = h(θ, σi).
Theorem 2.3. Let (α˜, β˜, u˜, v˜, x˜) be an approximate GSVD component of (A,B) sat-
isfying (2.5) with θ = α˜
β˜
and r be the corresponding residual defined by (2.11). Then
the following results hold: (i) If
(2.15)
σmin√
2 + σ2min
< θ <
√
1 + 2σ2max
with σmax and σmin the largest and smallest nontrivial generalized singular values
of (A,B), respectively, then there exists a nontrivial generalized singular value σ of
(A,B) such that
(2.16)
|σ2 − θ2|
(1 + σ2)θ
≤ ‖X‖
2‖r‖
‖x˜‖ ;
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(ii) if θ ≥√1 + 2σ2max, then
(2.17)
1
θ
≤ ‖X‖
2‖r‖
‖x˜‖ ;
(iii) if θ ≤ σmin√
2+σ2
min
, then
(2.18) θ ≤ ‖X‖
2‖r‖
‖x˜‖ .
Proof. By definition (2.11) of the residual r and Ax˜ = α˜u˜ and Bx˜ = β˜v˜, we have
(2.19) θr = α˜AT u˜− α˜2
β˜
BT v˜ = (ATA− θ2BTB)x˜.
Premultiplying both hand sides of the above by XT and exploiting (1.1), we obtain
θXT r = XT (ATA− θ2BTB)XX−1x˜ = diag{C2 − θ2S2,−θ2Iq1 , Iq2}X−1x˜.
Taking norms on the two hand sides of the above equality and exploiting (2.14) gives
θ‖XT r‖ ≥ min{1, θ2, min
i=1,...,q
|α2i − β2i θ2|}‖X−1x˜‖
≥ ‖x˜‖‖X‖ min{1, θ
2, min
i=1,...,q
|h(θ, σi)|}.(2.20)
By (2.13), for θ < σmax and σmax ≤ θ <
√
1 + 2σ2max, we have
|h(θ, σmax)| = h(θ, σmax) = σ
2
max − θ2
1 + σ2max
< 1,
|h(θ, σmax)| = −h(θ, σmax) = θ
2 − σ2max
1 + σ2max
< 1,
respectively, meaning min
i=1,2,...,q
|h(θ, σi)| < 1. For θ > σmin and σmin√
2+σ2
min
< θ ≤ σmin,
we obtain
|h(θ, σmin)| = −h(θ, σmin) = θ
2 − σ2min
1 + σ2min
< θ2,
|h(θ, σmin)| = h(θ, σmin) = σ
2
min − θ2
1 + σ2min
< θ2,
respectively, meaning min
i=1,2,...,q
|h(θ, σi)| < θ2. Therefore, under condition (2.15), we
have
min{1, θ2, min
i=1,...,q
|h(θ, σi)|} = min
i=1,...,q
|h(θ, σi)| = |h(θ, σ)|,
from which and (2.20) it follows that (2.16) holds.
It is straightforward to justify that, under the conditions in (ii)–(iii),
min{1, θ2, min
i=1,...,q
|h(θ, σi)|} = 1,
min{1, θ2, min
i=1,...,q
|h(θ, σi)|} = θ2,
respectively. Therefore, from (2.20) we obtain (2.17) and (2.18).
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From (2.6) and the orthonormality of X˜, it is easily justified that
∥∥[ G
H
]∥∥ ≤ ∥∥[ AB]∥∥
and
∥∥∥[ GH]†∥∥∥ ≤ ∥∥∥[ AB]†∥∥∥. Exploiting Lemma 2.4 of [11], and adapting (2.4) and its
analysis to (G,H), we can show that ‖d‖ with d defined by (2.7) is modest, so is
‖x˜‖ = ‖X˜d‖ = ‖d‖.
Theorem 2.3 indicates that when ‖r‖ is small, θ will be a good approximation
to some generalized singular value of (A,B). Furthermore, relation (2.16) shows that
θ must converge to some nontrivial σ as ‖r‖ → 0. Observe that θ2 is a Ritz value
of the symmetric matrix pair (ATA,BTB) with respect to X . It is easily seen from
(1.1) that the eigenvalues of (ATA,BTB) restricted to the subspace spanned by the
columns of Xq, i.e., the (A
TA+BTB)-orthogonal complement of N (A)∪N (B) with
respect to Rn, are the nontrivial σ2i , i = 1, 2, . . . , q. Therefore, all the θ lie between
the nontrivial smallest and largest generalized singular values σmin and σmax of (A,B)
if X has no component in N (A) ∪ N (B); see [20, 22]. Condition (2.15) is trivially
satisfied in this case, and it is expected that the condition is fulfilled if the component
of X in N (A) ∪ N (B) is not rich. Relation (2.17) or (2.18) corresponds to the case
that θ converges to the infinite or zero trivial generalized singular value of (A,B),
respectively, as ‖r‖ → 0. This implies that H or G is nearly singular, which occurs
when X contains a quite accurate component in N (B) or N (A). As a result, our
method may encounter problems when computing the nontrivial largest or smallest
nontrivial GSVD component of (A,B), but for k ≥ 3 it generally delivers some θ that
lie between σmin and σmax, so that they converge to some nontrivial σ if the residual
norms ‖r‖ → 0.
2.2. Subspace expansion. If the current GSVD approximation (α˜, β˜, u˜, v˜, x˜)
does not yet converge, one needs to expand the searching subspaces X ,U ,V in order to
extract a more accurate approximate GSVD component with respect to them. Since
we construct the left searching subspaces by U = AX and V = BX , we only need to
expand X effectively and generate U = AX and V = BX correspondingly.
Keep in mind that (σ2, x) is an eigenpair of the matrix pair (ATA,BTB) with
the desired generalized singular value σ = α/β. Suppose that an approximate x˜ is
already available. We aim to seek a correction vector t satisfying
(2.21) t ⊥ y˜ := (ATA+BTB)x˜ = α˜AT u˜+ β˜BT v˜,
such that x˜+ t is an unnormalized right generalized singular vector of (A,B). There-
fore, (σ2, x˜+ t) is an exact eigenpair of (ATA,BTB):
(2.22) ATA(x˜ + t) = σ2BTB(x˜+ t).
Rearranging this equation, we obtain an equivalent form:
(2.23) (ATA− θ2BTB)t = −(ATA− θ2BTB)x˜+ (σ2 − θ2)BTBx˜+ (σ2 − θ2)BTBt,
where θ = α˜
β˜
is the current approximate generalized singular value.
Assume that x˜ is reasonably accurate but yet not converged and it is normalized
such that x˜T (ATA+BTB)x˜ = 1. Then the size of t must be small relative to that of x˜.
Actually, θ is an approximation to σ with the first order error ‖t‖ since premultiplying
both hand sides of (2.22) by (x˜+ t)T gives rise to
σ2 =
‖A(x˜+ t)‖2
‖B(x˜+ t)‖2 =
α˜2 + 2α˜u˜TAt+ ‖At‖2
β˜2 + 2β˜v˜TBt+ ‖Bt‖2 = θ
2(1 +O(‖t‖)),
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showing that the size of the third term in the right-hand side of (2.23) is O(‖t‖2).
Note from (2.19) that the first term in the right-hand side of (2.23) is collinear
with the residual r of (α˜, β˜, u˜, v˜, x˜), which is orthogonal to X , as indicated by the
third condition in (2.5). Therefore, the first term in the right-hand side of (2.23)
is orthogonal to x˜ ∈ X . Moreover, it is straightforward from condition (2.5) and
definition (2.21) of y˜ that y˜T x˜ = 1 and (I − y˜x˜T ) is an oblique projector onto the
orthogonal complement x˜⊥ of span{x˜}. Neglecting the third term O(‖t‖2) in the
right-hand side of (2.23), we obtain
(2.24)
(
I − y˜x˜T ) (ATA− θ2BTB)t = −θr + (θ2 − σ2)(I − y˜x˜T )BTBx˜.
From (2.21) and (2.22), we have
(I − y˜x˜T )BTBx˜ = BTBx˜− (x˜BTBx˜)y˜ = BTBx˜− β˜2y˜
= α˜2BTBx˜− β˜2ATAx˜ = θ
2BTBx˜−ATAx˜
1 + θ2
=
(θ2 − σ2)BTBx˜
1 + θ2
+
(ATA− σ2BTB)t
1 + θ2
= O(‖t‖),
which means that the second term in the right-hand side of (2.24) is O(‖t‖2). Ne-
glecting this term in (2.24), we obtain
(2.25)
(
I − y˜x˜T ) (ATA− θ2BTB)t = −θr with t ⊥ y˜.
From the requirement t ⊥ y˜ we obtain t = (I − x˜y˜T )t. Therefore, we can replace
t with (I − x˜y˜T )t in (2.25). Notice that when expanding X with t, it is the direction
other than the size of t that matters. It makes no difference between solving (2.25)
with the right-hand side θr and solving the one with −r. As a consequence, we have
derived an ultimate correction equation
(2.26) (I − y˜x˜T )(ATA− θ2BTB)(I − x˜y˜T )t = −r with t ⊥ y˜.
Solving it for t and orthonormalizing t against X˜ yields the subspace expansion vector
x+ =
(I−X˜X˜T )t
‖(I−X˜X˜T )t‖ . The k+1 columns of the updated X˜ = [X˜, x+] form an orthonormal
basis of the expanded (k + 1)-dimensional right searching subspace X .
The coefficient matrix in (2.26) dynamically depends on θ as outer iterations
proceed. It is typical that θ may have little accuracy as approximations to σ in an
initial stage, so that solving (2.26) with varying θ may cause unnecessary waste and
even may lead to misconvergence. To this end, a more robust way is to solve the
correction equation (2.26) with θ replaced by the fixed target τ in the left-hand side:
(2.27) (I − y˜x˜T )(ATA− τ2BTB)(I − x˜y˜T )t = −r with t ⊥ y˜
in the initial stage until ‖r‖ is fairly small. Approximately solving this equation or
(2.26) iteratively is called inner iterations in CPF-JDGSVD.
An advantage of using (2.27) is that the solution t is guaranteed to provide es-
sential information in the direction of the desired x and thus expands X correctly,
making approximate GSVD components converge toward the desired GSVD compo-
nent. When ‖r‖ becomes fairly small, θ and x˜ have become fairly good approximations
to σ and x. In this case, it may be beneficial to switch to solving (2.26) so as to gain
a faster convergence for outer iterations. Precisely, if
(2.28) ‖r‖ ≤ (β˜‖A‖1 + α˜‖B‖1) · fixtol
with fixtol fairly small, say, fixtol = 10−4, we then switch to solving (2.26).
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3. Properties of the correction equations and stopping criteria for inner
iterations. For A and B large, we suppose that only iterative solvers are computa-
tionally viable to solve the correction equations approximately. Since the coefficient
matrices in (2.26) and (2.27) are symmetric and possibly indefinite, the minimal resid-
ual method (MINRES) is a most commonly used choice [6, 21]. In this section, we
establish compact upper bounds for the condition numbers of the correction equa-
tions (2.26) and (2.27) in the asymptotic sense. We also make an analysis on inner
iterations. Based on them, we propose practical stopping criteria for inner iterations,
which are related to the accuracy of approximate solutions and the corresponding
residual norms. We focus on (2.26), and, as it will turn out, the results are directly
applicable to (2.27).
3.1. Conditioning. The coefficient matrix in the correction equation (2.26)
maps the orthogonal complement y˜⊥ of y˜ to the orthogonal complement x˜⊥ of x˜,
that is, its action restricts ATA − θ2BTB to y˜⊥ and generates elements in x˜⊥. We
denote this restricted linear operator by
(3.1) M = (ATA− θ2BTB)|y˜⊥→x˜⊥ .
The condition number κ(M) determines the reliability of adopting the relative residual
norm of the correction equation as the measurement of inner iteration accuracy: the
smaller κ(M) is, the more accurate the approximate solution of (2.26) is. As a result,
it is insightful to derive a compact estimate for κ(M). However, it is generally not
possible to derive a sharp estimate for a general approximation x˜. Fortunately, we
can do so in the ideal case that x˜ = x, which, as will be shown by (3.3), leads to y˜ = y
with y the first column of X−T . By the continuity argument, such estimate will get
insight into the asymptotic behavior of κ(M) when x˜→ x.
Based on the GSVD (1.1) of (A,B) and (1.2), we partition
U = [u, U2], V = [v, V2], X = [x,X2], ΣA =
[ α
ΣA,2
]
, ΣB =
[
β
ΣB,2
]
,
where the matrices
(3.2) ΣA,2 = diag{C2, 0l1,q1 , Iq2} and ΣB,2 = diag{S2, Iq1 , 0l2,q2}
with C2 = diag{α2, . . . , αq} and S2 = diag{β2, . . . , βq}.
From XT (ATA+BTB)X = I, we obtain
(3.3) Y = X−T = (ATA+BTB)X = [y, Y2]
with
y = (ATA+BTB)x, Y2 = (A
TA+BTB)X2.
Then X2 and Y2 are orthogonal to y and x, respectively, i.e., X
T
2 y = 0 and Y
T
2 x = 0.
Therefore, the columns of Y2 form a basis of the orthogonal complement x
⊥ of span{x}
with respect to Rn. Let
(3.4) Y2 = QyRy
be the thin QR factorization of Y2. Then the columns of Qy form an orthonormal
basis of x⊥.
With the above preparation and notations, we can present the following results.
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Theorem 3.1. Set x˜ = x and y˜ = y in (3.1), and assume that σ is a simple nontrivial
generalized singular value of (A,B). Then
(3.5) M ′ = XT2 (A
TA− σ2BTB)X2 = ΣTA,2ΣA,2 − σ2ΣTB,2ΣB,2
is nonsingular. Furthermore, it holds that
(3.6) κ(M) = κ(RyM
′RTy ) ≤ κ2
([
A
B
])
max
{
max{1, σ2}(1 + σ2∗)
|σ2∗ − σ2|
,
max{1, σ2}
min{1, σ2}
}
,
where σ∗ is the minimizer of mini=2,3,...,q |α2i − β2i σ2| = mini=2,3,...,q |σ
2
i−σ2|
1+σ2i
.
Proof. For x˜ = x and y˜ = y, we have θ = σ in (3.1). With Y = X−T in (3.3), we
have Y XT = XY T = I. Therefore, from (3.4) and (3.5) it follows that the coefficient
matrix in (2.26) is
(I − y˜x˜T )(ATA− σ2BTB)(I − x˜y˜T ) = (Y XT − y˜x˜T )(ATA− σ2BTB)(XY T − x˜y˜T )
= Y2X
T
2 (A
TA− σ2BTB)X2Y T2
= QyRyM
′RTyQ
T
y .(3.7)
By the GSVD (1.1) of (A,B) and (3.2), it is straightforward to obtain
M ′ = XT2 A
TAX2 − σ2XT2 BTBX2
= ΣTA,2ΣA,2 − σ2ΣTB,2ΣB,2
= diag{C22 − σ2S22 ,−σ2Iq1 , Iq2}.(3.8)
As a result, by the assumption, M ′ is nonsingular. Since Qy is column orthonormal,
it follows from (3.1) and (3.7) that M is nonsingular and
(3.9) κ(M) = κ(RyM
′RTy ) ≤ κ2(Ry)κ(M ′).
Notice that Y2 consists of the second to the last columns of Y . Then from (3.4)
and Y = X−T we obtain
‖Ry‖ = ‖Y2‖ ≤ ‖Y ‖ = ‖X−1‖, ‖R−1y ‖ = ‖Y †2 ‖ ≤ ‖Y −1‖ = ‖X‖,
which means that κ(Ry) ≤ κ(X). Therefore, it follows from (2.4) that
(3.10) κ(Ry) ≤ κ(
[
A
B
]
).
From (2.14), the diagonal elements α2i − β2i σ2 = h(σ, σi) of M ′, i = 2, . . . , q with
h(σ, σi) defined by (2.13). By definition, it is straightforward that
(3.11) |h(σ, σi)| ≤ max
{
σ2i
1 + σ2i
,
σ2
1 + σ2i
}
≤ max{1, σ2}.
Applying it and (2.14) to (3.8) yields
σmax(M
′) = max
i=2,...,q
{1, σ2, |α2i − β2i σ2|} = max{1, σ2}.(3.12)
Observe that
σmin(M
′)=min{1, σ2, min
i=2,...,q
|α2i − β2i σ2|},
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from which we consider the following two cases. Case (i): If
σmin(M
′)= min
i=2,...,q
|α2i − β2i σ2|= |α2∗ − β2∗σ2| = |σ
2
∗
−σ2|
1+σ2
∗
,
i.e., σ is comparatively clustered with σ∗, then together with (3.12) we obtain
(3.13) κ(M ′) =
max{1, σ2}(1 + σ2∗)
|σ2∗ − σ2|
.
Case (ii): If
σmin(M
′)=min{1, σ2},
i.e., σ is comparatively well separated from σ∗, then it follows from (3.12) that
κ(M ′) =
max{1, σ2}
min{1, σ2} .
Relation (3.6) follows from applying this relation, (3.13) and (3.10) to (3.9).
This theorem indicates that κ(M) is bounded by κ2(
[
A
B
]
) multiplying the first
one in the maximum term of (3.6) if σ is comparatively clustered with some other σi
and by κ2(
[
A
B
]
) multiplying the second one if σ is comparatively well separated from
all the other σi, i = 2, 3, . . . , q.
In an analogous manner, for the correction equation (2.27), defineMτ by replacing
θ with τ in (3.1). Then for x˜ = x and y˜ = y, we have
(3.14) κ(Mτ ) ≤ κ2
([
A
B
])
max
{
max{1, τ2}(1 + σ2∗,τ )
|σ2∗,τ − τ2|
,
max{1, τ2}
min{1, τ2}
}
,
where σ∗,τ is the minimizer of mini=2,3,...,q
|σ2i−τ2|
1+σ2i
.
We remark that, by the continuity argument, bounds (3.6) and (3.14) asymptot-
ically hold as x˜ converges to x and thus θ → σ. Therefore, (3.6) and (3.14) give good
estimates for κ(M) and κ(Mτ ), respectively, once x˜ is a reasonably good approxima-
tion to x.
3.2. Subspace expansion accuracy. In this subsection, we make an analysis
on the inner iterations and establish some robust accuracy requirements on them.
Assume that θ is not a generalized singular value of (A,B). Then the matrix
ATA− θ2BTB is nonsingular. Denote the matrices
(3.15) L = (ATA− θ2BTB)−1 and K = L(ATA+BTB).
The eigenpairs (σ2, x), (0, x) and (+∞, x) of (ATA,BTB) are transformed into the
eigenpairs ( σ
2+1
σ2−θ2 , x), (− 1θ2 , x) and (1, x) of K, respectively.
By (2.19) and (I − x˜y˜T )t = t, equation (2.26) can be rearranged as
(I − y˜x˜T )L−1(θt) = −L−1x˜,
whose solution is
(3.16) θt = −x˜+ νLy˜
A NEW JACOBI-DAVIDSON TYPE METHOD FOR THE GSVD COMPUTATION 13
with ν = x˜TL−1(θt). Premultiplying both hand sides of (3.16) by y˜T and making use
of t ⊥ y˜ and y˜T x˜ = 1, we obtain
(3.17) ν =
1
y˜TLy˜
.
Let t˜ be an approximate solution of (2.26) with the relative error ε = ‖t˜−t‖‖t‖ . Then
t˜ can be written as
(3.18) t˜ = t+ ε‖t‖s,
where s is the error direction vector with ‖s‖ = 1, and x+ = (I−X˜X˜
T )t
‖(I−X˜X˜T )t‖ and x˜+ =
(I−X˜X˜T )t˜
‖(I−X˜X˜T )t˜‖ are the exact and inexact expansion vectors, respectively. The relative
error between x+ and x˜+ can be defined as
(3.19) ε˜ =
‖(I − X˜X˜T )t˜− (I − X˜X˜T )t‖
‖(I − X˜X˜T )t‖ .
As has been shown in [12, 13, 14], in order to make the subspaces expanded by
x+ and x˜+ have the same quality for x, it generally suffices to take a fairly small
(3.20) ε˜ ∈ [10−4, 10−3],
which will be utilized when designing robust stopping criteria for inner iterations that
approximately solve the correction equation (2.26).
The following result establishes an intimate relationship between ε and ε˜.
Theorem 3.2. Let t˜ be an approximation to the exact solution t of (2.26) with the
relative error ε satisfying (3.18), and ε˜ be defined by (3.19). Let the matrices L and K
be defined by (3.15), and K ′ = XT⊥KX⊥ with X⊥ such that [
x
‖x‖ , X⊥] is orthogonal.
Assume that
(3.21) sep(ρ,K ′) = ‖(K ′ − ρI)−1‖−1 > 0 with ρ = y˜TLy˜ = 1
ν
.
Then
(3.22) ε ≤ 2‖K‖
sep(ρ,K ′)‖s⊥‖ ε˜,
where s⊥ = (I − X˜X˜T )s with s defined by (3.18).
Proof. Premultiplying both hand sides of (3.18) by (I−X˜X˜T ) and taking norms gives
ε =
‖(I − X˜X˜T )t˜− (I − X˜X˜T )t‖
‖t‖‖(I − X˜X˜T )s‖ =
‖(I − X˜X˜T )t‖
‖t‖‖s⊥‖ ε˜.
By (3.16), substituting t with 1
θ
(−x˜ + νLy˜) into the above relation and making use
of x˜ ∈ X and y˜ = (ATA+BTB)x˜, we obtain
ε =
‖(I − X˜X˜T )(−x˜+ νLy˜)‖
‖ − x˜+ νLy˜‖‖s⊥‖ ε˜ =
‖(I − X˜X˜T )(νLy˜)‖
‖νLy˜ − x˜‖‖s⊥‖ ε˜
=
‖(I − X˜X˜T )(νL(ATA+BTB)x˜)‖
‖νL(ATA+BTB)x˜− x˜‖‖s⊥‖ ε˜
=
‖(I − X˜X˜T )Kx˜‖
‖Kx˜− ρx˜‖‖s⊥‖ ε˜,(3.23)
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where, by definition (3.17), ρ = 1
ν
= y˜TLy˜.
Since x˜→ x and y˜ → y = (ATA+BTB)x, from (3.15) and xT y = 1 we have
(3.24) ρ→ yTL(ATA+BTB)x = yTKx = σ
2 + 1
σ2 − θ2 y
Tx =
σ2 + 1
σ2 − θ2 .
Therefore, the pair (ρ, x˜) is an approximation to the simple eigenpair ( σ
2+1
σ2−θ2 , x) of K.
Set xs = x/‖x‖ and notice by assumption that [xs, X⊥] is orthogonal. Then we have
a Schur like decomposition:
(3.25)
[
xTs
XT⊥
]
K
[
xs X⊥
]
=
[
σ2+1
σ2−θ2 x
T
s KX⊥
0 K ′
]
with K ′ = XT⊥KX⊥. Then it is known from Theorem 6.1 of [15] that
(3.26) ‖Kx˜s − ρx˜s‖ ≥ sinψ · sep(ρ,K ′),
where sep(ρ,K ′) = ‖(K ′ − ρI)−1‖−1 and ψ = ∠(x˜, x) is the acute angle of x˜ and x.
Let us decompose x˜s and xs into the orthogonal direct sums:
x˜s = xs cosψ + w1 sinψ and xs = x˜s cosψ + w2 sinψ,
where w1 ⊥ xs and w2 ⊥ x˜s with ‖w1‖ = ‖w2‖ = 1. Exploiting these two decomposi-
tions and (I − X˜X˜T )x˜s = 0 yields
(I − X˜X˜T )Kx˜s = (I − X˜X˜T )K(xs cosψ + w1 sinψ)
= (I − X˜X˜T )
(
σ2 + 1
σ2 − θ2 xs cosψ +Kw1 sinψ
)
= (I − X˜X˜T )
(
σ2 + 1
σ2 − θ2 (x˜s cosψ + w2 sinψ) cosψ +Kw1 sinψ
)
= (I − X˜X˜T )
(
σ2 + 1
σ2 − θ2w2 cosψ +Kw1
)
sinψ.
Since σ
2+1
σ2−θ2 is an eigenvalue of K, we have
σ2+1
|σ2−θ2| ≤ ‖K‖. Taking norms on both
hand sides in the above relation, we obtain
‖(I − X˜X˜T )Kx˜s‖ ≤ ‖I − X˜X˜T ‖‖K‖(‖w2‖ cosψ + ‖w1‖) sinψ
≤ 2‖I − X˜X˜T‖‖K‖ sinψ
≤ 2‖K‖ sinψ.(3.27)
Relation (3.22) then follows by applying (3.26) and (3.27) to (3.23).
Theorem 3.2 reveals an intrinsic connection between the solution accuracy ε of
the correction equation (2.26) and the accuracy requirement ε˜ of the expansion vector
x˜+. For the solution accuracy ε of the correction equation (2.27) and the accuracy
requirement ε˜ for the relevant expansion vector, analogously we can prove
(3.28) ε ≤ 2‖Kτ‖
sep(ρτ ,K ′τ )‖s⊥‖
ε˜ with ρτ = y˜
TLτ y˜,
where
(3.29) Lτ = (A
TA− τ2BTB)−1, Kτ = Lτ (ATA+BTB), K ′τ = XT⊥KτX⊥.
Relation (3.22) (resp. (3.28)) indicates that once ε˜ is given, we are able to de-
termine the least or lowest accuracy requirement ε for the correction equation (2.26)
(resp. (2.27)) from (3.22) (resp. (3.28)).
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3.3. Stopping criteria for inner iterations. Based on (3.22) and (3.28), it is
now possible to practically estimate ε from a given ε˜. Our goal is to derive the least
accuracy requirement for the approximate solution of the relevant correction equa-
tion, so that the inexact CPF-JDGSVD method can mimic the exact CPF-JDGSVD
method where the correction equations are solved exactly, in the sense that they use
almost the same outer iterations to achieve the prescribed convergence tolerance. We
next show how to design practical stopping criteria for inner iterations for solving
(2.26) and (2.27), respectively.
From (3.22) and (3.28), since ‖s⊥‖ is uncomputable in practice, we simply replace
it by its upper bound one, which makes ε as small as possible, so that the inexact
CPF-JDGSVD method is more reliable to mimic its exact counterpart.
From (3.15) and the GSVD (1.1) of (A,B), the eigenvalues of K other than σ
2+1
σ2−θ2
are q1-multiple − 1θ2 , q2-multiple 1 and σ
2
i+1
σ2i−θ2
, i = 2, . . . , q, which, by (3.25), are also
the eigenvalues of K ′. Since θ is supposed to approximate σ, the eigenvalue σ
2+1
σ2−θ2
is the largest one in magnitude of K. Therefore, it is reasonable to use σ
2+1
|σ2−θ2| to
estimate ‖K‖. By (3.24), we can use sep( σ2+1
σ2−θ2 ,K
′) to estimate sep(ρ,K ′):
sep(ρ,K ′) ≈ min
{∣∣∣∣ σ2 + 1σ2 − θ2 + 1θ2
∣∣∣∣ , ∣∣∣∣ σ2 + 1σ2 − θ2 − 1
∣∣∣∣ , mini=2,...,q
∣∣∣∣ σ2 + 1σ2 − θ2 − σ2i + 1σ2i − θ2
∣∣∣∣}
≈ σ
2 + 1
|σ2 − θ2| ,
where we have used θ ≈ σ. Applying these estimates for ‖K‖ and sep(ρ,K ′) to (3.22),
we should terminate inner iterations of solving the correction equation (2.26) once
(3.30) ε ≤ 2ε˜
for a given ε˜ ∈ [10−4, 10−3]; see (3.20).
If θ is replaced by the fixed target τ , the eigenvalues of Kτ other than
σ2+1
σ2−τ2 are
q1-multiple − 1τ2 , q2-multiple 1 and σ
2
i+1
σ2i−τ2 , i = 2, . . . , q, which are also the eigenvalues
of K ′τ . The absolute value of the largest eigenvalue in magnitude of Kτ is
max
i=1,...,q
{
1
τ2
, 1,
σ2i + 1
|σ2i − τ2|
}
,
and we use it as an estimate for ‖Kτ‖. For (3.28), since the parameter ρτ = y˜TLτ y˜ ≈
σ2+1
σ2−τ2 ≈ θ
2+1
θ2−τ2 , we use sep(
θ2+1
θ2−τ2 ,K
′
τ ) to estimate sep(ρ,K
′
τ ). Let θi, i = 1, 2, . . . , k
be the generalized singular values of (G,H) and suppose that θ = θ1 is used to
approximate the desired σ. Since the eigenvalues of Kτ and K
′
τ are unknown in
practice, based on the information available in computation, we estimate ‖Kτ‖ and
sep( θ
2+1
θ2−τ2 ,K
′
τ ) as follows:
(3.31) ‖Kτ‖ ≈ max
i=1,...,k
{
1
τ2
, 1,
θ2i + 1
|θ2i − τ2|
}
and
sep(
θ2 + 1
θ2 − τ 2
,K
′
τ ) ≈ min
{∣∣∣∣ θ
2 + 1
θ2 − τ 2
+
1
τ 2
∣∣∣∣ ,
∣∣∣∣ θ
2 + 1
θ2 − τ 2
− 1
∣∣∣∣ , mini=2,...,k
∣∣∣∣ θ
2 + 1
θ2 − τ 2
−
θ2i + 1
θ2i − τ
2
∣∣∣∣
}
.
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Define cτ to be the ratio of the right-hand sides of (3.31) and the above relation.
Then we terminate inner iterations on the correction equation (2.27) provided that
ε ≤ 2cτ ε˜. In practice, as a safeguard, we propose to take
(3.32) ε ≤ min{2cτ ε˜, 0.01}.
However, ε = ‖t˜−t‖‖t‖ is an a-priori error and uncomputable in practice, which
makes us impossible to determine whether or not ε becomes smaller than 2ε˜ or
min{2cτ ε˜, 0.01}. Nevertheless, denote by
‖rin‖ = 1‖r‖
∥∥−r − (I − y˜x˜T )(ATA− θ2BTB)(I − x˜y˜T )t˜∥∥
the relative residual norm of approximate solution t˜ of the correction equation (2.26),
and by ‖rin,τ‖ the relative residual norm of approximate solution t˜ of the correction
equation (2.27). Then it is straightforward to justify that
(3.33)
ε
κ(M)
≤ ‖rin‖ ≤ κ(M)ε and ε
κ(Mτ )
≤ ‖rin,τ‖ ≤ κ(Mτ )ε,
whereM andMτ are the matrices A
TA−θ2BTB and ATA−τ2BTB restricted to the
subspace y˜⊥ and map y˜⊥ to x˜⊥, whose asymptotic upper bounds for their condition
numbers see (3.6) and (3.14), respectively. Practically, the bounds in (3.33) motivate
us to replace ε with the relevant inner relative residual norms and stop inner iterations
of solving the correction equations (2.26) and (2.27) when
(3.34) ‖rin‖ ≤ 2ε˜ and ‖rin,τ‖ ≤ min{2cτ ε˜, 0.01},
respectively, for a given ε˜. When κ(M) or κ(Mτ ) is a fairly modest, ‖rin‖ or ‖rin,τ‖
is a reliable replacement of ε, so that the practical criteria in (3.34) are robust.
4. A CPF-JDGSVD algorithm with restart and deflation. In this section,
we discuss some extensions and algorithmic development of the basic CPF-JDGSVD
algorithm described previously, which include restart and deflation and enable us to
compute several GSVD components of (A,B).
4.1. Restart. As the searching subspaces become large, the basis matrices U˜ ,
V˜ and X˜ become large. CPF-JDGSVD will be prohibitive due to the excessive com-
putational complexity. A remedy is to restart the basic algorithm after a maximum
subspace dimension kmax is reached. We will adopt a thick-restart technique [5, p.588
and 612] for its effectiveness and simplicity in implementations. A main ingredient
is to retain minimal kmin dimensional left and right searching subspaces for restart,
which are expected to contain some most important information available on the
desired GSVD component at the current cycle.
At the extraction phase, let the GSVD of (G,H) be partitioned as
(4.1) (ΣG,ΣH , E, F,D) =
([
ΣG,1
ΣG,2
]
,
[
ΣH,1
ΣH,2
]
,
[
E1 E2
]
,
[
F1 F2
]
,
[
D1 D2
])
,
such that (ΣG,1,ΣH,1, E1, F1, D1) is the partial GSVD associated with the kmin gen-
eralized singular values closest to the target τ , i.e.,
(4.2) GD1 = E1ΣG,1 and HD1 = F1ΣH,1.
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Let the new starting right searching subspace, denoted by Xnew, be spanned by the
columns of X˜D1. Then the corresponding starting left searching subspaces, denoted
by Unew and Vnew, are spanned by the columns of AX˜D1 and BX˜D1, respectively. Let
D1 = QrRr be the thin QR factorization of D1. Then the columns of X˜new = X˜Qr
form an orthonormal basis of Xnew. Combining this with (2.6) and (4.2), we obtain
AX˜new = AX˜Qr = U˜GD1R
−1
r = U˜E1 · ΣG,1R−1r ,(4.3)
BX˜new = BX˜Qr = V˜ HD1R
−1
r = V˜ F1 · ΣH,1R−1r ,(4.4)
where the columns of U˜E1 and V˜ F1 are orthonormal, and ΣG,1R
−1
r and ΣH,1R
−1
r are
upper triangular. Therefore, the right-hand sides of (4.3) and (4.4) are the thin QR
factorizations of AX˜new and BX˜new, respectively. Setting the new matrices U˜new =
U˜E1, V˜new = V˜ F1 and Gnew = ΣG,1R
−1
r , Hnew = ΣH,1R
−1
r and rewriting U˜ , V˜ , X˜
and G, H as U˜new, V˜new, X˜new and Gnew, Hnew, respectively, we continue to expand
the subspaces in a regular way until they reach the dimension kmax or the algorithm
converges. In such a way, we have developed a thick-restart CPF-JDGSVD algorithm.
4.2. Deflation. Suppose that we are required to compute the ℓ GSVD compo-
nents (σi, ui, vi, xi) of (A,B) with σi closest to τ , i = 1, . . . , ℓ. By introducing an
appropriate deflation technique, we next develop a CPF-JDGSVD algorithm for such
purpose, as will be detailed below.
The following theorem, which is straightforward to justify, forms the basis of our
deflation technique.
Theorem 4.1. For integer 1 ≤ j < ℓ, let the partial GSVD of (A,B)
(Cj , Sj , Uj , Vj , Xj) =
([
α1
...
αj
]
,
[
β1
...
βj
]
,
[
u1, ..., uj
]
,
[
v1, ..., vj
]
,
[
x1, ..., xj
])
be defined by (1.1) and (1.2), and define Yj=(A
TA+BTB)Xj=A
TUjCj +B
TVjSj.
Then (αi, βi, ui, vi, xi), i=j + 1, . . . , q are the GSVD components of the matrix pair
(4.5) (Aj ,Bj) := (A(I −XjY Tj ), B(I −XjY Tj ))
restricted to the orthogonal complement of span{Yj}.
Assume that (α˜i, β˜i, u˜i, v˜i, x˜i), i = 1, 2, . . . , j are converged approximations to
the GSVD components (αi, βi, ui, vi, xi) of (A,B) that satisfy the stopping criterion
(4.6) ‖ri‖ = ‖β˜iAT u˜i − α˜iBT v˜i‖ ≤ (β˜i‖A‖1 + α˜i‖B‖1) · tol, i = 1, . . . , j.
Then
(Cc, Sc, Uc, Vc, Xc) =
[ α˜1 . . .
α˜j
]
,
 β˜1 . . .
β˜j
 , [ u˜1, ..., u˜j] , [ v˜1, ..., v˜j] , [ x˜1, ..., x˜j]

is an approximation to the partial GSVD (Cj , Sj, Uj , Vj , Xj) of (A,B) that satisfies
AXc = UcCc, BXc = VcSc, C
2
c + S
2
c = Ij and
(4.7) ‖ATUcSc −BTVcCc‖F = ‖[r1, . . . , rj ]‖F ≤
√
j(‖A‖21 + ‖B‖21) · tol,
where the last inequality holds since ‖rj‖ ≤
√‖A‖21 + ‖B‖21 · tol from (4.6).
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Denote the matrix
Yc = (A
TA+BTB)Xc = A
TUcCc +B
TVcSc.
Then Y Tc Xc = X
T
c (A
TA+BTB)Xc = I, and I −XcY Tc is an oblique projector onto
the orthogonal complement of span{Yc}.
Theorem 4.1 illustrates that, in order to compute the next GSVD component
(αj+1, βj+1, uj+1, vj+1, xj+1) = (α, β, u, v, x) of (A,B), one can apply CPF-JDGSVD
to the matrix pair
(A˜j , B˜j) = (A(I −XcY Tc ), B(I −XcY Tc ))
restricted to the orthogonal complement of span{Yc}.
If (α˜, β˜, u˜, v˜, x˜) has not yet converged to (α, β, u, v, x), we set Xp = [Xc, x˜] and
Yp = [Yc, y˜] with y˜ = (A
TA + BTB)x˜ = α˜AT u˜ + β˜BT v˜. It is easily seen that the
columns of Xp and Yp are biorthogonal, i.e., Y
T
p Xp = Ij+1, and that I −XpY Tp and
I − YpXTp are oblique projectors onto the orthogonal complements of span{Yp} and
span{Xp}, respectively. At the expansion phase, if the residual r of (α˜, β˜, u˜, v˜, x˜)
satisfies criterion (2.28), we switch to solving the correction equation
(4.8) (I − YpXTp )(ATA− θ2BTB)(I −XpY Tp )t = −r for t ⊥ Yp
instead of continuing to solve
(4.9) (I − YpXTp )(ATA− τ2BTB)(I −XpY Tp )t = −r for t ⊥ Yp.
We remark that the Galerkin condition (2.5) ensures that the current residual r is
naturally orthogonal to the current x˜ and it is also orthogonal to Xc if Xc = Xj , i.e.,
the convergence tolerance tol = 0 in (4.7). On the other hand, for tol > 0, the residual
r is usually not in the orthogonal complement of span{Xc}. For the consistency of
the correction equations (4.9) and (4.8), we replace the residual r in their right-hand
sides with the projected one
rp = (I − YcXTc )r
and solve the modified correction equations (4.9) and (4.8), respectively.
In the ideal case that (Cc, Sc, Uc, Vc, Xc) = (Cj , Sj , Uj , Vj , Xj), that is, tol = 0
in (4.6) and we have computed the j desired GSVD components exactly, following
the same derivations as those in Sections 3.2–3.3, we can directly obtain (3.22) and
(3.28) for the accuracy ε˜ of the expansion vectors and the solution accuracy ε of
the correction equations (4.9) and (4.8) with K ′ = XT⊥KX⊥ and K
′
τ = X
T
⊥KτX⊥,
respectively, where the columns of X⊥ form an orthonormal basis of the orthogonal
complement X⊥j+1 of span{Xj+1}1. For the stopping tolerance tol > 0 in (4.6), the
new corresponding bounds in (3.22) and (3.28) are simply the counterparts established
for tol = 0 plus O(tol). The derivations are routine but tedious, so we omit details.
Based on the obtained results, following the same discussions in Sections 3.2-3.3, we
stop inner iterations for solving the modified correction equations (4.9) and (4.8) when
the inner relative residual norms rin and rin,τ satisfy (3.34) for a given ε˜.
1 With j = 0 , the columns of X⊥ form an orthonormal basis of x
⊥
1
, the orthogonal complement
of span{x1}, which coincides with the definition of X⊥ in Section 2.2.
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With the approximate solution t˜ of either the modified correction equation (4.9)
or the modified (4.8), we orthonormalize it against X˜ to generate the expansion vector
x˜+ =
(I−X˜X˜T )t˜
‖(I−X˜X˜T )t˜‖ , and update X˜ = [X˜, x˜+]. We then extract a new approximation
to the desired GSVD component from the expanded X spanned by the columns of X˜.
By the fact that the approximate solution t˜ is orthogonal to Yc, the expansion vector
x˜+ and X are also orthogonal to Yc.
Once (α˜, β˜, u˜, v˜, x˜) has converged in the sense of (2.12), we add it to the already
converged partial GSVD (Cc, Sc, Uc, Vc, Xc) and set j = j+1. Proceed in such a way
until all the ℓ desired GSVD components are found.
Motivated by the authors’ work [13], we now propose an effective and efficient
restart approach when computing the (j+1)-th GSVD component. A key observation
is that the current right searching subspace X can generally provide reasonably good
information on the next desired generalized singular vector. Therefore, we only purge
the newly converged x˜j from the current X and retain the resulting reduced sub-
space, denoted by Xnew, as the initial searching subspace for the next desired GSVD
component rather than from scratch. We can do this in the following efficient and
numerically stable way:
Let (ΣG,ΣH , E, F,D) be the GSVD of (G,H) partitioned as (4.1), such that
(ΣG,1,ΣH,1, E1, F1, D1) = (α˜, β˜, e, f, d) is the GSVD component corresponding to the
current converged GSVD component (α˜, β˜, u˜, v˜, x˜) of (A,B). Since the columns of D
are (GTG+HTH)-orthonormal, we obtain
DT2 X˜
T y˜ = DT2 X˜
T (ATA+BTB)x˜ = DT2 X˜
T (ATA+ BTB)X˜d
= DT2 (G
TG+HTH)d = 0,
that is, the columns of X˜D2 are orthogonal to y˜. As a consequence, Xnew is spanned
by the columns of X˜D2. Let D2 = QdRd be the thin QR factorization of D2. Then
the columns of X˜new = X˜Qd form an orthonormal basis of Xnew, from which and
(4.1) we obtain the thin QR factorizations of AX˜new and BX˜new:
AX˜new = AX˜Qd = U˜GD2R
−1
d = U˜E2 · ΣG,2R−1d ,
BX˜new = BX˜Qd = V˜ HD2R
−1
d = V˜ F2 · ΣH,2R−1d .
Therefore, the columns of U˜new = U˜E2 and V˜new = V˜ F2 form orthonormal bases of
the new initial left searching subspaces Unew and Vnew. We then proceed to expand
the searching subspaces Xnew , Unew and Vnew in their regular ways.
4.3. The CPF-JDGSVD algorithm: a pseudocode. The CPF-JDSVD al-
gorithm requires the devices to compute ATu, BT v and Ax, Bx for arbitrary vectors
u, v and x, a unit-length starting vector x0 for the generalized right singular vector,
the target τ , the number ℓ of the desired GSVD components, and the convergence
tolerance tol. It outputs a converged approximation (Cc, Sc, Uc, Vc, Xc) to the desired
GSVD (Cℓ, Sℓ, Uℓ, Vℓ, Xℓ) of (A,B) associated with the ℓ generalized singular values
closest to the target τ that satisfies AXc=UcCc, BXc=VcSc, C
2
c+S
2
c =Iℓ and
(4.10) ‖ATUcSc −BTVcCc‖F ≤
√
ℓ(‖A‖21 + ‖B‖21) · tol.
The other optional parameters are the minimum and maximum dimensions kmin and
kmax of searching subspaces, the tolerance fixtol, a pointer that switches the solution
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from the correction equation (2.27) to (2.26), and the accuracy requirement ε˜ on the
expansion vectors in (3.34). We set the defaults of these four parameters as 3, 30,
10−4 and 10−3, respectively. Algorithm 1 sketches our thick-restart CPF-JDGSVD
algorithm with deflation.
Algorithm 1 CPF-JDGSVD with the target τ .
1: Initialization: Set k = 1, kc = 0, Cc = [ ], Sc = [ ], Uc = [ ], Vc = [ ], Xc = [ ]
and Yc = [ ]. Let U˜ = [ ], V˜ = [ ], X˜ = [ ] and x+ = x0.
2: while k ≥ 0 do
3: Set X˜ = [X˜, x+], and update the QR factorizations AX˜ = U˜G and BX˜ = V˜ H .
4: Compute the GSVD of (G,H), label the generalized singular values in increasing
order according to their distances from the target τ , and pick up (α˜, β˜, e, f, d)
with the generalized singular value θ = α˜
β˜
closest to τ .
5: Compute the approximate generalized singular vectors u˜ = U˜e, v˜ = V˜ f , x˜ =
X˜d, the residual r = β˜AT u˜− α˜BT v˜, and y˜ = α˜AT u˜+ β˜BT v˜.
6: if ‖r‖ ≤ (β˜‖A‖1+ α˜‖B‖1) · tol then (i) set kc = kc+1 and update Cc =
[
Cc
α˜
]
,
Sc =
[
Sc
β˜
]
, Uc = [Uc, u˜], Vc = [Vc, v˜], Xc = [Xc, x˜] and Yc = [Yc, y˜]; (ii) if
kc = ℓ then return (Cc, Sc, Uc, Vc, Xc) and stop; (iii) set k = k − 1, purge x˜
from the current X , obtain the reduced subspaces, and go to step 3.
7: Set Xp = [Xc, x˜] and Yp = [Yc, y˜]. if ‖r‖ ≤ (β˜‖A‖1 + α˜‖B‖1) · fixtol then
solve the correction equation
(I − YpXTp )(ATA− θ2BTB)(I −XpY Tp )t = −(I − YcXTc )r with t ⊥ Yp
for an approximate solution t˜ by requiring that the inner relative residual norm
‖rin‖ ≤ 2ε˜; else solve the correction equation
(I − YpXTp )(ATA− τ2BTB)(I −XpY Tp )t = −(I − YcXTc )r with t ⊥ Yp
for an approximate solution t˜ by requiring that the inner relative residual norm
‖rin,τ‖ ≤ min{2cτ , 0.01}ε˜.
8: if k = kmax then set k = kmin, and perform a thick-restart.
9: Orthonormalize t˜ against X˜ to get the expansion vector x˜+ and set k = k + 1.
10: end while
5. Numerical examples. In this section we report numerical results on several
problems to illustrate the effectiveness and efficiency of Algorithm 1. All the experi-
ments were performed on an Intel (R) Xeon(R) E5-2660 v3 CPU 2.60 GHz with the
main memory 64 GB and 20 cores using the MATLAB R2018a with the machine
precision ǫmach = 2.22× 10−16 under the CentOS 6.6 64-bit system.
Tables 1–2 list the test matrix pairs with some of their basic properties, where
we use sparse matrices from the SuiteSparse Matrix Collection [4] or their transposes,
denoted by the matrix names with the superscript T , as our test matrices A, so as to
ensure m ≥ n, and the matrices B in Tables 1–2 are the identity matrix I of order n
and (n− 1)× n scaled discrete approximation B of the first order derivative operator
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in dimension one [8], respectively, where
(5.1) B =
1 −1. . . . . .
1 −1
 .
In order to verify the reliability and behavior of CPF-JDGSVD, we have used the
MATLAB built-in function svd to compute the SVD of the first six test problems in
Table 1 and the MATLAB functions gsvd and eig to compute the generalized singular
values of the test problems in Table 2 for m ≥ n not so much and m≫ n, respectively,
where we applied eig to (ATA,BTB). We have used the MATLAB function svds to
compute the largest and smallest singular values of the last two matrices in Table 1.
Table 1
Properties of the test matrix pairs (A,B) with B= I and p= n, where ‘tmgpc1’ and ‘wstn 1’
are abbreviations of ‘tomographic1’ and ‘waston 1’, respectively, σmax(A,B) and σmin(A,B) are
the largest and smallest generalized singular values of (A,B), and nnz(A) is the number of nonzero
entries in A.
A m n nnz(A,B) κ(
[
A
B
]
) σmax(A,B) σmin(A,B)
r05T 9, 690 5, 190 109, 335 18.05 18.2 1.49e-1
deter4T 9, 133 3, 235 22, 466 10.24 10.2 2.75e-2
lp bnl2T 4, 486 2, 324 17, 320 2.12e+2 2.12e+2 2.73e-2
largeT 8, 617 4, 282 24, 917 4.04e+3 4.04e+3 8.18e-3
gemat1T 10, 595 4, 929 51, 520 2.34e+4 2.34e+4 1.99e-4
tmgpc1 73, 159 59, 498 706, 993 7.04 6.98 0
wstn 1T 386, 992 201, 155 1, 256, 248 20.61 20.59 2.38e-2
degmeT 659, 415 185, 501 8, 313, 029 5.27e+2 2.24e+3 4.13
Table 2
Properties of the test matrix pairs (A,B) with B defined by (5.1) and p = n−1, where ‘flower54’
represents ‘flower 5 4’, and σmax(A,B) is the largest nontrivial generalized singular values of (A,B),
and nnz(A,B) is the number of nonzero entries in A and B.
A m n nnz(A,B) κ(
[
A
B
]
) σmax(A,B) σmin(A,B)
slptskT 3, 347 2, 861 78, 185 3.29e+2 1.16e+4 1.81e-1
rosen10T 6, 152 2, 056 68, 302 1.57e+2 2.02e+4 1.24
flower54T 14, 721 5, 226 54, 392 4.52 7.73e+3 2.42e-1
l30T 16, 281 2, 701 57, 470 7.76 2.53e+3 2.22e-3
cq5T 11, 748 5, 048 61, 665 8.91e+3 7.34e+4 3.78e-2
stat96v5T 75, 779 2, 307 238, 533 31.7 5.55e+3 0
For each problem with a given target τ , we compute the ℓ GSVD components of
(A,B) corresponding to the ℓ generalized singular values closest to τ . We take ℓ = 1, 5
and 9 and the initial vector x0 =
1√
n
[1, 1, . . . , 1]T for the problems in Table 1 and x0
for the problems in Table 2 to be the unit-length vector whose primitive i-th element
is (i mod 4), i = 1, . . . , n. An approximate GSVD component (α˜, β˜, u˜, v˜, x˜) obtained
by the CPF-JDGSVD algorithm is claimed to have converged if its residual norm
satisfies (4.6) with tol = 10−10. For inner iterations, we use MINRES to solve the
correction equation (2.26) or (2.27), where the code minres is from MATLAB R2018a.
We always take the initial approximate solutions to be zero vectors and stop inner
iterations when the stopping criterion (3.34) is fulfilled for a fixed ε˜. Unless mentioned,
we take the parameters in CPF-JDGSVD to be the defaults in Section 4.3.
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In all the tables, we denote by Iout and Iin the total numbers of outer and in-
ner iterations, respectively, and by Tcpu the CPU time in seconds counted by the
MATLAB built-in commands tic and toc.
In Table 3 we report the results on (A,B) = (r05T , I) with the target τ = 4.75
and fixtol = +∞, 10−2, 10−4 and 0. Here fixtol = +∞ or 0 is a virtual value and
means that we always solve the modified correction equation (4.8) or (4.9) only. The
desired generalized singular values of (A,B) are clustered interior ones.
Table 3
(A,B) = (r05T , I) with τ = 4.75.
fixtol
ℓ = 1 ℓ = 5 ℓ = 9
Iout Iin Tcpu Iout Iin Tcpu Iout Iin Tcpu
+∞ 8 470 0.48 18 1046 0.58 33 1919 1.21
10−2 10 505 0.30 21 1031 0.61 40 2132 1.45
10−4 41 737 0.54 60 1281 0.88 75 1585 1.14
0 85 1325 0.98 165 2547 1.91 242 3590 3.21
We see from Table 3 that when computing one generalized singular value of (A,B)
closest to τ = 4.75 and the corresponding generalized singular vectors, CPF-JDGSVD
with fixtol = +∞ converged fast and used only eight outer iterations. However, the
converged generalized singular value σc,1 ≈ 6.14 is not the desired σ ≈ 3.43 closest to
τ , and misconvergence occurred. As a matter of fact, CPF-JDGSVD with fixtol =
10−2 had the same issue: the first five converged generalized singular values are not
those closest to τ . In contrast, CPF-JDGSVD with fixtol = 0 converged correctly
though it used much more outer iterations. CPF-JDGSVD with fixtol = 10−4 worked
reliably and used considerably fewer outer iterations than it did with fixtol = 0. The
results indicate that in order to make the algorithm reliable and efficient, one should
take a relatively small fixtol and a premature switch may cause misconvergence.
For ℓ = 9, we observe that CPF-JDGSVD with ε˜ = 10−4 converged significantly
faster than it did with fixtol = 0, and the total inner iterations used were substantially
reduced as well. Therefore, with an inappropriately large or small fixtol, CPF-
JDGSVD may converge to wrong GSVD components or converge very slowly, as we
have also observed from the experiments on other test matrix pairs. A good choice
of fixtol must guarantee the reliability of the computed GSVD components and,
meanwhile, should reduce the total computational costs as much as possible. Such
a choice is obviously problem dependent. Based on our limited experience, for the
reliability and efficiency of CPF-JDGSVD, we empirically suggest to take the default
fixtol = 10−4, which will be used in the sequel unless specified otherwise.
We next report the numerical results on (A,B) = (deter4T , I) corresponding to
the ℓ clustered interior generalized singular values closest to τ = 7 by using CPF-
JDGSVD with ε˜ = 10−3, 10−4, 10−16 in (3.34), where ε˜ = 10−16 means that all
correction equations have been numerically solved exactly. For the experimental pur-
pose, we have also used the “exact” CPF-JDGSVD algorithm to compute the desired
GSVD components, where, as illustrated by (3.16) and (3.17), the correction equa-
tions (4.8) and (4.9) were solved by the LU factorizations of L = ATA− θ2BTB and
Lτ = A
TA − τ2BTB, respectively. Tabel 4 reports the results, and Figure 1 depicts
the convergence curves of CPF-JDGSVD with ε˜ = 10−3, 10−4 and the “exact” CPF-
JDGSVD for computing one and nine GSVD components of (A,B), where the right
figure in Figure 1 shows that the GSVD components are computed one after another
and the convergence curve has nine stages for the algorithm with each ε˜ when ℓ = 9.
A NEW JACOBI-DAVIDSON TYPE METHOD FOR THE GSVD COMPUTATION 23
Table 4
(A,B) = (deter4T , I) with τ = 7.
inntol
ℓ = 1 ℓ = 5 ℓ = 9
Iout Iin Tcpu Iout Iin Tcpu Iout Iin Tcpu
10−3 37 15548 2.45 44 16400 2.59 55 18230 2.90
10−4 37 18668 2.92 40 19314 2.97 48 21478 3.37
10−16 37 30021 4.53 41 32458 4.98 45 35192 5.48
exact 37 - 42.4 41 - 48.4 45 - 54.8
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Fig. 1. Computing the GSVD components of (A,B) = (deter4T , I) corresponding to the ℓ
generalized singular values closest to τ = 7.
We observe from Table 4 and Figure 1 that, regarding outer iterations, for ℓ = 1, 5
and 9, CPF-JDGSVD with ε˜ = 10−3 and 10−4 behaves very much like its exact
counterpart. Furthermore, we have found that, compared with the iterative exact
CPF-JDGSVD, i.e., ε˜= 10−16, the inexact CPF-JDGSVD algorithm costs only less
than 63% of total inner iterations or less than 65% of total CPU time to compute the
desired GSVD components. A smaller ε˜ is unnecessary since it cannot reduce outer
iterations and instead increases the total cost substantially. Therefore, in the sequel,
we adopt the default ε˜=10−3 in CPF-JDGSVD.
We now report the results on the other problems in Table 1 and write the matrix
pairs (A1, B1)=(lp bnl2
T , I), (A2, B2)=(large
T , I) and (A3, B3)=(gemat1
T , I) with
the targets τ equal to τ1 = 8.16, τ2 = 9.85, and τ3 = 14.4, respectively. The desired
GSVD components are all clustered interior ones. We also test the matrix pairs
(A4, B4)= (tmgpc1, I), (A5, B5)= (wstn 1
T , I) and (A6, B6)= (degme
T , I) with τ4 =
8, τ5 = 14, and τ6 = 5.56, respectively. The desired GSVD components correspond to
the largest, interior and smallest ones of (A4, B4), (A5, B5) and (A6, B6), respectively.
Table 5
Results on some of the problems in Table 1.
A
ℓ = 1 ℓ = 5 ℓ = 9
Iout Iin Tcpu Iout Iin Tcpu Iout Iin Tcpu
lp bnl2T 25 6780 0.96 31 7795 0.90 53 13457 1.63
largeT 49 18416 3.70 82 39443 8.93 103 58066 14.2
gemat1T 9 19570 5.55 22 48234 15.6 37 74264 24.4
tmgpc1 12 73 0.46 24 168 1.27 54 460 3.23
wstn 1T 12 10587 66.4 25 21050 1.55e+2 44 31933 2.63e+2
degmeT (11) (110) (4.05) (80) (786) (33.5) (223) (2122) (90.1)
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For these six test problems, we have observed similar phenomena to those for
the previous two examples. Table 5 reports the results by CPF-JDGSVD, where,
for (A6, B6), the results in the brackets are those obtained by CPF-JDGSVD with
the fixed correction equation (4.9) solved. Table 5 indicates that CPF-JDGSVD
efficiently computed both the interior and the extreme GSVD components of matrix
pairs. However, though not listed in the table, we have found that CFP-JDGSVD
with fixtol = 10−4 is very costly and used roughly four hundred outer iterations and
too many inner iterations to converge for each of the three ℓ, while CPF-JDGSVD
with the fixed (4.9) worked efficiently in terms of outer and inner iterations. These
results illustrate that it may not always be beneficial to switch from the correction
equation (4.9) to (4.8). Particularly, we have seen that outer iterations for ℓ = 5
and 9 are only slightly more than those for ℓ = 1, confirming the effectiveness of the
restarting scheme proposed in Section 4.2, where the purged X˜new may indeed retain
rich information on the next desired generalized right singular vectors.
Finally, we report the numerical results on the test problems in Table 2. We
test (A1,B1) = (slptsk
T , B), (A2,B2) = (rosen10
T , B), (A3,B3) = (flower54
T , B) and
(A4,B4) = (l30
T , B), (A5,B5) = (cq5
T , B), (A6,B6) = (stat96v5
T , B) with the targets
τ being τ1 = 9, τ2 = 4, τ3 = 82 and τ4 = 1, τ5 = 0.1, τ6 = 4000, respectively.
Table 6
Results on problems in Table 2.
A
ℓ = 1 ℓ = 5 ℓ = 9
Iout Iin Tcpu Iout Iin Tcpu Iout Iin Tcpu
slptskT 7 5486 1.05 32 22867 4.77 65 40182 8.77
rosen10T 6 2046 0.37 23 7369 1.47 40 12382 2.61
flower54T 18 39797 13.1 41 99240 34.3 67 150301 56.0
l30T 6 47 0.02 80 2415 0.82 89 3506 1.06
cq5T 14 37652 10.9 23 58380 17.1 31 66732 20.5
stat96v5T 12 8463 3.38 27 15035 6.31 49 22987 10.2
Notice from (5.1) that the matrices B in the matrix pairs are rank deficient with
N (B) = span{[1, . . . , 1]T } and from Table 2 that A6 = stat96v5T is also rank deficient.
As illustrated in Table 6, in these cases, CPF-JDGSVD succeeded in computing all the
desired GSVD components, i.e., the clustered interior ones of (Ai, Bi), i = 1, 2, 3, 4,
the clustered smallest ones of (A5, B5) and the largest nontrivial ones of (A6, B6).
Summarizing all the experiments, we conclude that given a regular matrix pair
(A,B) with a target τ > 0, our CPF-JDGSVD algorithm efficiently computed both
the interior and the extreme nontrivial GSVD components of (A,B) corresponding to
the generalized singular values closest to a given target τ .
6. Conclusions. We have proposed a Cross-Product-Free Jacobi-Davidson type
method for computing a partial GSVD of a regular large matrix pair, called CPF-
JDGSVD. In outer iterations, the method solves the mathematically equivalent gen-
eralized eigenvalue problem of (ATA,BTB) but does not explicitly form the cross-
product matrices, so that it enables to avoid the possible accuracy loss of the computed
generalized singular values and generalized singular vectors. In inner iterations, the
algorithm approximately solves correction equations iteratively. We have established
a convergence result on the approximate generalized singular values, made a conver-
gence analysis on inner and outer iterations, and, based on the results, have proposed
robust stopping criteria for inner iterations. To be practical, we have developed
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a thick-restart CPF-JDGSVD algorithm with deflation for compute more than one
GSVD components of (A,B) associated with the generalized singular values closest
to a given target τ .
Numerical experiments have confirmed the effectiveness of the thick-restart CPF-
JDGSVD algorithm with deflation for computing both some interior and extreme
GSVD components of a large regular matrix pair.
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