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Bulk diamond phonons have been shown to be a versatile platform for the generation, storage,
and manipulation of high-bandwidth quantum states of light. Here we demonstrate a diamond
quantum memory that stores, and releases on demand, an arbitrarily polarized ∼250 fs duration
photonic qubit. The single-mode nature of the memory is overcome by mapping the two degrees of
polarization of the qubit, via Raman transitions, onto two spatially distinct optical phonon modes
located in the same diamond crystal. The two modes are coherently recombined upon retrieval and
quantum process tomography confirms that the memory faithfully reproduces the input state with
average fidelity 0.784 ± 0.004 with a total memory efficiency of (0.76 ± 0.03)%. In an additional
demonstration, one photon of a polarization-entangled pair is stored in the memory. We report
that entanglement persists in the retrieved state for up to 1.3 ps of storage time. These results
demonstrate that the diamond phonon platform can be used in concert with polarization qubits, a
key requirement for polarization-encoded photonic processing.
PACS numbers:
Extreme light-matter interactions continue to drive new
photonic developments. At one end of the intensity scale,
modern ultrafast lasers produce extremely intense pulses
of light, which can be used to observe fundamental non-
linear optical effects such as harmonic generation, wave
mixing, and stimulated Raman scattering [1]. At the
other end of the intensity scale, exquisite control of the
light-matter interface enables interaction between a sin-
gle photon and a single atom [2]. At the confluence of
these two fields — nonlinear optics and quantum op-
tics — intense optical pulses in nonlinear media can be
used to control quantum systems for the generation [3],
storage [4], and processing [5] of single photons. In this
context, bulk diamond is emerging as a versatile room-
temperature platform for both nonlinear optics [6, 7] and
quantum optics [8, 9] due to its high optical nonlinearity,
large phonon energy, simple energy level structure and
unrivalled mechanical strength.
Recent work has shown that diamond can be used as
an absorptive quantum memory, storing THz-bandwidth
single photons and releasing them, on demand, several
picoseconds later [10, 11]. Absorption, and retrieval, of
single photons is achieved via a Raman transition me-
diated by intense ultrafast laser pulses, thereby lever-
aging both the quantum and nonlinear optical benefits
of the diamond platform. Beyond storage, the diamond
memory has demonstrated fundamental signal processing
steps including frequency and bandwidth manipulation of
single photons [12] and beam-splitter operations [13]. In
previous work, the memory has only been able to store
photons in a single optical mode and thus has been un-
able to store quantum information where |0〉 and |1〉 are
encoded in different optical modes. Multi-mode storage
is therefore a key outstanding challenge in the develop-
ment of the diamond quantum memory. In this work we
describe a two-mode diamond memory that is capable
of storing both horizontal and vertical polarization and
is therefore well-suited to interfacing with polarization
qubits.
It is not possible to store a polarization qubit in a
single spatial mode in diamond because both horizon-
tal and vertical polarizations couple to the same opti-
cal phonon mode, so independent readout is impossi-
ble. Similarly time-bin or frequency-encoded quantum
information could not be faithfully stored; therefore, like
many other on-demand quantum memories, the diamond
memory is intrinsically single-mode [14–16]. Instead, in
order to store a polarization qubit, we employ two inde-
pendent memories located inside the same diamond crys-
tal. The polarization qubit is split into its constituent
horizontally- and vertically-polarized components and
each is stored in a different spatial mode [17–21]. After
retrieval from the memory, the two modes are recombined
to recover the original qubit. We use our two-mode mem-
ory to store a THz-bandwidth polarization qubit, with
average fidelity of 78%. Furthermore, we store one pho-
ton of a polarization-entangled pair and achieve a fidelity
of 76% with the input entangled state. These results are
an important benchmark for the diamond platform be-
cause they show that, by spatially multiplexing, we can
faithfully store a two-mode quantum state. (This method
can also be used to store higher-dimensional quantum
states.) We therefore expect that other diamond-based
quantum processing protocols such as frequency conver-
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FIG. 1: (a) Experimental setup. Pulses for the read, write and photon source pump originate from a Ti:sapphire oscillator.
Photon pairs (signal, herald) are generated via SPDC pumped by the second-harmonic (SHG) of the laser and spatially filtered
in single-mode fibre (SMF). A polarization qubit is prepared in the signal arm (blue), and separated into spatial modes, |0〉 and
|1〉, by a polarizing beam displacer (PBD) and sent to the memory. (For entangled photon storage the signal preparation step
is removed.) Read and write pulses are prepared in a displaced Mach-Zehnder and Michelsen interferometers (not shown), and
are overlapped with |0〉 and |1〉 modes on a dichroic mirror (DC). After retrieval, half- (HWP) and quarter-wave plates (QWP)
in each mode correct polarization, the two spatial modes are recombined using a second beam displacer, and phase rotations are
corrected with a QWP-HWP-QWP combination. The polarization is analyzed by a HWP, QWP and polarizing beamsplitter
(PBS). After an interference filter (IF) coincident detections with the herald mode are counted. (b) Λ-level diagram for memory
process in diamond. Input and write fields transition the crystal from its ground state (|g〉) to the optical phonon level (|s〉);
read and output fields drive the reverse the transition. Both frequencies are far detuned from the conduction band (|c〉). (c)
A polarization qubit ρ is converted to spatial modes |0〉 and |1〉 by a beam displacer. Each mode is focussed onto the diamond
and stored for time τ in the diamond memory. After retrieval the two modes are recombined to form a polarization qubit.
sion [12] and beam-splitter operations [13] could also be
applied to polarization qubits.
The memory functions as follows. A single photon (sig-
nal) is stored in the optical phonon modes of the diamond
lattice (|s〉 in Figure 1(b)) via a Raman transition stim-
ulated by a strong write pulse. The 40 THz splitting
between ground and storage states, and the ∼950 THz
detuning from the conduction band (|c〉) allow for the
storage of THz-bandwidth light with a quantum-level
noise floor [10]; our input signal photons have 2.4 THz
bandwidth (4.1 nm at centre wavelength 723 nm). Af-
ter storage for time τ , the photon is retrieved from the
memory by a read pulse.
The diamond crystal was manufactured by Element
Six Ltd. using chemical vapour deposition. The dia-
mond is cut along the 〈100〉 face of the crystal lattice.
In this configuration Raman selection rules require that
the write pulse and signal photon have orthogonal polar-
izations. Similarly, the photon retrieved from the mem-
ory has orthogonal polarization to the read pulse. The
polarization-sensitive nature of the protocol necessitates
a low bifrefringence in the crystal. The diamond must
also have a high purity to eliminate fluoresence noise from
color centres.
To store a polarization qubit we use two independent
memory modes, each requiring its own set of write and
read pulses (see Figure 1(c)). Figure 1(a) shows the ex-
perimental setup. A mode-locked Ti:sapphire oscillator
operating at 80 MHz outputs 190 fs pulses with 800 nm
centre wavelength. The laser power is divided between
read/write pulses and the pump for the photon source.
The source generates photon pairs by pumping type-
I spontaneous parametric downconversion (SPDC) in a
1 mm β-Barium Borate (BBO) crystal with the second
harmonic of the pump pulse. The detection of an 895 nm
photon heralds the presence of a 723 nm photon in the
signal mode. When the quantum memory is not active
— no control pulses are present and input photons are
transmitted through the diamond — we measure a co-
incidence rate of ∼1100 Hz between signal and herald
detections with a coincidence window of 1 ns. The po-
larization qubit is prepared on the signal photon using
a polarizing beam-splitter (PBS), quarter- (QWP) and
half-wave plate (HWP) which is then mapped into spatial
modes, using a calcite polarizing beam displacer (PBD)
which separates horizontal (|H〉) and vertical (|V 〉) po-
larizations by 4 mm in the transverse direction. The two
signal modes, |0〉 and |1〉, are overlapped spatially and
temporally with their corresponding write pulses and fo-
cussed in the diamond. With 4.4 nJ of energy in each
write pulse we observe a write efficiency of ηw = 6.2%
for each memory mode. The PBDs on either side of the
diamond form an interferometer which is passively sta-
ble on the order of tens of hours [17, 18]. However, this
stability requires that both signal modes pass through
the same lens, bringing them to a focus at the same spot
3in the diamond (Figure 1(c)). Geometric effects in the
interferometer, i.e., the PBDs and a HWP in one arm, re-
sult in the two modes being temporally offset 16.7 ps such
that the |0〉 mode is stored, retrieved, and the crystal re-
stored to its ground state before the |1〉 mode arrives at
the diamond. This temporal delay avoids any cross-talk
between the spatially overlapped memories.
After time τ , two 4.4 nJ read pulses retrieve the |0〉 and
|1〉 modes from memory. The retrieved photon modes are
coherently recombined on a polarizing beam displacer to
restore the polarization qubit. Any light not stored in
the memory has polarization orthogonal to the retrieved
signal and is extinguished by the beam displacer. The
retrieved polarization qubit is analyzed using an HWP-
QWP-PBS combination, collected into single-mode fibre
and detected on an avalanche photodiode; joint detec-
tions of signal and herald photons are recorded by coin-
cidence counting logic.
Figure 2(a) shows the coincidence rate of retrieved sig-
nal photons as a function of storage time, τ , when the
qubit is prepared as |H〉, corresponding to the |0〉 spa-
tial mode. At its peak we measure a retrieved coinci-
dence rate of 8.3±0.3 Hz. The memory efficiency is then
ηm = (0.76 ± 0.03)%, implying a retrieval efficiency of
ηr = ηm/ηw = 12.2%. Memory efficiency is limited by
the amount of available laser power for write and read
pulses. An exponential decay function, a + be−τ/τm , fit
to retrieval rate data returns a characteristic memory life-
time of τm = 3.5 ps, which is limited by decay of optical
phonons to acoustic phonons [22].
Spurious noise processes in the memory can produce
output light from the memory even when no photon is
input. Comparing cases where there is, and is not, an
input photon present we find a constant noise rate of
Nc = 3.737 ± 0.004 Hz and a time-dependent noise rate
N0e
−τ/τm , where N0 = 0.464 ± 0.008 Hz; polarization
analysis removes half of this produced noise. This implies
that of the retrieved coincidence rate at τ = 0, a factor
of S0 = 6.2 ± 0.3 Hz is due to stored signal photons re-
emitted from the memory.
An ideal quantum memory leaves an arbitrary input
state ρin unchanged after storage. However, owing to
noise and phonon decay the output state can be depolar-
ized. The output state is therefore modeled as a weighted
sum of the input state ρin and a depolarized state 1 2/2,
with respective weights p(τ) and 1− p(τ):
ρout = p(τ)ρin + [1− p(τ)] 1 2/2, (1)
where p(τ) = S0e
−τ/τm/[Nc + (S0 + N0)e−τ/τm ] is the
probability that a given photon output from the memory
corresponds to successful retrieval rather than noise. We
characterize the diamond memory using quantum pro-
cess tomography, which has the goal of reconstructing a
process matrix χm, such that ρout =
∑
m,n χm,nσmρinσn
where σi are the Pauli matrices. The process matrix
χm for the noisy memory in Eq. 1 is diagonal in the
0 2 4 6 8 10
0.0
0.2
0.4
0.6
2/3
0.8
A
ve
ra
ge
 g
at
e 
fid
el
ity
Storage time    (ps)τ
Input photon: 270 fs
(b)
(a)
0
2
4
6
8
10
C
oi
nc
. (
H
z) Retrieved
Input
Noise
Measure
Classical Bound
|0
|0
FIG. 2: (a) Measured herald-signal (blue) coincidences after
retrieval, where the input state is |0〉 and the output projected
onto |0〉. Error bars show one standard deviation assuming
Poissonian noise. Coincidences due to noise photons (red),
i.e., when there is no input signal, are also shown. An expo-
nential decay function a+ be−τ/τm (dashed) is fit to the data
yielding a decay time of τm = 3.5 ps. (b) Average fidelity of
the memory as a function of storage time. Error bars, es-
timated using Monte Carlo simulations, are too small to be
seen on this scale. The memory operates above the 2/3 bound
for 3 ps, over 11 durations of the 270 fs input photon (shown
for reference). The average fidelity for the memory model,
[1 + p(τ)]/2, is also plotted (dashed).
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FIG. 3: Real and imaginary parts of χM , the reconstructed
process matrix for the memory in the Pauli operator basis
{1 , X, Y, Z}. Red (blue) corresponds to positive (negative)
values. The process fidelity [23, 24] with the ideal memory
(dashed black) is 0.677± 0.006 at its peak, corresponding to
an average fidelity of 0.784± 0.004.
Pauli operator basis with entries {[1 + 3p(τ)]/4, [1 −
p(τ)]/4, [1− p(τ)]/4, [1− p(τ)]/4}. In the experiment we
input an over-complete basis set {|0〉 = |H〉, |1〉 = |H〉,
|±〉 = (|H〉 ± |V 〉)/√2, |±y〉 = (|H〉 ± i|V 〉)/
√
2} to
the memory. After retrieval we measure the output in
the same basis set, and perform a maximum likelihood
reconstruction [25] of χm (real and imaginary parts of
χm are shown in Figure 3). The average fidelity [26],
i.e., the average of input-output state fidelities [23], is
Favg = 0.784±0.004 at its peak, where uncertainty is es-
timated by Monte Carlo simulation with Poissonian noise
4added to measured counts. A classical, i.e., measure and
re-send, memory can function with an average fidelity of
2/3 [27]. As shown in Figure 2(b), our quantum memory
exceeds this bound up to 3 ps of storage which is over
11 times the input photon coherence time. The average
fidelity decays with increased storage time as expected
by the process in Eq. 1, for which Favg(τ) = [1+p(τ)]/2;
for non-classical storage we require p(τ) > 1/3.
We now turn to the storage of one photon of an en-
tangled pair. To prepare a two-photon polarization-
entangled state we pump type-I SPDC in two orthog-
onally oriented 1 mm BBO crystals using a diagonally-
polarized pump pulse. With appropriate temporal com-
pensation and phase correction, this ideally generates the
state |Φ+〉 = (|0〉s|0〉h + |1〉s|1〉h)/
√
2 where subscripts s
and h refer to signal and herald photons, respectively. In
order to store the entangled signal photon we remove
the state preparation apparatus from the signal path
shown in Figure 1(a); otherwise the procedure is iden-
tical to above. Using a two-qubit maximum likelihood
state tomography [28] we reconstruct the density matrix
of the retrieved signal-herald state. We measure the ini-
tial state, before storage, to have 0.939 ± 0.001 fidelity
with the |Φ+〉 state; the real part of the input state den-
sity matrix is shown in Figure 4(a). We measure an input
coincidence rate of ∼360 Hz in both |0〉s|0〉h and |1〉s|1〉h
bases, and, upon retrieval from the memory, we find a
coincidence rate of ∼2.3 Hz in each basis. The recon-
structed density matrix for the retrieved state is shown in
Figure 4(b). We find at the peak that the retrieved state
has 0.764±0.005 fidelity with the input, and 0.562±0.007
fidelity with |Φ+〉. These fidelities as a function of stor-
age time are shown in Figure 4(c).
When the process in Eq. 1 acts on one qubit from
the state |Φ+〉 the result is a Werner state ρW(τ) =
p(τ)|Φ+〉〈Φ+| + [1 − p(τ)]1 4/4. The fidelity of ρW(τ)
with the state |Φ+〉 is [1 + 3p(τ)]/4. Note that our mea-
sured state fidelity implies that p(0) = 0.416 which is
above the classical limit of p = 1/3. The fidelity of
ρW(τ) and |Φ+〉 is plotted in Figure 4(c) (dashed line)
where S0 = 1.39 ± 0.07 Hz, Nc = 1.41 ± 0.04 Hz and
N0 = 0.46± 0.09 Hz.
We use concurrence [29] to quantify the amount of en-
tanglement in the retrieved state. The concurrence of a
state ρ is C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, where λi
are the eigenvalues, in decreasing order, of the matrix√√
ρρ˜
√
ρ; here ρ˜ = (σy ⊗ σy)ρ∗(σy ⊗ σy). The concur-
rence of the input state is 0.832± 0.003. (Maximally en-
tangled states have C = 1, separable states have C = 0.)
Figure 4(d) shows the concurrence of the retrieved sig-
nal as a function of storage time. The concurrence for
a Werner state, C(ρW (τ)) = max{0, [3p(τ) − 1]/2}, is
plotted alongside the data (dashed line). Though the
state is diminished due to noise, entanglement between
the stored and herald photons persists for up to 1.3 ps of
storage time.
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FIG. 4: Real parts of the reconstructed input (a) and output
(b) two-qubit density matrices. The input state has 0.939 ±
0.001 fidelity with |Φ+〉, whereas the state output from the
quantum memory has 0.562 ± 0.007 fidelity with |Φ+〉 and
0.764± 0.005 with the input state. (c) Fidelity of the output
state with |Φ+〉 (blue dots, left axis), and with the input
state (red dots, right axis), as a function of storage time. (d)
Concurrence of the output state (dots) and for a Werner state
(dashed) as a function of storage time. Entanglement persists
for up to 1.3 ps of storage.
As a final note, we return to the result in Fig. 2(a),
which shows the retrieved signal and associated noise.
Noise photons are generated by one of two processes:
four-wave mixing (4WM) between read, write and Stokes
pulses [10]; and read pulses scattering off of thermally
populated phonons [11]. Thermal noise will be gener-
ated at a constant rate of Nth. The four-wave mixing
noise contains both two-pulse (read and write) and single-
pulse (read only) contributions so the delay-dependent
four-wave mixing rate is given by N4WM(1 + e
−τ/τm).
We use the experimentally measured constant (Nc) and
time-dependent (N0) noise rates to extract the thermal
and four-wave mixing noise rates as Nth = Nc −N0 and
N4WM = N0. We therefore see that around 80% of the
noise in this experiment is thermal, which could be miti-
gated by cooling. For instance at −40◦C, achievable with
Peltier cooling, thermal noise should be reduced by a fac-
tor of 6. From our model we expect that the peak average
fidelity (Fig.2(b)) would increase to 0.91 and would re-
main above the classical bound for 7.6 ps of storage, over
28 times longer than the input photon. The entangled
5state fidelity with |Φ+〉 would increase to 0.787 and the
concurrence would remain above zero for 6 ps of storage.
As seen in Ref. [10], memory efficiency scales quadrati-
cally with control pulse energies up to 10 nJ. However,
the noise produced will also increase: four-wave mixing
scales quadractically, while thermal noise depends only
on the read pulse and so scales linearly. We estimate that
read and write pulse energies of 10 nJ would increase the
memory efficiency to ∼4% and average fidelity to 0.86.
We have shown that the diamond memory supports
on-demand, non-classical storage of entangled photonic
qubits with THz bandwidths. While the storage time
is too short for many long-distance communications, we
expect that the diamond memory will find application
where long-lived storage is not required, but instead only
a large time-bandwidth product, i.e., the number of op-
erational time-bins a photon is stored for. This includes
enhancing multi-photon rates [30] and processing spec-
tral properties of photonic qubits [12, 31]. Furthermore,
our present result serves as a proof-of-principle for all
Raman memories, some of which have more promising
storage times [15, 32]. In our demonstration we have
successfully used spatial multiplexing for polarization en-
tanglement storage. This can also be applied to the fre-
quency degree of freedom for use in for example, rapidly
reconfigurable quantum logic gates [33], or constructing
large time-frequency cluster states [34], where entangle-
ment storage is a requirement. Extending the capacity
of the diamond processing platform to include entangle-
ment storage will make it an increasingly valuable tool
for high-bandwidth quantum information applications.
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