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Abstract
We describe a method to train a generative model with
latent factors that are (approximately) independent and lo-
calized. This means that perturbing the latent variables
affects only local regions of the synthesized image, corre-
sponding to objects. Unlike other unsupervised generative
models, ours enables object-centric manipulation, without
requiring object-level annotations, or any form of annota-
tion for that matter. The key to our method is the com-
bination of spatial disentanglement, enforced by a Con-
textual Information Separation loss, and perceptual cycle-
consistency, enforced by a loss that penalizes changes in
the image partition in response to perturbations of the la-
tent factors. We test our method’s ability to allow indepen-
dent control of spatial and semantic factors of variability on
existing datasets, and also introduce two new ones which
highlight the limitations of current methods.1
1. Introduction
Generative models typically aim to capture the natural
statistics while isolating independent factors of variation.
This can be beneficial if such factors correspond to vari-
ables of interest in tasks to be instantiated post-hoc, or if
the model is to be used for image synthesis where the user
wants to independently control the outcome. Generative
models learned from large image collections, for instance
variational auto-encoders (VAEs) or generative adversarial
networks (GANs) do isolate independent factors of varia-
tion, but those affect the global statistics of the image. We
are interested in spatially-localized factors of variation, so
that manipulation of image statistics can occur at the level
of objects, rather than of the whole image. While one could
learn conditional generative models, this usually requires
annotation of the independent factors. We aim to learn spa-
tially and semantically independent latent factors without
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Figure 1. Perturbing the factors learned without knowing objects
affects the synthesized scene globally (middle). Object-centric
generative factors enable changing the color of the pillar from
green (left) to yellow without affecting the other objects (right).
the need for any annotation. We call these object-centric
generative factors.
The existing literature on object-centric generative mod-
els is restricted to piece-wise constant or smooth images.
We introduce two variational constraints, one derived from
the Contextual Information Separation (CIS) principle [36],
but extended to multiple objects, and one derived by enforc-
ing perceptual cycle-consistency, which is that the partition
of the image into independently controlled region is stable
with respect to perturbations of the latent factors. We illus-
trate the characteristics of our model on existing datasets,
and introduce two new datasets of increased complexity.
2. Related Work
There are two approaches to representation learning, task
driven, where the goal is to learn a function of the data that
captures all information relevant to the task and discards
everything else (sufficient invariant) [1], and disentangled,
where the goal is to reconstruct the data while separating the
independent factors of variation [3, 32]. Technically speak-
ing, the latter is a special case of the former, when the task
variable is the data itself, and the independence of latent fac-
tor can be framed as the secondary task. However, the lit-
erature has largely progressed on separate tracks. An inde-
pendent taxonomy can be devised based on the level of su-
pervision. While disentangled representations usually refer
to unsupervised learning, task-driven representations can be
unsupervised (if the task is, for instance, prediction, or re-
construction), semi-supervised, or fully supervised. Among
unsupervised representation learning methods, variational
autoencoders (VAE) [24] attempt to extract “meaningful”
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latent factors by forcing a variational bottleneck in the gen-
erative model. This can also be seen as a special case of
task-driven representation, where the task is the data itself.
It was shown by [1, 30] that the latent factors tend to be
independent, and can be easily manipulated in a generative
setting. A different approach uses an adversarial loss [12]
to map a known distribution (typically a Gaussian) to an
approximation of the data distribution, so the input distri-
bution can be considered a set of independent factors. To
encourage the alignment of the learned representation with
the underlying generative factors, several constraints have
been proposed to enforce the disentanglement of the latent
codes [17, 5, 1, 30, 22, 9, 4, 18]. InfoGAN [10] promotes
disentanglement by explicitly maximizing the mutual infor-
mation between a subset of latent variables and the gen-
erated images. Also, domain-specific knowledge could be
utilized to learn disentangled representations [33, 32, 21].
In all these methods, disentanglement is sought in latent
space, with no grounding on the domain where the data is
defined. For the case of images, we would like the indepen-
dent factors to correspond to compact and simply-connected
regions of the image, corresponding to objects. In all these
methods, manipulation of the independent factors typically
has global effects on the image, rather than enabling manip-
ulation of one object at a time. We would like to develop
models that naturally disentangle the spatial domain, in ad-
dition to other latent factors of variation.
Of course, one could partition the image and indepen-
dently represent each region, but doing so would require the
ability to detect objects in the first place. Recent methods
on structured representation learning have been proposed
to enable reasoning about objects in the scene. AIR [11]
proposes a structured generative model for the image gen-
eration process. SQAIR [25] proposes an additional state-
space model to enforce temporal consistency such that the
decomposition within a sequence is consistent. The ca-
pacity of their structured models and the assumption of
known/trivial background restrict both AIR and SQAIR.
DRAW [15] employs attention to generate images with ob-
jects in a structured manner. In [38], an image is decom-
posed into semantic mask, texture, and geometry, requir-
ing heavy manual supervision. And [26] proposes an auto-
encoder that de-renders images into graphics code, which
is trained by explicitly specifying the variations. Simi-
larly, [35] employs a graphics engine as the decoder to
enforce an interpretable representation, which is, however,
not backward-differentiable. NEM [14, 34] construct spa-
tial mixture models to cluster pixels into objects, but only
for grayscale images. IODINE [13] also employs a spatial
mixture model to jointly infer the segmentation and object
representation. [13] does not perform well on textured or
cluttered scene, culprit the assumption that pixels can be
grouped into objects according to the low dimensional spa-
tial mixture models.
Semantic segmentation has improved considerably since
the advent of deep neural networks [28, 8, 39] and so has
instance segmentation, where the network has to distin-
guish between different instances of the same semantic class
[31, 19, 27, 7]. However, these methods depend on densely
annotated ground-truth segmentation masks. On the other
hand, unsupervised object segmentation has been a long-
standing problem, but most of the methods require com-
plicated optimization during inference [37]. Recently, un-
supervised learning methods for object segmentation have
shown promise: UMODCIS [36] proposes contextual infor-
mation separation for binary moving object detection, with
end-to-end training without manual supervision or pseudo
masks. Later, [2] proposes Copy-Pasting GAN to discover
binary object masks in images; however, special care has to
be taken to prevent trivial solutions.
There is only a handful of work dealing with both seg-
mentation and object-centric representation learning in a
unified framework. Besides the few employing variational
inference with a structured model, MONet [6] introduces a
recurrent segmentation network within the VAE framework,
and trains them jointly to provide segmentation and learned
representation.
In the next section, we describe our method and in the
following Sect. 4 we test the model’s ability to capture the
statistics of the data while enabling independent control of
latent factors corresponding to objects in the scene.
3. Method
Let x ∈ RH×W×3 be a color image, and z ∈ RN be the
generative factor of x, which represents different character-
istics of the data. Our model uses as an inference criterion
the Information Bottleneck when the task is the data itself,
whereby a representation (encoder) qφ(z|x) describes the
latent factors (bottleneck) z, and a decoder pθ(x|z) allows
sampling images from the latent factors z. The encoder and
decoder are trained by minimizing the Information Bottle-
neck Lagrangian (IBL) [1]:
L(φ, θ;x, β) = −Ez∼qφ(z|x)[log pθ(x|z)]
+ βKL(qφ(z|x)‖p(z)) (1)
where KL is the KullbackLeibler divergence, and p(z) =
N (0, I) is usually a zero mean unit variance Gaussian.
When β = 1 the IBL reduces to the Evidence Lower Bound
(ELBO). For β > 1, [1] shows analytically and [17] val-
idates empirically, that the latent factors are disentangled.
However, the factors always affect the generated images
globally as shown in Fig. 1. Our goal here is to infer
object-centric generative factors, such that we can perturb
the factors associated with a single object, and the pertur-
bation will not affect other objects or entities in the scene.
Figure 2. System Overview. Our method works by partitioning the
image domain into mutually independent regions using the Con-
textual Information Separation criterion, which entails an inpaint-
ing network, and then extracting the generative factors disentan-
gled both spatially and statistically with the identity consistency
enforced by the perceptual cycle-consistency constraint. We omit
the masks for simplicity.
In other words, our goal is to make the generative factors
disentangled not only statistically, but also spatially.
To this end, we construct a segmentation network to map
a color image to K segmentation masks Ωk’s, with K the
maximum number of objects (including background) in the
scene:
Ω : RH×W×3 → [0, 1]H×W×K ;
∑
k
Ω(i, j, k) = 1,∀i, j
(2)
Note that
∑
i,j Ωk(i, j) = 0 simply means that there is no
object in the k-th channel. If all the non-zero channels in
Ω represent exactly the segmentation masks of the objects,
then we can presumably learn the object-centric generative
factors zk’s as follows:
L(φα, φs, θ; Ω,x, β, λ) =
∑
k
L(φα, φs, θ; Ωk,x, β, λ)
(3)
with
L(φα, φs, θ; Ωk,x, β, λ) =
− Ezk∼qφα ·qφs log pθ([x · Ωk,Ωk] | zk)
+ βKL(qφα(zαk | x · Ωk)‖p(zαk ))
+ λKL(qφs(zsk | Ωk)‖p(zsk)) (4)
where qφα and qφs are the encoders for appearance and
shape related factors of objects in x respectively. Then the
joint decoder θ reconstructs the appearance and mask for
each object using zk = {zαk , zsk}, which is the union of the
appearance and shape related factors. Note that, Eq. (3) is a
summation of the Information Bottleneck Lagrangians Eq.
(4) defined on individual segments or “objects”. A similar
Figure 3. The average inpainting error using context conditioned
on binarized edge map is a good measure of the contextual in-
formation computed with the edge conditionals: Given the binary
edge map of an unknown image, the average inpainting error of the
masked out region (question mark) will be larger when the context
contains less mutual information (the first row), smaller with more
mutual information in the context (second row).
loss is also used in [6] to learn object related representations
in an unsupervised manner. However, a question arises from
Eq. (3): Why would minimizing the above loss yield a seg-
mentation network Ω that partitions the image domain into
objects? Given a small enough encoding capacity, it may
be true that Ω will be biased to partition the image x into
pieces that are easier to encode and decode than the full im-
age, while minimizing the first term in Eq. (4), which rep-
resents the reconstruction error. Then Ω may succeed when
objects happen to be constant color blobs, as they appear in
some datasets, e.g., Multi-dSprites and Objects Room [20],
used for experiments in [6, 13]. However, what if we want
to apply our method on textured objects or cluttered scenes,
which are simply not color blobs?
Spatial Disentanglement. To endow our method with
the ability to learn object-centric generative factors in real-
istic scenarios, we adapt the Contextual Information Sepa-
ration (CIS) criterion of [36], which obviates the shortcom-
ings of Eq. (4). Instead of a binary segmentation, we ex-
tend CIS to multiple objects with the number of objects un-
known, and also combine it with the representation learning
loss in Eq. (3), which in turn imposes additional regular-
ization through the representational bottleneck. This way,
statistical and spatial disentangling of the generative factors
occur simultaneously during learning.
The basic idea of CIS is that, when the context contains
no information about a sub-region of an image, the (con-
ditional) reconstruction or “inpainting” error will be max-
imized, as shown in Fig. 3. In order to measure the mu-
tual information, a joint distribution between a region and
its context has to be specified. Here, we choose to use the
conditional distribution p(x | ∇x) of an image x on the bi-
narized edge∇x. Note that, one could also use the marginal
distribution of images p(x), which may result in degraded
performance in general since the mutual information be-
tween pixels computed using p(x) depends on the spatial
proximity instead of the structure of the scene. By instan-
tiating a conditional inpainting network ψ, our CIS-based
spatial disentanglement loss becomes:
LSD(ψ; Ω,x) =
∑
k
〈Ωk, ‖ψ(Ωk,x · (1− Ωk);∇x)− x‖〉
〈Ωk, ‖x‖〉+ 
(5)
where 〈·, ·〉 represents the dot product, and ‖ · ‖ is the
element-wise L1 norm, which keeps the dimension of the
input,  is a small positive constant that prevents division
by zero. In [36], it is shown that, under the assumption of
Gaussian conditionals, the mutual information can be ap-
proximated with the inpainting error. Note the conditional
inpainting network ψ takes in the condition∇x and the con-
text x · (1−Ωk) of the image being masked out by Ωk, and
outputs the inpainted image. If Ωk’s perfectly separate the
context from each object, this spatial disentanglement loss
will be maximized, thus minimizing the mutual information
between the inside and outside of Ωk’s.
Perceptual Cycle-Consistency. Given that the decoder
pθ generates images from the object-centric generative fac-
tors zk’s, we can perturb the factors of an appointed object
zˆk ∼ N (zk, I) (Eq. (7)), and synthesize the perturbed im-
age xˆ with {zk}{1,..K}\k ∪ zˆk (Eq. (8)), and then extract
the object-centric generative factors of the perturbed image
(Eq. (9),(10)). If not only the factors are well disentan-
gled statistically and spatially, but also the identities of the
disentangled factors are robust to local perturbations, we
would expect that the factors extracted from the perturbed
image will be unchanged in zk’s of the other objects, and,
also synchronize well with zˆk, which suggests the following
perceptual cycle-consistency loss to further promote disen-
tanglement and identity consistency:
k ∼ Uniform(1,K) (6)
zˆk ∼ N (zk, I) (7)
xˆ← pθ([x,Ω]|{zk}{1,..K}\k ∪ zˆk)
(8)
Ωˆ = Ω(xˆ) (9)
{z¯k} qφ
α ,qφs←−−−−− xˆ, Ωˆ (10)
LPC(φα, φs, θ,Ω,x) =
∑
l 6=k
‖zl − z¯l‖+ ‖zˆk − z¯k‖ (11)
Note this characteristic is also desired when we need to
track the status of different objects for temporal analysis.
By combining Eq. (3), (5) and (11) we have the final train-
ing loss for our model:
arg max
ψ
min
φα,φs,θ,Ω
L(φα, φs, θ; Ω,x, β, λ)
− γLSD(ψ; Ω,x) + ηLPC(φα, φs, θ,Ω,x) (12)
Note that, the segmentation network Ω appears now in three
terms, which encourage Ω to partition the image (first term)
Figure 4. Spatial Disentanglement on Multi-dSprites: Our method
can segment images containing various numbers of constantly col-
ored objects with heavy occlusions (last two rows).
Figure 5. Spatial Disentanglement on Objects Room: Our method
works on 3D scenes with smoothly colored objects, complex
shapes, and different lighting conditions.
while minimizing contextual information (second term) to
prevent over-segmentation; i.e., pixels belonging to the
same object should be grouped together. Moreover, it has
to be robust to perturbations introduced by the third term,
which not only imposes perceptual consistency, but can also
prevent identity switching; i.e., the object assigned to the k-
th mask Ωk (identified as k) should be assigned to Ωk again
after the perturbations, especially the spatial ones. This is
particularly useful for applications involving video, since
temporal consistency will be automatically achieved after
training, and we will show its effectiveness in the experi-
mental section.
4. Experiments
We first describe the datasets used for evaluation and
then elaborate on the implementation details and the train-
ing procedure, after which qualitative and quantitative com-
parisons are provided.
4.1. Datasets
Multi-dSprites: dSprites [29] consists of binary images
of a single object that varies in shape (square, ellipse, heart),
scale, orientation, and position. In Multi-dSprites [20], 1-4
shapes are randomly selected from dSprites, randomly col-
orized and composed on a randomly colored background
Figure 6. Traversing the object-centric generative factors on
Multi-dSprites: the input image and the corresponding spatial dis-
entanglement (first row). The rest: traversing the statistically dis-
entangled generative factors of a specific object. Note that the
perturbations only affect the object been targeted, and the color of
the background can also be modified.
with occlusions and independent variations in position,
scale, and rotation; see sample images in Fig. 4.
Objects Room [20] contains rendered images of 3D
scenes consisting of 1 to 3 randomly chosen 3D objects that
vary in shape, color, size, and pose independently. The wall
and the floor of the 3D scene are also colorized randomly.
Once projected, objects can exhibit significant appearance
variability, depending on lighting and viewpoint. Examin-
ing the images from Objects Room in Fig. 5, we can still
see that the images are far from realistic, even though the
objects are not uniformly colorized.
Multi-Texture: To test whether our proposed method
works on complex appearance, for example, textured ob-
jects, we create the Multi-Texture dataset. To generate this
dataset, 1 to 4 shapes are randomly selected, and indepen-
dently textured using randomly colorized chessboard pat-
terns. Then, these textured objects are randomly placed on
a randomly colorized wooden texture background (Fig. 8).
Figure 7. Traversing the object-centric generative factors on Ob-
jects Room: We can change the scale, position, and color of the
green pillar continuously without affecting the others. Also, its
shape can deform from a circle to a triangle.
Figure 8. Spatial Disentanglement on Multi-Texture: with explicit
spatial disentanglement via contextual information separation, our
method can segment objects with complex textures.
Flying Animals: Although the Multi-Texture is more
complex in the object appearance compared to the Ob-
jects Room dataset, the homogeneously textured objects
still look unnatural in the image statistics, far from the im-
ages that would be seen in the real world. For this reason,
we come up with the Flying Animals dataset. We collect
two sets of natural images. One contains background im-
ages from 10 different landscapes, e.g., mountain, desert,
and forest, each with 10 different instances; the other set
contains clean foreground images of 24 different kinds of
animals, each with 10 different instances. We select 1 to
5 objects, randomly scale and position them on a random
Figure 9. Traversing the object-centric generative factors on
Multi-Texture: Although the objects are not constantly colored,
disentangled object-centric generative factors can still be learned
with explicit modeling of the spatial disentanglement.
background image with occlusions. Moreover, we perturb
the intensity of each component to simulate different light-
ing conditions. For sample images please refer to Fig. 10.
4.2. Training Details
Segmentation Network Ω: Similar to the DeepLabV2
architecture [8], we use ResNet50 [16] as the backbone for
our segmentation network, which is followed by four di-
lated convolution layers in parallel, whose responses are ag-
gregated to generate the K segmentation masks. The total
number of trainable parameters is 24M.
Inpainting Network ψ: We adapt the inpainting net-
work from [36]. It consists of two symmetric encoders that
encode binarized edge map and masked image (context), re-
spectively; and a joint decoder with skip-connections from
the two encoders. The total number of parameters in the
inpainting network is 13M.
Encoder and Decoder φα, φs, θ: We adapt the VAE
structure proposed in [22]. Instead of a single encoder for
images, we instantiate two symmetric encoders φs and φα,
where φs encodes the one-channel object mask which is
the output of the segmentation network, and φα encodes
the masked object to get the appearance-related generative
factors. The decoder takes in the object-centric generative
factors and generates the objects’ appearance and masks,
which are then concatenated and fused through four convo-
lutional layers with relu and sigmoid activations to synthe-
size images over the whole image domain. The total number
of parameters in our encoder-decoder is 1.7M.
Training: Adam is used [23] for all modules with ini-
tial learning rate 1e-4, epsilon 1e-8, and beta (0.9,0.999).
As in [36], we find that a pretrained inpainting network will
stabilize the training. We randomly crop the input images
using rectangular masks with varying height, width, and po-
sition, and train the inpainting network to minimize the in-
painting error (L1) within the masked region. The training
stops after 50K steps. Then, we update the segmentating
network and the inpainting network adversarially to speed
up the spatial disentanglement before the joint training of
all modules that is performed in an adversarial manner as
shown in Eq. (12) and stops after 4M iterations. The ca-
pacity constraint is adjusted during training following the
scheme proposed in [5].
4.3. Results
The closest method to ours is MONet [6], which is, to
the best of our knowledge, the only one to learn segmen-
tation and representation in a unified framework for non-
constantly colored objects. Since we do not have access
to the native implementation, we re-implemented MONet
by training the same K-way segmentation network in our
framework but using the same loss as in [6]. This also elim-
inates the structural bias that could prevent a fair compar-
ison. Note that we set K = 6, which is larger than the
maximum number of objects that could appear in the train-
ing of MONet. In the following, we show the segmenta-
tion and learned object-centric generative factors on each
dataset. We will also show quantitative evaluations of the
jointly learned object segmentation masks.
Multi-dSprites: As shown in Fig. 4, our approach
manages to separate different objects such that the VAE
can learn representations for every single object and back-
ground. Note that the unsupervised segmentation works
well with an unknown number of objects and heavy oc-
clusions. Given that spatial disentanglement is achieved
through segmentation, we forward each masked object and
background into the encoder-decoder and obtain the object-
centric factors at the bottleneck. We observe that some di-
mensions diverge from the prior Gaussian distribution dur-
ing the training process. As explained in [5], these dimen-
sions exhibit semantic meanings aligned with the indepen-
dent generative factors of dSprites. Fig. 6 displays the seg-
mentation and object-centric disentanglement for an image
with three objects. Objects can be manipulated one at a time
by perturbing one’s latent factors while keeping other ob-
jects’ representation unchanged. For each object, we can
control its independent factors, including positions along
two orthogonal axes, rotation, scale, shape, and color, by
traversing one dimension in the latent space one at a time.
Objects Room: Our approach also performs well on the
Objects Room dataset, even with shading effects on differ-
ent objects under various lighting conditions, as shown in
Fig. 5. Object-centric statistical disentanglement is pre-
sented in Fig. 7. Similarly, we can edit the scene by chang-
ing the position, shape, and color of different objects indi-
vidually, which shows the applicability on 3D scene editing.
Figure 10. Spatial Disentanglement on Flying Animals. Our method can spatially disentangle images with natural statistics, where the
objects and background are highly non-homogeneous, and also the shape of the objects exhibits more variations than squares or ellipses.
Figure 11. Traversing the object-centric generative factors on
Flying Animals: The spatial disentanglement of the input image
(top-left) is shown in the first column and the second column dis-
plays the reconstructed objects by the decoder. The other columns
show the traversal on each object. Still, we can change the shape
or appearance of each spatially disentangled object individually.
For example, in the second row, when perturbing the badger’s rep-
resentation, the appearance of the animal in the yellow box inter-
polates from owl-like to fox-like while the other four animals and
the background remain unchanged.
Multi-Texture: We experiment on the Multi-Texture
dataset to demonstrate that our proposed method enables
spatial disentanglement on textured images. As shown in
Fig. 8, our approach can accurately segment out squares
and ellipses with chessboard texture, confirming that the
Contextual Information Separation constraint prevents the
network from naively splitting the chessboard into two dif-
ferent colors which correlate with each other. Fig. 9 shows
the disentanglement and the object-centric manipulation re-
sults. Even with complex textured objects, our method still
enables learning the factors that allow us to change the ob-
ject consistently, including the background.
Flying Animals: To verify that our method is not re-
stricted to synthesized images but can also deal with nat-
ural ones, we further test our method on the Flying Ani-
mals dataset with real landscapes and animals. As shown
in Fig. 10, even with complex appearance and shape, our
approach can again segment out animals from the natural
landscapes, which is far more challenging than segmenting
uniformly colored objects as in Multi-dSprites and Objects
Dataset M-dSprites Obj-Room M-Texture F-Animals
MONet 0.84± 6.4δ 0.80± 8.3δ 0.37± 0.3δ 0.18± 2.8δ
Ours 0.92± 6.6δ 0.85± 5.6δ 0.88± 2.6δ 0.81± 5.5δ
Table 1. Quantitative evaluation of the segmentation quality be-
tween MONet [6] and our method. Performance measured in the
mean intersection-over-union score, reported with mean and vari-
ance, where δ = 10−3. MONet performs well on Multi-dSprites
and Objects Room (constantly or smoothly colored), but its perfor-
mance drops significantly on Multi-Texture and Flying Animals
(textured or complex natural appearance). Our method performs
robustly well across different datasets.
Perceptual Cycle-Consistency No Yes
rate of identity switching 21/255 0/255
Table 2. Quantitative evaluation on identity switching: Note the
identity switching decreases to 0 out of 255 by imposing the per-
ceptual cycle-consistency constraint.
Room. Similarly, our method can learn disentangled repre-
sentations for every single animal in the scene and then edit
the animals one at a time, shown in Fig. 11. However, due to
the complexity of the appearance and shape, and the trade-
off between reconstruction quality and bottleneck capacity
for disentanglement, the β-VAE framework is not powerful
enough to conduct statistical disentanglement for each an-
imal while maintaining the details of the object. We will
discuss this further in the next section.
Quantitative Evaluation: We compare our method with
MONet [6] re-implemented on the four datasets mentioned
above. We report the mean-intersection-over-union score
(mean±variance). As shown in Table 1, our approach
achieves better scores than MONet on all four datasets.
Particularly, in Multi-Texture and Flying Animals, where
objects have complex texture, without explicit information
separation (CIS) constraint, MONet tends to segment the
images based mainly on color information naively. At the
same time, CIS enables our model to “see” objects as en-
tities with different parts correlated with each other. To il-
lustrate this, we present the segmentation results in Fig. 12.
Note that MONet dissects the black-and-white panda into
different channels based on color, while our method suc-
cessfully detects it without being biased by its color.
Perceptual Cycle-Consistency We expect our model to
exhibit the perceptual consistency mentioned in Section 3,
Figure 12. Comparison of the segmentation between our approach
and MONet, which fails to capture objects with natural statistics
due to the lack of explicit spatial disentanglement.
which means that in a temporally coherent sequence, each
segmentation channel should keep track of the same ob-
ject without identity switching. To verify the effective-
ness of the perceptual cycle-consistency constraint, we train
two segmentation networks on the Multi-Texture dataset,
one with perceptual cycle-consistency but not the other.
Then, we generate 256 sample sequences with varying po-
sitions and occlusions. Fig. 13 compares the two net-
works’ behavior by visualizing their first output channels
on the sequence in the top row. Without perceptual cycle-
consistency, the first output channel mainly detects the el-
lipse but can switch to the square occasionally, especially
when the two objects come close. However, with the per-
ceptual cycle-consistency constraint enabled, the segmen-
tation network can have each output channel focus on a
fixed target throughout the whole sequence, with no iden-
tity switching. We evaluate the two network’s performance
by counting the number of target switches, shown in Table
2, which verifies that the proposed consistency constraint
improves the temporal coherence of the generative factors.
5. Discussion
The evaluation of a method that aims at “disentangle-
ment” is subjective, since we do not know what the model
will be used for: It is common to hope that the hidden
variables correspond to known components of the image-
formation process, such as pose, scale, color, and shape.
However, making that a quantitative benchmark may be
misleading since, if that were the goal, we would simply
capture those factors explicitly, for instance, via a condi-
Figure 13. Effectiveness of the Perceptual Cycle-Consistency:
Note that an object will be assigned to different channels of the
segmentation network from time to time (second row), show-
ing temporal incoherence in the spatial disentanglement, however,
the proposed perceptual cycle-consistency eliminates this incoher-
ence, making the status of objects trackable.
Figure 14. Occlusion affects the accuracy of the spatial disentan-
glement on the Flying Animals dataset. Orange boxes highlight
the regions where occlusion happens and the affected objects.
tional generative model. What we do observe is that the per-
ceptual cycle-consistency, explicitly enforced in our model,
enables the persistence of the representation, so identities of
objects are not switched in different views. This would en-
able temporal consistency when the model is used as a prior
in a sequential setting as shown in Fig. 13.
Our model has limitations. The use of a VAE forces a
hard trade-off between capacity, which affects the quality
of the reconstructed image, and disentanglement, which is
forced by the bottleneck. For complex scenes, there may not
be a broad range of the trade-off parameter over which the
model both captures the image statistics faithfully, and sep-
arates the hidden factors. Another limitation is the power
of the inpainting model. For highly textured or complex
scenes, the un-occluded region requires capturing the fine-
grained context at a level of granularity higher than what
our model affords, which may make it difficult for the seg-
mentation network to learn perfect segmentation when oc-
clusion happens, as shown in Fig. 14.
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