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1 Introduction
In this paper we discuss the generalized Fredholm theory in polyfolds as
developed in [22, 23, 24]*. Some of the results have been previously described
∗Research partially supported by NSF grant DMS-0603957.
*Here we shall not discuss the paper [25], which is the most relevant for symplectic
field theory.
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in [16]. We illustrate the concepts by the Gromov-Witten invariants and refer
the reader to the upcoming papers [27, 28] and the lecture notes [17] and [18]
for more details*.
The main point of this paper is to familiarize the reader with the language
and the abstract results. The theory has been applied to Gromov-Witten,
Floer-theory, and symplectic field theory (SFT) and these applications are
described in the above papers and lecture notes, but it is clear that the
theory is applicable to other problems as well. The theory has been devised
to package moduli problems with analytical limiting behaviors, like bubbling-
off, breaking of trajectories and stretching the neck, and to put them into an
abstract framework, which provides a Sard-Smale perturbation theory and
deals with the transversality issues. An important point is that the problems
of interest very often exhibit compactness issues, but on the other hand
allow very elaborate compactifications, which are the source for interesting
algebraic invariants, see for example [12, 3]. In this paper we shall not discuss
the Fredholm theory with operations which is needed for applications to
Floer-theory and SFT. This theory will be described in the upcoming paper
[25] and the lecture notes [18].
The aforementioned analytical limiting phenomena, even assuming a suf-
ficient amount of genericity, do not look like smooth phenomena if smooth-
ness refers to the usual concept. However, it turns out that the notion of
smoothness can be relaxed, and a generalization of differential geometry and
functional analysis can be developed, so that the limiting phenomena can
be viewed as smooth phenomena, even if they are quite often obscured by
transversality issues. In this generalized context the classical nonlinear Fred-
holm theory can be extended to a much larger class of spaces and operators,
which can deal with the aforementioned problems.
The starting point for our considerations is the observation that the no-
tion of differentiability in finite dimensions, which usually is generalized as
Fre´chet differentiability to infinite-dimensional Banach spaces, can be gener-
alized in a quite different way if Banach spaces are equipped with an addi-
tional piece of data. This additional piece of structure, called an sc-structure,
occurs in interpolation theory, [45], albeit under a different name. In fact,
we give a quite different interpretation of such a structure and make clear,
*We, i.e. HWZ, ultimately hope to finish our books [19] and [20], which will explain
the theory via many examples, though the key-material will already be contained in the
before-mentioned papers and lecture-notes.
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that it can be viewed as a generalization of a smooth structure on a Banach
space. We call this generalization sc-smoothness, and the generalization of
differentiability of a map we refer to as sc-differentiability.
The interesting thing is then the following fact. There are many sc-
differentiable maps r : U → U satisfying r ◦ r = r, i.e. sc-smooth retractions.
Whereas for Fre´chet differentiability the image of such a retraction is easily
shown to be a submanifold of U , the images of sc-smooth retractions can be
much more general. Most strikingly, they can have locally varying dimen-
sions. Of course, a good notion of differentiability comes with the chain rule
so that from r ◦ r = r we deduce Tr = (Tr) ◦ (Tr). In other words, the
tangent map of an sc-smooth retraction is again an sc-smooth retraction. If
a subset O of an sc-Banach space is the image of an sc-smooth retraction
r, then TO = Tr(TU) defines the tangent space, and it turns out, that the
definition does not depend on the choice of r. So we obtain quite general
subsets of Banach spaces which have tangent spaces. An sc-smooth map
f : O → O′, where O ⊂ E and O′ ⊂ F are sc-smooth retracts, is a map such
that f ◦ r : U → F is sc-smooth, where r is an sc-smooth retraction onto O.
As it turns out the definition does not depend on the choice of r. Further, one
verifies that Tf := T (f ◦ r)|TO defines a map TO → TO′ between tangent
spaces and that the definition also does not depend on the choice of r.
In summary, once we have a good notion of differentiability for maps be-
tween open sets, we also obtain a notion of differentiability for maps between
smooth retracts. However, for the usual notion of differentiability, smooth
retracts are manifolds and one does not obtain anything beyond the usual
differential geometry and its standard generalization to Banach manifolds.
On the other hand sc-differentiability opens up new possibilities with serious
applications. We generalize differential geometry by generalizing the notion
of a manifold to that of an M-polyfold. These are metrizable spaces which
are locally homeomorphic to retracts with sc-smooth transition maps. The
theory as described in this paper even gives new objects in finite dimensions,
see Figure 1.
The generalization of an orbifold will be the notion of a polyfold. Then
we define the notion of strong bundles over M-polyfolds and more gener-
ally polyfolds. The beautiful fact is that the compactified moduli spaces in
Gromov-Witten, Floer-Theory and SFT can be thought of as zero-sets of
sections of strong bundles over polyfolds. These sections have suitable prop-
erties so that they are examples of the (generalized) Fredholm sections which
will be described in this paper.
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Figure 1: Figure a) shows a finite-dimensional M-polyfold X which is homeo-
morphic to the space consisting of the disjoint union of an open three-ball B3
and an open two-ball B2 connected by two curves c1, c2. Figure b) shows the
same M-polyfold containing a one-dimensional S1-like submanifold S. This
submanifold could arise as the zero set of a transversal section of a strong
M-polyfold bundle Y over X , which has varying dimensions. Namely, over
the three-ball it is two-dimensional, over the two-disk one-dimensional and
otherwise it is trivial. The polyfold theory would then guarantee a natural
smooth structure on the solution set S.
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Assume that we have a strong bundle W → X over a polyfold with its
sc-smooth structure. We can define a particular class of sections f which
we shall refer to as Fredholm sections. Moreover, one can introduce, as a
consequence of intrinsic properties of the spaces, the notion of an sc+-multi-
section. The latter is a map λ : W → Q+ with suitable properties. Given f
and λ we define the solution set of the pair (f, λ) by
S = {x ∈ X | λ(f(x)) > 0}.
The latter generalizes the following, more common, situation. Assume we
consider instead of f = 0 the perturbed problem f(x) = s(x). If we define λs
by λs(w) = 0 for w 6∈ graph(s), and λ(w) = 1 otherwise, we can rewrite the
problem f(x) = s(x) as finding the solutions of λs(f(x)) > 0. Our approach
generalizes this familiar situation.
We shall define what it means that (f, λ) is in general position and in
good position to the boundary. We shall also develop a perturbation theory
to bring solution sets into favorable positions. There is also a notion of an
sc-smooth differential form on X , and for a generic solution set integration is
defined. Even Stokes’ theorem holds. This can be used to define invariants.
All this will be explained in more detail in the following.
Acknowledgement: The author thanks the Clay Institute for the opportu-
nity to present this material at the 2008 Clay Research Conference. Some of
the work was done during a sabbatical at the Stanford mathematics depart-
ment, and was supported in part by the American Institute of Mathematics.
Thanks to P. Albers, Y. Eliashberg, E. Ionel, K. Wysocki and E. Zehnder for
many stimulating discussions.
2 Smoothness
We begin with a question: Are there subsets of Banach spaces which are not
submanifolds, which however still carry something like a smooth structure
and which can serve as new local models for spaces? The answer is ‘yes’,
but one has to relax what one means by smoothness in infinite dimensions.
There is no choice, of course, what smoothness means in finite dimensions.
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2.1 Sc-Structures and Sc-Smooth Maps
In interpolation theory, [45], given two Banach spaces E ⊂ F , general meth-
ods are developed to construct Banach spaces which interpolate between E
and F . We take the concept of a scale (with suitable properties) from in-
terpolation theory, but give it a new interpretation as a generalization of a
smooth structure. This is carried out in detail in [22].
Definition 2.1. Let E be a Banach space. An sc-structure for E con-
sists of a nested sequence of Banach spaces E0 ⊃ E1 ⊃ E2 ⊃ · · · with E0 = E
so that
(1) The inclusion operator Ei+1 → Ei is a compact operator.
(2) E∞ =
⋂
iEi is dense in every Em.
As already said, such sc-structures occur in interpolation theory and are
special cases of scales. The interpretation of an sc-structure as a generaliza-
tion of a smooth structure, which we give soon, seems to be new.
Example 2.2. A typical example is E = L2(R) with the sc-structure
given by Em := H
m,δm(R), where Hm,δm(R) is the Sobolev space of functions
in L2 so that the derivatives up to order m multiplied by eδm|s| belong to L2.
Here δm is a strictly increasing sequence starting with δ0 = 0.
If E and F are sc-Banach spaces, then E ⊕ F has a natural sc-structure
given by
(E ⊕ F )m = Em ⊕ Fm.
Let us note that every finite-dimensional vector space has a unique sc-structure,
namely the constant one, where Ei = E. If E is infinite-dimensional the con-
stant sequence violates (1) of Definition 2.1.
Remark 2.3. If E is equipped with an sc-structure, think of x being a
point in Ei, as a statement about the regularity of the point. A point in E∞
will be called a smooth point. In the classical theory the tangent space of
E at a point x has a natural identification with E. This has to be modified
in the sc-context. Points x ∈ E \ E1 do not have a tangent space, whereas
points in E1 have a tangent space which can be naturally identified with
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E0 = E. Hence the tangent bundle TE of E, which in the classical theory is
TE = E ⊕ E,
is in the sc-theory
TE = E1 ⊕ E0 = E1 ⊕ E.
This space again has a natural sc-structure given by (TE)m = Em+1 ⊕ Em.
Then we obtain the iterated tangent T (TE) = E2⊕E1⊕E1⊕E0 and so on.
We shall discuss this later in more detail, but note for the moment that the
tangent bundle is defined over E1, i.e. E1 ⊕ E0 → E1. Hence starting with
the sc-Banach space E its tangent bundle is TE := E1⊕E0 with the already
discussed sc-structure. In the previous example we therefore have
TL2(R) = H1,δ1(R)⊕ L2(R) and (TL2(R))i = H
i+1,δi+1(R)⊕H i,δi(R).
We continue with some considerations about linear sc-theory.
Definition 2.4. Let E be an sc-Banach space and F ⊂ E a linear sub-
space. We call F an sc-subspace provided the filtration Fi = F ∩ Ei turns
F into an sc-Banach space. If F ⊂ E is an sc-Banach space, then we say
that it has an sc-complement, provided there exists an sc-subspace G such
Fi ⊕Gi = Ei as topological linear sum for all i.
Let us note that a finite-dimensional subspace F ofE has an sc-complement
if and only if F ⊂ E∞, see [22].
The linear operators of interest are those linear operators T : E → F ,
which map Em into Fm for all m, such that T : Em → Fm is a bounded linear
operator. We call T an sc-operator. An sc-isomorphism T : E → F is a
bijective sc-operator so that its inverse is also an sc-operator. Of particular
interest are the linear sc-Fredholm operators:
Definition 2.5. A sc-operator T : E → F is said to be sc-Fredholm
provided there exist sc-splittings E = K⊕X and F = Y⊕C so that C is finite-
dimensional, Y = T (X), and T : X → Y defines a linear sc-isomorphism.
We note that the above implies that Em = Xm⊕K and Fm = T (Xm)⊕C
for all m. The Fredholm index is by definition
Ind(T ) = dim(K)− dim(C).
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Let us also observe that for every m we have a linear Fredholm operator (in
the classical sense) T : Em → Fm, which in particular have the same index
and identical kernels.
Next we begin with the preparations to introduce the notion of an sc-
smooth map.
Definition 2.6. A partial quadrant C in an sc-Banach space E is a
closed convex subset with the property that there exists an sc-Banach space
W and an sc-isomorphism T : E → Rn ⊕W mapping C onto [0,∞)n ⊕W .
The main point for introducing partial quadrants is the needed generality
of our theory, which in its applications to SFT has to provide spaces with
boundary with corners.
We note that C = E is a partial quadrant in E. In the following we are
interested in relatively open subsets of partial quadrants C. If U ⊂ C ⊂ E
is a relatively open subset we can define an sc-structure for U by the nested
sequence Ui given by Ui = Ei ∩ U . We note that U∞ =
⋂
Ui is dense in
every Um. Considering U with its sc-structure we see that Ui0 also admits
an sc-structure defined by
(Ui0)m := Ui0+m.
We write U i0 for Ui0 equipped with this sc-structure. Given two such sc-
spaces U and V we write U ⊕ V for U × V equipped with the obvious sc-
structure. Now we can give the rigorous definition of the tangent TU of a
relatively open subset U of a partial quadrant C in an sc-Banach space E.
Definition 2.7. The tangent TU of a relatively open subset U ⊂ C ⊂ E
of the sc-Banach space E is defined by TU = U1 ⊕E.
We note that
(TU)i = U1+i ⊕Ei.
Recalling our previous example we have
TL2(R) = H1,δ1(R)⊕ L2(R) and (TL2(R))i = H
i+1,δi+1(R)⊕H i,δi(R).
Given two relatively open subsets U and V of partial quadrants, a map
f : U → V is said to be of class sc0 provided for every m the map f maps
Um into Vm and the map f : Um → Vm is continuous. The following example
takes a little bit of work.
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Example 2.8. Take L2(R) with the previously defined sc-structure and
define
Φ : R⊕ L2(R)→ L2(R) : (t, u)→ Φ(t, u),
where Φ(t, u)(s) = u(s + t). Then Φ is sc0. As we shall see later, this will
also be an example for an sc-smooth map.
Next we define the notion of an sc1-map.
Definition 2.9. Let U ⊂ C ⊂ E and V ⊂ D ⊂ F be relatively open
subsets of partial quadrants in sc-Banach spaces. An sc0-map f : U → V
is said to be sc1 provided for every x ∈ U1 there exists a continuous linear
operator Df(x) : E0 → F0 so that the following holds.
(1) For h ∈ E1 with x+ h ∈ U we have
lim
‖h‖1→0
1
‖ h ‖1
· ‖ f(x+ h)− f(x)−Df(x)h ‖0= 0.
(2) The map Tf defined by Tf(x, h) = (f(x), Df(x)h) for (x, h) ∈ TU
defines an sc0-map Tf : TU → TV .
Inductively we can define what an sck map is, and what it means to be
sc∞. The following result shows that the chain-rule holds.
Theorem 2.10 (Chain-Rule). Assume that U, V and W are relatively
open subsets of partial quadrants and f : U → V and g : V → W are
sc1-maps. Then g ◦ f is sc1 and T (g ◦ f) = (Tg) ◦ (Tf).
Example 2.11. One can show, see [17] (taken from [19]), that the map
Φ from the previous example is sc-smooth.
2.2 Sc-Smooth Spaces and M-Polyfolds
Now we are in the position to introduce new local models for smooth spaces.
The following presentation is taken from [17]* and generalizes somewhat the
*This lecture note and [18] are based on graduate courses given at Courant in 2004/2005
and Stanford in 2008.
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results in [22]*. The interesting thing about sc-smoothness is the fact that
there are many smooth retractions with complicated images, so that one
obtains a large ’library’ of local models for spaces, which is sufficient to
describe problems occurring when studying partial differential equations with
analytical limiting behavior allowing for bubbling-off and similar analytical
phenomena.
Definition 2.12. Let U ⊂ C ⊂ E be a relatively open subset in a partial
quadrant of the sc-Banach space E. A map r : U → U is called a sc∞-
retraction provided it sc-smooth and r ◦ r = r.
The chain rule implies that for a sc∞-retraction r its tangent map Tr is
again an sc∞-retraction. We call the image O = r(U) of an sc∞-retraction
r : U → U an sc∞-retract.
The crucial definition is the following.
Definition 2.13. A local sc-model is a triple (O,C,E), where E is an
sc-Banach space, C a partial quadrant and O ⊂ C an sc∞-retract given as
the image of an sc-smooth retraction r : U → U defined on a relatively open
subset U of C.
The following lemma is easily established, see [17].
Lemma 2.14. Assume that (O,C,E) is a local sc-model and r and s are
sc-smooth retractions defined on relatively open subsets U and V of C, re-
spectively, having O as the image. Then Tr(TU) = Ts(TV ).
In view of this lemma we can define the tangent of a local sc-model which
again is a local sc-model as follows.
Definition 2.15. The tangent of the local sc-model (O,C,E) is defined
by
T (O,C,E) := (TO, TC, TE),
*These generalizations grew out of discussions with my graduate students and postdocs,
most notably Joel Fish and Peter Albers, while running a seminar at Courant on [22, 23,
24, 26]. All of these generalizations follow immediately from the proofs in [22, 23, 24].
The benefit of the current version is that the formalism gets somewhat easier and more
transparent.
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where TO = Tr(TU) for any sc-smooth retraction r : U → U having O as
the image, where U is relatively open in C.
Remark 2.16. Let us observe that if (O,C,E) is a local sc-model and
O′ an open subset of O, then (O′, C, E) is again a local sc-model. Indeed,
if r : U → U is an sc-smooth retraction, where U is relatively open in C,
with O = r(U), then define U ′ = r−1(O′). This is relatively open in C and
r′ = r|U ′ : U ′ → U ′ is an sc-smooth retraction with image O′.
A map f : O → O′ between two local sc-models is sc-smooth (or sck)
provided f ◦ r : U → E ′ is sc-smooth (or sck). One easily verifies that the
definition does not depend on the choice of r. We can define the tangent
map Tf : TO → TO′ by
Tf := T (f ◦ r)|Tr(U).
As it turns out this is well-defined and does not depend on the choice of r as
long as it is compatible with (O,C,E).
Theorem 2.17 (Chain Rule). Assume that (O,C,E), (O′, C ′, E ′) and
(O′′, C ′′, E ′′) are local sc-models and f : O → O′ and g : O′ → O′′ are sc1.
Then g ◦ f : O → O′′ is sc1 and
T (g ◦ f) = (Tg) ◦ (Tf).
The following Remark 2.18 explains how the current account is related
to [22, 23, 24, 25].
Remark 2.18. In the series of papers [22, 23, 24, 25] we developed a
generalized Fredholm theory in a slightly more restricted situation, which
is more than enough for the applications. Namely rather than considering
sc-smooth retractions and sc-smooth retracts, splicings and open subsets of
splicing cores were considered, which one can view as a special case. Namely a
splicing consists of a relatively open subset V of a partial quadrant C in some
sc-Banach space W and a family of bounded linear projections πv : E → E,
v ∈ V , where E is another sc-Banach space, so that the map
V ⊕E → E : (v, e)→ πv(e)
is sc-smooth. Then the associated splicing core isK, defined byK = {(v, e) ∈
V ⊕E | πv(e) = e}. Clearly V ⊕E is a relatively open subset of the partial
11
quadrant C⊕E inW⊕E and r(v, e) := (v, πv(e)) is an sc-smooth retraction.
The associated retract is, of course, the splicing coreK. If O is an open subset
of K we know that it is again an sc-smooth retract. Let us note that in all
our applications the retractions are obtained from splicings.
We demonstrate first how the definition of a manifold can be general-
ized. Let Z be a metrizable topological space. A chart for Z is a tuple
(ϕ, U, (O,C,E)), where ϕ : U → O is a homeomorphism and (O,C,E) is
a local sc-model. We say that two such charts are sc-smoothly compatible
provided
ψ ◦ ϕ−1 : ϕ(U ∩ V )→ ψ(U ∩ V )
is sc-smooth and similarly for ϕ ◦ ψ−1. Here (ψ, V, (P,D, F )) is the second
chart. Note that the sets ϕ(U ∩ V ) and ψ(U ∩ V ) are sc-smooth retracts
for sc-smooth retractions defined on relatively open sets in C and D, re-
spectively. An sc-smooth atlas for Z consists of a family of sc-smoothly
compatible charts so that their domains cover Z. Two sc-smooth atlases
are compatible provided their union is an sc-smooth atlas. This defines an
equivalence relation.
Definition 2.19. Let Z be a metrizable space. An sc-smooth struc-
ture on Z is given by an sc-smooth atlas. Two sc-smooth structures are
equivalent if the union of the two associated atlases defines again an sc-
smooth structure. An sc-smooth space is a metrizable space Z together
with an equivalence class of sc-smooth structures.
We note that these spaces have a natural filtration Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · .
The points in Zi one should view as the points of some regularity i. The
sc-smooth spaces are a very general type of space on which one can define
sc-smooth functions.
It is possible to generalize many of the constructions from differential ge-
ometry to these spaces. If we have an sc-smooth partition of unity we can
define Riemannian metrics and consequently a curvature tensor. Note how-
ever that curvature would only be defined at points of regularity at least 2.
The existence of an sc-smooth partition of unity depends on the sc-structure*.
The tangent space at a point of level at least one is defined in the
*Recall that the existence of a smooth partition of unity on a Banach space is a classical
question and related to differentiability questions of norms.
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same way as one defines them for Banach manifolds, see [32]. Namely one
considers tuples (z, ϕ, U, (O,C,E), h), where z ∈ Z1 and (ϕ, U, (O,C,E)) a
chart, so that z ∈ U , and h ∈ Tϕ(z)O. Two such tuples, say the second
is (z′, ϕ′, U ′, (O′, C ′, E ′), h′), are said to be equivalent provided z = z′ and
T (ϕ′ ◦ϕ−1)(ϕ(z))h = h′. An equivalence class [(z, ϕ, U, (O,C,E), h)], then is
a tangent vector at z. The tangent space at z ∈ Z1 is denoted by TzZ and
we define TZ as
TZ =
⋃
z∈Z1
{z} × TzZ.
One can show that TZ has a natural sc-smooth structure so that the natural
map TZ → Z1 is sc-smooth.
For applications there are two particular examples of sc-smooth spaces
which are very useful.
Definition 2.20. An sc-smooth space, which admits an atlas where the
charts have the form (ϕ, U, (O,E,E)), is called aM-polyfold (without bound-
ary).
Example 2.21. Consider the metrizable space Z given as the subspace
of R2 defined by
Z = {(s, t) ∈ R2 | t = 0 if s ≤ 0}.
Then Z admits the structure of an M-polyfold without boundary. In order
to see this, one constructs a topological embedding into R ⊕ L2(R), where
L2(R) has the previously introduced sc-structure, in such a way that the
image is an sc-smooth retract. Here the idea of an sc-smooth splicing comes
in handy! Take a smooth, compactly supported map β : R → [0,∞) with∫
β(t)2ds = 1. Denote by fs, for s ∈ (0,∞) the unit length element in L
2
defined by
fs(t) = β(t+ e
1
s ).
For s ∈ (−∞, 0] we define fs = 0. Then let πs be the L
2-orthogonal projection
onto the subspace spanned by fs. Then a somewhat lengthy computation,
carried out in [19], shows that
r : R⊕ L2 → R⊕ L2 : r(s, u) = (s, πs(u))
is an sc-smooth retraction, with obvious image O being
{(s, t · fs) | (s, t) ∈ R
2}.
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Hence (O,R⊕ L2,R ⊕ L2) is a local sc-model. We note that it has varying
dimension. The map
Z → R⊕ L2 : (s, t)→ (s, t · fs)
is a homeomorphic embedding onto O. The map is clearly continuous and
injective and has image O. Define R⊕ L2 → R2 by
(s, x)→ (s,
∫
R
x(t)fs(t)dt).
This map is continuous and its restriction to O is the inverse of the previ-
ously defined map. Hence we obtain the structure of an M-polyfold on Z.
This gives us the first example of a finite-dimensional space, with varying di-
mension, which has a generalized manifold structure. We also note that the
induced filtration is constant, so that a tangent space is defined at all points.
This is due to the fact that the local model O lies entirely in the smooth
part of R ⊕ L2. It is instructive to study sc-smooth curves φ : (−ε, ε) → O
satisfying φ(0) = (0, 0).
We also would like to generalize the notion of a manifold with boundary
with corners. This forces us to allow only a certain class of local sc-models.
Let us observe that in the definition of a local sc-model (O,C,E) we did not
require O to be in a particular position to the boundary of C. To define the
boundary of O as ∂O := O ∩ ∂C is for general local sc-models not(!) a good
idea!
However, things change, if we take triples (O,C,E) with more structure.
For a point x ∈ C ⊂ E we denote by dC(x) the degeneracy index which is
defined as follows. Take an sc-isomorphism T : E → Rn ⊕W mapping C to
[0,∞)n ⊕W . Then dC(x) is the number of indices i ∈ {1, . . . , n} such that
ri = 0, where T (x) = (r1, . . . , rn, w).
Definition 2.22. Let U ⊂ C ⊂ E be a relatively open subset of the
partial quadrant C. An sc-smooth retraction r : U → U is said to be neat
provided the following holds:
(1) For every smooth point x ∈ O the kernel N of Id − Dr(x) has an
sc-complement M contained in C.
(2) For every point x ∈ O there exists a sequence of smooth points (xk) in
O converging to x and satisfying dC(xk) = dC(x).
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Now we can define the local sc-models of interest.
Definition 2.23. A local sc-model (O,C,E) is called neat provided there
exists a neat sc-smooth retraction r : U → U , where U is relatively open in
C with O = r(U).
We define the degeneracy index dO for a neat sc-model by dO : O → N
and dO = dC |O. The following crucial theorem tells us that the degeneracy
index is an invariant under sc-diffeomorphism.
Theorem 2.24 (Corner Recognition). Assume we are given neat local
sc-models (O,C,E) and (O′, C ′, E ′) and an sc-diffeomorphism f : O → O′.
Then dO(x) = dO′(f(x)) for all x ∈ O.
The proof of this theorem is given in [17] and is an easy adaption of a
similar result in [22] dealing with a splicing-based differential geometry.
Definition 2.25. An sc-smooth space build on neat local sc-models is
called a M-polyfold with boundary with corners.
If Z is an M-polyfold with boundary with corners, then we have a well-
defined degeneracy map d : Z → N. The points x with d(x) = 0 are the
interior points, whereas the points with d(x) ≥ 1 are the boundary points.
If d(x) ≥ 2 we have a corner of order d(x).
For the later discussions about Fredholm theory, we need the notion of a
submanifold M of an M-polyfold X . We need the following definition
Definition 2.26. Let C be a partial quadrant in the sc-Banach space
E. The closed linear subspace N of E is in good position to the partial
quadrant C if N ∩ C has a nonempty interior in N and there exists an sc-
complement denoted by N⊥ in E and a constant c > 0 so that for every
vector (n,m) ∈ N ⊕N⊥ satisfying
‖m‖E ≤ c · ‖n‖E
the statements n+m ∈ C and n ∈ C are equivalent. If this equivalence holds
for an sc-complement N⊥, we call it a good complement.
A submanifold of an M-polyfold can now be defined.
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Definition 2.27. Let X be an M-polyfold and M a subset equipped with
the induced topology. The subset M is called a finite dimensional sub-
manifold of X provided the following holds.
(1) The subset M lies in X∞.
(2) At every pointm ∈ M , there exists an M-polyfold chart (ϕ, U, (O,C,E))
with m ∈ U so that ϕ(m) = 0 having the following property. Putting
M∗ = ϕ(M ∩ U), there exists a finite-dimensional smooth linear sub-
space N ⊂ E in good position to C, a corresponding good sc-complement
N⊥, an open neighborhood Q of 0 ∈ C ∩ N , and an sc-smooth map
A : Q→ N⊥, with DA(0) = 0 and A(0) = 0, so that the map
Γ : Q→ E : q → q + A(q)
has as image precisely M∗.
(3) The map Γ : Q→ M∗ is a homeomorphism
The map Φ := ϕ−1 ◦ Γ is called a good parametrization of a neighborhood of
m.
It has been proved in [23], that any two good parameterizations are
smoothly compatible. Hence a finite-dimensional submanifold M of an M-
polyfold carries in a natural way the structure of a smooth manifold with
boundary with corners (∂M = ∅ is, of course, possible).
In a later section we shall introduce polyfolds, which are more general
than M-polyfold with boundary with corners. These will be the spaces needed
for symplectic field theory.
The following example is relevant for Morse-homology and can be modi-
fied and extended to Floer-theory.
Example 2.28. Let a, b and c be three (mutually) distinct points in Rn.
Fix two smooth maps ϕ : R→ Rn and ψ : R→ Rn such that
ϕ(s) = a, ψ(s) = b for s << 0
and
ϕ(s) = b, ψ(s) = c for s >> 0.
Finally we take a third smooth function σ, which in a similar way connects
a with c. If H2 = H2(R,Rn) denotes the usual Sobolev space we define
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X ′(a, b) = ϕ +H2 and X ′(b, c) = ψ +H2 and X ′(a, c) = σ +H2. All these
spaces have natural topologies and also admit natural R-actions by the action
of R on itself. Also the spaces do not depend on the particular choices of the
smooth functions ϕ, ψ and σ, provided they have the required properties.
Denote by X(a, b), X(b, c) and X(a, c) the corresponding quotient spaces.
We call an element of the latter spaces a ‘path’. These spaces are second
countable and paracompact, in fact metrizable. Define the set X¯ by
X¯ = X(a, c)
∐
(X(a, b)×X(b, c)).
It is the space of possibly once-broken paths from a to c. One can define on
X¯ a metrizable topology in a natural way inducing on X(a, c) and X(a, b)×
X(b, c) the already given topology, so that in addition X¯ is connected and
X(a, c) is open and dense. This topology captures in a geometric way how a
path from a to c decomposes to a broken path and defines what it means that
an unbroken path is close to a broken path. Assume we are given a sequence
0 = δ0 < δ1 < δ2 < · · · of increasing weights. Denote by X¯m the subset of X¯
obtained by replacing H2 by the weighted Sobolev space H2+m,δm , where x
belongs to this space provided all derivatives up to order m+ 2 weighted by
eδm|s| belong to L2. One can show that X¯ has in a natural way the structure
of an M-polyfold with boundary with corners for which the level m subset of
X¯ corresponds to X¯m. We have a well-defined degeneracy map
d : X¯ → {0, 1, 2, . . .}
which only takes the values 0 and 1. Namely d|X(a, c) ≡ 0 and d|(X(a, b)×
X(b, c)) ≡ 1, so that the broken paths are indeed the boundary points.
Clearly, a similar statement for maps defined on cylinders approaching loops
in a symplectic manifold, makes the example relevant for Floer-theory, see
[17] and[19] for details.
2.3 Strong Bundles
The notion of a strong bundle is designed to give additional structures in the
Fredholm theory, which guarantee a compact perturbation and transversality
theory. The crucial point is the fact that there will be a well-defined vector
space of perturbations, which have certain compactness properties, but on
the other hand are plentiful enough to allow for all kinds of perturbations
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needed for different versions of the Sard-Smale theorem, [43], in the Fredholm
theory.
Let us start with a non-symmetric product U ⊳F , where U is a relatively
open subset in some partial quadrant of the sc-Banach space E, and F is also
an sc-Banach space. By definition, as a set U ⊳ F = U × F , but in addition
it has a double filtration
(U ⊳ F )m,k = Um ⊕ Fk
defined for all pairs (m, k) satisfying 0 ≤ k ≤ m+1. We view U ⊳ F → U as
a bundle with base space U and fiber F , where the double filtration has the
interpretation that above a point x ∈ U of regularity m it makes sense to
talk about fiber regularity of a point (x, h) up to order k provided k ≤ m+1.
We shall explain this asymmetry and range of parameters in the filtration
below. Given U ⊳ F , we might consider the associated sc-spaces U ⊕ F and
U ⊕ F 1.
Of interest for us are the maps
Φ : U ⊳ F → V ⊳ G
of the form
Φ(u, h) = (ϕ(u), φ(u, h))
which are linear in h. We say that the map is of class sc0⊳ provided it induces
sc0-maps U ⊕ F i → V ⊕Gi for i = 0, 1. We define the tangent T (U ⊳ F ) by
T (U ⊳ F ) = (TU) ⊳ (TF ).
Note that the order of the factors is different from the order in T (U ⊕ F ).
One has to keep this in mind. Indeed,
T (U ⊳ F ) = U1 ⊕ E ⊕ F1 ⊕ F and T (U ⊕ F ) = U1 ⊕ F1 ⊕ E ⊕ F.
A map Φ : U ⊳ F → V ⊳ G is of class sc1⊳ provided the maps Φ : U ⊕ F
i →
V ⊕ Gi for i = 0, 1 are sc1. Taking the tangents of the latter, gives after
rearrangement, the sc0⊳-map
TΦ : (TU) ⊳ (TF )→ (TV ) ⊳ (TG).
Iteratively we can define what it means that a map is sck⊳ for k = 1, 2, . . . and
we can also define sc⊳-smooth maps.
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Given U⊳F → U , an sc-smooth section f is map of the form x→ (x, f¯(x))
such that the induced map U → U ⊕ F is sc-smooth. In particular, f is
‘horizontal’ with respect to the filtration, i.e. a point on level m is mapped
to a point of bi-level (m,m). This can be considered as a convention, and it
is precisely this convention which is responsible for the filtration constraint
k ≤ m + 1. There is another class of sections called sc+-sections. These are
sc-smooth sections of U ⊳F → U which induce sc-smooth maps U → U⊕F 1.
In particular, if s is an sc+-section of U ⊳ F → U and s(x) = (x, s¯(x)) for
x ∈ Um then s¯(x) ∈ Fm+1. This type of sections will be important for the
perturbation theory. Indeed, it is a kind of compact perturbation theory
since the inclusion Fm+1 → Fm is compact. We give an example before we
generalize an earlier discussion about retracts and retractions to bundles of
the type U ⊳ F → U .
Example 2.29. Let us denote by E the Sobolev space H1(S1,Rn) of
loops. We define an sc-structure by Em = H
1+m(S1,Rn). Further we define
F = L2(S1,Rn) = H0(S1,Rn) which we filter via Fm = H
m(S1,Rn). Finally
we introduce E ⊳ F → E. Then we can view the map f : x → x˙ as an
sc-smooth section. In particular, f maps Em into Em⊕Fm. We observe that
the filtration of F is picked in such a way that the first order differential
operator x → x˙ is an sc-smooth section, in particular, it is horizontal, i.e.
the choices are made in such a way that they comply with our convention
that sc-smooth sections are index preserving. The map x→ x can be viewed
as an sc+-section. Then x→ x˙+x is an sc-smooth section obtained from the
sc-smooth section x → x˙ via the perturbation by an sc+-section. Consider
now a smooth vector bundle map
Φ : Rn ⊕ Rn → Rn ⊕ Rn
of the form
Φ(x, h) = (ϕ(x), φ(x)h),
where ϕ : Rn → Rn is a diffeomorphism and for every x ∈ Rn the map
φ(x) : Rn → Rn is a linear isomorphism. Then we define for (x, h) ∈ E ⊕ F
the element Φ∗(x, h)(t) = (ϕ(x(t)), φ(x(t))h(t)). Note that if x ∈ Em and
h ∈ Fk for k ≤ m + 1, then Φ∗(x, h) =: (y, ℓ) satisfies y ∈ Em and ℓ ∈ Fk.
However, if x ∈ Em and y ∈ Fk for some k > m+1 we cannot conclude that
ℓ ∈ Fk. We can only say that ℓ ∈ Fm+1. Now one easily verifies that
Φ∗ : E ⊳ F → E ⊳ F
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is sc⊳-smooth. This justifies our constraint k ≤ m+1 for the double filtration.
Even more is true, which however is irrelevant for us, namely Φ∗ : Em ⊕
Fm+i → Em ⊕ Fm+i is smooth in the classical sense for all m and i = 0, 1.
Definition 2.30. An sc∞⊳ -retraction is an sc⊳-smooth map
R : U ⊳ F → U ⊳ F
with the property R ◦R = R.
Of course, R has the form R(u, h) = (r(u), φ(u, h)) with r being an sc-
smooth retraction and φ(u, h) linear in the fiber. Given R, we can define its
image K = R(U ⊳ F ) and O = r(U). Then we have a natural map
p : K → O
We may view this as the local model for a strong bundle. Observe that K
has a double filtration and p maps points of regularity (m, k) to points of
regularity m.
Definition 2.31. The tuple (K,C ⊳ F,E ⊳ F ), where K is a subset of
C ⊳ F , so that there exists an sc∞⊳ -retraction R defined on U ⊳ F , where U
is relatively open subset of C and K = R(U ⊳ F ), is called a local strong
bundle model.
Starting with (K,C ⊳ F,E ⊳ F ) we have the projection K → E and
denote its image by O and the induced map by p : K → O. One can define
T (K,C ⊳ F,E ⊳ F ) by
T (K,C ⊳ F,E ⊳ F ) = (TK, TC ⊳ TF, TE ⊳ TF ),
where TK is the image of TR. As before we can show that the definition
does not depend on the choice of R.
Now we are in the position to define the notion of a strong bundle. Let
p : W → X be a surjective continuous map between two metrizable spaces,
so that for every x ∈ X the space Wx := p
−1(x) comes with the structure
of a Banach space. A strong bundle chart is a tuple (Φ, p−1(U), (K,C ⊳
F,E ⊳ F )), where Φ : p−1(U) → K is a homeomorphism, covering a homeo-
morphism ϕ : U → O, which between each fiber is a bounded linear operator.
We call two such charts sc⊳-smoothly equivalent if the associated tran-
sition maps are sc⊳-smooth. We can define the notion of a strong bundle
atlas and can define the notion of equivalence of two such atlases.
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Definition 2.32. Let p : W → X be as described before. A strong
bundle structure for p is given by a strong bundle atlas. Two strong bundle
structures are equivalent if the associated atlases are equivalent. Finally p
equipped with an equivalence class of strong bundle atlases is called a strong
bundle.
Let us observe that a strong bundle p :W → X admits a double filtration
Wm,k with 0 ≤ k ≤ m + 1. By forgetting part of this double filtration we
observe that W (0), which is W filtered by W (0)m := Wm,m has in a natural
way the structure of an M-polyfold. The same is true for W (1) which is the
space W0,1 equipped with the filtration W (1)m := Wm,m+1. Obviously the
maps p :W (i)→ X for i = 0, 1 are sc-smooth.
The previously introduced notions of sc-smooth sections and sc+-sections
for U ⊳ F → U generalize as follows.
A sc-smooth section of a strong bundle is an sc0-map s : X →W with
p ◦ s = IdX such that s : X → W (0) is sc-smooth. The vector space of all
such sections is written as Γ(p). Very important for the perturbation theory
are the so-called sc+-sections. A section s ∈ Γ(p) satisfying s(x) ∈ W (1) for
all x so that s : X → W (1) is sc-smooth is called a sc+-section. The space
of sc+-sections is denoted by Γ+(p). In some sense sc+-sections are compact
perturbations, since the inclusion map W (1)→W (0) is fiber-wise compact.
Finally we need the notion of a regularizing section.
Definition 2.33. Let p : W → X be a strong bundle over the M-polyfold
X and f an sc-smooth section. We say that f is regularizing provided for
a point x ∈ X the assertion f(x) ∈ Wm,m+1 implies that x ∈ Xm+1.
Note that for a regularizing section f a solution x of f(x) = 0 belongs
necessarily to X∞. If f is regularizing and s ∈ Γ
+(p), then f + s is regular-
izing.
3 Implicit Function Theorems
The basic fact about the usual Fre´chet differentiability is that if f : U → F
is a smooth (in the usual sense) map between an open neighborhood U of
0 in a Banach space E and a Banach space F and satisfies f(0) = 0, then
we can describe the solution set of f = 0 near 0 by an implicit function
theorem provided df(0) is surjective and the kernel of df(0) splits, i.e has a
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topological linear complement. So smoothness and some properties of the
linearized operator at a solution give us always qualitative knowledge about
the solution set near 0. If on the other hand f : U → F is only sc-smooth and
Df(0) is surjective and its kernel has an sc-complement we cannot conclude
much about the solution space near 0. However, as we shall see there is
a large class of sc-smooth maps for which a form of the implicit function
theorem holds. In applications the class is large enough to explain gluing
constructions (a` la Taubes and Floer) as smooth implicit function theorems
in the sc-world.
Our main aim is to define a suitable notion of Fredholm section of a
polyfold bundle. One of the issues which has to be addressed at some point
is the fact that the spaces we are dealing with have locally varying dimensions.
Though it might sound as a major issue it will turn out that there is a simple
way to deal with these type of problems. In fact, it is a crucial observation,
that in applications base and fiber dimension change coherently. The sc-
formalism incorporates this with a minimum amount of technicalities. One
should remark that our presentation is slightly more general than that given
in [23], and stream-lines the presentation.
3.1 A Special Class of Sc-Smooth Germs
Let us begin with some notation. As usual E is an sc-Banach space and
C ⊂ E a partial quadrant. We denote by Ci the intersection Ei ∩ C. We
shall write O(C, 0) for an unspecified nested sequence U0 ⊃ U1 ⊃ U2 ⊃ · · · ,
where all the Ui are relatively open neighborhoods of 0 ∈ Ci ⊂ Ei. Note that
this differs from previous notation where Ui = Ei ∩ U . When we are dealing
with germs we always have the new definition in mind. A sc-smooth germ
f : O(C, 0)→ F
is a map defined on U0 so that for points x ∈ U1 the tangent map Tf :
U1 ⊕E0 → TF is defined which again is a germ
Tf : O(TC, 0)→ TF.
We introduce a basic class Cbasic of germs of maps as follows.
Definition 3.1. An element in Cbasic is an sc-smooth germ
f : O(([0,∞)k × Rn−k)⊕W, 0)→ (RN ⊕W, 0)
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for suitable n, N and 0 ≤ k ≤ n, so that the following holds. If P : RN⊕W →
W is the projection, then P ◦ f has the form
P ◦ f(r, w) = w −B(r, w)
for (r, w) ∈ U0 ⊂ ([0,∞)
k × Rn−k) ⊕ W . Moreover, for every ε > 0 and
m ∈ N we have
‖B(r, w)−B(r, w′)‖m ≤ ε · ‖w − w
′‖m
for all (r, w), (r, w′) ∈ Um close enough to (0, 0) on level m.
In [23] the class of basic germs was slightly more general in the sense that
it was not required that f(0) = 0 in its definition. However, all important
results were then proved under the additional assumption that f(0) = 0.
Remark 3.2. The thinking behind the above definition is implied by
a look at the classical situation. Assume that f : U → F is a smooth
(in the usual sense) map defined on an open neighborhood U of 0 ∈ E,
where F is a second Banach space. Suppose that f(0) = 0 and df(0) is a
Fredholm map. Denote by K the kernel of df(0) and by C a complement
of df(0)E. If dim(C) = N and if X is a complement of K, using that
df(0) : X → df(0)E is a topological linear isomorphism, we can define a
topological linear isomorphism
φ : F = C ⊕ df(0)E → RN ⊕X
in an obvious way, where φ has the property that
φ(0, h) = (0, (df(0)|X)−1(h)).
With dim(K) = n we can define a topological linear isomorphism
ϕ : E → Rn ⊕X
which is the inverse of an isomorphism of the form
ϕ : (a, x)→ σ(a) + x.
Then
E ⊕ F → (Rn ⊕X)⊕ (RN ⊕X)
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defined by
(e, h)→ (ϕ(e), φ(h))
defines a Banach space bundle map which pushes f forward to a map g
with g(0, 0) = (0, 0) and dg(0, 0)(a, b) = (0, b). If P : RN ⊕ X → X is the
projection, then the map
(a, x)→ Pg(a, x) =: x− B(a, x)
has the property that for every ε > 0 we have that
‖B(a, x)− B(a, y)‖ ≤ ε · ‖x− y‖
for all (a, x) and (a, y) close enough to 0. So the fact that f is smooth and
has a Fredholm derivative gives a certain normal form after a suitable change
of variables, which in our case was quite trivial, namely linear in the base
and in the fiber.
In the applications to SFT and the other mentioned theories one can
bring the occurring nonlinear elliptic differential operators even at bubbling-
off points (modulo filling*) via sc-smooth coordinate changes in a similar
form, in fact by quite conceptual methods, which are explained in [17] for
Gromov-Witten theory, and in [30] for the operators in SFT. It is important
to note that if f is sc-smooth so that f(0) = 0 and Df(0) is sc-Fredholm,
it is generally not true that after a change of coordinates f can be pushed
forward to an element which belongs to Cbasic.
As shown in [23], basic germs admit something like an infinitesimal smooth
implicit function theorem near 0 (this is something intrinsic to sc-structures)
which for certain maps can be ‘bound together’ to a local implicit function
theorem. To explain this, assume that U ⊂ E is an open neighborhood of
0 and f : U → F is an sc-smooth regularizing map satisfying f(0) = 0
and Df(0) is a surjective sc-Fredholm operator. Viewing f as a section
of U ⊳ F → U assume that near every smooth point x and for a suitable
sc+-section with s(x) = f(x) the germ [f − s, x] is conjugated to a basic
germ. Under these conditions there is a local implicit function theorem near
0 which guarantees a local solution set of dimension being the Fredholm in-
dex of Df(0) at 0 and in addition guarantees a natural manifold structure
on this solution set.
*This is a crucial concept in the polyfold theory and will be explained shortly.
24
The infinitesimal implicit function theorem refers to the following phe-
nomena for basic germs. If f ∈ Cbasic, then Pf(a, w) = w−B(a, w), where B
is a family of contractions on every level m near (0, 0). Hence, using Banach’s
fixed point theorem we find a germ δm solving δm(a) = B(a, δm(a)) on level
m for a near 0. By uniqueness a solution on level m also solves the problem
on lower levels. This implies that we have a solution germ a → (a, δ(a)) of
Pf(a, w) = 0. The infinitesimal sc-smooth implicit function theorem gives
the nontrivial fact that the germ
δ : O([0,∞)k × Rn−k, 0)→ (W, 0)
is an sc-smooth germ.
In summary, as we shall discuss in more detail later, if we have a reg-
ularizing sc-smooth section which around every smooth point is conjugated
mod a suitable sc+-section to a basic germ, then the ’infinitesimal’ implicit
function theorems around points y near x, combine together to give a ‘local’
implicit function theorem near a point x where the linearization is surjective.
3.2 Sc-Fredholm Sections
Assume next that p : K → O is a strong local bundle, i.e. (K,C ⊳ F,E ⊳ F )
is a local strong bundle model. Suppose f is a germ of an sc-smooth section
near a smooth point x ∈ O, which we write as f : O(O, x)→ K and if there
is no possibility of confusion we shall write [f, x].
Definition 3.3. A filling for the germ [f, x] consists of the following
data.
(1) An sc-smooth germ f¯ : O(C, x)→ F .
(2) A choice of strong bundle retraction R : U ⊳ F → U ⊳ F such that K is
the image of R.
Viewing f as a map O → F such that φ(y)f(y) = f(y), where R(y, h) =
(r(y), φ(y)h) we assume that the data satisfies the following properties:
(1) f¯(y) = f(y) for all y ∈ O near x.
(2) f¯(y) = φ(r(y))f¯(y) for y near x in U implies that y ∈ O.
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(3) The linearisation of the map
y → (Id− φ(r(y)))f¯(y)
at x restricted to the ker(Dr(x)) defines a linear topological isomor-
phism ker(Dr(x))→ ker(φ(x)).
The germ [f, x] is said to be fillable provided there exists a germ of strong
bundle map Φ, covering a local sc-diffeomorphism ϕ, so that the push-forward
germ [Φ∗(f), ϕ(x)] has a filling. A filled version of [f, x] is an sc-smooth
germ [g¯, x¯] obtained as a filling of a suitable push-forward.
If [f, x] has a filling [f¯ , x] the local study of f(y) = 0 with y ∈ O near x
is equivalent to the local study of f¯(y) = 0 where y ∈ U close to x. Let us
note that if f(x) = 0 the linearisation f ′(x) : TxO → Kx has the same kernel
as f¯ ′(x) : TxU → Fx and the cokernels are naturally isomorphic.
If f is an sc-smooth section of a strong M-polyfold bundle p : W → X
and x is a smooth point we say that the germ [f, x] admits a filled version,
provided a local coordinate representation of [f, x] admits a filled version as
defined in the previous definition. We always may assume that the filled
version has the form g : O(C, 0)→ F .
Now we come to the crucial definition.
Definition 3.4. We call the sc-smooth section f of an M-polyfold bundle
p : W → X an sc-Fredholm section, provided f is regularizing and around
every smooth point x the germ [f, x] has a filled version [g, 0] so that for a
suitable germ of sc+-section s with s(0) = g(0) the germ [g−s, 0] is conjugated
to an element in Cbasic. We denote the collection of all sc-Fredholm sections
of p by F(p)
Remark 3.5. An sc-Fredholm section according to the above definition
is slightly more general than the sc-Fredholm sections defined in [23]. An ad-
ditional advantage of the current definition is the stability result that given
an sc-Fredholm section for p : W → X and an sc+-section s, then f + s is an
sc-Fredholm section for p : W → X . With the version given in [23] one can
only conclude that f+s is an sc-Fredholm section of p1 :W 1 → X1. In appli-
cations the difference is only ’academic’. However, as far as a presentation is
concerned this new version is more pleasant. This more general version will
be implemented in [17, 18] and (conjecturally) even further improvements
will be implemented in [19, 20].
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The following stability result is crucial for the perturbation theory and
rather tautological*.
Theorem 3.6 (Stability). Let p : W → X a strong bundle over the
M-polyfold X. Then given f ∈ F(p) and s ∈ Γ+(p) we have f + s ∈ F(p).
Fredholm sections allow for an implicit function theorem. We begin with
the case without boundary.
Theorem 3.7. Assume that p : W → X is a strong M-polyfold bundle,
f a sc-Fredholm section and x a smooth point such that f(x) = 0 and f ′(x) :
TxX → Wx is surjective. Then the solution set near x carries in a natural
way the structure of a smooth manifold with dimension being the Fredholm
index of f ′(x). In addition there exists an open neighborhood V of x, so that
for every y ∈ V with f(y) = 0 the linearisation f ′(y) is surjective. Moreover,
its kernel can be identified with the tangent spaces of the solution set at y.
Next we start with the preparations for the boundary case. Simple ex-
amples already show that the situation can be subtle. Recall the Definition
2.26 of a linear subspace being in good position to a partial quadrant.
Assume thatX is an M-polyfold (with boundary with corners) and x ∈ X
a smooth point. The geometry of X near x is reflected in parts by the
degeneracy index d : X → N. If x ∈ ∂X , then one might expect that the fact
that x is a boundary point has a linearized version in TxX in the sense that
there is a partial quadrant Cx ⊂ TxX so that the properties of 0 ∈ TxX in
Cx reflect those of x ∈ X . This is indeed true, see [23]. Namely consider all
sc-smooth paths τ : [0, 1]→ X starting at x and take the closure of the set of
all τ ′(0), which will define Cx. Now considering Cx ⊂ TxX we can talk about
closed linear subspaces of TxX in good position to Cx. The degeneracy of
0 ∈ Cx is precisely dX(x).
In the boundary case we have the following version of the implicit function
theorem.
Theorem 3.8. Assume that p : W → X is a strong M-polyfold bundle
and f an sc-Fredholm section. Assume that x ∈ X is a smooth point satis-
fying f(x) = 0 and f ′(x) is surjective. If the kernel N of f ′(x) is in good
*In the set up of [23] it was a nontrivial theorem. However, some of the burden is now
moved to the implicit function theorem.
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position to Cx, the solution set M of f = 0 near x carries in a natural way
the structure of a smooth manifold with boundary with corners. For solutions
y ∈ M near x the linearisations f ′(y) are also surjective and their kernels
are also in good position to Cy.
We refer the reader to [23] for additional results and their proofs.
3.3 Perturbations and Transversality
Of course, like in the classical situation, a Fredholm section does not need to
be generic enough so that the previous results apply. However, they can be
brought into general position by perturbations through sc+-sections.
It is now important to understand what happens if we perturb a proper
Fredholm section. Under which condition can we make sure that the per-
turbed section is again proper? In order to formulate some results we need
some auxiliary structures*.
An important metric concept is that of an auxiliary norm.
Definition 3.9. An auxiliary norm N for the strong M-polyfold bundle
p : W → X consists of a continuous map N : W0,1 → [0,∞) with the property
that the restriction of N to every fiber (W0,1)x is a complete norm.
Using a continuous partition of unity on X one can construct an auxiliary
norm, see [23] for the construction of auxiliary norms with additional useful
properties.
We note the following useful lemma.
Lemma 3.10. Assume that p : W → X is a strong M-polyfold bundle and
K ⊂ X a compact subset. Given two auxiliary norms N1 and N2 there exists
an open neighborhood U of K and a constant c > 0 such that
c ·N1(h) ≤ N2(h) ≤ c
−1 ·N1(h)
*In [23] we introduced the notion of mixed convergence and that of an auxiliary norm.
The definition of an auxiliary norm involves the notion of mixed convergence and the
latter requires that the fibers of W0,1 are reflexive. Though this is convenient in concrete
applications an inspection of the proof shows that for compactness assertions the notion
of mixed convergence can be avoided and the definition of auxiliary norm can be simpli-
fied. We give the updated version in the present paper and comment on the necessary
modifications.
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for all h ∈ W0,1 with p(h) ∈ U .
A modification of the proof from [23] gives the following theorem.
Theorem 3.11. Assume that p : W → X is a strong polyfold bundle,
f an sc-Fredholm section of p, and N an auxiliary norm. Then for every
smooth point q ∈ X there exists an open neighborhood U(q) ⊂ X so that every
sequence (xk) ⊂ U(q) satisfying lim infk→∞N(f(xk)) ≤ 1 has a convergent
subsequence.
We note the following consequence of the theorem.
Remark 3.12. The open neighborhood U(q) guaranteed by Theorem
3.11 has the property that the set of points {x ∈ U(q) | N(f(x)) ≤ 1}
is compact.
Theorem 3.11 is an important input for the perturbation theory of proper
Fredholm sections.
Definition 3.13. An sc-smooth section f is said to be proper provided
the solution set S := {x ∈ X | f(x) = 0} is compact in X.
Using the regularizing property of a Fredholm section, it follows that
S ⊂ X∞. So one might ask whether S is a compact subset of X∞ with
its finer topology. This is indeed true, but requires a proof which in fact
uses strongly that a filled version has around every smooth point a germ
conjugated to a basic germ, see [23].
Proposition 3.14. If f is a proper sc-Fredholm section of p : W → X,
then the subset {x ∈ X | f(x) = 0} of X∞ is compact in X∞.
Finally we arrive at an important result, which again is a consequence of
Theorem 3.11, and which guarantees compactness for certain perturbations
of an sc-Fredholm section.
Theorem 3.15. Let p : W → X be a strong bundle over the M-polyfold
X, equipped with an auxiliary norm N . Finally let f be a proper sc-Fredholm
section. Then there exists an open neighborhood U of S = {x ∈ X | f(x) = 0}
in X so that for every s ∈ Γ+(p) with support in U , satisfying N(s(x)) ≤ 1
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for all x ∈ X, the section f + s is proper.
Using the compactness of S and the local compactness the result is quite
obvious. We can cover S with finitely many open sets U(q1), . . . , U(qn), where
each set has the property guaranteed by the local compactness theorem. Let
U be their union and s an sc+-section with support in U and N(s(x)) ≤ 1.
Next consider a sequence (xk) of solutions of f(xk) + s(xk) = 0. First of all
(xk) has to be a subset of U . Further we see that N(f(xk)) = N(s(xk)) ≤
1 implying that N(f(xk)) ≤ 1. After perhaps taking a subsequence we
may assume that xk ∈ U(qi) for some i. The local compactness theorem
now guarantees, that after taking a suitable subsequence, we may assume
without loss of generality that xk → x. From the regularizing property and
f(xk) = −s(xk) we conclude that (xk) ⊂ X∞. Since s(xk) converges in W0,1
to s(x) we deduce from the normal form of f that xk converges in X1 which
in turn gives that s(xk) converges in W1,2. Boot-strapping our way up we see
that (xk) converges in X∞. This, in particular, implies that f + s is proper
sc-Fredholm section. Hence, if s has support in U and N(s(x)) ≤ 1, then
f + s is a proper sc-Fredholm section in F(p).
Definition 3.16. A pair (U,N), where U is an open neighborhood of
the compact solution set S = {x ∈ X | f(x) = 0} of a proper sc-Fredholms
section, and N an auxiliary norm, which has the properties stated in Theorem
3.15, is said to control compactness for f .
Having dealt with the compactness issue we turn our attention to transver-
sality questions. If we want to associate to a proper sc-Fredholm section an
invariant we need to be able to bring the section into a sufficient general
position*.
Here we only discuss the situation without boundary and refer the reader
for the general discussion to [23] and [24].
Theorem 3.17. Let p : W → X be a strong bundle over the M-polyfold
X, which is assumed not to have a boundary. Further, f is a proper sc-
*The wording has been chosen carefully here. For example for Gromov-Witten theory
one might read it as ”general position”. In SFT there are many internal relationships
between infinitely many different sc-Fredholm sections on polyfolds with boundaries to be
preserved and one cannot keep those, if one wants to bring the sections into a ”general
position”. However, one can bring them into a position which still is sufficiently general,
keeping the internal relationships.
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Fredholm section and N an auxiliary norm. Assume that U is an open
neighborhood of {f = 0} so that (U,N) controls compactness. Then the
following holds.
(1) Given ε ∈ (0, 1) there exists a sc+-section s with support in U and
satisfying N(s(x)) < ε for all x so that f + s ∈ F(p) has a surjective
linearisation at every solution x of f(x) + s(x) = 0. In particular, the
solution set has in a natural way the structure of a compact smooth
manifold.
(2) Given two such perturbations s0 and s1 as descried in (1) and viewing f
as a section of W → [0, 1]×X, there exists an sc+-section s(t, x) of the
latter, with support in [0, 1]×U interpolating between s0 and s1, so that
the sc-Fredhom section of W → [0, 1]×X, defined by (t, x) → f(x) +
s(t, x) is in transversal position to the zero section, and its solution
set is a smooth compact manifold with boundary defining a cobordism
between S0 and S1, where Si = {x ∈ X | f(x) + si(x) = 0}.
Remark 3.18. A slightly more general result can be proved, assuming
that we start with two different pairs (Ui, Ni) controlling compactness and
associated sc+-sections, which are as described in the theorem. Then one can
construct first a connecting section for which compactness is assured, and
then take a small perturbation to make it generic. The details are basically
similar as in the proof of the above theorem.
Remark 3.19. One of the results concerning the boundary case, given
in [23], states that one can bring the solution set into general position to
the boundary. This, in particular, implies that the solution set is a manifold
with boundary with corners, see [23] for the M-polyfold version and [24] for
the polyfold version.
We finish this section by introducing the notion of a differential form for
M-polyfolds.
Definition 3.20. An sc-differential k-form on the M-polyfold X is
an sc-smooth map ω : ⊕kTX → R which is separately linear in each argu-
ment and skew-symmetric. We denote the space of all forms (any degree) by
Ω∗(X).
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One can define an exterior derivative d and observes that dω is a differ-
ential (k + 1)-form on X1. For practical purposes we need a space of forms,
which is mapped via d into itself. For this we observe that the inclusion
map X i+1 → X i defines via pull-back a map Ω∗(X i) → Ω∗(X i+1). We de-
note by Ω∗∞(X) the direct limit and call its elements differential forms
on X∞. Then d maps this space into itself and satisfies d
2 = 0. We can
define therefore deRham cohomology groups. It is trivial to develop an in-
tegration theory over submanifolds of M-polyfolds so that Stokes’ theorem
holds. What is less trivial, see [26], is that this integration theory can be
extended to much more complicated subsets which occur as solution sets of
the Fredholm theory in polyfolds, which we describe in the next section.
Let us recall that in the classical Fredholm theory we can consider ori-
entable and oriented Fredholm sections. This is defined by means of an
orientation of an associated line bundle, called the determinant bundle, see
[5]. For these constructions it is important that the linearized operators de-
pend continuously on the points where they were linearized. This is not true
in our case. However, as shown in [29], the construction can still be carried
through. Assume that E → X is a strong bundle over the M-polyfold X
and f a Fredholm section. Give a smooth point x ∈ X one can consider an
sc+-section s with f(x) = s(x) defined near x. Then the natural linearization
of the section f − s at x is an sc-Fredholm section. Of course, (f − s)′(x)
depends on s. Nevertheless, two different choices of s result in two Fredholm
operators differing by a linear sc+-operator. In particular, the space of all
such linearizations is an affine space of sc-Fredholm operators. Doing the
above for all x we obtain a bundle whose fibers over x are convex spaces
of sc-Fredholm operators. If the determinant of one operator over a fixed
x has been oriented, all the others carry a natural orientation. An orienta-
tion for f consists of a continuously varying (in x) orientation for all these
Fredholm operators*. An sc-Fredholm section f of E → X equipped with
an orientation is called an oriented Fredholm section. Observe that in the
case of transversality the solution set f−1(0) of such a section has a natural
orientation.
For example we have the following result, see [23] for more results.
Theorem 3.21. Let E → X be a strong bundle over the M-polyfold X
and f a proper oriented Fredholm section. We assume that X admits sc-
*As pointed out there are some subtleties.
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smooth partition of unity* and ∂X = ∅. Then there exists a linear map
Φf : HdR(X)→ R
characterized by the fact that for a sufficiently small generic perturbation s
(defined via a pair (U,N)) we have
Φf ([ω]) =
∫
(f+s)−1(0)
ω.
The integral is defined to be 0 if the dimensions do not match.
4 Fredholm Theory in Polyfolds
In this section we generalize the previous discussion to a level which is needed
for the applications we have in mind. We illustrate the ideas by highlighting
some of the issues in the construction of Gromov-Witten invariants. Full
details are given in [17] and [27].
4.1 Motivation via Gromov-Witten
The following discussion is a slight modification from [17]. We shall describe
first a second countable paracompact space Z, which is the space of stable
curves (not necessarily pseudoholomorphic) in a symplectic manifold, where
the underlying maps have a certain Sobolev regularity. As it turns out this
space carries ‘some kind of’ sc-smooth structure. However, the situation is
slightly more complicated, since the elements in Z are in fact isomorphism
classes of objects. In order to introduce a smooth structure, one has to keep
track of self-isomorphisms of objects which makes it necessary to generalize
the discussion from the previous section.
Let (Q, ω) be a compact symplectic manifold without boundary. We
consider maps defined on Riemann surfaces with images in (Q, ω) having
various regularity properties. We shall write
u : O(S, x)→ Q
for a mapping germ defined on a Riemann surface S near x.
*The sc-smooth partition of unity is needed to guarantee a sufficiently supply of sc+-
sections. The is for example guaranteed if E0 is a Hilbert space.
33
Definition 4.1. Let m ≥ 2 be an integer and ε > 0. We say a germ
of continuous map u : O(S, x) → Q is of class (m, ε) at the point x if for a
smooth chart φ : U(u(0)) → R2n mapping u(0) to 0 and holomorphic polar
coordinates σ : [0,∞)× S1 → S \ {x} around x, the map
v(s, t) = φ ◦ u ◦ σ(s, t)
which is defined for s large, has partial derivatives up to order m, which
weighted by eεs belong to L2([s0,∞)× S
1,R2n) if s0 is sufficiently large. We
say the germ is of class m around a point z ∈ S provided u is of class Hmloc
near z.
We observe that the above definition does not depend on the choices
involved, like charts and holomorphic polar coordinates.
We consider now tuples α = (S, j,M,D, u), where (S, j,M,D) is a noded
Riemann surface with ordered marked points M and nodal pairs D, and
u : S → W is a continuous map.
Definition 4.2. A noded Riemann surface with marked points
is a tuple (S, j,M,D), where (S, j) is a closed Riemann surface, M ⊂ S a
finite collection of ordered marked points, and D is a finite collection of
un-ordered pairs {x, y} of points in S, called nodal pairs, so that x 6= y and
two pairs which intersect are identical. The union of all {x, y}, denoted by
|D| is disjoint from M . We call D the set of nodal pairs and |D| the set of
nodal points.
The Riemann surface S might consist of different connected components
C. We call C a domain component of S. The special points on C are the
points in C∩(M∪|D|). We say that (S, j,M,D) is connected, provided the
topological space S¯ obtained by identifying x = y in the nodal pairs {x, y} ∈
D is connected. With our terminology it is possible that (S, j,M,D) is
connected but on the other hand S may have several connected components,
i.e. its domain components.
Next we describe the tuples α in more detail.
Definition 4.3. We say that α = (S, j,M,D, u) is of class (m, δ) pro-
vided the following holds, here m ≥ 2 and δ > 0.
(0) The underlying topological space obtained by identifying the two points
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in any nodal pair is connected*.
(1) The map u is of class (m, δ) around the points in |D| and of class m
around all other points in S *.
(2) u(x) = u(y) for every nodal pair {x, y} ∈ D.
(3) If a domain component C of S has genus gC and nC special points so
that 2 · gC + nC ≤ 2, then
∫
C
u∗ω > 0.
We call two such tuples (S, j,M,D, u) and (S ′, j′,M ′, D′, u′) equivalent if
there exists a biholomorphic map φ : (S, j,M,D)→ (S ′, j′,M ′, D′) with
u′ ◦ φ = u.
An equivalence class is called a (connected) stable curve of class (m, δ).
An α is called a stable map. Hence a stable curve is an equivalence class
of stable maps. Requirement (3) is called the stability condition.
Next we introduce the space Z which later will be equipped with the
polyfold structure.
Definition 4.4. Fix a δ0 ∈ (0, 2π). The collection of all equivalence
classes [α] of tuples α of class (3, δ0) is called the space of stable curves
into Q of class (3, δ0) and is denoted by Z, or by Z
3,δ0(Q, ω).
The set Z has a natural topology. More precisely:
Theorem 4.5. Given δ0 ∈ (0, 2π) the space Z
3,δ0(Q, ω) has a natural
second countable paracompact topology.
We refer the reader to [17, 27] for more detail.
Assume next that a compatible almost complex structure J has been
fixed for Q. We consider tuples (S, j,M,D, u, ξ), where (S, j,M,D, u) is as
just described and ξ(z) : TzS → Tu(z)Q is complex anti-linear for the given
structures j and J . Further we assume that ξ has Sobolev regularity H2
away from the nodal points. At the nodal points we assume it to be of
*For certain applications one would allow non-connected (S, j,M,D).
*For certain applications it is useful to require the map u around the points in M to
be of class (m, δ) as well. This, however, requires only minor modifications.
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class (2, δ0). To make this precise, pick a nodal point x and take positive
holomorphic polar coordinates around x, say σ(s, t) with x = lims→∞ σ(s, t).
Then take a smooth chart φ around u(x) with ϕ(u(x)) = 0. Finally consider
(s, t)→ pr2 ◦ Tϕ(u(σ(s, t)))ξ(σ(s, t))(
∂σ(s, t)
∂s
),
which we assume for large s0 to be in H
2,δ0([s0,∞)×S
1,R2n). The definition
of the decay property does not depend on the choice of σ and ϕ. The previ-
ously defined notion of equivalence for stable maps extends to these tuples.
Denote the collection of all these by W = W 2,δ0 . One can equip this space
with a natural second countable paracompact topology so that we have, in
particular, the natural surjective and continuous map
p : W → Z : [S, j,M,D, u, ξ]→ [S, j,M,D, u].
As we shall see p can be equipped with the structure of a so-called strong
polyfold bundle. Further, the natural section ∂¯J defined by
∂¯J([S, j,M,D, u]) = [S, j,M,D, u, ∂¯J,j(u)]
defines a (polyfold-) Fredholm section, which on every connected component
of Z is proper. The details are provided in [17, 27]. In the next subsection we
shall describe the polyfold theory. We start however with some motivation
coming from the current example.
Motivation for the polyfold construction: Consider the category C
whose objects are the tuples α = (S, j,M,D, u). This is a very large category,
which is not even a set. Next we define morphisms as follows. A morphism
Φ : α → α′ is a tuple (α, φ, α′), where φ : (S, j,M,D) → (S ′, j′,M ′, D′) is a
biholomorphic map preserving the ordered marked points M and the nodal
pairs, so that in addition u′ ◦φ = u. If we call two objects equivalent if there
is a morphism between them we obtain the orbit space |C| = C/ ∼. The
latter is by our definition precisely Z, which is a set.
The good thing about C compared to Z is that we keep track of the
symmetries, the bad thing (among others) is that C is too big. The first idea
is now to ‘weed’ out a lot of objects so that we obtain a small category, i.e. the
objects and morphisms form a set. Of course, we insist that the associated
orbit space is still Z. The ‘weeding out’ has to be done cleverly. Namely we
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want to be able to define a topology on the set of objects which gives us a
notion about closeness of two objects or two morphisms (Note that we talk
about closeness of two objects and not about the closeness of two equivalence
classes!). If that has been achieved we even try more, namely to define M-
polyfold structures on the topological spaces of objects and morphisms so
that the natural operations in the category become smooth. This will lead to
the notion of an ep-groupoid (or polyfold groupoid), which can be viewed as a
generalization of an atlas of an M-polyfold. The above, suitably modified can,
of course, be also used to motivate orbifolds and e´tale proper Lie groupoids.
In fact, ep-groupoids can be viewed as the M-polyfold generalization of e´tale
proper Lie groupoids.
4.2 Polyfold Groupoids and Polyfolds
The following material is discussed in detail in [17, 24]. The reader should
note that in some sense we generalize the notion of an e´tale proper Lie
groupoid to the differential geometry based on local sc-models. As such
we generalize ideas described in [39], which go back to ideas presented in
[13, 14, 15].
A groupoid G is a small category, where every morphism is invertible.
Recall that a category is small, provided the class of objects as well as mor-
phisms is a set. In the future we shall denote the groupoid as well as its
object set by G and the morphism set by G. From the category structure
we have five structure maps. The source- and target maps t, s : G → G
associating to a morphism its source and target, respectively. Then there
is the inversion map i : G → G, the 1-map G → G : x → 1x and the
multiplication map m : Gs×tG→ G; (φ, ψ)→ φ ◦ ψ.
In the following by an M-polyfold we mean an sc-smooth space which is
build on neat local sc-models. Of course, a subcase is that where we do not
have a boundary with corners.
Definition 4.6. An ep-groupoid, also called polyfold groupoid, con-
sists of an groupoid X where the object and morphism sets carry M-polyfold
structures, so that the following holds.
(1) The source and target maps are surjective local sc-diffeomorphisms. In
particular, the fibered product Xs×tX has a natural M-polyfold struc-
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ture*.
(2) The structure maps i : X → X, u : X → X and m : Xs×tX → X are
sc-smooth.
(3) Every point x ∈ X has an open neighborhood U = U(x) so that
t : s−1(U) → X is proper*. (Using that the inversion map is an sc-
diffeomorphism one can interchange the role of s and t in this defini-
tion.)
Given an ep-groupoid X we can define its orbit space |X| by calling
two points x and y in X equivalent providing there exists a morphism φ :
x→ y. We equip |X| with the quotient topology. Clearly |X| has a filtration
|X|m := |Xm| by nested topological spaces.
There is an important structural statement about the local geometry of
an ep-groupoid which is proved in [24] and is a generalization of a similar
fact in the theory of Lie groupoids in [39].
Theorem 4.7. Given an ep-groupoid X and x ∈ X, there exist an open
neighborhood U ⊂ X of x, a group homomorphism
ϕ : Gx → Diffsc(U), g 7→ ϕg,
and an sc-smooth map
Γ : Gx × U → X
having the following properties.
• Γ(g, x) = g.
• s(Γ(g, y)) = y and t(Γ(g, y)) = ϕg(y).
• If h : y → z is a morphism with y, z ∈ U , then there exists a unique
g ∈ Gx with Γ(g, y) = h.
*It can be shown that Xs×tX has in a natural way an M-polyfold structure since t and
s are local sc-diffeomorphisms.
*The usual definition of properness as defined in the context of Lie groupoids cannot
be carried over to our possibly infinite-dimensional case.
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In particular, every morphism between points in U belongs to the image
of the map Γ. We call ϕ : Gx → Diffsc(U) a natural representation of the
stabilizer Gx.
To continue the discussion we need the following definition.
Definition 4.8. A functor F : X → Y between two ep-groupoids is sck,
provided the induced map between the object and morphism M-polyfold is sck.
Let us observe that an sck-functors induces an sc0-map between the orbit
spaces |F | : |X| → |Y |.
Let us denote for x ∈ G by G(x) the isotropy group of x. It consists of
all morphisms φ : x→ x. Observe that for an ep-groupoid G every isotropy
group is finite. This is an immediate consequence of the properness condition
and the fact that the source and target maps are local sc-diffeomorphisms.
Definition 4.9. Let X and Y be two polyfold groupoids. An equiva-
lence F : X → Y is a functor satisfying the following
(1) F is a local sc-diffeomorphism on objects.
(2) F induces a sc-homeomorhism |F | : |X| → |Y |.
(3) For every x ∈ G the functor F induces a bijection between the isotropy
groups G(x) and G(F (x)).
Remark 4.10. Equivalences are in general not invertible as functors.
However, this picture will improve when we pass to some category with the
same objects in which these equivalences can be inverted. At the moment we
consider the category which has as objects the polyfold groupoids and the sc-
smooth functors as morphisms. If we view an ep-groupoid as a generalization
of an atlas we would like for example that a refinement of an atlas is an
isomorphic object. An equivalence can be viewed as the generalization of
such a refinement. However, as we have seen it is not invertible in general.
Using a standard construction from category theory, [11], it is always possible
to invert a given family of arrows, by keeping the objects, and by only making
a minimal amount (depending on the original family of arrows) of ”structural
damage” to the category. The concrete realization of this procedure in our
category has a simple description, which we will describe later and where we
follow the ideas from the Lie groupoid case, see [39]. See [11] for the general
theory.
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We want to relate two polyfold groupoids and introduce the notion of
a common refinement, which in some sense generalizes the idea that two
(compatible) atlases on a manifold have a common refinement.
Definition 4.11. Let X and X ′ be two polyfold groupoids. A common
refinement consists of a third polyfold groupoid X ′′ and equivalences F :
X ′′ → X and F ′ : X ′′ → X ′.
An important observation is that this defines an equivalence relation.
Proposition 4.12. The notion of having a common refinement is an
equivalence relation.
We need the notion of natural equivalence in our category of polyfold
groupoids.
Definition 4.13. Two sc-smooth functors F,G : X → Y between the
same pair of polyfold groupoids are called naturally equivalent provided
there exists an sc-smooth map τ : X → Y associating to an object x ∈ X a
morphism τ(x) : F (x) → G(x) which is natural in the sense that for every
h : x→ x′ in X the identity
τ(x′) ◦ F (h) = G(h) ◦ τ(x)
holds. The map τ is called a natural transformation.
Let us observe that two naturally equivalent functors induce the same
maps |F | and |G| between the orbit spaces. We also observe that natural
equivalence is an equivalence relation.
As we already mentioned before, we would like to construct a new cat-
egory in which equivalences are invertible. In order to do so we consider
diagrams
d : X
F
←− A
Φ
−→ Y,
where X , A and Y are polyfold groupoids, F is an equivalence and Φ an
sc-smooth functor. Such a diagram will, as we shall see, be a representative
of a morphism between X and Y . Let us call such a diagram d a diagram
from X to Y . We observe that such a diagram induces an sc0-map |d| defined
by
|d| = |Φ| ◦ |F |−1 : |X| → |Y |.
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In a first step we define the notion of a refinement of such a diagram.
Definition 4.14. Assume that d : X
F
←− A
Φ
−→ Y is a diagram from X to
Y . A diagram d′ : X
F ′
←− A′
Φ′
−→ Y from X to Y will be called a refinement
of d if there exists an equivalence H : A′ → A such that F ◦ H and F ′ are
naturally equivalent and Φ ◦H and Φ′ are naturally equivalent. Let us write
H : d′ → d if d′ refines d via the equivalence H ′ : A′ → A.
Here are two remarks:
Remark 4.15.
(1) Trivially, if d′ refines d, the induced maps |d| and |d′| are the same.
(2) If d′ refines d, and d′′ refines d′, then d′′ refines d.
It is clear what it means that two diagrams d and d′ from X to Y have a
common refinement. The crucial observation is the following proposition.
Proposition 4.16. Assume that d, d′ and d′′ are diagrams from X to
Y . Assume that d and d′, and d′ and d′′ have common refinements. Then d
and d′′ have a common refinement.
As a consequence of the proposition we see that saying the two diagrams
from X to Y have a common refinement defines an equivalence relation.
Definition 4.17. The equivalence class [d] of a diagram from X to Y is
called a generalized map.
By a previous discussion, we know that there is a well-defined map |[d]| :=
|d| : |X| → |Y | associated to such an equivalence class.
Let us note that if [d] : X → Y and [e] : Y → Z are generalized maps,
there is a well-defined composition [e]◦ [d] := [f ], where f is suitably defined.
The construction is nontrivial, see [24], and needs the construction of weakly
fibered products in the category of ep-groupoids. Of course, the construction
is known in the Lie groupoid context.
At this point, the category of interest to us, is the category where the
objects are polyfold groupoids and the morphisms are generalized maps, i.e.
equivalence classes of diagrams. The original category with the same objects,
but the sc-smooth functors as morphisms, maps into this new category as
the identity on objects, and on morphisms, by mapping an sc-smooth functor
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Φ : X → Y to the equivalence class of the diagram
X
Id
←− X
Φ
−→ Y.
If we start with an equivalence F : X → Y the associated diagram dF has
an equivalence class [dF ] which is inverted by the equivalence class of the
diagram Y
F
←− X
Id
−→ X . In particular, any diagram X
F
←− Y
F
−→ X , where F
is an equivalence represents the identity morphism of X .
Definition 4.18. A generalized map [d] : X → Y is said to be strongly
invertible (s-invertible for short) if there exists a representative d of the
form X
F
←− A
G
−→ Y with F and G being equivalences.
Now we can define the notion of a polyfold structure.
Definition 4.19. A polyfold structure on a metrizable space Z is
a pair (X, β), where X is a polyfold groupoid and β : |X| → Z a home-
omorphism. Two polyfold structures (X, β) and (X ′, β ′) on Z are equiva-
lent provided there exists an s-invertible generalized map [d] : X → X ′ with
β ′ ◦ |d| = β. A metrizable space equipped with an equivalence class of polyfold
structures is called a polyfold.
Given a polyfold Z and (X, β) being one of the defining structures, we
call X a model for Z.
Let us observe that a polyfold Z has a degeneracy map d : Z → N
defined by d(z) := dX(β
−1(z)), where X is a polyfold groupoid so that (X, β)
defines the polyfold structure. This is independent of the representative since
equivalences preserve the degeneracy index being local sc-diffeomorphisms.
Definition 4.20. Let Z and Z ′ be two polyfolds with polyfold structures
defined by (X, β) and (X ′, β ′), respectively. An sc-smooth map f : Z → Z ′,
is an equivalence class of pairs [(f, [d])], where [d] : X → X ′ is a generalized
map so that β ′ ◦ |d| = f ◦ β. It is clear what the notion of equivalence is.
So considering an sc-smooth map f : Z → Z ′ is equivalent to considering
an sc-smooth functor Φ : A → X ′ for suitable ep-groupoids A and X ′.
Indeed, if (X, β) is the model for Z and (X ′, β ′) for Z ′ and d : X
F
←− A
Φ
−→ X ′
satisfies β ′ ◦ |d| = f ◦ β, then (A, β ◦ |F |) is an equivalent model for Z and
with respect to this model f is represented by Φ : A→ X ′.
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There is a parallel discussion for strong bundles over ep-groupoids or
polyfolds. We refer the reader to [24] for details. A strong bundle over an
ep-groupoid is a strong bundle E → X over the object M-polyfold together
with a certain strong bundle map µ. In order to explain this further, we
observe that the pull-back of p : E → X via s : X → X defines the strong
bundle Xs×pE → X. Then µ is a strong bundle map
Xs×pE → E
covering t : X → X , which is a linear isomorphism in the fibers, so that
writing φ · e := µ(φ, e) we have
1x · e = e
for e ∈ Ex and
ψ · (φ · e) = (ψ ◦ φ) · e.
In other words the morphisms in X are lifted to the fiber. One can construct
from the data E → X and µ a morphism set E for E, which turns E into
an ep-groupoid. In fact E will have the structure of a strong bundle over X.
Then p : E → X will be an sc-smooth functor, see [24] for details.
Given two metrizable spaces and a surjective map p :W → Z, a structure
of a strong polyfold bundle is given by a strong bundle over an ep-groupoid
together with a homeomorphism of the orbits spaces with W and Z preserv-
ing p. As in the polyfold case one defines similarly a notion of equivalence.
Then p : W → Z equipped with an equivalence class of strong bundle struc-
tures is called strong polyfold bundle.
In the case of our example, the Gromov-Witten theory, we have the fol-
lowing. Recall the ”bundle” p : W → Z.
Theorem 4.21. Given a strictly increasing sequence of weights (δk) start-
ing with 0 < δ0 < 2π and staying below 2π, there exists a strong polyfold
bundle structure on p : W → Z, so that ∂¯J is an sc-smooth section.
For a proof see [27].
We need to generalize the notion of a submanifold of an M-polyfold to ep-
groupoids and polyfolds. There are, in fact, many possibilities, for example
one might consider subsets of a polyfold which have a natural orbifold struc-
ture. However, our guiding principle is Fredholm theory and the associated
transversality questions, which seriously restricts the possibilities. Even in
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finite dimension it is not difficult to construct an orbifold bundle for which
all smooth sections will not be transversal to the zero-section. The func-
toriality of a description in the model gives obstructions to transversality.
We can, however, achieve transversality by breaking symmetries. Of course,
this is bad, since it destroys the functorial structure. The best fix for this
is to consider locally a family of problems, so that the family is invariant
under the symmetries. This is the road we take leading us to multi-valued
perturbations. It generalizes some of the work in a more standard setting
of global group actions on Hilbert manifolds in [4], to the categorical setting
of ep-groupoids and polyfolds. We shall introduce the notion of a branched
ep-subgroupoid. It is in some sense the most general type of smooth sub-
set which we can get from a transversally perturbed Fredholm functor using
multisections. In certain situations, i.e. having more knowledge, we can
sometimes expect generic solution sets to have more structure.
For the following, view the set of non-negative rational numbers as a
category with the only morphisms being the identities. We recall a definition
from [26].
Definition 4.22. A branched ep-subgroupoid of dimension n of the
ep-groupoid X is a functor Θ : X → Q+ with the following properties:
(1) The support of Θ, defined by supp(Θ) = {x ∈ X | Θ(x) > 0} is con-
tained in X∞.
(2) Every point x in the support of Θ is contained in an open neighborhood
U = U(x) such that
supp(Θ) ∩ U =
⋃
i∈I
Mi
where I is a finite set and where the Mi are finite-dimensional subman-
ifolds of X of dimension n.
(3) There exist positive rational numbers σi, i ∈ I, such that for y ∈ U we
have
Θ(y) =
∑
{i∈I | y∈Mi}
σi.
(4) The inclusion maps Mi → U are proper.
(5) There is a natural representation of the isotropy group Gx on U .
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Given Θ one can introduce the notion of orientability and orientation.
We refer the reader to [26] for more details.
We can extend the above definition of a branched ep-subgroupoid to poly-
folds, see [26] for all details.
Definition 4.23. A branched suborbifold S of a polyfold Z is a
subset S of Z equipped with a weight function w : S → (0,∞) ∩Q+ together
with an equivalence class of triples (X, β,Θ), where X is an ep-groupoid,
(X, β) a model for Z, and Θ a branched ep-subgroupoid, so that the image
of supp(Θ) under the map x → β(|x|) is S and Θ(x) = w ◦ β(|x|) for all
x ∈ supp(Θ).
The equivalence of tuples (X, β,Θ) is as usual defined via refinements
and equivalences. Again one can define orientatibility and orientation. It
is, of course, done via the overhead using the same notions occurring in the
ep-groupoid case.
In order to define invariants for polyfold Fredholm sections it will be
important to define the notion of a sc-differential form on an ep-groupoid.
We already introduced this notion for M-polyfolds. In the case of an ep-
groupoid X , an sc-differential form is simply an sc-differential form, say ω,
on the object M-polyfold, so that for every morphism φ : x→ y, where x is
at least on level 1, we have
ωy ◦ ⊕kTφ = ωx.
Again we can define Ω∗∞(X) as in the M-polyfold case, except that we also re-
quire the compatibility with morphisms. Then we have an exterior derivative
and can define a version of deRham cohomology
H∗dR(X) and H
∗
dR(X, ∂X),
see [26] for details.
This can be extended to polyfold Z and we obtain the notion of an sc-
differential form on Z∞ and associated deRham groups
H∗dR(Z) and H
∗
dR(Z, ∂Z).
As shown in [26] there is an appropriate integration theory, which al-
lows to integrate sc-differential forms on an ep-groupoid over a branched
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ep-subgroupoid. The naturality of the integration makes it compatible with
equivalences and therefore is defined for branched sub-orbifolds of polyfolds.
In the following Ge denotes the effective part of the automorphism group
G. To explain this call an automorphism φ : x → x non-effective if the
associated t ◦ s−1 is the identity. It is not difficult to show that the non-
effective elements form a normal subgroup Gne so that Ge := G/Gne is a
group called the effective part.
Theorem 4.24 (Canonical Measures). Let X be an ep-groupoid and as-
sume that Θ : X → Q+ is an oriented branched ep-subgroupoid of dimension
n whose orbit space S = |suppΘ| is compact and equipped with the weight
function ϑ : S → Q+ defined by
ϑ(|x|) := Θ(x), |x| ∈ S.
Then there exists a map
Φ(S,ϑ) : Ω
n
∞(X)→M(S,L(S)), ω 7→ µ
(S,θ)
ω
which associates to every sc-differential n-form ω on X∞ a signed finite mea-
sure
µ(S,ϑ)ω ≡ µω
on the canonical measure space (S,L(S))*. This map is uniquely character-
ized by the following properties.
(1) The map Φ(S,θ) is linear.
(2) If α = fτ where f ∈ Ω0∞(X) and τ ∈ Ω
n
∞(X), then
µα(K) =
∫
K
fdµτ
for every set K ⊂ S in the σ-algebra L(S).
(3) Given a point x ∈ suppΘ and an oriented branching structure (Mi)i∈I
with the associated weights (σi)i∈I on the open neighborhood U of x,
*Recall that a smooth manifold admits in a natural way a σ-algebra of measurable sets,
called the Lebesgue σ-algebra. This is a generalization.
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then for every set K ∈ L(S) contained in a compact subset of |suppΘ∩
U |, the µω-measure of K is given by the formula
µω(K) =
1
♯Ge
∑
i∈I
σi
∫
Ki
ω|Mi
where Ki ⊂ Mi is the preimage of K under the projection map Mi →
|suppΘ ∩ U | defined by x→ |x|.
Here
∫
Ki
ω|Mi is the signed measure of the set Ki with respect to the
Lebesgue signed measure associated with the smooth n-form ω|Mi on the
finite dimensional manifold Mi. A similar result holds for the boundary.
Theorem 4.25 (Canonical Boundary Measures). Under the same as-
sumptions as above there exists a map
Φ(∂S,ϑ) : Ω
n−1
∞ (X)→M(∂S,L(∂S)), τ 7→ µ
(∂S,ϑ)
τ
which assigns to every sc-differential (n − 1)-form τ on X∞ a signed finite
measure
µ(∂S,ϑ)τ ≡ µτ
on the canonical measure space (∂S,L(∂S)). This map is uniquely charac-
terized by the following properties.
(1) The map Φ(∂S,ϑ) is linear.
(2) If α = fτ where f ∈ Ω0∞(X) and τ ∈ Ω
n−1
∞ (X), then every K ∈ L(∂S)
has the µα-measure
µα(K) =
∫
K
fdµτ .
(3) Given a point x ∈ suppΘ ∩ ∂X and an oriented branching structure
(Mi)i∈I with weights (σi)i∈I on the open neighborhood U ⊂ X of x, then
the measure of K ∈ L(∂S) contained in a compact subset of |suppΘ ∩
U ∩ ∂X| is given by the formula
µτ (K) =
1
♯Ge
∑
i∈I
σi
∫
Ki
τ |∂Mi
where Ki ⊂ ∂Mi is the preimage of K under the projection map ∂Mi →
|suppΘ ∩ U ∩ ∂X| defined by x 7→ |x|.
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A version of Stokes’ theorem holds.
Theorem 4.26 (Stokes Theorem). Let X be an ep-groupoid and let Θ :
X → Q+ be an oriented n-dimensional branched ep-subgroupoid of X whose
orbit space S = |suppΘ| is compact. Then, for every sc-differential (n− 1)-
form ω on X∞,
µ
(S,ϑ)
dω (S) = µ
(∂S,ϑ)
ω (∂S),
or alternatively, ∫
(S,ϑ)
dω =
∫
(∂S,ϑ)
ω.
The construction is compatible with equivalences between ep-groupoids
giving us the following polyfold version.
Theorem 4.27. Let Z be a polyfold and S ⊂ Z be an oriented compact
branched suborbifold defined by the equivalence class [(X, β,Θ)] and equipped
with the weight function w : S → Q+ ∩ (0,∞). For an sc-differential n-form
τ on Z∞ and K ∈ L(S), we define
∫
(K,w)
τ :=
∫
β−1(K)
dµ(β
−1(S),ϑ)
ω = µ
(β−1(S),ϑ)
ω (β
−1(K)),
where the equivalence class τ is represented by the triple (X, β, ω) and where
the weight function ϑ on β−1(S) = |suppΘ| is defined by ϑ(|x|) = Θ(x).
Then the integral
∫
(K,w)
τ is independent of the representative (X, β, ω) in
the equivalence class. Moreover, if τ is an sc-differential (n − 1)-form on
Z∞, then ∫
(∂S,w)
τ =
∫
(S,w)
dτ.
In the case of our Gromov-Witten example consider the subspace Zg,m
of Z, where g ≥ 0 and m ≥ 0 are integers, consisting of all stable curves
of arithmetic genus g with m marked points. It has an induced polyfold
structure. For this structure one can show that for every 1 ≤ i ≤ m the
evaluation map
evi : Zg,m → Q (1)
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at the i-th marked point is sc-smooth and if 2g +m ≥ 3 then the forgetful
map
σ : Zg,m →M (2)
into the Deligne-Mumford space is sc-smooth as well. The sc-smoothness of
these maps allows us, in particular, to pull-back differential forms on Q and
M to obtain sc-differential forms on Z∞. Gromov-Witten invariants can then
be obtained by wedging such pull-backs together and integrating them over
suitable branched suborbifolds obtained as solution sets of the perturbed ∂¯J ,
which turns out to be a polyfold Fredholm section as discussed below.
4.3 The Fredholm Package for Polyfolds
Let p : W → Z be a strong polyfold bundle and f an sc-smooth section,
which in a suitable model P : E → X is represented by the sc-smooth
section functor F . We say that f is sc-Fredholm if that is true for F . The
section f is said to be proper provided the solution set of f = 0 is compact
in Z or alternatively the orbit space associated to F = 0 is compact.
The section F is functorial and a perturbation theory should be functo-
rial as well. Unfortunately functoriality and transversality are two competing
concepts. The way out of this dilemma, is a perturbation theory which vio-
lates functoriality on the one hand, but tries to be as compatible as possible
with the symmetries. The end result is a multi-valued perturbation theory
incorporating some compatibility with the local symmetries.
We need as before the concept of an auxiliary norm.
Definition 4.28. An auxiliary norm* for the strong polyfold bundle
p : W → Z is a continuous map N : W0,1 → [0,∞), so that there exists
a model P : E → X and an auxiliary norm N∗ for P compatible with the
morphisms, i.e. if φ : h → h′ is a morphism, then N∗(h) = N∗(h′), so that
N ◦ Γ(|h|) = N∗(h). Here Γ : |X| →W is the identifying homeomorphism.
If f is sc-Fredholm, the functor F is sc-Fredholm in the same way as
discussed before. In particular, it has the local compactness property. If
U is an open subset of the ep-groupoid X , then |U | is an open subset of
|X|. Since we can find finitely many (arbitrarily small) open neighborhoods
*It is actually not a norm, but comes from an auxiliary norm on a model.
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whose orbit spaces cover the compact solution set of a proper section f ,
we can use the local compactness property to construct for given auxiliary
norm N∗ a saturated open neighborhood of F = 0, so that (U,N∗) controls
compactness for functorial sc+-sections on the orbit-level, i.e. if s is an sc+-
section (functorial) with N∗(s(x)) < 1 for all x and support in U , then the
solution set S∗ = {x ∈ X | F (x) = s(x)} has the property that S = γ(|S∗|)
is compact in Z.
The main point is now to deal with the issue of transversality in this
functorial context. In general, i.e. without special structures being present
in the problem, we need to use multi-valued perturbations.
We begin by defining an sc+-multisection for a strong bundle over an ep-
groupoid. Let us view Q+ as category only having the identity morphisms.
Definition 4.29. Let P : E → X be a strong bundle over the ep-groupoid
X. An sc+-multisection is a functor Λ : E → Q+, so that for every x ∈ X
there exists an open neighborhood U and finitely many sc+-sections s1, . . . , sk
of E|U with associated rational weights σi > 0 so that:
k∑
j=1
σi = 1 and Λ(e) =
∑
{i | si(P (e))=e}
σi for all e ∈ E|U.
By convention the sum over the empty set is 0. An sc+-multisection for
a strong polyfold bundle p : W → Z is a map W → Q+ together with an
sc+-multisection Λ for a suitable model P : E → X , so that
λ(Γ(|h|)) = Λ(h).
More precisely it is, of course, an equivalence class of such pairs (λ,Λ).
If we have two sc+-multisections λ1 and λ2, represented by Λ1 and Λ2, in
general the representatives Λi might be defined on different strong bundles,
but using a refinement we can pull them back to a common refinement and
may assume that they live on the same model. Then we can define the sum
λ1 ⊕ λ2,
which is represented by Λ1⊕Λ2, where the latter is defined by the convolution
(Λ1 ⊕ Λ2)(h) =
∑
h1+h2=h
Λ1(h1)Λ2(h2).
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We can measure the norm of λ with respect to an auxiliary norm N at a
point z ∈ Z as follows. Take a local representative which comes equipped
with N∗ and Λ. Pick x ∈ X so that γ(|x|) = z and take a local section
structure (si) representing Λ. Then define N(λ, z) to be the maximum of the
values N∗(si(x)). One easily verifies that
N(λ1 ⊕ λ2, z) ≤ N(λ1, z) +N(λ2, z).
Proposition 4.30. If f is a proper sc-Fredholm section of the strong
polyfold bundle p : W → Z, and (N,U) controls compactness, then for an
sc+-multisection λ with N(λ, z) < 1 for all z and support in U , the solution
set
S(f, λ) = {z ∈ Z | λ(f(z)) > 0}
is compact.
In applications the main point is to bring the pair (f, λ) into a sufficiently
general position by slightly perturbing λ. Note that locally the set S(f, λ)
is represented by finitely many problems F (y) = si(y), i = 1, . . . , k, where
y ∈ U(x) and each problem carries a rational weight. Solution counts take
these weights into consideration. Counting of solutions should, of course, be
independent of the particular local section structure.
There is an important fact about the linearized structure at a solution of
Λ(F (x)) > 0. Namely the finite set of linear sc-Fredholm operators obtained
by linearizing all F − si at x, for which F (x) = si(x), is independent of the
choice of the local section structure, see [24]. So we can associate to every
point x which solves Λ(F (x)) > 0 a collection of sc-Fredholm operators. We
write L(x) or L(F,Λ)(x) for this collection.
Now we can generalize certain notions which were previously introduced.
It makes sense, in order to keep the formalism simple, to formulate everything
in terms of (f, λ). But, of course, one has to keep in mind the ’overhead’,
i.e. that everything is defined on the level of models.
Definition 4.31. Let p : W → Z be a strong polyfold bundle and (f, λ)
a pair, where f is an Fredholm section and λ an sc+-multisection. Assume
that P : E → X is a model and (f, λ) is represented by (F,Λ).
(1) The pair (f, λ) is transversal pair at the solution z of λ(f(z)) > 0
provided that all sc-Fredholm operators in L(x) are surjective for a
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representative x ∈ X. If this holds for all solutions we call (f, λ) a
transversal pair.
(2) The pair (f, λ) is in good position at the solution z provided the
operators in L(x) for a representative x ∈ X are surjective and all their
kernel are in good positio to Cx ⊂ TxX. If this holds for all solutions
z we say that (f, λ) is in good position.
We can view part (1) of the definition as a special case of (2). If ∂Z = ∅,
then the part (2) specializes to (1).
The first is a global statement about the solution set of a proper Fredholm
section satisfying (2) (or (1)).
Theorem 4.32. Assume that p : W → Z is a strong polyfold bundle. Let
f be a proper Fredholm section and λ an sc+-multisection so that (f, λ) is in
good position and the solution set S = {z ∈ Z | λ(f(z)) > 0} is compact.
Then the pair (S, λ ◦ f) carries in a natural way the structure of a compact
branched suborbifold of Z with boundary with corners. Moreover, if f is
oriented*, then the branched suborbifold (S, λ ◦ f) is oriented.
The next result says that we can bring a problem into general position if
we allow perturbations by sc+-multisections.
Theorem 4.33. Let p : W → Z be a strong polyfold bundle, where we
assume (for simplicity) that ∂Z = ∅. We assume that Z admits sc-smooth
partitions of unity. Let f be a proper Fredholm section. Assume that (U,N)
is a pair controlling compactness for f . Then for given ε ∈ (0, 1) there exists
an sc+-multisection τ satisfying N(τ) < ε and having support in U , so that
(f, τ) is a transversal pair. In particular, the associated solution set is a
branched suborbifold of Z.
Again it is true that given transversal pairs (f, λ0) and (f, λ1), where both
perturbations are controlled by (Ui, Ni) there exist a family λt, so that view-
ing f as a Fredholm section of W → [0, 1]×Z the pair (f, λt) is transversal,
*Orientability is again defined via the orientability of an determinant bundle, obtained
by linearizing the section. In addition the morphisms are assumed to be compatible with
the orientations. Note that the linearized morphisms define maps between the determi-
nants above the points related by a morphism.
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which moreover has the required compactness properties. Hence we obtain
a cobordism between the previous two solution sets.
Let us come back finally to the Gromov-Witten example. In the Gromov-
Witten context Z has sc-smooth partitions of unity which are needed to
guarantee a sufficient supply of sc+-sections (or corresponding multisections).
Recall the strong bundle p : W → Z over the polyfold of stable curves. As
before we denote by Zg,m the open subset of Z with its induced polyfold
structure consisting of those curves which are connected and have arithmetic
genus g and m marked points.
As shown in [30] (see also [17]), we have
Theorem 4.34. The sc-smooth section ∂¯J of p : W → Z is a polyfold
Fredholm section, which is proper on each connected component of Z and is
naturally oriented*.
The component-wise properness is, of course, a consequence of Gromov’s
compactness theorem, [12]. We can fix a pair (U,N∗) controlling compact-
ness, where U is a suitable open neighborhood of the zero set S of ∂¯J , and
N∗ an auxiliary norm. In view of Theorem 4.33 there are many small pertur-
bations λ of ∂¯J so that (∂¯J , λ) is transversal and its solution set is a naturally
oriented branched sub-orbifold, say S(∂¯J , λ). In view of the integration the-
ory we can integrate sc-differential forms over them. In fact not only those
coming via pull-backs of the evaluation and forgetful map, but any such form
on Z∞ provided the dimension is right.
Theorem 4.35. For every connected component C of Z there exists a
uniquely determined linear map ΦC : H
∗
dR(C)→ R characterized by the prop-
erty that for a given pair (U,N∗) controlling compactness and transversal
perturbation λ supported in U and N∗(λ) < 1 we have for the solution set S
with its natural weight function w
ΦC(τ) =
∫
(S,w)
τ.
Using this map and applying it to the wedges of suitably pulled back
forms and relating the connected components of Z with second homology
*The orientation comes from the fact that the linearisations can be convexly homotoped
to complex linear Fredholm operators.
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classes of the symplectic manifold Q we can organize the data in various
ways, for example as a generating function.
Remark 4.36. There is, of course, a large literature on Gromov-Witten
invariants (in the smooth case) and further developments, see [9, 10, 33, 34,
41, 42, 44]. All the methods differ. In some sense, all the approaches had to
come up with a fix for the fact that classical Fredholm theory doesn’t work.
The theory we describe here seems to come closest to what one would have
liked to do in the first place.
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