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O presente trabalho insere-se na área de ultra-sons e tem por objectivo o estudo e 
desenvolvimento de um protótipo que servirá de base para um sistema de identificação e 
localização para museus. 
Ao longo deste trabalho, são estudadas e analisadas diversas modulações e diversos 
algoritmos tendo em vista a optimização e simplicidade do sistema. 
De modo a testar e avaliar o sistema proposto foram realizadas simulações 
computacionais e testes de campo recorrendo a ferramentas de processamento de sinal. 
 
Um dos principais objectivos deste trabalho é o desenvolvimento de um sistema de baixo 
custo, e da sua aplicabilidade numa área que não se encontra explorada, nomeadamente 
sistemas de identificação interna para museus. Outra das motivações prende-se com o 
facto de o sistema poder ser adicionado a guias turísticos em desenvolvimento ou já 
existentes. 
Assim este trabalho focaliza-se no estudo do sistema pretendido, no projecto e na 
realização dos respectivos testes de campo. O seu desenvolvimento foi possível com o 
recurso a um DSP e vários outros elementos, como microcontroladores e transdutores de 








Ultrasounds, PSK modulation, BPSK, DBPSK, identification system, location system. 
Abstract  The present work is integrated in the area of ultrasound technology and intends to study 
and develop a prototype that will be used as a base for an identification and location
system for museums. 
Through this work, various algorithms and modulations were analyzed, with the purpose 
to optimize and make the system simple. 
To reach our goal and in order to evaluate the system several simulations and field tests 
were carried out. 
  
The main motivation for this work was the possibility of developing a low cost system and 
its use in a field that is not very well explored, in this case indoor identification systems for 
museums.  
Therefore this work focalizes in the study of the proposed system, its development and
analysis of the field tests. Its development was possible due the use of a DSP and other 
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Este trabalho insere-se no desenvolvimento de um sistema de localização e 
identificação para museus, com o objectivo de ser aplicado a um guia turístico. O trabalho 
tem por objectivo desenvolver um protótipo base do sistema de identificação que será 
usado posteriormente na continuação do projecto. Este sistema de identificação serve 
também como base do sistema de localização. A componente de localização do sistema 
será realizada em camadas superiores de software, recorrendo às informações 
provenientes do sistema de identificação. Estas informações aliadas ao conhecimento da 
disposição dos identificadores compõem o sistema de localização. 
Para a implementação deste trabalho foi escolhido o uso de tecnologia de sons de 
elevada frequência (ultra-sons), não só pelo seu baixo custo mas também pela sua 
simplicidade de utilização e vantagens em ambientes indoor.  
O protótipo desenvolvido consiste em três módulos emissores e um módulo 
receptor, ambos desenvolvidos ao longo deste e de projectos anteriores [15]. Ao longo 
deste documento iremos descrever os pormenores do sistema em detalhe. 
 
 
1.2 Motivação e objectivos 
Cada vez mais a necessidade de identificar, localizar e fornecer conteúdos encontra-
se presente no dia-a-dia, sendo assim, a realização de um projecto nesta área é motivo de 
interesse. Através de uma análise dos sistemas de identificação e localização actuais é 




notório que existem algumas áreas que não estão dotadas de sistemas deste tipo, sendo 
que apresentam uma situação passível de desenvolvimento. Uma dessas áreas é a dos 
museus em que se pode desenvolver um sistema não só de identificação mas que 
também disponibilize conteúdos, podendo eliminar em alguns casos a necessidade de 
guias ou intérpretes. 
Sendo assim, o principal objectivo é o projecto e implementação de um protótipo 
de um sistema de identificação e localização para museus, usando para este efeito a 
tecnologia de ultra-sons. Esta apresenta um baixo custo assim como boas características 
para utilização indoor. 
 
 
1.3 Resultados principais 
O protótipo do sistema de identificação desenvolvido apresenta um conjunto de 
três módulos emissores e um módulo receptor. Na presença de apenas um identificador o 
sistema funciona correctamente para distâncias compreendidas entre 20cm e 500cm. 
Para estas distâncias o sistema apresenta uma taxa de erros muito baixa, sendo o BER (Bit 
Error Rate) inferior a 1%. Apenas numa situação o BER registado foi de aproximadamente 
7% (módulo emissor e receptor separados entre si de 300cm). 
Na presença de vários módulos emissores (identificadores de obras de arte) o 
comportamento do sistema depende da distância entre emissores. Por exemplo para uma 
separação de 100cm (entre emissores) o sistema funciona correctamente para distâncias 
até 200cm do identificador. Já com uma separação de 200cm (entre emissores) o sistema 
produz resultados muito bons para distâncias até 400cm. 
O sistema de identificação na presença de ruído, sem nenhum módulo emissor 
activo, apresenta uma probabilidade de falsa detecção inferior a 10. 
 
 
1.4 Estrutura da dissertação 
Esta dissertação encontra-se organizada em seis capítulos relacionados com o 
estudo e implementação de um sistema de localização e identificação. No capítulo 1 é 
realizada uma pequena descrição das motivações e dos objectivos assim como os 
principais resultados obtidos nos testes do sistema de identificação. 
O capítulo 2 centra-se na apresentação e descrição de vários sistemas de localização 
e identificação indoor existentes e referidos na literatura. A sua análise prende-se não só 
com o tipo de tecnologia que usam mas também nas vantagens e desvantagens que 
apresentam. É também abordado o uso da tecnologia de ultra-sons no desenvolvimento 
do sistema de localização e identificação indoor para museus. 
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O projecto do sistema é o tema abordado no capítulo 3. Começa-se por descrever 
os objectivos e restrições do sistema a desenvolver. Após esta descrição é realizado o 
estudo do tipo de modulação a usar no pulso de ultra-sons e o tipo de desmodulação a 
implementar no módulo receptor. De seguida é descrito o método de como se encontra 
realizada a partilha do meio e analisada a possibilidade da utilização de um “chirp” como 
elemento de sincronismo. Para finalizar é realizada uma análise do desempenho da 
sinusóide como elemento de sincronismo na presença do efeito de multi-percurso. 
Após a descrição do funcionamento do sistema em termos gerais é apresentada 
uma proposta de solução como ponto de partida para a análise da forma como o sistema 
será implementado. Esta análise passa pelo tipo de modulação e desmodulação a usar, o 
tipo de sincronismo, como realizar a partilha do meio e a resistência da solução ao efeito 
de Doppler e multi-percurso. 
No capítulo 4 é feita a descrição das escolhas efectuadas e características do 
sistema implementado. São descritas as características do sinal de identificação enviado, 
assim como os algoritmos implementados tanto no módulo emissor como no módulo 
receptor. Por fim é realizada uma descrição do hardware utilizado no desenvolvimento do 
sistema de identificação. 
Após a descrição do sistema e da sua implementação, capítulo 4, foram realizados 
testes de campo, que são descritos no capítulo 5. Neste capítulo, para além da descrição 
dos testes é realizada a apresentação e análise dos resultados obtidos. 
Finalmente no capítulo 6 são apresentadas as conclusões e algumas propostas de 
trabalho futuro que poderão vir a melhorar o sistema. 
 
  












Sistemas de localização e identificação indoor 
 
Actualmente a necessidade de identificar e localizar pessoas e bens tem-se tornado 
numa área de interesse, quer seja para fins comerciais ou pessoais. O grande objectivo de 
sistemas deste tipo é proporcionar ao seu utilizador um método rápido e viável de obter 
informação de localização e de conteúdos adequados à sua localização. Ao longo deste 
capítulo serão descritos alguns dos sistemas existentes, realizando-se uma comparação 
entre estes. Far-se-á também uma breve análise da tecnologia utilizada em cada um dos 
sistemas descritos, assim como as suas vantagens e desvantagens. 
Como referido, o objectivo do projecto é o desenvolvimento de um sistema de 
identificação e localização que recorre ao uso de sons de elevada frequência, ultra-sons. 
Os sistemas baseados em ultra-sons utilizam por vezes um misto de tecnologias que 
variam desde infravermelhos a rádio frequência, tentando obter as mais-valias de cada 
tecnologia. A diferenciação entre este tipo de sistemas pode ser feita a vários níveis 
desde a precisão, aplicabilidade, dimensões, custo e limitações. 
Ao longo desta descrição irão ser analisados sistemas como o Cricket, Active Badge, 
Parrot, Active Bat entre outros. Começamos a descrição dos sistemas apresentados pelo 
sistema Parrot.  
 
2.1 Sistema Parrot 
 
O sistema Parrot [1] é um sistema de ultra-sons com RF (rádio frequência) que 
proporciona uma plataforma, desenhada tanto para indoor como outdoor, 
descentralizada apresentando uma exactidão de centímetros. Um dos seus principais 




objectivos é o funcionamento em zonas onde o sistema GPS (Global Position System) não 
pode ser usado ou simplesmente não fornece precisões aceitáveis. Cada nó (módulo 
emissor/receptor designado como Parrot) é composto por um microcontrolador, um 
transdutor de RF e quatro pares de sensores de ultra-sons que transmitem e recebem 
pulsos. Cada nó no seu devido espaço temporal transmite um sinal RF seguido de um 
pulso de ultra-sons, sendo que através destes, o nó receptor estima a distância ao nó 
emissor baseando-se na diferença dos tempos de chegada entre o sinal de RF e o pulso de 
ultra-sons. Deste modo o sistema realiza a partilha do meio no tempo, sendo que para 
além de determinar a distância consegue saber em que direcção o emissor se encontra, 
distinguindo-se assim de outros sistema que usam ultra-sons com pulsos de RF. 
Uma das grandes vantagens deste sistema é o facto de este construir uma rede 
interna de partilha de informação sobre o posicionamento relativo entre parrots. O 
sistema ao iniciar o funcionamento atribui a um dos nós a permissão de ser o primeiro a 
transmitir a sua posição, formando depois uma lista de todos os nós activos da rede. Caso 
falhe a transmissão de um dos nós, este é retirado das tabelas de transmissão de modo a 
que o sistema continue em funcionamento. Apesar de não existir a necessidade de um nó 
principal que controle o fluxo de informação, o sistema torna-se inseguro, no que diz 
respeito a intrusões, devido ao facto de existir uma rede wireless e de cada novo 
elemento conseguir ter acesso às tabelas de localização de todos os nós. 
Este sistema apresenta um alcance entre nós até 15m com uma exactidão de 2cm 
tornando-se muito eficaz devido aos quatro pares de sensores. Porém apresenta outras 
desvantagens sendo que a ocorrência de reflexões pode gerar falsos positivos. 
Outro dos principais objectivos deste sistema é poder vir a ser usado como auxiliar 
de emergência a equipas de bombeiros, proporcionando assim um sistema de localização, 
identificação e coordenação dos elementos no terreno. 
 
2.2 Sistema Cricket 
  
O Cricket [2,3,4] é um sistema de ajuda a localização que faz uso também de uma 
mistura de sinais RF e pulsos de ultra-sons, especializando-se para sistemas indoor. Este 
sistema permite que elementos móveis possuam aplicações a correr que possam saber a 
sua posição dentro do edifício ou numa determinada área. Este sistema foi desenvolvido 
para conter as seguintes características: 
• Privacidade: ao invés de ser um sistema de localização trata-se de um sistema de 
ajuda à localização, não existindo uma central que controle todo o fluxo de 
informação. 
• Descentralização da administração: cada “owner” de um espaço da rede configura 
a informação a ser transmitida e a sua respectiva infra-estrutura. 
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• Rede heterogénea: independentemente da tecnologia usada por um nó (qualquer 
dispositivo móvel ex: PDA, laptop, etc.), este pode determinar a sua posição. 
• Custo: hardware utilizado de baixo custo e baixo consumo. 
• Limites entre áreas de detecção: o sistema tem de ser capaz de determinar o 
limite correspondente a diferentes áreas de identificação. 
A arquitectura deste sistema consiste em emissores (“beacons”) e receptores 
(“listeners”) sendo que os emissores são colocados preferencialmente em posições 
elevadas. Para um receptor determinar a sua posição apenas necessita de processar as 
mensagens enviadas pelos emissores. Assim, a única configuração necessária neste 
sistema é a string que os emissores contêm, sendo que cada área de identificação 
(composta por vários emissores) contém uma string única. 
No processo de localização o sistema usa uma combinação de RF e ultra-sons, 
servindo-se tal como o Parrot dos tempos de voo para efectuar o cálculo das distâncias. 
Sendo que este sistema não apresenta uma arquitectura rígida (emissores não têm 
posição fixa conhecida), os emissores de diferentes áreas de identificação podem emitir 
ao mesmo tempo, sendo que o receptor pode não realizar bem a correspondência RF 
com o pulso de ultra-sons. Cabe assim ao receptor realizar a verificação das relações 
entre os sinais recebidos. 
Este sistema, na sua versão actual, consegue detectar e localizar correctamente 
receptores em áreas de uma grelha de 1.2 x 1.2m. No entanto, necessita que o receptor 
esteja a uma distância superior a 30cm do limite entre duas áreas de identificação 
diferentes (por exemplo separação entre salas). 
 
2.3 Sistema Active Badge 
 
O Active Badge [4,5,6] é um sistema de localização desenhado para actuar em 
situações indoor, criado devido à necessidade de localizar “staff”, pacientes e objectos. 
Cada Badge emite um código único durante 15 segundos através de infravermelhos. 
Estes sinais são capturados por sensores colocados na estrutura do edifício e que se 
encontram conectados a uma estação central que recolhe e processa toda a informação. 
Este método de localização não permite ter um sistema descentralizado nem garante 
privacidade. O sistema ao fazer uso de infravermelhos consegue funcionar com distâncias 
até 6 metros, no entanto o seu comportamento em ambientes com iluminação 
florescente ou solar é medíocre. 
Para realizar a comunicação entre a central e as estações este sistema faz uso de 
uma rede Ethernet ou comunicação via porta série, não utilizando sistemas wireless 
devido à possibilidade da privacidade ser violada. No que diz respeito à sua precisão este 




sistema apenas é usado para determinar se os Badges se encontram numa ou noutra sala 
de um edifício.  
 
2.4 Sistema Active Bat 
 
O sistema de localização BAT [4,8] baseia-se no Active Badge fazendo uso de uma 
“tag” denominada por BAT. Este identificador pode ser utilizado quer ao pescoço quer 
num cinto. Cada um destes identificadores realiza a emissão de pulsos de ultra-sons em 
resposta a um sinal de comando RF, tendo um modo de low power para quando não se 
encontra a transmitir. Os pulsos de ultra-sons são recebidos por receptores colocados no 
tecto que determinam o tempo entre a recepção do sinal RF e o pulso de ultra-sons 
apresentando uma exactidão de 3 a 14cm em 95% dos casos. 
Este sistema, devido a possuir uma estação de monitorização não permite ser 
descentralizado e quanto à privacidade dos utilizadores esta é também inexistente, visto 
que o sistema tem como objectivo determinar o posicionamento a 3D de objectos e 
pessoas. 
Os BAT têm dimensões reduzidas e são alimentados por baterias de 3.6V, sendo um 
sistema de baixo custo. Os receptores são colocados no tecto em forma de grelha, 
separados entre si por 1.2 metros e ligados entre si com uma ligação a uma placa que 
contém um DSP. Este recolhe os dados dos receptores e calcula a posição a 3D dos BAT. O 
sistema foi desenhado para ser utilizado em edifícios de grande dimensão que 
contenham vários elementos móveis a localizar. 
 
2.5 Sistema ORL 
 
O sistema de localização ORL [7] faz uso de ultra-sons para realizar as medições de 
distância através do tempo de voo dos pulsos. O hardware do sistema ORL, consiste num 
pequeno transmissor RF no objecto a localizar que é constituído por um 
microprocessador, um transdutor de RF, uma FPGA (Field-Programmable Gate Array) e 
um vector semi-hemisférico de 5 transdutores de ultra-sons. Cada elemento tem um ID 
único endereçável de 16bits e é alimentado por duas baterias. Os módulos receptores são 
colocados nos tectos segundo uma matriz, tendo cada módulo receptores de ultra-sons 
cujo sinal de saída é passado por um amplificador e um detector de envolvente antes de 
ser amostrado por uma ADC (Analog to Digital Converter). A ADC é controlada por uma 
FPGA que consegue fazer a monitorização do sinal digitalizado. 
Os módulos receptores contêm, também, uma interface série com a qual podem ser 
individualmente endereçáveis e conectados a uma estação de controlo. Cada vez que é 
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ordenado o envio de uma mensagem RF, a estação de controlo envia um sinal de reset 
para os receptores através da comunicação série. 
A principal vantagem deste sistema consiste no bom funcionamento em ambientes 
de escritório, mas as suas desvantagens superam as vantagens devido à sua 
complexidade e também a necessidade de hardware específico. 
 
2.6 Sistema Dolphin 
 
O sistema Dolphin [12] foi desenhado para resolver os problemas do BAT e Cricket 
no que diz respeito à necessidade de configuração individual dos módulos emissores 
quando implementados em larga escala. Este sistema consiste em sensores wireless, 
distribuídos pela área de localização que são capazes de enviar e receber tanto pulsos de 
ultra-sons como RF. Neste conceito cada elemento do sistema é capaz de enviar e receber 
RF e ultra-sons determinando distâncias entre dois objectos. Para este sistema funcionar 
alguns dos receptores necessitam de ter posições fixas e cuja localização é conhecida 
pelos restantes módulos que compõem o sistema. 
Este sistema apresenta também, a capacidade de determinar posições 3D caso 
saiba a posição exacta de pelo menos 3 nós do sistema, apresentando uma exactidão de 
15cm. Apesar do sistema Dolphin reduzir a carga de configuração em larga escala, não 
permite privacidade dos utilizadores nem um sistema descentralizado devido à 
necessidade de ter elementos com posições fixas. 
 
Até aqui foram descritos sistemas que fazem uso de um misto de tecnologias 
recorrendo a pulsos de ultra-sons, tecnologia de RF e infravermelhos. No entanto, 
também existem vários sistemas indoor que usam somente RF ou outras tecnologias 
isoladas. Seguidamente são apresentados alguns sistemas deste tipo. 
 
2.7 Sistema RADAR 
 
O RADAR [4,10] é um sistema indoor baseado em RF, que determina as distâncias 
através da intensidade do sinal recebido. Os dados são capturados através de múltiplos 
receptores de RF, fazendo depois a triangulação entre eles, apresentando uma exactidão 
de 3 a 4.5 metros. Neste conceito, os receptores são colocados de modo a proporcionar 
uma cobertura adequada, utilizando os sinais de RF para uma maior cobertura e 
capacidade de transmissão de dados, podendo este sistema “correr” sobre uma rede 
wireless já existente. 
Neste sistema a localização é realizada através de triangulação, baseando-se numa 
rede construída durante o arranque. No estado OFF (arranque do sistema) os receptores 




realizam um mapa da sala ou ambiente usando a amplitude do sinal dos elementos já 
existentes na área. Quando o sistema se encontra em estado ON, e um novo elemento é 
inserido na rede, a central determina a sua posição através do seu sinal emitido e da rede 
existente. Devido à existência de uma central a coordenar o sistema, este não apresenta 
privacidade nem descentralização. No entanto, este sistema apresenta a vantagem de 
poder utilizar uma rede wireless já existente, não necessitando de várias estações para 
apresentar resultados aceitáveis.  
 
2.8 Sistema FLOOR 
 
Finalmente, descrevemos o sistema FLOOR [4,9]. Trata-se de um sistema de 
localização e identificação de pessoas que se baseia nas pegadas de cada indivíduo, 
apresentando nesta vertente uma taxa de sucesso de 93% nas experiências realizadas. 
O principal objectivo do Floor Location System é identificar pessoas através da sua 
pegada e assim poder configurar qualquer elemento da sala com as preferências do 
utilizador (sistema sem privacidade). A detecção e posterior identificação do utilizador é 
baseada na forma e força exercida evitando o uso de emissores e “tag’s” de localização 
funcionando quer em ambientes escuros quer em ambientes ruidosos, visto não sofrer de 
reflexões ou outro tipo de interferências.  
Este sistema faz uso do GRF (Ground Reaction Force) para caracterizar cada pessoa, 
guardando essa informação numa central. É assim um sistema centralizado com uma base 
de dados, conseguindo taxas de sucesso de reconhecimento variadas dependendo das 
situações. Se o objectivo é simplesmente identificar o utilizador (baseando-se no GRF) o 
sistema apresenta uma taxa de 93% de sucesso. Caso se queira determinar não só o 
utilizador, mas também a correcta pegada apresenta uma taxa de 75%. A taxa de sucesso 
reduz-se ainda mais caso se queira determinar também o tipo de calçado utilizado, tendo 
uma taxa de 36% e podendo atingir também os 16% caso não se faça média das amostras. 
Apesar de inovador este sistema apresenta problemas devido à possibilidade de a 
base de dados ter um tamanho considerável. Com a quantidade de dados que são 
guardados por pessoa (GRF, características da pegada, informação do tipo de calçado, 
etc.) caso o número de pessoas a monitorizar seja muito elevado, a dimensão da base de 
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2.9 Comparação entre sistemas  
 
Sistema Tecnologia Exactidão Privacidade Descentralizado Custo 
Parrot RF & US 2cm Não Sim Baixo 
BAT RF & US 3-14cm Não Não Baixo 
DOLPHIN RF & US 15cm Não Sim Baixo 
Cricket RF & US 1.2 x 1.2m Sim Sim Baixo 
RADAR RF 3-4.5m Não Não Elevado 
Badge IR Sala Não Não Baixo 
Floor GRF Identificação / Sala Não Não Elevado 
ORL RF & US ------------------ Não Sim Elevado 
 
Tabela 2.1 – Comparação entre sistemas de localização e identificação (ordenados 
através da exactidão). 
 
 
Como pretendemos realizar um sistema para ser aplicado em situações indoor é 
óbvio que a escolha da tecnologia a usar recai sobre os ultra-sons ou uma mistura de 
tecnologias. Agora que sabemos que tecnologias usar é necessário a sua diferenciação no 
que diz respeito às vantagens e desvantagens.  
A tecnologia de ultra-sons apresenta um baixo custo e uma elevada segurança pois 
o pulso emitido não tem a capacidade de atravessar obstáculos. Deste modo a 
reutilização de identificadores entre salas é possível, reduzindo assim a complexidade dos 
emissores. Esta vantagem contudo é, também uma das principais desvantagens, sendo 
que se um emissor se encontra bloqueado por um obstáculo é impossível obter 
informação sobre este. Neste ponto o uso de RF apresenta vantagens, pois o sinal 
consegue atravessar objectos, mas também pode gerar questões de segurança pois o 
sinal pode ser acedido fora do edifício. Por fim, a utilização de infravermelhos não é 
aconselhável pois o seu comportamento quer na presença de luz solar quer na presença 
de luz florescente apresenta lacunas. 
Como pretendemos desenvolver um sistema de localização e identificação para 
museus que seja privado e inacessível do exterior a escolha da tecnologia a usar recaiu 





















Projecto de um sistema de localização e 
identificação por ultra-sons para museus 
 
Ao longo deste capítulo será descrito o projecto de um sistema de localização e 
identificação para museus baseado na tecnologia de ultra-sons. Esta análise irá desde as 
suas características em termos de dimensão e limites físicos à escolha dos meios e 
métodos usados para transmitir e receber informação. Também será analisada a robustez 
do sistema a efeitos como multi-caminho, variação da frequência da portadora e efeito 
de Doppler. 
 
3.1 Introdução e descrição do problema 
 
3.1.1 Objectivos e restrições 
 
Pretende-se desenvolver um protótipo de um sistema de identificação e localização 
para museus, usando para esse efeito a tecnologia de ultra-sons. Os objectos de 
identificação serão os elementos de exposição dos museus e não os utilizadores do 
sistema, diferenciando-se assim de sistemas já existentes. Tendo em consideração que 
este tipo de sistemas não se encontram devidamente explorados comercialmente, é 
natural o interesse do desenvolvimento de uma aplicação deste tipo. 
As dimensões de um museu ou galeria podem ser variadas, assim como o número 
de peças de arte. Estes factores levam a algumas restrições, mas não às mais importantes.  




Sendo o comportamento e o posicionamento das pessoas imprevisível, ou seja, não 
existindo nem uma posição nem uma distância fixa, o sistema terá de funcionar por áreas 





Figura 3.1 – Áreas de acção de cada módulo emissor. 
 
 
O elemento descodificador do identificador (módulo receptor) deverá ser capaz de 
identificar correctamente o emissor a uma distância compreendida entre 1 a 4 metros (na 
perpendicular à peça de arte), podendo também funcionar a distâncias mais curtas. Com 
estas especificações conseguimos um compromisso entre a distância máxima de 
funcionamento e as dimensões razoáveis de uma sala de exposições. Outra das 
especificações, e conforme observado na figura 3.1, é o sistema ter de conseguir 
funcionar na presença de vários emissores. A separação mínima entre os emissores será 
alvo de estudo na secção de testes e resultados (capítulo 5). 
Todas as restrições anteriormente descritas prendem-se com especificações de 
funcionamento e não com considerações físicas, de consumo ou de custo. O sistema 
deverá ser de baixo custo, consumir pouca energia e ter dimensões reduzidas. Só com 
este compromisso o sistema se poderá tornar numa mais-valia em comparação com 
sistemas idênticos. 
Ao longo de todo este trabalho, foram tidos em conta os custos de manutenção e 
aquisição do sistema. Os factores de consumo de energia e dimensões não serão 
abordados neste trabalho, esperando-se que sejam considerados em desenvolvimentos 
futuros deste trabalho. 
Um dos principais objectivos, e também ponto forte do sistema, é a sua 
simplicidade. É com este objectivo em mente que começamos a análise da solução 
proposta. 
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3.1.2 Descrição da solução proposta 
 
Dado que os transdutores de ultra-sons utilizados apresentam uma largura de 
banda de 1 em torno de 40kHz, a informação emitida por cada módulo terá de ser 
modulada e, consequentemente, é necessária uma análise das modulações possíveis. 
Actualmente, temos muitas possibilidades, mas como temos o compromisso da 
simplicidade o leque de opções torna-se mais reduzido. Durante o processo de escolha 
foram considerados vários tipos de modulações [13,14], desde ASK (Amplitude-Shif 
Keying), OFDM (Orthogonal Frequency Division Multiplexing), PSK (Phase-Shift Keying) e 




Figura 3.2 – Formas de onda das modulações PSK, FSK e ASK para um segmento de sinal. 
 
 
Vamos agora descrever os vários tipos de modulação referidos. A modulação FSK 
necessita da existência de saltos na frequência, logo a sua DEP (Densidade Espectral de 
Potência) não se concentra numa só frequência mas sim em várias, aumentando a largura 
do espectro. O facto do transdutor de ultra-sons utilizado apresentar uma largura de 
banda onde o seu ganho não é constante também tem de ser tido em consideração. Caso 
as frequências escolhidas para modular a informação não sejam muito próximas, devido 
ao ganho inconstante ao longo da largura de banda, uma parte da informação transmitida 
pode apresentar uma menor amplitude. Para além destes factos esta modulação implica 
uma maior complexidade de implementação quer no módulo emissor quer no módulo 
receptor quando comparada com a modulação ASK e PSK. 
A modulação OFDM apresenta a maior complexidade, não é só o facto de as 
sequências terem de ser ortogonais, mas também de cada uma necessitar de uma 
frequência própria. Novamente o facto de o transdutor não apresentar ganho constante 
ao longo da sua largura de banda tem de ser tido em consideração. Apesar de apresentar 




um bom desempenho, a modulação OFDM apresenta uma elevada complexidade de 
implementação quer no módulo emissor quer no módulo receptor. 
Resta-nos então a modulação ASK e PSK. Apesar de ser muito simples, a modulação 
ASK apresenta uma componente da portadora mais significativa do que a modulação PSK, 
sendo menos eficiente energeticamente, como podemos observar pela figura 3.3. 
 
 
Figura 3.3 – Densidade espectral de potência das modulações PSK e ASK [14]. 
 
 
A modulação PSK torna-se então a escolha mais óbvia. Esta apenas necessita de 
realizar saltos de fase na portadora. O salto de fase é extremamente fácil de implementar 
numa transmissão binária amostrada ao dobro ou quádruplo da frequência da portadora, 
bastando avançar meio período, ou consequentemente uma ou duas amostras 
respectivamente. 
A nível de hardware, tivemos o cuidado de escolher o mínimo que possibilite a 
implementação deste tipo de modulação. Assim, para a implementação da modulação 
PSK utilizámos um microcontrolador, que em conjunto com o transdutor de ultra-sons 
forma o módulo do emissor. Todas as informações e decisões tomadas relativamente ao 
hardware serão descritas no capítulo 4, secção de hardware desenvolvido. 
 
 
3.2 Modulação pulsada com partilha do meio 
 Este sistema pode ser descrito como uma transmissão em banda passante, como 
podemos observar pela figura 3.4. A frequência da portadora na qual a transmissão será 




Figura 3.4 – Modelo de transmissão em banda passante [13]. 
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3.2.1 Modulação PSK 
 
Phase Shift Keying é uma modulação simples que usa diferentes fases da portadora 
para representar os símbolos. Dentro deste método de modulação, a sua complexidade 
pode variar devido ao tamanho da constelação (número de fases possíveis da sinusóide), 
podendo ser BPSK (Binary PSK), QPSK (Quadrature PSK) ou outras. Neste trabalho 
aplicámos a sua forma mais simples (BPSK), dado que só pretendemos a informação ‘1’ ou 
‘0’ e não símbolos compostos por estes. De seguida descrevemos com um pouco mais de 
detalhe a modulação BPSK. 
 
3.2.1.1 Modulação BPSK coerente 
 
A modulação BPSK [13,14] é um caso particular da PSK, onde cada bit de informação 




Figura 3.5 – Constelação da modulação BPSK. 
 
 
Sejam os sinais  ! e  ! os símbolos binários 0 e 1. Podemos representá-los 
como (adaptado de [13]): 
 
 ! $ %2   '(2) !                                                   3.1! 
 
 ! $ %2   '(2)  ,  )! $  - %2   '(2) !                         3.2! 
 




Onde 0 .   .  , sendo  a duração do bit,   a frequência da portadora e  a 
energia do bit transmitido. 
 
Um sinal BPSK pode ser então definido como: 
  ! $ 	  ! '(2) , /!                                                 3.3! 
 
Onde 	 $ 01 2343  é a constante que representa a amplitude,  ! é um sinal bipolar 1, 
  é a frequência angular da portadora e  / o desfasamento inicial. 
 
Considerando um desfasamento inicial / $ 0° e 
 $ 2) obtemos: 
  ! $ 	  ! '(
 !                                                         3.4!                   
 
Quanto à largura de banda, esta relaciona-se com o ritmo de transmissão da 
seguinte forma: 
  $ 2                                                                          3.5! 
  
Onde  é a largura de banda em Hz e  o ritmo de transmissão em bits/s. Por 
simples análise da equação 3.5, verificamos que quanto mais largura de banda tivermos 
maior pode ser o ritmo de transmissão. 
Para assegurar que cada bit transmitido apresenta um número inteiro de períodos 
da portadora, a frequência   é igual a  7 ⁄ , sendo 7 um número inteiro e  o 
período de bit. Se considerarmos que  é um múltiplo de um período de bit temos: 
 
 $  1 $  17 9  $                                                   3.6! 
 
Com  a ser o período da portadora e  o número de períodos por bit. 
Substituindo agora 3.6 em 3.5 obtemos a razão entre o número de períodos da portadora 
e a largura de banda: 
 
 $ 19;<=>?@                                                                      3.7!  
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3.2.2 Desmodulação PSK 
 
Para realizar a desmodulação de um sinal PSK existem dois caminhos possíveis: 
desmodulação PSK coerente ou a desmodulação PSK não-coerente. De seguia exploramos 
as duas possibilidades, assim como a sua resistência ao efeito de Doppler e a variações na 
frequência da portadora. 
 
3.2.2.1 Desmodulação BPSK coerente 
 
A desmodulação BPSK síncrona ou coerente é uma maneira fácil de obter a 
sequência enviada. Para realizar a desmodulação é necessário uma referência coerente 
gerada localmente, neste caso a sinusóide portadora. Deste modo, após filtragem e com 
um simples bloco de decisão com threshold em torno de 0, conseguimos determinar se 










Figura 3.6 – Modelo de um receptor BPSK coerente [13]. 
 
 
Sabendo que o sinal modulado é dado por 3.4, ao realizarmos o produto do sinal 
recebido com a portadora gerada localmente obtemos a sequência de bits  !: 
 
  ! $ 	  ! '(
 ! 9  '(
 ! , considerando  $ 1                  3.8! 
 
 ! $ 	  ! '(
 ! 9 '(
 ! $ 	2  !1 , '(2








Finalmente para obtermos o sinal na banda base basta utilizarmos um filtro passa 
baixo com uma frequência de corte de adequada, podendo ser de 
 2 ⁄ (desde que a 
largura de banda de  ! seja inferior a 
 2 ⁄ ): 
 
 ! $ 	2  !                                                             3.10! 
 
 
Este método apesar de parecer extremamente eficaz apresenta um grave 
problema. Ao longo da transmissão pode acontecer um desvio de frequência na 
portadora e uma pequena variação pode fazer com que a sequência binária recebida 
esteja incorrecta. Este efeito pode ser verificado através da figura 3.7.  
 
 
Figura 3.7 – Efeito da variação da frequência da portadora na desmodulação coerente.  
(a) Variação de 10Hz, (b) Variação de 20Hz. 
 
 
Ao analisar a figura 3.7 podemos confirmar que uma pequena variação na 
frequência provoca um batimento na sequência desmodulada. Este fenómeno faz com 
que a informação deixe de estar contida na componente real, passando para a 
componente imaginária. Surge assim a necessidade de o receptor apresentar uma maior 
complexidade. 
No entanto, existem maneiras de compensar esta variação. O receptor pode ser 
dotado de extracção de portadora ou ser capaz de quantificar o desvio sofrido, 
compensando-o digitalmente. Porém, uma solução deste tipo só irá aumentar a 
complexidade dos algoritmos a desenvolver. 
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Para além da possível variação da frequência da portadora, podem também ocorrer 
variações da frequência devido ao efeito Doppler. Como pretendemos desenvolver um 
sistema para aplicar em museus, implica uma movimentação do receptor “lenta”, logo o 
efeito de Doppler é reduzido. No entanto, o sistema deveria apresentar alguma 
imunidade às consequências do efeito de Doppler. A solução passa pelo uso da 
desmodulação diferencial, que é descrita na secção seguinte. 
 
3.2.2.2 Desmodulação diferencial 
 
A desmodulação DBPSK [13,14] (Differential Bipolar Phase Sifht Keying) elimina a 
necessidade da existência da portadora (gerada ou recuperada) no receptor. Esta 
desmodulação apresenta uma grande imunidade a variações de frequência da portadora 
como podemos observar na figura 3.8. Aqui até variações de 100Hz ou 200Hz não são 
significativas. Isto deve-se ao facto deste tipo de desmodulação se basear no sinal 
recebido, assim caso exista um deslocamento de frequência, este irá influenciar somente 




Figura 3.8 - Efeito da variação da frequência da portadora na desmodulação diferencial. 
(a) Variação de 100Hz, (b) Variação de 200Hz. 
 
 
Para a desmodulação DBPSK poder ser utilizada é necessário dotar o emissor de um 
codificador diferencial. Este pode ser implementado através de um simples atraso como 
podemos observar na figura 3.9. A codificação diferencial resume-se a quando 




transmitimos um ‘0’, o bit na saída sofre uma transição enquanto se for transmitido um 









 1 0 1 1 0 0 1 1 
Mensagem 
codificada 
1 1 0 0 0 1 0 0 0 
Fase 
transmitida 
L L 0 0 0 L 0 0 0 
Comparação 
de fase 
 + - + + - - + + 
Mensagem 
recuperada 
 1 0 1 1 0 0 1 1 
 
Tabela 3.1 – Exemplo de uma codificação diferencial [14]. 
 
 
Neste trabalho dado que decidimos conhecer à partida as sequências enviadas, o 
uso do codificador não é necessário. Deste modo, ao usarmos a desmodulação diferencial 
podemos simplesmente verificar no receptor as transições relativas entre os bits. Isto 
contudo leva-nos a que as sequências conhecidas têm de ter o 1ºbit de informação fixo, 
isto para que se possa determinar o bit seguinte baseando-se na fase transmitida. 
A desmodulação DBPSK apresenta uma maior simplicidade na implementação mas 
também um menor desempenho relativamente à BPSK coerente na presença de ruído. O 
BER (Bit Error Rate) [14] para os dois tipos de desmodulação é dado por: 
 
 BPSK coerente R  1 S'TU ⁄ V                                           3.11!  
 
DBPSK R  12 SXY- Z⁄ !                                            3.12! 




Figura 3.10 – Desempenho da modulação DBPSK e BPSK na presença de ruído. 
 
 
Como podemos confirmar na figura 3.10 a desmodulação coerente apresenta maior 
imunidade ao ruído. Contudo a diferença do BER das duas modulações em condições 
semelhantes não justifica a maior complexidade de implementação da modulação 
coerente. Concluímos através desta análise que a desmodulação diferencial apresenta 
tanto vantagens no que diz respeito à simplicidade de implementação bem como 
imunidade a falhas na frequência da portadora. É por estas razões que abandonámos a 
desmodulação BPSK coerente, prosseguindo o projecto do sistema com a DBPSK. 
 
 
3.3 Partilha do meio 
 
Ao longo desta secção descreveremos, entre outros aspectos, como é realizada a 










3.3.1 Técnicas de acesso múltiplo 
 
A partilha do meio [16] pode ser realizada de várias formas: no tempo, no código e 
na frequência ou seja: TDMA (Time Division Multiple Access), CDMA (Code Division 
Multiple Access) e FDMA (Frequency Division Multiple Access) respectivamente. Através 
da figura 3.11 podemos verificar como é realizada cada uma delas para três sequências 




Figura 3.11 – Técnicas de acesso múltiplo. 
 
 
Como se optou pela utilização da modulação PSK a técnica de acesso múltiplo 
FDMA não foi utilizada. O método CDMA [16] baseia-se na coexistência no tempo, espaço 
e frequência das diferentes sequências. Para o bom uso deste método é necessária a 
utilização de sequências ortogonais como sequências de GOLD, que apresentam boas 
propriedades de autocorrelação. Este método no entanto apresenta mesmo assim um 
problema designado como “Near-Far Effect”. Caso não exista um controlo de potência, o 
emissor mais próximo pode “abafar” o que se encontra mais afastado. 
Para prevenir este efeito é realizada uma mistura de CDMA com TDMA (divisão 
temporal). O uso da divisão temporal melhora o desempenho do sistema dado que cada 
sequência é transmitida em tempos diferentes, reduzindo a interferência entre sinais. 
O sistema projectado encontra-se assim a transmitir códigos diferentes com tempos 
de retransmissão diferentes. Os tempos de retransmissão foram escolhidos de modo a 
que os emissores apenas não transmitam no mesmo instante, no entanto pode existir 
interferência entre sinais. No sistema implementado os tempos entre transmissões foram 
reduzidos de modo a obter 12 emissões por segundo em cada emissor. 
 
3.3.2 Modelo de transmissão usado 
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Como foi descrito anteriormente, o sistema funciona com um compromisso entre 
códigos diferentes e tempos de retransmissão diferentes. Para além deste compromisso o 
sistema encontra-se a transmitir de modo assíncrono, pois a transmissão não é 
despoletada por um sinal externo, nem controlada pelo utilizador do sistema. Assim 
qualquer elemento receptor poderá detectar as sequências emitidas em qualquer espaço 
temporal. O facto de cada emissor ter um tempo de retransmissão fixo e diferente de 
todos os outros origina que o tempo de retransmissão das tramas seja aleatório entre si. 
 
3.4 Detecção da trama 
 
Nesta secção iremos descrever como realizar o sincronismo das sequências 
recebidas. Foram analisados dois sinais para realizar o sincronismo do sinal recebido: o 
“chirp” e a própria sinusóide. 
 
3.4.1 O “chirp” como sinal de sincronismo 
  
O “chirp” é um sinal sinusoidal que realiza um varrimento na frequência, 
normalmente utilizado em sistemas de sonar e radar. Um “chirp” que realiza um 
varrimento linear pode ser descrito pela equação: 
 
 X ! $ '(2) 9 [ ! 9  , \!                                         3.13! 
 
 
Onde a frequência instantânea é dada por [ ! $  , ] , sendo  a frequência 
inicial em  $ 0. O factor de incremento da frequência é dado por ] $  - !  ⁄  , 
onde  é a frequência final e  $  . 
 
 






Figura 3.12 – Sinal do “chirp” gerado e recebido a 130cm normalizado à amplitude 
máxima do sinal enviado. 
 
 
Como podemos observar pela figura 3.12 e 3.14 (apresentada na secção seguinte) o 
“chirp” no sistema implementado não apresenta resultados satisfatórios. Isto deve-se a 
vários factores: 
 
• O ganho do emissor de ultra-sons ao longo da sua largura de banda não é 
constante, levando a que a determinadas frequências o chirp é transmitido com 
menor intensidade. O ganho também varia com a temperatura. 
• O hardware utilizado somente permite realizar um filtro óptimo de ordem 255, se 
quisermos manter o sistema a funcionar em tempo real. Assim o tamanho do 
“chirp” encontra-se limitado. 
• O arranque da oscilação do transdutor leva à diminuição da amplitude inicial e 
final do “chirp”. 
Estes factores conjugados permitem que a própria sinusóide, ao passar por um filtro 
óptimo (adaptado ao “chirp”) origine uma maior correlação devido à sua elevada energia. 
Este efeito pode ser observado através da figura 3.14 que se encontra na secção seguinte. 
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3.4.2 A sinusóide como elemento de sincronismo 
 
A utilização do “chirp” como elemento de sincronismo apresenta uma vantagem: a 
possibilidade da sua utilização com pequenas larguras de banda. Contudo, atendendo às 
limitações do “chirp” referidas ateriormente este não apresenta bons resultados no nosso 
sistema. Qualquer tentativa de solução via software implementada no emissor irá 
complicar a solução no receptor. 
O sinal real recebido encontra-se corrompido de ruído, sendo que muitas vezes 
pode originar falsas detecções. Necessitamos então de um elemento que consiga 
melhorar a relação sinal ruído (SNR – Signal to Noise Ratio). Uma das soluções é o uso de 




Figura 3.13 – Representação de um filtro óptimo. 
 
 
O filtro óptimo tem como objectivo maximizar a relação entre a energia do sinal e 
energia do ruído, sendo ^! o sinal emitido, ^! o ruído, X^! o sinal real e _^! o sinal 
à saída do filtro de dimensão N cujos coeficientes são dados através de `!. 
A saída do filtro pode ser definida analiticamente como: 
 
_a^b $ c `abXa^ - b=
de
                                               3.14! 
 
Onde h é o filtro cujos coeficientes são dados: 
 `ab $ a - b                                                        3.15! 
 
Na figura 3.14 observamos os problemas anteriormente expostos em relação ao uso 
do “chirp”, nomeadamente a diferença de amplitude face ao sinal PSK. Nesta figura 
encontra-se representado um sinal emitido composto por um “chirp” e por uma 
sequência modulada PSK. Verificamos que a saída do filtro óptimo apresenta uma maior 
correlação com a sinusóide do que com o “chirp”. Para resolvermos estes problemas sem 
aumentar a complexidade do sistema tivemos de considerar outros caminhos. 






Figura 3.14 – Sinal recebido a 130cm e respectiva filtragem (Sinal composto por “chirp” 
linear seguido de uma sequência PSK). 
 
 
Uma solução passa pelo uso do próprio sinal como sinal de sincronismo. Esta 
solução apresenta uma grande simplicidade pois não é necessário adicionar elementos à 
trama nem é necessário implementar um filtro óptimo. A própria desmodulação 
diferencial da sinusóide modulada implementa o filtro óptimo (adaptado à sinusóide). 
 
3.5 Problemas externos ao sistema 
 
3.5.1 O efeito Doppler 
 
O efeito Doppler é uma variação de frequência observada no receptor devido ao 
movimento relativo entre o receptor e o emissor. A relação entre as respectivas 
frequências é: 
 
  $ f gghgi,@j                                                              3.16!  
 
Onde   é a velocidade da onda no meio e , é a componente radial da velocidade 
relativa entre a fonte e o observador. 
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O efeito Doppler provoca uma redução ou aumento da duração da transmissão 
consoante os objectos se aproximam ou afastam. Isto não seria bom para a 
desmodulação coerente dado que o efeito é parecido ao da variação da frequência da 
portadora. No caso da desmodulação diferencial, como já verificado anteriormente, o 
efeito não é notório dado que seria necessário um movimento muito rápido. Por exemplo 
para provocar uma variação de 2kHz seria necessário uma velocidade aproximada de 
16m/s o que num museu ou galeria nunca se justificaria. Sendo assim é mais um motivo 
para a utilização da desmodulação diferencial. 
 
3.5.2 O efeito de multi-percurso 
 
O efeito multi-percurso [16] é o fenómeno resultante do sinal recebido no receptor 
ser a soma de sinais provenientes de vários caminhos. Este efeito produz quer 
interferências construtivas quer destrutivas, podendo provocar um deslocamento de fase 
do sinal. 
Para efeitos de análise foi realizada uma simulação da resposta impulsional [17] de 
uma sala usando um sinal modulado PSK. O emissor foi colocado a meio da parede e o 
receptor a 2.5m deste. A sala apresenta uma dimensão de 5 metros por 4 metros, 
conforme descrito na figura 3.15. Para efeitos de multi-caminho só foram considerados 
sinais provenientes de 4 ou menos reflexões. A análise foca-se no número de amostras 
que o sistema falha na detecção do sinal usando simplesmente a sinusóide. Para testar 
esta resposta numa situação com muito ruído, o sinal recebido encontra-se com uma 





Figura 3.15 – Simulação da resposta impulsional de uma sala. 





Figura 3.16 – Valor absoluto da resposta impulsional da sala normalizada à 
amplitude máxima (primeiro pico apresenta amplitude 1). 
 
 
Através dos resultados obtidos concluímos que em média o desvio é de 12% em 
relação ao tamanho de um bit. (160 amostras no nosso sistema). Ora um valor desta 
amplitude quando comparado com o tamanho do bit e com o SNR utilizado é muito bom. 
O problema que o efeito multi-caminho pode gerar na transmissão é a interferência entre 
símbolos, no entanto esta só seria possível se as reflexões recebidas tivessem uma 
amplitude maior pois a informação do sinal provém da fase e não da amplitude. Como 
podemos observar pela figura 3.16 a amplitude das reflexões é muito menor que o sinal 
recebido. Para além destes factores é necessário ter em conta que no simulador utilizador 
as paredes são ideais, sendo que na realidade os sinais provenientes de reflexões 
sofreriam uma maior atenuação. A análise das características do sinal enviado será 
abordada no capítulo seguinte. 
 
Ao longo deste capítulo conclui-se que para efeitos de identificação basta utilizar 
uma modulação PSK com uma constelação simples composta por dois símbolos, ‘0’ e ‘1’. 
No que diz respeito à desmodulação verifica-se que a DBPSK apesar de se comportar pior 
do que a BPSK coerente no que diz respeito ao BER, apresenta muitas vantagens ao não 
necessitar de sincronismo no receptor. Para além desta vantagem, a DBPSK apresenta 
uma maior imunidade a variações da frequência e uma maior simplicidade de 
implementação. 







Implementação do sistema projectado 
 
Ao longo deste capítulo serão descritas as especificações do sinal emitido e os 
algoritmos implementados. Ao nível do sinal emitido iremos ter em consideração o seu 
tamanho, as suas características e a sua duração. Também será abordada a questão do 
ruído no sistema, os limiares de detecção e as técnicas de usadas para reduzir por 
software o nível de ruído no sistema. 
Ao nível dos algoritmos descreveremos o seu funcionamento e as respectivas 
soluções implementadas. Estas soluções são relacionadas com efeitos de ruído ou 
situações em que somos confrontados com diversos sinais de amplitudes diferentes. 
A análise é concluída com a descrição do hardware que foi desenvolvido em 
projectos precedentes [15] e utilizado no desenvolvimento deste. Iremos recorrer a 
análises e descrições realizadas nesses projectos. 
 
 
4.1 Descrição do sinal emitido 
 
Como descrito anteriormente o sinal emitido encontra-se modulado segundo PSK. 
Contudo não foi analisado o tamanho da trama em termos de número de bits de 
identificação. Nesta fase como apenas nos encontramos a desenvolver um protótipo 
constituído por 3 elementos identificativos não se justifica a utilização de tramas muito 
longas. Também é necessário ter a noção de que não podemos utilizar uma trama 
demasiada pequena, porque poderá ser muito difícil de identificar ou de se captar. 




Ao utilizarmos a desmodulação DBPSK, e como não foi implementado o codificador 
diferencial o primeiro bit de informação da trama será fixo, e consequentemente inútil 
para transporte de informação. O primeiro bit será utilizado como ponto de referência 
para descobrir as mudanças de fase que o sinal apresenta. Assim cada trama transmitida 
contém N-1 bits de informação. 
Tendo em consideração estes factos foi escolhida uma trama composta por 9 bits 
sendo 8 de informação. Estes 8 bits permitem-nos ter uma boa relação entre o tamanho e 
número de sequências possíveis. Com 8 bits de informação conseguimos ter 256 
identificadores diferentes. As sequências utilizadas em cada emissor foram escolhidas de 
forma aleatória, sendo estas apresentadas na tabela 4.1. 
 
Emissor 1 “100110011” 
Emissor 2 “111000110” 
Emissor 3 “110011001” 
 
Tabela 4.1 – Sequências escolhidas para cada emissor. 
 
 
Resta então analisar o sinal em termos de frequência de amostragem e número de 
períodos. Segundo o teorema de Nyquist, um sinal para que possa ser reconstituído sem 
perda de informação tem de ter uma frequência de amostragem pelo menos duas vezes 
maior que a frequência máxima do sinal da portadora. Aqui porém optámos por realizar 
uma amostragem ao quadruplo da frequência, garantindo assim que conseguimos extrair 
a informação com o mínimo de perdas. 
Para além da frequência de amostragem é necessário de ter em consideração o 
ritmo de transmissão. Os transdutores utilizados apresentam uma frequência de trabalho 
de 40kHz e uma largura de banda de 2kHz, sendo assim através da equação 3.7 e 
mantendo a relação da equação 3.6 com  $ 1kl / o número de períodos por bit é:  
  $ 19nd1d $ 40                                                        4.1!  
 
Resumindo estamos a realizar emissões de sequências de 9 bits a uma frequência 
de 40kHz em que cada bit é composto por 40 períodos da portadora (160 amostras por 
bit). No emissor é possível realizar a amostragem a exactamente 160kHz, no entanto no 
receptor só conseguimos realizar a 160.256kHz devido a limitações impostas pelo 
hardware. Apesar da frequência de amostragem no receptor não ser exactamente a 
mesma, como já verificamos anteriormente o uso da desmodulação diferencial assegura-
nos um bom desempenho pois a diferença é de 256Hz. Cada transmissão apresenta então 
1440 amostras, sendo que estas demoram 9ms a serem enviadas. 
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4.2 Algoritmos de emissão e recepção 
 
4.2.1 Geração dos pulsos no emissor 
 
A transmissão é realizada sobre o modelo de banda passante (fig. 3.4), em que a 
sequência se encontra guardada em memória no microcontrolador e a modulação é 
realizada através de portas lógicas. O modelo usado no emissor pode-se resumir assim à 





Figura 4.1 – Modelo de transmissão do emissor. 
 
 
No entanto para simplificar o hardware do emissor não foi usada uma DAC (Digital 
to Analog Converter) mas sim um inversor hexadecimal que se aproveita das tensões de 
alimentação (12oYY) para gerar a onda. Esta apesar de ser uma onda quadrada ao ser 
emitida pelo transdutor é transformada numa sinusóide, dado a largura de banda destes. 
 Assim a onda gerada no microcontrolador é uma onda quadrada amostrada de 
modo a que seja transmitido ,6o, 0 ou -6o. A sinusóide amostrada apresenta o aspecto 
da figura 4.2, onde a onda quadrada é o sinal gerado no microcontrolador e a sinusóide o 
sinal emitido pelo transdutor. 





Figura 4.2 – Sinusóide amostrada ao quadruplo da frequência da portadora. 
 
 
O software base desenvolvido para os emissores foi realizado no âmbito de 
projectos anteriores [15]. Este encontra-se desenvolvido em assembly de modo a se obter 
o maior rendimento possível, no entanto foram realizadas alterações ao algoritmo no que 
diz respeito aos tempos de retransmissão e método de funcionamento. O sistema do 
emissor pode ser descrito assim por três blocos funcionais: “Inicialização do sistema”, 
“Envio da sequência” e “Ciclo de espera”. O diagrama de funcionamento encontra-se 




Figura 4.3 – Diagrama de funcionamento do emissor. 
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Os tempos de retransmissão serão diferentes entre os emissores, contudo têm um 
aspecto em comum. O emissor de ultra-sons como qualquer outro dispositivo apresenta 
imperfeições. Para além dos já considerados (ganho variável ao longo da largura de 
banda) o transdutor de ultra-sons apresenta um arranque lento e uma contínua oscilação 
após acabar a transmissão. Este efeito é mais notório com ganhos programados elevados, 
e pode ser observado na figura 4.4 (sinal emitido e efeito de oscilação). Aqui foi 
transmitido um sinal modulado PSK com a sequência ‘110011001’ e adquirido com uma 
separação de 250cm entre o módulo emissor e receptor. 
 
 
Figura 4.4 – Efeito de oscilação dos emissores de ultra-sons. 
 
 
Esta imperfeição apresenta problemas para o receptor, no entanto, foi tido em 
consideração para a determinação dos tempos de retransmissão. O emissor só poderá 
retransmitir após o efeito de oscilação diminuir ou ser mínimo. Efectuando uma análise 
experimental verifica-se que o tempo de oscilação é aproximadamente de 36.2ms (5800 
amostras), sendo que o intervalo de transmissões mínimo tem de ser de 45.2ms. 
 Com este valor mínimo é possível transmitir até 22 sequências por segundo, o que 
numa aplicação como esta é um valor limite muito bom. 
 
4.2.2 Desmodulação dos pulsos no receptor 
 
Antes de qualquer descrição do algoritmo é pertinente realizar uma análise do 
desempenho do sistema a nível do erro cometido ao passar o algoritmo do Matlab para o 
DSP (Digital Signal Processor). Todo o processamento do receptor é realizado através de 
um DSP, enquanto todo o projecto e desenho de algoritmos é realizado recorrendo ao 




Matlab. Sendo assim foi realizado uma análise do erro entre o processamento do 
algoritmo desenvolvido no DSP e no Matlab. Os testes foram realizados com dois tipos de 
sinais. O primeiro é um sinal virtual gerado no Matlab e exportado para o DSP, 
seguidamente é realizada a filtragem e compara-se os resultados com os obtidos no 
software de desenvolvimento. Do mesmo modo foi utilizado um sinal real, captado 
através do módulo receptor, mas desta vez exportado para o Matlab. Realizando o 
mesmo procedimento obtendo-se resultados semelhantes. Estes encontram-se 
apresentados na figura 4.5.  
 
 
Figura 4.5 – Desempenho e erro relativo entre o DSP e o Matlab. 
 (a) Sinal virtual. (b) Sinal real. 
 
Como podemos observar pela figura 4.5 quer para sinais reais quer para sinais 
gerados virtualmente no Matlab as diferenças são mínimas, apresentando um desvio 
médio absoluto (entre o valor obtido no Matlab e no DSP) de 2.50 (0.03% do valor 
máximo) e 3.40 (0.16% do valor máximo) para sinais virtuais e reais respectivamente. 
Deste modo podemos concluir que o algoritmo desenvolvido para o receptor funciona 
correctamente nas duas situações. Mesmo assim todo o algoritmo foi implementado em 
Q15 (representação numérica) para um melhor aproveitamento da precisão no DSP. Ao 
utilizarmos Q15 conseguimos uma representação mínima de 2p. 
 
4.2.2.1 Algoritmo implementado 
 
Em termos de blocos o sistema receptor pode ser definido através da figura 4.6. O 
sinal ao ser recebido atravessa um andar de ganho programável onde é amostrado. Após 
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ser obtido o sinal digital, a sua filtragem fornece a detecção do pulso e 
consequentemente o início da desmodulação. A par da desmodulação é realizada a 
amostragem final, ou seja como é conhecida a estrutura do sinal, sabemos onde retirar a 
informação. Finalmente essa informação passa por um elemento de decisão que 





Figura 4.6 – Diagrama de blocos do receptor. 
 
 
O sinal x é o sinal amostrado, xd o sinal desmodulado e y a sequência final. Com o 
intuito do sistema ser o mais rápido possível, o algoritmo desenvolvido foi implementado 
na rotina de serviço de interrupções. Sendo assim todo o processamento de amostragem, 
filtragem e decisão são realizadas em tempo real. O algoritmo apresenta assim dois 
estados principais: o estado de espera (estado 0) e o estado de desmodulação (estado 1) 
conforme se pode observar na figura 4.7. No estado de espera o sistema encontra-se a 





Figura 4.7 – Diagrama de estados do receptor. 
 
 




A detecção de pulso consiste em quando o sistema detecta sinal acima de um 
determinado patamar, esse corresponde a uma detecção positiva. Quando isto acontece 
o sistema transita para o estado de desmodulação. Neste estado é realizada a 
amostragem dos bits e a respectiva identificação da sequência. Todo este procedimento 




Figura 4.8 – Fluxograma do processamento da rotina de interrupção. 
 
 
Todo este ciclo é repetido a uma frequência de 160.256kHz que é a frequência 
mais próxima de 160kHz que conseguimos realizar no DSP. 
 
4.2.2.2 Melhoramento da imunidade ao ruído  
  
Na tentativa de melhorar o desempenho do sistema, foi realizada uma análise do 
ruído tendo em vista a sua redução. Apesar do receptor de ultra-sons anteriormente 
desenvolvido ter blindagem (que por si só reduz o ruído), pode-se explorar uma solução a 
nível de software. A solução implementada é um oversampling na realização da 
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amostragem. Como a ADC (Analog to Digital Converter) usada apresenta uma grande 
velocidade de conversão é possível realizar duas amostragens ao invés de uma. Deste 
modo, ao realizar-se a média das duas amostragens, o ruído apresentado em IDLE, ou 
seja sem presença de sinal, é significativamente reduzido. Na figura 4.9 é possível verificar 
que a amplitude do ruído diminui com a aplicação de oversampling na aquisição. 
 
 
Figura 4.9 – Efeito do oversampling no ruído em IDLE.  
  
 
Na figura 4.9 também é possível observar que o ruído encontra-se em torno de 0, 
no entanto para tal acontecer é necessário retirar ao sinal adquirido um offset que é 
imposto pela ADC. De modo a quantificar o offset e posteriormente retirá-lo foi adquirido 
ruído ao longo de alguns minutos. Com a média do ruído adquirido é possível estimar o 
offset do sistema e proceder à sua remoção. 
 
4.2.2.3 Probabilidade de falsa detecção e limiar de detecção 
 
A probabilidade de falsa detecção é a probabilidade do sistema validar uma 
sequência quando na realidade se encontra somente a receber ruído. Esta probabilidade 
encontra-se directamente relacionada com o limiar de detecção escolhido para as 
sequências. 
A verificação do limiar é realizada após filtragem, logo é aqui que os limiares de 
detecção são determinados recorrendo ao algoritmo implementado. O facto de se 




realizar filtragem passa-baixo permite anular variações bruscas do sinal. Assim no caso de 
surgir um pico inesperado de energia no receptor, este é parcialmente anulado pelo filtro. 
Sendo o filtro utilizado um elemento de elevada importância no sistema, é necessária um 
correcto projecto de modo a tirar o maior partido da sua utilização.  
Como já foi descrito o sinal recebido é amostrado a 160.256kHz, que corresponde a 
termos no receptor uma sequência modulada segundo uma portadora de 40.064kHz. 
Tendo o conhecimento que a desmodulação DBPSK origina uma onda quadrada, apenas é 
necessário aplicar um filtro de primeira ordem. 
Optou-se por utilizar um filtro IIR (Infinite Impulse Response) de primeira ordem por 
ser mais rápido e fácil de implementar que um FIR (Finite Impuse Response). Neste caso 
particular resume-se somente a três multiplicações, uma soma e uma subtracção. 
 
 
O filtro IIR [18] é descrito como: 
 
 q_a^b $ ∑ k[Xa^ - lbs[e - ∑ qt_a^ - ubvte                                 4.1! 
 
Onde: 
• P é a ordem de feedfoward 
• Q é a ordem de feedback 
• kl representa os coeficientes feedfoward do filtro 
• qu representa os coeficientes de feedback do filtro 
• Xa^b é o sinal de entrada 
• _a^b é o sinal de saída 
 
Fazendo a ordem do filtro P $ Q $ 1 e a $ 1 obtemos: 
 
 yanb $ bxanb , bxan - 1b - ayan - 1b                                 4.2! 
 
Quanto à sua frequência de corte como podemos observar na figura 4.10 (b) basta 
utilizar 1 4⁄  da frequência de amostragem, eliminando assim a componente que se 
apresenta ao dobro da frequência da portadora. No entanto na prática para reduzir o 
ruído no sistema a frequência de corte foi diminuída para os 4kHz. Assim conseguimos 
restituir o sinal com o mínimo de perdas, sendo que reduzimos também o ruído. Outro 
dos motivos de se ter escolhido 4kHz como frequência de corte e não uma frequência 
menor prende-se com o facto de quanto menor a frequência de corte menos o sinal 
desmodulado é uma onda quadrada, este efeito pode ser observado na figura 4.10 (c). 
 




Figura 4.10 – Filtragem do sinal desmodulado. (a) Sinal desmodulado, (b) espectro do 
sinal, (c) sinal desmodulado e filtrado com frequência de corte a 4kHz e a 1kHz. 
 
 
Relativamente ao limiar de detecção dos pulsos de ultra-sons, o seu projecto torna-
se mais simples agora. Utilizando o filtro projectado, é analisada a sua saída quando se 
coloca na entrada ruído contínuo (adquirido experimentalmente), registando-se o valor 
mais elevado à sua saída. Este valor é em média o valor máximo que o sistema atinge na 
presença de ruído, ou seja o limite máximo à saída do filtro que pode provocar uma falsa 
detecção. No entanto o limiar de detecção dos pulsos não é dado somente por este valor, 
existindo outro factor a ter em conta. 
Como no receptor se encontra implementada a desmodulação DBPSK, e sabendo 
que o resultado desta é a correlação do sinal recebido com o próprio atrasado N 
amostras, existe uma parte do sinal que se correlaciona com o ruído. Este fragmento de 
sinal é o 1º bit que não contém informação para além da fase, mas pode gerar uma falsa 
detecção. Sendo assim, a filtragem da correlação do 1º bit com o ruído é que irá fornecer 
o limiar mínimo de detecção do pulso de ultra-sons. 
Na determinação deste valor é também necessário ter em conta a amplitude do 
sinal recebido, esta foi classificada em três níveis (figura 4.11(a)), amplitude média, alta 
ou saturada. Dado que a amplitude do sinal recebido pode variar foram introduzidos no 
sistema vários níveis de detecção dos pulsos, assim consoante a classificação do sinal 
recebido o sistema apresenta um limiar de detecção. O sinal apresentado na figura 4.11 
foi adquirido a diferentes distâncias para obter as três situações descritas, sendo a 
sequência transmitida ‘110011001’. 







  (b) 
 
Figura 4.11 – Limiares de detecção. (a) Sinal com amplitude saturada, alta e média. (b) 
Filtragem do sinal desmodulado. 
 
 
Na figura 4.11(a) é possível verificar as três situações de amplitude possíveis 
descritas. Quando o sinal se encontra saturado implica que o 1ºbit transmitido no pulso 
de ultra-sons apresenta elevada energia, logo é a pior situação possível, não só por 
necessitar de um limiar de detecção mais elevado mas também porque é possível a perda 
de informação no restante sinal. Na figura 4.11(b) é possível observar o efeito na 
desmodulação que o sinal saturado provoca. Enquanto para um sinal com amplitude 
elevada ou média o sinal desmodulado é simétrico em relação ao eixo horizontal, para 
um sinal saturado isto não se verifica. Ainda na figura 4.11(b) é possível ver o efeito inicial 
na desmodulação correspondente à correlação entre o 1ºbit de informação com o ruído. 
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Após uma análise da saída do filtro correspondente à correlação inicial a estes três 
sinais (figura 4.11(b)), e como queremos detectar a subida brusca do sinal resultante 
foram escolhidos os respectivos limiares: 18 para baixa e média amplitude, 128 para 
amplitude elevada e 250 para sinais saturados. O facto de os limiares serem mais 
elevados altos em relação ao que podemos observar na figura 4.11(b) é somente para 
diminuir a possibilidade de ocorrerem falsas detecções. Assim obtemos uma maior gama 
para salvaguardar excepções que possam acontecer. 
 
Agora que tanto os limiares como o filtro a utilizar se encontram definidos é 
possível estimar a probabilidade de falsa detecção. Recorrendo novamente ao Matlab, 
gerou-se ruído digital com o mesmo desvio padrão do real, e, utilizando o filtro e os 
respectivos limites de detecção projectados realizou-se uma tentativa de encontrar uma 
detecção positiva. Conclui-se que o sistema apresenta uma probabilidade de falsa 
detecção inferior a 10, dado que ao fazer passar ruído com um milhão de amostras 
pelo sistema nunca se verificou nenhum falso positivo.  
 
 
4.3 Hardware desenvolvido 
Como já fora referido o hardware utilizado no neste projecto foi desenvolvido no 





O emissor pode ser descrito por quatro blocos fundamentais como representado na 
figura 4.12. O bloco de comunicação é composto por um módulo de rádio frequência e 
um de comunicação ICSP. O módulo de rádio frequência apesar de estar presente não foi 
utilizado no sistema. Já a ficha ICSP é que permite a alteração do código que o μC do 
bloco de processamento contém. 
No bloco de processamento é onde se realiza a gestão do sistema do emissor, ou 
seja é o μC que controla a sequência a ser enviada e os tempos de retransmissão. O bloco 
de transmissão é somente composto por um transdutor de ultra-sons que emite o sinal 
analógico gerado pelo bloco de modulação. Este é composto por portas lógicas e 
inversores hexadecimais. 
 





Figura 4.12 – Diagrama de blocos do emissor (adaptado de [15]). 
 
 
Na figura 4.13 são apresentadas fotografias de todo o hardware utilizado na 
implementação do emissor. Todos os componentes foram implementados e testados no 
âmbito de projectos anteriores. No bloco de modulação usa-se apenas lógica binária. 
Assim à saída deste bloco obtém-se uma onda quadrada em que a componente principal 
corresponde a uma sinusóide de 40kHz. O bloco de transmissão é constituído somente 
por um emissor de ultra-sons (fabricado pela Murata, figura 4.14). Este apresenta um 






Figura 4.13 – Hardware que compõe o emissor (adaptado de [15]). 
 
 




Figura 4.14 – Emissor de ultra-sons, respectivo diagrama de radiação e SPL. 
 
 
Quanto ao bloco de processamento este é realizado recorrendo a um 
microcontrolador MicroChip (18F452). Este apresenta uma arquitectura RISC optimizada 
para C. Apesar de este processador suportar frequências que podem chegar aos 40MHz, 
foi utilizada uma frequência múltipla do período de amostragem. Assim a frequência de 




Figura 4.15 – Microcontrolador MicroChip 18F452. 
 
 
Para terminar a descrição do emissor resta apenas mencionar que o sistema é 
alimentado a 6V, podendo assim gerar ondas com amplitudes de 12Vpp recorrendo aos 




O hardware utilizado para implementar o receptor é constituído por 3 módulos 
separados: o receptor de ultra-sons, a “locus board” e o kit eZdsp. Todo o sistema pode 
ser representado por 4 blocos principais como mostra a figura 4.16. 
 
 






Figura 4.16 – Diagrama de blocos do receptor (adaptado de [15]). 
 
 
O bloco do receptor de ultra-sons é responsável pela conversão do sinal real para o 
sinal eléctrico, assim como a sua filtragem e pré-amplificação. Seguidamente temos o 
bloco de condicionamento de sinal, que realiza a interligação entre o bloco receptor e o 
processamento de sinal, permitindo também amplificar o sinal com vários ganhos 
programáveis digitalmente. O bloco de processamento de sinal apresenta-se como sendo 
o mais importante. É este o responsável por gerir todo o sistema desde a desmodulação, 
filtragem, decisão e comunicação. A comunicação com o exterior é realizada através da 
porta série (RS-232). 
 
O módulo receptor da figura 4.16 é constituído por um receptor de ultra-sons 
(figura 4.17, fabricado pela Prowave) que apresenta um diagrama de sensibilidade de 85° 
(figura 4.18), o qual tem ligado a si um amplificador passa banda programado com um 
ganho de 10x. Este circuito tem como objectivo maximizar a relação sinal ruído. 
 
 











Figura 4.18 – Diagrama de sensibilidade do receptor de ultra-sons. 
 
 
A “Locus Board”, figura 4.19, é responsável pela interligação entre os receptores de 
ultra-sons e o kit eZdsp, apresentando um conjunto de amplificadores programáveis com 
quatro valores de ganhos discretos (1, 4, 24, 96), e um filtro passa-banda. A “Locus Board” 
Esta permite também a comunicação via porta série, bem como por rádio frequência. 
Esta placa tem também outros módulos dado que é uma placa utilizada no 
desenvolvimento de vários projectos, no entanto os outros módulos não são relevantes 
para este projecto. 
 






Figura 4.19 – Placa “Locus Board”. 
 
O kit eZdsp 2812, figura 4.20, é produzido pela empresa Spectrum Digital e inclui 
um microprocessador TMS320F2812 da Texas Instruments, onde é realizada a gestão do 
sistema receptor. O kit utilizado foi desenvolvido especificamente para o processamento 
digital de sinal e permite a sua ligação a um PC, através de uma ambiente de 




Figura 4.20 – Kit eZdsp 2812. 
 
Apesar de no momento do desenvolvimento deste projecto já existir uma nova 
versão da “Locus Board” esta não fui utilizada. No entanto, para reduzir os efeitos do 
ruído e interferências electromagnéticas foram utilizados cabos USB e um plano de massa 
entre o kit e a “Locus Board” (figura 4.21). 
 





Figura 4.21 – Kit eZdsp 2812 com plano de massa e cabo USB. 
  













Testes e resultados 
 
Após o projecto e implementação do sistema estarem concluídos resta somente 
verificar se este se comporta como especificado. Para efeitos de validação realizaram-se 
dois testes distintos. O primeiro consistiu na medição da distância máxima de 
funcionamento do sistema assim como o respectivo BER para cada posição. Neste 
primeiro teste usou-se apenas um emissor e não o conjunto dos três. 
O segundo teste consistiu na medição das probabilidades de detecção de cada 
sequência, sendo que aqui foram utilizados os três emissores. Tanto na primeira como na 
segunda experiência as condições de teste foram previamente estabelecidas. Após a 
descrição e apresentação destes testes os resultados serão alvo de análise e reflexão. 
 
5.1 Testes de campo 
Todos os testes foram realizados no laboratório de robótica do DETI - Universidade 
de Aveiro, sendo este sistema de ultra-sons o único activo durante a realização dos testes, 
evitando interferências provocadas por outros sistemas. Apesar de os testes terem sido 
realizados ao longo do dia, considerou-se que a velocidade do som se manteve 
aproximadamente constante (temperatura ambiente estimada em 20|). A aquisição dos 
dados foi realizada utilizando a interface série da unidade de processamento, sendo a 
informação recebida constituída pela sequência desmodulada e a amplitude da mesma. 
Os testes foram realizados recorrendo a dois ganhos discretos (ganho mínimo e 
ganho elevado). Ao longo deste capítulo o ganho mínimo (amplificação de 10x no pré-




amplificador do receptor e 1x na “Locus Board”) será referenciado como ganho 0 e o 
ganho mais elevado (amplificação de 10x no pré-amplificador do receptor e 4x na “Locus 
Board”) como ganho 1. 
 
Distância máxima de funcionamento (Ganho 0) 
 
Como descrito nos objectivos para o projecto o sistema terá de funcionar 
correctamente entre um e quatro metros, podendo usar diferentes ganhos discretos. Este 
teste foi assim dividido em dois: o primeiro para verificar a distância máxima de 
funcionamento para ganho mínimo e o segundo a distância máxima de funcionamento 
para um ganho mais elevado. 
Na realização deste teste foi usado um módulo emissor programado com uma 
sequência de 9 bits onde se foi variando a distância entre o emissor e o receptor de 20cm 





Figura 5.1 – Implementação prática para testar a distância máxima de funcionamento. 
(ganho mínimo - Ganho 0). 
 
 
A primeira fase do teste foi realizada com ganho 0 utilizando para identificação a 
sequência “110011001” modulada numa sinusóide de 12vpp. Para cada posição foram 
adquiridas 10000 sequências de modo a podermos inferir resultados sobre o BER. Os 
resultados referentes ao BER e à amplitude do sinal recebido encontram-se apresentados 
na tabela 5.1. 
A amplitude do sinal é determinada como a soma do valor absoluto de todas as 
amostragens realizadas sobre a onda recebida. Para o envio via porta série este valor é 
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Distância (cm) BER Amplitude  
20 0.0052 1248.5 
40 0.0047 1103.1 
60 0.0046 619.5 
80 0.0082 442.1 
100 0.0044 344.8 
120 0.0044 272.1 
140 0.0049 235.2 
160 0.0047 199.3 
180 0.0044 168.1 
200 0.0047 140.6 
220 0.0048 122.5 
240 0.0050 115.4 
260 0.0050 93.7 
280 0.0056 86.3 
300 0.0710 78.9 
320 0.4789 72.7 
 
Tabela 5.1 – BER e amplitude em função da distância (Ganho 0). 
     
 
A distância máxima usada para esta fase de testes foi 320cm pois através da análise 
da tabela 5.1 podemos verificar que o sistema deixa de funcionar para esta distância. 
Sendo o BER nesta posição aproximadamente 50% é como se o sistema estivesse 
unicamente na presença de ruído. A amplitude do sinal recebido em função da distância 
pode ser observada na figura 5.2. 
 
 
Figura 5.2 – Variação da amplitude do sinal recebido com a distância. 




Para além da análise do BER e da amplitude do sinal recebido realizou-se uma 
quantificação dos erros obtidos. Aqui não se considerou a informação adquirida à 
distância de 320cm pois neste ponto, e para ganho 0, o sistema simplesmente não 
funciona correctamente. Nas 150000 sequências consideradas 2535 delas apresentam 
erros. A quantificação dos resultados em termos de número de erros ocorridos encontra-
se descrita na figura 5.3. 
  
 
Figura 5.3 – Histograma do número de erros (Ganho 0) em 2535 sequências com erros 
ocorridas em 150000 sequências recebidas. 
 
Distância máxima de funcionamento (Ganho 1) 
 
A segunda fase deste teste foi realizada com um ganho mais elevado, mantendo-se 
a sequência, as tensões de alimentação e o número de sequências por posição. No 
entanto por apresentar um ganho mais elevado a variação da distância passou de 20 cm 
para 50 cm e a distância inicial foi fixada em 200 cm como demonstra a figura 5.4. Os 




Figura 5.4 – Implementação prática para testar a distância máxima de funcionamento 
(ganho elevado – Ganho 1). 
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Distância (cm) BER Amplitude 
200 0.0047 367.2 
250 0.0055 274.2 
300 0.0049 209.6 
350 0.0047 160.0 
400 0.0051 118.0 
450 0.0055 104.0 
500 0.0054 80.8 
550 0.6174 48.5 
 
Tabela 5.2 - BER e amplitude em função da distância (Ganho 1). 
 
 
Aqui a distância máxima usada foi de 550cm dado que com um ganho maior é 
possível atingir uma maior distância. No entanto como já referido a distância inicial foi de 
200cm pois como com ganho mínimo conseguimos distâncias muito próximas logo não é 
necessária a utilização de ganhos mais elevados (que também originam a saturação do 
sinal recebido quando utilizados a distâncias curtas). 
Através de uma breve análise dos resultados apresentados na tabela 5.2 verifica-se 
a semelhança com a tabela 5.1. Aqui também após uma determinada distância o sistema 
deixa de funciona. Outra pequena nota é o facto de o BER para 550cm não ser 
aproximadamente de 50% mas sim de 61%, devendo-se simplesmente ao facto de o 
número de sequências adquiridas nesta posição ser reduzido. Também de notar que de 
500cm para 550cm a amplitude sofre uma queda mais acentuada em relação ao valor 
anterior, sendo mais um indicativo que sugere a falha do sistema para esta distância.  
Para esta experiência não foi realizada a apresentação da variação da amplitude em 
função da distância pois esta com um ganho elevado comporta-se de igual modo, como 
se pode observar pelas tabelas 5.1 e 5.2, sendo assim elimina-se redundância nos 
resultados. No entanto realizou-se uma análise do número de erros como no teste 
anterior. Das 70000 sequências consideradas 648 delas apresentam erros. Os resultados 
podem ser observados na figura 5.5. 
 





Figura 5.5 - Histograma do número de erros (Ganho 1) em 648 sequências com erros 
ocorridas em 70000 sequências recebidas. 
 
Probabilidade de detecção com três emissores 
 
Esta experiência tem como objectivo observar o desempenho do sistema na 
presença de vários emissores, encontrando-se dividida em duas partes. A divisão é 
realizada ao nível da separação entre emissores, permitindo assim estudar a sua 
influência e inferir sobre a separação mínima que leva a um bom desempenho. 
Pretendemos então verificar se o sistema é capaz de identificar correctamente cada 
um dos emissores e também em que posições isso acontece. Para esse efeito foi criada a 
estrutura apresentada na figura 5.6 com as especificações seguintes:  
 
• Três emissores separados de 100cm entre si 
• Posição do receptor a variar em relação ao eixo dos emissores entre 100cm e 
400cm com um salto de 100cm 
• Posição do receptor a variar no posicionamento frontal aos emissores de 50cm 
em 50cm 
• Emissores e receptor encontram-se a 110cm do solo e alinhados entre si 
• Em cada ponto da grelha são realizadas três medições: com o receptor 
direccionado para cada um dos emissores separadamente 
• Aquisição de dados com ganho 0 até 300cm e com ganho 1 para 300cm e 400cm 
• Aquisição de 1000 sequências por posição permitindo 8000 bits para 
quantificação do BER 
• Velocidade do som aproximadamente constante (343,4/, a cerca de 20| - 
temperatura ambiente estimada) 
• Utilização da comunicação série como modo de comunicação com o PC 
• Emissores programados com as sequências definidas na tabela 4.1 







Figura 5.6 – Implementação prática para testar a probabilidade de detecção dos 
emissores (100cm entre emissores). 
 
 
Através da análise das sequências recebidas conseguimos para cada posição extrair 
informação quanto à probabilidade de detecção de cada emissor. Esta informação 
encontra-se apresentada na figura 5.7. Esta figura é composta por três elementos: (a) 
receptor direccionado em todas as posições para o emissor 1, (b) receptor direccionado 
para o emissor 2 e (c) receptor direccionado para o emissor 3. Em cada gráfico da figura 
cada elemento rectangular corresponde a uma intersecção da grelha da figura 5.6, sendo 
o seu preenchimento determinado consoante a percentagem de sequências correctas 
recebidas. 
O código de cores é distribuído da seguinte forma: cada emissor tem associado a si 
uma cor, que neste caso corresponde ao código RGB (Red Green Blue) respectivamente. 
Consoante a percentagem de sequências válidas provenientes de cada emissor é 
preenchido o rectângulo com as respectivas cores. Por exemplo ao receber 1000 
sequências válidas das quais 70% são do emissor 1 e 20% do emissor 2, é gerado um 
rectângulo onde 70% é preenchido com cor vermelha, 20% é de cor verde e 10% é 
preenchido com cor preta, correspondendo à percentagem de sequências erradas. Assim 
dependendo da percentagem de sequências erradas recebidas a percentagem de cor 
preta varia. Os dados numéricos obtidos nesta experiência podem ser consultados na 
figura A.1 do anexo A. 
 






Figura 5.7 – Desempenho do sistema com separação de 100cm entre emissores 
(probabilidade de detecção dos emissores). 
 
 
De igual modo foi realizada a segunda parte da experiência para uma separação de 
200cm entre os emissores como apresentado na figura 5.8. Aqui todos os parâmetros 
anteriores foram mantidos, sendo assim a experiência foi conduzida segundo as seguintes 
especificações: 
 
• Três emissores separados de 200cm entre si 
• Posição do receptor a variar em relação ao eixo dos emissores entre 100cm e 
400cm com um salto de 100cm 
• Posição do receptor a variar no posicionamento frontal aos emissores de 100cm 
em 100cm 
• Emissores e receptor encontram-se a 110cm do solo e alinhados entre si 
• Em cada ponto da grelha são realizadas três medições: com o receptor 
direccionado para cada um dos emissores separadamente 
• Aquisição de dados com ganho 0 até 200cm (devido à distância entre emissor e 
receptor ultrapassar os 300cm de funcionamento do sistema) e com ganho 1 para 
300cm e 400cm 
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• Aquisição de 1000 sequências por posição permitindo 8000 bits para 
quantificação do BER 
• Velocidade do som aproximadamente constante (343,4/, a cerca de 20| - 
temperatura ambiente estimada) 
• Utilização da comunicação série como modo de comunicação com o PC 






Figura 5.8 – Implementação prática para testar a probabilidade de detecção dos 
emissores (200cm entre emissores). 
 
 
A representação dos resultados obtidos segue o método anteriormente referido 
para a figura 5.7. Estes resultados podem ser consultados através da figura 5.9 e na figura 
A.2 do anexo A. 
 






Figura 5.9 – Desempenho do sistema com separação de 200cm entre emissores 




5.2 Análise de resultados 
Começamos a análise dos resultados obtidos realizando uma observação sobre as 
sequências usadas (tabela 4.1). Como referido no capítulo 3 as sequências não foram 
escolhidas de modo a apresentar ortogonalidade mas sim para serem diferentes. Para 
além da diferença estas foram escolhidas de modo a que a desmodulação diferencial 
produza uma onda quadrada que, na presença de ruído torna-se no pior caso possível 
para realizar decisões. No entanto esta escolha gerou um novo factor a ter em 
consideração. 
Apesar de não influenciar significativamente os resultados, a sequência do emissor 
3 (“110011001”) quando apresenta um erro no 2º bit de informação corresponde ao 
emissor 1 (“100110011”) e vice-versa. Isto leva a que numa posição onde deveria ser 
recepcionada a sequência do emissor 1, na sequência do erro do 2ºbit é recepcionada a 
sequência do emissor 3. Este facto terá de ser alterado num trabalho futuro. No entanto, 
Capítulo 5 | Testes e resultados 
61 
 
como podemos verificar através dos histogramas das figuras 5.3 e 5.5, na presença de 
uma sequência com erros, a ocorrência de um único erro apresenta uma das menores 
probabilidades de acontecimento. Para além da probabilidade de ocorrência de um erro 
temos de ter em conta que no nosso caso como temos o 1º bit fixo a ‘1’, se ocorrer um 
erro no 2º bit isso implica que todos os bits seguintes se encontram errados. Esta é uma 
das desvantagens de se utilizar desmodulação diferencial pois a informação do bit 
seguinte é obtida através do bit anterior. Nesta situação, quando ocorre um erro no 2º bit 
ocorrem 8 erros e não somente 1. Novamente através da análise das figuras 5.3 e 5.5, a 
ocorrência de 8 erros não apresenta a maior probabilidade de acontecimento.  
 
Relativamente à primeira fase de testes (distância máxima de funcionamento) 
verifica-se que com as especificações definidas ao longo do capítulo 3 e 4 o sistema 
consegue identificar correctamente o emissor para distâncias compreendidas entre 20cm 
e 500cm. Para obter este desempenho o sistema recorre à ajuda de dois ganhos discretos 
(ganho 0 e ganho 1). Através da tabela 5.1 e 5.2 verifica-se que o sistema em termos de 
amplitude de sinal comporta-se de forma aproximadamente exponencial e de forma 
semelhante para os dois ganhos. 
Os resultados apresentados nas tabelas 5.1 e 5.2 ao nível do BER permitem garantir 
um bom funcionamento do sistema com um emissor entre 20cm e 500cm. É notório que 
o sistema deixa de funcionar para 320cm com ganho 0 e para 550cm com ganho 1 dado 
que o BER sobre bruscamente apresentando um valor que ronda os 50% (valor do BER 
quando um sistema apenas se encontra a funcionar com ruído branco). 
É possível inferir sobre a gama de distâncias onde se pode realizar a comutação 
entre os dois ganhos, estando estas situadas entre 200cm e 300cm, dado que o sistema 
funciona correctamente com os dois ganhos. Concluímos assim que o sistema cumpre 
completamente as especificações iniciais quando funciona com um único emissor 
(funcionamento correcto para distâncias de um a quatro metros). 
 
O segundo conjunto de testes (probabilidade de detecção com três emissores) foi 
realizado com o intuito de estudar o comportamento do sistema na presença de vários 
emissores assim como o efeito da distância (separação) entre emissores. 
Numa primeira fase foi escolhida uma separação de 100cm entre emissores. 
Através da figura 5.7 pode-se observar que o sistema para curtas distâncias identifica 
correctamente o emissor numa área até 200cm, no entanto, para distâncias superiores 
não se pode garantir o seu funcionamento (percentagem de sequências erradas elevada). 
Com o aumento da distância aos emissores (e consequentemente o ganho do receptor) e 
devido ao diagrama de radiação e sensibilidade dos transdutores, o receptor passa a 
“ver” os três emissores como um emissor onde se encontram misturadas as três 
sequências de identificação. Deste modo conclui-se que para uma separação tão pequena 
a identificação para distâncias elevadas com os transdutores usados não é possível. 




Na segunda fase a distância entre emissores foi aumentada para o dobro. Aqui e 
através da figura 5.9 conclui-se que o sistema funciona para todas as distâncias 
especificadas no início do projecto. É notório através de 5.9(a), (b) e (c) que as áreas de 
funcionamento de cada emissor se encontram bem definidas através da percentagem de 
cor em cada posição. 
Verifica-se também que a taxa de sequências erradas é muito menor do que para a 
separação de 100cm entre emissores. A descrição detalhada das taxas de erros para este 
conjunto de testes pode ser consultada no anexo A (Tabelas de erros). Conclui-se assim 
que para os transdutores usados (receptor com sensibilidade de 85° e emissor com 
diagrama de radiação de 80°) os emissores necessitam de ter uma separação maior que 
100cm. Para 200cm de separação o sistema funciona correctamente para as distâncias 
especificadas. 
Em todos os testes anteriormente realizados o receptor encontra-se sempre 
direccionado para um emissor, contudo um mau alinhamento entre emissor e receptor 
levará a resultados diferentes mas próximos dos apresentados. O uso correcto do 















Conclusões e trabalho futuro 
 
6.1 Conclusões 
Apesar do sistema se encontrar numa primeira fase de desenvolvimento no que diz 
respeito a um sistema de identificação completo (implementação de interfaces, 
elementos de baixa potência e custo, miniaturização do sistema) concluímos que este 
funciona dentro das especificações desejadas. No entanto para que funcione para todas 
as distâncias é necessário existir um limite mínimo de separação entre emissores. 
Esta limitação pode ser reduzida para um valor mínimo com o uso de transdutores 
com diagramas de radiação e sensibilidades com menor abertura, contudo, existirá 
sempre uma separação mínima. O sistema quanto à localização funcionará numa camada 
de software a um nível mais elevado, sendo o seu funcionamento baseado na informação 
recebida do sistema de identificação, não tendo sido desenvolvido um algoritmo para 
esse efeito. Este aspecto será discutido na secção de trabalho futuro. No entanto, no 
sistema implementado o factor “localização” existe no seguinte sentido: ao identificar o 
emissor 1, 2 ou 3, o sistema com um interface de alto nível para o utilizador será capaz de 
fornecer informação quanto à sua posição, caso conheça a disposição do museu ou 
galeria. 
Atendendo que os algoritmos desenvolvidos apresentam alguma simplicidade e os 
cálculos efectuados nestes não são “pesados”, o DSP utilizado pode ser substituído por 
um dispositivo com menor poder de cálculo e menor consumo, por exemplo um MSP 
(mixed-signal processor).  




Apesar de neste protótipo não se ter tido grandes preocupações quer com o 
consumo dos componentes escolhidos quer com as tensões de alimentação destes é 
notório que a simplicidade dos algoritmos finais implementados proporciona uma 
elevada redução no número de componentes necessários para um sistema deste tipo, 
podendo esta vantagem ser extremamente explorada. 
  
Conclui-se assim que o objectivo principal de desenvolver um sistema de 
identificação para museus, que funcione num raio de um a quatro metros foi alcançado e 
que apresenta resultados muito satisfatórios. Também o compromisso inicial de procurar 
sempre as soluções mais simples foi tido sempre em consideração no desenvolvimento 
dos algoritmos implementados. Contudo a componente de localização foi deixada a cargo 
de trabalho futuro, sendo que a sua implementação ocorrerá a um nível mais elevado e 
não ao nível de hardware como o de identificação. 
 
6.2 Contribuições 
O trabalho descrito ao longo deste documento contribuiu para o desenvolvimento 
de um sistema de identificação para museus que poderá servir também como base para 
um sistema de localização. O estudo, projecto e implementação dos algoritmos do 
módulo emissor e receptor demonstram que com uma simples modulação PSK é possível 
obter resultados muito satisfatórios. 
Após os exaustivos testes, quer para a determinação da distância máxima de 
funcionamento quer para a determinação das áreas de funcionamento de cada emissor, 
verificamos que na presença de vários emissores, o sistema para preencher os requisitos 
propostos necessita de ter uma separação mínima superior a 100cm entre emissores. 
Quanto à utilização de um só emissor o sistema de identificação implementado permite 
um correcto funcionamento até distâncias de cerca 500cm, apresentando um BER inferior 
a 1% na maioria dos casos. 
Para além deste documento, foi produzido um artigo que será submetido para a 
revista do Departamento de Electrónica, Telecomunicações e Informática da Universidade 
de Aveiro: 
 
• Flávio Sá, José Vieira and Carlos Bastos, “Developing an identification system for 
museums using ultrasound technology”, DET Magazine, Aveiro, Portugal 
(submetido). 
 
6.3 Trabalho futuro 
Após a conclusão da implementação e teste do sistema de identificação é notória a 
existência e a necessidade de uma série de trabalhos futuros. Seguidamente serão 
apresentadas algumas propostas para a continuidade do desenvolvimento deste projecto. 
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A mais óbvia será a implementação do módulo de localização, sendo este a nível de 
software, no entanto existem outros trabalhos mais pertinentes no sentido do 
desenvolvimento do sistema para uma possível comercialização. 
O desenvolvimento de novos módulos emissores e receptores seria o trabalho mais 
importante e que mais valor traria ao projecto porque um estudo e desenvolvimento 
destes módulos para funcionamento a baixas tensões proporcionariam uma maior 
autonomia do sistema. Neste sentido a miniaturização do sistema também será 
importante com vista a um produto final comercializável. 
Outros trabalhos relativos aos algoritmos e sequências utilizadas podem ser 
realizados. As sequências utilizadas nos módulos emissores podem ser alvo de estudo e 
melhoramento. Como já fora referido, ao longo da análise de resultados, estas 
simplesmente foram escolhidas para serem diferentes. A exploração da utilização de 
sequências ortogonais nos emissores pode melhorar o desempenho do sistema 
(minimização da correlação entre sequências), dado que a interferência entre as 
sequências emitidas pode vir a ser menor. Pode-se também explorar o desenvolvimento 
do sistema de modo a que a distância mínima entre emissores seja reduzida. Apesar de 
com esta vertente se poder complicar os algoritmos também é verdade que diminuiria os 
requisitos de funcionamento do sistema. Seria então necessário um estudo sobre CDMA 
ou OFDM. 
Ainda dentro da área de algoritmos poderão ser realizados testes e algoritmos que 
usem a amplitude do sinal para estimar a distância ao emissor, promovendo assim uma 
maior capacidade para a parte de localização do sistema. 
Para além dos possíveis trabalhos já descritos uma análise e desenvolvimento de 
um sistema híbrido entre duas tecnologias (por exemplo RF e US) poderá trazer 
vantagens. Como descrito no capítulo 2 existem muitos sistemas de localização que usam 
uma mistura de ultra-sons com sinais de rádio frequência. Esta mistura poderá ser 
benéfica quer para a identificação quer para a localização. No que diz respeito à 
identificação, conhecendo as limitações dos ultra-sons na presença de obstáculos, o sinal 
de rádio frequência seria uma boa alternativa para obter redundância de informação. 
Esta redundância poderá também ser utilizada para efeitos de localização. 
Agora fora dos domínios de hardware e software concretamente é possível pensar 
numa solução que promova um funcionamento mais eficiente do sistema, como métodos 
de poupar energia (utilização de luz ambiente como possível fonte de energia), técnicas 
de despoletar a emissão dos pulsos de ultra-sons (emissores reagem às ordens do 
receptor), etc. 
Por fim, e para além de todas as possibilidades anteriores uma última consideração 
sobre a componente de localização seria a possibilidade de realizar a localização a 3D, no 
entanto o ganho desta vertente poderá não ser ideal face à sua complexidade. 
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Anexo A - Tabelas de erros 
Neste anexo encontram-se descritas as tabelas de erros relativas aos resultados do 









Figura A.2 – Tabelas de erros relativa à figura 5.9.








Anexo B - Hardware 
Neste anexo encontram-se os esquemáticos relativos ao hardware utilizado ao 
longo do projecto. Todas as informações que o compõem foram transcritas do projecto 
precedente [15]. 
 
B.1 Esquema eléctrico de um farol 
 
 
Figura B.1 – Esquema eléctrico de um farol. 




B.1.1 Lista de componentes 
 
Componente Quantidade Descrição 
100μF 2 Solid Aluminum Capacitor with Organic Semiconductor Electrolyte 
1N4007 3 1.0 Ampere General Purpose Rectifier 
Antenna 1 Generic Antenna 
CD4011BCM 1 Quad 2-Input NAND Buffered B series Gate 
CD4069UBCM 1 Inverted Circuits 
Diode 1N4148 1 High Conductance Fast Diode 
Header 2 1 Header, 2-Pin 
ICSP 1 Header, 5-Pin 
MC78L05ABP 1 Three-Terminal Low Current Positive Voltage Regulator 
RF-RX Module 1 Header, 15-Pin 
PIC18F452-I/PT 1 High Performance, Enhanced FLASH Microcontroller 
Res3 3 Resistor 
Speaker 1 Loudspeaker 
SW-PB 1 Switch 
VP31BA330KC 2 Dipped Radial Multilayer Ceramic Capacitor COG (NPO): 33pF, 200V 
VP31BY103 1 Dipped Radial Multilayer Ceramic Capacitor X7R: 10nF 
VP31BY104 7 Dipped Radial Multilayer Ceramic Capacitor X7R: 100nF 
XTAL 1 Crystal Oscillator 
 
Tabela B.1 – Lista de componentes de um farol. 
 




Figura B.2 – PCB de um farol. 




B.3 Esquema eléctrico de um receptor de ultra-sons 
 
Figura B.3 – Esquema eléctrico de um receptor de ultra-sons. 
 
B.4 PCB de um receptor de ultra-sons 
 
 
Figura B.4 – PCB de um receptor de ultra-sons. 








Figura B.5 – Esquema eléctrico da “Locus Board” (Módulo de Alimentação). 






Figura B.6 – Esquema eléctrico da “Locus Board” (Amplificador Programável). 







Figura B.7 – Esquema eléctrico da “Locus Board” (Placa de interface DSP-DAC e sensor 
de temperatura). 







Figura B.8 – Esquema eléctrico da “Locus Board” (Conversor I/O 3.3V – 5V). 




B.5.1 Lista de componentes 
 
Componente Quantidade Descrição 
TSM0515D 1 1WATT DC/DC Converter 
CR3216-1206 1 Resistor 
100nF 1 Capacitor 
100nF 20 Capacitor (Semiconductor SIM Model) 
100μF 1 Solid Aluminum Capacitor with Organic Semiconductor Electrolyte 
10K 1 Resistor 
10μF 4 Solid Aluminum Capacitor with Organic Semiconductor Electrolyte 
15K 2 Resistor 
18K 1 Resistor 
1K8 1 Resistor 
1nF 5 Capacitor (Semiconductor SIM Model) 
220K 8 Resistor 
2n7 8 Capacitor (Semiconductor SIM Model) 
33K 1 Resistor 
3K3 1 Resistor 
4.7 1 Resistor 
470μF 1 Solid Aluminum Capacitor with Organic Semiconductor Electrolyte 
55K 4 Resistor 
787617-1 2 USB 1.1, Right Angle, Thru-Hole, A Type, Receptacle, 4x4 Position 
90K 1 Resistor 
9K2 4 Resistor 
Antenna 1 Generic Antenna 
DSP-P4 1 Header, 2-Pin 
DSP-P5 1 Header, 10-Pin 
DSP-P8 1 Header, 20-Pin, Dual row 
DSP-P9 1 Header, 10-Pin, Dual row 
General 1 Header, 13-Pin, Dual row 
Header 2 1 Header, 2-Pin 
Header 3 1 Header, 3-Pin 
LM2937IMP-3.3 1 500mA Low-Dropout Regulator 
LM35DZ 1 Precision Centigrade Temperature Sensor 
MAX4651 2 Quad, Low-Voltage, SPST Analog Switch 
MC7805CD2T 1 Three-Terminal Positive Voltage Regulator 
MCP601 1 Rail-To-Rail Operational Amplifier 
MCP604 2 Rail-To-Rail Operational Amplifier 
Power Module 1 Header, 13-Pin, Dual row 
RF-TX Module 1 Header, 15-Pin 
Res4 19 Resistor 
SN74LVC4245A-DW 2 3.3-V ABT 8-Bit Bus Transceiver with 3-State Outputs 
TL084D 1 JFET-Input Operational Amplifier 
TLV5630IDW 1 8-Channel 12-Bits, 2.7V to 5V Digital-To-Analog Converter 
VP31BA102FA 1 Dipped Radial Multilayer Ceramic Capacitor COG (NPO): 1000pF, 50/63V 
 
Tabela B.2 – Lista de componentes da “Locus Board”. 




B.6 PCB da “Locus Board” 
 
 

















Anexo C - Software 
Neste anexo encontram-se descritos os algoritmos mais relevantes que foram 
utilizados nos módulos de software, nomeadamente o algoritmo do emissor (Farol.asm) e 




;   This file is a basic template for assembly code for a PIC18F452. Copy       * 
;   this file into your project directory and modify or add to it as needed.    * 
;                                                                                 * 
;   The PIC18FXXX architecture allows two interrupt configurations. This        * 
;   template code is written for priority interrupt levels and the IPEN bit     * 
;   in the RCON register must be set to enable priority levels. If IPEN is      * 
;   left in its default zero state, only the interrupt vector at 0x008 will     * 
;   be used and the WREG_TEMP, BSR_TEMP and STATUS_TEMP variables will not   * 
;   be needed.                                                                    * 
;                                                                                 * 
;   Refer to the MPASM User's Guide for additional information on the           * 
;   features of the assembler.                                                   * 
;                                                                                 * 
;   Refer to the PIC18FXX2 Data Sheet for additional information on the         * 
;   architecture and instruction set.                                            * 
;                                                                                 * 
;****************************************************************************** 
;                                                                                 * 
;    Filename: Farois.asm                                                         * 
;    Date: Março 2006                                                        * 
;    Revised: Agosto 2008                                                        * 
;    File Version: 0.9 ALFA                                                       * 
;                                                                                 * 
;    Author:  Carlos Santos                                                        * 
;    Revised: Flávio Sá                                                        * 
;    Company: Universidade de Aveiro                                             * 
;                                                                                 *   
;****************************************************************************** 
;                                                                                 * 
;    Files required:         P18F452.INC                                         * 
;                                                                                 * 
;****************************************************************************** 
 LIST P=18F452  ;directive to define processor 
 #include <P18F452.INC> ;processor specific variable definitions 
 #include <SEQ.h>  ;definicoes do programa 
 
; #define NSAMPLE 0xFC ;numero de amostras por bit da sequencia SEQ 
; #define SEQSIZE 0x09 ;tamanho da sequencia SEQ 
;****************************************************************************** 
;Configuration bits 
; The __CONFIG directive defines configuration data within the .ASM file. 
; The labels following the directive are defined in the P18F452.INC file. 
; The PIC18FXX2 Data Sheet explains the functions of the configuration bits. 
 
 CONFIG OSCS = OFF, OSC = HSPLL 
 CONFIG PWRT = ON  
 CONFIG BOR=ON, BORV=25 
 CONFIG WDT=OFF, WDTPS=1 
 CONFIG CCP2MUX=ON 
 CONFIG STVR = ON, LVP = ON, DEBUG = OFF 
 CONFIG CP0 = OFF, CP1 = OFF, CP2 = OFF, CP3 = OFF 
 CONFIG CPB = OFF, CPD = OFF 
 CONFIG WRT0 = OFF, WRT1 = OFF, WRT2 = OFF, WRT3 = OFF 




 CONFIG WRTB = OFF, WRTC = OFF, WRTD = OFF 
 CONFIG EBTR0 = OFF, EBTR1 = OFF, EBTR2 = OFF, EBTR3 = OFF 




; These variables are only needed if low priority interrupts are used.  
; More variables may be needed to store other special function registers used 
; in the interrupt routines. 
 
  CBLOCK 0x080 
  WREG_TEMP ;variable used for context saving  
  STATUS_TEMP ;variable used for context saving 
  BSR_TEMP ;variable used for context saving 
  ENDC 
  CBLOCK 0x100 ;Banco 1 
  SEQ00  ;Sequencia do emissor em bits carrega os 8 bits da sequência 
  SEQ01 
      SEQCNT 
  BUFFERCNT 
  DELAYCNT 
  SEQZERO 
  SEQUM 
  ENDC 
  CBLOCK 0x10F ;Banco 1 
  SEQ  ;Variavel para o inicio da sequencia de SEQ em Bytes. 
  ENDC   
;****************************************************************************** 
; exemplo de escrita na memoria do programa 
  ORG 0x2000 
buffer1: 
 db 0 
 db 3 
 db 0 
 db 1 
;****************************************************************************** 
;EEPROM data 
; Data to be programmed into the Data EEPROM is defined here 
 
  ORG 0xf00000 
  DE "Test Data",0,1,2,3,4,5 
;****************************************************************************** 
;Reset vector 
; This code will start executing when a reset occurs. 
 
  ORG 0x0000 
 
  goto Main  ;go to start of main code 
;****************************************************************************** 
;High priority interrupt vector 
; This code will start executing when a high priority interrupt occurs or 
; when any interrupt occurs if interrupt priorities are not enabled. 
 
  ORG 0x0008 
  bra HighInt  ;go to high priority interrupt routine 
;****************************************************************************** 
;Low priority interrupt vector and routine 
; This code will start executing when a low priority interrupt occurs. 
; This code can be removed if low priority interrupts are not used. 
 
  ORG 0x0018 
  movff STATUS,STATUS_TEMP ;save STATUS register 
  movff WREG,WREG_TEMP  ;save working register 
  movff BSR,BSR_TEMP  ;save BSR register 
 
; *** low priority interrupt code goes here *** 
 
  movff BSR_TEMP,BSR  ;restore BSR register 




  movff WREG_TEMP,WREG  ;restore working register 
  movff STATUS_TEMP,STATUS ;restore STATUS register 
  retfie 
 
;****************************************************************************** 
;High priority interrupt routine 
; The high priority interrupt code is placed here to avoid conflicting with 




; *** high priority interrupt code goes here *** 
 
  retfie FAST 
;****************************************************************************** 
;Start of main program 




; *** main code goes here *** 
 
; programar o porto D e B , e desactiva as interrupcoes 
  
 movlw b'11111100' 
 movwf TRISD 
 clrf PORTD 
 clrf PORTB 
 movlw 0xFF 
 movwf TRISB 
 
;IPEN = 0 
 bcf RCON,7 
;GIE = 0 
 bcf INTCON,7  
;PEIE = 0 
 bcf INTCON,6 
 
;programar o timer 2 
 
;Farois.c:  T2CON = 0x00; 
 clrf T2CON   
;Farois.c: 78: TMR2 = 0; 
 clrf TMR2 
;Farois.c:  PR2 = 0x31 <=> 50-1; 
 movlw 0x31 
 movwf PR2 
;Farois.c:  TMR2IE = 1; 
 bsf PIE1,1 
;Farois.c:  TMR2IP = 1; 
 bsf IPR1,1 
;Farois.c:  TMR2IF = 0; 
 bcf PIR1,1 
;Farois.c:  TMR2ON = 1; 
 bsf T2CON,2 
 
;carregar a sequencia do emissor em bits nas variaveis SEQxx 
 
 movlb 0x01  ;Selecionar Banco 1 
 movlw 0xCC;0xE3;0x99;;SEQ_0 
 movwf SEQ00,1 ;CARREGA PARA SEQ00 SEQ_0 
 movlw 0x80;0x80;0x80; SEQ_1 
 movwf SEQ01,1 ;CARREGA PARA SEQ01 SEQ_1 
 
;inicializar o array SEQ a zero 
 
 lfsr FSR1,0x10F 
limpa_mem: 




 movlw 0x00 
 movwf INDF1 
 incf FSR1L 
 movlw 0x0F 
 addlw 0x01 
 addlw SEQSIZE 
 cpfseq FSR1L,0 
 goto limpa_mem 
 
;carregar a sequencia em Bytes no array SEQ 
 
 lfsr FSR1,0x10F ;carregar FSR1 com o  endereço de SEQ 
 movlw 0x01 
 btfsc SEQ00,7  ;Verifica o bit x de SEQ00 e salta a proxima instrucao se for zero 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,6 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,5 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,4 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,3 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,2 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,1 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ00,0 
 movwf INDF1 
 incf FSR1L 
 
 btfsc SEQ01,7  ;Verifica o bit x de SEQ01 e salta a proxima instrucao se for zero 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,6 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,5 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,4 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,3 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,2 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,1 
 movwf INDF1 
 incf FSR1L 
 btfsc SEQ01,0 
 movwf INDF1 
 incf FSR1L 
;****************************************************************************** 
 
;carregar os dois bytes com os senos amostrados 
 movlw 0x4C 
 movwf SEQZERO 
 movlw 0xC4 




 movwf SEQUM 
 
;Codigo para receber dados do transmissor de RF 
;Sequencia chirp é executada qd acontecer uma transicao de 1 para 0 no pino RB4 
 
continua: 
; btfss PORTB,4    ;verifica o pinos RB4 , salta proxima instrucao se RB4=1 
; goto continua 
;ciclo:   
; btfsc PORTB,4    ;verifica o pino RB4 , salta proxima instrucao se RB4=0 
; goto ciclo 
 
;****************************************************************************** 
;loop de espera. 
 
 movlb 0x01   ;selecciona o banco 1 
 movlw 0x00 
 movwf BUFFERCNT  ;carrega BUFFERCNT com 0 
 movwf DELAYCNT   ;carrega DELAYCNT com 0 
 movlw 0x4B;DELAY 
 cpfseq DELAYCNT 
 goto espera 
 goto chirp 
 
espera: 
 btfss PIR1,1   ;verifica TMR2IF , salta proxima instrucao se TMR2IF=1 
 goto espera 
 bcf PIR1,1   ;TMR2IF = 0 
 incf BUFFERCNT 
 movlw NSAMPLE 
 cpfseq BUFFERCNT  ;compara BUFFERCNT com NSAMPLE , salta a proxima instrucao se iguais 
 goto espera 
 clrf BUFFERCNT 
 incf DELAYCNT 
 movlw 0x4B   ;Delay de retransmissão  
 cpfseq DELAYCNT 
 goto espera 






; FSR1 - ponteiro para SEQ 
; INDF1 - conteudo do endereco de SEQ 
;****************************************************************************** 




 movlb 0x01   ;selecciona o banco 1 
 lfsr FSR1,0x10F  ;carrega FSR1 com o valor do endereco de SEQ 
 
 movlw 0x00 
 movwf BUFFERCNT  ;carrega BUFFERCNT com 0 (BUFFERCNT e o contador de amostras transmitidas) 
 movwf SEQCNT   ;carrega SEQCNT com 1 (SEQCNT é o contador da bits da sequencia SEQ) 
 movlw 0x00   ;carrega W com 0 
 cpfseq INDF1,0   ;compara o conteudo do endereco de INDF1 (SEQ) com W atraves do access 
;bank, salta se SEQ=W 
 
 goto s_um 
 movff SEQZERO, WREG  ;move SEQZERO para W 
 goto s_zero 
s_um: 
 movff SEQUM, WREG 
s_zero:  
 bcf  PIR1,1   ;TMR2IF = 0 
 










 btfss PIR1,1   ;verifica TMR2IF , salta proxima instrucao se TMR2IF=1 
 goto loop 
 
 movwf PORTD   ;coloca o conteudo de W em PORTD 
 incf BUFFERCNT 
 movlw NSAMPLE 
 cpfseq BUFFERCNT  ;compara BUFFERCNT com NSAMPLE , salta a proxima instrucao se iguais 
 goto diferente 
 clrf BUFFERCNT 
 incf FSR1L   ;incrementa o ponteiro da sequencia de SEQ 
 incf SEQCNT 
 movlw 0x09;SEQSIZE ;verifica se ja acabou a sequencia 
 cpfseq SEQCNT   ;compara SEQCNT com SEQSIZE , salta a proxima instrucao se iguais 
 goto diferente 
 goto continua 
diferente: 
 rrncf SEQZERO,1 
 rrncf SEQZERO,1 
 rrncf SEQUM,1 
 rrncf SEQUM,1 
 movlw 0x01 
 cpfseq INDF1,0   ;compara o conteudo do endereco de INDF1 (SEQ) com W atraves do access 
bank, salta se SEQ=W 
 goto se_zero 
 movff SEQUM, WREG 
 bcf  PIR1,1   ;TMR2IF = 0 
 goto loop  
se_zero: 
 movff SEQZERO, WREG  
salta: 
 bcf  PIR1,1   ;TMR2IF = 0 





;End of program 
  END 
  




C.2 Módulo receptor 
C.2.1 Constantes, variáveis, arrays e buffers 
 
Variável Tipo Descrição 
DATA.Utime Uint 32 Relógio Universal (Estrutura DATA) 
DATA.TXpnt Uint 32 Ponteiro auxiliar para os buffers de debug (Estrutura DATA) 
plot1 Uint 32 [15000] Buffer de debug para o sinal recebido sem offset 
plot2 Uint 32 [15000] Buffer de debug para a filtragem 
plot3 Uint 32 [15000] Buffer de debug para o sinal recebido 
aux Uint 16 Variável auxiliar para transmissão de informação via porta série (RS-232) 
x Uint 16 Sinal recebido 
flag_lim Uint 16 Flag que determina se já fora estabelecido o limiar de detecção 
th Uint 16 Limiar estabelecido para realizar a detecção das sequências 
state Uint 16 Estado do sistema (0 - Detecção da sequência | 1 - Desmodulação ) 
cnt Uint 16 Contador para a determinação do local de amostragem 
buffer Uint 16 [160] Buffer circular usado para realizar a desmodulação 
xd Uint 16 Valor proveniente da desmodulação 
xd1 Uint 16 Salvaguarda do valor anterior proveniente da desmodulação 
y Uint 16 Valor de saída do filtro IIR implementado em Q15 
yans Uint 16 Salvaguarda do valor anterior proveniente da filtragem 
a1 Uint 16 Coeficiente de feedback do filtro 
b0 Uint 16 Coeficiente de feedfoward do filtro 
b1 Uint 16 Coeficiente de feedfoward do filtro 
amp Uint 32 Amplitude da sequência recebida 
yd Char [9] Sequência desmodulada 
indice Uint 16 Ponteiro do incide do bit da sequência desmodulada 
wait Uint 32 Contador para o número de amostras recebidas (protecção para oscilação dos transdutores) 
teste Uint 16 Contador usado para protecção contra o limiar elevado fixo 
 
Tabela C.1 - Constantes, variáveis, arrays e buffers usadas na rotina de interrupção do 
sistema. 
 
C.2.1 Rotina de serviço das interrupções 
 
/////////////////////////////////////////////////////////////////////// 
//INTERRUPT SERVICE ROUTINE 
/////////////////////////////////////////////////////////////////////// 




 n=DATA.UTime - TASK[0].TimeStamp; 
 if (n>BUF) n=BUF; 
 
 // IMPLEMENTACAO DO ALGORITMO 
 
 plot3[DATA.TXpnt]= (long)((AdcRegs.ADCRESULT2>>4) + (AdcRegs.ADCRESULT3>>4)) >> 1;  // Oversampling na amostragem 
 x= plot3[DATA.TXpnt]; // Sinal recebido 
  
  
 // Determinação do limiar consoante a amplitude do sinal recebido 
 if( ( abs(x)>=3000 ) && (flag_lim != 1) ) 
 { 
  if (abs(x)>=3280) 
  { 




  th= 250; 
  } 
else 
  { 
  th= 128; 
  }   
  flag_lim= 1; // Aviso de que foi definido o limiar 
  state= 0; 
 }  
  
 // Alteração do limiar quando o ganho se encontra elevado 
 if (( abs(x)>=2800 ) && ( DATA.Gain==1 ) && (flag_lim!=1)) 
 { 
  th=48; 
  if(abs(x)>=2900) 
  th=80; 
  state= 0; 
 } 
   
 x= x-2342;    // Eliminação do offset gerado pela ADC 
 xd1= xd;    // Salvaguarda do último valor amostrado 
 xd= ((long)buffer[pnt]*x)>>8;   // Desmodulação diferencial -> x(n)*x(n-N) 
 buffer[pnt]= x;   // Salvaguarda do sinal recebido no buffer circular 
  
 plot1[DATA.TXpnt]=x;  // Buffer de Debug do sinal sem offset 
 
 //IMPLEMENTACAO DO FILTRO 
 
 y= (long)(((long)xd*b0) + ((long)xd1*b1) - ((long)yans*a1))>>15;   // Implementação do filtro IIR em Q15 
 
 yans=y;  // Salvaguarda do último valor da saída do filtro 
 plot2[n2]=y; // Buffer de debug referente à filtragem 
 pnt=(pnt+1)%NBIT; // Incremento do ponteiro do buffer circular da desmodulação diferencial 
 
 DATA.TXpnt++; // Ponteiro referente ao buffer de debug do sinal recebido 
 n2++;  // Ponteiro referente ao buffer de debug do sinal filtrado 
 teste++;  // Contador auxiliary para prevenção de bloqueio do limiar 
 
 // Máquina de estados 
 switch(state) 
 { 
  case 0 : 
   if (abs(y) > abs(th))   // Detecção de passagem do limiar 
   { 
    state=1; 
    cnt=80;   // Amostragem a meio  do bit 
    amp=amp+abs((long)x); // Actualização da amplitude recebida 
   } 
   break; 
       
  case 1 :  
   cnt++; 
   wait++;    // Contador para eliminar o efeito de oscilação 
   if ((cnt >= NBIT) && (indice <= 9)) 
   { 
    cnt=0; 
    if (y<0) 
    { 
     yd[indice]=abs(yd[indice-1]-1);  // Determinação da sequência 
    } 
    else 
    { 
     yd[indice]=yd[indice-1];  // Determinação da sequência 
    } 
    indice++;   // Actualização do índice da sequência 
   } 
    
   if(indice <=9)  




   { 
    amp=amp+abs((long)x); // Actualização da amplitude 
   } 
    
    
   if ((indice > 9) && (wait > 10000)) 
   { 
    indice= 1;   // Reset dos contadores e variáveis auxiliares 
    cnt= 0; 
    wait=0; 
    state= 0; 
yd[0]=1; 
 
    Sendinfo();  // Envio da sequência e respectiva amplitude via RS-232 
      
    for(k=0;k<NBIT;k++)  // Limpeza do buffer cirular 
    { 
     buffer[k]=0; 
    } 
  
    flag_lim= 0; 
    if(DATA.Gain==0) 
    { 
     th=18;  // Reset do limiar    
    } 
 
   } 
   break; 
 } 
 
  if (DATA.TXpnt>=15000)    // Reset do ponteiro das variáveis de debug 
  { 
   DATA.TXpnt=0;    
    } 
    if(teste>=160256) 
    { 
     th=18;    // Protecção contra limiar fixo 




//////////////////////////////////////   
   
// Reinitialize for next ADC sequence: 
AdcRegs.ADCTRL2.bit.RST_SEQ1 = 1;              // Reset SEQ1 
AdcRegs.ADCST.bit.INT_SEQ1_CLR = 1;          // Clear INT SEQ1 bit 





/// AUXILIAR FUNCTIONS 
////////////////////////////////////////////////////////////// 
 
void sendstr(const char *str) 
{ 
 while(*str != 0) 








  sciA_TX(yd[k]+48); // Envio da sequência desmodulada 
 } 
 




 aux=amp>>10; // Shift da amplitude para que possa ser enviada via RS-232 
 for(k=1;k<5;k++) 
 { 
  sciA_TX((aux%10)+48); // Transmissão da amplitude 




 sciA_TX(0); // Terminação da sequência para ser captada no Matlab 
 amp=0;  // Reset da amplitude para uma nova sequência 
} 
 
C.3 Comunicação série no Matlab 
 
 
% Serial Communication Setup v1.3 
 
if(exist('s1')==1) 






s1 = serial('COM5','BaudRate',115200,'InputBufferSize',100000,'Timeout',10,'Terminator',0); 
fopen(s1);   % Criação e abertura da comunicação série 
 
f=fopen('ficheiro.txt','a'); % Abertura do ficheiro destino e procura da respectiva posição para adicionar informação 
fseek(f,0,1); 
cnt=     0; 
 
while(1) 
     
    data= fgets(s1)   % Leitura e salvaguarda da informação recebida via RS-232 
    data(10:13)= data(13:-1:10); 
 
    if(isempty(data)==0) 
        fwrite(f,data(1:13)); 
        fprintf(f,'\r\n'); 
    end 
 
    cnt=cnt+1; 
 
    if cnt>=10000   % Detecção do final da informação recebida 
        beep 
 
        if(exist('s1')==1) 
            fclose(s1);   % Liberta a porta série 
        end 
 
        fclose(f);   % Liberta o ficheiro destino 
        break 
    end 
 
end 
