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Abstract
This work is concerned with the quasi-classical limit of the boundary quantum inverse scattering
method for the osp(1|2) vertex model with diagonal K-matrices. In this limit Gaudin’s Hamiltonians
with boundary terms are presented and diagonalized. Moreover, integral representations for correla-
tion functions are realized to be solutions of the trigonometric Knizhnik-Zamoldchikov equations.
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1 Introduction
Integrable models in two-dimensional quantum field theories and the integrable vertex models in two
dimensional classical statistical mechanics are the common link of many relevant exactly-solved quantum
models in one dimension [1, 2, 3, 4]. Examples are the XXX, XXZ and the XYZ Heisenberg chains that
find more and more applications in contemporary physics. The quantum inverse scattering method or
algebraic Bethe ansatz is the tool to exploit this fact systematically [3]. The key toward this synthesis
is the existence of a central object R(u), where u is a spectral parameter, acting on the tensor product
V ⊗ V of a given vector space V and being a solution of the celebrated quantum Yang-Baxter equation
R12(u)R13(u + v)R23(v) = R23(v)R13(u + v)R12(u), (1.1)
in V 1 ⊗ V 2 ⊗ V 3, where R12 = R⊗ 1, R23 = 1⊗R, etc.
The solutionR(u) of (1.1) is said to be quasi-classical if R(u) also depends on an additional parameter
η in such a way that
R(u, η) = 1 + η r(u) + o(η2), (1.2)
where 1 is the identity operator on the space V ⊗ V . The “classical r-matrix” obeys the equation
[r12(u), r13(u+ v) + r23(v)] + [r13(u+ v), r23(v)] = 0. (1.3)
This equation, called the classical Yang-Baxter equation, plays an important role in the theory of classical
completely integrable systems [5].
Nondegenerate solutions of (1.3) in the tensor product of two copies of a simple Lie algebra g ,
rij(u) ∈ gi ⊗ gj , i, j = 1, 2, 3, were classified by Belavin and Drinfeld [6].
Gaudin models [7] constitute an important class of one dimensional many-body systems with long-
range interactions with important applications in many branches of fields ranging from condensed matter
to high energy physics [8, 9, 10, 11, 12]. They are related to the classical r-matrices through the definition
of the density Gaudin Hamiltonians
Ga =
N∑
b6=a
rab(za − zb) (1.4)
The commutativity condition [Ga, Gb] = 0 is a consequence of the classical Yang-Baxter equation (1.3).
The classical Yang-Baxter equation also has a counterpart in conformal field theory, which can be
described in the following way: in the skew-symmetric case rji(−u) + rij(u) = 0, it is the compatibility
condition for the system of linear differential equations
κ
∂Ψ(z1, ..., zN)
∂zi
=
∑
j 6=i
rij(zi − zj)Ψ(z1, ..., zN ) (1.5)
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in N complex variables z1, ..., zN for vector-valued functions Ψ with values in the tensor space V =
V 1 ⊗ · · · ⊗ V N , where κ is a coupling constant.
In the rational case [6], very simple skew-symmetric solutions are known: r(u) = C2/u, where C2 ∈
g ⊗ g is a symmetric invariant tensor of a finite dimensional Lie algebra g. The above system of linear
differential equations (1.5) is known as the Knizhnik-Zamolodchikov (KZ) system of equations for the
conformal blocks of the Wess-Zumino-Novikov-Witten (WZNW) models of the conformal field theory on
the sphere [13].
The work of Babujian and Flume [14] unveils one link between the algebraic Bethe ansatz for the
theory of the Gaudin models and the conformal field theory of WZWN models. In their approach, the
Bethe wave vectors for an inhomogeneous lattice model give, in the quasi-classical limit, solutions of the
KZ equation for the case of simple Lie algebras. For instance, in the su(2) example, the quantum inverse
scattering method [15] allows one to write the following equation
τ(u|z)Φ(u1,··· ,up) = Λ(u, u1, · · · , up|z)Φ(u1, · · · , up)−
p∑
α=1
FαΦ
α
u− uα
. (1.6)
Here τ(u|z) denotes the transfer matrix of the rational vertex model in an inhomogeneous lattice. Φα
meaning Φα = Φ(u1, · · ·uα−1, u, uα+1, ..., up) ; Fα(u1, · · · , up|z) and Λ(u, u1, · · · , up|z) being complex
valued functions. The vanishing of the so-called unwanted terms, Fα = 0, is demanded in the usual
procedure of the algebraic Bethe ansatz [16, 17] in order to determine the eigenvalues of τ(u|z). In
this case the wave vector Φ(u1, · · · , up) becomes an eigenvector of the transfer matrix with eigenvalue
Λ(u, u1, · · · , up|z). If we keep all unwanted terms, i.e. Fα 6= 0, then the wave vector Φ in general satisfies
the equation (1.6), named in [18] as off-shell Bethe ansatz equation (OSBAE).
There is a close relationship between the wave vector satisfying the OSBAE (1.6) and the vector-valued
solutions of the KZ equation (1.5): the general vector valued solution of the KZ equation for an arbitrary
simple Lie algebra was found by Schechtman and Varchenko [19]. It can be represented as a multiple
contour integral
Ψ(z1, . . . , zN ) =
∮
· · ·
∮
X (u1, ..., up|z)φ(u1, ..., up|z)du1 · · · dup. (1.7)
The complex variables z1, ..., zN of (1.7) are related with the disorder parameters of the OSBAE . The
vector valued function φ(u1, ..., up|z) is the quasi-classical limit of the wave vector Φ(u1, ..., up|z). The
Bethe ansatz for the Gaudin model was derived for any simple Lie algebra by Reshetikhin and Varchenko
[20]. The scalar function X (u1, ..., up|z) determines the monodromy of Ψ(z1, . . . , zN) and it is constructed
from the quasi-classical limit of the Λ(u = zk;u1, ..., up|z) and Fα(u1, · · · , up|z) functions. This represen-
tation of the N -point correlation function shows a deep connection between the inhomogeneous vertex
models and the WZNW theory.
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In [21] this idea has been applied on the periodic XYZ Gaudin model [22] in order to derive and solve
the Knizhnik-Zamolodchikov-Bernard equation for SU(2)-WZWN model on the torus. [23]. In a series of
papers [24, 25, 26] we have considered the 19-vertices models, the osp(1|2) model and the twisted A
(2)
2
or Izergin-Korepin model and the sl(2|1)(2) model, respectively. In these works, the OSBAE procedure
was used in order to find and solve the corresponding Gaudin models, as well as, the corresponding KZ
equations. The algebraic structure of the periodic trigonometric osp(1|2) Gaudin model has been studied
with details in [27].
Since the work of Sklyanin [28], the algebraic Bethe ansatz has been applied to various integrable
models with non-trivial boundary conditions, which are specified by K-matrices satisfying the reflection
equation and its dual [29]. The quasi-classical expansion of the corresponding double-row transfer matrices
produces generalized Gaudin Hamiltonians with boundaries.
Recently Gaudin models with non-trivial integrable boundaries have attracted much interest. Ini-
tially the attention has been concentrated on Gaudin models with diagonal K-matrices [30, 31, 32, 33].
Nevertheless, in [34] the XXZ Gaudin model was solved with non-diagonal K-matrices and in [35] this
result was generalized in order to solve the An−1 Gaudin magnets with non-diagonalK-matrices. In this
context, in [36] the XXZ model is also used to solve the Gaudin magnets with non-diagonal impurities.
In this paper we present a systematic study of the algebraic structure of the 19-vertex model based
on the orthosympletic Lie algebra osp(1|2), through the algebraic Bethe ansatz with diagonal K-matrices
and we also show how the quasi-classical limit procedure gives us the corresponding generalized Gaudin
magnets. Moreover, we will construct and solve the trigonometric osp(1|2) KZ equations.
The paper is organized as follows. In Section 2, we present the osp(1|2) vertex model and its three
diagonal K-matrices. In Section 3, the inhomogeneous algebraic Bethe ansatz with boundary terms is
presented with details in order to derive the boundary off-shell Bethe ansatz equation for this vertex
model. In Section 4 , the structure of the generalized Gaudin Hamiltonians is presented. In Section 5,
we describe the corresponding off-shell Gaudin equations taking into account the quasi-classical limit of
the results of the Section 3. In Section 6, data of the boundary off-shell Gaudin equation are used to
construct solutions of the trigonometric KZ equation for the three cases. Conclusions are reserved for
Section 7. Finally, commutation relations and some definitions are presented in appendices.
2 The model
Let V = V0 ⊕ V1 be a Z2-graded vector space where 0 and 1 denote the even and odd parts respectively.
The multiplication rules in the graded tensor product space V
s
⊗ V differ from the ordinary ones by the
appearance of additional signs. The components of a linear operator A
s
⊗ B ∈ V
s
⊗ V result in matrix
3
elements of the form
(A
s
⊗B)γδαβ = (−1)
p(β)(p(α)+p(γ)) AαγBβδ. (2.1)
The action of the graded permutation operator P on the vector |α〉
s
⊗ |β〉 ∈ V
s
⊗ V is defined by
P |α〉
s
⊗ |β〉 = (−)p(α)p(β) |β〉
s
⊗ |α〉 =⇒ (P)γδαβ = (−1)
p(α)p(β)δαδ δβγ . (2.2)
The graded transposition st and the graded trace str are defined by
(
Ast
)
αβ
= (−1)(p(α)+1)p(β)Aβα, strA =
∑
α
(−1)p(α)Aαα. (2.3)
where p(α) = 1 (0) if |α〉 is an odd (even) element.
For the graded case the Yang-Baxter equation
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u) (2.4)
and the reflection equation [28, 37]
R12(u− v)K
−
1 (u)R21(u+ v)K
−
2 (v) = K
−
2 (v)R12(u+ v)K
−
1 (u)R21(u− v) (2.5)
remain the same as in the non-graded cases and we only need to change the usual tensor product to the
graded tensor product.
In general, the dual reflection equation which depends on the unitarity and cross-unitarity relations
of the R-matrix takes different forms for different models. For the model considered in this paper, we
write the graded dual reflection equation in the form introduced in [38]:
Rst1st221 (−u+ v)(K
+
1 )
st1(u)M−11 R
st1st2
12 (−u− v − 2ρ)M1(K
+
2 )
st2(v)
= (K+2 )
st2(v)M1R
st1st2
12 (−u− v − 2ρ)M
−1
1 (K
+
1 )
st1(u)Rst1st221 (−u+ v), (2.6)
Now, using the relations
Rst1st212 (u) = I1R21(u)I1, R
st1st2
21 (u) = I1R12(u)I1 and IK
+(u)I = K+(u) (2.7)
with I = diag(1,−1, 1) and the property [M1M2,R(u)] = 0 we can see that the usual isomorphism [39]
K−(u) :→ K+(u) = K−(−u− ρ)stM. (2.8)
holds with the BFB grading. Here sti denotes super-transposition in the space i.
A quantum-integrable system is characterized by the monodromy matrix T (u) satisfying the funda-
mental relation
R(u− v) [T (u)⊗ T (v)] = [T (v)⊗ T (u)]R(u− v) (2.9)
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where the intertwining R-matrix is given by R(u) = PR(u).
In the framework of the quantum inverse scattering method [15], the simplest monodromies have
become known as L operators, the Lax operators, here defined by Laq(u) = Raq(u), where the sub-
script a represents the auxiliary (horizontal) space, and q represents the quantum (vertical) space. The
monodromy matrix T (u) is defined as the matrix product of N Lax operators on all sites of the lattice,
T (u) = LaN (u)LaN−1(u) · · · La1(u). (2.10)
The main result for open boundaries integrability is: if the boundary equations are satisfied, then the
Sklyanin’s transfer matrix [28]
t(u) = stra
(
K+(u)T (u)K−(u)T−1(−u)
)
, (2.11)
forms a commuting collection of operators in the quantum space
[t(u), t(v)] = 0, ∀u, v (2.12)
The commutativity of t(u) can be proved by using the unitarity and crossing-unitarity relations, the
reflection equation and the dual reflection equation. In particular, it implies the integrability of an open
quantum spin chain whose Hamiltonian (with K−(0) = 1) is given by [28]
H =
N−1∑
k=1
Hk,k+1 +
1
2
dK−1 (u)
du
∣∣∣∣
u=0
+
str0K
+
0 (0)HN,0
strK+(0)
, (2.13)
where the two-site terms are given by
Hk,k+1 =
d
du
Rk,k+1(u)
∣∣∣∣
u=0
(2.14)
in the standard fashion.
The trigonometric solution of the graded Yang-Baxter equation (2.4) corresponding to osp(1|2) in
the fundamental representation has the form
R(u) =
1
x2


x1 0 0 0 0 0 0 0 0
0 x2 0 x5 0 0 0 0 0
0 0 x3 0 x6 0 x7 0 0
0 y5 0 x2 0 0 0 0 0
0 0 y6 0 x4 0 x6 0 0
0 0 0 0 0 x2 0 x5 0
0 0 y7 0 y6 0 x3 0 0
0 0 0 0 0 y5 0 x2 0
0 0 0 0 0 0 0 0 x1


(2.15)
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with non-zero entries [40]:
x1(u) = sinh(u + 2η) sinh(u + 3η), x2(u) = sinhu sinh(u + 3η)
x3(u) = sinhu sinh(u+ η), x4(u) = sinhu sinh(u+ 3η)− sinh 2η sinh 3η
x5(u) = e
−u sinh 2η sinh(u+ 3η), y5(u) = e
u sinh 2η sinh(u + 3η)
x6(u) = −ǫe
−u−2η sinh 2η sinhu, y6(u) = ǫe
u+2η sinh 2η sinhu
x7(u) = e
−u sinh 2η
(
sinh(u+ 3η) + e−η sinhu
)
y7(u) = e
u sinh 2η (sinh(u+ 3η) + eη sinhu) (2.16)
satisfying the properties
regularity : R12(0) = f(0)
1/2P12,
unitarity : R12(u)R
st1st2
12 (−u) = f(u),
PT− symmetry : P12R12(u)P12 = R
st1st2
12 (u),
crossing − symmetry : R12(u) = U1R
st2
12 (−u− ρ)U
−1
1 , (2.17)
where ǫ = ±1, f(u) = x1(u)x2(u)
x1(−u)
x2(−u)
and ρ is the crossing parameter and U determines the crossing matrix
M = U tU = M t. Here we have assumed that the grading of threefold space is p(1) = p(3) = 0 and
p(2) = 1, the BFB grading and we will choose the solution with ǫ = 1. Moreover, we have verified
that the three different sets of equations associated with the gradings BFB, FBB and BBF are mutually
equivalent.
This R-matrix is regular and unitary. It is PT -symmetric and crossing-symmetric, with ρ = 3η and
M =

 e−2η 0 00 1 0
0 0 e2η

 . (2.18)
Diagonal solutions K−(u) for the reflection equation (2.5) have been obtained in [41]. It turns out
that there are three solutions without free parameters, being K−(u) = 1, K−(u) = F+ and K−(u) = F−,
with
F± =

 ∓e−2uf (±)(u) 0 00 1 0
0 0 ∓e2uf (±)(u)

 , (2.19)
where we have defined
f (+)(u) =
sinh(u+ 32η)
sinh(u− 32η)
, f (−)(u) =
cosh(u + 32η)
cosh(u − 32η)
. (2.20)
By the automorphism (2.8), three solutionsK+(u) follow asK+(u) =M ,K+(u) = G+ andK+(u) = G−,
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with
G± =

 ∓e2u+4ηg(±)(u) 0 00 1 0
0 0 ∓e−2u−4ηg(±)(u)

 , (2.21)
where we have defined
g(+)(u) =
sinh(u+ 32η)
sinh(u+ 92η)
, g(−)(u) =
cosh(u + 32η)
cosh(u + 92η)
. (2.22)
We have thus nine possibilities for the commuting transfer matrix (2.11). We will only consider
three types of boundary solutions, one for each pair (K−(u),K+(u)) defined by the automorphism (2.8):
(1,M), (F+, G+) and (F−, G−).
3 The boundary off-shell Bethe equation
The boundary algebraic Bethe ansatz for a N -site inhomogeneous double-row transfer matrix is obtained
from the homogeneous ones by a local shifting of the spectral parameter u in the monodromy matrix
T (u) and in its reflection T−1(−u):
Tia(u|z) =
3∑
k1,...,kN−1=1
L
(N)
ik1
(u− zN , η)
s
⊗ L
(N−1)
k1k2
(u− zN−1, η)
s
⊗ · · ·
s
⊗ L
(1)
kN−1a
(u− z1, η)
(3.1)
and
T−1bj (−u|z) =
3∑
k1,...,kN−1=1
L
′(1)
bk1
(u+ z1, η)
s
⊗ L
′(2)
k1k2
(u+ z2, η)
s
⊗ · · ·
s
⊗ L
′(N)
kN−1j
(u+ zN , η).
(3.2)
where
L
′(n)
ij (u+ zn, η) =
1
f(u+ zn)
L
(n)
ij (−u− zn,−η), (3.3)
are the 3 × 3 matrices (obtained from the identification Laq(u) = Raq(u) ) acting on the nth site of the
lattice.
The double-row monodromy matrix U(u) can be written as a 3× 3 matrix
U(u|z) = T (u|z)K−(u)T−1(−u|z) =

 U11(u|z) U12(u|z) U13(u|z)U21(u|z) U22(u|z) U23(u|z)
U31(u|z) U32(u|z) U33(u|z)

 (3.4)
and it is more convenient to introduce new operators:
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D1(u|z) = U11(u|z),
D2(u|z) = U22(u|z)− f1(u)D1(u|z),
D3(u|z) = U33(u|z)− f2(u)D1(u|z)− f3(u)D2(u|z),
Bi(u|z) = Uij(u|z) (i < j), Ci(u|z) = Uij(u|z) (i > j), i, j = 1, 2, 3 (3.5)
The usual reference state is
|0〉 =

 10
0

 s⊗

 10
0

 s⊗ · · · s⊗

 10
0

 (3.6)
which is a highest vector of U(u)
U(u) |0〉 =

 X1(u|z) |0〉 ∗ ∗0 X2(u|z) |0〉 ∗
0 0 X3(u|z) |0〉

 (3.7)
where the symbol (∗) denotes states different from 0 and |0〉 and
X1(u|z) = k
−
11(u)
N∏
a=1
x1(u− za)
x2(u− za)
x1(u+ za)
x2(u+ za)
1
f(u+ za)
,
X2(u|z) =
[
k−22(u)− k
−
11(u)f1(u)
] N∏
a=1
1
f(u+ za)
,
X3(u|z) =
[
k−33(u)− k
−
22(u)f3(u)− k
−
11(u)f4(u)
] N∏
a=1
x3(u − za)
x2(u − za)
x3(u+ za)
x2(u+ za)
1
f(u+ za)
. (3.8)
where
f1(u) =
y5(2u)
x1(2u)
, f3(u) = −
x1(2u)y5(2u)− x5(2u)y7(2u)
x1(2u)x4(2u) + x5(2u)y5(2u)
,
f2(u) =
y7(2u)
x1(2u)
, f4(u) =
x4(2u)y7(2u) + y
2
5(2u)
x1(2u)x4(2u) + x5(2u)y5(2u)
. (3.9)
Using the K+(u) reflection matrices (2.21) and the BFB grading, the double-row transfer matrix
(2.11) has the form
t(u|z) = k+11(u)U11(u|z)− k
+
22(u)U22(u|z) + k
+
33(u)U33(u|z)
= Ω1(u)D1(u|z) + Ω2(u)D2(u|z) + Ω3(u)D3(u|z) (3.10)
where
Ω1(u) = k
+
11(u)− f1(u)k
+
22(u) + f2(u)k
+
33(u),
Ω2(u) = −k
+
22(u) + f3(u)k
+
33(u),
Ω3(u) = k
+
33(u). (3.11)
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The monodromy matrix U(u) satisfies the relation
R12(u − v)U1(u)R21(u+ v)U2(v) = U2(v)R12(u + v)U1(u)R21(u− v) (3.12)
from which we obtain the commutation relations for its entries. The commutation relations which par-
ticipate effectively in the Bethe ansatz construction are presented in the appendix A.
The n-particle state is defined as an operator valued function through the recurrence relation
Ψn(u, . . . , un|z) = B1(u1|z)Ψn−1(u2, . . . , un|z)
+B2(u1|z)
n∑
i=2
X1(ui|z)̥
(i)
1 (u1, . . . , un)Ψn−2(u2, . . . ,
∨
ui, . . . , un|z)
+B2(u1|z)
n∑
i=2
X2(ui|z)̥
(i)
2 (u1, . . . , un)Ψn−2(u2, . . . ,
∨
ui, . . . , un|z) (3.13)
with Ψ0 = |0〉 and Ψ1(u1) = B(u1|z) |0〉. Here
∨
ui denotes that the rapidity ui is absent.
It was shown in [42] that this operator is normal ordered satisfying n− 1 exchange conditions
Ψn(u1, . . . , ui, ui+1, . . . , un|z) = ω(ui, ui+1)Ψn(u1, . . . , ui+1, ui, . . . , un|z) (3.14)
provided the functions ̥
(i)
α (u1, . . . , un) are given by
̥
(i)
α (u1, . . . , un) =
i−1∏
j=2
ω(uj, ui)
n∏
k=2,k 6=i
aα1(ui, uk)Gdα(u1, ui), (α = 1, 2) (3.15)
where
ω(u, v) = −
x3(u− v)x4(u − v)− x6(u − v)y6(u− v)
x1(u− v)x3(u− v)
ω(u2, v)ω(u, v) = 1 (3.16)
and
Gd1(u, v) =
x6(u − v)
x3(u − v)
x2(2v)
x1(2v)
, Gd2(u, v) = −
x6(u+ v)
x2(u+ v)
(3.17)
Using the commutation relations listed in the appendix A, one can find the action of the operators
Dα(u|z) , a = 1, 2, 3 , on the n-particle state. In order to do so we can start with the one-particle state,
then the two-particle state and so on. This procedure is very extensive and tedious but the final result
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can be presented in a compact form
Dα(u|z)Ψn(u1, . . . , un|z) = Xα(u|z)
n∏
i=1
aα1(u, ui)Ψn(u1, . . . , un|z)
+
n∑
i=1
i−1∏
j=1
ω(uj , ui)

X1(ui|z)aα2(u, ui) n∏
k 6=i
a11(ui, uk)
+ X2(ui|z)aα3(u, ui)
n∏
k 6=i
a21(ui, uk)

B1(u|z)Ψn−1( ∨ui|z)
+(1− δα,1)
n∑
i=1
i−1∏
j=1
ω(uj, ui)

X1(ui|z)aα4(u, ui) n∏
k 6=i
a11(ui, uk)
+ X2(ui|z)aα5(u, ui)
n∏
k 6=i
a21(ui, uk)

B3(u|z)Ψn−1( ∨ui|z)
+
n−1∑
i=1
n∑
j=i+1

X1(ui|z)X1(uj |z)
n∏
k 6=i,j
a11(ui, uk)
n∏
l 6=i,j
a11(uj , ul)Hα1(ui, uj)
+X2(ui|z)X1(uj |z)
n∏
k 6=i,j
a21(ui, uk)
n∏
l 6=i,j
a11(uj , ul)Hα2(ui, uj)
+X1(ui|z)X2(uj |z)
n∏
k 6=i,j
a11(ui, uk)
n∏
l 6=i,j
a21(uj , ul)Hα3(ui, uj)
+ X2(ui|z)X2(uj |z)
n∏
k 6=i,j
a21(ui, uk)
n∏
l 6=i,j
a21(uj , ul)Hα4(ui, uj)


×
i−1∏
k=1
ω(uk, ui)
j−1∏
l=16=i
ω(ul, uj)B2(u|z)Ψn−2(
∨
ui,
∨
uj|z) (3.18)
The action of the transfer matrix t(u|z) on this n-particle state defines the so-called off-shell Bethe
ansatz equation [18]. In our case it has the following form
t(u|z)Ψn(u1, . . . , un|z) = ΛnΨn(u1, . . . , un|z) +
n∑
j=1
F
(n−1)
j Ψ
j
(n−1) +
n∑
j=2
j−1∑
l=1
F
(n−2)
lj Ψ
lj
(n−2)
(3.19)
Let us explain a bit more the right hand side terms of this equation: In the first term the Bethe vectors
(3.13) are multiplied by c-numbers Λn = Λn(u, u1, ..., un|z) given by
Λn =
3∑
α=1
Ωα(u)Xα(u|z)
n∏
k=1
aα1(u, uk). (3.20)
The second term is a sum of new operator valued functions
Ψj(n−1) =
j−1∏
k=1
ω(uk, uj)
(
3∑
α=1
Ωα(u)aα2(u, uj)B1(u|z) +
3∑
α=2
Ωα(u)aα4(u, uj)B3(u|z)
)
Ψ(n−1)(
∨
uj)
(3.21)
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multiplied by scalar functions
F
(n−1)
j = X1(uj |z)
n∏
k 6=j
a11(uj , uk) + Θ(uj)X2(uj |z)
n∏
k 6=j
a21(uj, uk) (3.22)
where we have defined
Θ(uj) =
3∑
α=1
Ωα(u)aα3(u, uj)
3∑
α=1
Ωα(u)aα2(u, uj)
=
3∑
α=2
Ωα(u)aα5(u, uj)
3∑
α=2
Ωα(u)aα4(u, uj)
. (3.23)
Finally, the last term is a coupled sum of a third type of operator valued functions
Ψlj(n−2) =
l−1∏
k=1
ω(uk, ul)
j−1∏
k=1, 6=l
ω(uk, uj)B2(u|z)Ψ(n−2)(
∨
ul,
∨
uj) (3.24)
with intricate coefficients
F
(n−2)
lj = X1(ul|z)X1(uj|z)
n∏
k 6=l
a11(ul, uk)
n∏
k 6=,j
a11(uj , uk)
3∑
α=1
Ωα(u)Hα1(ul, uj)
+X2(ul|z)X1(uj |z)
n∏
k 6=l
a21(ul, uk)
n∏
k 6=j
a11(uj, uk)
3∑
α=1
Ωα(u)Hα2(ul, uj)
+X1(ul|z)X2(uj |z)
n∏
k 6=l
a11(ul, uk)
n∏
k 6=j
a21(uj, uk)
3∑
α=1
Ωα(u)Hα3(ul, uj)
+X2(ul|z)X2(uj |z)
n∏
k 6=l
a21(ul, uk)
n∏
k 6=j
a21(uj, uk)
3∑
α=1
Ωα(u)Hα4(ul, uj) (3.25)
The functions aij(u, v) are amplitudes which came from the commutation relations (appendix A),
while Hαj(up, uq) (α = 1, 2, 3, j = 1, 2, 3, 4) are cumbersome functions of this amplitudes which we have
left to the appendix B.
In the usual algebraic Bethe ansatz method, the next step consist in impose the vanishing of these
unwanted terms in order to get the eigenvalue problem for the inhomogeneous transfer matrix t(u|z):
We impose F
(n−1)
i = 0, which implies F
(n−2)
lj = 0. From these elimination conditions we can see that
Ψn(u1, . . . , un|z) is an eigenstate of t(u|z) with eigenvalue (3.20) provided that the rapidities uk are
solutions of the inhomogeneous Bethe equations
X1(uk|z)
X2(uk|z)
= −Θ(uk)
n∏
j=1,j 6=k
a21(uk, uj)
a11(uk, uj)
, (k = 1, 2, . . . , n) (3.26)
where the factors Θ(uk) are easily identified with the phase shifts at the boundaries.
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4 The Gaudin Hamiltonians
We recall that the osp(1|2) has three even (bosonic) generatorsH, X± and two odd (fermionic) generators
V ± , whose non-vanishing commutation relations in the Cartan-Weyl basis reads as
[H,X±] = ±X±, [X+, X−] = 2H,
[H,V ±] = ±
1
2
V ±, [X±, V ∓] = V ±, [X±, V ±] = 0,
{V ±, V ±} = ±
1
2
X±, {V +, V −} = −
1
2
H. (4.1)
The quadratic Casimir operator is
C2 = H
2 +
1
2
{X+, X−}+ [V +, V −], (4.2)
where {· , ·} denotes the anticommutator and [· , ·] the commutator.
The irreducible finite-dimensional representations ρj with the highest weight vector are parametrized
by half-integer s = j/2 or by the integer j ∈ N . Their dimension is dim(ρj) = 2j+1 and the corresponding
eigenvalue of the quadratic Casimir is j(j + 1)/4 = s(s+ 1/2).
The fundamental representation has s = 1/2 and its matrix realization in the BFB grading is
H =
1
2

 1 0 00 0 0
0 0 −1

 , X+ =

 0 0 10 0 0
0 0 0

 , X− =

 0 0 00 0 0
1 0 0

 ,
V + =
1
2

 0 1 00 0 1
0 0 0

 , V − = 1
2

 0 0 0−1 0 0
0 1 0

 . (4.3)
In this section we will consider the theory of the Gaudin model with boundary terms. To do this we
need to calculate the quasi-classical limit of the results presented in the previous section.
We can begin expanding (up to an appropriate order in η), the diagonal Lax operator entries of the
monodromy matrix T (u|z)
L
(n)
11 = In + 2η coth(u− zn)Hn + 2η
2
(
H2n +
3
2
H2n −Hn
sinh(u− zn)2
)
+ o(η3)
L
(n)
22 = In − 2η
2 3In − 3H
2
n
sinh(u− zn)2
+ o(η3)
L
(n)
33 = In − 2η coth(u− zn)Hn + 2η
2
(
H2n +
3
2
H2n +Hn
sinh(u− zn)2
)
+ o(η3). (4.4)
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For the elements out of the diagonal we have considered a different order in η
L
(n)
12 = −2η
e−u+zn
sinh(u− zn)
V−n + o(η
2), L
(n)
21 = 2η
eu−zn
sinh(u− zn)
V+n + o(η
2),
L
(n)
23 = 2η
e−u+zn
sinh(u− zn)
V−n + o(η
2), L
(n)
32 = 2η
eu−zn
sinh(u − zn)
V+n + o(η
2),
L
(n)
13 = 2η
e−u+zn
sinh(u− zn)
X−n + o(η
2), L
(n)
31 = 2η
eu−zn
sinh(u− zn)
X+n + o(η
2). (4.5)
where V± = 2V ±, X± = 2X± and H = 2H .
The corresponding expressions for the reflected monodromy matrix T−1(−u|z) can be read from (4.4)
and (4.5) by the substitution η → −η and u→ −u. For sake of simplicity we can remove the global factor
by considering its expansion as
∏
(1/f) ≈ 1 + o(η2) instead of a normalization.
The quasi-classical expansions for the entries of the K matrices (2.18)-(2.22) will be written in the
form
k±αα(u) = k
±(0)
αα (u) + ηk
±(1)
αα (u) +
1
2
η2k±(2)αα (u) + o(η
3), (α = 1, 2, 3). (4.6)
Substituting these expansions into the matrix operator V = K+(u)U(u|z) we will get a quasi-classical
expansion for its diagonal entries:
Vαα(u|z) = 1 + 2ηV
(1)
αα (u|z) + 4η
2V (2)αα (u|z) + o(η
3) (4.7)
where the first order terms are very simple
V
(1)
11 (u|z) =
1
2
[
k
+(1)
11 (u)k
−(0)
11 (u) + k
+(0)
11 (u)k
−(1)
11 (u)
]
+
N∑
a=1
coth(u− za)Ha +
N∑
b=1
coth(u + zb)Hb,
V
(1)
22 (u|z) =
1
2
[
k
+(1)
22 (u)k
−(0)
22 (u) + k
+(0)
22 (u)k
−(1)
22 (u)
]
,
V
(1)
33 (u|z) =
1
2
[
k
+(1)
33 (u)k
−(0)
33 (u) + k
+(0)
33 (u)k
−(1)
33 (u)
]
−
N∑
a=1
coth(u− za)Ha −
N∑
b=1
coth(u + zb)Hb (4.8)
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and the second order terms are very complicated
V
(2)
11 (u|z) =
1
8
[
k
+(2)
11 (u)k
−(0)
11 (u) + k
+(0)
11 (u)k
−(2)
11 (u)
]
+
1
4
k
+(1)
11 (u)k
−(1)
11 (u)
+
∑
a<b
{
coth(u− za) coth(u− zb)Ha
s
⊗Hb + coth(u+ zb) coth(u+ za)Hb
s
⊗Ha
}
+
∑
a<b
{
eza−zb
X−a
s
⊗X+b − V
−
a
s
⊗ V+b
sinh(u− za) sinh(u− zb)
+ ezb−za
X−b
s
⊗X+a − V
−
b
s
⊗ V+a
sinh(u+ zb) sinh(u+ za)
}
+
L∑
a=1
(
1
2
H2a +
3
4
H2a −Ha
sinh(u− za)2
)
+
N∑
b=1
(
1
2
H2b +
3
4
H2b −Hb
sinh(u+ zb)2
)
+
1
2
[
k
+(0)
11 (u)k
−(1)
11 (u) + k
+(1)
11 (u)k
−(0)
11 (u)
]{ N∑
a=1
coth(u− za)Ha +
N∑
b=1
coth(u + zb)Hb
}
+
N∑
a=1
coth(u− za)Ha
N∑
b=1
coth(u+ zb)Hb
−k
+(0)
11 (u)k
−(0)
22 (u)
N∑
a=1
e−u+zaV−a
sinh(u− za)
N∑
b=1
e−u−zbV+b
sinh(u+ zb)
+k
+(0)
11 (u)k
−(0)
33 (u)
N∑
a=1
e−u+zaX−a
sinh(u− za)
N∑
b=1
e−u−zbX+b
sinh(u+ zb)
, (4.9)
V
(2)
22 (u|z) =
1
8
[
k
+(2)
22 (u)k
−(0)
22 (u) + k
+(0)
22 (u)k
−(2)
22 (u)
]
+
1
4
k
+(1)
22 (u)k
−(1)
22 (u)
−
∑
a<b
e−za+zbV+a
s
⊗ V−b − e
za−zbV−a
s
⊗ V+b
sinh(u− za) sinh(u− zb)
−
3
2
N∑
a=1
Ia −H
2
a
sinh(u − za)2
−
∑
a<b
e−zb+zaV+b
s
⊗ V−a − e
zb−zaV−b
s
⊗ V+a
sinh(u+ zb) sinh(u + zb)
−
3
2
N∑
b=1
Ib −H
2
b
sinh(u+ zb)2
−k
+(0)
22 (u)k
−(0)
11 (u)
N∑
a=1
eu−zaV+a
sinh(u− za)
N∑
b=1
eu+zbV−b
sinh(u+ zb)
+k
+(0)
22 (u)k
−(0)
33 (u)
N∑
a=1
e−u+zaV−a
sinh(u− za)
N∑
b=1
e−u−zbV+b
sinh(u+ zb)
, (4.10)
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V
(2)
33 (u|z) =
1
8
[
k
+(2)
33 (u)k
−(0)
33 (u) + k
+(0)
33 (u)k
−(2)
33 (u)
]
+
1
4
k
+(1)
33 (u)k
−(1)
33 (u)
+
∑
a<b
{
coth(u− za) coth(u− zb)Ha
s
⊗Hb + coth(u+ zb) coth(u+ za)Hb
s
⊗Ha
}
+
∑
a<b
{
e−za+zb
X+a
s
⊗X−b + V
+
a
s
⊗ V−b
sinh(u− za) sinh(u− zb)
+ e−zb+za
X+b
s
⊗X−a + V
+
b
s
⊗ V−a
sinh(u+ zb) sinh(u + za)
}
+
N∑
a=1
(
1
2
H2a +
3
4
H2a +Ha
sinh(u− za)2
)
+
N∑
b=1
(
1
2
H2b +
3
4
H2b +Hb
sinh(u+ zb)2
)
−
1
2
[
k
+(0)
33 (u)k
−(1)
33 (u) + k
+(1)
33 (u)k
−(0)
33 (u)
]{ N∑
a=1
coth(u− za)Ha +
N∑
b=1
coth(u + zb)Hb
}
+
N∑
a=1
coth(u− za)Ha
N∑
b=1
coth(u+ zb)Hb
+k
+(0)
33 (u)k
−(0)
22 (u)
N∑
a=1
eu−zaV+a
sinh(u− za)
N∑
b=1
eu+zbV−b
sinh(u+ zb)
+k
+(0)
33 (u)k
−(0)
11 (u)
N∑
a=1
eu−zaX+a
sinh(u− za)
N∑
b=1
eu+zbX−b
sinh(u+ zb)
. (4.11)
Here we have used the identities k
+(0)
αα (u)k
−(0)
αα (u) = 1, α = 1, 2, 3., which hold for the three boundary
solution due to the isomorphism (2.8).
Now, the quasi-classical expansion for the double-row transfer matrix (2.11) has the form
τ(u|z) = V11(u|z)− V22(u|z) + V33(u|z)
= 1 + 8η2τ (2)(u|z) + o(η3). (4.12)
where we notice that the first order terms in η are canceled.
The residue procedure of τ (2)(u|z) at the point u = za results in the following generalized Gaudin
Hamiltonians
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Ga =
1
4
(
k
+(0)
11 (za)k
−(1)
11 (za) + k
+(1)
11 (za)k
−(0)
11 (za)− k
+(0)
33 (za)k
−(1)
33 (za)− k
+(1)
33 (za)k
−(0)
33 (za)
)
Ha
+
N∑
b=1
1
sinh(za − zb)
{
cosh(za − zb)Ha
s
⊗Hb +
1
2
(eza−zbX−a
s
⊗X+b + e
zb−zaX+a
s
⊗X−b )
+ ezb−zaV+a
s
⊗ V−b − e
za−zbV−a
s
⊗ V+b
}
+
1
2
N∑
b=1
1
sinh(za + zb)
{(
k
+(0)
11 (za)k
−(0)
11 (za) + k
+(0)
33 (za)k
−(0)
33 (za)
)
cosh(za + zb)Ha
s
⊗Hb
+k
+(0)
11 (za)k
−(0)
33 (za) e
−za−zbX−a
s
⊗X+b + k
+(0)
33 (za)k
−(0)
11 (za) e
za+zbX+a
s
⊗X−b
−
(
k
+(0)
11 (za)k
−(0)
22 (za) + k
+(0)
22 (za)k
−(0)
33 (za)
)
e−za−zbV−a
s
⊗ V+b
+
(
k
+(0)
22 (za)k
−(0)
11 (za) + k
+(0)
33 (za)k
−(0)
22 (za)
)
eza+zbV+a
s
⊗ V−b
}
(4.13)
which satisfy the following integrable conditions
N∑
a=1
Ga = 0,
∂Ga
∂zb
=
∂Gb
∂za
, [Ga, Gb] = 0, ∀a, b. (4.14)
It means that we have derived N − 1 independents non-local integrable Hamiltonians for each of the
three boundary solutions (1,M), (F−, G−) and (F+, G+).
Let us look at the right hand side term of (4.13): The first term represents the diagonal boundary
term, the first sum is nothing else but the sum of classical r-matrices
∑
b6=a rab(zz − zb), as it could be
expected and the second sum is also a sum of classical r matrices but with the boundary effects. This
difference emerges due to the breaking the symmetry of the double-row structure when we choose the
point of a particular row to take the residue. Therefore, we have the following generalized form
Ga = (b.t.)a +
∑
b6=a
rab(zz − zb) +
∑
b6=a
r′ab(zz + zb) (4.15)
where (b.t.)a is the boundary term at the site a (with residue at u = za), rab(zz − zb) is the ”bare”
classical r-matrix and r′ab(zz + zb) is the classical r-matrices ”dressed ” with the boundaries.
In the next section we will use the data of the boundary algebraic Bethe ansatz in order to find the
exact spectrum and eigenvectors for these Hamiltonians.
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Next, let us write the entries of the monodromy matrix U(u|z), up to their classical contribution:
B1(u|z) = −2η
N∑
a=1
(
k
−(0)
22 (u)e
−u+za
sinh(u− za)
+
k
−(0)
11 (u)e
u+za
sinh(u+ za)
)
V−a + o(η
2)
.
= −2ηV−(u|z) + o(η2)
B2(u|z) = 2η
N∑
a=1
(
k
−(0)
33 (u)e
−u+za
sinh(u − za)
+
k
−(0)
11 (u)e
u+za
sinh(u+ za)
)
X−a + o(η
2)
.
= 2ηX−(u|z) + o(η2)
B3(u|z) = 2η
N∑
a=1
(
k
−(0)
33 (u)e
−u+za
sinh(u − za)
+
k
−(0)
22 (u)e
u+za
sinh(u+ za)
)
V−a + o(η
2)
.
= 2ηk
+(0)
11 (u)V
−(u|z) + o(η2)
(4.16)
for the creation operators and
C1(u|z) = 2η
N∑
a=1
(
k
−(0)
11 (u)e
u−za
sinh(u− za)
+
k
−(0)
22 (u)e
−u−za
sinh(u+ za)
)
V+a + o(η
2)
.
= 2ηV+(u|z) + o(η2)
C2(u|z) = 2η
N∑
a=1
(
k
−(0)
11 (u)e
u−za
sinh(u− za)
+
k
−(0)
33 (u)e
−u−za
sinh(u+ za)
)
X+a + o(η
2)
.
= 2ηX+(u|z) + o(η2)
C3(u|z) = 2η
N∑
a=1
(
k
−(0)
22 (u)e
u−za
sinh(u− za)
+
k
−(0)
33 (u)e
−u−za
sinh(u+ za)
)
V+a + o(η
2)
.
= 2ηk
+(0)
11 (u)V
+(u|z) + o(η2)
(4.17)
for the annihilation operators. For the diagonal entries of U(u|z) we have:
D1(u|z) = k
−(0)
11 (u) + 2ηH(u|z) + o(η
2),
D2(u|z) = k
−(0)
22 (u) + η k
−(1)
22 (u) + o(η
2),
D3(u|z) = k
−(0)
33 (u) + 2ηH(−u|z) + o(η
2) (4.18)
where
H(u|z) = k
−(0)
11 (u)
N∑
a=1
(cosh(u− za) + cosh(u+ za)Ha +
1
2
k
−(1)
11 (u). (4.19)
Here we have used the relations k
−(0)
33 (u) = k
−(0)
11 (−u), k
−(0)
22 (u) = k
−(0)
22 (−u) and k
−(1)
33 (u) = −k
−(1)
11 (−u).
Note that with these expression we are defining the generators for a ”double” osp(1|2) Lie superal-
gebra. The defining relations of this algebra can be obtained from the quasi-classical limit of (3.12) or,
equivalently, from the quasi-classical limit of the commutation relations of the appendix A.
5 The off-shell Gaudin equation
The off-shell Gaudin equation is defined from the residue of the quasi-classical limit of the off-shell Bethe
ansatz equation (3.19). In this limit we first consider the quasi-classical expansions of the states (3.13),
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(3.21) and (3.24) in terms of the operators (4.16)
Ψn(u1, ..., un|z) = (−2η)
nΦn(u1, ..., un|z) + o(η
n+1), (5.1)
Ψjn−1 = 2(−2η)
n+1(−1)j
{
1
2
[k
+(0)
11 (u) + k
+(0)
11 (u)k
+(0)
22 (u)]
e−u+uj
sinh(u − uj)
+
1
2
[k
+(0)
22 (u) + k
+(0)
11 (u)k
+(0)
33 (u)]
eu+uj
sinh(u + uj)
}
V−(u|z)Φn−1(
∨
uj |z) + o(η
n+2) (5.2)
Ψljn−2 = (−2η)
n−1(−1)l+jX−(u|z)Φn−2(
∨
ul,
∨
uj|z) + o(η
n) (5.3)
where the quasi-classical Bethe state Φn(u1, ..., un|z) is given by the recurrence formula
Φn(u1, ..., un|z) = V
−(u1|z)Φn−1(u2, ..., un|z)
−X−(u1|z)
n∑
j=2
(−)je−u1+uj
sinh(u1 − uj)
k
−(0)
11 (uj)Φn−2(
∧
uj |z)
+X−(u1|z)
n∑
j=2
(−)je−u1−uj
sinh(u1 + uj)
k
−(0)
22 (uj)Φn−2(
∧
uj |z) (5.4)
with Φ0 = |0〉 and Φ1(u1|z) = V
−(u1|z)Φ0.
Next we consider the quasi-classical expansions of the c-numbers functions (3.20), (3.22) and (3.25)
Λn = 1 + 2(−2η)
2Λ(2)n + o(η
3)
F
(n−1)
j = (−2η)k
−(0)
11 (uj) fj + o(η
2)
F
(n−2)
lj = 2(−2η)
3 flj + o(η
4), (5.5)
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where
Λ(2)n = N +
n
2
+
1
8
(
k
+(1)
11 (u)k
−(1)
11 (u)− k
+(1)
22 (u)k
−(1)
22 (u) + k
+(1)
33 (u)k
−(1)
33 (u)
)
+
1
16
{
k
+(0)
11 (u)k
−(2)
11 (u)− k
+(0)
22 (u)k
−(2)
22 (u) + k
+(0)
33 (u)k
−(2)
33 (u)
+ k
+(2)
11 (u)k
−(0)
11 (u)− k
+(2)
22 (u)k
−(0)
22 (u) + k
+(2)
33 (u)k
−(0)
33 (u)
}
+
{
1
2
(
4k
+(0)
11 (u)k
−(0)
33 (u)− k
+(0)
11 (u)k
−(0)
22 (u)− k
+(0)
33 (u)k
−(0)
22 (u)
) e2u
sinh(2u)
+
1
4
(
k
+(0)
11 (u)k
−(1)
11 (u) + k
+(1)
11 (u)k
−(0)
11 (u)− k
+(0)
33 (u)k
−(1)
33 (u)− k
+(1)
33 (u)k
−(0)
33 (u)
)}
×

 N∑
a=1
[coth(u − za) + coth(u+ za)]−
n∑
j=1
[coth(u− uj) + coth(u+ uj)]


+
N∑
a=1
(
coth(u− za) coth(u+ za) +
3
4
1
sinh(u− za)2
+
3
4
1
sinh(u + za)2
)
+
n∑
j=1
(
coth(u− uj) coth(u + uj) +
1
4
coth(u− uj)
2 +
1
4
coth(u+ uj)
2
)
+
N∑
a<b=1
(coth(u − za) coth(u + za))(coth(u− zb) coth(u + zb))
+
n∑
i <j=1
(coth(u− ui) coth(u+ ui))(coth(u− uj) coth(u+ uj))
−
N∑
a=1
(coth(u− za) + coth(u+ za))
n∑
j=1
(coth(u− uj) + coth(u + uj)) (5.6)
fj = −
N∑
a=1
(coth(uj − za) + coth(uj + za)) +
n∑
k 6=j
(coth(uj − uk) + coth(uj + uk))
−
1
2
(
k
−(1)
11 (uj)
k
−(0)
11 (uj)
+ θ(1)(uj)
k
−(0)
22 (uj)
k
−(0)
11 (uj)
)
+
(
e2uj
sinh(2uj)
−
1
2
k
−(1)
22 (uj)
k
−(0)
11 (uj)
)
θ(0)(uj) (5.7)
Note that in these relations we have expanded (3.23) as θ(u) = θ(0)(u) + ηθ(1)(u) + o(η2) and used the
identity k
−(0)
11 (uj) + k
−(0)
22 (uj)θ
(0)(uj) = 0 which holds for the three cases.
The contribution of F
(n−2)
lj involves the expansions of the complicate functions Hαj presented in the
appendix B. After some algebraic manipulations we have
flj = −
sinh(2u)
sinh(uj + ul) sinh(ul − uj)
{
sinh(2uj)
sinh(u− ul) sinh(u + ul)
k
+(0)
11 (ul) + k
+(0)
22 (ul)
k
+(0)
11 (uj) + k
+(0)
22 (uj)
[k
−(0)
11 (ul)fl]
+
sinh(2ul)
sinh(u− uj) sinh(u+ uj)
k
+(0)
11 (uj) + k
+(0)
22 (uj)
k
+(0)
11 (ul) + k
+(0)
22 (ul)
[k
−(0)
11 (uj)fj ]
}
(5.8)
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Substituting these expressions into the (3.19) and comparing the coefficients of the terms 2(−2η)n+2
we get the first non-trivial consequence for the quasi-classical limit of the OSBAE:
τ (2)(u|z) Φn(u1, ..., un|z) = Λ
(2)
n Φn(u1, ..., un|z) +
n∑
j=1
(−1)j
euj−u
sinh(u − uj)
[k
−(0)
11 (uj) fj]Θ
j
1
+
n∑
j=1
(−1)j
euj+u
sinh(u + uj)
[k
−(0)
11 (uj) fj ]Θ
j
2. (5.9)
Here we have used the identity
sinh(2v)
sinh(u− v) sinh(u + v)
=
e−u+v
sinh(u− v)
−
e−u−v
sinh(u+ v)
(5.10)
Note that in (5.9) the contributions from Ψj(n−1) and Ψ
lj
(n−2) were combined in order to define two new
vector valued functions
Θj1 =
1
2
[k
+(0)
11 (u) + k
+(0)
11 (u)k
+(0)
22 (u)]V
−(u|z) Φn−1(
∧
uj |z)
−X−(u|z)
n∑
k=1
k 6=j
(−1)k
′
(
euj−uk
sinh(uk − uj)
+
euj+uk
sinh(uk + uj)
)
k
+(0)
11 (uj) + k
+(0)
22 (uj)
k
+(0)
11 (uk) + k
+(0)
22 (uk)
Φn−2(
∧
uj ,
∧
uk|z)
(5.11)
and
Θj2 =
1
2
[k
+(0)
22 (u) + k
+(0)
11 (u)k
+(0)
33 (u)]V
−(u|z) Φn−1(
∧
uj |z)
−X−(u|z)
n∑
k=1
k 6=j
(−1)k
′
(
euj−uk
sinh(uk − uj)
+
euj+uk
sinh(uk + uj)
)
k
+(0)
11 (uj) + k
+(0)
22 (uj)
k
+(0)
11 (uk) + k
+(0)
22 (uk)
Φn−2(
∧
uj ,
∧
uk|z)
(5.12)
where k
′
= k + 1 for k < j and k
′
= k for k > j.
Finally, we have the off-shell Gaudin equation taking the residue of (3.19) at the point u = za:
GaΦn(u1, ..., un|z) = gaΦn(u1, ..., un|z) +
n∑
j=1
(−1)j
euj−za
sinh(za − uj)
[ k
−(0)
11 (uj) fj ]φ
j
1
+
n∑
j=1
(−1)j
euj+za
sinh(za + uj)
[ k
−(0)
11 (uj) fj ]φ
j
2,
a = 1, 2, ..., N (5.13)
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where ga is the residue of Λ
(2)
n at the point u = za
ga =
{
1
2
(
4k
+(0)
11 (za)k
−(0)
33 (za)− k
+(0)
11 (za)k
−(0)
22 (za)− k
+(0)
33 (za)k
−(0)
22 (za)
) e2za
sinh(2za)
+
1
4
(
k
+(0)
11 (za)k
−(1)
11 (za) + k
+(1)
11 (za)k
−(0)
11 (za)− k
+(0)
33 (za)k
−(1)
33 (za)− k
+(1)
33 (za)k
−(0)
33 (za)
)}
+coth(2za) +
N∑
b6=a
(coth(za − zb) coth(za + zb))−
n∑
j=1
(coth(za − uj) + coth(za + uj)), (5.14)
The new functions φl1(2) are given by φ
j
1(2) = resu=zaΘ
j
1(2).
In this way we are arriving to the main result of this paper. The equation (5.13) governs the Gaudin
theory: From its reduction to an eigenvalue problem we can find the eigenvalues and corresponding
eigenvectors for N − 1 commuting Hamiltonians Ga (4.13). It means that ga is the eigenvalue of Ga
with eigenfunction Φn(u1, ..., un) provided ul are solutions of the equations fj = 0 . Moreover, as we will
see in the next section, the off-shell Gaudin equation defines the conditions on the monodromy of the
correlations functions in order to be solutions of the differential equations known as KZ equations.
6 The Knizhnik-Zamolodchickov equation
The Knizhnik-Zamolodchikov (KZ) differential equation
κ
∂Ψ(z)
∂zi
= Gi(z)Ψ(z), (6.1)
appeared first as a holonomic system of differential equations on conformal blocks in a WZW model
of conformal field theory. Here Ψ(z) is a function with values in the tensor product V1 ⊗ · · · ⊗ VN of
representations of a simple Lie algebra, κ = k + g , where κ is the central charge of the model, and g is
the dual Coxeter number of the simple Lie algebra.
One of the remarkable properties of the KZ system is that the coefficient functions Gi(z) commute
and that the form ω =
∑
iGi(z)dzi is closed [20]:
∂Gj
∂zi
=
∂Gi
∂zj
, [Gi, Gj ] = 0. (6.2)
Indeed, it was indicated in [20] that the equations (4.2) are not just a flatness condition for the form ω
but that the KZ connection is actually a commutative family of connections.
In this section we will identify Gi with the bounded osp(1|2) Gaudin Hamiltonians Ga presented in
the previous section and show that the corresponding differential equations (6.1) can be solved via the
boundary off-shell Bethe ansatz method.
Let us now define the vector-valued function Ψ(z1, ..., zN ) through multiple contour integrals of the
vectors (5.4)
Ψ(z1, ..., zN ) =
∮
· · ·
∮
X (u|z)Φn(u|z)du1...dun, (6.3)
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where X (u|z) = X (u1, ..., un, z1, ..., zN ) is a scalar function which in this stage is still undefined.
We assume that Ψ(z1, ..., zN) is a solution of the equations
κ
∂Ψ(z1, ..., zN )
∂za
= GaΨ(z1, ..., zN), a = 1, 2, ..., N (6.4)
where Ga are the Gaudin Hamiltonians (4.13) and κ is a constant.
Substituting (6.3) into (6.4) we have
κ
∂Ψ(z1, ..., zN )
∂za
=
∮ {
κ
∂X (u|z)
∂za
Φn(u|z) + κX (u|z)
∂Φn(u|z)
∂za
}
du, (6.5)
where we are using a compact notation
∮
{◦} du =
∮
. . .
∮
{◦} du1 · · · dun.
Using the quasi-classical limit of the commutation relations one can derive the following non-trivial
identity
∂Φn
∂za
=
n∑
l=1
(−)l
∂
∂ul
(
e−ul+zaφl1
sinh(ul − za)
+
eul+zaφl2
sinh(ul + za)
)
(6.6)
which allows us write (6.5) in the form
κ
∂Ψ
∂za
=
∮ {
κ
∂X (u|z)
∂za
Φn(u|z) +
n∑
l=1
(−)lκ
∂X (u|z)
∂ul
[
eul−zaφl1
sinh(za − ul)
+
eul+zaφl2
sinh(za + ul)
]
}
du
−κ
n∑
l=1
(−)l
∮
∂
∂ul
(
X (u|z)[
eul−zaφl1
sinh(za − ul)
+
eul+zaφl2
sinh(za + ul)
]
)
du. (6.7)
It is evident that the last term of (6.7) is vanishes, because the contours are closed. Moreover, if the
scalar function X (u|z) satisfies the following differential equations
κ
∂X (u|z)
∂za
= gaX (u|z), κ
∂X (u|z)
∂uj
= [k
−(0)
11 (uj)fj ]X (u|z), (6.8)
we are recovering the off-shell Gaudin equation (5.13) from the first term in (6.7).
Next we can solve (6.8) in order to find the function X (u|z) which determines the monodromy of (6.3)
as solution of the trigonometric KZ equation.
Summarizing, let us consider the main results for the three boundary solutions (1,M), (F+, G+) and
(F−, G−)
6.1 The (1,M) Solution
The data for this case are
k
−(0)
11 (u) = k
−(0)
22 (u) = k
−(0)
33 (u) = 1, k
−(1)
11 (u) = k
−(1)
22 (u) = k
−(1)
33 (u) = 0
k
+(0)
11 (u) = k
+(0)
22 (u) = k
+(0)
33 (u) = 1, k
+(1)
33 (u) = −k
+(1)
11 (u) = 2, k
+(1)
22 (u) = 0
θ(0)(u) = −1, θ(1)(u) = −2
e2u
sinh(2u)
(6.9)
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Substituting (6.9) into (4.13), (5.4), (5.14) and (5.7) we have the following generalized Gaudin Hamilto-
nians
Ga = −Ha +
N∑
b6=a
1
sinh(za − zb)
{
cosh(za − zb)Ha
s
⊗Hb +
1
2
(
e−za+zbX+a
s
⊗X−b
+ eza−zbX−a
s
⊗X+b
)
+ e−za+zbV+a
s
⊗ V−b − e
za−zbV−a
s
⊗ V+b
}
+
N∑
b=1
1
sinh(za + zb)
{
cosh(za + zb)Ha
s
⊗Hb +
1
2
(
eza+zbX+a
s
⊗X−b
+ e−za−zbX−a
s
⊗X+b
)
+ eza+zbV+a
s
⊗ V−b − e
−za−zbV−a
s
⊗ V+b
}
a = 1, 2, ..., N. (6.10)
with eigenfunctions
Φn(u1, ..., un|z) = V
−(u1|z)Φn−1(u2, ..., un|z)
−X−(u1|z)
n∑
j=2
(−)je−u1+uj
sinh(u1 − uj)
Φn−2(
∧
uj |z)
+X−(u1|z)
n∑
j=2
(−)je−u1−uj
sinh(u1 + uj)
Φn−2(
∧
uj |z) (6.11)
and eigenvalues
ga = 2 coth(2za) +
N∑
b6=a=1
[coth(za − zb) + coth(za + zb)]−
n∑
j=1
[coth(za − uj) + coth(za + uj)]
(6.12)
provided that
N∑
a=1
[coth(uj − za) + coth(uj + za)] =
n∑
k 6=j=1
[coth(uj − uk) + coth(uj + uk)] (6.13)
The corresponding KZ solution is
Ψ(z1, ..., zN ) =
∮
· · ·
∮
X (u|z)Φn(u|z)du1...dun, (6.14)
where
X (u|z) = [sinh(2za)]
1/κ
N∏
a=1
N∏
b=a+1
[sinh(za − zb) sinh(za + zb)]
1/κ
×
n∏
j=1
n∏
k=j+1
[sinh(uj − uk) sinh(uj + uk)]
1/κ
N∏
a=1
n∏
j=1
[sinh(za − uj) sinh(za + uj)]
−1/κ
(6.15)
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is the solution of the equations (6.8).
Here we note that the K-matrix solution (1,M) is a quantum-algebra invariant solution. Comparing
(6.10) with (4.15) we can see that r
′
= r. It means that there is no boundary contributions on the bulk
[43].
6.2 The (F±,G±) Solutions
The data for the (F+, G+) solution are
k
−(0)
11 (u) = −e
−2u, k
−(0)
22 (u) = 1, k
−(0)
33 (u) = −e
2u
k
−(1)
11 (u) = −3e
−2u cothu, k
−(1)
22 (u) = 0, k
−(1)
33 (u) = −3e
2u cothu
k
+(0)
11 (u) = −e
2u, k
+(0)
22 (u) = 1, k
+(0)
33 (u) = −e
−2u
k
+(1)
11 (u) = −4e
2u + 3e2u cothu, k
+(1)
22 (u) = 0, k
+(1)
33 (u) = 4e
−2u + 3e−2u cothu
θ(0)(u) = e−2u, θ(1)(u) = e−2u tanhu (6.16)
while for the (F−, G−) solution we have.
k
−(0)
11 (u) = e
−2u, k
−(0)
22 (u) = 1, k
−(0)
33 (u) = e
2u
k
−(1)
11 (u) = 3e
−2u cothu, k
−(1)
22 (u) = 0, k
−(1)
33 (u) = 3e
2u cothu
k
+(0)
11 (u) = e
2u, k
+(0)
22 (u) = 1, k
+(0)
33 (u) = e
−2u
k
+(1)
11 (u) = 4e
2u − 3e2u cothu, k
+(1)
22 (u) = 0, k
+(1)
33 (u) = −4e
−2u − 3e−2u cothu
θ(0)(u) = e−2u, θ(1)(u) = e−2u tanhu (6.17)
We will present the summary of these two cases in a compact notation.
Substituting (6.16) ((6.17)) into (4.13), (5.4), (5.14) and (5.7) we have
Ga = 2Ha +
N∑
b=1
1
sinh(za + zb)
{
cosh(za + zb)Ha
s
⊗Hb +
1
2
(
e−4zaeza+zbX+a
s
⊗X−b
+ e4zae−za−zbX−a
s
⊗X+b
)
+ ǫ
(
e−2zaeza+zbV+a
s
⊗ V−b − e
2zae−za−zbV−a
s
⊗ V+b
)}
+
N∑
b6=a
1
sinh(za − zb)
{
cosh(za − zb)Ha
s
⊗Hb +
1
2
(
e−za+zbX+a
s
⊗X−b
+ eza−zbX−a
s
⊗X+b
)
+ e−za+zbV+a
s
⊗ V−b − e
za−zbV−a
s
⊗ V+b
}
(6.18)
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with eigenfunctions
Φn(u1, ..., un|z) = V
−(u1|z)Φn−1(u2, ..., un|z)
+X−(u1|z)
n∑
j=2
(−)je−u1+uj
sinh(u1 − uj)
[ǫe−2uj ]Φn−2(
∧
uj |z)
+X−(u1|z)
n∑
j=2
(−)je−u1−uj
sinh(u1 + uj)
Φn−2(
∧
uj |z) (6.19)
and eigenvalues
ga =
N∑
b6=a=1
[coth(za − zb) + coth(za + zb)]−
n∑
j=1
[coth(za − uj) + coth(za + uj)]
+2 coth(2za) +
1
2
(1 + ǫ) coth(za) +
1
2
(1− ǫ) tanh(za) (6.20)
provided that
N∑
a=1
[coth(uj − za) + coth(uj + za)] =
n∑
k 6=j=1
[coth(uj − uk) + coth(uj + uk)]
−
1
2
(1 + ǫ) coth(uj)−
1
2
(1 − ǫ) tanh(uj) (6.21)
The KZ solution is
Ψǫ(z1, ..., zN ) =
∮
· · ·
∮
X (u|z)Φn(u|z)du1...dun, (6.22)
with
X (u|z) = [cosh(uj)]
−(1−ǫ)/2κ[cosh(za)]
(1−ǫ)/2κ[sinh(uj)]
−(1+ǫ)/2κ[sinh(za)]
(1+ǫ)/2κ[sinh(2za)]
1/κ
×
N∏
a=1
N∏
b=a+1
[sinh(za − zb) sinh(za + zb)]
1/κ
n∏
j=1
n∏
k=j+1
[sinh(uj − uk) sinh(uj + uk)]
1/κ
×
N∏
a=1
n∏
j=1
[sinh(za − uj) sinh(za + uj)]
−1/κ (6.23)
where ǫ = 1 for (F−, G−) case and ǫ = −1 for (F+, G+) case.
7 Conclusion
In this paper a detailed analysis of the boundary quantum inverse scattering method is applied in order to
derive the off-shell Bethe ansatz equation (3.19) for a graded 19-vertex model based on the orthosymplectic
Lie superalgebra osp(1|2). The boundaries ares given by three of solutions of the reflection equation and
its dual, related in pairs by the isomorphism (2.8). The quasi-classical limit of this equation results in the
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off-shell Gaudin equation (5.13) and we have emphasized its importance in the resolution of the Gaudin’s
theory. From this equation are following the energy spectrum of the Gaudin magnets and the monodromy
function for the integral representation of the correlation function as solution of the KZ equation.
There are several issues for which this paper could be useful: By the method presented in this paper
one can include the other three 19-vertex models namely, the twisted sl(2|1)(2) model , the Zamolodchikov-
Fateev model and the Izergin-Korepinmodel for which the algebraic Bethe ansatz with diagonal boundary
are known [42, 45, 46]. We also would like to know how to connect the rational limit of our three
trigonometric results presented in this work can be related with the osp(1|2) conformal field theory with
conformal boundary conditions [44] and finally, should be really interesting to try extended these results
in order to include all non-diagonal K-matrices classified in [41].
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A The Commutation Relations
The equation (3.12) gives us the commutation relations for the matrix elements of the double-row mon-
odromy matrix which play a fundamental role in the algebraic Bethe Ansatz. Here we present the
commutations relations and their coefficientes using a compact notation. Recall that the entries of the
operator
U(u) =

 D1(u) B1(u) B2(u)C1(u) D2(u) B3(u)
C2(u) C3(u) D3(u)

 , (A.1)
are given by (3.5).
Substituting (2.15) and (A.1) into (3.12) we get 81 equations involving products of two matrix elements
of U(u). These equations can be manipulated in ordem to put the product of pairs of operators in the
normal ordered form. To do this we shall proceed in the following way. First we denote by E[i, j] = 0 the
(i, j) component of the matrix equation (3.12) and collect them in blocks B[i, j], i = 1, ..., 5, j = i, ..., 10−i,
defined by
B[i, j] = {Fij = E[i, j], fij = E[j, i], FFij = E[10− i, 10− j], ffij = E[10− j, 10− i]}
(A.2)
From these blocks we can see that the pair (Fij , fij) as well as (FFij , ffij) can be solved simultaneously.
We introduce the notation
Di = Di(u), di = Di(v), Bi = Bi(u), bi = Bi(v), Ci = Ci(u), ci = Ci(v) (A.3)
for the operators of the double-row monodromy matrix and
Xi = xi(u+ v), Yi = yi(u+ v), xi = xi(u− v), yi = yi(u − v), (A.4)
for the Boltzmann weigths and
{Z}ij = {z}ij(v, u), {z}ij = {z}ij(u, v), Fi = fi(u), fi = fi(v). (A.5)
for the coefficientes of the commutations relations, where
{Z} = A,B,C,D,E,X and {z} = a, b, c, d, e, x. (A.6)
Taking into account these simplifications, we will indicate the pair (Fij , fij) or (FFij , ffij) for which
the corresponding normal ordered relations were obtained:
• (F14, f14)
D1b1 = a11b1D1 + a12B1d1 + a13B1d2 + a14B2c1 + a15B2c3 + a16b2C1
C1d1 = A11d1C1 +A12D1c1 +A13D2c1 +A14B1c2 +A15B3c2 +A16b1C2 (A.7)
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where the coefficients are
A11 =
x1
x2
X2
X1
, A12 = −F1
X5
X1
−
y5
x2
X2
X1
, A13 = −
X5
X1
,
A14 =
y5
x2
X6
X1
, A15 = −
X7
X1
, A16 = −
x1
x2
X6
X1
. (A.8)
• (F17, f17)
D1b2 = b11b2D1 + b12B2d1 + b13B2d2 + b14B2d3 + b15B1b1 + b16B1b3
C2d1 = B11d1C2 +B12D1c2 +B13D2c2 +B14D3c2 +B15C1c1 +B16C3c1 (A.9)
where
B11 =
x1
x3
X3
X1
, B12 = F1
y6
x3
X6
X1
− F2
X7
X1
−
y7
x3
X3
X1
, B13 =
y6
x3
X6
X1
− F3
X7
X1
,
B14 = −
X7
X1
, B15 = −
y6
x3
X2
X1
, B16 = −
X5
X1
. (A.10)
• (FF36, ff36)
D1b3 = x11b3D1 + x12b1D1 + x13B1d1 + x14B1d2 + x15B1d3 + x16B2c1
+x17B2c3 + x18b2C1
C3d1 = X11d1C3 +X12d1C1 +X13D1c1 +X14D2c1 +X15D3c1 +X16B1c2
+X17B3c2 +X18b1C2 (A.11)
with the following coefficients
X11 =
x2
x3
X3
X2
, X12 =
y5
x3
Y6
X2
−
y6
x3
Y5
X2
A11,
X13 = F1
y6
x3
X4
X2
− F2
X6
X2
−
y7
x3
Y6
X2
−
y6
x3
Y5
X2
A12
X14 = −F3
X6
X2
+
y6
x3
X4
X2
−
y6
x3
Y5
X2
A13,
X15 = −
X6
X2
, X16 = −
y7
x3
−
y6
x3
Y5
X2
A14
X17 = −
y6
x3
X5
X2
−
y6
x3
Y5
X2
A15, X18 =
y5
x3
−
y6
x3
Y5
X2
A16. (A.12)
Note that for each pair of equations the corresponding commutation relations are related by inter-
changing
u↔ v, Di ↔ di, Bi ↔ ci, Ci ↔ bi (A.13)
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• (F24, f24)
C1b1 = c11b1C1 + c12b1C3 + c13B1c3 + c14B3c3 + c15b2C2 + c16d1D1 + c17d1D2
+c18D1d1 + c19D1d2 + c110D2d1 + c111D2d2 (A.14)
with the following coefficients
c11 = −
X4
X1
, c12 =
x5
x2
X6
X1
, c13 = −
y5
x2
X6
X1
, c14 = −
X7
X1
, c15 =
X5
X1
,
c16 =
Y5
X1
+ F1
x5
x2
X2
X1
, c17 =
x5
x2
X2
X1
, c18 = −f1(
y5
x2
X2
X1
+ F1
X5
X1
),
c19 = −(
y5
x2
X2
X1
+ F1
X5
X1
), c110 = −f1
X5
X1
, c111 = −
X5
X1
. (A.15)
The pairs (F16, f16), (F18, f18), (FF16, ff16), (FF18, ff18) and F19 form a closed set of equations
from which we have derived the following commutation relations
B2b1 = e11b1B2 + e12b2B1 + e13b2B3,
C1c2 = E11c2C1 + E12c1C2 + E13c3C2
B3b2 = e41b2B3 + e42b1B2 + e43b3B2
C2c3 = E41c3C2 + E42c2C1 + E43c2C3
B1b2 = e21b2B1 + e22b2B3 + e23b1B2 + e24b3B2
C2c1 = E21c1C2 + E22c3C2 + E23c2C1 + E24c2C3
B2b3 = e31b3B2 + e32b1B2 + e33b2B1 + e34b2B3
C3c2 = E31c2C3 + E32c2C1 + E33c1C2 + E34c3C2
B2b2 = b2B2, C2c2 = c2C2 (A.16)
where
e11 =
x2
x1
X2
X3
, e12 =
y5
x1
, e13 = −
x2
x1
X6
X3
. (A.17)
E41 =
x2
x1
X2
X3
, E42 =
x2
x1
Y6
X3
, E43 =
x5
x1
(A.18)
e21 =
x2
x1
X2X3
X22 +X6Y6
, e22 =
x5(x
2
1 + x
2
2 − x5y5)
x1(x22 − x5y5)
X2X6
X22 +X6Y6
e23 = −
x1x5
x22 − x5y5
X6Y6
X22 +X6Y6
+
x5
x1
X22
X22 +X6Y6
, e24 = −
x1x2
x22 − x5y5
X3X6
X22 +X6Y6
(A.19)
e31 =
x1x2
x22 − x5y5
X2X3
X22 +X6Y6
, e32 = −
x5(x
2
1 + x
2
2 − x5y5)
x1(x22 − x5y5)
X2Y6
X22 +X6Y6
e33 = −
x2
x1
X3Y6
X22 +X6Y6
, e34 =
x5
x1
X6Y6
X22 +X6Y6
−
x1x5
x22 − x5y5
X22
X22 +X6Y6
(A.20)
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• (F45, f45)
D2b1 = a21b1D2 + a22B1d1 + a23B1d2 + a24B3d1 + a25B3d2 + a26B2c1
+a27B2c3 + a28b2C1 + a29b2C3
C1d2 = A21d2C1 +A22D1c1 +A23D2c1 +A24D1c3 +A25D2c3 +A26B1c2
+A27B3c2 +A28b1C2 +A29b3C2 (A.21)
with
a21 =
x4
x2
X4
X2
− F3
x6
x2
X6
X2
−
x4
x2
Y5
X2
A13 −
x6
x2
X14
a22 = f1
y5
x2
X4
X2
− (F1 +
y5
x2
Y5
X2
)a12 −
x4
x2
Y5
X2
A11 −
x6
x2
X12
a23 =
y5
x2
X4
X2
− (F1 +
y5
x2
Y5
X2
)a13, a24 = f1
X6
X2
−
x6
x2
X11, a25 =
X6
X2
a26 = −(F1 +
y5
x2
Y5
X2
)a14 −
x4
x2
Y5
X2
A16 −
x6
x2
X18
a27 = −
y5
x2
X5
X2
− (F1 +
y5
x2
Y5
X2
)a15, a28 = −
y6
x2
− (F1 +
y5
x2
Y5
X2
)a16 −
x4
x2
Y5
X2
A14 −
x6
x2
X16
a29 = −
x4
x2
X5
X2
−
x4
x2
Y5
X2
A15 −
x6
x2
X17 (A.22)
• (F15, f15)
B1b1 = e01b1B1 + e02b2D2 + e03b2D1 + e04B2d1 + e05B2d2
C1c1 = E01c1C1 + E02d2C2 + E03d1C2 + E04D1c2 + E05D2c2 (A.23)
with
e01 = −
x3x4 − x6y6
x1x3
, e02 =
x3x4 − x6y6
x1x3
X6
X2
e03 = −
x3y6 − x6y7
x1x3
X3
X2
+ F1
x3x4 − x6y6
x1x3
X6
X2
e04 = −
x6
x3
X3
X2
+ f1
X6
X2
, e05 =
X6
X2
(A.24)
These commutaion relation play a special role in the construction of the n-particle states, as men-
tioned above.
• (FF26, ff26)
B1b3 = d11b3B1 + d12b1B1 + d13b2D1 + d14b2D2 + b15B2d1 + d16B2d2 + d17B2d3
C3c1 = D11c1C3 +D12c1C1 +D13d1C2 +D14d2C2 +D15D1c2 +D16D2c2 +D17D3c2
(A.25)
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where
D11 =
X3
Y5B16 −X4
, D12 = −
(y5Y6 + x2Y5B15)E01 − y5Y6
x2(Y5B16 −X4)
D13 = −
(y5Y6 + x2Y5B15)E03 − f1y5X2 + x2Y5B11
x2(Y5B16 −X4)
,
D14 = −
(y5Y6 + x2Y5B15)E02 − y5X2
x2(Y5B16 −X4)
D15 = −
(y5Y6 + x2Y5B15)E04 + F1y5X2 + F2x2X5 + x2Y5B12
x2(Y5B16 −X4)
D16 = −
(y5Y6 + x2Y5B15)E05 + y5X2 + F3x2X5 + x2Y5B13
x2(Y5B16 −X4)
,
D17 = −
X5 + Y5B14
Y5B16 −X4
(A.26)
and
B3b1 = d21b1B3 + d22b1B1 + d23b2D1 + d24b2D2 + d25b2D3 + d26B2d1 + d27B2d2
C1c3 = D21c3C1 +D22c1C1 +D23d1C2 +D24d2C2 +D25d3C2 +D26D1c2 +D27D2c2
(A.27)
where
d21 = −
X4
X3
+
Y5
X3
B16, d22 =
y5
x2
Y6
X3
−
y5
x2
Y6
X3
e01 +
Y5
X3
B15
d23 = F1
y5
x2
X2
X3
+ F2
X5
X3
−
y5
x2
Y6
X3
e03 +
Y5
X3
B12
d24 =
y5
x2
X2
X3
+ F3
X5
X3
−
y5
x2
Y6
X3
e02 +
Y5
X3
B13, d25 =
X5
X3
+
Y5
X3
B14
d26 = −f1
y5
x2
X2
X3
−
y5
x2
Y6
X3
e04 +
Y5
X3
B11,
d27 = −
y5
x2
X2
X3
−
y5
x2
Y6
X3
e05 (A.28)
• (F28, f28)
D2b2 = b21b2D2 + b22B2d1 + b23B2d2 + b24B2d3 + b25B1b1 + b26B1b3
+b27B3b1 + b28B3b3
C2d2 = B21d2C2 +B22D1c2 +B23D2c2 +B24D3c2 +B25C1c1 +B26C3c1
+B27C1c3 +B28C3c3 (A.29)
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where
B21 = 1 +
x5
x2
X3
X2
d27 +
Y6
X2
e05, B22 = −f1B12 +
x5
x2
X3
X2
d23 +
Y6
X2
e03
B23 = −f1B13 +
x5
x2
X3
X2
d24 +
Y6
X2
e02, B24 = −f1B14 +
x5
x2
X3
X2
d25
B25 = −f1B15 +
x5
x2
X3
X2
d22 +
Y6
X2
e01, B26 = −f1B16 +
x5
x2
X3
X2
d21
B27 = −
y5
x2
X3
X2
, B28 =
X6
X2
(A.30)
• (FF35, ff35)
C3b1 = c21b1C1 + c22b1C3 + c23B1c3 + c24B3c3 + c25b2C2 + c26d1D1
+c27d1D2 + c28d1D3 + c29D1d1 + c210D1d2 + c211D2d1 + c212D2d2
+c213D3d1 + c214D3d2
C1b3 = C21b1C1 + C22b3C1 + C23B3c1 + C24B3c3 + C25b2C2 + C26d1D1
+C27d2D1 + C28d3D1 + C29D1d1 + C210D2d1 + C211D1d2
+C213D1d3 + C214D2d3 (A.31)
where
c21 =
y6
x3
Y5
X2
(c11 − 1), c22 = −
x4
x3
+
y6
x3
Y5
X2
c12, c23 = −
y7
x3
+
y6
x3
Y5
X2
c13
c24 =
y6
x3
X5
X2
+
y6
x3
Y5
X2
c14, c25 = −
y6
x3
X1
X2
+
y6
x3
Y5
X2
c15
c26 = F1
x4
x3
Y6
X2
− F2
x6
x3
X3
X2
−
y6
x3
Y7
X2
+
y6
x3
Y5
X2
c16
c27 = −F3
x6
x3
X3
X2
+
x4
x3
Y6
X2
+
y6
x3
Y5
X2
c17, c28 = −
x6
x3
X3
X2
c29 = f1
y7
x3
Y6
X2
− f1F1
y6
x3
X4
X2
+ f1F2
X6
X2
+
y6
x3
Y5
X2
c18
c210 =
y7
x3
Y6
X2
− F1
y6
x3
X4
X2
+ F2
X6
X2
+
y6
x3
Y5
X2
c19,
c211 = −f1
y6
x3
X4
X2
+ f1F3
X6
X2
+
y6
x3
Y5
X2
c110
c212 = −
y6
x3
X4
X2
+ F3
X6
X2
+
y6
x3
Y5
X2
c111, c213 = f1
X6
X2
, c214 =
X6
X2
(A.32)
• (FF23, ff23)
D3b1 = a31b1D3 + a32B1d1 + a33B1d2 + a34B3d1 + a35B3d2 + a36B2c1
+a37B2c3 + a28b2C1 + a29b2C3
C1d3 = A31d3C1 +A32D1c1 +A33D2c1 +A34D1c3 +A35D2c3 +A36B1c2
+A37B3c2 +A28b1C2 +A29b3C2 (A.33)
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where
a31 =
x2
x3
X2
X3
−
x2
x3
Y6
X3
X15
a32 = −f1
y7
x3
Y5
X3
+
y5
x3
Y7
X3
A11 − (Q1)a22 − (Q2)a12 −
x2
x3
Y6
X3
X12
a33 = −
y7
x3
Y5
X3
− (Q2)a13 − (Q1)a23
a34 = f1
y6
x3
X2
X3
− (Q1)a24 −
x2
x3
Y6
X3
X11, a35 =
y6
x3
X2
X3
− (Q1)a25
a36 =
y5
x3
Y7
X3
A16 − (Q1)a26 − (Q2)a14 −
x2
x3
Y6
X3
X18
a37 = −
y7
x3
X1
X3
− (Q2)a15 − (Q1)a27
a38 =
y5
x3
Y7
X3
A14 − (Q2)a16 − (Q1)a28 −
x2
x3
Y6
X3
X16
a39 =
y5
x3
X1
X3
+
y5
x3
Y7
X3
A15 − (Q1)a29 −
x2
x3
Y6
X3
X17 (A.34)
(FF13, ff13)
D3b2 = b31B2d3 + b32B2d1 + b33B2d2 + b34b2D3 + b35B1b1 + b36B1b3
+b37B3b1 + b38B3b3
C2d3 = B31D3c2 +B32D1c2 +B33D2c2 +B34d3C2 +B35C1c1 +B36C3c1
+B37C1c3 +B38C3c3 (A.35)
where
b31 = −
y7
x3
X1
X3
− (Q2)b14 − (Q1)b24
b32 = −f2
y7
x3
X1
X3
+
x1
x3
Y5
X3
D13 +
x1
x3
Y7
X3
(B11 +D13B16 + E03B15)
−(Q2)b12 − (Q1)b22
b33 = −f3
y7
x3
X1
X3
+
x1
x3
Y5
X3
D14 +
x1
x3
Y7
X3
(D14B16 + E02B15)− (Q2)b13 − (Q1)b23
b34 =
x1
x3
X1
X3
+
x1
x3
Y7
X3
(B14 +D17B16) +
x1
x3
Y5
X3
D17
b35 =
x1
x3
Y5
X3
D12 +
x1
x3
Y7
X3
(D12B16 + E01B15)− (Q2)b15 − (Q1)b25
b36 = −
y7
x3
Y5
X3
− (Q2)b16 − (Q1)b26
b37 =
x1
x3
Y5
X3
D11 +
x1
x3
Y7
X3
D11B16 − (Q1)b27
b28 = −
y6
x3
X2
X3
− (Q1)b28 (A.36)
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Here we have used the notation
Q1 = F3 −
y6
x3
Y6
X3
, Q2 = F2 − F1
y6
x3
Y6
X3
+
y7
x3
Y7
X3
(A.37)
B The H amplitudes
In this appendix we summarize the expressions for the H-functions presented in (3.18) and (3.25)
H11(up, uq) = a14(u, up) (c16(up, uq) + c18(up, uq)) + a15(u, up) (c26(up, uq) + c29(up, uq))
+b12(u, up)Gd1(up, uq) + ω(up, u)a11(u, up)a12(u, uq)Gd1(u, up)
H12(up, uq) = a14(u, up) (c17(up, uq) + c110(up, uq)) + a15(u, up) (c27(up, uq) + c211(up, uq))
+b13(u, up)Gd1(up, uq) + ω(up, u)a11(u, up)a12(u, uq)Gd2(u, up)
H13(up, uq) = a14(u, up)c19(up, uq) + a15(u, up)c210(up, uq) + b12(u, up)Gd2(up, uq)
+ω(up, u)a11(u, up)a13(u, uq)Gd1(u, up)
H14(up, uq) = a14(u, up)c111(up, uq) + a15(u, up)c212(up, uq) + b13(u, up)Gd2(up, uq)
+ω(up, u)a11(u, up)a13(u, uq)Gd2(u, up) (B.1)
and
Hα1(up, uq) = aj6(u, up) (c16(up, uq) + c18(up, uq)) + aj7(u, up) (c26(up, uq) + c29(up, uq))
+bj2(u, up)Gd1(up, uq) + ω(up, u)aj1(u, up)aj2(u, uq)Gd1(u, up)
+aj1(u, up)aj4(u, uq)d13(up, u)
Hα2(up, uq) = aj6(u, up) (c17(up, uq) + c110(up, uq)) + aj7(u, up) (c27(up, uq) + c211(up, uq))
+bj3(u, up)Gd1(up, uq) + ω(up, u)aj1(u, up)aj2(u, uq)Gd2(u, up)
+aj1(u, up)aj4(u, uq)d14(up, u)
Hα3(up, uq) = aj6(u, up)c19(up, uq) + aj7(u, up)c210(up, uq) + bj2(u, up)Gd2(up, uq)
+ω(up, u)aj1(u, up)aj3(u, uq)Gd1(u, up) + aj1(u, up)aj5(u, uq)d13(up, u)
Hα4(up, uq) = aj6(u, up)c111(up, uq) + aj7(u, up)c212(up, uq) + bj3(u, up)Gd2(up, uq)
+ω(up, u)aj1(u, up)aj3(u, uq)Gd2(u, up) + aj1(u, up)aj5(u, uq)d14(up, u) (B.2)
for α = 2, 3.
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These function satisfy the properties
Hα1(up, uq) = ω(up, uq)Hα1(uq, up)
Hα2(up, uq) = ω(up, uq)Hα3(uq, up)
Hα3(up, uq) = ω(up, uq)Hα2(uq, up)
Hα4(up, uq) = ω(up, uq)Hα4(uq, up) (B.3)
and in the quasi-classical limit of F
(n−2)
lj (5.5) their expansion have to be considered up to η
3 order:
Hαj(up, uq) = h
(0)
αj (up, uq) + h
(1)
αj (up, uq)η +
1
2
h
(2)
αj (up, uq)η
2 +
1
6
h
(3)
αj (up, uq)η
3 + o(η4)
α = 1, 2, 3, j = 1, 2, 3, 4 (B.4)
where h
(0)
αj (up, uq) = h
(1)
αj (up, uq) = 0.
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