Abstract-Forward error correction codes are commonly adopted in dual-hop relay communications, among which Luby transform (LT) codes are favorable because of their lowcomplexity decoder and rate adaptability to erasure channels. To alleviate the high computational cost in the primitive LT-based cooperative communications, hybrid decomposed LT (h-DLT) codes are proposed recently. By dispersing the computational cost of LT codes into the source and the relay, the computational cost of both nodes can be reduced considerably. However, there are some practical limitations. First, the nonnegative decomposition algorithm developed for h-DLT codes construction has no control of decomposition accuracy. Second, the cooperative relay communication protocol based on the original h-DLT codes can induce high communication cost. In this paper, we propose a stochastic nonnegative polynomial decomposition algorithm, which achieves robust decomposition and higher decomposition accuracy for h-DLT codes construction. Based on the new algorithm, a new type of h-DLT codes is proposed for cooperative relay communications with higher energy efficiency. Simulations are conducted to manifest the performance of the new h-DLT codes and benefits of the corresponding cooperative relay communication system. In addition, multiple design factors are investigated.
A. Relevant Literature
In the literature, fountain codes are proposed to improve the communication reliability and reduce the end-to-end latency of dual-hop relay communications. In [5] , [7] , and [8] , independent fountain encoding is adopted at each hop to ensure the dual-hop transmission reliability. As the relays need to decode and re-encode each received packet, high computational cost is incurred at the relays. To address this issue, concatenated encoding is adopted in [9] - [12] , where the relays simply apply a second-layer encoding to the fountain-coded data from the source without decoding. However, this can give rise to significant decoding complexity at the destination. In order to reduce the computational cost while retaining the communication reliability on both links, the concept of decomposed fountain codes has been proposed. Typically, the decomposed fountain codes consist of two-layer data encoding which can be performed collaboratively by the source and the relays. The first Decomposed Luby Transform (DLT) code is proposed in [13] , which is a special case of DLT codes with the secondlayer encoding degree fixed to 2 or 4. Analyses in [14] show that the asymptotic performance of DLT codes with two-layer random encoding is the same as that of the non-decomposed LT codes.
The key challenge of the DLT codes is the codes degree distribution design, i.e., how to decompose the degree distribution polynomial (DDP) of LT codes μ(x) into one DDP for the source encoder θ(x) and one DDP for the relay encoder ω(x), such that ω(θ(x)) resembles μ(x). Nonnegative polynomial decomposition is very challenging. In the literature, existing research has revealed that exact decomposition does not always exist for arbitrary degree orders [15] . The approximate polynomial decomposition algorithms could not guarantee nonnegative decomposition solutions and optimality [16] . In [13] , the first nonnegative decomposition algorithm of DLT codes is proposed, where a smooth portion of Robust Soliton distribution (RSD) is decomposed using the deconvolution method and selective combination of the source packets is adopted at the relay such that the generated packets follow the RSD. However, the decomposition algorithm is designed only for the relay encoder with DDP ω(x) = N i=1 ω i x i , N = 2 or 4. In addition, the deconvolution method does not utilize high order target DDP information, which could result in the decomposition with poor match at the high order terms and the sum of the generated probability distribution over all degrees less than 1. In [14] , the decomposition problem is simplified to find ω(x) only, which can be optimized through simple linear programming. However, θ(x) has to be a priori known.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. To enable more general codes decomposition, in our recent work [2] , hybrid DLT (h-DLT) codes are studied with the merits of flexible computational cost allocation between the source and relay encoders. The h-DLT codes conduct the data encoding in two modes: one-layer direct LT mode and two-layer cooperative DLT mode. In the direct LT mode, the packets are generated only by the first encoder and directly forwarded to the destination once selected at the relay encoder; while in the cooperative DLT mode, each packet will be encoded by both encoders. By adjusting the mode ratio, the h-DLT codes can control the encoding cost allocation between the source and relay encoders. Through two-layer encoding at the source and the relay, the received packet at the destination follows the exact DDP as the RSD, which renders the lowcomplexity decoding. However, the original h-DLT codes proposed in [2] have some limitations in practical implementation. First, the codes decomposition algorithm, namely, the nonnegative-range method, has no control of decomposition accuracy, and valid decomposition is not always guaranteed. Secondly, the cooperative relay communications scheme based on this h-DLT code is energy-inefficient. The second-layer DDP of the original h-DLT codes has high average encoding degree. Thus, a large number of packets need to be sent from the source to assure sufficient amount of packets for the destination decoding. This induces high communication cost.
B. System Model
In this work, we design a new type of h-DLT codes with improved energy efficiency and accuracy for singlesource relay network as shown in Fig. 1 , where relays are employed to collaboratively deliver the packet-wise information from the source to the destination. Time division multiple access (TDMA) is adopted as the multiple access method, i.e., the source and the relays transmit packets in turn at different time slots in the order of s, r 1 , r 2 , · · · , r N , s, r 1 , · · · , so that packet transmissions from the source and the relays are interference-free. Each relay is equipped with limited storage of size N s to buffer the received packets from the source. Each encoded packet generated by the source is obtained through XORing the randomly selected source packets. There are two kinds of coded packets generated by the source, namely, LT packets in the LT mode and DLT packets in the DLT mode. At the relay, for the received LT packet, it is directly forwarded to the destination without storage. For the received DLT packet, it is stored and a coded packet is generated through XORing randomly selected packets in the storage. The encoding DDPs at the source and the relays are obtained according to the h-DLT codes design. We assume the source cannot directly communicate with the destination due to the blocking between them. The packet erasure channel model is utilized, where the packet error probability between the source s and the relay r i is p s,r i , and the packet error probability between the relay r i and the destination d is p r i ,d .
C. Main Contributions
The main contributions of this work can be summarized as follows:
1) Stochastic Polynomial Nonnegative Decomposition Algorithm: For DLT codes decomposition, we propose a novel and general stochastic nonnegative polynomial decomposition algorithm. The proposed decomposition algorithm consists two phases to minimize the fitting error of the resultant DDP and the target DDP. The projected gradient method in the first phase aims at locating the stationary point from a given initial point, while the multistart method searches all the stationary points by means of implementing the projected gradient method at randomly selected initial points. Through the two phases, the new algorithm minimizes the decomposition error and can always obtain a valid decomposition result. In addition, the new algorithm can be readily implemented in the multi-source singlesink relay network with the arbitrary number of sources [13] , [14] , [17] - [21] . Numerical results confirm that the proposed nonnegative polynomial decomposition algorithm can achieve higher decomposition accuracy compared with the nonnegative-range method [2] and the linear programming method [12] . 2) New h-DLT Codes Design: We propose a more efficient h-DLT codes [1] for cooperative relay communications.
The new h-DLT codes tend to assign the DDP with lower average encoding degree to the relay encoder. This means that the packets needed from the source will be largely reduced. Thus, the communication cost can be lowered considerably. In addition, we propose a new storage scheme for the packet replacement at the relay, i.e., the packet which is mostly used in the storage is replaced. Compared with the first-in-first-out approach in [22] , the new scheme has lower communication cost.
For presentation clarity, we name the original h-DLT codes in [2] as h-DLT I codes and the newly proposed h-DLT codes as h-DLT II codes in the rest of the paper.
The performance of h-DLT II codes is simulated and compared with the primitive LT code and DLT codes. Then, the efficiency of the h-DLT II codes assisted cooperative communications protocol is evaluated in terms of the average number of transmissions per packet, and the benefits of h-DLT II codes assisted cooperative relay systems are illustrated through comparison with h-DLT I codes assisted cooperative relay systems. Finally, the effects of several system and design parameters are also revealed including the storage schemes and size at the relays, the hybrid mode ratio, and the number of relays. The rest of the paper is organized as follows. In Section II, the background of LT codes, DLT codes and stochastic optimization methods is reviewed. In Section III, the stochastic nonnegative polynomial decomposition algorithm is proposed. In Section IV, the motivation and codes construction of h-DLT II codes are presented. Then, the h-DLT II codes assisted cooperative relay communications protocol is described in Section V. The simulation results are provided in Section VI. The summarizing remarks are given in Section VII.
II. BACKGROUND

A. LT Codes
Fountain codes are rateless erasure codes with the property that unlimited coded data can be potentially generated from the source data, and from any subsets of the coded data with size equal to or slightly larger than the number of the source data, the source data can be recovered. LT codes [23] are the first practical realization of fountain codes. The corresponding encoding process of the source data containing K input packets consists of two steps:
(a) First, the encoder randomly chooses integer d ∈ [1, K ] as the degree of the coded packet according to a DDP μ(x) = K i=1 μ i x i with μ i representing the probability of choosing degree d = i . According to the probability theory, DDP μ(x) has the following properties: μ(1) = 1 and
from the K source packets and then XORed together to generate one LT packet. LT decoding adopts the belief propagation (BP) technique to recover source packets from LT packets. With the encoding degree and packet index information of each LT packet, a bipartite graph is formed. The decoder starts by releasing packets with degree one. Then, all edges connected to the degree one packet(s) are removed. This is done recursively until no degree-one packet is left. If all K input packets are recovered, the decoding is successful, otherwise a failure is reported. To achieve high decoding success probability, a good encoding degree distribution has to be designed. In [23] , Luby designed the RSD as follows:
Definition 1: With two parameters δ ∈ [0, 1] and c ≥ 0, the RSD can be computed as:
where
The RSD has much smaller BP decoding failure probability compared with the ISD and is used in practice. One important property of the RSD is that with K + O( √ K ln 2 (K /δ)) RSD encoded packets, the BP decoder can successfully recover all K source packets with the probability of at least 1 − δ.
B. DLT Codes
Different from LT codes, DLT codes generate a packet using two-layer random encoding. For each layer, the encoding process is in the same manner as LT codes, except with a different DDP. DLT encoding can be described as follows:
(a) At the first-layer encoder which is implemented at the source, the packets are encoded with the DDP
The output packets are termed as DLT-1 packets; (b) Then, the DLT-1 packets are input to the secondlayer encoder at the relay with another DDP
The final output packets are called DLT-2 packets with the DDPμ(x) = ω(θ(x)) [2] , [14] . The DLT decoder utilizes the same BP algorithm as the LT decoder. In order to achieve the decoding performance comparable to LT codes, the LT distribution μ(x) needs to be decomposed into two encoding DDPs θ(x) and ω(x) such that ω(θ(x)) resembles μ(x). In [2] , the nonnegative-range method is proposed. To guarantee the non-negativity of the solution
are determined through linear search within the valid ranges. However, there are several drawbacks for this nonnegative-range method. First, the decomposition results cannot guarantee to satisfy both constraints
Secondly, as the RSD has one spike at d = K /R, the algorithm may not provide a valid decomposition result. Finally, the nonnegative-range method only guarantees exact matches of lower order terms of the target DDP. Therefore, the decomposed DDPs may have poor match at high order terms. This leads to suboptimal decomposition and can potentially degrade the decoding performance. In [24] , a similar decomposition algorithm is proposed for a modified DLT codes where the DLT decoder can receive both the DLT-1 packets and the DLT-2 packets. However, it also has the same problems as [2] . To address these issues, we will propose a novel problem formulation of nonnegative polynomial decomposition which is a constrained nonlinear optimization problem.
C. Stochastic Optimization Methods
The stochastic optimization methods are very effective to solve nonlinear optimization problem as they can provide a probabilistic guarantee that the global minimum will be found for a sufficiently large sample size [25] - [27] .
The simplest stochastic method is called pure random search, where a large amount of points are drawn from the constraint set, and the point with the smallest function value is chosen as the global minimum point. If the sample points are drawn uniformly over the constraint set and the objective function is continuous, the lowest function value of the sample points will converge to the global minimum with probability 1 as the sample size increases [28] , [29] . The pure random search method is seldom used in practice as it is computational inefficient and the proper sample size is difficult to determine.
The multistart method is an extension of the pure random search method to improve the implementation efficiency. It consists of two phases, i.e., the global phase and the local phase. In the global phase, a number of points are randomly drawn from the constraint set following the uniform distribution. In the local phase, local search is performed to generate local minima from the selected samples. One important concept related to the multistart method is the region of attraction. Assume that the local phase always converges to a stationary point which may be the local minimum. Then, the region of attraction of a stationary point x * is defined as the set of points in the constraint set starting from which the local search will converge to x * . In [30] and [31] , the Bayesian theory is applied to the multistart method to estimate the total number of stationary points and the relative size of the non-observed regions of attraction. The main results of the Bayesian analysis are given as follows [30] , [31] : 
and the Bayesian estimate of the portion of the constraint set uncovered by the regions of attraction of the stationary points already found is:
The Bayesian analysis is very powerful as it can provide an optimal Bayesian stopping rule for the multistart algorithm. In the following, we will formulate the nonnegative polynomial decomposition as a nonlinear optimization problem and utilize the stochastic multistart algorithm to solve it.
III. NONNEGATIVE POLYNOMIAL DECOMPOSITION ALGORITHM USING STOCHASTIC MULTISTART METHOD
The key task of DLT codes construction is to find a nonnegative decomposition of the target μ(x). The decomposed polynomials θ(x) and ω(x) need to have the property that their compositionμ(x) = ω(θ(x)) = K i=1μ i x i is close to the target DDP μ(x). Therefore, we propose an optimal nonnegative polynomial decomposition that minimizes the
The problem statement is given as follows:
Step 1: Compute the gradient ∇E(x (m) ) according to Eqs. (6) and (7);
Step 2: Obtain the feasible direction
Step 3: Update the parameters
Step 4:
Problem Statement 1: For a given distribution μ(x) with maximum order K , the nonnegative polynomial decomposition with orders of D θ and D ω can be obtained by solving the following optimization problem:
The new decomposition problem formulation treats all degree orders equally. Asμ i is a nonlinear function of
this problem belongs to the class of nonlinear least-squares optimization problems with nonnegative linear constraints. The objective function is not convex, and multiple local minima may exist. Thus finding the global minimum is very difficult. To solve this problem, we utilize the projected gradient method as local search to generate the local minima [32] , [33] and the stochastic multistart method to find the global minimum.
A. Projected Gradient Method
The local search using the projected gradient method mainly consists of four steps, namely, gradient computation, feasible direction calculation, parameters update, and stopping judgment, which are summarized in Algorithm 1.
In Algorithm 1,
the components of the gradient
and
where g 1 (n) and g j (n) are given in Eqs. (16) and (17) . The derivation of Eqs. (6) and (7) is present in the Appendix. It is worth noting that if θ(x) or ω(x) is known a priori, Algorithm 1 can be readily applied to optimize individual ω(x) or θ(x), respectively. Define the constraint set as X = {x :
) into the constraint set X. One important property of the projection operator [x] + is:
which can be readily derived according to the property of convex optimization [33] . It is worth mentioning that the constraint set X is the Cartesian product of two standard simplexes, i.e., (m) ) into the constraint set X is equivalent to projecting its first D θ elements into the simplex
Solving the KKT (Karush-Kuhn-Tucker) condition [34] , [35] , the projection of a vector y = [
The projection of a vector into the simplex
The convergence of the projected gradient algorithm for Problem Statement 1 is provided in the following proposition:
Proposition 2: For the nonnegative polynomial decomposition problem in Problem Statement 1, let {x (m) } be the sequence generated by the projected gradient method with α (m) chosen by the rule α (m) = arg min
The proof of Proposition 2 is given in [32] . Proposition 2 demonstrates that for the projected gradient algorithm, the point of convergence always exists and is stationary. In addition, a point x * is stationary if and only if x * = [x * − s∇E(x * )] + for all s > 0. Thus, we stop the algorithm if the norm of [
is less than a small threshold value. As the local minimum
T Construct a set C which stores the stationary points; for n = 1 to N max do Draw a point randomly over X following the uniform distribution; Apply the projected gradient method described in Section III-A to the new sample point and generate a stationary point x * n ; if x * n / ∈ C then add x * n to C Compute w which equals the cardinality of C; if
point must be stationary, the minimum point among all the stationary points is the global minimum point. Based on this fact, in the next subsection, the multistart method is utilized to search all the stationary points and treats the point with the minimum value of the objective function as the global minimum point.
B. Multistart Method
The multistart method tries to search all the stationary points by means of implementing the projected gradient method at randomly selected initial points. The procedure of the multistart method is listed in Algorithm 2. The key part of the multistart method is the stopping rule. According to Proposition 1, the algorithm will be stopped if the expected number of the stationary points is close to the number of the stationary points already found and the non-observed regions of X is very small.
C. Complexity Analysis
The complexity of the multistart method is
where N I is the number of initial points searched in the multistart method, N P is the number of steps in the projected gradient method, K D ω D θ is the complexity of the gradient computation,
is the complexity of the projection operation, and N α D ω K 2 is the complexity of searching α with N α being the number of searches.
For the comparison purpose, we also analyze the complexity of the linear programming method in [14] . The complexity of the linear programming method depends on the solving algorithm. With the standard simplex algorithm adopted and θ (x) a priori known, the complexity of the linear programming method is O N c (D ω + N c ) N Q where N c is the number of constraints and N Q is the number of simplex iterations whose range is between N c and 3N c in practice [36] . With N c < K and N I N P N α D ω K , the complexity of the multistart method is much higher than that of the linear programming method. However, as the decomposition can be performed offline, the decomposition complexity may not have much impact on practical implementation.
D. Application to Multi-Source Single-Sink Relay Network
Although the focus of this work is the codes design for single-source relay networks, the multistart method can be readily applied to multi-source single-sink relay networks including the Y-network [13] , [14] , [17] - [21] . With the same encoding DDP θ(x) at each source and selectively combination scheme at the relay, the codes decomposition problem can be modeled the same as Eq. (4) and can be solved by the proposed algorithm in this section, which facilitates the codes construction for arbitrary number of source nodes and guarantees valid codes decomposition satisfying Eq. (5). The performance of our proposed algorithm in the multi-source single-sink relay network is provided in the following subsection.
E. Nonnegative Polynomial Decomposition Results
To evaluate the effectiveness of the proposed algorithm, we provide the decomposition results for both the ISD and the RSD. The ISD with K = 1000 is considered first. s and β are chosen to be 1 for the multistart method. The decomposition results show that multiple stationary points are found during the global phase. We consider two stationary points x * i and x * j to be different if the root mean square (RMS) of x * i − x * j is larger than 10 −3 . With D θ = 25 and D ω = 40, the algorithm stops when 9 stationary points are found after searching 192 initial points. Based on this fact, the posterior expected number of stationary points is 9.5 and the posterior expected portion of the uncovered region of attraction is 0.0025, which meet the stopping rule. The fitting error of the 9 stationary points are 7.54 × 10 −7 , 7.04 × 10 −7 , 7.11 × 10 −7 , 5.85×10 −7 , 6.76×10 −7 , 6.01×10 −7 , 6.25×10 −7 , 4.64×10 −7 , and 5.84 × 10 −7 which are very close. The stationary point with the lowest fitting error 4.64 × 10 −7 is chosen to be the global minimum point. For a randomly selected initial point, the curve of the fitting error E with respect to step m is plotted in Fig. 2 . The figure validates that the projected gradient method is effective and the point of convergence exists. Fig. 3 compares the resultant DDPs obtained from the proposed optimization method and the nonnegative-range method in [2] . It can be observed that the multistart method gives much better approximation towards the ISD compared with the nonnegative-range method for higher order terms. Table I shows the results of different metrics to compare the resultant DDPsμ(x) and the target ISD, namely, fidelity The resultant DDPs obtained from the multistart method using the projected gradient method as the local phase and the nonnegative-range method by decomposing the ISD.
, all of which confirm that the multistart method provides more accurate polynomial decomposition. Next, we decompose the RSD which has a spike at the degree K /R. As observed in [2] , the nonnegative-range method fails to decompose the RSD as the spike leads to invalid results of range calculation. On the contrary, the multistart method using the projected gradient method as the local phase can provide an optimal decomposition solution for the RSD. The parameters of the target RSD is K = 1000, c = 0.08, and δ = 0.05. With D θ = 25 and D ω = 40, it is found that the algorithm stops after searching 781 initial points, where the total number of stationary points found is 19. Based on this result, the posterior expected number of stationary points is 19.5 and the posterior expected portion of the uncovered region of attraction is 6.24 × 10 −4 , which meet the stopping rule. The optimal decomposition result is shown in Fig. 4 . It is observed that the resultant DDPμ(x) does not fit well at the position of the spike and the higher fitting error E = 1.09 × 10 −2 is incurred.
Moreover, the multistart method can be directly applied to the multi-source single-sink relay network. Consider a multisource single-sink relay network with N = 10 sources and K /N = 100 packets at each source and the target RSD with parameters K = 1000, c = 0.08, and δ = 0.05. With D ω = 10 and D θ = 100, the decomposition algorithm stops after searching 2703 initial points, where the total number of stationary points found is 36. Based on this result, the posterior expected number of stationary points is 36.5 and the posterior expected portion of the uncovered region of attraction is 1.82 × 10 −4 , which meets the stopping rule. The stationary point with the lowest fitting error 2.11 × 10 −5 is chosen to be the global minimum point. The result is compared with the non-trivial DDPs * (x) and * (x) obtained by the linear programming method ([14, Table I ]) for the same network. Table II shows the results of different metrics to compare the resultant DDPsμ(x) and the target RSD. The comparison indicates that the resultant DDP of the multistart method is much closer to the target RSD than that of the linear programming method. The average encoding degrees of θ(x) and ω(x) obtained through the linear programming method are 2.45 and 1.60, respectively, while those obtained through the multistart method are 8.93 and 1.20, respectively. This means that compared with the linear programming method, the multistart method requires more computation at the sources but less computation at the relay. We also simulate the probability of successful decoding with respect to different decoding overheads, namely, the ratio of the number of redundant packets sent by the relay over the total number of source packets, i.e., 1000, for the same network. The performance of the primitive LT code is given as the benchmark. The results are plotted in Fig. 5 , and it can be observed that the DLT code generated by the multistart method has better performance than the DLT code generated by the linear programming method in [14] . This is because the resultant DDP of the multistart method is closer to the target RSD.
In summary, the stochastic multistart method using the projected gradient method as the local phase can provide more accurate decomposition results compared with the nonnegative-range method and the linear programming method. The decomposition performance of the multistart method depends on the shape of the given polynomial. For the ISD without a spike, they can be decomposed with small fitter error. However, for the RSD with a spike which are intrinsically indecomposable for the nonnegative-range method, the multistart method can do its best to provide an optimal solution with some higher fitting error.
IV. HYBRID DLT CODES
To obtain more accurate RSD decomposition and flexible computational cost allocation between the source and the relay, h-DLT codes are designed recently by extracting a decomposable part out of the distribution μ(x) without the spike for two-layer DLT encoding, while the remaining spike distribution remains one-layer LT encoding [2] . The output degree distribution of the h-DLT codes can retain that of the RSD, and thus the decoding performance can be improved over pure DLT codes. However, the second layer of the original h-DLT codes has high average encoding degree. When the h-DLT codes are implemented into dual-hop relay networks, a large number of source packets need to be received at the relay node to generate sufficient h-DLT packets, which implies higher communication cost. In this section, we design a new type of h-DLT codes with improved energy efficiency in dualhop relay networks. The new h-DLT II codes are constructed based on the new decomposition algorithm proposed in the previous section.
A. Hybrid DLT I Codes
The original h-DLT codes, namely, h-DLT I, are proposed in [2] with the encoding process given as follows:
(a) At the first-layer encoder, a binary random number generator is adopted to select an encoding mode. With probability η, the encoder will choose the cooperative DLT mode and generate a DLT-1 packet with encoding DDP θ 1 (x); with probability 1 − η, the encoder will operate in the direct LT mode, and an LT packet is encoded with encoding DDP θ 0 (x). All coded packets are labeled and sent to the second-layer encoder. (b) At the second-layer encoder, an encoding degree d is chosen with the DDP ω(x). Then, d packets are randomly chosen from the inputs. If all the selected packets are labeled as DLT-1, they are XORed together to generate an h-DLT packet; otherwise, one LT packet is output as an h-DLT packet. With this hybrid encoding scheme, the resultant degree distribution of the second-layer encoder isμ(x) = ω(ηθ 1 
are the resultant DDPs of the cooperative DLT mode and the direct LT mode, respectively. The average encoding degrees of the first-layer encoder and the second-layer encoder are
, respectively. Define the mode ratio γ = μ 1 (1)/μ(1) as the portion of the total distribution assigned to the cooperative DLT mode. For h-DLT I codes, the mode ratio is γ = ω(η), which is a nonlinear function of the encoding ratio η. For the RSD with K = 1000, c = 0.08, and δ = 0.05, the mode ratio and the encoding ratio are listed in Table III after h-DLT I codes decomposition. It is observed that the h-DLT codes have very high encoding ratios which are larger than 0.9. This means there is a large probability for the first-layer encoder choosing the DLT mode. As the DDP of the DLT mode has much smaller average encoding degree compared with that of the LT mode which retains the spike of the RSD, i.e., θ 1 (1) θ 0 (1), the first-layer encoder has the small average encoding degree and more encoding cost is placed on the second-layer encoder. The average encoding degrees of the h-DLT I codes are also given in Table III . From the table, it is found that the average encoding degree of the second-layer encoder is around 3. This means on average the relay needs 3 encoded packets from the source to generate one h-DLT packet.
The h-DLT I codes assisted cooperative communications protocol is proposed in [2] . The source encodes the raw packets according to the first-layer DDP, while the relay encodes with the second-layer DDP. To obtain similar decoding performance as the primitive LT codes, the relay has to combine C 2 packets on average from the source for each generated h-DLT packet. Thus, the average encoding degree (C 2 ) at the relay implies high communication cost.
The new h-DLT II codes are designed to have smaller average encoding degree at the second-layer encoder. The h-DLT II codes assign higher probability to the LT mode, which increases the average encoding degree of the firstlayer encoder considerably and reduces the encoding cost of the second-layer encoder accordingly. In the following, the detailed code design is described.
B. Hybrid DLT II Codes
1) Encoding Description:
The encoding process of h-DLT II codes is also conducted in two steps:
(a) The first step is the same as that of h-DLT I codes. (b) At the second-layer encoder, for each received packet from the first encoder, if the packet is an LT packet, it is directly output as the h-DLT packet. Otherwise, an encoding degree d is chosen with distribution ω(x). Then, d DLT-1 packets randomly selected from the inputs are XORed together to generate an h-DLT packet.
2) Resultant Degree Distribution:
For an h-DLT II code with a first-layer encoding DDP θ(x) = ηθ 1 (x) + (1 − η)θ 0 (x) and a second-layer DDP ω(x), the resultant degree distributionμ(x) is computed as:
The average encoding degrees of the first-layer encoder (C 1 ) and the second-layer encoder (C 2 ) are:
Differentiating Eq. (9) and setting x = 1, θ 0 (1) can be computed as:
Algorithm 3 Hybrid RSD Decomposition Input: The target degree RSD distribution μ(x) and the desired mode ratio γ d Result: The decomposed DDPs θ 1 (x), θ 0 (x) and ω(x) Initialization: Construct a smooth portion of RSD
Substituting Eq. (12) into Eq. (10), we get:
As ω (1) > 1, C 1 in Eq. (13) is a linearly decreasing function of encoding ratio η. Similarly, C 2 in Eq. (11) is a linearly increasing function of encoding ratio η.
Denote the resultant DDPs of the cooperative DLT mode and the direct LT mode as μ 1 (x) and μ 0 (x). From Eq. (9), it can be obtained that
. h-DLT I codes have limited control of the mode ratio γ, while h-DLT II codes have full control of the mode ratio as γ = η. Thus, h-DLT II codes could flexibly change the average encoding degrees, i.e., C 1 and C 2 , at each layer depending on the requirements.
C. Hybrid Distribution Decomposition for h-DLT II Codes
In order to facilitate the single layer BP decoding of the h-DLT packets, a target RSD μ(x) needs to be decomposed into three distributions: θ 1 (x), θ 0 (x), and ω(x). Note that only the DLT mode DDP μ 1 (x) needs to be further decomposed. We can determine a proper decomposable μ 1 (x) without the spike for the cooperative DLT encoding and decompose it using Algorithm 2. Then, the remaining distribution μ(x) − μ 1 (x) is assigned to θ 0 (x) for the direct LT mode. This gives rise to the hybrid RSD decomposition algorithm for h-DLT II codes, which is described in Algorithm 3.
One advantage of the hybrid RSD decomposition algorithm for h-DLT II codes is that only one iteration is needed. In contrast, the hybrid RSD decomposition algorithm for h-DLT I codes needs several iterations with each iteration performing a degree distribution decomposition until the exact mode ratio is reached.
D. Hybrid DLT II Codes Performance
For a target RSD μ(x) with parameters K = 1000, c = 0.08 and δ = 0.05, the corresponding h-DLT II distributions θ(x) and ω(x) are computed using Algorithm 3, and the resultant distributionμ(x) can be calculated according to Eq. (9) . The fitting error calculation shows that E h-DLT II = 0 for all γ value, which means the hybrid RSD decomposition algorithm for h-DLT II codes generates exactly the same distribution as the RSD. In Fig. 6 , we simulate the probability of successful decoding with respect to different decoding overheads for the primitive LT code, the DLT code, and the h-DLT II codes. For the DLT code, we set D θ = 25 and D ω = 40 to decompose the target RSD, whose decomposition result has been given in Section III-E. It can be observed that the h-DLT II codes achieve similar decoding performance to the primitive LT code, same as h-DLT I codes [2] . The DLT code requires higher overhead compared with the primitive LT codes and the h-DLT II codes because the resultant degree distribution of the DLT code suppresses the spike of the RSD as seen in Fig. 4 . The mode ratio γ and the encoding ratio η are listed in Table III . It can be seen that the h-DLT II codes have much smaller encoding ratio than the h-DLT I codes for a given mode ratio. Thus, the h-DLT II codes have higher probability to choose the LT mode, resulting in higher average encoding degree at the first-layer encoder and smaller average encoding degree at the second-layer encoder compared with the h-DLT I codes.
V. HYBRID DLT II CODES ASSISTED COOPERATIVE COMMUNICATIONS PROTOCOL
Consider the cooperative communication system as shown in Fig. 1 . Given the mode ratio γ, the number of source packets K , and the RSD, we can obtain the encoding DDPs θ 1 (x), θ 0 (x), and ω(x) through Algorithm 3. The h-DLT II codes assisted cooperative communications protocol consists of three parts: source encoding and broadcast, relay encoding and forwarding, and destination decoding. 1) Source Encoding and Broadcast: With K data packets to be transmitted, the source generates encoded packets using the first-layer DDP θ(
A mode type ID bit is transmitted together with each encoded packet to indicate its encoding mode: LT (ID = 0) or DLT-1 (ID = 1). We assume that the ID bit of each packet can be correctly retrieved by the receiver, which can be realized through the ID bit coding or transmitting the ID bit using a subchannel. The encoded packets are continually generated and broadcast to the relays at the source's transmission time slots until an acknowledgement (ACK) is received from the relays.
2) Relay Encoding and Forwarding: After receiving the packet from the source and and retrieving its ID bit, each relay undergoes an error detection process, e.g., cyclic redundancy check (CRC). If CRC succeeds, the packet is further processed: the received packet with ID = 0 is treated as the h-DLT packet with ID = 0 without storage, while the received packet with ID = 1 is stored in the memory, and an h-DLT packet with ID = 1 is generated from storage. The generation of the h-DLT packet with ID = 1 consists of two steps: First, an encoding degree d is randomly chosen according to distribution ω(x); secondly, d DLT-1 packets from storage are XORed together to generate an h-DLT packet. It is possible that the generated packet has zero encoding degree due to the packet collision. In this case, the above process is repeated until an h-DLT packet with non-zero encoding degree is generated. If CRC fails, the packet is dropped, and an h-DLT packet with ID = 1 is generated from storage. Each relay keeps forwarding h-DLT packets together with their mode type ID bit to the destination in its own time slots until an ACK is received from the destination. The received ACK is also forwarded to the source by the relays. 3) Destination Decoding: After receiving the packets from the relays, the destination chooses the corresponding reception technique depending on the mode type ID of the received h-DLT packet. The destination decoding is round-based, where in a transmission round, each of the source and the relays transmits its packet only once in the order of s, r 1 , r 2 , · · · , r N . As the received h-DLT packets with ID = 0 in a transmission round contain same information, any cooperative transmission schemes, e.g., maximum ratio combination (MRC), can be adopted before the CRC check at the destination to enhance the communication reliability; for each received h-DLT packet with ID = 1, it is sent for the CRC check directly. After CRC checks, all correctly received packets are forwarded to the BP decoder to recover the source packets, and all packets with error are deleted. If all K source packets are decoded, an ACK is sent back to the relays. In practical systems, the relays have limited storage capacity. When the storage space is full, one packet has to be discarded in the storage space to accommodate the newly arrived packet. Here we discuss two storage schemes to handle this scenario. In storage scheme I which is also adopted in [22] , the newly arrived packet always replaces the packet which stays longest in the storage space. In the storage scheme II, the packet which is mostly used is replaced. Each packet in the storage space is assigned a counter, and the counter value increases by one, when the packet is selected for encoding. The newly arrived packet replaces the packet with the largest counter value, and the counter is reset to zero for the new packet.
VI. SIMULATION RESULTS
In this section, we simulate the h-DLT II codes assisted cooperative communications protocol. We assume the source-relay link and the relay-destination link are lossy and have the same packet erasure probability, i.e., p s,
The number of source packets is K = 1000. The performance is evaluated by collecting the average number of source and relay transmissions per source packet for full recovery of all source data at the destination. The results are compared with those of the h-DLT I codes based schemes to illustrate the benefits of h-DLT II codes. In addition, the effects of different design parameters are also evaluated through simulations.
A. h-DLT Codes Comparison and Choice of Storage Schemes
In Fig. 7 , we simulate the communication cost of the cooperative relay communications protocols based on both h-DLT codes with different storage schemes. The communication cost is evaluated by the average number of transmissions per source packet with mode ratio γ = 0.5 and storage size of N s = 50.
The results are plotted in Fig. 7 . It can be observed that the h-DLT II codes assisted scheme requires less communication cost compared with the h-DLT I codes assisted cooperative communication scheme. As discussed in Section IV-A, their performance distinction comes from the difference of their second-layer average encoding degree. In addition, the storage scheme II shows better performance than the storage scheme I, especially for h-DLT I codes. When the relay storage space is fully occupied, if storage scheme I is implemented, the oldest packet will be replaced by the incoming packet. However, because of the random encoding at the relay, the replaced packet may not have been chosen for encoding, while some other packets staying in the memory may have been encoded multiple times. This will cause either information loss or collision at the destination. On the other hand, by replacing the most used packet, the storage scheme II alleviates this issue and provides better performance.
The storage space is precious for relays. It is found through simulations that the communication cost remains nearly constant with the storage size, which means that the storage size has little influence on the communication cost. Since the storage size cannot be less than the maximum encoding degree of ω(x), to save the storage space at relays, the best storage size for relays is N s = D ω .
B. Effect of Mode Ratio
The mode ratio η measures the portion of the cooperative DLT mode in the output distribution. It is notable that η = 0 corresponds to the primitive LT-based communications protocol with no relay encoding. For the DLT-1 mode, the generated h-DLT packet at the relay can only be obtained by combining the DLT-1 packets in the storage rather than newly generated packets from the source. As a packet in the storage can be selected to generate multiple h-DLT packets, there exists packet redundancy among the generated DLT encoded packets at the relay and this could degrade the decoding performance at the destination. Therefore, when the sourcerelay link is lossless, the large mode ratio results in the degraded performance. On the other hand, for the lossy sourcerelay link, once the received packet gets erased at the relay, a packet encoded by the DLT mode is generated, which means there will be more DLT-encoded packets. Therefore, the large mode ratio can help increase the packet refreshing speed at the relay storage and reduce the redundancy among the generated DLT encoded packet, which can further improve the decoding performance at the destination. In Fig. 8 , the effect of the mode ratio η is investigated. From the figure, it can be observed that at the lower packet erasure probability, smaller η has lower communication cost, while larger η provides better performance at the high packet erasure probability. This implies that as channel erasure rate increases, more DLT encoding at the relay is beneficial, which confirms h-DLT codes could improve dual-hop reliability by adjusting η.
C. Effect of Relay Number
In cooperative communications, multiple relays can be implemented to improve the communication reliability, and the same setup can be adopted in h-DLT II codes assisted cooperative communication schemes. In the protocol, the source first broadcasts a packet and then each relay generates and forwards its packet one by one at its own time slot. For the LT mode, the relays forward the same LT packets to the destination, and MRC can be implemented at the destination for packet combination; for the DLT mode, each relay transmits a different encoded packet to the destination, which provides more reliability against channel erasures. As packets forwarded by relays are linear combination of the stored packets from a similar packet storage, there can be redundancy among the packets forwarded by relays. Under good channel conditions, the redundancy will degrade the system performance, while under poor channel conditions, the redundancy can be utilized to improve the communication reliability.
We calculate the packet error probability with MRC in the following. Suppose the binary phase-shift keying (BPSK) modulation is utilized in the physical-layer transmission over the additive white Gaussian noise (AWGN) channel and there is no physical-layer data coding, i.e., each data bit in a packet undergoes independent erasure. With the bit error probability for BPSK modulation p b = Q( √ 2 ) [37] , the packet erasure probability without MRC is
du, is the signal noise ratio (SNR), and L is the number of the data bits in the packet. With M LT packets containing same information received at the destination, the resultant bit error probability isp b = Q( √ 2M ) with MRC [37] , and the corresponding packet erasure probability isp = 1 − (1 −p b ) L . Based on the above analysis, the packet erasure probability can be computed by SNR. When MRC is adopted, the SNR is improved, and thus the packet erasure probability is lowered, which results in a different packet erasure channel. For example, with p = 0.1, L = 100, and M = 2, the corresponding packet erasure probability after MRC isp b = 6.85 × 10 −4 ; with p = 0.5, L = 100, and M = 3, the corresponding packet erasure probability after MRC isp b = 0.001. In the simulation, we set L to be 100. With the mode ratio γ = 0.5 and the storage scheme II, we simulate the performance of the h-DLT II codes assisted cooperative communication systems with different numbers of relay in Fig. 9 . It can be observed that for small packet erasure probability, the single-relay system provides the best performance, while multi-relay systems have better performance at high packet erasure probability. This confirms that when channel condition gets worse, more relays can enhance communication reliability. It is worth noting that the 3-relay case has worse performance than the 2-relay case at higher packet erasure probability. The degradation is caused by much more packet redundancy among the h-DLT packets generated by the relays.
VII. CONCLUSIONS
In this paper, we designed a new type of h-DLT codes for cooperative relay communications to improve energy efficiency and accuracy. To facilitate codes construction, a novel nonnegative polynomial decomposition algorithm based on the stochastic multistart method with the projected gradient search as the local phase was proposed for better accuracy and simpler implementation. Our method can also be readily applied to more general polynomial decomposition problem without constraints or with weight. With this decomposition algorithm, the encoding and distribution decomposition schemes for the new type of h-DLT codes, i.e., h-DLT II codes, were presented. Numerical results show that the h-DLT II codes achieve similar performance as the primitive LT codes, and simulations reveal that the h-DLT II codes assisted cooperative communications scheme outperforms the h-DLT I codes assisted cooperative communications scheme with much smaller communication cost. In addition, packet storage schemes are investigated, and affecting factor studies indicate that h-DLT II codes assisted cooperative systems are insensitive to the relay storage size, and higher mode ratio and larger relay number are beneficial for the cases with large channel erasure rates.
APPENDIX GRADIENT DERIVATION
By expanding the polynomial coefficients,μ(x) = ω(θ(x)) can be written in a matrix form:
and is a K × D ω matrix: 
In Eq. (15),
In other words, g j (n) = g 1 (n) g 1 (n) · · · g 1 (n) j , where the asterisk is the convolutional operator. In addition, to ensurê μ n = 0 for n > K , D θ × D ω has to be equal to or less than K . 
Asμ i is a linear function of ω k , i.e.,μ i = D ω j =1 g j (i )ω j , it can be computed as:
To obtain
, it is worth noting that:
where δ i,k is the Kronecker delta. Thus,
Finally, by substituting Eqs. (22) and (20) into Eqs. (18) and (19) , the gradient of the fitting error Eqs. (6) and (7) can be obtained.
