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Abstract
This paper shows that, for any integers n and k with 0 6 k 6 n − 2, at least
(k+1)!(n− k− 1) vertices or edges have to be removed from an n-dimensional star
graph to make it disconnected and no vertices of degree less than k. The result
gives an affirmative answer to the conjecture proposed by Wan and Zhang [Applied
Mathematics Letters, 22 (2009), 264-267].
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1 Introduction
It is well known that interconnection networks play an important role in parallel com-
puting/communication systems. An interconnection network can be modeled by a graph
G = (V,E), where V is the set of processors and E is the set of communication links in
the network.
A subset S ⊂ V (G) (resp. F ⊂ E(G)) of a connected graph G is called a vertex-cut
(resp. edge-cut) if G − S (resp. G − F ) is disconnected. The connectivity κ(G) (resp.
edge-connectivity λ(G) ) of G is defined as the minimum cardinality over all vertex-cuts
(resp. edge-cuts) of G. The connectivity κ(G) and edge-connectivity λ(G) of a graph
G are two important measurements for fault tolerance of the network since the larger
κ(G) or λ(G) is, the more reliable the network is. Esfahanian [4] proposed the concept of
restricted connectivity, Latifi et al. [6] generalized it to restricted k-connectivity which can
measure fault tolerance of an interconnection network more accurately than the classical
connectivity. The concepts stated here are slightly different from theirs.
A subset S ⊂ V (G) (resp. F ⊂ E(G)) of a connected graph G, if any, is called a k-
vertex-cut (resp. edge-cut), if G− S (resp. G− F ) is disconnected and has the minimum
degree at least k. The k-super connectivity (resp. edge-connectivity) of G, denoted by
∗The work was supported by NNSF of China (No.11071233, 61272008).
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κ
(k)
s (G) (resp. λ
(k)
s (G)), is defined as the minimum cardinality over all k-vertex-cuts
(resp. k-edge-cuts) of G. For any graph G and any integer k, determining κ
(k)
s (G) and
λ
(k)
s (G) is quite difficult, there is no known polynomial algorithm to compute them yet.
In fact, the existence of κ
(k)
s (G) and λ
(k)
s (G) is an open problem so far when k > 1. Only
a little knowledge of results have been known on κ
(k)
s and λ
(k)
s for some special classes of
graphs for any k.
As an attractive alternative network to the hypercube, the n-dimensional star graph
Sn is proposed by Akers et al. [1]. Since it has superior degree and diameter to the
hypercube as well as it is highly hierarchical and symmetrical [3], the star graph Sn has
received considerable attention in recent years. In particular, Cheng and Lipman [2], Hu
and Yang [5] and Rouskov et al. [8], independently, determined κ
(1)
s (Sn) = 2n − 4 for
n > 3. Yang et al. [11] proved λ
(2)
s (Sn) = 6(n− 3) for n > 4. Wan and Zhang [10] showed
that κ
(2)
s (Sn) = 6(n− 3) for n > 4 and conjectured that κ
(k)
s (Sn) = (k+1)!(n− k− 1) for
k 6 n − 2. In this paper, we give an affirmative answer to the conjecture and generalize
the above-mentioned results by proving that κ
(k)
s (Sn) = λ
(k)
s (Sn) = (k+1)!(n− k− 1) for
any k with 0 6 k 6 n− 2.
In Section 2, we recall the two structures of Sn and some lemmas to be used in our
proofs. The proof of the main results is in Section 3. We conclude our work in Section 4.
2 Definitions and lemmas
For a given integer n with n > 2, let In = {1, 2, . . . , n}, I
′
n = {2, . . . , n} and P (n) =
{p1p2 . . . pn : pi ∈ In, pi 6= pj, 1 6 i 6= j 6 n}, the set of permutations on In. Clearly,
|P (n)| = n !. For an element p = p1 . . . pj . . . pn ∈ P (n), the digit pj is called the symbol
in the j-th position (or dimension) in p.
The n-dimensional star graph, denoted by Sn, is an undirected graph with vertex-set
P (n). There is an edge between any two vertices if and only if their labels differ only
in the first and another position. In other words, two vertices u = p1p2 . . . pi . . . pn and
v = p′1p
′
2 . . . p
′
i . . . p
′
n are adjacent if and only if v = pip2 . . . pi−1p1pi+1 . . . pn for some i ∈ I
′
n.
Like the hypercube, the star graph is a vertex- and edge-transitive graph with degree
(n− 1) [?]. The following properties of Sn are very useful for our proof.
Lemma 2.1 (see Akers et al. [1],1989) κ(Sn) = λ(Sn) = n− 1 for n > 2.
For a fixed symbol i ∈ In, let S
j:i
n denote a subgraph of Sn induced by all vertices with
symbol i in the j-th position for each j ∈ In. By the definition of Sn, it is easy to see
that Sj:in is isomorphic to Sn−1 for each j ∈ I
′
n and S
1:i
n is an empty graph with (n − 1)!
vertices.
We will use two different hierarchical structures of Sn depending on different partition
methods. The first one is partitioning along a fixed dimension, which is clear and used
frequently. The second one is partitioning along a fixed symbol in In, which is a new
structure proposed recently by Shi et al. [7].
Lemma 2.2 (The first structure) For a fixed dimension j ∈ I ′n, Sn can be partitioned
into n subgraphs Sj:in , which is isomorphic to Sn−1 for each i ∈ In. Moreover, there are
(n− 2)! independent edges between Sj:i1n and S
j:i2
n for any i1, i2 ∈ In with i1 6= i2.
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Partitioned along dimension 4
2431 3421
4321
2341
3241
4231
1423 4123
2143
1243
4213
2413
1234
2134
3124
1324
23143214
3412
1432
4132
3142
13424312
1342
1324
1234
1243
1423
Partitioned along symbol 1
1432
2134
4132
3142
21434123
3124
2314
4312
3412
2413
4213
3214
2341
4321
3421
24314231
3241
Figure 1: Two structures of the 4-dimensional star graph S4
Lemma 2.3 (Shi et al. [7], 2012, The second structure) For a fixed symbol i ∈ In, Sn can
be partitioned into n subgraphs Sj:in , which is isomorphic to Sn−1 for each j ∈ I
′
n and S
1:i
n
is an empty graph with (n− 1)! vertices. Moreover, there are a perfect matching between
S1:in and S
j:i
n for any j ∈ I
′
n, and there are no edge between S
j1:i
n and S
j2:i
n for any j1, j2 ∈ I
′
n
with j1 6= j2.
It is easy to know that S1, S2, S3 are isomorphic to K1, K2, C6, respectively. S4 is
illustrated in Figure 1 by two different partition methods. As we will see, S4 is partitioned
along dimension 4 in the left figure, and is partitioned along symbol 1 in the right one.
3 Main results
In this section, we present our main results, that is, we determine the k-super connectivity
and k-super edge connectivity of the n-dimensional star graph Sn. We first investigate the
properties of subgraphs in Sn with minimum degree at least k. For a subset X ⊆ V (Sn)
and j ∈ In, we use U
X
j to denote the set of symbols in the j-th position of vertices in X ,
formally, UXj = {pj : p1 . . . pj . . . pn ∈ X}. The following lemma plays a key role in our
proof.
Lemma 3.1 Let H be a subgraph of Sn with vertex-set X and k ∈ In−1 a fixed integer.
If δ(H) > k, then there exists some j ∈ I ′n such that |U
X
j | > k + 1.
Proof. Without loss of generality, we can assume that H is connected. For sake of
simplicity, we write Uj for U
X
j . Let Wi be the set of positions which symbol i appears in
vertices in X excluding the first position, that is, Wi = {j ∈ I
′
n : i ∈ Uj}.
We use the second hierarchical structure of Sn stated in Lemma 2.3 to prove the lemma
by induction on n (> k + 1).
If n = k+1, then δ(H) > k = n− 1, and so H = Sn. Since |U1| = |U2| = · · · = |Un| =
n = k+1, the conclusion is hold for n = k+1. We assume the conclusion is true for n−1
with n > k + 2.
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Let x = p1p2 · · · pn be a vertex in H . Then x ∈ V (S
1:p1
n ). By the second hierarchical
structure, all the neighbors of x are in different Sj:p1n for each j ∈ I
′
n. Since δ(H) > k, p1
appears in at least k different positions of vertices in H excluding the first position. It
follows that
|Wp1| > k for any x = p1p2 · · · pn ∈ X (3.1)
If |U1| = n, then each symbol of In appears in the first position of vertices in H . By
(3.1), we have
|Wi| > k for each i ∈ In. (3.2)
Now we construct an n× (n− 1) matrix C = (cij)n×(n−1), where
cij =
{
1 j + 1 ∈ Wi
0 otherwise.
Then
|Uj| =
n∑
i=1
cij for each j ∈ I
′
n and
|Wi| =
n∑
j=2
cij for each i ∈ In.
It follows that
n∑
j=2
|Uj | =
n∑
j=2
n∑
i=1
cij =
n∑
i=1
n∑
j=2
cij =
n∑
i=1
|Wi|. (3.3)
Combining (3.3) with (3.2), we have
n∑
j=2
|Uj | =
n∑
i=1
|Wi| > nk. (3.4)
If |Uj | 6 k for each j ∈ I
′
n, then (n − 1)k > nk by (3.4), a contradiction. Thus, there
exists some j ∈ I ′n such that |Uj | > k + 1.
If |U1| < n, then there exists at least one symbol in In that does not appear in the first
position of any vertex in H . Without loss of generality, assume 1 6∈ U1. Then S
1:1
n does
not contain vertices of H . By the second hierarchical structure, H must be contained
in the unique Sj0:1n for some j0 ∈ I
′
n since H is connected. Because S
j0:1
n is isomorphic
to Sn−1, and H ⊆ S
j0:1
n , by the induction hypothesis, there exist some j ∈ I
′
n such that
|Uj| > k + 1.
By the induction principle, the lemma follows.
Lemma 3.2 For any integer k with 0 6 k 6 n − 2, κ
(k)
s (Sn) 6 (k + 1)!(n − k − 1) and
λ
(k)
s (Sn) 6 (k + 1)!(n− k − 1).
Proof. Let
X = { p1 · · · pk+112 · · · (n− k − 1) : pi ∈ In \ In−k−1 for each i ∈ Ik+1}.
Then, the subgraph H of Sn induced by X is isomorphic to Sk+1. Let T be the set of
neighbors of X in Sn −X and F the set of edges between X and T . By the definition of
Sn,
T = {ip2 · · · pk+112 · · · (i− 1)p1(i+ 1) · · · (n− k − 1) :
i ∈ In−k−1, pj ∈ In \ In−k−1 for j ∈ Ik+1}.
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For a vertex of X , since it has k neighbors in X , it has exactly (n− k − 1) neighbors in
T . In addition, it is easy to see that every vertex of T has exactly one neighbor in X . It
follows that
|T | = |F | = (k + 1)!(n− k − 1).
Since every vertex v in Sn − X has at most one neighbor in X , v has at least ((n −
1) − 1 >) k neighbors in Sn − X , which implies that F is a k-edge-cut of Sn. It follows
that
λ(k)s (Sn) 6 |F | = (k + 1)!(n− k − 1).
We now show that T is a k-vertex-cut of Sn. To this end, we only need to show that
every vertex in Sn − (X ∪ T ) has at least k neighbors within.
Let u be arbitrary vertex of Sn − (X ∪ T ). We need to show that at most one of
neighbors of u is in T . Suppose to the contrary that u has two distinct neighbors v and
w in T . Then the first digits of v and w are different. Without loss of generality, assume
v = 1p2 . . . pk+1p123 · · · (n − k − 1) and w = 2p
′
2 . . . p
′
k+11p
′
23 · · · (n − k − 1). Since u is
adjacent to v, then u and v have exactly one digit difference excluding the first one. So
are u and w. Therefore, w and v have exactly two digits difference excluding the first
one. But w and v have yet two digits( the (k + 2)-th and the (k + 3)-th) difference, then
p2 . . . pk+1 = p
′
2 . . . p
′
k+1, therefore v = w, a contradiction.
Since u has at most one neighbor in T , u has at least ((n − 1) − 1 >)k neighbors in
Sn − (X ∪ T ), which implies that T is a k-vertex-cut of Sn. It follows that
κ(k)s (Sn) 6 |T | = (k + 1)!(n− k − 1).
The lemma follows.
Theorem 3.3 κ
(k)
s (Sn) = λ
(k)
s (Sn) = (k + 1)!(n− k − 1) for any k with 0 6 k 6 n− 2.
Proof. By Lemma 3.2, we only need to show that, for any k with 0 6 k 6 n− 2,
λ(k)s (Sn) > (k + 1)!(n− k − 1) and κ
(k)
s (Sn) > (k + 1)!(n− k − 1). (3.5)
We prove (3.5) by induction on k. If k = 0, then λ
(0)
s (Sn) = λ(Sn) = n − 1 and
κ
(0)
s (Sn) = κ(Sn) = n − 1 by Lemma 2.1, and so (3.5) is true for k = 0. Assume (3.5)
holds for k − 1 with k > 1, that is, for any k with 1 6 k 6 n− 2,
κ(k−1)s (Sn−1) > k!(n− k − 1) and λ
(k−1)
s (Sn−1) > k!(n− k − 1). (3.6)
Let T be a minimum k-vertex-cut (or k-edge-cut) of Sn. We show that
|T | > (k + 1)!(n− k − 1) for 1 6 k 6 n− 2. (3.7)
Let X be the vertex-set of a connected component H of Sn − T , and
Y =
{
V (Sn − (X ∪ T )) if T is a vertex-cut;
V (Sn −X) if T is an edge-cut.
Then δ(H) > k, and so there exists some j ∈ I ′n such that |U
X
j | > k + 1 by Lemma 3.1.
We choose j0 ∈ {j ∈ I
′
n : |U
X
j | > k + 1} such that |U
X
j0
∩ UYj0 | and |U
Y
j0
| are as large as
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possible. Without loss of generality, assume j0 = n. In the following proof, we use the
first hierarchical structure stated in Lemma 2.2. Let, for i ∈ In,
Xi = X ∩ V (S
n:i
n−1), Yi = Y ∩ V (S
n:i
n ),
Ti =
{
T ∩ V (Sn:in ) if T is a vertex-cut;
T ∩ E(Sn:in ) if T is an edge-cut,
and let
JX = {i ∈ In : Xi 6= ∅}, JY = {i ∈ In : Yi 6= ∅}, J0 = JX ∩ JY .
Clearly, |JX | = |U
X
n |, |JY | = |U
Y
n | and |J0| = |U
X
n ∩ U
Y
n |.
If i ∈ J0, Ti is a vertex-cut (or an edge-cut) of S
n:i
n . For any vertex x in S
n:i
n −Ti, since
x has degree at least k in Sn−T and has exactly one neighbor outsider S
n:i
n , x has degree
at least k − 1 in Sn:in − Ti. Therefore, Ti is a (k − 1)-vertex-cut (or a (k − 1)-edge-cut) of
Sn:in for any i ∈ J0. By the induction hypothesis (3.6), we have
|Ti| > k!(n− k − 1) for each i ∈ J0. (3.8)
If |J0| > k + 1, by (3.8) we have
|T | =
n∑
i=1
|Ti| >
∑
i∈J0
|Ti| > (k + 1)k!(n− k − 1) = (k + 1)!(n− k − 1),
and so (3.7) follows.
Now assume |J0| 6 k. Then JX \ J0 6= ∅. We consider two cases, JY \ J0 6= ∅ and
JY \ J0 = ∅, respectively.
Case 1. JY \ J0 6= ∅,
Assume j1 ∈ JX \ J0, j2 ∈ JY \ J0. Then there are (n − 2)! independent edges be-
tween Sn:j1n and S
n:j2
n . Since each vertex in S
n:j1
n has unique external neighbor, thus⋃
j1∈JX\J0
Sn:j1n and
⋃
j2∈JY \J0
Sn:j2n have |JX \ J0||JY \ J0|(n − 2)! independent edges be-
tween them. Note that each edge of which must have one end-vertex in T if T is a
vertex-cut, and each edge of which is contained in T if T is an edge-cut. Therefore, no
matter T is a vertex-cut or an edge-cut, we have
∑
i∈(JX∪JY )\J0
|Ti| > |JX \ J0||JY \ J0|(n− 2)!. (3.9)
Let
a = |JX \ J0|, b = |JY \ J0|, c = |In \ (JX ∪ JY )|.
Then a > 1, b > 1, a+ b+ c = n− |J0|, and so
ab+ c = ab+ (n− |J0|)− (a+ b)
= (n− |J0|) + (a− 1)(b− 1)− 1
> (n− |J0| − 1),
that is,
ab+ c > (n− |J0| − 1). (3.10)
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Note that c = 0 if T is an edge-cut. Thus if there exists some i ∈ In \ (JX ∪ JY ), then
T is a vertex-cut and Ti = S
n:i
n , and so
|Ti| = (n− 1)! if i ∈ In \ (JX ∪ JY ). (3.11)
Thus, no matter T is a vertex-cut or an edge-cut. Combining (3.8), (3.9) and (3.11) with
(3.10), we have that
|T | =
n∑
i=1
|Ti| >
∑
i∈J0
|Ti|+
∑
i∈(JX∪JY )\J0
|Ti|+
∑
i∈In\(JX∪JY )
|Ti|
> |J0|k!(n− k − 1) + ab(n− 2)! + c(n− 1)!
> |J0|k!(n− k − 1) + (ab+ c)(n− 2)!
> |J0|k!(n− k − 1) + (n− |J0| − 1)(n− 2)!
> (n− 1)k!(n− k − 1)
> (k + 1)!(n− k − 1),
and so (3.7) follows.
Case 2. JY \ J0 = ∅,
In this case JY = J0, then |U
Y
n | = |JY | 6 k. Let X i = S
n:i
n −Xi for each i ∈ In \ J0.
Note that for each i ∈ In \J0, X i = Ti if T is a vertex-cut, and X i = ∅ if T is an edge-cut.
We first show there is no i ∈ In \J0 such that |Xi| < (n−2)!. Suppose to the contrary
that there exists some i ∈ In \ J0 such that |Xi| < (n− 2)!.
We show |UXij | > n− 1 for any j ∈ I
′
n−1. On the contrary, there exists some j ∈ I
′
n−1
such that |UXij | 6 n− 2. Notice that the rightmost digit of every vertex in Xi is i. There
is at least one symbol i1 ∈ In \ {i} that does not appear in the j-th position of any vertex
in Xi. Thus, the vertices with symbol i1 in the j-th position and symbol i in the n-th
position are not contained in Xi, which means that X i contains at least (n− 2)! vertices,
that is, |Xi| > (n − 2)!, a contradiction. Thus, |U
Xi
j | > n − 1, and so |U
X
j | > n − 1 for
any j ∈ I ′n−1.
Since δ(Y ) > k and |UYn | 6 k, by Lemma 3.1 there exists some j1 ∈ I
′
n−1 such that
|UYj1 | > k+1. Then |U
X
j1
| > n−1 and |UYj1 | > k+1, and so |U
X
j1
∩UYj1 | > k and |U
Y
j1
| > k+1.
Note that |UXn ∩ U
Y
n | = |J0| 6 k and |U
Y
n | = |JY | = |J0| 6 k. This contradicts to the
choice of j0 (= n).
Thus, there is no i ∈ In \ J0 such that |Xi| < (n− 2)!, and so there is no i ∈ In \ J0
such that |Xi| = 0. If T is an edge-cut, then X i = ∅, a contradiction. Therefore, T is a
vertex-cut, and so X i = Ti. It follows that
|Ti| = |Xi| > (n− 2)! for each i ∈ In \ J0. (3.12)
Combining (3.12) with (3.8), we have
|T | =
n∑
i=1
|Ti| =
∑
i∈J0
|Ti|+
∑
i∈In\J0
|Ti|
> |J0|k!(n− k − 1) + (n− |J0|)(n− 2)!
> (k + 1)!(n− k − 1).
By induction principles, (3.7) holds and so the theorem follows.
Corollary 3.4 ( [10], [11]) κ
(2)
s (Sn) = λ
(2)
s (Sn) = 6(n− 3) for n > 4.
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4 Conclusions
In this paper, we consider the generalized measures of fault tolerance for networks, called
the k-super connectivity κ
(k)
s and the k-super edge-connectivity λ
(k)
s . For n-dimensional
star graph Sn, which is an attractive alternative network to hypercubes, we prove that
κ
(k)
s (Sn) = λ
(k)
s (Sn) = (k + 1)!(n − k − 1) for 0 6 k 6 n − 2, which gives an affirmative
answer to the conjecture proposed by Wan and Zhang [10]. The results show that at least
(k+ 1)!(n− k− 1) vertices or edges have to be removed from Sn to make it disconnected
and no vertices of degree less than k. Thus these results can provide more accurate
measurements for fault tolerance of the system when n-dimensional star graphs is used
to model the topological structure of a large-scale parallel processing system.
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