1. Introduction. In most of the problems of interpolation we prescribe the values of a function at some points x,--and of some of its consecutive derivatives there. Thus in the Hermite interpolation formula, the value of the function and its first derivative are prescribed at some points in a given interval. A general problem of interpolation was treated by Birkhoff in 1906, who considered a system of pairs of numbers (ki, xi) (i = l, 2, ■ ■ ■ , n) where ki are integers ^0 and x,-are any points in a given interval. Birkhoff's main theorem concerns the number of changes of sign of the kernel in the integral representation of the remainder in a general interpolatory formula when the system is a "normal" point system. For this purpose he has to classify the system of points according as they are "conservative" or "nonconservative. " For greater details see [7] . A more particular case 77 = 2 was treated directly by Polya when the system is not "normal" in the sense of Birkhoff. A similar case in the complex plane has been treated by Cinquini [8] . But this general point of view does not bring out the character of the interpolatory polynomials. Recently in a series of papers [l; 2; 3], Turan has treated Lacunary interpolation from a different point of view by considering what he calls (0, 2)-interpolation, where the value of the function and its second derivative are given at some points. He considers the problem of their existence, uniqueness, and explicit representation and the problem of convergence. In the papers [4; 5] we have been dealing with so called "Lacunary interpolation."
The^ terms (0, 1, 3) and (0, 1, 2, 4) interpolations have been defined therein. By (0, 1, 2, 4) interpolation we mean the interpolation which concerns n given points in [ -1, l], (1.1) 1 ^ h > t2 > h > ■ ■ ■ > tn-i > tn ^ -1
when the values of the function, its first, second and fourth derivatives are prescribed at these 77 points. In other words (1.2) fih) = a<, fit/) = bh fit/) = a, fM{tt) = di for i-1, 2, •••,«; we want to determine the explicit forms of the polynomials of degree S^n -l which take the values a, at ti, whose first and second derivatives at /; are respectively equal to b, and c,-and whose fourth derivative at t, is equal to df. It has been shown that when we choose the n points to be the real zeros of
where P*(x) is the &th Legendre polynomial such that P"(l) = 1; these polynomials exist if and only if re is even. So we take re = 2k S_4. The object of this paper is to study the convergence of the polynomials Rn(x) of interpolation for which we showed in [5] that n n n n
where A,(x), B,(x), d(x), Dy(x) are polynomials each of degree _24re -1. These polynomials are uniquely determined by the conditions:
(1.5) B,(xf) = 0, Pf(xy) = for , B'f(xf) = 0, B, (xf) = 0,
(1.6) C,(xf) = 0, Ci(xf) = 0, Ci'(xf) = < for , C, (xf) = 0. 2. We now consider the sequence of points
where x""'s stand for the zeros of ir"(x). Then forming the interpolatory polynomials for each n = 2k, we shall write the fundamental polynomials (1.4), 3. Preliminaries. The explicit forms of the fundamental functions A,ix), B,(x), C,(x) and Dv(x) which we have found in [5] are the following:
(a)
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and C"(x) is the polynomial of degree ^4w -1 given by (3.6). For 2 5=>' ^77 -1,
(d) Lastly, for 2 _S j» ^ re -1 we have
Ay
4ir" (xf)
" 18re2(re -1)2(1 -xDPl^xi)} and 7>i(x), 7>"(x) and D,(x) are the polynomials each of degree _S4re -1 given by (3.1), (3.2) and (3.3). 
4. For our purposes we shall need some other representations of A,ix), P,(x), dx) and P"(x).
Using the integral
and *»(*) r r * Pf-iit) 1 «,
and (?2»(*..)=27rn'2(x,) we have from (3.4), (3.8), (3.6), (1.3) and (5.3)
Cn
and for 2 __j v _S n -1,
(c) To simplify Pi(x) and Pn(^) we use the following results [l]:
and then we have
From (3.17), (3.12), (3.13) etc. we have for 2SvSn-l,
To simplify Ai(x) and yl"(x) we need the following results which are easy to verify from (3.9a) (see [4] ). hold.
Proof. It is enough to consider C_(x) only. Knowing the estimates of n(x) (5.9), we have from (4.4), using (5.1) and (5.2)
Further we have 
for re/2 + 1 ^ v < re -1.
Proof. We confine ourselves to the case 2_£j'_Sre/2. From (4.6), using the estimates of r"(x) and p,(x) in (5.10) and (5.12), and also using (5.1), (5.2), (5.7) and (5.8) we have Proof. Proof.
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