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ABSTRACT
Multiscale Methods for Fluid-Structure Interaction with Applications to Deformable
Porous Media. (August 2012)
Donald Lee Brown, B.A.,University of Cincinnati
Co–Chairs of Advisory Committee: Dr. Yalchin Efendiev
Dr. Akhil Datta-Gupta
In this dissertation we study multiscale methods for slowly varying porous
media, fluid and solid coupling, and application to geomechanics. The thesis consists
of three closely connected results. We outline them and their relation.
First, we derive a homogenization result for Stokes flow in slowly varying porous
media. These results are important for homogenization in deformable porous media.
Traditionally, these techniques are applied to periodic media, however, in the case of
Fluid-Structure Interaction (FSI) slowly varying domains occur naturally. We then
develop a computational methodology to compute effective quantities to construct
homogenized equations for such media.
Next, to extend traditional geomechanics models based primarily on the Biot
equations, we use formal two-scale asymptotic techniques to homogenize the fully
coupled FSI model. Prior models have assumed trivial pore scale deformation. Using
the FSI model as a fine-scale model, we are able to incorporate non-trivial pore
scale deformation into the macroscopic equations. The primary challenge here being
the fluid and solid equations are represented in different coordinate frames. We
reformulate the fluid equation in the fixed undeformed frame. This unified domain
formulation is known as the Arbitrary Lagrange-Eulerian (ALE).
Finally, we utilize the ALE formulation of the Stokes equations to develop an
iv
efficient multiscale finite element method. We use this method to compute the per-
meability tensor with much less computational cost. We build a dense hierarchy of
macro-grids and a corresponding collection of nested approximation spaces. We solve
local cell problems at dense macro-grids with low accuracy and use neighboring high
accuracy solves to correct. With this method we obtain the same order of accuracy
as we would if we computed all the local problems with highest accuracy.
vTo my family
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1CHAPTER I
INTRODUCTION
Modeling flow in porous media has wide ranging applications in many areas of science
and engineering, such as subsurface simulations in reservoir modeling, industrial ap-
plications such as filtration, and modeling biological materials such as bone. Porous
media can have a highly heterogeneous pore microstructure with complex geometry,
where the pore size is many orders of magnitude smaller than the medium of interest.
The small scales involved in modeling porous microstructure limit the accuracy of di-
rect numerical simulation (DNS). More advanced averaging, homogenization schemes,
and multiscale techniques must be used. Many of these homogenization procedures
exploit the periodic nature of these applications. However, there are natural cases
when the medium fails to be periodic and further analysis and methods are needed.
In the case of deformable porous media, pore scale deformation can be relatively
very large cf. [21] and references therein. Assuming an initially periodic medium, local
Fluid-Structure Interaction (FSI) leads to slowly varying geometry. This breaks the
periodicity and it is not clear how standard homogenization techniques can be utilized.
This is the main task of Chapter II. Given a slowly varying geometry and assuming
Stokes flow in the pore space, we derive a homogenization convergence result. Our
work uses asymptotic techniques of [24] where the authors constructed a downscaled
velocity which converges to the fine-scale velocity at a rate of ε1/6, where ε is the
characteristic length scale. We assume a slowly varying porous medium and study
homogenization and corrector estimates for the Stokes equations. Slowly varying
media arise, e.g., in Fluid-Structure Interaction (FSI) problems [32], carbonation of
The journal model is SIAM Journal of Numerical Analysis.
2porous concrete [28, 29], and various other multiphysics processes. To homogenize
Stokes flows in such media we restate the cell problems of [24] in a moving RVE
framework. Further, to recover the same convergence properties it is necessary to
solve an additional cell problem and add one more corrector term to the downscaled
velocity. We further extend the framework of [24] to three spatial dimensions in
both periodic and variable pore-space cases. The main challenge in this proof is
the construction of a proper boundary corrector to properly adjust the correctors to
incorporate boundary layer effects.
Next, we also propose an efficient algorithm for computing the correctors by solv-
ing a limited number of cell problems at selected spatial locations. We present two
computational examples: one for a constructed medium of elliptical perforations, and
another for a fractured medium with FSI driven deformation. We obtain numerical
estimates that confirm the theory in these two examples. The contents of Chapter II
are essentially a decoupled homogenization procedure. We have some a-prior com-
puted deformation, or perhaps, some other physical process. Then, we homogenize
the fluid equations. This may be accomplished iteratively cf. [32]. Later in Chapter
IV, we present a method that offers an improvement on the computational cost of
this method at the cost of having to compute a global deformation map.
In Chapter III, we develop a fully coupled fluid and solid mechanics homoge-
nized model. The fully coupled homogenized model is an extension of the traditional
geomechanics model first developed by phenomenological considerations in [4]. Later
using the method of two-scale asymptotic expansion [8] derived the linear Biot equa-
tions. However, such methods assume infinitesimal pore scale deformation. Assuming
that the grain size does not change to much, more precisely, the local deformations
are non oscillatory [21] developed a nonlinear extension to the Biot equations. This
was achieved by using the two-scale expansion in the deformed configuration.
3Using the Fluid-Structure Interaction model as our fine scale model we are able
to incorporate non-trvial pore scale deformation into the homogenized macroscale
equations. The main challenge of applying two-scale homogenization techniques to the
FSI model is the difference in coordinate systems. Traditionally, fluid equations are
presented in the deformed or Eulerian frame, while the solid equations are presented
in the fixed Lagrangian frame. To complicate matters further, the interface traction
boundary condition is presented in the Lagrangian frame is nonlinear. We recall in
our presentation the derivation of the linear Biot model. If the interface condition is
assumed to be linear, the frames do not differ greatly and traditional methods will
work and result in the linear Biot equations.
However, when the condition remains nonlinear, we reformulate the equations in
the Arbitrary Lagrange-Eulerian configuration cf. [15]. In this setting, we reformulate
the Stokes equation in the Lagrange or fixed frame by a change of variable. We
arrive at a nonlinearly coupled Stokes equation with deformation gradient tensor
coefficients. The equations are more complicated, but we arrive at a unified domain
formulation. This allows for formal two-scale asymptotic techniques ([33]) to be
used since we assume an initially periodic domain. In this setting, we arrive at
auxiliary cell equations that depend nonlinearly on the macroscopic pressure and
macroscopic gradient of displacement. Compared to the linear setting, in which the
cell equations depend on geometry only. We then homogenize by averaging and arrive
at the macroscopic fluid and solid Biot equations. The effective coefficients depend
nonlinear on the macroscopic pressure and macroscopic gradient of displacement as
they are connected to the auxiliary cell equations. Thus, the equation is highly
nonlinear.
In an attempt to make the nonlinear Biot model more amenable to computational
techniques, we suggest several useful linearization and simplifications. Indeed, the
4primary nonlinearity comes from the Piola transform tensor on the interface of the cell
equations. By linearizing this tensor we are able to obtain a significant simplification.
We are able to decouple the elasticity cell equations from the macroscopic gradient
of displacement. This implies the elasticity cell problems depend on only a one
parameter space parametrized by pressure. We then, by a systematic simplification
of the displacement obtain a hierarchy of models in decreasing complexity. From here
we are able to compute a numerical example with the simplest model. Computational
techniques applied to this hierarchy of models is still an area of ongoing research.
Finally, in Chapter IV, we develop an efficient multiscale finite element method
(FEM). The method relies heavily on the Arbitrary Lagrange-Eulerian formulation
of the Stokes equations first presented in Chapter III. Again, we assume that the
deformation of the medium has been precomputed in some way as in Chapter II.
With this method we are able to obtain the same order of accuracy in calculation of
permeability with much less computational cost. More precisely, if there are O(N)
problems and d scales, to solve each local problem with highest accuracy would cost
O(Nd). With the hierarchical FEM we obtain a cost of O(N).
The method is essentially as follows. We first build a dense hierarchy of macro-
grids over the domain. The first grid being the sparsest and each subsequently more
dense. Then, we build a corresponding nested collection of finite element (FE) ap-
proximations spaces. We solve at the denser macro-grids using lower accuracy spaces
and use nearby higher accuracy solves at sparse grid points to correct. We proceed
with this in a systematic way. We show that if the macro-grids have the correct
density properties, the corresponding nested approximation spaces’ error decreases at
a prescribed rate, and the partial differential operator satisfies simple mathematical
assumptions, we obtain the same order of accuracy as if we solved the highest accu-
racy at all points in the domain. We refer to this full accuracy solve at all points as
5the full solve.
Assuming a slowly varying geometry, we show that with reasonable mathematical
assumptions, that this method can be applied to the Stokes equations in the ALE
formulation to compute the permeability tensor. Once this tensor is computed an
effective Darcy equation can be constructed. We then apply the method to a ”proof
of concept” example. Assuming that the initial geometry is periodic. We assume
that the precomputed deformation is periodic in the vertical direction. This makes
the macro-grid essentially one dimensional. However, the local cell problems are
two dimensional perforated domains. All the computation is done in the unified ALE
formulation. This is done to ensure the collection of approximation spaces are nested.
6CHAPTER II
HOMOGENIZATION OF STOKES EQUATIONS IN SLOWLY VARYING
DOMAINS
There are multiphysics multi-scale problems in which, through coupled processes,
the media evolves in a manner so that it is no longer periodic. This is the case
with Fluid-Structure Interaction (FSI) problems when posed on initially periodic
microstructures [31]. Through mechanical deformations of the porous skeleton, due
to fluid-solid coupling stresses, the initially undeformed periodic geometry changes in
a slowly varying way to a non-periodic one. Another example is modeling carbonation
of porous concrete. The concrete evolves via a chemical reaction, creating a slowly
varying microstructure [28, 29]. In the context of filtration devices, deposition of
contaminants can change the porosity and permeability of the filter [25]. In this
chapter, we develop analytical and computational tools to deal with such a medium.
The chapter is organized as follows; first, we cover the background literature,
motivate the need for homogenization in slowly varying domains, and clearly state
the results of the chapter. We then, give a brief overview of homogenization of Stokes
flow in a periodically perforated domain. The formal two-scale expansion is used
to recall auxiliary cell problems and homogenized equations in this setting. In the
next Section, we then introduce the formal mathematical definition of slowly varying
media. We derive auxiliary cell problems, homogenized equations, and auxiliary cell
problems for first order correctors for Stokes flow in a slowly varying domain. Then,
using the cell problems derived in the previous section, we construct the boundary
correctors for the slowly varying domain. We then recall the proof given in [24],
and extend it to the slowly varying case. Then, we present our so-called “Moving
Averages” numerical algorithm to compute downscaled quantities. This algorithm is
7implemented on a constructed domain of elliptic inclusions for various ε’s. Finally,
a brief introduction to steady state FSI is given, along with our numerical algorithm
applied to this geometry.
A. Preliminaries
1. Motivation and Background
Homogenization of the Stokes equation in periodic media is well understood [3, 33, 34]
and a number of works have also established convergence results for the downscaled
quantities, e.g., first order pressure and velocity correctors [1, 23, 24, 35]. The main
goal of the current chapter is to extend asymptotic homogenization methods to slowly
changing geometries. The extension of these methods to slowly varying cases must
be carefully scrutinized. Furthermore, the application of various advanced iterative
upscaling schemes and subgrid resolution methods [11] to non-periodic media rely
on theoretical convergence results and estimates for downscaled quantities. In this
chapter we establish estimates for downscaled quantities.
In this chapter we consider a creeping flow of an incompressible Newtonian fluid
in a complex pore microstructure with slowly varying geometry. These flows are
governed by the Stokes equations [3, 33]. The amount of literature pertaining to
homogenization methods and techniques for Stokes flow in periodic microstructure is
extensive. Two-scale asymptotic homogenization theory was initially used [3, 33, 34]
to derive a homogenized Darcy equation [10]. The process also involves auxiliary cell
problems in a periodic setting which allow the construction of downscaled quantities.
The convergence of this formal homogenization method was proven using the method
of oscillatory test functions [35] in 2D. Choosing appropriate oscillatory test functions
can be challenging. Using the method of two-scale convergence [1, 26], a convergence
8theory framework is developed. In this framework, the oscillatory test functions are
chosen as solutions to adjoint auxiliary cell problems. The combination of two-scale
convergence theory and Tartar’s extensions for the pressure and velocity allows one
to prove convergence of periodic Stokes homogenization.
The convergence results in periodic media, although fundamental, are not suf-
ficient when applying the homogenization methods to practical computational prob-
lems. When applying these homogenization methods to flows in complex geometries
in a computational setting, understanding the error estimates for correctors is es-
sential [11]. Error estimates for correctors in periodic media are also well studied
[37]. In the context of an elliptic equation with oscillatory coefficients and Dirichlet
data, it is not difficult to obtain ε1/2 convergence order using a simple cut-off method
near the boundary, cf. e.g., [22, 27, 37]. The incompressibility condition in Stokes
and Navier-Stokes equations complicates the error estimate near the boundary. If
one wants to derive estimates with a rate of convergence (in terms of ε), additional
boundary correctors are needed. Such a corrector is derived for a simple domain with
one impervious wall and an error estimate of order ε1/6 is obtained in [20]. This
boundary corrector framework is generalized to an arbitrary domain in R2 [24], and
the authors arrive at the error estimate for correctors of order ε1/6.
In this chapter we extend the estimate in [24] to slowly varying geometry, e.g.,
in FSI problems. To this end we derive new auxiliary cell problems and generalized
homogenized equations. From these equations we extend boundary correctors by
adding terms due to the slowly varying geometry. Using a generalization of the
construction in [24] we are able to extend the boundary correctors to three spatial
dimensions for both periodic and slowly varying geometries. We then present an
efficient computational algorithm to compute the correctors for two examples: a
constructed medium of elliptical perforations, and a fractured medium with FSI driven
9deformation. In contrast to periodic media where we need to solve only one cell, we
solve cell problems at a limited number of different spatial locations to construct the
correctors.
2. Periodic Stokes Homogenization
In this section a formal asymptotic expansion is used to construct cell problems and
downscaled velocity and pressure in a periodic medium. The Stokes equation in a
perforated domain is stated first, followed by a brief recall of standard results in
periodic media [33]. This will serve as background and present the notation. To
extend the estimates of [24] to variable media additional cell problems are needed.
Those are stated in the next section together with the main result.
We consider fluid flow in a perforated domain. Denote by Ω the macroscopic
medium, a bounded open subset of Rd. It is composed of a solid microstructure
occupying the open set Sε. The solid surrounds the pore-space Fε in which the fluid
resides, that is Ω = Sε ∪ Fε and Sε ∩ Fε = ∅. Those two domains are decomposed
into a set of unit cells ε {Y iS}Ni=1 and ε {Y iF}Ni=1, respectively and ε is the characteristic
size. That is, Y iS and Y
i
F , i = 1, . . . , N, are unit-sized domains and
Sε =
(
N⋃
i=1
εY iS
)
∩ Ω, Fε =
(
N⋃
i=1
εY iF
)
∩ Ω. (2.1)
We denote the i-th unit cell by Y i = Y iS ∪Y iF . Next, denote by Γε = S¯ε∩F¯ε the fluid-
solid interface. The fluid velocity and pressure are denoted by vε and pε, respectively.
The fluid motion is governed by the conservation of linear momentum and mass,
which for Newtonian fluids with unit viscosity at creeping velocities reads
−∆vε +∇pε = f, in Fε (2.2a)
∇·vε = 0, in Fε (2.2b)
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where vε has zero trace on Γε. Additional boundary conditions may be specified at
the remainder of the fine-scale boundary, Ω\Γε. Let us also define the average over a
unit cell centered at x, that is Yx, by 〈·〉Yx
〈·〉Yx =
1
|Yx|
∫
Y x
· dy. (2.3)
We briefly repeat homogenization in periodic media. In periodic media, all unit
cells Y iS and Y
i
F are identical, so one can drop the superscript i.
Remark In this chapter, we shall use the superscript # to denote periodic domains
and no superscripts for deformed domains. In Chapter III, we will be working pri-
marily in the fixed periodic reference frame. Thus, we will adopt another notation
where a periodic media has no superscript and a deformed media has the superscript
.˜
The homogenization of the Stokes system (2.2) by formal asymptotic expansion was
first proposed in [34], where (vε, pε) is expanded as
vε = ε
2 (v0(x, y) + εv1(x, y) + · · ·) , (2.4a)
pε = p0(x) + εp1(x, y) + · · · , (2.4b)
where y = x/ε is the fast variable. One next substitutes (2.4) into (2.2) and uses the
fact that derivatives behave as ∇ → ∇x + 1ε∇y. By collecting powers of ε one obtains
v0(x, y) =
d∑
i=1
wi(y)
(
fi − ∂p0
∂xi
)
, p1(x, y) =
d∑
i=1
pii(y)
(
fi − ∂p0
∂xi
)
, (2.5)
where (wi(y), pii(y)), i = 1, . . . , d, are the solutions to the d-cell problems
−∆ywi +∇ypii = ei in Y #F , (2.6a)
divy
(
wi
)
= 0 in Y #F , (2.6b)
11
where wi and pii are y-periodic, wi has zero trace on Y #Γ , and 〈pii〉Y # = 0. Here
ei is the i-th standard basis unit vector in Rd. Note here that since the pore space
F#ε is periodic these cell equations only depend on y. Next, inserting (2.4a) into the
conservation of mass (2.2b) yields
divx (v0) + divy (v1) = 0, (2.7)
at order ε0. The classical Darcy equation [10, 33] is finally obtained by averaging
(2.7), utilizing (2.5) along with the periodicity of v1
ξ = K (f −∇xp0) , divx (ξ) = 0 in Ω#, (2.8a)
ξ · ν = 0 on ∂Ω#, (2.8b)
where Kij =
∫
Y #F
wij(y)dy is the effective permeability tensor and ξ is the averaged
(Darcy) velocity. Note that K is constant in Ω#. Also, one can take a more general
expansion than (2.4) and conclude that the ε0 and ε1 terms of the velocity expansion
vanish and that ε0 pressure p0 is independent of y.
B. Homogenization in Slowly Varying Domains
1. Stokes in Slowly Varying Domains
The derivation of estimates with a rate requires the inclusion of the next term in
the velocity expansion (2.4a), namely v1, along with its associated cell problems and
appropriate boundary correctors. This is done in the periodic setting in [24]. In this
section we extend the results of [24] to slowly varying media.
First, we define slowly varying media as follows. Let Xε : Ω
# → Ω be a smooth
map from a periodic domain Ω# = S#ε
⋃F#ε to a non-periodic one Ω. Consequently,
Sε = Xε(S#ε ), Fε = Xε(F#ε ) and Γε = Xε(Γ#ε ). Each unit cell is now different, so
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we define a moving RVE. For each x ∈ Ω, the fluid and solid domains contained
in an RVE are denoted by Y xS and Y
x
F , and the interface by Y
x
Γ . We view these
as the translated and mapped periodic unit cell. That is, Y xF = Xε(Y
#
F + kx) and
Y xS = Xε(Y
#
S + kx), where kx ∈ Zd corresponds to the RVE at x. Then, the fluid
space is
Fε =
⋃
x∈Ω
εY xF . (2.9)
We say a medium Ω is slowly varying if the map Xε is sufficiently smooth so that
the microstructure geometry varies smoothly for neighboring RVEs. In addition, we
assume that the map Xε is sufficiently smooth so that the expansion (2.4) yields valid
cell problems and K, as a function of x (slow variable), is sufficiently smooth.
Remark The concept of slowly varying media has an intuitive mathematical defini-
tion. We say a medium Ω is slowly varying if the map Xε is such that for two close
points x, x′ ∈ Ω, that is ‖x− x′‖ < O(ε), one has
|(Y xF ∪ Y x
′
F )\(Y xF ∩ Y x
′
F )| < O(ε). (2.10)
The fluid pore space of neighboring RVEs does not differ very much. In this work
however, we do not prove that this definition is a sufficient condition for our results.
This mapping Xε may be any number of physical processes that evolves the
microstructure in a slowly varying way. For example, in the context of FSI the
mapping is of the form
Xε(p) = p+ uε(p), (2.11)
where p ∈ Ω# are material (Lagrangian) coordinates, X has the meaning of spatial
(Eulerian), coordinates and uε is the elastic displacement. This will be explained in
detail in Chapter III. The solid displacements, fluid velocity, and pressure solve a
coupled system of differential equations. A numerical example of homogenization in
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FSI generated geometry in a later section.
The cell problems are now stated for a given spatial position. That is, one fixes
x and substitutes the expansions (2.4) into the Stokes equations (2.2). As in the
periodic case, by gathering ε0 terms in the conservation of linear momentum, and ε−1
terms in the conservation of mass one obtains
−∆yv0(x, y) +∇yp1(x, y) = f(x)−∇xp0(x) in Y xF , (2.12a)
divy (v0(x, y)) = 0 in Y
x
F , (2.12b)
where v0 and p1 are y−periodic, v0 has zero trace on Y xΓ , and 〈p1〉Y x = 0. Note that
we do not have a single set of cell problems, but for each x ∈ Ω we have cell problems
with different geometries. Note that periodic boundary conditions are still used. As
shown by the analysis section, this does not change the order of the downscaled
approximation.
Next, due to linearity of (2.12) and the right hand side being a function of the
slow variable x only, one has
v0(x, y) =
d∑
i=1
wi(x, y)
(
fi − ∂p0
∂xi
)
, (2.13a)
p1(x, y) =
d∑
i=1
pii(x, y)
(
fi − ∂p0
∂xi
)
, (2.13b)
where (wi(x, y), pii(x, y)), i = 1, . . . , d, are the solutions to
−∆ywi +∇ypii = ei in Y xF , (2.14a)
divy
(
wi
)
= 0 in Y xF , (2.14b)
with wi and pii being y−periodic, wi having zero trace on Y xΓ , and 〈pii〉Y X = 0.
Again, ei is the i-th standard basis unit vector in Rd. Now, to tie cell problems to
the macroscopic equation, one inserts (2.4a) into (2.2b) and, by collecting ε0 terms,
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we obtain
divx (v0) + divy (v1) = 0 in Fε. (2.15)
Next, fix x and integrate over Y xF . With the help of the divergence theorem, v1 having
zero trace on Y xΓ , and due to y−periodicity, one has
divx
(∫
Y xF
v0(x, y)dy
)
+
∫
Y xF
divy (v1(x, y)) dy = divx
(∫
Y xF
v0(x, y)dy
)
.
Then, by using (2.13a) for v0 one obtains
divx
(∫
Y xF
v0(x, y)dy
)
=
d∑
i=1
divx
(∫
Y xF
wi(x, y)dy
(
fi − ∂p0
∂xi
))
= 0. (2.16)
The above relation is the Darcy Law with the permeability that varies in x. Indeed,
the now x-dependent permeability can be written as Kij(x) :=
∫
Y xF
wij(x, y)dy. Then,
ξ = K(x)(f −∇xp0), divx (ξ) = 0 in Ω, (2.17)
with ξ · ν = 0 on ∂Ω. Here ξ is again the Darcy velocity. The difference from
the periodic setting is that the cell solutions (wi, pii) depend on x. Therefore, the
permeability is now a (slow) variable field; that is K = K(x).
The first order corrector to the velocity is needed to obtain the error estimate
of ε1/6. We will use higher order terms to cancel out unwanted lower order terms.
To construct the first order velocity corrector one needs two additional cell problems.
First, let β be the y-periodic, zero mean unique solution to
divy
(
βi
)
= −divx
(
wi
)
+ |Y xF |−1 divx (Ki) in Y xF , (2.18a)
βi = 0 on Y xΓ . (2.18b)
Observe that the 〈βi〉Y x = 0 condition is necessary to guarantee uniqueness. Note
that the above problem has only Neumann and periodic boundary conditions, which
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implies 〈divy (βi)〉Y x = 0. Thus, the constant term divx (Ki) / |Y xF | on the right-hand
side guarantees a compatible problem. That is, one checks directly that
〈−divx (wi)+ |Y xF |−1 divx (Ki)〉Y x = 0.
The second cell problem is for the y-periodic, tensor field γ
divy
(
γij
)
= −wij + |Y xF |−1Kij in Y xF , (2.19a)
γij = 0 on Y xΓ . (2.19b)
Again, 〈γij〉Y x = 0 is needed for uniqueness. Also, the compatibility, 〈divy (γij)〉Y x =
0, is ensured by the |Y xF |−1Kij term on the right-hand side.
The cell solutions β and γ let one write a representation for v1. To that end,
substitute (2.13a) into equation (2.15) and expand divx (v0). It is seen that v1 can be
written as
v1(x, y) =
d∑
i=1
βi(x, y)
(
fi − ∂p0
∂xi
)
+
d∑
i,j=1
γij(x, y)
∂
∂xj
(
fi − ∂p0
∂xi
)
. (2.20)
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Indeed, using first (2.18a) and (2.19a), followed by (2.13a) and (2.17) yields
divy (v1) =
d∑
i=1
divy
(
βi
)(
fi − ∂p0
∂xi
)
+
d∑
i,j=1
divy
(
γij
) ∂
∂xj
(
fi − ∂p0
∂xi
)
=
d∑
i=1
(−divx (wi)+ |Y xF |−1 divx (Ki))(fi − ∂p0∂xi
)
+
d∑
i,j=1
(−wij + |Y xF |−1Kij) ∂∂xj
(
fi − ∂p0
∂xi
)
= |Y xF |−1
d∑
i,j=1
∂Kij
∂xj
(
fi − ∂p0
∂xi
)
+ |Y xF |−1
d∑
i,j=1
Kij
∂
∂xj
(
fi − ∂p0
∂xi
)
− divx (v0)
= |Y xF |−1 divx (ξ)− divx (v0) = −divx (v0) .
Thus, using the representations v0, v1 given by (2.13a), (2.20), we satisfy (2.15).
Remark In periodic microstructure one only needs the cell problem (2.19) to con-
struct the first order velocity corrector, cf. [24].
We are now ready to state our main result. It is a generalization of [24] to
the case of slowly varying geometry that is important in Fluid-Structure Interaction
problems.
Theorem II.1. Let (vε, pε) satisfy (2.2) in the slowly varying geometry Fε. Let (v0, v1)
be as in (2.13a), (2.20) where (w, pi) satisfy (2.14) and (β, γ) satisfy (2.18),(2.19). Let
p0 be as in the Darcy velocity (cf. (2.17)). Then, we have the estimate
∥∥vε/ε2 − (v0 + εv1)∥∥H(Ω,div) ≤ Cε1/6, (2.21a)
‖pε − p0‖L20(Ω) ≤ Cε
1/6. (2.21b)
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2. Analysis and Proof of Corrector Theorem
In this section we shall proceed with the analysis to prove our main Theorem II.1.
To this end, we modify the first order correctors to the velocity and pressure. As
noted previously, in [24], unlike in the elliptic case for perforated domains, [22, 27],
the divergence equation will lead to a boundary layer near ∂Ω and destroy any trace
estimates. In addition, recall that the current first order corrector to the velocity does
not satisfy the global Dirichlet boundary condition vε = 0 on ∂Ω. We refer to the
resulting modified correctors as the boundary correctors. The boundary correctors
shall ameliorate these issues.
To construct the boundary correctors we will need auxiliary functions and related
estimates. We state a technical lemma of a construction of a divergence free function,
denoted by sδ, with prescribed trace. The construction of this function in three
spatial dimensions allows us to claim that our main result Theorem II.1, is valid in
three dimensions for both periodic and slowly varying media. A proof is given in
Lemma II.2. We then repeat the proof of [24] and extend their proof to the case of
slowly varying media.
a. Boundary Correctors
We will now introduce two technical functions and related estimates needed in our
construction of the boundary correctors. First, we construct a divergence free func-
tion with Darcy velocity trace ξ and derive related estimates. The summary of the
properties of this function may be put into a technical lemma. Throughout the rest
of this work we use the notation that Ck(Ω¯)d is the set of d-valued functions over Ω¯
that are k-times continuously differentiable.
Lemma II.2. Let Ω ⊂ Rd, where d = 2, 3, be an open bounded, sufficiently smooth
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domain. Then, there exists a δ0 > 0 and a function s
δ ∈ C3(Ω¯)d such that sδ = ξ on
∂Ω, div(sδ) = 0 in Ω, and ∥∥Dlsδ∥∥
Lq(Ω)
≤ Cδ1/q−l, (2.22)
for q ∈ [1,∞] if d = 2 and q = 2 for d = 3 , 0 < l ≤ 3 and 0 ≤ δ ≤ δ0.
Proof. For d = 2 see [24]. For d = 3 the construction is essentially an adaptation
of the two dimensional case, except we must use a dual-streamfunction construction
as the curl of a potential construction is not available. We define (ν(x), τ1(x), τ2(x))
as a local orthonormal basis for the tangent space at x of Ω. Recall that the, normal
component of the Darcy velocity ξ vanishes, but the tangential components may not.
Following ideas from [24, 36] we wish to find an sδ of the form of a cross product
of specifically constructed dual-streamfunctions sδ = ∇ψ × ∇φ. Clearly from basic
vector derivative identities we have div
(
sδ
)
= 0 in Ω and sδ ⊥ ∇ψ, sδ ⊥ ∇φ. We
need to construct ψ, φ such that
∂ψ
∂ν
= ξ · τ1 , ∂φ
∂ν
= ξ · τ2 on ∂Ω,
and
ψ = 0 , φ = 0 on ∂Ω.
Using the two dimensional proof as a guide, for some η > 0 we have a distance
function z(x) = dist(x, ∂Ω) that is in C4(Dη). Here, Dη = {x ∈ Ω¯ : dist(x, ∂Ω) ≤ η}.
We define (z(x), χ1(x), χ2(x)) to be our local orthogonal coordinates in Dη. Clearly
we have the relations
ν(x) = − ∇z(x)|∇z(x)| , τi(x) = −
∇χi(x)
|∇χi(x)| ,
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for i = 1, 2. We define the function V (z, χ1, χ2) = −ξ(x)/|∇z(x)| for x = x(z, χ1, χ2) ∈
Dη. For x ∈ ∂Ω we have z(x) = 0 and ∇z(x) 6= 0, hence the trace of V is well defined
and of class C4(∂Ω). We now suppose that our dual-streamfunctions are of the form
ψ(x) = z(x)e−z(x)/δ
1/2
V (0, χ1(x), χ2(x)) · τ1(x),
φ(x) = z(x)e−z(x)/δ
1/2
V (0, χ1(x), χ2(x)) · τ2(x).
Thus, for x ∈ ∂Ω we have z(x) = 0, thus ψ = φ = 0 on ∂Ω. Calculating we have, via
orthogonality, on ∂Ω
∂ψ
∂ν
=
(
∇z∂ψ
∂z
+∇χ1 ∂ψ
∂χ1
+∇χ2 ∂ψ
∂χ2
)
·
(
− ∇z|∇z|
)
= ∇z∂ψ
∂z
·
(
− ∇z|∇z|
)
= −|∇z|
(
1− z
δ1/2
) 1
z
ψ = ξ · τ1.
In a similar manner, we obtain the desired identity ∂φ
∂ν
= ξ ·τ2 on the boundary. Thus,
we have the desired function for sδ, and now we will derive the desired estimates. We
proceed with q = 2 as this is the only estimate we will need.
‖∇ψ‖2L2(Dη) =
∫
Dη
∣∣∣∣∣ ((1− zδ1/2) e−z/δ1/2V (0, χ1, χ2))2
+
(
ze−z/δ
1/2 ∂V (0, χ1, χ2)
∂χ1
)2
+
(
ze−z/δ
1/2 ∂V (0, χ1, χ2)
∂χ2
)2 ∣∣∣∣∣
≤ C
∫ ∞
0
(
z
δ1/2
)2e−2z/δ
1/2
dz ≤ Cδ1/2.
We clearly have a similar estimate for ‖∇φ‖L2(Dη). Thus, we have∥∥sδ∥∥
L2(Dη) ≤ C ‖∇ψ‖L2(Dη) ‖∇φ‖L2(Dη) ≤ Cδ
1/2.
It follows ([24]) that
∥∥Dlsδ∥∥
L2(Dη) ≤ Cδ
1/2−l.
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We then extend the functions ψ, φ exponentially small to the whole of Ω by taking
δ << η and sδ will satisfy the estimate (2.22) cf. [24].
Q.E.D.
We will also need the boundary cut-off function, cf. [37], ζε corresponding to
∂Ω. Here, ζε = 1 on ∂Ω and supp(ζε) ⊂ {x ∈ Ω¯ : dist(x, ∂Ω) ≤ ε}. With regularity
conditions ζε ∈ C2 ¯(Ω), for 0 ≤ l ≤ 2 we have
∥∥Dlζε∥∥
L∞(Ω) ≤ Cε−l. (2.23)
Now, we are ready to introduce the boundary corrector to the velocity
Vεδ =
d∑
i=1
wi
(
x,
x
ε
)(
fi − ∂p0
∂xi
− (K−1sδ)i
)
+ ε
d∑
i=1
βi
(
x,
x
ε
)
(1− ζε)
(
fi − ∂p0
∂xi
− (K−1sδ)i
)
+ ε
d∑
i,j=1
γij
(
x,
x
ε
)
(1− ζε) ∂
∂xj
(
fi − ∂p0
∂xi
− (K−1sδ)i
)
, (2.24)
and the boundary corrector to the pressure
Pεδ(x) = p0(x) + ε
d∑
i=1
pii
(
x,
x
ε
)(
fi − ∂p0
∂xi
− (K−1sδ)i
)
. (2.25)
Using the Darcy relations (2.17) and taking the y average we obtain
〈Vεδ〉
Y x
= ξ − sδ , 〈Pεδ〉
Y x
= p0.
Thus, using the properties of sδ, ζε, for x ∈ ∂Ω we have Vεδ = 〈Vεδ〉
Y x
= 0 and
Pεδ = 〈Pεδ〉
Y x
= p0. Thus, we have a velocity boundary corrector that has vanishing
trace. We must show that the boundary correctors are sufficiently close to the fine-
scale velocity and pressure. The boundary correctors are close to the first order
correctors by construction as they only differ, in a smooth enough manner, on a small
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domain near the boundary. A simple triangle inequality argument will complete the
proof of our main result.
We will use these quantities and estimates extensively throughout the proof of
our main result. It will be useful for us then to introduce the notation that
Aδi (x) =
(
fi − ∂p0
∂xi
− (K−1sδ)i
)
, (2.26)
and then we summarize a few key estimates. We have from (2.22) that for 0 < l ≤ 3
∥∥DlAδ∥∥
Lq(Fε) ≤ Cδ
1/q−l, (2.27)
where, q ∈ [1,∞] if d = 2 and q = 2 for d = 3. In addition, using (2.23) and the fact
that |supp(ζε)| = O(ε), we have the estimate for derivatives of the cut-off function in
Lq(Fε) given by
∥∥Dlζε∥∥
Lq(Fε) ≤ C|supp(ζ
ε)|1/q ∥∥Dlζε∥∥
L∞(Fε) ≤ Cε
1/q−l. (2.28)
b. Proof of Theorem II.1
Now that we have constructed our boundary correctors we will show that, for a good
choice in δ, the boundary correctors are close to the fine-scale velocity and pressure
(vε, pε) in the slowly varying domain Fε. As noted prior we proceed in the same way
as [24], but here we must adapt parts of the proof to account for the new β term.
First, we have the following lemma for the divergence of the boundary corrector to
the velocity.
Lemma II.3. Let (Vεδ,Pεδ) be given by (2.24),(2.25). Then, for q ∈ [1,∞] if d = 2
and q = 2 for d = 3, we have the estimate
∥∥div (Vεδ)∥∥
Lq(Fε) ≤ Cδ
−1 (ε1/q + εδ1/q−1) . (2.29)
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Proof. Taking the divergence of the corrector (2.24) using the two-scale diver-
gence div (·)→ divx (·) + 1εdivy (·) and noting that divy (w) = 0 we obtain
div
(Vεδ) = d∑
i,j
(
∂wij
∂xj
Aδi + w
i
j
∂Aδi
∂xj
)
+
d∑
i,j=1
∂βij
∂yj
(1− ζε)Aδi +
d∑
i,j=1
divy
(
γij
)
(1− ζε)∂A
δ
i
∂xj
+ ε
(
d∑
i=1
divx
(
βi(1− ζε)Aδi
)
+
d∑
i,j=1
divx
(
γij(1− ζε)∂A
δ
i
∂xj
))
,
here Aδi is given by 2.26. From the relations (2.17) and the divergence free nature of
sδ we see that
0 =
d∑
i,j=1
∂
∂xj
(
Kij
(
fi − ∂p0
∂xi
− (K−1sδ)i
))
=
d∑
i,j=1
∂
∂xj
(
KijA
δ
i
)
=
d∑
i,j=1
(
∂Kij
∂xj
Aδi +Kij
∂Aδi
∂xj
)
. (2.30)
Using the higher order cell equations in (2.18a),(2.19a) to relate derivatives of β, γ to
w and its derivative, then multiplying (2.30) by |Y xF |−1 and using this to simplify we
obtain
div
(Vεδ) = d∑
i,j=1
(
∂wij
∂xj
− |Y xF |−1
∂Kij
∂xj
)
Aδi ζ
ε +
d∑
i,j=1
(
wij − |Y xF |−1Kij
) ∂Aδi
∂xj
ζε
+ ε
(
d∑
i=1
divx
(
βi(1− ζε)Aδi
)
+
d∑
i,j=1
divx
(
γij(1− ζε)∂A
δ
i
∂xj
))
.
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We write div
(Vεδ) = O1+εO2+εO3 splitting the x−divergence of the terms involving
γ, β into two pieces εO2 and εO3. We write O1 as
O1 =
d∑
i,j=1
(
∂wij
∂xj
− |Y xF |−1
∂Kij
∂xj
)
Aδi ζ
ε
+
d∑
i,j=1
(
wij − |Y xF |−1Kij
) ∂Aδi
∂xj
ζε. (2.31)
For the next group of terms
εO2 = ε
d∑
i,j=1
(
∂βij
∂xj
(1− ζε)Aδi − βij∇xζεAδi + βij(1− ζε)
∂Aδi
∂xj
)
, (2.32)
and the last term
εO3 = ε
d∑
i,j=1
((
divx
(
γij
)
(1− ζε)− γij∇xζε
) ∂Aδi
∂xj
)
+ ε
d∑
i,j=1
γij(1− ζε)∇x∂A
δ
i
∂xj
. (2.33)
Now we wish to compute the Lq norm of the divergence of the velocity corrector
∥∥div (Vεδ)∥∥
Lq(Fε) = ‖O1 + εO2 + εO3‖Lq(Fε) .
Using (2.27),(2.28) and estimates of w,K and their derivatives
‖O1‖Lq(Fε) ≤ C
(
ε1/qδ1/q−1 + ε1/qδ1/q
)
.
Noting that |supp(1− ζε)| = O(1) independent of ε. Again, using (2.27-2.28) and the
estimates for β, γ, and its derivatives, we have in a similar fashion
‖εO2‖Lq(Fε) ≤ C
(
εδ1/q + ε1/qδ1/q + εδ1/q−1
)
,
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and
‖εO3‖Lq(Fε) ≤ C
(
εδ1/q−1 + ε1/qδ1/q−1 + εδ1/q−2
)
.
We combine these estimates and obtain
∥∥div (Vεδ)∥∥
Lq(Fε) ≤ C
(
εδ1/q−2 + ε1/qδ1/q−1
)
.
Q.E.D.
Remark Note that the main elements of slowly varying geometry comes into play
with the x-dependent permeability K. Thus, the need for relation (2.30) and the
x-dependent w necessitates the estimate (2.32) involving β.
For the following estimates we will need the well known Poincare Inequality, cf.
[9, 33], for perforated domains.
Lemma II.4. Let Fε be a perforated domain with period size ε and φ ∈ H10 (Fε) then
we have
‖φ‖L2(Fε) ≤ εC ‖∇φ‖L2(Fε) . (2.34)
Proof. See [9, 33].
Q.E.D.
We now wish to estimate the H−1(Fε) norm of the residual function
Ψε = ∆Vεδ − ε−2∇Pεδ + ε−2f,
and summarize the result in the next lemma. In the proof of this lemma we do
not use the two-scale derivatives, so the scaling of the quantities must be carefully
scrutinized. It is important to also note that for d = 3, we construct sδ in the Lemma
II.2 for the case of q = 2 only. However, the following results hold for both d = 2, 3
as we are concerned with q = 2 for our main result Theorem II.1.
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Lemma II.5. Let (Vεδ,Pεδ) be given by (2.24),(2.25). We have the estimate
‖Ψε‖H−1(Fε) ≤ C
(
ε−1δ1/2 + δ−1/2 + εδ−3/2
)
. (2.35)
Proof. For any function φ ∈ H10 (Fε) we have
〈Ψε|φ〉 =
∫
Fε
(
∆Vεδ − ε−2∇Pεδ + ε−2f)φ. (2.36)
Integrating the Laplacian term by parts we have∫
Fε
∆Vεδφ =
d∑
i=1
∫
Fε
∆
(
wiAδi
)
φ
− ε
d∑
i,j=1
∫
Fε
∇
(
γij(1− ζε)∂A
δ
i
∂xj
)
∇φ
− ε
d∑
i=1
∫
Fε
∇ (βi(1− ζε)Aδi )∇φ.
Rearranging the terms and using the integrated Laplacian above we may write the
inner product as
〈Ψε|φ〉 =
d∑
i=1
∫
Fε
(
∆wi − ε−1∇pii)Aδiφ− ε−2 ∫
Fε
(∇p0 − f)φ
+
∫
Fε
Ψε2φ−
∫
Fε
∇Ψε3∇φ−
∫
Fε
∇Ψε4∇φ,
where
Ψε2 =
d∑
i=1
((
2∇wi − ε−1pii)∇Aδi + wi∆Aδi ) ,
and
Ψε3 = ε
d∑
i,j=1
γij(1− ζε)∂A
δ
i
∂xj
,
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and the term due to slowly varying geometry
Ψε4 = ε
d∑
i=1
βi(1− ζε)Aδi .
Since the derivatives are not two-scale derivatives we note that after taking a deriva-
tive of an oscillatory function we get a negative exponential power of ε−1. Thus,
we have (∆wi − ε−1∇pii) = O(ε−2) and so using (2.27) and (2.34), and the Cauchy-
Schwarz inequality,∣∣∣∣∣
d∑
i=1
∫
Fε
(
∆wi − ε−1∇pii)Aδiφ− ε−2 ∫
Fε
(∇p0 − f)φ
∣∣∣∣∣
≤ C
∣∣∣∣∣
∫
Fε
(−ε−2(f −∇p0 − (K−1sδ))φ− ε−2(∇p0 − f)φ)
∣∣∣∣∣
≤ Cε−1δ1/2 ‖∇φ‖L2(Fε) .
Now for the second term, using the fact that (2∇wi − ε−1pii) = O(ε−1) and again
equations (2.27) and (2.34) we obtain∣∣∣∣∣
∫
Fε
Ψε2φ
∣∣∣∣∣ ≤
d∑
i=1
∣∣∣∣∣
∫
Fε
((
2∇wi − ε−1pii)∇Aδiφ+ wi∆Aδiφ)
∣∣∣∣∣
≤ Cδ−1/2 (1 + εδ−1) ‖∇φ‖L2(Fε) .
For the next two terms we have the ζε terms and will need the estimates (2.27),(2.28)
and noting ∇γ = O(ε−1) we have∣∣∣∣∣
∫
Fε
∇Ψε3∇φ
∣∣∣∣∣ ≤ ε
d∑
i,j=1
∣∣∣∣∣
∫
Fε
∇
(
γij(1− ζε)∂A
δ
i
∂xj
)
∇φ
∣∣∣∣∣
≤ C (δ−1/2 + ε1/2δ−1/2 + εδ−3/2) ‖∇φ‖L2(Fε) .
We have the new term Ψε4 involving β and its derivatives that results from slowly
varying geometry. Note that here too we have ∇β = O(ε−1) again estimating in a
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similar way as the previous term using (2.27),(2.28) we compute∣∣∣∣∣
∫
Fε
∇Ψε4∇φ
∣∣∣∣∣ ≤ ε
d∑
i=1
∣∣∣∣∣
∫
Fε
∇ (βi(1− ζε)Aδi )∇φ
∣∣∣∣∣
≤ C (δ1/2 + ε1/2δ1/2 + εδ−1/2) ‖∇φ‖L2(Fε) . (2.37)
Using the fact that ε−1 is sufficiently large so that δ1/2 < Cε−1δ1/2, ε1/2δ1/2 <
Cε−1δ1/2, and εδ−1/2 < Cδ−1/2 we are able to bound the estimate (2.37) with the
other terms in the inner product. Combining all these estimates together we obtain
the result∣∣∣〈Ψε|φ〉∣∣∣ ≤ ∣∣∣∣∣
∫
Fε
−ε−2(f −∇p0 −K−1sδ)φ+ ε−2(f −∇p0)φ
∣∣∣∣∣
+
∣∣∣∣∣
∫
Fε
Ψε2φ
∣∣∣∣∣+
∣∣∣∣∣
∫
Fε
∇Ψε3∇φ
∣∣∣∣∣+
∣∣∣∣∣
∫
Fε
∇Ψε4∇φ
∣∣∣∣∣
≤ C (ε−1δ1/2 + δ−1/2 + εδ−3/2) ‖∇φ‖L2(Fε) .
Taking the supremum over all φ ∈ H10 (Fε) we obtain our norm estimate.
Q.E.D.
We are almost in a position to prove our main result. We denote the differences
as zε = vε/ε
2 − Vεδ and Ξε = pε − Pεδ. The differences satisfy the Stokes equation
with scaled ε2 residual
−ε2∆zε +∇Ξε = ε2Ψε.
After extending zε by zero into the solid domain Sε, and using the pressure extension
methods by Tartar [35] we have the following lemma.
Lemma II.6. There exists a pressure extension of Ξε to Ξ˜ε ∈ L20(Ω) such that∥∥∥Ξ˜ε∥∥∥
L20(Ω)
≤ Cε
(
‖Ψε‖H−1(Fε) + ‖∇zε‖L2(Fε)
)
. (2.38)
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Proof. See [20].
Q.E.D.
Corollary II.7. We recall the following estimates
‖∇zε‖L2(Fε) ≤ C
(
‖Ψε‖H−1(Fε) + ε−1
∥∥div (Vεδ)∥∥
L2(Fε)
)
, (2.39)
‖zε‖H(Ω,div) ≤ C
(
ε ‖Ψε‖H−1(Fε) +
∥∥div (Vεδ)∥∥
L2(Fε)
)
. (2.40)
We now have all the auxiliary results needed to state and prove a theorem con-
cerning the closeness of the boundary correctors to (vε, pε).
Theorem II.8. Let (vε, pε) be solutions to (2.2) in the slowly varying domain Fε. Let
Vεδ be given by (2.24) and the macroscopic pressure p0 as in (2.17). Then,
∥∥vε/ε2 − Vεδ∥∥H(Ω,div) ≤ Cε1/6, (2.41)
||pε − p0||L20(Ω) ≤ Cε1/6. (2.42)
Proof. Once we insert (2.29) and (2.35) into (2.40) we obtain the result
∥∥vε/ε2 − Vεδ∥∥H(Ω,div) ≤ C (ε ‖Ψε‖H−1(Fε) + ∥∥div (Vεδ)∥∥L2(Fε))
= C
(
δ1/2 + εδ−1/2 + ε2δ−3/2 + δ−1ε1/2 + εδ−3/2
)
.
Choosing δ >> ε and so δ = εα implies
∥∥vε/ε2 − Vεδ∥∥H(Ω,div) ≤ C (εα/2 + ε1−3α/2 + ε1/2−α) .
Letting α = 1/3 we obtain our result. For the pressure estimate we plug (2.39) into
(2.38) and repeat the argument above. We obtain the desired estimate on the pressure
error.
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Q.E.D.
Proof of Theorem II.1. We now have all the ingredients needed to prove our
main result. Noting that the first order corrector v0 + εv1 and Vεδ are close, order
ε1/6 or better by construction, and combining this with the results in Theorem II.8
we have via a simple triangle inequality
∥∥vε/ε2 − (v0 + εv1)∥∥H(Ω,div)
≤ ∥∥vε/ε2 − Vεδ∥∥H(Ω,div) + ∥∥Vεδ − (v0 + εv1)∥∥H(Ω,div) ≤ Cε1/6. (2.43)
Again, for the pressure estimate we plug (2.39) into (2.38) and repeat the argument
above. We obtain the desired estimate on the pressure error.
Q.E.D.
C. Moving Averages Homogenization Scheme
In this section we present two numerical examples, that illustrate the convergence
results obtained in Theorem II.1. First, we discuss some aspects of implementing a
moving averages homogenization.
1. Numerical Implementation of a Moving Averages Homogenization
In periodic media, one has to compute a set of cell problem solutions at a single spatial
location. Using these solutions, the upscaled permeability tensor is computed that
is constant throughout the macroscopic domain Ω. Moreover, assuming the coarse
pressure p is sufficiently smooth, correctors based on the expansion (2.4) naturally
inherit the same regularity as the cell solutions.
The moving averages homogenization scheme generates a variable K(x). Its
values at any given x is computed by averaging the solution of the cell problem
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solution (2.14). In practice, one cannot compute K(x) everywhere for all x ∈ Ω and
there is no need for such expensive computations. Depending on the discretization of
(2.17) the values of K(x) are needed at specific integration points.
In order to have a consistent interpolation scheme for K(x) which also generates
an approximation to downscaled quantities, we consider a generic conforming grid
TH over Ω and a conforming finite element discretization with nodal basis functions
{θi}Ni=1 of polynomial order α. Denote the corresponding nodes by xi, e.g., θi(xi) = 1
and zero for any other node. Now, one can compute K(xi) and use the FEM space
to interpolate it elsewhere, e.g., K(x) ≈∑Ni=1 K(xi)θi(x).
One can also construct downscaled quantities. Take, for example v0 defined in
(2.13). First, fix xj, compute w
i(xj, y), and extend it periodically into all neighboring
cells. Then, construct the approximation vˆ0 as follows:
vˆ0 =
N∑
j=1
θj(x)
(
d∑
i=1
wi(xj, y)
(
fi − ∂p0
∂xi
))
. (2.44)
Observe that {θi}Ni=1 is a partition of unity. One can in fact use any other suitable
partition of unity over TH , leading to different downscaling projections.
In this work we use the simplest possible choice for TH and {θ}Ni=1. Given a
regular partition of Ω into cells {εY i}Ni=1 with Y i = Y iF ∪ Y iS (see equation (2.1)), TH
is the staggered grid, e.g., its vertices are the centers of εY i. In 2D this means a
rectangular grid with vertices at (ε(0.5 + i), ε(0.5 + j)), i, j = 1, . . . , 1/ε. We use the
standard bilinear finite element basis functions as {θi}Ni=1.
2. A Synthetic Geometry
Here, we consider a periodic array of elliptical inclusions with slowly varying major
and minor axis lengths. The inclusions populate a unit-sized macroscopic domain
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Fig. 1. A series of slowly changing elliptical inclusions.
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(c) Coarse pressure
Fig. 2. Upscaled permeability tensor (a, b) and coarse pressure (c) (ε = 1/8).
Ω = [0, 1]2. The centers of the inclusions are regularly spaced in both directions with
step 1/ε. Both axes of each inclusion are aligned with the coordinate directions. The
major and minor axis lengths vary as follows: the x-axis has radius 0.3 + y/10 and
the y-axis has radius 0.2 + x/10, where x and y are the coordinates of the inclusions’
center (Figure 1). We observe the upscaled permeabilities K11 and K22 and coarse
scale pressure in Figure 2.
We solve the Stokes equations (2.2) on a sequence of domains with ε−1 =
4, 8, 16, 32, 64. The fine-scale solutions are obtained using the P2/P1 Taylor-Hood
triangular finite element, cf. e.g., [5]. The macroscopic problems are solved using
standard quadratic triangular finite elements. For all cases, the following fine-scale
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Fig. 3. Fine-scale pressure obtained via DNS (a), downscaled pressure (b) and error
(c) (ε = 1/8).
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.88
1.75
2.63
3.5
4.38
5.26
6.13
7.01
7.89
8.76
x1E-4
(a) Fine-scale velocity
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.1
0.21
0.31
0.42
0.52
0.63
0.73
0.84
0.94
1.05
x1E-3
(b) Downscaled velocity
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.61
0.81
1.01
1.21
1.41
1.61
1.82
2.02
x1E-4
(c) Error
Fig. 4. Fine-scale velocity (magnitude) obtained via DNS (a), downscaled velocity (b)
and error (c) (ε = 1/8).
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boundary value problem is considered: at x = 0, the pressure is set to p = 1 − 0.6y
and at x = 1 it is p = 0.2(1 + y). At the top (y = 1) and bottom (y = 0) of the
macroscopic domains we apply symmetry boundary conditions, e.g., v2 = 0. Natu-
rally, at the interface of each inclusion, no slip boundary conditions are applied. In
all cases, the fluid viscosity is set to µ = 1. Typical fine-scale velocity and pressure
profiles for ε = 8−1 are shown in Figures 3 and 4, respectively. We observe that there
is very little qualitative difference between the DNS and downscaled approximations.
The error is primarily concentrated at the x = 0 boundary.
Simultaneously we have homogenized each of the above problems. The homoge-
nization is performed at the centers of each cell (ε(0.5+i), ε(0.5+j)), i, j = 1, . . . , 1/ε,
and the permeability computed and interpolated bilinearly in between.The interpo-
lated K(x) field and the computed coarse pressure for the case of ε = 1/8 are shown
in Figure 2. We observe a varying permeability field. The slowly varying geometry
has a noticeable effect on the macroscopic pressure distribution.
The downscaling is performed at the center of each cell. This defines pointwise
values for velocity and pressure at each center (ε(0.5+ i), ε(0.5+ j)), i, j = 1, . . . , 1/ε.
Values at intermediate locations are then constructed by interpolating neighboring
solutions via a partition of unity. The resulting downscaled fields are compared
against a direct numerical simulation over the entire fine-scale domain. The results
are reported in Table I. We observe better than theoretical convergence rates.
3. A Geometry Driven by Fluid-Structure Interaction
In this example we homogenize the Stokes equation over a fine-scale domain, as-
sociated with a Fluid-Structure Interaction problem. Fluid-Structure problems are
examples of a process that can generate slowly changing geometries. We briefly de-
scribe this first.
34
Table I. Relative error in downscaled fields for elliptical obstacle geometry. All norms
are computed over the fine-scale fluid domain Fε.
ε−1 Velocity Pressure
L2 H1 L∞ L2 H1
4 1.66ε−1 2.34ε−1 0.27 1.14ε−2 2.96ε−1
8 1.22ε−1 1.66ε−1 0.23 3.68ε−3 2.06ε−1
16 8.79ε−2 1.27ε−1 0.20 1.17ε−3 1.39ε−1
32 6.26ε−2 8.44ε−2 0.18 3.88ε−4 1.08ε−1
64 4.45ε−2 6.13ε−2 0.16 1.54ε−4 9.16ε−2
a. Static Fluid-Structure Interaction
In an FSI problem, one has two domains, a fluid Fε and a solid Sε. The solid is
assumed deformable, and we assume linearized elasticity. The fluid is a Newtonian
one, subject to the Stokes approximation. The solid deforms due to stresses at the
interface Γε with the fluid. We consider the stationary FSI problem, e.g., the fluid
velocity has reached a stationary regime, while the solid deformation is steady state.
In such a regime, the fluid is described by the Stokes equation (2.2) with no slip
conditions on Γε. The solid on the other hand is described on the reference domain
S#ε , which we assume periodic. The deformation has the form (2.11). In this set-up
the appropriate stress measure in the solid is the Piola-Kirchoff stress. It is denoted
by S and is assumed a known function of the linearized strain e(uε). With this the
FSI problem is compactly written as follows: Find the interface Γε, fluid velocity and
pressure vε, pε, and the solid displacement uε, such that
Γε =
{
p+ uε(p)| ∀ p ∈ Γ#ε
}
, (2.45)
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the Stokes equation (2.2), which we restate for clarity and assume general viscosity
µ, is satisfied in the a-priori unknown domain Fε, that is
−µ∆vε +∇pε = f, ∇·vε = 0 in Fε, (2.46)
the balance of linear momentum in the solid holds
−∇·S (e (uε)) = f0 in S#ε , (2.47)
here S(e(uε)) is the Piola-Kirkoff tensor. In our case, this will be the linear elastic
tensor. Finally, the continuity of traction across the interface also holds
det(∇uε + I) (pεI − 2µD (vε)) (∇uε + I)−T n0 = S (e (uε))n0 on Γ#ε , (2.48)
where I is the identity matrix and n0 is the unit normal on Γ
#
ε . In the last equation,
D(vε) =
1
2
(∇vε(x) +∇vε(x)T ). The left hand side is the fluid stress mapped back to
the reference configuration and the right hand side is the solid stress. Note that this
coupling condition makes the FSI problems nonlinear, regardless of the constitutive
law employed for the solid.
b. Implementation of Method on FSI Geometry
To generate a series of fine-scale fluid geometries, we mimic a fractured porous medium
geometry. We consider a reference solid domain S#ε consisting of square obstacles of
dimension 0.95ε. In the reference domain these obstacles are periodically arranged
and each is supported rigidly at its center. The fluid occupies the remaining pore-
space, e.g., F#ε = [0, 1]2 \ S#ε . This pore-space is a set of horizontal and vertical
fractures of aperture 0.5. We assume linear isotropic solid with Young’s modulus
E = 4 and Poisson ration ν = 0.3. The fluid has viscosity µ = 0.1. The flow is driven
by a pressure p = 1 − 0.8y specified at x = 0 and p = 0.2(1 + y) at x = 1. We also
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Fig. 5. A series of fine-scale domains obtained by solving a Fluid-Structure Interaction
problem. Colored in red is the deformed pore space Fε.
apply symmetric boundary conditions at y = 0 and y = 1.
This set-up leads to a significant deformation of the pore-space as shown in
Figure 5. To solve the FSI problem numerically, we use a simple iterative procedure
described in [19, 30]. Observe that the deformed shape of each solid inclusion is
no longer a square. In fact all symmetry is lost and each inclusion differs from
its neighbors. Compared to the reference geometry, the pore-space is significantly
changed. Along the length of each channel, the aperture changes by up to two times
from left to right.
Once the FSI problem is solved, we extract the fluid domain and perform the same
type of calculations as in the previous elliptical geometry example. Typical fine-scale
pressures and velocity fields (the 8×8 case) are shown in Figures 6 and 7, respectively.
The error between the fine-scaled and downscaled quantities is reported in Table II.
The same general observations regarding the convergence of the downscaled solutions
can be made as in the previous example. The error in pressure has a more complicated
structure than the elliptical obstacles, but the downscaled velocity remains close to
the fine-scale velocity field.
37
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0.2
0.28
0.36
0.44
0.52
0.6
0.68
0.76
0.84
0.92
1
(a) Fine-scale pressure
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0.19
0.28
0.36
0.44
0.52
0.6
0.68
0.76
0.84
0.92
1
(b) Downscaled pressure
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
-1.48
-0.95
-0.42
0.1
0.63
1.15
1.68
2.2
2.73
3.25
3.78
x1E-2
(c) Error
Fig. 6. Fine-scale pressure obtained via DNS (a), downscaled pressure (b) and error
(c) (ε = 1/8).
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Fig. 7. Fine-scale velocity (magnitude) obtained via DNS (a), downscaled velocity (b)
and error (c) (ε = 1/8).
Table II. Relative error in downscaled fields for fluid-structure interaction geometry.
All norms are computed over the fine-scale fluid domain Fε.
ε−1 Velocity Pressure
L2 H1 L∞ L2 H1
4 0.554 0.5904 0.749 3.61ε−2 0.887
8 0.195 0.2509 0.516 1.89ε−2 0.267
16 0.106 0.1634 0.359 5.07ε−3 0.199
38
CHAPTER III
NONLINEAR HOMOGENIZATION OF FLUID-STRUCTURE INTERACTION
In the previous chapter, we discussed homogenization of Stokes flow in domains that
are slowly varying. We are given a domain that was initially periodic, then through
some a-priori known physical process the domain becomes slowly varying. The exam-
ple of prime importance being that of Fluid-Structure Interaction. This is essentially
a decoupled homogenization process. For example, in [32], the fluid and mechan-
ics solves are computed iteratively which leads to an effective decoupled multiscale
algorithm. We will now consider a fully coupled homogenization procedure.
In this chapter, we consider the coupling of Stokes fluid flow ([36]) with that of
linear elastic mechanics ([17]) of a connected solid structure pore network with initially
periodic microstructure. We may consider more complicated consitutive relations for
the solid material, but we restrict our attention to linear elasticity for simplicity. The
difficulties in modeling such interaction is two fold. First the complicated microstruc-
ture of the fluid-solid material makes exact resolution of all phenomena not possible
and often undesirable. An ”upscaled” or averaged description is more feasible and
desirable. Second, classically the governing equations for each respective domain are
presented in different coordinate systems.
The fluid flow equations are presented in the Eulerian description or current con-
figuration. This is natural for fast flowing materials as one wants to know the fluid
velocity at a certain point in space and time. On the other hand solid mechanics is
presented in the fixed frame Lagrange description. In the theory of solid mechanics
the solid domain has some reference configuration and we wish to model the deforma-
tion from that initial reference configuration to some deformed configuration. When
coupling these two processes this coordinate difference presents a challenge both in
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numerical solution of the FSI problem and properly homogenizing and upscaling the
physics in a complicated microstructure.
It is advantageous to have both equations in the fixed reference frame for our
application. This formulation is the so called Arbitrary Lagrangian-Eulerian (ALE)
framework. ([15]). Once we represent the governing equations in the reference con-
figuration by this approach, both the fluid flow and solid mechanics are in the same
periodic reference domain. This periodicity will allow us justify formal asymptotic
expansions, as in [33], to derive local cell problems and global upscaled macroscopic
equations for the deformable porous media.
The Chapter is organized as follows. First, we present the necessary background
where we develop the fine-scale FSI model cf. [32]. Then, we recall the periodic
homogenization of the linear infinitesimal pore-scale Biot model as in [8]. We then
homogenize the nonlinear fine-scale FSI model via. the use of the ALE formulation.
From here nonlinear Biot equations are derived. Finally, we present simplifications
of the nonlinear model and a related numerical example.
A. Background
In this section, we provide the background needed to develop a homogenized model of
FSI. We first present the background material of the fine-scale FSI model. We present
the fluid equations in the moving Eulerian frame and then, the solid mechanics equa-
tions in fixed Lagrangian frame. The models are coupled at the fluid-solid interface.
The interface velocities interface must be continuous. Similarly, the traction at the
interface must be continuous.
We then recall homogenization of the linear problem. In the case of nontrivial
pore-scale deformation, the continuity of traction boundary condition is the primary
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source of the nonlineary. In the linear case, the equations are presented in a unified
fixed frame. The traction boundary condition becomes is linear. In this setting,
we apply two-scale asymptotic techniques. We derive fluid and solid auxiliary cell
problems that depend on geometry only. After averaging, we obtain the linear form
of the macroscale Biot equations.
1. Fine-Scale FSI Problem
We begin with some notation. We assume that there is an initial reference domain
Ω ⊂ Rd. Contained in the reference domain there is solid pore network with Sε with
characteristic pore size ε. The pores can exhibit complex geometries. Inside the pore-
space is the initial fluid domain Fε = Ω\Sε. We assume the fluid domain is connected
so that the flow will be nontrivial. The initial fluid solid interface Γε = Fε ∩ Sε. We
denote the coordinates of the initial reference configuration by x.
We assume that there is a smooth deformation of the medium. Indeed, we
let Xε(x, t) : Ω → Ω(t), be the deformation of the initial reference domain to the
deformed current domain at time t. The current interface at time t is given by
Γε(t) = {Xε(x, t)|x ∈ Γε},
and, similarly, the current fluid and solid domains are given by Fε (t) = Xε(Fε, t) and
Sε(t) = Xε(Sε, t). In general, Xε can arise from various coupled phenomena, however,
we focus our attention on mechanical based deformation. In the mechanics setting,
we may write the deformation as Xε(x, t) = x + u(x, t), where uε(x, t) is the solid
displacement. The displacement can be computed by solving an elasticity problem
with nonlinear interface to be described below. This deformation defines a coordinate
system in X for the Eulerian or current configuration.
We begin by presenting the incompressible Navier-Stokes equations. These equa-
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tions are naturally presented in the current or Eulerian configuration. Scaling of
physicical quantities will be very important for us here. We assume the microstruc-
ture is scaled in such a way that the full time derivative term, the nonlinear convective
term, is of order ε2 cf. [21]. The assumption is physically viable for creeping flow
in complex pore geometries. The fluid pore space is assumed to be occupied with a
Newtonian fluid with viscosity µ. Such a fluid satisfies the equation of motion
divX(T˜
f
ε ) = ε
2dv˜ε
dt
+ f˜ in Fε(t), (3.1)
where the Cauchy fluid stress tensor given by
T˜ fε = −p˜ε(X, t)I + µ
(∇X v˜ε(X, t) +∇X v˜ε(X, t)T ) . (3.2)
Here (v˜ε, p˜ε) , are fluid velocity and pore pressure. We use the notation that˜denotes
quantities presented in the current Eulerian frame. Expanding the time derivative
yields the more familiar nonlinear convective term. The conservation of linear mo-
mentum and conservation of mass are given by
−∇X p˜ε + µ∆X v˜ε = ε2 (∂tv˜ε + v˜ε · ∇X v˜ε) + f˜ in Fε(t), (3.3a)
divX(v˜ε) = 0 in Fε(t). (3.3b)
Note here that we use a different sign convention for the Stokes equations in this chap-
ter. Due to the conservation fo mass, or incompressibility condition, the divergence
of the transposed velocity gradient vanishes as divX(∇X v˜Tε ) = ∇X(divX(v˜ε)) = 0.
On the interface we suppose the boundary condition
v˜fε = ε
2v˜sε on Γε(t). (3.4)
This condition states that the velocity of the fluid v˜fε and velocity of the scaled solid
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velocity ε2v˜sε should be equal on the interface.
For our investigation, we assume that the solid material has a linear elastic con-
stitutive law. This may be relaxed to more general materials with more complicated
constitutive laws however linear elastic allows for a clearer presentation. These equa-
tions are presented in the initial fixed Lagrangian configuration Ω with coordinates
x. The solid skeleton satisfies equations of quasi-static equilibrium
−divx (Ce(uε)) = b in Sε, (3.5)
where e(u) =
1
2
(∇uε +∇uTε ) is the symmetric strain tensor and C is the symmetric
four-tensor associated with linear elasticity. We require that the normal components
of the fluid stress tensor and solid stress tensor be equal on the initial interface Γε.
However, the Cauchy fluid stress tensor T˜ f is presented in the Eulerian configura-
tion, and the Piola-Kirchhoff solid stress tensor Ce(uε) is presented in the initial La-
grangian configuration. We may represent the Cauchy stress tensor in the Lagrangian
configuration via the Piola transformation. The interface condition becomes
Ce(uε)n0 = T
f
ε Gεn0 on Γε. (3.6)
Here Gε = det (I +∇xuε) (I +∇xuε)−T is the Piola transformation and n0 is the unit
normal on the interface Γε. Let the deformation gradient and Jacobian be denoted
Fε = I + ∇xuε, and Jε = det (I +∇xuε), respectively. By a simple application of
the chain rule we see that ∇X v˜ε = ∇xvεF−1ε and hence the Cauchy fluid stress in the
reference configuration can be expressed as T fε = −pεI +µ
(∇xvεF−1ε + (∇xvεF−1ε )T )
We summarize the model here. Putting this formulation all together we can
write the full time dependent FSI problem in the two coordinate systems. The fully
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coupled fine-scale FSI problem can be written as
−∇X p˜ε + µ∆X v˜ε = ε2(∂tv˜ε + v˜ε · ∇X v˜ε) + f˜ in F(t), (3.7a)
divX(v˜ε) = 0 in F(t), (3.7b)
v˜fε = ε
2v˜sε on Γ(t), (3.7c)
−divx(Ce(uε)) = b in Sε, (3.7d)
Ce(uε)n0 = T
f
ε Gεn0 on Γε. (3.7e)
The equations are coupled at the current interface Γε(t) by continuity of velocities
(3.7c) and at the reference interface Γε by continuity of normal stress (3.7e).
Remark When we wish to represent a quantity φ˜(X, t) in the Eulerian or current
configuration in the reference configuration we write
φ(x, t) = φ˜(X(x, t), t).
The tilde above a quantity will always denote quantities in the current deformed
configuration. Throughout the main portion of this work we will work mainly in the
Lagrangian or reference configuration. We use the simpler notation without the tilde
in this configuration. Note that this is different than the notation used in Chapter II,
where we used the superscript # to denote the periodic fixed frame and no superscript
to denote the deformed frame. We will continue to use this notation throughout the
rest of the document.
2. Linear Biot Model
The classical model of soil consolidation and geomechanics is given by the Biot model
first proposed in [4]. Later, by utilizing mathematical homogenization techniques
in [8], the authors were able to derive the Biot equations. This is accomplished by
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assuming the microstructure undergoes infinitesimal deformation only. We briefly
recall these ideas here, so that we may relate our work with that of the classical Biot
model.
In the infinitesimal pore scale deformation setting, the fine-scale equations (3.7)
simplify. Note, locally, the domains remains fixed. Thus, the interface condition
(3.7e) becomes linear. More precisely, the condition simplifies to
Ce(uε)n0 = T
f
ε n0, (3.8)
where T fε is of the form (3.2). In this setting, we will not longer need to differentiate
between frames, so we will drop the˜notation.
We assume a bit more structure of our media. We assume solid and fluid domains
are decomposed into a set of unit cells ε {Y iS}Ni=1 and ε {Y iF}Ni=1, respectively and ε
is the characteristic pore size. Assume further, that the media is periodic. In this
case, each cell will be a translation of a single unit cell. That is, Y iS = YS + ki and
Y iF = YS+ki are unit-sized domains, for ki ∈ Zd corresponding to i = 1, . . . , N . With
this notation we may decompose the solid and fluid domains as
Sε =
 ⋃
ki∈Zd
ε (YS + ki)
 ∩ Ω, Fε =
 ⋃
ki∈Zd
ε (YF + ki)
 ∩ Ω. (3.9)
We denote the unit cell by Y = YS ∪ YF and denote by YΓ = Y¯S ∪ Y¯F the fluid-solid
interface on the unit cell.
We apply the method of asymptotic two-scale expansions ([8, 33]) to the fine-scale
equations under the infinitesimal pore scale deformation assumption. We assume the
following ansatz for the expansion of our physical quantities. For the displacement
we suppose
uε(x, t) = u0(x, t) + εu1(x, y, t) + · · · . (3.10)
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For pressure and velocity we expand as
pε(x, t) = p0(x, t) + εp1(x, y, t) + · · · ,
vε(x, y, t) = ε
2v0(x, y, t) + ε
3v1(x, y, t) + · · · , (3.11)
where y = x/ε is the fast variable. The derivative of such two-scale functions trans-
form as ∇ → ∇x+ 1ε∇y. We apply the above expansions to the fine-scale model under
infinitesimal pore-scale deformation conditions, and collect terms in ε. We arrive at
the cell problem
−∇yp1 + µ∆yv0 = ∇xp0 + f in YF ,
divy(v0) = 0 in YF .
where v0 and p1 are y−periodic, we also require v0 = ∂tu0 on YΓ and 〈p1〉Y = 0. We
use linearity in the slow variable x and the fact that ∂tu0 depends on x to simplify
this cell problems further. We may write
v0 = w (∇xp0 + f) + ∂tu0, (3.12a)
p1 = pi (∇xp0 + f) , (3.12b)
where (wi, pii), i = 1, . . . , d, , are the solutions to the Stokes cell equations
−∇ypii + µ∆ywi = ei in YF , (3.13a)
divy(w
i) = 0 in YF , (3.13b)
with wi and pii being y−periodic, and 〈pii〉Y = 0, with the boundary condition wi = 0
on YΓ. Similarly, for the elasticity equations, we may write
u1 = −p0Q+ ex(u0)R, (3.14)
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where ey(·) = 12
(∇y(·) +∇y(·)T ) and (Q,R) are the solutions to the elasticity cell
equations
−divy (C(I + ey(R))) = 0 in YS , (3.15a)
C(I + ey(R))n0 = 0 on YΓ, (3.15b)
and
−divy (Cey(Q)) = 0 in YS , (3.16a)
Cey(Q)n0 = In0 on YΓ, (3.16b)
where R and Q, are y-periodic and vanish on the interface YΓ. The macroscopic Biot
equations may now be derived. Let 〈·〉Y be the y-average over the cell Y
〈·〉Y =
1
|Y |
∫
Y
·dy.
In addition, we let 〈·〉YS and 〈·〉YF be the restriction of the integrand to solid and fluid
cells respectively. We consider the next order ε of the incompressibility condition.
Taking the average, using (3.12a) and (3.14), and the velocity interface condition we
obtain we obtain
divx (〈v0〉Y ) + 〈divy (v1)〉Y = divx (〈v0〉Y ) +
1
|Y |
∫
YΓ
v1 · n0dy
= divx
(〈w〉Y (∇xp0 + f) + 〈∂tu0〉YS)+ 1|Y |
∫
YΓ
∂tu1 · n0dy
= divx (〈w〉Y (∇xp0 + f))
+ ∂tex(u0)
(
(1− φ)I + 1|Y |
∫
YΓ
R · n0dy
)
− ∂tp0 1|Y |
∫
YΓ
Q · n0dy,
where (1− φ) = |YS||Y | is the solid phase porosity. Applying the divergence theorem to
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the interface integrals terms, this time on the solid domain, we obtain
divx (〈w〉Y (∇xp0 + f))
+ ∂tex(u0)
(
(1− φ)I − 1|Y |
∫
YS
divy(R)dy
)
+ ∂tp0
1
|Y |
∫
YS
divy(Q)dy
= divx (K (∇xp0 + f)) + ((1− φ)I − A) ∂tex(u0) +B∂tp0 = 0 in Ω, (3.17)
where K = 〈w〉Y , A = 〈divy(R)〉YS , and B = 〈divy(Q)〉YS . Above is the linear Biot
fluid equation. Similarly for elasticity, we collect the next order in ε of the expansion
of the elasticity equations. Averaging over y, using the expansion for (3.14), and the
linearized interface condition, (3.8), we obtain
− divx
(〈Cex(u0) + Cey(u1)〉Y )− 〈divy(Cex(u1))〉Y
= −divx
(〈C(I + ey(R))〉Y ex(u0)− 〈Cey(Q)〉Y p0)
− 1|Y |
∫
YΓ
(−p1I + µ∇yv0 +∇yvT0 )n0dy.
Applying the divergence theorem, this time on the fluid part, and using the fluid cell
equations, we simplify the interface integral term
− divx
(〈C(I + ey(R))〉Y ex(u0)− 〈Cey(Q)〉Y p0)+ 1|Y |
∫
YF
(−∇yp1 + µ∆yv0)dy
= −divx
(〈C(I + ey(R))〉Y ex(u0)− 〈Cey(Q)〉Y p0)+ φ(∇xp0 + f)
= −divx (C∗ex(u0)− α∗p0) + φf = b in Ω, (3.18)
where φ =
|YF|
|Y | is the porosity, and C
∗ = 〈C(I + ey(R))〉Y and α∗ = 〈Cey(Q)〉Y + φ.
The above equation is the solid mechanics equation of the linear Biot equation.
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B. Homogenization of FSI in the ALE Formulation
Due to the differences in coordinate systems, applying two-scale asymptotic tech-
niques of [33, 34] to the nonlinear fine-scale equations (3.7) is challenging. Applying
the asymptotic techniques formally to (3.7) does not yield a coherent understanding
of the relationship between microscale and macroscale quantities. The domain’s peri-
odicity is also broken. We are able to successfully apply asymptotic techniques to the
linearized model via the infinitesimal pore-scale deformation assumption in Section
2. In the linear setting, these problems do not arise.
By utilizing the Arbitrary Lagrange-Eulerian formulation, we will obtain FSI
equations in a unified periodic domain. In the unified periodic domain, we apply
asymptotic techniques. From here we will derive auxiliary cell equations that relate
the macroscale information to the microscale. The cell equations are more complex
as they do not decouple from macroscale quantities. Then, we obtain homogenized
nonlinear macroscale equations analogous to the classical Biot equations (3.17) and
(3.18). However, the effective coefficients will depend nonlinearly on the macroscopic
variables.
1. FSI in the Arbitrary Lagrange-Eulerian Formulation
In this section we apply a coordinate transform to Navier-Stokes equations (3.7a) and
(3.7b), and represent the fluid equations in the so called Arbitrary Lagrange-Eulerian
(ALE) formulation. This unified coordinate formulation will allow us to apply two-
scale asymptotic expansion techniques, when we consider an initially periodic domain.
Using the Piola transform integral formulas cf. [17], we see that for the time-
independent part of (3.7a) and (3.7b) can written using the Cauchy stress tensor
notation. For an arbitrary Pε(t) ⊂ Fε(t), using the divergence theorem on (3.7a) and
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changing coordinates to the initial reference frame we have for∫
Pε(t)
(divX(T˜
f
ε )− f˜)dVX =
∫
∂Pε(t)
T˜ fε ndAX −
∫
Pε(t)
f˜dVX
=
∫
∂Pε
T fε Gεn0dAx −
∫
Pε
JεfdVx =
∫
Pε
(divx(T
f
ε Gε)− Jεf)dVx.
For the incompressibility equation (3.7b) we proceed similarly∫
Pε(t)
divX(v˜ε)dVX =
∫
∂Pε(t)
v˜ε · ndAX =
∫
∂Pε
vε · (Gεn0)dAx
=
∫
∂Pε
(GTε vε) · n0dAx =
∫
Pε
divx(G
T
ε vε)dV = 0.
For the convective term we use the identities as in [15], we obtain
∂tv˜ε = ∂tvε − (F−1ε ∂tXε∇xvε),
dv˜ε
dt
= ∂tvε + (F
−1
ε (vε − ∂tXε)∇xvε).
Integrating over Pε(t), and changing coordinates we obtain∫
Pε(t)
(
dv˜ε
dt
)
dVX =
∫
Pε
(
∂tvε + (F
−1
ε (vε − ∂tXε)∇xvε)
)
JεdVx.
The full time derivative term will play no explicit role in our analysis as it is scaled
as ε2, but we write it here for completeness. The velocity interface condition is
much more transparent in this frame as the condition v˜fε = ε
2v˜sε on Γε(t) becomes
vε = ε
2∂tuε on Γε in the Lagrangian coordinates. The ε
2 scaling is introduced on the
solid velocity to match the scaling of the fluid velocity. In addition, noting gradients
transform as ∇X v˜ε = ∇xvεF−1ε . We let Hε = F−1ε Gε, using this tensor notation we
see that
T fε Gε = −pεGε + µ(∇xvεHε + (∇xvεHε)T ).
Note that after taking the divergence of T fε Gε the transpose velocity term vanishes as
50
in the Eulerian frame. This, again, is due to the modified incompressibility condition.
Combining the above integral identities, we obtain the full FSI in the Lagrangian
reference formulation. We reformulate the coupled FSI problem (3.7) in the ALE as
−∇x(pεGε) + µdivx(∇xvεHε) =
(
ε2
∂vε
∂t
+ f
)
Jε in F, (3.19a)
divx(G
T
ε vε) = 0 in Fε, (3.19b)
vε = ε
2∂tuε on Γε, (3.19c)
−divx(Ce(uε)) = b in Sε, (3.19d)
Ce(uε)n0 = T
f
ε Gεn0 on Γε, (3.19e)
where we denote ∂vε
∂t
= (∂tvε + (F
−1
ε (vε − ∂tXε)∇xvε)) to be the convective time
derivative term in the reference configuration.
2. Auxiliary Cell Equations
We are now in a position to apply the two-scale asymptotic expansion to the FSI
equations in the ALE formulation (3.19). We suppose the fluid Fε and solid Sε
domains have periodic structure as in (3.9). We expand uε, pε, and vε as in (3.10) and
(3.11). Since the deformation gradient, Jacobian, and related tensors depend on∇xuε,
we write the two-scale expansions for these quantities. Note that the deformation
gradient expands as Fε = I+∇xuε = (I+∇xu0 +∇yu1)+ε(∇xu1). Thus, we expand
the deformation gradient and Jacobian as
Fε(x, y, t) = F0(x, y, t) + εF1(x, y, t),
Jε(x, y, t) = J0(x, y, t) + εJ1(x, y, t), (3.20)
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and similarly for the higher order tensors
Gε(x, y, t) = G0(x, y, t) + εG1(x, y, t),
Hε(x, y, t) = H0(x, y, t) + εH1(x, y, t). (3.21)
a. Stokes Cell Equations
We begin with the fluid equations. Applying the expansions (3.10-3.11), and (3.20-
3.21) into the conservation of momentum (3.19a) along with the two-scale expansion
for the differential operators we obtain
−
(
divx +
1
ε
divy
)
((p0 + εp1 · · ·) (G0 + εG1 + · · ·))
+ µ
(
divx +
1
ε
divy
)[((
∇x + 1
ε
∇y
)(
ε2v0 + ε
3v1 · · ·
))
× (H0 + εH1 + · · ·)
]
= f (J0 + εJ1 · · ·) +O(ε2),
and for the conservation of mass equation (3.19b)(
divx +
1
ε
divy
)((
GT0 + εG
T
1 + · · ·
)
(v0 + · · ·)
)
= 0. (3.22)
Note that here we suppress the time derivative and nonlinear convective terms as these
quantities are of order ε2. Collecting the ε0 terms from conservation of momentum
we have
−divx (p0G0)− divy(p0G1)− divy(p1G0)
+µdivy (∇yv0H0) = fJ0, (3.23)
and the ε1 terms from the conservation of mass equation
divy
(
GT0 v0
)
= 0. (3.24)
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We may simplify (3.23) by noting that Gε is divergence free via the identity∫
Pε
divx(Gε)dVx =
∫
∂Pε
Gε · n0dAx
=
∫
∂Pε(t)
I · ndAX =
∫
Pε(t)
divX(I)dVX = 0.
From here we see that the tensor Gε satisfies divx(Gε) = 0. Using the asymptotic
expansions (3.21) we obtain(
divx +
1
ε
divy
)
(G0 + εG1 + · · ·) = 0.
Gathering similar terms in ε terms we see that for ε−1
divy(G0) = 0,
and for ε0
divx(G0) + divy(G1) = 0.
Using these identities we deduce
−divx(p0G0)− divy(p0G1)− divy(p1G0)
= −G0∇xp0 −G0∇yp1.
Using the above identity we simplify (3.23) along with the incompressibility equation
(3.24), we write the cell problem for the modified Stokes equations as
−G0∇yp1 + µdivy(∇yv0H0) = G0∇xp0 + fJ0, in YF , (3.25a)
divy(G
T
0 v0) = 0 in YF , (3.25b)
where v0 and p1 are y−periodic, we also require v0 = ∂tu0 on YΓ and 〈p1〉Y = 0. We,
again, use linearity in the slow variable x and the x dependence of ∂tu0 to simplify
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this cell problems further. Indeed, we write
v0 = w1∇xp0 + w2f + ∂tu0, (3.26a)
p1 = pi1∇xp0 + pi2f, (3.26b)
where (wij, pi
i
j), i = 1, . . . , d, and j = 1, 2, are the solutions to the two sets of modified
Stokes cell equations
−G0∇ypii1 + µdivy
(∇ywi1H0) = G0ei in YF , (3.27a)
divy(G
T
0w
i
1) = 0 in YF , (3.27b)
and for the second cell
−G0∇ypii2 + µdivy
(∇ywi2H0) = J0ei in YF , (3.28a)
divy(G
T
0w
i
2) = 0 in YF , (3.28b)
with wij and pi
i
j being y−periodic, wij = 0 on YΓ and
〈
piij
〉
Y
= 0 for j = 1, 2.
b. Elasticity Cell Equation
We now apply the two-scale expansions to the elasticity equations (3.19d) and (3.19e).
This procedure is similar to the methods used in elliptic problems in perforated do-
mains c.f. [9] and references therein. Using (3.10),(3.11) and (3.20),(3.21) and the
two-scale differential operators, into (3.19d) we obtain
−
(
divx +
1
ε
divy
)(
C
(
ex +
1
ε
ey
)
(u0 + eu1 + · · ·)
)
= b. (3.29)
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For the interface stress tensor condition (3.19e) we have(
C
(
ex(·) + 1
ε
ey(·)
)
(u0 + eu1 + · · ·)
)
n0 =(
− (p0 + εp1 + · · · ) (G0 + εG1 + · · ·)
+µ
[(
∇x + 1
ε
∇y
)((
ε2v0 + · · ·
)
(H0 + · · ·)
)
+((
∇x + 1
ε
∇y
)((
ε2v0 + · · ·
)
(H0 + · · ·)
))T ])
n0.
Collecting ε−1 terms of the elasticity problem and the ε0 terms of the interface con-
dition we obtain the elasticity cell problem
−divy (C (ex(u0) + ey(u1))) = 0 in YS , (3.30a)
C (ex(u0) + ey(u1))n0 = −p0G0 (∇xu0,∇yu1)n0 on YΓ. (3.30b)
and we require u1 to be y−periodic. We emphasize the dependence on (∇xu0,∇yu1)
in the tensor G0 as this will be crucial in understanding the relationship of macroscale
and microscale variables.
Remark Note that the velocity terms on the interface condition are all of order ε.
Hence the fluid shear stress, from the fluid velocity gradients, plays no part in the
elasticity cell problem but will be important in higher order cell equations.
3. Homogenized Equations
In this section, we use the auxiliary cell problems to derive macroscale homogenized
equations. We begin with the homogenization of the fluid equations. Here we develop
a generalization of (3.17). Then, we turn our attention to the solid equations and
present the corresponding generalization of (3.18).
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a. Macroscopic Fluid Equation
We are now in a position to derive the macroscopic fluid equation. Returning to the
incompressibility equation (3.22) collecting the ε0 terms we obtain
divx(G
T
0 v0) + divy(G
T
0 v1) + divy(G
T
1 v0) = 0.
Then, after taking the average of the above equation we obtain
divx
(〈
GT0 v0
〉
Y
)
+
〈
divy(G
T
0 v1)
〉
Y
+
〈
divy(G
T
1 v0)
〉
Y
= 0.
Using the divergence theorem in the y variable and by y−periodicity we have an
integral over YΓ. From (3.19c) and the expansions (3.10-3.11) we have vi = ∂tui for
i = 0, 1, on YΓ. Thus, we obtain
divx
(〈
GT0 v0
〉
Y
)
+
1
|Y |
∫
YΓ
(GT0 v1)n0dy +
1
|Y |
∫
YΓ
(GT1 v0)n0dy
= divx
(〈
GT0 v0
〉
Y
)
+
1
|Y |
∫
YΓ
(GT0 ∂tu1)n0dy +
1
|Y |
∫
YΓ
(GT1 ∂tu0)n0dy.
Using the divergence theorem, this time over the solid cell domain YS , and noting the
minus sign from the change in normal vectors n0 → −n0, we obtain
divx
(〈
GT0 v0
〉
Y
)− 1|Y |
∫
YS
(
divy
(
GT0 ∂tu1
)
+ divy
(
GT1 ∂tu0
))
dy
= divx
(〈
GT0 v0
〉
Y
)− 1|Y |
∫
YS
(
divy
(
GT0 ∂tu1
)− divx (GT0 ) ∂tu0) dy
= divx
(〈
GT0 v0
〉
Y
)− 1|Y |
∫
YS
divy
(
GT0 ∂tu1
)
dy + divx
(
1
|Y |
∫
YS
GT0 dy
)
∂tu0.
(3.31)
Note here we used the identity divx
(
GT0
)
+ divy
(
GT1
)
= 0.
Note that the dependence of the tensor G0 = G0(∇xu0,∇yu1). The elasticity
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cell problem (3.30), depends on the macroscopic quantities (p0,∇xu0), hence u1 =
u1(p0,∇xu0). Thus, the other tensors, J0, F0, G0 and H0 also depend on (p0,∇xu0).
Returning to the fluid cell , we see that the cell velocity v0 depends on (p0,∇xu0)
nonlinearly and linearly on ∇xp0 and ∂tu0. With this view in mind we let
u1 = N(p0,∇xu0), (3.32)
here N satisfies (3.30), where we view (p0,∇xu0) as inputs into the equations cf. [12].
By applying a formal chain rule in time we have
∂N
∂t
=
(
∂N
∂∇xu0
)
∂t∇xu0 +
(
∂N
∂p0
)
∂tp0.
We formally define the effective quantities
A∗(p0,∇xu0) =
〈
divy
(
GT0
∂N
∂∇xu0
)〉
YS
, (3.33a)
B∗(p0,∇xu0) = −
〈
divy
(
GT0
∂N
∂p0
)〉
YS
, (3.33b)
K∗ (p0,∇xu0) =
〈
GT0w1
〉
Y
, J∗ (p0,∇xu0) =
〈
GT0w2
〉
Y
, (3.33c)
D∗(p0,∇xu0) =
〈
GT0
〉
YS
. (3.33d)
Applying this notation to (3.31) and using the expansion (3.26a), we obtain a gener-
alization of the Biot fluid equation (3.17)
divx (K
∗ (p0,∇xu0)∇xp0 + J∗ (p0,∇xu0) f +D∗ (p0,∇xu0) ∂tu0)
− A∗(p0,∇xu0)∂t∇xu0 +B∗(p0,∇xu0)∂tp0 + divx (D∗(p0,∇xu0)) ∂tu0 = 0 in Ω.
(3.34)
We may return to the linear Biot fluid equation (3.17). Indeed, linearizing, we have
J0, F0, G0 and H0 → I. We may write u1 as in (3.14) and A∗, B∗ are as in the linear
setting. We reduce to a single cell equation (3.13) and K∗ = J∗ = 〈w〉Y . Finally,
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D∗ = (1− φ)I. and the ∂tu0 term vanishes for constant porosity.
b. Macroscopic Elasticity Equation
To complete the asymptotic expansion of the FSI in the reference configuration we
return to the expansion (3.29). We will derive the homogenized elasticity equations.
Collecting the ε0 we have
−divx (Cex(u0) + Cey(u1))− divy (Cex(u1)) = b.
Taking the y-average and using the fact that u1 is y-periodic, the second divergence
in y becomes a boundary integral after an application of the divergence theorem, we
obtain
−divx
(〈Cex(u0) + Cey(N(p0,∇xu0))〉Y )− ∫
YΓ
Cex(N(p0,∇xu0))n0dy
= −divx
(〈Cex(u0) + Cey(N(p0,∇xu0))〉Y )
− 1|Y |
∫
YΓ
(−p1G0 − p0G1 + µ∇yv0H0 + (∇yv0H0)T )n0dy.
Here we used the next ε order of the expansion for the normal stresses on the inter-
face. Applying the divergence theorem to the boundary term and using (3.23) (and
subsequent simplifications) we obtain
− divx
(〈Cex(u0) + Cey(N(p0,∇xu0))〉Y )+ 1|Y |
∫
YF
(−G0∇yp1 + µdivy (∇yv0H0))dy
= −divx
(〈Cex(u0) + Cey(N(p0,∇xu0))〉Y )+ 1|Y |
∫
YF
G0dy∇xp0 + 1|Y |
∫
YF
J0dyf.
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We define the modified porosities φ1(p0,∇xu0) = 〈G0〉YF , φ2(p0,∇xu0) = 〈J0〉YF . and,
we obtain
− divx
(〈Cex(u0) + Cey(N(p0,∇xu0))〉Y )
+ φ1(p0,∇xu0)∇xp0 + φ2(p0,∇xu0)f = b in Ω. (3.35)
Recall, we write u1 = N(p0,∇xu0), satisfying (3.30), as to emphasize dependence on
the macroscale quantities. Again, if we linearize the tensors to identity, we obtain u1
as in (3.14). In addition the modified porosities equal true porosity, φ1 = φ2 = φ and
we return to (3.18).
C. Simplifications of the Model
In this section we consider various simplifications of the homogenized FSI model. We
attempt to better connect the nonlinear Biot equations in Section B to the linear
model in Section 2. In addition, we use the simplifications to design future effective
computational techniques.
We first note, in two dimensions the form of G0 is linear with respect to ∇xu0
and ∇yu1. This simpler form of the tensor G0 will allow us to greatly simplify the
elasticity cell problems (3.30). In this case, we are able to obtain cell problems that are
nonlinearly coupled only to the macroscopic pressure p0. After a simple linearization
of the Piola tensor, we are able to accomplish this in three dimensions.
We then present a simple hierarchy of models based on simplifications of the
elasticity cell equations. We show by subsequent assumptions on the deformation we
are able to obtain simpler models. Ultimately, fully decoupling from the mechanics
equation, where we obtain a Darcy type law with coefficients only depending on the
pressure.
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1. Elasticity Cell Linearization
We begin by noting a simple fact of the leading order of Piola transform G0. In two
dimensions G0 can be written as
G2D0 =
 ∂u(2)0∂x2 + ∂u(2)1∂y2 + 1 −∂u(2)0∂x1 − ∂u(2)1∂y1
−∂u
(1)
0
∂x2
− ∂u
(1)
1
∂y2
∂u
(1)
0
∂x1
+
∂u
(1)
1
∂y1
+ 1
 . (3.36)
We define an indexing 4-tensor Dijkl as D1122 = D2211 = 1 and D1221 = D2112 = −1
and Dijkl = 0 elsewhere. We see that
D
(
∇xu0 +∇yu1
)
=
 ∂u(2)0∂x2 + ∂u(2)1∂y2 −∂u(2)0∂x1 − ∂u(2)1∂y1
−∂u
(1)
0
∂x2
− ∂u
(1)
1
∂y2
∂u
(1)
0
∂x1
+
∂u
(1)
1
∂y1
 . (3.37)
and so
G2D0 (∇xu0,∇yu1) = D (∇xu0 +∇yu1) + I. (3.38)
We will need to simplify our notation and change the presentation of the problem.
Note that for the elasticity cell problem we may re-index the equations and use the
symmetry relation Cijkl = Cijlk. We obtain
−divy (C(ex(u0) + ey(u1))) = −divy (C(∇xu0 +∇yu1)) = 0.
Using (3.38), into this modified version of (3.30) we obtain
−divy (C(∇xu0 +∇yu1)) = 0 in YS , (3.39a)
(C + p0D) (∇xu0 +∇yu1)n0 = −p0In0 on YΓ. (3.39b)
Letting
u1 = ∇xu0Rp0 − p0Qp0 , (3.40)
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be an expansion for the first order corrector, we obtain two cell problems
−divy (C(I +∇yRp0)) = 0 in YS , (3.41a)
(C + p0D) (I +∇yRp0)n0 = 0 on YΓ, (3.41b)
and
−divy (C(∇yQp0)) = 0 in YS , (3.42a)
(C + p0D) (∇yQp0)n0 = In0 on YΓ, (3.42b)
where Rp0Qp0 , are y-periodic and vanish on the interface YΓ. We now can construct
the displacement up to first order as uε = u0 + ε(∇xu0Rp0 − p0Qp0). We see that the
above cell equations are completely decoupled from ∇xu0.
We are able to generalize the ideas from the above two dimensional setting to
three dimensions. This is accomplished by a linearization of the Piola tensor G0 with
respect to ∇xu0 and ∇yu1. In this way we obtain an expression for the similar to
(3.38). Note, in three dimensions
G3D0 = G
L
0 +O(∇u2ε).
Here, we write the linear part as
GL0 = I+
∂u
(2)
0
∂x2
+
∂u
(3)
0
∂x3
+
∂u
(2)
1
∂y2
+
∂u
(3)
1
∂y3
−∂u
(2)
0
∂x1
− ∂u
(2)
1
∂y1
−∂u
(3)
0
∂x1
− ∂u
(3)
1
∂y1
−∂u
(1)
0
∂x2
− ∂u
(1)
1
∂y2
∂u
(1)
0
∂x1
+
∂u
(3)
0
∂x3
+
∂u
(1)
1
∂y1
+
∂u
(3)
1
∂y3
−∂u
(3)
0
∂x2
− ∂u
(3)
1
∂y2
−∂u
(1)
0
∂x3
− ∂u
(1)
1
∂y3
−∂u
(2)
0
∂x3
− ∂u
(2)
1
∂y3
∂u
(1)
0
∂x1
+
∂u
(2)
0
∂x2
+
∂u
(1)
1
∂y1
+
∂u
(2)
1
∂y2
 .
Thus we see that the linear part in three dimensions has a similar form to (3.38). We
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let D3D be the indexing 4-tensors such that we write the linearized Piola tensor as
GL0 (∇xu0,∇yu1) = D3D (∇xu0 +∇yu1) + I. (3.43)
We see that we may expand u1 as (3.40), and we obtain structurally similar cell
equations as (3.41) and (3.42), although with the three dimensional 4-tensor D3D.
We will drop the superscript when there is no ambiguity. With this linearization we
are able to decouple the gradient of the macro displacement, ∇xu0, from elasticity
cell equations as in the two dimensional setting.
The equation (3.35) may now be simplified. For simplicity, in this section we
assume no body forces, i.e. f = b = 0. First, note that using (3.40) and (3.43), we
obtain for modified porosity
φ1(p0,∇xu0) = 1|Y |
∫
YF
G0dy = φ1(p0,∇xu0) = 1|Y |
∫
YF
(D (∇xu0 +∇yu1) + I)dy
= D∇xu0
(
I + 〈∇yRp0〉YF
)
− p0D〈∇yQp0〉YF + φ. (3.44)
Using the expansion (3.40) into (3.35) and applying the above expression for φ1, we
obtain
−divx
(〈C(I + ey(Rp0))〉Y∇xu0 − p0〈Cey(Qp0)〉Y ))+ φ1(p0,∇xu0)∇xp0 = 0.
Here we have a more clear picture of the macroscale elasticity equation. In addition,
we have decoupled ∇xu0 from the elasticity cell equations.
2. Hierarchy of Models
In this section, we use the above formulation. That is, we assume that we have
linearized the Piola Tensor to arrive at the above cell problems and expansions for
u1. We present a hierarchy of models based on this linearization. This hierarchy is
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presented so that we may obtain simpler models and use these simplifications in our
numerical example.
a. Full Model with Linearized Piola Tensor
In the full model, we assume that the displacement is of the form uε = u0 +
ε(∇xu0Rp0 − p0Qp0). Thus the fluid and solid equations can be expressed as
divx (K
∗ (p0,∇xu0)∇xp0) + (D∗ (p0,∇xu0)− A∗(p0,∇xu0))∂t∇xu0,
+B∗(p0,∇xu0)∂tp0 + 2divx (D∗(p0,∇xu0)) ∂tu0 = 0
− divx
(〈C(I + ey(Rp0))〉Y∇xu0 − p0〈Cey(Qp0)〉Y ))+ φ1(p0,∇xu0)∇xp0 = 0
b. Negligible Cell Strain: ∇yRp0 = 0
Here we will still have a macroscopic solid equation, but the elasticity equation will
have a simplified form. In addition, we need only solve one elasticity cell equation
(3.42). We let the displacement be given by uε = u0 − εp0Qp0 . The fluid and solid
equations are given by
divx (K
∗ (p0,∇xu0)∇xp0) + (D∗ (p0,∇xu0)− A∗(p0,∇xu0))∂t∇xu0
+B∗(p0,∇xu0)∂tp0 + 2divx (D∗(p0,∇xu0)) ∂tu0 = 0,
− divx
(〈C〉Y∇xu0 − p0〈Cey(Qp0)〉Y ))+ φ1(p0,∇xu0)∇xp0 = 0
where, φ1 is given by (3.44), but with ∇yRp0 = 0.
c. No Macroscopic displacement u0 = 0
In the simplest case we assume that there is no macroscale displacement. Thus,
uε = −εp0Qp0 , where Qp0 is a solution to a cell problem of the form (3.42). Then,
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the solid equation vanishes and we have pure pressure nonlinear diffusion.
divx (K
∗ (p0)∇xp0) +B∗(p0)∂tp0 = 0
In the next section, we will present numerics based on this simplification. This simpli-
fication implies that the macroscopic parameters depend only on pressure p0. Hence,
we may create one parameter tables based on this simplification.
d. Numerical Application
In this section, we discuss a numerical example. For simplicity we shall use the sim-
plest model where the macroscopic quantities depend only on macroscopic pressure.
This corresponds to a pore pressure driven deformation. The extension to including
displacement gradient dependence on the macroscopic quantities is the subject of
future research.
As noted prior, we can view the cell problems (3.25) and (3.30) as parameter-
ized by the macroscopic quantities (p0,∇xu0). Note that if we have no macroscopic
displacement on the cell level, ex(u0) = 0, the elasticity cell equation becomes
−divy (C (ey(u1))) = 0 in YS , (3.45a)
C (ey(u1))n0 = −p0G0 (∇yu1)n0 on YΓ. (3.45b)
Linearizing as before we write G0 = D∇yu1 + I. Letting
u1 = −p0Qp0 , (3.46)
where Qp0 satisfies
−divy (C(∇yQp0)) = 0 in YS , (3.47a)
(C + p0D) (∇yQp0)n0 = In0 on YΓ. (3.47b)
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Thus, given a value of macroscopic pressure, we can compute the cell quantity Qp0
and thus the deformation u1 given by (3.46). Recall, since u0 = 0, we have uε =
εu1 = −εp0Qp0 . From here we may compute a tabular function of Permeability K
and Biot constant α∗ given a macroscopic pressure.
Indeed, we compute α∗ = 〈Qp0〉Y + φ given a macroscopic pressure and cor-
responding cell solution. From here we may construct the deformation of the cell
for this given pressure by the relation (3.46). Then, by solving a local Stokes cell
equation, we compute K. In this way we arrive at a table.
We implement this procedure on a test cell geometry. In Figure 8(a), we observe
a simple fluid cell geometry. In Figure 8(b), the corresponding solid geometry of the
microstructure. Given a pressure we construct the displacement using (3.46). Such
an example of the solid cell displacement can be seen in Figure 9(a). We implement
this procedure for varying values of p0 and subsequently compute values of α
∗ and
K. The results can be observed in Table III. We see there is a weak dependence on
the pressure for the Biot constant α∗ and a stronger dependence on the pressure for
permeability K.
Now that we have tabular values of macroscopic quantities α∗, K, they can be
utilized in computation of nonlinear Biot equations. For example, if we assume time
independence and a fixed elasticity tensor C, we arrive at the following Biot equations
−div(K(p0)∇p0) = f, (3.48)
−div (Ce(u0)− α∗(p0)) = b. (3.49)
For the above equations one can envision an iterative numerical procedure to cal-
culate the solutions of such equations. This will be the subject of future numerical
investigations. In addition one can consider more complicated cell dependency, such
65
(a) Fluid Cell (b) Solid Cell
Fig. 8. Test cell geometry.
(a) Solid Displacement
Fig. 9. Solid displacement given by uε = −εp0Qp0 .
as depending on both macroscopic pressure and, for example, volumetric strain or
directional strain etc.
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Table III. Table of Biot coefficient and permeability for various values of pressure.
p0 α K
0.001 0.192793 0.0914
0.01 0.192263 0.0929
0.1 0.186783 0.1137
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CHAPTER IV
MULTISCALE HIERARCHICAL FINITE ELEMENT METHODS FOR STOKES
EQUATIONS
In the previous chapter, we introduced the concept of the Stokes equations in the
Arbitrary Lagrange-Eulerian. We will now use this formulation to develop an effi-
cient algorithm for computing the permeability tensor throughout complicated slowly
varying media. As in Chapter II, we return to a setting where we have decoupled
fluid flow and solid mechanics. A fully coupled hierarchical finite element algorithm
is the topic for future research.
A. Introduction
As noted in earlier chapters, direct numerical simulation (DNS) of fluid flow in com-
plex geometries with many scales is often not feasible and an effective or homogenized
description is more desirable. To construct the homogenized equations, effective prop-
erties must be computed. Computation of effective properties for non-periodic mi-
crostructures can be prohibitively expensive as many local cell problems must be
solved for different macroscopic points. The local problems may also exhibit complex
geometries and scale disparity making them computationally expensive. When the
microstructure varies slowly, we develop an efficient numerical method for two-scales
that achieves essentially the same accuracy as that for the full resolution solve of
every local cell problem. In this method, we build a dense hierarchy of macroscopic
grid-points and a corresponding nested sequence of approximation spaces. Essen-
tially, solutions computed in high accuracy approximation spaces at select points in
the hierarchy are used as corrections for the error of the lower accuracy approxima-
tion spaces at nearby macroscopic points. We give a brief overview of slowly varying
68
media and formal Stokes homogenization in such domains. We present a general
outline of the algorithm and list reasonable and easily verifiable assumptions on the
partial differential equations, geometry, and approximation spaces. With these as-
sumptions, we achieve the same accuracy as the full solve. By full solve we mean
we use a high accuracy finite element space at all the points. To demonstrate the
elements of the proof of the error estimate, we use a hierarchy of macro-grid points
in [0, 1]2 and Finite Element (FE) approximation spaces in [0, 1]2. We apply this
algorithm to Stokes equations in a slowly porous medium where the microstructure
is obtained from a reference periodic domain by a known smooth map. Using the
Arbitrary Lagrange-Eulerian (ALE) formulation of the Stokes equations cf. [15], we
obtain modified Stokes equations with varying coefficients in the periodic domain.
We show that the algorithm can be utilized in this setting. Finally, we implement the
algorithm on the modified Stokes equations, using a simple stretch deformation map-
ping, and compute the effective permeability. We show that our efficient computation
is of the same order as the full solve.
In this chapter we again consider creeping flow of an incompressible Newtonian
fluid in a complex microstructure that is slowly varying. We develop a novel and
efficient two-scale Finite Element Method (FEM) to compute solutions to the aux-
iliary cell equations. These cell problems relate the micro-scale information to the
macro-scale or effective description. In turn, we are able to construct a numerical
approximation to the homogenized equations in slowly varying geometries. In this
method, we are able to reuse previously computed information from nearby cell equa-
tions to obtain a more accurate solution at a reduced computational cost. Our main
goal of the chapter is to show that we obtain the same order of accuracy with our
algorithm as the much more costly full solve.
Recall, in the event that the media is periodic, analytical techniques and com-
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putational algorithms for Stokes homogenization are well studied. Using the method
of two-scale asymptotic expansion [33, 34], the authors develop a formal justification
for the homogenization of Stokes equations in perforated domains. First, auxiliary
cell equations are deduced then, after averaging, the solutions are used to construct
the homogenized Darcy equation [10]. In the periodic setting, the cell equations
completely uncouple from macro-scale variables and only depend on the cell pore
geometry. This fact, along with periodicity, results in a single set of cell equations
that must be computed to construct the homogenized equations. In slowly varying
media this is not the case, as the geometry changes a new set of cell equations must
be calculated. This is often also true for elliptic problems with highly oscillatory co-
efficients [1]. For example, in two-scale diffusion problems, the diffusivity tensor may
depend on both macro- and micro-scales. For each macroscopic point a corresponding
set of cell equations must be computed.
In practice, we cannot compute a set of cell equations for each macroscopic point.
In [7], the topic of Chapter II, the authors develop a moving averages homogeniza-
tion algorithm, a numerical technique to construct the homogenized Darcy equation
in slowly varying media. By computing the set of cell problems at many select macro-
scopic points using a standard FEM and interpolating the result, a numerical approx-
imation to the homogenized equation is obtained. This approach, although successful
in its task, can be improved upon in a number of ways. Each of the cell equations are
computed using the same order of accuracy and must be re-meshed for each unique
geometry. This can be computationally expensive, especially in cases where the cell
geometry is very complicated. Even though the geometry is slowly varying and there
is little change from RVE to RVE, information from nearby cells cannot be reused
without sampling errors from interpolating solutions with differing meshes. Since the
geometries vary little, there is some redundancy in re-calculating cell problems in
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nearby RVEs. In this work, we develop techniques to circumvent these difficulties.
The idea of the algorithm is as follows. We first develop an algorithm that yields a
hierarchy of grids, with specified qualities, in the macroscopic variable. Traditionally,
we would solve a set of cell problems at all these macroscopic grid points with the same
accuracy as in the method of moving averages [7]. In our proposed framework, we
build a corresponding nested collection of finite element (FE) approximation spaces
with varying orders of accuracy to compute cell equations. With some macro-grids
we compute very accurate cell solutions, and with more refined macro-grids (closer
grid-spacing) we compute cell solutions with less accuracy. We use local information
from nearby higher accuracy solutions as known “right-hand-side data” to correct the
lower accuracy solves. These ideas have been used successfully for elliptic problems.
In the case where a high dimensional homogenized equation is available, the sparse
tensor product discretization approach developed in [18] computes the solution to the
effective equation and the corrector with an essentially equal complexity to that for
solving a single macroscopic PDE and achieves essentially equal accuracy as the full
solve, without forming the effective equation explicitly. As for the Stokes equations,
for the elliptic problem considered in [18], if the effective coefficient is of interest, it
can be computed efficiently with much reduced complexity by our method.
Often, slowly varying media arises from coupled physical processes. In this work,
we assume the mapping from the initial periodic (reference) configuration to the
slowly varying (current) configuration is known. For example, in iterative FSI, fluid
equations are solved then normal stresses at the interface are passed to the solid
mechanics equations. The displacement of the solid is computed and fluid equations
are solved again in the newly deformed domain c.f [32]. At each iteration step, the
deformation from the reference to the current configuration is computed by composing
displacements of each iteration. With this information, we are able to reformulate the
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Stokes equations in a slowly varying domain to modified Stokes equations with tensor
coefficients in the initial periodic domain. In the context of FSI, this reformulation
is referred to as the Arbitrary Lagrange-Eulerian (ALE) formulation of the Stokes
equations cf. [14, 15]. For the full time dependent model we refer to Chapter III. The
periodic ALE formulation allows us to construct a nested collection of FE spaces. The
geometry does not change, but instead the tensor coefficients vary. In this formulation,
we are able to prove with reasonable and easily verifiable assumptions, that our
algorithm produces essentially the same order of accuracy as the full solve with much
reduced complexity.
The organization of the chapter is as follows. First, we motivate the need for an
efficient multiscale algorithm in slowly varying media. We begin by giving a summary
of formal homogenization of Stokes equations in such media. This will serve to intro-
duce terminology used throughout the work and highlight advantages of reformulating
the problem in the ALE. Then, an overview of the solution approach and computa-
tional algorithm is presented in general terms. We outline physically reasonable and
easily verifiable abstract mathematical assumptions on the microstructure geometry,
variational equations, and FE approximation spaces. These assumptions will guar-
antee that our algorithm has the same order of accuracy as the full solve, but at less
computational cost. We prove this for a two-dimensional hierarchy of macro-grids
to illustrate the main ideas of the proof. Then, we reformulate the Stokes equations
from the slowly varying geometry to the periodic ALE formulation. We verify that
the abstract assumptions outlined in the abstract formulation hold assuming the ge-
ometry is slowly varying. Hence, our efficient multiscale algorithm will be applicable
in this setting. Finally, we apply our algorithm to a constructed example where ini-
tially periodic media with square inclusions is deformed via a horizontal stretch. We
show that our algorithm is the same order of accuracy as the full fine mesh solve by
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comparing permeabilities or, averaged cell velocity solutions.
B. Background and Overview of Algorithm
In this section we briefly recall exposition of slowly varying domains given in Chapter
II, formal Stokes homogenization in such media, and an overview of our efficient
multiscale FE algorithm. We introduce periodic perforated domains and then, after
applying a mapping, we obtain the slowly varying domain. This mapping is an a-priori
known quantity computed from another coupled process such as FSI deformation or
chemical degradation, etc. [29, 32]. Unlike in Chapter III, we assume that the fluid
flow is time independent and decoupled from the mechanics. This can be achieved
via an iterative scheme. The homogenization background will serve to motivate our
algorithm and give definitions to general terminology used throughout the chapter.
We follow the presentation of this material given in [7]. To this end, we introduce the
fine-scale Stokes operator, and then via formal two-scale asymptotic expansions [33],
we arrive at the auxiliary cell operator. From here we can construct the homogenized
equations.
We are then in a position to give an overview for our algorithm. First, we
highlight the challenges in the numerical homogenization of the equations presented
in the following section. The primary challenge being, due to the changing pore
geometry, we must solve many sets of cell problems at various points in the domain.
A synopsis of the algorithm approach is given. We outline the requisite properties of
the hierarchy of macro-grids and corresponding nested sequence of FE approximation
spaces. We then state the procedure required to obtain the desired order of accuracy.
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1. Notation, Slowly Varying Media, and Homogenization of Stokes Flow
We begin with some basic notation. Let the macroscopic domain Ω be an open
bounded subset of Rd. We assume that the domain is periodically perforated by an
open solid microstructure denoted Sε. The solid surrounds a connected fluid pore-
space denoted by Fε. That is, Ω = Fε ∪ Sε and Fε ∩ Sε = ∅. The interface between
the two media is denoted as Γε = F¯ε ∩ S¯ε. Furthermore, we assume that the media
has an additional structure. The two domains are decomposed into a set of unit cells
ε {Y iF}Ni=1 and ε {Y iS}Ni=1, respectively, and ε is the characteristic pore size. That is,
Y iS and Y
i
F , i = 1, . . . , N, are unit-sized domains and
Fε =
(
N⋃
i=1
εY iF
)
∩ Ω, Sε =
(
N⋃
i=1
εY iS
)
∩ Ω. (4.1)
Since the domain is assumed to be periodic, each of the cells differ only by a
translation. That is, Y iF = YF + ki and Y
i
S = YS + ki, where ki ∈ Zd corresponds to
the i-th cell. We denote the entire unit cell as Y = YF ∪ YS and the cell interface YΓ.
Let X˜ε : Ω → Ω˜ε be a smooth map of the periodic domain to the deformed
domain Ω˜ε. In this chapter, we assume that the deformation has reached a steady-
state. We denote X˜ε as the steady-state deformation. Consequently, we may define
the steady-state deformed fluid, solid, and interface as F˜ε = X˜ε (Fε), S˜ε = X˜ε (Sε),
and Γ˜ε = X˜ε (Γε), respectively. In this chapter, we denote the coordinates of the
periodic geometry by x and the slowly varying geometry by x˜. We denote physical
quantities in the slowly varying geometry with a .˜ Again, as in Chapter III, we will
work mainly in the periodic reference domain and not use the˜notation for most of the
chapter. An example of two domains can be seen in Figure 10, where Ω = [0, 1]2 and
ε = 1/4. Each unit cell is now deformed, so we define a moving representative volume
element (RVE). For each x˜ ∈ Ω˜ the fluid and solid cell domains contained in a RVE are
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Fig. 10. Mapping from periodic Ω = Fε ∪ Sε to slowly varying Ω˜ε = F˜ε ∪ S˜ε by X˜ε.
The fluid and solid are white and black, respectively, in both domains.
denoted by Y x˜S˜ and Y
x˜
F˜ , and the interface by Y
x˜
Γ˜
. The deformation creates a natural
correspondence between translated periodic cells and deformed cells. We view the
slowly varying RVEs as the image of the mapping X˜ε restricted to translated periodic
cells. That is, εY x˜F˜ = X˜ε(ε (YF + kx)) and εY
x˜
S˜ = X˜ε(ε (YS + kx)), where kx ∈ Zd
corresponds to the RVE at x ∈ Ω in the periodic domain. Thus, the deformed fluid
and solid space are given by
F˜ε =
⋃
x˜∈Ω˜
εY x˜F˜ , S˜ε =
⋃
x˜∈Ω˜
εY x˜S˜ .
Remark Recalling the formal definition of slowly varying media given in [7], we
say a medium is slowly varying if nearby RVE pore geometry differs slightly. More
precisely, we say that Ω˜ε is slowly varying if the map X˜ε is such that if x˜, x˜
′ ∈ Ω˜ε and
‖x˜− x˜′‖ < O(ε) then,
|(Y x˜F˜ ∪ Y x˜
′
F˜ )\(Y x˜F˜ ∩ Y x˜
′
F˜ )| < O(ε).
In this work, we will need to make more concrete assumptions on the mapping X˜ε.
Indeed, we will require that the mapping and its gradient be sufficiently smooth and
Lipschitz continuous with respect to the macroscopic (slow) variables.
Representative volume elements contain a representative sample of small scale
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information. At each of these points, local problems are solved. For complex mi-
crostructure this can be very computationally expensive. To resolve local flow prop-
erties, Stokes equations are solved in the RVEs assuming periodic boundary condi-
tions. These boundary conditions assume that, near a fixed macroscopic point, the
microstructure is periodic.
For the sake of clarity and In the following we recall the homogenization pro-
cedure of Chapter II. We recall a formal derivation of this type of procedure by
two-scale asymptotic expansions for Stokes flow in slowly varying domains. This will
serve to introduce general terminology and motivate our algorithm.
We suppose that we have an incompressible Newtonian fluid in the pore-space
with viscosity µ. The fine-scale pressure and velocity are denoted p˜ε and v˜ε, re-
spectively. The flow of such a fluid at creeping velocities is governed by the Stokes
approximation [36]. The conservation of linear momentum and conservation of mass
then reads
−∇p˜ε + µ∆v˜ε = f˜ in F˜ε, (4.2a)
∇ · v˜ε = 0 in F˜ε, (4.2b)
and we assume the boundary condition v˜ε = 0 on Γ˜ε. For convenience in notation for
what follows, we let L˜ε
(
x˜, x˜
ε
)
denote the above fine-scale Stokes operator. Using the
two-scale expansions first proposed in [34], pressure and velocity are expanded as
v˜ε(x˜) = ε
2 (v˜0(x˜, y˜) + εv˜1(x˜, y˜) + · · ·) , (4.3a)
p˜ε(x˜) = p˜0(x˜) + εp˜1(x˜, y˜) + · · · , (4.3b)
where y˜ = x˜/ε is the fast variable and derivatives behave as ∇ → ∇x˜+ 1ε∇y˜. The cell
problems are now stated for a given spatial position. Fixing x˜ and substituting the
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expansions (4.3) into the Stokes equations (4.2), gathering ε0 terms in the conservation
of linear momentum and ε−1 terms in the incompressibility equation, one obtains
−∇y˜p˜1(x˜, y˜) + ∆y˜v˜0(x˜, y˜) = f˜(x˜) +∇x˜p˜0(x˜) in Y x˜F˜ , (4.4a)
∇y˜ · v˜0(x˜, y˜) = 0 in Y x˜F˜ , (4.4b)
where v˜0 and p˜1 are y˜−periodic also require v˜0 = 0 on Y x˜Γ˜ and 〈p˜1〉Y x˜ = 0. Here, 〈·〉Yx˜
is the average over the unit cell centered at x˜ given by
〈·〉Yx˜ =
1∣∣Yx˜∣∣
∫
Y x˜
· dy˜. (4.5)
Next, due to linearity of (4.4) and the right-hand-side being a function of the slow
variable x˜ only, one has
v˜0(x˜, y˜) = w˜(x˜, y˜) ·
(
f˜(x˜) +∇x˜p˜0(x˜)
)
, (4.6a)
p˜1(x˜, y˜) = pi(x˜, y˜) ·
(
f˜(x˜) +∇x˜p˜0(x˜)
)
, (4.6b)
where (w˜i(x˜, y˜), pii(x˜, y˜)), i = 1, . . . , d are the solutions to the auxiliary cell equations
−∇y˜pii + µ∆y˜w˜i = ei in Y x˜F˜ , (4.7a)
divy˜
(
w˜i
)
= 0 in Y x˜F˜ , (4.7b)
with w˜i and pii being y˜−periodic, w˜i = 0 on Y x˜
Γ˜
and 〈pii〉Y x˜ = 0. Here, ei is the i-th
standard unit vector in Rd. Again, for convenience in presentation in the following
we denote the above Stokes cell operator as L˜y˜ (x˜). Now, to relate these cell problems
to the classical Darcy equation [10], one inserts (4.3a) into the conservation of mass
of the fine-scale operator (4.2) and, by collecting ε0 terms, we obtain
∇x˜ · v˜0 +∇y˜ · v˜1 = 0 in F˜ε. (4.8)
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We fix x˜ and integrate over the cell Y x˜F˜ . Using the divergence theorem, the fact
that v˜1 has zero trace on Y
x˜
Γ , y˜−periodicity, and (4.6a), one obtains the homogenized
macroscopic equation of Darcy type
∇x˜ ·
(
K˜(x˜)
(
∇x˜p˜0(x˜) + f˜(x˜)
))
= 0 in Ω˜, (4.9)
where the x˜-dependent permeability is defined as K˜ij(x˜) :=
∫
YF˜
x˜ w˜ij(x˜, y˜)dy˜ and we
define the Darcy velocity ξ˜ = K˜(x˜)
(
f˜(x˜) +∇x˜p˜0(x˜)
)
. We require the boundary
condition ξ˜ · ν˜ = 0 on ∂Ω˜, where ν˜ is the outward normal. In what follows, we denote
the above homogenized operator as L˜ (x˜). Note that in the periodic setting we have
only one cell geometry, and need only compute one set of cell equations (4.7). Thus,
K˜(x˜) = K˜ is constant and does not depend on the slow variable.
Remark In addition, we require that the mapping X˜ε be smooth enough so that
the asymptotic expansions (4.3) will yield correct cell equations (4.4) and that the
permeability K˜(x˜) is a sufficiently smooth enough function of the slow variable x˜.
Formally speaking, the map does not change the microstructure from neighboring
RVEs in a significant way and varies slowly.
2. Overview of the Algorithm
The main goal of employing the two-scale asymptotic expansion is to obtain effective
homogenized macroscopic equations L˜ (x˜) of the fine-scale equations L˜ε
(
x˜, x˜
ε
)
, given
here by (4.9), (4.2), respectively. In numerical homogenization, we wish to construct
an approximation to the homogenized equations L˜ (x˜) by computing solutions to
auxiliary cell equations L˜y˜ (x˜), given here by (4.7). In the periodic setting, this
is inexpensive as L˜y˜ (x˜) = L˜y˜. In this section, we outline an efficient multiscale
algorithm to compute the homogenized equations in slowly varying geometries.
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The solution approach can be summarized as follows. Since we are given the
mapping X˜ε a-priori, we use it to reformulate Stokes equations in the periodic ALE
formulation [14, 15]. This process transfers the information of the slowly varying
geometry to tensor coefficients of the modified Stokes equations. Then, we apply
the two-scale asymptotic expansion homogenization technique to the modified Stokes
equations Lε
(
x, x
ε
)
. This yields the cell equations Ly (x) and, subsequently, the ho-
mogenized equations L (x). We are then able work in fixed cell domains YF as opposed
to Y x˜F˜ for many values of x˜. This fixed domain approach simplifies the analysis and
allows for information from nearby RVEs to be used in an effective way. The approach
may be summed up in the following diagram
L˜ε
(
x˜, x˜
ε
) Two-Scale−−−−−→ L˜y˜ (x˜) Averaging−−−−−→ L˜ (x˜)y Reformulate Equations in Periodic Domain
x
Lε
(
x, x
ε
) Two-Scale−−−−−→ Ly (x) Averaging−−−−−→ L (x) .
In later sections, we present explicit expressions for the operators Lε
(
x, x
ε
)
,Ly (x) ,
and, L (x) and in the Appendix we derive the equations by two-scale expansion for
the steady-state Stokes equations.
First, some mathematical preliminaries. We keep the presentation abstract in
the interest of generality because the methods here may be used for a wide class of
two-scale linear partial differential operators. Let V and W be two Hilbert spaces for
functions of y in the cell domain Y ⊂ Rd and V ′ andW ′ , their respective dual spaces.
Let f be a map in W ′ . For each x in the macroscopic domain Ω ⊂ Rd, we consider
the problem of a linear partial differential equation in y: Find v ∈ V such that
Ly (x) v(x, y) = f(y),
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and integrating we obtain the corresponding weak variational form
Ay (x) (v(x, ·), φ) = (f, φ) , (4.10)
for φ ∈ W. Here, Ay (x) (·, ·) is the bilinear form corresponding to the linear partial
differential operator Ly (x) and (·, ·) denotes the duality pairing (·, ·)W ′ ,W .
Remark Note here for the Stokes cell equations v(x, y) will have components related
to velocity and pressure, more precisely, v(x, y) = (w(x, y), pi(x, y)) given by (4.7) (in
the current slowly varying configuration). In addition, the spaces we will need are
the same for both the solution and test spaces V = W , hence V ′ = W ′. We will be
more specific about the spaces in later sections. Finally, the domain Y below plays
the role of the cell YF in our Stokes problem.
We make a general outline of the algorithm.
Step 1 : Build Nested FE Spaces. Fixing the macro-point x ∈ Ω we wish
to find an approximation v(x, ·) ∈ V, satisfying (4.10), using Galerkin FEM. To this
end, we build a nested collection of FE spaces for the problem. We denote the nested
solution spaces as V0 ⊂ V1 ⊂ · · · ⊂ VL ⊂ V and the trial spaces W0 ⊂ W1 ⊂
· · · ⊂ WL ⊂ W, for L some fixed positive integer. We construct them so that the
error between the correct solution v(x, ·) ∈ V and Galerkin FE approximation v¯(x, ·)
decreases in a structured way. More precisely, for φ ∈ WL−i, we solve for v¯(x, ·) ∈ VL−i
Ay (x) (v¯(x, ·), φ) = (f, φ) , (4.11)
where v¯(x, ·) satisfies the error condition
‖v(x, ·)− v¯(x, ·)‖V ≤ inf
ψ∈VL−i
‖v(x, ·)− ψ‖V ≤ Cκih ‖v(x, ·)‖U . (4.12)
Here, h is the error in the finest approximation spaces (VL,WL) and κ is the FE
80
coarsening factor. The space U is the regularity for the solution, standard in FEM
error expression cf. [5]. Note that we are clearly limited in the amount of coarsening
of our FE approximation spaces. That is, the coarsest error κLh must still be able to
resolve the scales on the cell domain for it to be a meaningful approximation.
Remark This coarsening may be accomplished by coarsening the mesh or conversely
refining. In the numerical example in this work, we start with the lowest level space
V0 and refine the mesh to build the collection of FEM spaces. This process can be
seen in the figure on page 104.
Step 2 : Build Hierarchy of Macro-Grids. To choose judiciously at which
macro-grid points we will solve with high accuracy and which to solve with lower
accuracy correction terms, we must build a hierarchy of macro-grid points. First, we
must build a nested macro-grid for Ω denoted
T0 ⊂ T1 ⊂ · · · ⊂ TL ⊂ Ω.
We construct this grid inductively as follows. Suppose we have an initial grid T0 with
grid spacing H. By grid spacing we mean the distance between neighboring nodes is
at most H. Proceeding inductively, we construct refinement of Ti−1, namely Ti with
grid spacing Hκ−i. Note that the refinement is inversely of the same order as the FE
coarsening factor of the error expression (4.12) for the nested FE spaces.
We then define the dense hierarchy of macro-grids {S0, S1, · · · , SL} inductively
as S0 = T0, S1 = T1\S0, and in general
Si = Ti
∖(⋃
k<i
Sk
)
.
We refer to the coarsest grid S0 as the anchor points. We require that the hierarchy
of macro-grids be dense. That is, we require that for each point x ∈ Si, there exists
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(a) T0 (b) T1 (c) T2
Fig. 11. 3-Level Nested Macro-grids
(a) S0 (b) S1 (c) S2
Fig. 12. 3-Level Hierarchy of Macro-grids
at least one point x′ ∈ ⋃k<i Sk such that the dist (x, x′) < O(Hκ−i). An example of
a 3-level nested and corresponding hierarchy of macro-grids {(Ti,Si)}2i=0, contained
in Ω = [0, 1]2, can be seen in Figures 11 and 12.
Step 3 : Calculating the Correction Term. We now relate the nested FE
spaces and the hierarchy of macro-grids in an efficient computational scheme. We
begin by solving at the so-called anchor points. At these points, we solve using the
standard Galerkin FEM. Let x ∈ S0, the most sparse macro-grid, then, we solve
the corresponding cell problems in the space of highest accuracy. That is, we find
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v¯(x, ·) ∈ VL that satisfies
Ay (x) (v¯(x, ·), φ) = (f, φ) , for all φ ∈ WL. (4.13)
We then proceed inductively for, i = 1, · · · , L, let x ∈ Si and {x1, x2, · · · , xn} ∈
(
⋃
k<i Sk) be a collection of points sufficiently close to x. More precisely, the distance
between x and {x1, x2, · · · , xn} is less than O (Hκ−i) for all points in the collection.
There exists at least one such point in (
⋃
k<i Sk) since we constructed the hierarchy
of grids in a dense way. We denote the i-th macro-grid interpolation as
Ixi (v) =
n∑
j=1
cjv(xj, ·), (4.14)
where the coefficients cj determine the interpolation procedure. We also require∑n
j=1 cj = 1. Let I
x
i (v¯) =
∑n
j=1 cj v¯(xj, ·) denote the macro-grid interpolation of
Galerkin approximations. Recall, we assume that we have already computed {v¯(xj, ·)}nj=1
inductively. We solve for the correction term v¯c(x, ·) ∈ VL−i so that
Ay (x) (v¯c(x, ·), φ) = (f, φ)−Ay (x) (Ixi (v¯), φ) ,
for all φ ∈ WL−i. Note that the right-hand-side term is known data from the previous
finer accuracy solves at macro-grid points in (
⋃
k<i Sk). We solve for the correction
term in a set of FE spaces (VL−i,WL−i) with coarser accuracy. Using both the cor-
rection term and the macro-grid interpolation term let
v¯(x, ·) = v¯c(x, ·) + Ixi (v¯), (4.15)
be an approximation for v(x, ·). We will show in the abstract formulation that the
approximation (4.15) for v(x, ·) is of the same order accuracy as if we solved the stan-
dard way via (4.13) using the finest FE spaces (VL,WL), at a reduced computational
cost.
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The simplest macro-grid interpolation scheme is that of a single point, Ixi (v) =
v(x1, ·) for some x1 ∈ (
⋃
k<i Sk)
⋂
BHκ−i(x). Here, BHκ−i(x) is an open ball in Ω
centered at x with radius Hκ−i. Another, being the two point scheme. For some
x1, x2 ∈ (
⋃
k<i Sk)
⋂
BHκ−i(x) we write I
x
i (v) =
1
2
(v(x1, ·) + v(x2, ·)) and so on.
Remark The relationship between the error coarsening factor κ of the nested FE
spaces and the refinement of the hierarchy of macro-grids is critical. The coarser the
FE spaces the closer the macro-grid points must be when calculating the correction
term. Conversely, for very fine resolution FE solves, we use a sparser macro-grid.
With this in mind, we see that Step 1 and Step 2 can be interchanged in order.
C. Abstract Formulation
In this section, we enumerate the assumptions and conditions required to guarantee
our efficient multiscale algorithm will yield the same accuracy of the full solve. These
assumptions on the variational form (4.10) are physically reasonable and easily verifi-
able. To illustrate the main of ideas of the proof of the error estimate, we proceed to
build a nested collection of FE spaces and a corresponding hierarchy of macro-grids
for Ω = [0, 1]2.
We show in Theorem IV.2 , without loss of generality, we are able to obtain the
same order of accuracy as the full solve. For large domains with large variation in
microstructure over the domain, we must resolve the local scales at many macroscopic
points. We must solve many cell problems, each of which can be computationally
expensive. Indeed, if we have O(M) cell problems and in each cell we have O(N)
unknowns then, the total number of degrees of freedom for the full solve is O(MN).
Comparatively, the hierarchical solve will be that of one single set of cell equations
or O(N) degrees of freedom, a significant reduction. The computational complexity
84
is summarized in Theorem IV.3.
1. Assumptions on Operator
To ensure that our algorithm will give us the proper rate of convergence we must
make a few abstract assumptions on the variational form (4.10). The first of which is
a standard assumption. These conditions are the boundedness and so-called inf-sup
conditions, and non-degeneracy cf. [13]. They guarantee the existence, uniqueness,
and a-priori bounds for the solution.
Assumption C.1. There are positive constants α and β, independent of the nested
FE spaces, so that for all x ∈ Ω
sup
v∈V,w∈W
|Ay (x) (v, w) |
‖v‖V‖w‖W ≤ α <∞, (4.16a)
inf
06=v
sup
06=w
|Ay (x) (v, w) |
‖v‖V‖w‖W ≥ β > 0, (4.16b)
∀ 0 6= w ∈ W : sup
v∈V
|Ay (x) (v, w) | > 0. (4.16c)
With Assumption C.1, problem (4.10) has a unique solution v that satisfies the
a-priori bounds
‖v‖V ≤ 1
β
‖f‖W ′ .
To utilize information from solutions at other nearby macro-grid points, we must
have some measure of how much the variational form may change from macro-point
to macro-point in Ω. The following assumption that the variational form must be
Lipschitz in x allows us to quantify this idea.
Assumption C.2. There exists a constant γ, independent of the nested FE spaces, so
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that for all x, x′ ∈ Ω
|(Ay (x)−Ay (x′)) (v, w) | ≤ γ|x− x′|‖v‖V‖w‖W .
To assure accuracy of the finite element approximations we must assume regu-
larity of the true solution and existence of a regularity space U . For the canonical
example, the Laplacian operator −∆ using linear Lagrange FE we have V = H1(Y)
and U = H2(Y) [13]. We also have specific requirements on the FE error. We sum-
marize this in an assumption.
Assumption C.3. There is a regularity space U , containing V , and a nested sequence
of finite element spaces V0 ⊂ V1 ⊂ . . .VL ⊂ V such that for all v in U
inf
ψ∈VL−i
‖v − ψ‖V ≤ θ(1 + α
β
)κih‖v‖U , (4.17)
where the constant θ only depends on the spaces U ,V and the domain Ω. The
constants α and β are as in Assumption C.1. Here, h is the order of accuracy for the
finest space VL and κ the FE coarsening factor.
For the purpose of formulating the finite element approximations of (4.10), we
assume that the boundedness, inf-sup, non-degeneracy conditions hold for the discrete
problem, and the constants are independent of the nested FE spaces. This may be
guaranteed by choosing proper stable FE spaces. For example, for Stokes equations
we can use Pk/Pk−1, k ≥ 2, Taylor-Hood elements cf. [13]. In the numerical example
section, we use the stable element P2/P0 in the implementation of our algorithm. We
summarize this requirement in an assumption.
Assumption C.4. There is a nested sequence of finite element spaces W0 ⊂ W1 ⊂
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. . . ⊂ WL ⊂ W , such that
sup
v∈Vi,w∈Wi
|Ay (x) (v, w) |
‖v‖V‖w‖W ≤ α <∞, (4.18a)
inf
0 6=Vi
sup
0 6=Wi
|Ay (x) (v, w) |
‖v‖V‖w‖W ≥ β > 0, (4.18b)
∀ 0 6= w ∈ Wi : sup
v∈Vi
|Ay (x) (v, w) | > 0, (4.18c)
for, i = 0, 1, · · · , L, and the spaces V0 ⊂ V1 ⊂ . . . ⊂ VL ⊂ V are as in Assumption
C.3. The constants α and β are the same as in Assumption C.2.
To ensure that our macro-grid interpolation (4.14) is close to the solution of
(4.10), we assume the following regularity condition with respect to the macro-variable
x. This assumption assumes a slow changing microstructure. With this regularity we
can show by a simple Taylor expansion argument the following inequality.
Assumption C.5. The solution v of the problem (4.10) is in C1(Ω¯) as a map from
v(x, ·) : Ω→ U . Let Ixi (v) be the interpolating operator in (4.14), we then have
‖v(x, ·)− Ixi (v)‖U ≤ N
n
max
j=1
(d(x, xj)) ,
for some N > 0, independent of the nested FE spaces, and d is the standard Euclidean
metric.
2. Proof of Main Theorem for Two Dimensional Macro-Grid
In this section we construct a rectangular hierarchy of macro-grids and corresponding
nested FE spaces that satisfy the assumptions of the algorithm, where Ω = [0, 1]2
and Y = [0, 1]2. We prove that using the assumptions on the variational form (4.10),
we obtain the same order of convergence as the full solve. The proof generalized to
Ω ⊂ Rd and Y ⊂ Rd can be achieved in a similar manner. We proceed in this way
with the intent to elucidate elements of the proof without a loss of generality.
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We begin by outlining the FE spaces needed in the proof. Here, the explicit
representation of the FE spaces are not so important, but the proper error bounds
are crucial. Let (Vi,Wi)Li=1 be FE spaces over Y , satisfying the assumptions.Where
V0 =W0 = ∅ for simplicity of notation of indices, as it is convenient here to re-index.
Furthermore, let vi ∈ Vi be such that
Ay (x) (vi(x, ·), φ) = (f, φ) ∀φ ∈ Wi. (4.19)
From Assumption C.4, this problem has a unique solution vi ∈ Vi. In addition, from
Assumption C.3 we have the error estimate
‖v(x, ·)− vi(x, ·)‖V ≤ (1 + α
β
) inf
φ∈Vi
‖v − φ‖V ≤ θ(1 + α
β
)2−i‖v‖U .
Here, we have that h = 2−L is the accuracy of the finest space VL and κ = 2 is the
FE coarsening factor. As v is a continuous map from Ω to U , ‖v(x, ·)‖U is bounded
uniformly for all x ∈ Ω. Therefore, there is a constant M such that
‖v(x, ·)− vi(x, ·)‖V ≤M2−i, (4.20)
for all i = 1, · · ·L, and all x ∈ Ω.
For simplicity, in the following presentation, we assume that the macroscopic
domain Ω is the closed cube [0, 1]2 ⊂ R2. In the interval [0, 1], let T0 be the set
{0, 1/2, 1} and for k ≥ 1, Tk be the set {(2j − 1)2−(k+1), j = 2−1, 20, 21, . . . , 2k, (2k +
2−1)}. We define the set Si ⊂ Ω as
Si = {x = (x1, x2), xk ∈ Tik : max{i1, i2} = i},
and let S = ∪L−1i=0 Si, where SL = ∅ due to re-indexing. The first few of both nested
and hierarchical macro-grids can be seen in Figures 11 and 12. Clearly, this hierarchy
of macro-grids satisfies the grid spacing and density requirements. We will show with
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the above hierarchy of macro-grids {Si}L−1i=0 and nested FE spaces (Vi,Wi)Li=1 the
algorithmyields equivalent accuracy as when using finest FE space VL for all points
S.
We begin by establishing standard Galerkin approximation at the anchor points
as a base step to our induction. For each point x ∈ S0, consider the Galerkin approx-
imation (4.19) using the finest FE spaces (VL,WL) we find the solution v¯(x, ·) ∈ VL
such that
‖v(x, ·)− v¯(x, ·)‖V ≤M2−L.
We then find the Galerkin approximations for (4.10) at other points x ∈ S inductively
as follows. Consider a point x = (x1, x2) in Si i.e. x1 ∈ Ti1 and x2 ∈ Ti2 , max{i1, i2} =
i. Let x1 = (2j1 − 1)2−i1 and x2 = (2j2 − 1)2−i2 . Let
x′ = (2(j1 − 1)2−i1 , (2j2 − 1)2−i2) if i1 > i2,
x′ = ((2j1 − 1)2−i1 , 2(j2 − 1)2−i2) if i1 < i2,
x′ = (2(j1 − 1)2−i1 , 2(j2 − 1)2−i2) if i1 = i2.
It is clear that x′ ∈ Si′ where i′ < i and in any case d(x, x′) <
√
2 · 2−i. Assume that
a Galerkin approximation v¯(x′, ·) ∈ VL−i′ has been computed for v(x′, ·). We consider
the following problem: Find the correction term, v¯c(x, ·) ∈ VL−i so that
Ay (x) (v¯c(x, ·), φ) = (f, φ)−Ay (x) (v¯(x′, ·), φ) , (4.21)
for all φ ∈ WL−i. Let the approximation for v(x, ·) be given by
v¯(x, ·) = v¯c(x, ·) + v¯(x′, ·).
Note here that we use the single point interpolation Ixi (v) = v(x
′, ·) as in (4.14). We
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have the following proposition for v¯(x, ·) constructed in such a way.
Proposition IV.1. There is a positive constant ci which only depends on the operator
Ly and i so that
‖v(x, ·)− v¯(x, ·)‖V ≤ ci2−L. (4.22)
Proof We prove (4.22) by induction. The conclusion obviously holds for i = 0.
We assume that the conclusions hold for all l < i. Let x ∈ Si and x′ ∈ Si′ , for i′ < i,
be as above and define the continuous correction term be given by
vc(x, y) = v(x, y)− v(x′, y).
Sufficient smoothness for v(x, ·) : Ω → U , is guaranteed from Assumption C.5 and,
using d(x, x′) ≤ √2 · 2−i, we have the estimate
‖vc(x, ·)‖U ≤ Nd(x, x′) ≤ N2−i, (4.23)
where we absorb the factor
√
2 into N . From the variational formulation on the
continuous level we have
Ay (x) (vc(x, ·), φ) = (f, φ)−Ay (x) (v(x′, ·), φ) ,
for all φ ∈ W . Recall that we have solved
Ay (x′) (v(x′, ·), φ) = (f, φ) ,
from here we deduce that
Ay (x) (vc(x, ·), φ) = − (Ay (x)−Ay (x′)) (v(x′, ·), φ) .
Let v¯c(x, ·) ∈ VL−i be such that
Ay (x) (v¯c(x, ·), φ) = − (Ay (x)−Ay (x′)) (v(x′, ·), φ) , for all φ ∈ WL−i. (4.24)
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From the Assumption C.4 and Cea’s lemma [5], we obtain
‖vc(x, ·)− v¯c(x, ·)‖V ≤ (1 + α
β
) inf
φ∈VL−i
‖vc − φ‖V .
From (4.17) and (4.23) we deduce that
‖vc(x, ·)− v¯c(x, ·)‖V ≤ θ(1 + α
β
)2i−L(N2−i) ≤ θ(1 + α
β
)N2−L.
As x′ ∈ Si′ , where i′ < i, and so VL−i ⊂ VL−i′ . Recall that we have previously
computed v¯(x′, ·) ∈ VL−i′ , a FE space with higher accuracy. Therefore, v¯(x′, ·) will
satisfy the variational form (4.19) over nested spaces with lower accuracy. More
precisely, we will have
Ay (x′) (v¯(x′, ·), φ) = (f, φ) , for all φ ∈ WL−i. (4.25)
From (4.21) and (4.25) we deduce
Ay (x) (v¯c(x, ·), φ) = − (Ay (x)−Ay (x′)) (v¯(x′, ·), φ) , for all φ ∈ WL−i. (4.26)
Therefore, from Assumption C.4 and using (4.24) and (4.26)
‖v¯c(x, ·)− v¯c(x, ·)‖V ≤ 1
β
‖ (Ay (x)−Ay (x′)) (v(x′, ·)− v¯(x′, ·)) ‖W ′ .
Finally, using the Lipschitz Assumption C.2 we obtain
‖ (Ay (x)−Ay (x′)) (v(x′, ·)− v¯(x′, ·)) ‖W ′ ≤ γ|x− x′|‖v(x′, ·)− v¯(x′, ·)‖V
≤ γ(
√
2 · 2−i)(ci2−L) ≤
√
2ciγ2
−L−i.
Therefore
‖v¯c(x, ·)− v¯c(x, ·)‖V ≤
√
2
β
ciγ2
−L−i.
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Thus, putting all the estimates together we obtain
‖v(x, ·)− v¯(x, ·)‖V ≤ ‖vc(x, ·)− v¯c(x, ·)‖V + ‖v(x′, ·)− v¯(x′, ·)‖V ≤ ci+12−L,
where
ci+1 = ci +
√
2
β
ciγ2
−i + (1 +
α
β
)θN. (4.27)

We are now in the position to prove our main result.
Theorem IV.2. Let the assumptions of Proposition IV.1 hold. Furthermore, assume
we have constructed v¯(x, ·) as above for x ∈ Si. Then, for a sufficiently large constant
c∗ which only depends on the operator Ly, we have the estimate
‖v(x, ·)− v¯(x, ·)‖V ≤ c∗(i+ 1)2−L.
Proof We choose a constant i¯ independent of L such that i2−i < β/(2
√
2γ) for
i > i¯. Let
c∗ = max{max
0≤i≤i¯
{ci/i}, 2(1 + α
β
)θN},
where ci is given by (4.27). We prove that
‖v(x, ·)− v¯(x, ·)‖V ≤ c∗(i+ 1)2−L, (4.28)
by induction. This obviously holds for all i ≤ i¯. We assume that the conclusions hold
for all i. From (4.27), we deduce
ci+1 ≤ ic∗ +
√
2γ
β
β
2
√
2γ
c∗ +
c∗
2
≤ (i+ 1)c∗.
The theorem is proved.

We also state a theorem on the computational complexity of our algorithm for
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such a hierarchy of macro-grids and FE spaces given in this section.
Theorem IV.3. Suppose that we solve (4.10) for x in S0, S1, . . . , SL, the total number
of degrees of freedom isO(L22L) for the hierarchical solve. Comparatively, the number
of degrees of freedom in the full solve is O((22L)2).
Proof First note that the dimension of VL−i is O(22(L−i)) and that the number of
points in Si is O(22i). Therefore, the total number of degrees of freedom when solving
(4.10) for all points in Si is O(22i)O(22L−2i) = O(22L). Thus, the total number of
degrees of freedom used when solving (4.10) for all points in S0, S1, . . . , SL is O(L22L).

D. Application to the Stokes Equations
In this section, we apply the algorithm and methodology outlined in prior sections to
the modified Stokes equations in the periodic domain. Here, we use the ALE formu-
lation of the Stokes equations cf. [14, 15]. We will briefly present this reformulation
in the periodic domain and will then apply the two-scale asymptotic expansion ([33])
to the steady-state modified equations as in Chapter III. This will allow for an easy
application of our efficient algorithm. The details for the derivation of the steady-
state ALE formulation and application of two-scale expansion can be found in the
Appendix. We obtain auxiliary cell equations hence, the homogenized equations in
the periodic ALE.
With the intention of developing a proper nested collection of FE spaces, we
then introduce appropriate Sobolev spaces for the solutions. Then, the variational
formulation of the cell equations is presented. We make basic assumptions on the
smoothness properties of the mapping X˜ε and the geometry of the cell equations.
With these assumptions we verify that the conditions on the operator outlined in
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prior sections are satisfied. Hence, given a hierarchy of macro-grids and corresponding
nested collection of FE spaces, satisfying the abstract assumptions, we are able to
obtain the error estimate given by Theorem IV.2.
1. Homogenization of Stokes Equations in the ALE formulation
In the slowly varying domains, there is variation of the cell geometry from RVE to
RVE. When we reformulate the Stokes equations to the periodic domain, we encode
this information into the tensor coefficients of the modified equations. We begin by
reformulating the Stokes equations.
Recall, that the fine-scale Stokes equations (4.2) are represented in the slowly
varying fluid domain F˜ε = X˜ε(Fε). Let Pε ⊂ Fε be some open subset of the periodic
fluid domain, and thus X˜ε(Pε) = P˜ε. We rewrite the Stokes equations in integral
form after the application of the divergence theorem as∫
∂P˜ε
(−p˜ε(x˜)I + µ∇x˜v˜ε(x˜)) · n˜(x˜)dx˜ =
∫
P˜ε
f˜(x˜)dx˜, (4.29a)∫
∂P˜ε
v˜ε(x˜) · n˜(x˜)dx˜ = 0. (4.29b)
We make the change of variables x˜→ x˜(x) and map back to the initial periodic fluid
domain. If φ˜(x˜) is a physical quantity in the deformed (slowly varying) domain, then
denote the pullback to the periodic domain φ(x) := φ˜(x˜(x)). We need to define a few
tensors. Let the mapping gradient and Jacobian be defined as
Fε(x) = ∇xX˜ε(x) , Jε(x) = det(∇xX˜ε(x)),
and related tensors
Gε(x) = det(Fε(x))Fε(x)
−T , Hε(x) = F−1ε (x)Gε(x).
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We assume that the mapping is non degenerate, that is there exists a c > 0 such that
Jε(x) > c > 0 for all x ∈ Ω. Hence, Fε(x) and related tensors will be invertible for all
points in the domain. Noting that in this coordinate transformation, gradients are
transformed as
∇x˜v˜ε(x˜) = ∇xvε(x)F−1ε (x).
Let the surface normal on ∂P˜ε be n˜ and the surface normal on ∂Pε be n. The surface
normals and volume elements transform as
n˜(x˜) = F−Tε (x)n(x) , dx˜ = Jε(x)dx.
Using these transformations, we represent (4.29) in the periodic domain as∫
∂Pε
(−p(x)Gε(x) + µ∇xvε(x)Hε(x)) · n(x)dx =
∫
Pε
f(x)Jε(x)dx,∫
∂Pε
vε(x) ·Gε(x) · ndx = 0.
This is true for any Pε ⊂ Fε. We move to the divergence form of these equations, we
obtain the modified Stokes equations in the periodic domain Fε
−divx (pε(x)Gε(x)) + µdivx(∇xvε(x)Hε(x)) = f(x)Jε(x) in Fε, (4.30a)
divx(G
T
ε (x)vε) = 0 in Fε, (4.30b)
and we assume the boundary condition that vε = 0 on Γε. This is a representation
of the fine-scale Stokes operator we denoted earlier Lε
(
x, x
ε
)
. We apply the two-scale
asymptotic expansions (4.42-4.46), given in the Appendix, and apply them to (4.30).
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Gathering terms in ε we obtain the two auxiliary cell equations for i = 1, · · · , d,
−G0∇ypii1 + µdivy
(∇ywi1H0) = G0ei in YF , (4.31a)
divy(G
T
0w
i
1) = 0 in YF , (4.31b)
and for the second cell equation
−G0∇ypii2 + µdivy
(∇ywi2H0) = J0ei in YF , (4.32a)
divy(G
T
0w
i
2) = 0 in YF , (4.32b)
with wij and pi
i
j being y−periodic, wij = 0 on YΓ and
〈
piij
〉
Y
= 0. The two cell equations
are a result of the representation (4.49) for p1 and v0. The above partial differential
operator is the cell operator denoted Ly (x).
From the ε0 order of the expansion of (4.30b) and averaging over YF we obtain
a representation for the homogenized operator in the periodic domain L (x). The
modified Darcy equation is given by
∇x ·
(
K(x)∇xp0(x) + f¯(x)
)
= 0 in Ω, (4.33)
where
K(x) =
〈
GT0 (x, y)w1(x, y)
〉
Y
and f¯(x) =
〈
GT0 (x, y)w2(x, y)
〉
Y
f(x).
The modified Darcy velocity is given by ξ = K(x)∇xp0(x) + f¯(x). We also require
the boundary conditions ξ · ν = 0 on ∂Ω, where ν is the unit normal.
2. Variational Form and Verification of Algorithm Assumptions
In this section, we present definitions of appropriate Sobolev solution spaces. Then,
we derive the corresponding variational form for the cell operator in the periodic
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setting Ly (x) given by (4.31) and (4.32). We show that this variational form will
satisfy the abstract assumptions.
We define the following Sobolev spaces. For the pressure related quantities let
(L2∫=0(YF))d = {ζ ∈ (L2(YF))d : 1|YF |
∫
YF
ζdy = 0},
and for the velocity related quantities
(H1#,0(YF))
d×d = {q ∈ (H1(YF))d×d : q = 0 on YΓ and q is y − periodic}.
Recall, we have the same solution and test space for our Stokes equations. Indeed,
we let
V =W = (H1#,0(YF))d×d × (L2∫=0(YF))d. (4.34)
Remark For the rest of the chapter, when we state the spaces V ,W , we will mean
the above cross product of Sobolev spaces with V =W . Moreover, the spaces {Vl =
Wl}Ll=0 will be finite dimensional FE subspaces of V given by (4.34).
Multiplying both sides of equations (4.31) and (4.32), by test functions (q(y), ζ(y)) ∈
V and integrating by parts we obtain a corresponding variational form for each x ∈ Ω,
Ay (x)
(
(w(x, y), pi(x, y)), (q(y), ζ(y))
)
=∫
YF
(
pi(x, y) · divy(GT0 (x, y)q(y))− µ(∇yw(x, y)H0(x, y)) : ∇yq(y)
)
dy
+
∫
YF
(
ζ(y) · divy(GT0 (x, y)w(x, y))
)
dy. (4.35)
The cell problems (4.31) and (4.32) can then be written as the following two varia-
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tional problems: Find (wj(x, y), pij(x, y)) ∈ V , for j = 1, 2, such that
Ay (x)
(
(w1(x, y), pi1(x, y)), (q(y), ζ(y))
)
=
∫
YF
G0(x, y) : q(y)dy
Ay (x)
(
(w2(x, y), pi2(x, y)), (q(y), ζ(y))
)
=
∫
YF
J0(x, y)I : q(y)dy
for all (q(y), ζ(y)) ∈ V .
We will now state and prove a lemma that will allow us to use our efficient
multiscale finite element algorithm. We verify the necessary abstract assumptions.
Lemma IV.4. Assume that Ω and YF are sufficiently smooth. Let the mapping be of
the form X˜ε(x) = X˜0(x) + εX˜1(x, y) as in (4.41). Suppose the regularity X˜0 ∈ C2(Ω¯)
and X˜1(x, y) ∈ C2(Ω¯ × Y ). Assume the mapping is non degenerate. There exists
a c > 0, such that for all x ∈ Ω, Jε(x) = det(∇X˜ε(x)) > c > 0 and J0(x, y) =
det(∇xX˜0(x) + ∇yX˜1(x, y)) > c > 0. Then, the variational form (4.35) satisfies
the abstract assumptions, namely Assumption C.1 and Assumption C.2, required of
Ay (x).
Proof First, we verify Assumption C.1. The boundedness condition (4.16a) is a
simple consequence of the boundedness that the smooth matrix functions J0, F0, G0,
and H0 are of class C
1(Ω¯×Y ). The non degeneracy condition (4.16c) is easily satisfied
as in the standard Stokes variational form cf. [13].
We verify the variational form satisfies the inf-sup condition (4.16c). The velocity
term is coercive since the tensor H0 = J0F
−1
0 F
−T
0 is positive definite. Indeed, F
−T
0
and J0 satisfy the lower bound conditions (4.44) and (4.45). Furthermore, the Poincar
inequality is satisfied since w = 0 on YΓ. Hence, for a positive constant C > 0, the
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following estimate holds∫
YF
∇ywH0∇ywdy =
∫
YF
∇ywJ0F−10 F−T0 ∇ywdy,
=
∫
YF
|F−T0 ∇yw|2J0dy > C||w||2(H1(YF ))d×d .
The pressure term satisfies the so-called Babus˘ka-Brezzi condition [6]. Indeed, we
must show that for all pi ∈ (L2∫
=0
(YF))d
sup
w∈(H1#,0(YF ))d×d
∫
YF
pidivy(G
T
0w)dy
||w||(H1(YF ))d×d
≥ C||pi||(L2∫
=0
(YF ))d .
Let v = GT0w, then, ||G−T0 v||(H1#,0(YF ))d×d ≤ ||G−T0 ||∞||v||(H1#,0(YF ))d×d . Note that the
tensor
G−T0 (x, y) =
∇xX˜0(x) +∇yX˜1(x, y)
J0(x, y)
,
is bounded, since X˜0(x) ∈ C2(Ω¯), X˜1(x, y) ∈ C2(Ω¯ × Y ) and the non degeneracy of
J0(x, y). The standard Stokes operator satisfies the Babus˘ka-Brezzi condition [13].
Indeed, we have
sup
v∈(H1#,0(YF ))
∫
YF
pidivy(v)dy
||G−T0 v||(H1#,0(YF ))d×d
≥ sup
v∈(H1#,0(YF ))
C
∫
YF
pidivy(v)dy
||v||(H1#,0(YF ))d×d
≥ C||pi||(L2∫
=0
(YF ))d .
Therefore, the variational form Ay (x) satisfies the inf-sup conditions (4.16b) and we
obtain the desired a-priori bound on the initial data.
The variational form Ay (x) is Lipschitz, in the sense outlined in Assumption
C.2. Note that G0 and H0 are of class C
1(Ω¯ × Y ) and hence, are Lipschitz in x.
Indeed, we have for x, x′ ∈ Ω
|Ay (x) (w, pi), (q, ζ)−Ay (x′) (w, pi), (q, ζ)| ≤
C(||GT0 (x, ·)−GT0 (x′, ·)||+ ||H0(x, ·)−H0(x′, ·)||) ≤ C|x− x′|,
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where C depends on the norms of (w, pi) and (q, ζ) and the Lipschitz constants of GT0
and H0.

Remark Concerning the regularity space U of Assumption C.3. We may obtain the
desired regularity of the cell problem by assuming appropriate smoothness on the
cell geometry, the mapping, and related tensors. We suppose the regularity space
U = (H2(YF))d×d × (H1(YF))d. For more on regularity issues of Stokes equations we
refer the reader to [2, 36].
With Lemma IV.4, and utilizing the proof of Theorem IV.2, we are now in a
position to summarize our results in a theorem. We have the following error estimate
for our efficient multiscale FEM applied to the modified cell equations (4.31) and
(4.32).
Theorem IV.5. Suppose the assumptions in Lemma IV.4 hold.
Suppose that (w, pi) as a map from Ω to U = (H2(YF))d×d× (H1(YF))d is C1(Ω)
to satisfy Assumption C.5. Suppose further that the nested sequence of FE spaces
{Vl}Ll=0 satisfies the error bounds of Assumption C.4, and inf-sup conditions of As-
sumption C.4. Let {Sl}Ll=0 be a dense hierarchy of macro-grids having the properties
outlined in the algorithm. Then, the FE approximate solutions (w¯j(x, ·), p¯ij(x, ·)) to
(4.31) and (4.32) satisfy the error estimate
‖pij(x, ·)− p¯ij(x, ·)‖L2(YF ) + ‖wj(x, ·)− w¯j(x, ·)‖H1(YF ) ≤ c∗(l + 1)h. (4.36)
Remark Any pairs of finite element approximating spaces in V , given by (4.34), that
satisfy the inf-sup condition for the Stokes equations will satisfy the inf-sup condition
for the operator Ay(x) in (4.35). The proof is identical to that as presented above in
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Lemma IV.4. More precisely, elements stable for the standard Stokes equations will
be stable for our modified equations. In the numerical examples below, we choose the
well known Taylor-Hood type P2/P0 elements.
E. Numerical Example
In this section, we propose an example for the implementation of the efficient multi-
scale FEM method. We apply the computational methodology outlined in previous
sections to the Stokes cell equations Ly (x) in the ALE formulation. We begin by
constructing an initial periodic reference domain Ω. Then, we propose a mapping X˜ε
that is smooth and depends only on the macroscopic slow variable in one direction.
This symmetry makes the macro-grid essentially one-dimensional. We build a nested
sequence of four FE spaces by decreasing mesh size and construct a hierarchy of
macro-grids. After averaging, we compute a component of the modified permeability.
We do this for a small stretch and large stretch mapping. Finally, we compare our
fine mesh standard solve to our efficient hierarchical solve for both mappings.
1. Example Problem Formulation
Here, we formulate our example domain, mapping, corresponding equations, and
variational form. We begin with the description of the periodic domain. Let Ω =
[0, 1]2 be the macroscopic domain and define the unit cell to be Y = [0, 1]2. The solid
part of the cell is given by the square inclusion YS = [1/4, 3/4]2 and hence, the fluid
domain is given by YF = Y\YS . The interface of the cell YΓ is ∂YS . Thus, Fε and Sε,
periodic fluid and solid domains, are given by (4.1). Since the domain is periodic, we
will have a single unit cell Y = YF ∪ YS .
We suppose the mapping X˜ε : Ω → Ω˜ε to be a stretch in the x1 direction given
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by
X˜ε(x) = (x1, x2) + α(x
2
1, 0), (4.37)
where x = (x1, x2) are coordinates in Ω. This map preserves the periodicity in the x2
direction, but periodicity in the x1 direction is broken. Fixing x1 but varying x2 will
yield the same cell solution, making the macro-griding essentially one dimensional.
It is important to note that the local cell problems in y = (y1, y2) are still two
dimensional in Y .
Recall the two-scale representation for X˜ε(x) = X˜0(x) + εX˜1(x) as in (4.41). We
see that X˜1 = 0, as there is no dependence on ε or the fast variable y = (y1, y2).
Thus, X˜ε(x) = X˜0(x). Calculating the gradient of this mapping we see that
F0(x1) =
1 + αx1 0
0 1
 ,
and from here we may build the Jacobian and related tensors J0(x1) = det (F0(x1)),
G0(x1) = J0(x1)F
−T
0 (x1), and H0(x1) = F
−1
0 (x1)G0(x1).
To simplify the implementation, we assume that we have no external body force,
that is, f = 0. If the body force in present, we must solve two cell problems (4.31)
and (4.32). We wish to find (wi, pii) ∈ V , for i = 1, 2, such that
−G0(x1)∇ypii + µdivy
(∇ywiH0(x1)) = G0(x1)ei in YF , (4.38a)
divy(G
T
0 (x1)w
i) = 0 in YF , (4.38b)
with wi and pii being y-periodic, wi = 0 on YΓ and 〈pii〉Y = 0. For simplicity of
notation, in the following we adopt a notation similar to that used in the section
on abstract formulation. We let v = (w, pi) be the solution and φ = (q, ζ) the test
function. Then, (4.38) has the corresponding variational formulation. We wish to
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(a) x1 = 0 (b) x1 = 1
Fig. 13. Pressure pi1 (triangle shading) and velocity w1 (vectors) plots for α = 1/2,
h = 1/12 for (a) x1 = 0, (b) x1 = 1, in the periodic reference configuration.
find v ∈ V such that
Ay (x1) (v, φ) =
∫
YF
G0(x1) : qdy for all φ ∈ V , (4.39)
where Ay (x1) has the same form as (4.35).
It is useful to visualize the solutions. Fixing x1, we solve the above variational
form using P2/P0 Taylor-Hood finite elements over YF . These elements satisfy the
inf-sup stability conditions in Assumption C.4 cf. [16]. We use quadratic elements
for velocity and piecewise constants for pressure. In Figure 13, we plot the pressure
pi1 and velocity w1 cell solutions to (4.38) with, right-hand-side G0(x1)e1 = (1, 0) for
x1 = 0, 1, and α = 1/2. We see that, as we move from x1 = 0 to x1 = 1, the tensor
coefficients change. This, in turn, changes the pressure and velocity fields. As we
stretch, the solid inclusion is thinner and has less effect on the flow in the horizontal
direction. In the next section, we will compare the standard full solves (h = 1/24) to
the hierarchical solve using our efficient algorithm.
Remark It is important to note here that our inclusion has sharp corners. Near
those regions, we will not be able to guarantee the solutions will be in our regularity
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space U . However, since the data and other regions of the domain are smooth enough,
this will not affect our results in a significant way.
2. Implementation of the Algorithm
In this section, we implement the efficient hierarchical multiscale algorithm. We apply
these methods to equations (4.38). First, we build the nested sequence of FE spaces by
coarsening the initial fine mesh in a structured way. From this sequence of meshes, we
use, P2/P0 Taylor-Hood elements to build the FE approximation spaces. Recall that
the mapping (4.37) depends only on x1, implying that the macro-grid need only vary
in one direction. Hence, we construct a corresponding one dimensional hierarchy of
grids. Then, we implement the algorithm by computing the velocity. After averaging,
we compute the modified permeability and compare our algorithm to the standard
full solve at each point in our hierarchical grid.
With the intent of building our nested FE spaces, we begin with our meshes.
We use the four meshes in Figure 14. We can view the generation of these meshes
as either a coarsening of the finest mesh or refinement of the coarsest mesh. As a
characteristic mesh size h, we mean the length of the base of a triangular element (non-
hypotenuse side). We use these meshes to build a nested sequence of FE spaces. Using,
P2/P0 Taylor-Hood elements, where quadratics are used for velocity and constant for
pressure, we denote the FE spaces as {V3−l}3l=0. Each space has the corresponding
mesh size hl = 2
l( 1
24
) for l = 0, 1, 2, 3 (κ = 2, FE coarsening factor). With these
approximation spaces we will have the error estimate
inf
φ∈V3−l
‖v − φ‖V ≤ C
(
2l
24
)
‖v‖U .
Remark Here the Sobolev space V is given by (4.34), and the regularity space is given
by U = (H2#,0(YF))d×d × (H1∫=0(YF))d. Note also that, since we are using quadratics
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(a) h = 1/3 (b) h = 1/6
(c) h = 1/12 (d) h = 1/24
Fig. 14. 4-levels of meshes with coarsening factor κ = 2.
for velocity, we will have an error estimate of h2l . However, due to using constant
pressure, the overall estimate will be order hl.
We now construct the nested macro-grids {Tl}3l=0 ⊂ [0, 1] and subsequently the
hierarchy of macro-grids {Sl}3l=0. Recall our coarsening of the FE error is inversely
proportional to the macro-grid spacing. With this in mind, we let T0 = {0, 1/2, 1},
then the initial grid spacing is H20, where is given by H = 1/2. The next macro-
grids must have grid spacing H2−l, for l = 1, 2, 3,. Thus, we have Tl = {k/2l+1}2l+1k=0 .
We can now construct our hierarchy of grids Sl for l = 0, 1, 2, 3. Let the coarsest
grid be T0 = S0 = {0, 1/2, 1}, then S1 = {1/4, 3/4}, S2 = {(2k + 1)/8}3k=0, and
S3 = {(2k + 1)/16}7k=0. A schematic diagram of this hierarchy of grids and their
relationship to the correction term procedure can be seen in Figure 15.
We implement the algorithm on the variational form (4.39) as follows. For x′ ∈
S0 = {0, 1/2, 1}, the so-called anchor points, we then solve for v(x′, ·) ∈ V3 using
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Fig. 15. Schematic diagram of hierarchy of macro-grids and corresponding FE spaces.
With stratification of spaces and lines to indicate correction term relation-
ships. The ∗ indicates where corrected solutions are used to correct once
more.
the standard Galerkin FEM. We proceed to solve the lower level macro-grids by our
inductive procedure. We use a simple 1-point interpolation to compute the correction
term. For x ∈ Sl, then for x′ ∈ (∪k<lSk) we let
Ixl (v) = v(x
′
1, ·),
be the macro-grid interpolation. For example, using x′ = 0 ∈ S0, we have com-
puted v¯(0, ·) ∈ V3 by standard Galerkin FEM. We want to calculate v¯(1/4, ·), where
x = 1/4 ∈ S1. Using I1/41 (v¯) = v¯(0, ·) as known data, we find the correction term
v¯c(1/4, ·) ∈ V2 such that
Ay (1/4) (v¯c, φ) =
∫
YF
G0(1/4) : qdy −Ay (1/4) (v¯(0, ·), φ) ,
for all φ ∈ V2. We write the solution at x = 1/4 as
v¯(1/4, ·) = v¯c(1/4, ·) + v¯(0, ·).
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Fig. 16. Interpolated permeability values for xi1 = i/16, i = 0, · · · , 16, with α = 1/2.
(a) Varying h = 1/3, 1/6, 1/12, 1/24, (b) Hierarchical Solve “- o -” vs. Fine
Mesh Solve “—”.
We continue this procedure. For x = 3/4, we use I
3/4
1 (v¯) = v¯(1, ·) as known
data as above. Since x = 3/4 ∈ S1, we solve for v¯c ∈ V2 and write v¯(3/4, ·) =
v¯c(3/4, ·)+v¯(1, ·). Continuing on in this manner, we use the corrected solution v¯(1/4, ·)
to compute the correction terms at x = 3/16, 5/16 in V0. We also use the corrected
solution v¯(3/4, ·) to compute the correction terms at x = 11/16, 13/16 in V0. In-
deed, using v¯(0, ·), we build the correction terms at x = 1/8 in V1 and at x = 1/16
in V0. Using v¯(1/2, ·), we build the correction terms at x = 3/8, 5/8 in V1 and at
x = 7/16, 9/16 in V0. Finally, using v¯(1, ·), we build the correction terms at x = 7/8
in V1 and at x = 15/16 in V0. In this way, we build all solutions in T3 = {k/16}16k=0.
We summarize this procedure in Figure 15.
We compute the solutions to cell equations (4.38) for i = 1. First, we compare the
convergence results for standard solves, for varying hl values. We then compare the
convergence results for the finest mesh standard Galerkin solve to the implementation
of our efficient algorithm (hierarchical solve). To this end, we define the modified
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permeability in the y1 direction as
Ky1y1(x1) =
∫
YF
w1(x1, y)dy, (4.40)
where w11(x1, y) is the y1 component of the velocity in (4.38) for i = 1. Ultimately,
we want to compute permeability, so this is a reasonable measure of accuracy.
In Figure 16 and Figure 17, we present a summary of our results. In Figure 16,
we let α = 1/2 where the mapping (4.37) is weak. Using the standard Galerkin FEM
for the macro-points T3 = {k/16}16k=0, in 16(a), we compute modified permeabilities
in the y1 direction (4.40) for varying values of hl. Then, we interpolate the values to
make the trends clearer. Since the mapping is weak, the solution changes very slowly
and not much is gained from decreasing hl past a certain value. In 16(b), we compare
our efficient algorithm described above with the finest mesh solution h = 1/24, used
at all points in T3. We see that we obtain the same order of accuracy using the
standard solve as with our efficient hierarchical algorithm.
In Figure 17, we proceed exactly as in Figure 16, but we let α = 5. This
corresponds to a strong stretch. In this case, the microstructure varies greatly. We
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observe that as we move to the right of the domain, the deformation from our mapping
is greatest. Using the standard Galerkin FEM, we observe strong errors in Figure
17(a) when larger values of hl are used. Comparing the standard solve with h = 1/6
to the standard solve h = 1/24, we observe vary large errors at x1 = 1. In Figure
17(b), we again compare our efficient algorithm to the standard solve with the finest
mesh h = 1/24. We observe that we obtain the same order of accuracy. Moreover, we
observe good convergence in the right side of the domain with our hierarchical solve.
The two examples serve as a “proof of concept” and demonstrate that the algorithm
can be simply implemented and is the same order of accuracy as the standard full
solve.
F. Appendix
In this appendix, we apply the method of two-scale asymptotic expansion as in [33],
to the modified Stokes operator Lε
(
x, x
ε
)
given by (4.30). Recall these equations are
presented in the periodic reference domain Ω. This is the so-called ALE formulation
of the Stokes equations cf. [15]. From this procedure, we obtain, modified cell and
homogenized operators Ly (x) and L (x), respectively.
To this end, we let y = x/ε and thus derivatives transform as ∇ → ∇x + 1ε∇y.
In addition, assume the following ansatz for the deformation X˜ε(x)
X˜ε(x) = X˜0(x) + εX˜1(x, y). (4.41)
We assume the regularity X˜0 ∈ C2(Ω¯) and X˜1(x, y) ∈ C2(Ω¯ × Y ), thus, X˜ε(x) ∈
C2(Ω¯).
Remark This ansatz is reasonable for many applications cf. [32]. Essentially, the
mapping has a large macroscopic part and a small oscillatory correction. In the
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context of FSI, we have some macroscopic deformation over the whole domain and
some small pore-scale deformation throughout.
We expand the gradient, Jacobian and related tensors as
Fε(x) =
(
∇xX˜0(x) +∇yX˜1(x, y)
)
+ ε
(
∇xX˜1(x, y)
)
= F0(x, y) + εF1(x, y), (4.42)
and
Gε(x) = G0(x, y) + εG1(x, y)+ · · · , Hε(x) = H0(x, y) + εH1(x, y) + · · · , (4.43a)
Jε(x) = J0(x, y) + εJ1(x, y) + · · · . (4.43b)
Here, the functions Ji,Fi,Gi, and Hi are y-periodic for i = 0, 1, ...,.
Remark To ensure that we have a meaningful deformation, we assume the non
degeneracy condition. There exists a c such that
Jε(x) > c > 0 and J0(x, y) > c > 0 for all x ∈ Ω. (4.44)
In addition, F0(x, y) is of class C
1 and therefore bounded. Hence, there exists c such
that
∥∥F−T0 (x, y)∥∥ > c > 0 for all x ∈ Ω. (4.45)
These bounds will ensure a well-posed modified Stokes problem.
We expand velocity and pressure as in the case of slowly varying media (4.3),
vε(x) = ε
2 (v0(x, y) + εv1(x, y) + · · ·) , (4.46a)
pε(x) = p0(x) + εp1(x, y) + · · · , (4.46b)
Using the above two-scale expansions (4.42-4.46), we can write the momentum equa-
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tion (4.30a) as
−
(
divx +
1
ε
divy
)
((p0(x) + εp1(x, y) · · ·) (G0(x, y) + εG1(x, y) + · · ·))
+ µ
(
divx +
1
ε
divy
)[((
∇x + 1
ε
∇y
)(
ε2v0(x, y) + ε
3v1(x, y) · · ·
))
× (H0(x, y) + εH1(x, y) + · · ·)
]
= f(x) (J0(x, y) + εJ1(x, y) · · ·) ,
and for the conservation of mass equation (4.30b)(
divx +
1
ε
divy
)((
GT0 (x, y) + εG
T
1 (x, y) + · · ·
) (
ε2v0(x, y) + · · ·
))
= 0.
Collecting the ε0 terms from conservation of momentum, we have
−divx (p0(x)G0(x, y))− divy(p0(x)G1(x, y))− divy(p1(x, y)G0(x, y))
+µdivy (∇yv0(x, y)H0(x, y)) = f(x)J0(x, y), (4.47)
and the ε1 terms from the conservation of mass equation
divy
(
GT0 (x, y)v0(x, y)
)
= 0. (4.48)
We may simplify (4.47) by noting that Piola transform Gε(x) is divergence free via
the identity ∫
Pε
divx(Gε(x))dx =
∫
∂Pε
Gε(x) · n(x)dx
=
∫
∂P˜ε
I · n˜(x˜)dx˜ =
∫
P˜ε
divx˜(I)dx˜ = 0.
From here, we see that the tensor Gε(x) satisfies divx(Gε(x)) = 0. Using the asymp-
totic expansions (4.43a), we obtain(
divx +
1
ε
divy
)
(G0(x, y) + εG1(x, y) + · · ·) = 0.
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Gathering similar terms in ε, terms we see that for ε−1
divy(G0(x, y)) = 0,
and for ε0
divx(G0(x, y)) + divy(G1(x, y)) = 0.
Using these identities, we deduce
−divx(p0(x)G0(x, y))− divy(p0(x)G1(x, y))− divy(p1(x, y)G0(x, y))
= −G0(x, y)∇xp0(x)−G0(x, y)∇yp1(x, y).
Using the above identity, we simplify (4.47) along with the incompressibility equation
(4.48). We write the cell problem for the modified Stokes equations in the periodic
fluid cell YF
−G0(x, y)∇yp1(x, y) + µdivy(∇yv0(x, y)H0(x, y)) = G0(x, y)∇xp0(x) + f(x)J0(x, y),
divy(G
T
0 (x, y)v0(x, y)) = 0,
where v0 and p1 are y−periodic, also v0 = 0 on YΓ and 〈p1〉Y = 0. Note that the
right-hand-side of the above problem contains components that depend on the fast
variable y unlike in the slowly varying case. Indeed, letting
v0(x, y) = w1(x, y)∇xp0(x) + w2(x, y)f(x), (4.49a)
p1(x, y) = pi1(x, y)∇xp0(x) + pi2(x, y)f(x), (4.49b)
where (wij(x, y), pi
i
j(x, y)), i = 1, . . . , d, are the solutions to the modified Stokes cell
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equations
−G0∇ypii1 + µdivy
(∇ywi1H0) = G0ei in YF ,
divy(G
T
0w
i
1) = 0 in YF ,
and for the second cell
−G0∇ypii2 + µdivy
(∇ywi2H0) = J0ei in YF ,
divy(G
T
0w
i
2) = 0 in YF ,
with wij and pi
i
j being y−periodic, wij = 0 on YΓ and
〈
piij
〉
Y
= 0. The above equa-
tions are the modified Stokes cell operator Ly (x) with differing right-hand-side data.
Taking the next term in the two-scale expansion of (4.30b), we have
divx(G
T
0 (x, y)v0(x, y)) + divy(G
T
1 (x, y)v0(x, y)) + divy(G
T
0 (x, y)v1(x, y)) = 0.
Taking the average over the unit cell, using y-periodicity, vε(x, y) = 0 on Γε, and
divergence theorem, the divy terms vanish. We obtain the homogenized operator
L (x) in the periodic reference domain
divx
(〈
GT0 (x, y)v0(x, y)
〉
Y
)
= 0 in Ω.
Using the relation (4.49), we see that
divx
(〈
GT0 (x, y)w1(x, y)
〉
Y
∇xp0(x)
)
+ divx
(〈
GT0 (x, y)w2(x, y)
〉
Y
f(x)
)
= 0.
Letting
K(x) =
〈
GT0 (x, y)w1(x, y)
〉
Y
and f¯(x) =
〈
GT0 (x, y)w2(x, y)
〉
Y
f(x),
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we write this effective homogenized equation as
divx
(
K(x)∇xp0(x) + f¯(x)
)
= 0 in Ω.
Here, we may make parallel comparisons to the Darcy law (4.9). We have the x-
dependent modified permeabilityK(x) and the modified Darcy velocity ξ = K(x)∇xp0(x)+
f¯(x). We also require the boundary conditions ξ · ν = 0 on ∂Ω, where ν is the unit
normal.
Remark Note here that if our mapping is the identity, that is X˜ε(x) = x, all the
related tensors are the identity matrix. In this case, we observe that the equations
are the same as the purely periodic setting.
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CHAPTER V
CONCLUSION
In this dissertation, we developed theory and computational methodologies to deal
with multiscale Fluid-Structure Interaction (FSI) problems. Such problems exhibit
highly nonlinear behavior and, with the added complexity of complex multiscale ge-
ometries, new theoretical and computational tools are necessary. We recall here the
methods and state conclusions of the dissertation.
We began by deriving a homogenization result for Stokes flow in slowly varying
media. Traditionally, these homogenization techniques have relied on the medium in
question having periodic microstructure. Recall, that FSI generates slowly varying
geometries and can break the periodicity of the medium. When developing multiscale
iterative techniques for FSI, such homogenization results are critical in the analysis of
such algorithms. Using our theoretical result, we developed a computational method-
ology to compute downscaled quantities. We compute cell problems at select RVEs
and interpolate the result. We demonstrated this technique on two slowly varying
geometries and on these examples obtained better than theoretical convergence rates.
The homogenization result for Stokes flow is essentially a result for iterative
multiscale FSI problems. In Chapter III, we developed a fully coupled formal ho-
mogenization of the fine-scale FSI model. This is done with the intent of developing
a homogenized Biot poroelasticity model that includes pore-scale deformation. The
linear Biot equation can be obtained via homogenization techniques, however, these
methods assume no pore-scale deformation. Due to large deformations, the fluid and
solid equations are presented in differing domains for FSI. Fluid equations are pre-
sented the moving Eulerian frame, while solid equations are presented in the fixed
Lagrangian frame. To apply two-scale homogenization techniques we reformulate the
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FSI equations in the Arbitrary Lagrange-Eulerian frame. This unified framework
allowed us obtain homogenized equations whose coefficients depend nonlinearly on
pressure and gradient of displacement. We then applied several simplifications to the
equations. Using these simplifications, we were able to obtain a numerical result for
a three dimensional cell geometry. We obtained a table for permeability and Biot
coefficient values. In future work, we will to apply these tables of coefficients to a full
three dimensional Biot equations.
Finally, we developed a multiscale hierarchical finite element method for Stokes
equations. Computing permeability for complex microstructures can be prohibitively
expensive. The reason is two fold: for varying media, the microscale properties
must be resolved through the entire domain and each such cell may exhibit complex
geometry. We recall the main themes of the algorithm. We built a nested set of
finite element approximation spaces. Then, a corresponding hierarchy of macro-grids
throughout the entire domain. At certain points in the hierarchy we solved using
very high accuracy approximations spaces. Then at other points we solved with
lower accuracy spaces and used nearby high accuracy solves to correct. Since the
algorithm requires the approximation spaces to be nested, we utilized the Arbitrary
Lagrange-Eulerian formulation of the Stokes equations. We then applied the method
to a test geometry that was periodic in the vertical direction, making the macro-grid
essentially one dimensional, while cell equation is the two dimensional. Applying these
methods to the fully coupled nonlinear FSI cell problem is being currently explored.
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