Abstract. We analyze the stability of Muckenhoupt's RH d p and A d p classes of weights under a nonlinear operation, the λ-operation. We prove that the dyadic doubling reverse Hölder classes RH d p are not preserved under the λ-operation, but the dyadic doubling Ap classes A d p are preserved for 0 ≤ λ ≤ 1. We give an application to the structure of resolvent sets of dyadic paraproduct operators.
Introduction
The Muckenhoupt classes of weights consist of positive locally integrable functions satisfying certain integrability conditions on intervals; see Section 2. They arise, for instance, in connection with the boundedness of the Hilbert transform and maximal function operators on L p spaces. Weights in the Muckenhoupt classes are often represented as exponentials of functions in BMO; see [GC-RF] . For weights ω(x) defined on an interval J, with mean value one on J, a different representation, sometimes called the paraexponential, was introduced in [FKP] . The correspondence is realized by an infinite product, namely:
where D(J) denotes the intervals in the dyadic decomposition of the interval J, {h I } I∈D(J) are Haar functions, ·, · is the scalar product in L 2 , and m I ω is the mean value of ω on I.
It was proved in [FKP] that if there is an ε > 0 such that |b I h I | < 1−ε for all I ∈ D(J), then the partial products converge to a weight in dyadic doubling A We will consider only weights ω defined on an interval J, with mean value one on J. For such a weight we have, at least formally, the product representation (1.1). We are interested in the effect of multiplying the coefficient b I in each factor of the product by the same number λ. Define
We call the mapping that sends ω → ω λ the λ-operation.
To guarantee the convergence of the products we will only consider the case [FKP] .
The λ-operation seems, at first sight, very similar to taking a λ power of the weight, ω λ . The first two terms in the Taylor expansion of ω λ = e λb coincide with the first two terms obtained by expanding the infinite product in (1.2), but the third terms differ. Both the RH For p > (1 − log 2) −1 > 1, examples with positive λ's are given in [P2] . In this paper we give examples with positive λ's for all p > 1. Examples for all p > 1, with −1 ≤ λ < 0, are given in [P1] .
A related result in [P2] is that if ω ∈ RH However, the A d p spaces for 1 ≤ p < ∞ are not preserved by the λ-operation for negative λ; this can be shown by examples like those in [P1] .
The λ-operation appears naturally in the study of the resolvents of the dyadic paraproduct [P2] . The dyadic paraproduct is a bilinear operator that appears in different guises in harmonic analysis, often replacing the ordinary product [M] , [Ch] , [D] . The dyadic paraproduct π b associated to a function b is defined by
where m I f is the mean value of f on the interval I, and
The conditions on b that guarantee the existence of a bounded inverse of ( 
In Section 2 we give notation, definitions, and some preparatory lemmas. In Section 3 we prove Theorem 1.2, and in Section 4 we construct the examples which establish Theorem 1.1.
As is customary, C denotes a constant that may change from line to line.
Preliminaries
In this section we introduce the dyadic intervals and the 
denotes the family of dyadic subintervals of J. Given an interval J, we denote its left and right halves respectively by J l and J r . An interval I is the parent of an interval I if I is I l or I r .
The Haar function associated to an interval I is given by
here χ I denotes the characteristic function of the interval I. The set of Haar functions indexed by [H] .
A 2 I ≤ C |J| for all J ∈ D, with a constant C independent of J; see [Ch] , [M] .
2.1. Dyadic weights. We consider weights defined on the interval J 0 = [0, 1].
A dyadic doubling weight ω is a positive locally integrable function such that I ω ≤ C I ω for all intervals I ∈ D, where I is the parent of I and C is a constant independent of I.
A weight ω is in the dyadic doubling A ∞ class A d ∞ if ω is dyadic doubling, and there is a constant C such that
A weight ω is in the dyadic doubling reverse Hölder class RH d p , for 1 < p < ∞, if ω is dyadic doubling, and there is a constant C such that
A weight ω is in the dyadic doubling A p class A d p , for 1 < p < ∞, if ω is dyadic doubling, and there is a constant C such that
A weight ω is in the dyadic doubling A 1 class A d 1 if ω is dyadic doubling, and there is a constant C such that 
These properties are known for weights that satisfy the conditions above for all intervals I; see [GC-RF] . In our case we consider only dyadic intervals, but we also assume that the weights are dyadic doubling, which yields (2.1); see [B] . An explicit example of a function in p>1 A d p but not in A d 1 can be found in [JN] . To each weight ω ∈ A d ∞ , with mean value one on J 0 , we associate a function b = b ω so that 
If so, the weight ω is a dyadic doubling weight.
This is proved in [FKP] . The dyadic RH 
Proof of (b) . ( Let I be the parent of I. Denote by s I the proportion of the mass of I that is carried by I. Then
2.2. The λ-operation. The nonlinear operation that sends the weight ω given by
is called the λ-operation.
Remark 2.3. Dyadic doubling and A d ∞ weights are preserved under the λ-operation for −1 ≤ λ ≤ 1. This is a consequence of Theorem 2.1, and the observation that since |λb I | ≤ |b I |, b ∈ BMO d implies λb ∈ BMO d ; see [P2] .
To understand how the λ-operation affects RH 
The λ-operation is a nonlinear operation on the weight, but it is linear at the level of the s I 's:
Proof. This is an immediate consequence of (2.4).
Lemma 2.5. Let a 1 , . . . , a n be positive numbers. Let a j (λ) = 1 + λ(a j − 1), and
Proof. On expanding the product we get (2.8) where the index notation k 1 = . . . = k i means that the k j 's are pairwise different, and 1 ≤ k j ≤ n. Now, using repeatedly the fact that for positive numbers the arithmetic mean is at least the geometric mean, we find that (2.9) where N n,i is the number of ways one can choose i numbers from a collection of n numbers, that is, N n,i = n! i!(n−i)! . Observe that in the double product in (2.9), each License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use a j occurs as many times as there are possible ways to choose i − 1 numbers from a collection of n − 1 numbers, that is, N n−1,i−1 . Since N n−1,i−1 /N n,i = i/n, the right hand side of (2.9) is equal to
We conclude that
hence it is bounded below by min {f (0), f(1)}. Set A = A n (1) 1/n ; then f(0) = 1,
. This completes the proof of the lemma. where K ∈ D(J), 2s K (λ) = 1 + λ(2s K − 1), and 2s K = m K ω/m K ω.
These are the kind of products considered in Lemma 2.5. Since ω is dyadic doubling, (2.4) shows that ≤ 2s K ≤ 2 − . In particular, a K = 2s K > 0. We can apply Lemma 2.5 to each pair (I, J) of dyadic intervals, I ⊂ J, where n = log 2 (|J|/|I|), A n (λ) = m I ω λ /m J ω λ , and A n (1) = m I ω/m J ω, to conclude that The critical value of p, from (4.12), is p c = n log 2 n log 2 − log(n + 1) . (4.13)
Examples for all p > p c can be found among the n-periodic weights of the form described above. Letting n tend to infinity, we see that p c tends to 1, and so we have found examples for all p > 1.
