Abstract-Filled pause detection is imperative for spontaneous speech recognition as it may degrade speech recognition rate. However, filled pause is commonly confused with elongation as they shared the same acoustical properties. Few attempts of classifying filled pause and elongation employed Hidden Markov model. Our proposed method of utilizing Neural Network as a classifier achieved 96% precision rate. We also proved that voice activity detection (VAD) affects the performance of speech recognition. Three acoustical-based VAD are compared and the best precision rate is achieved by incorporating volume and firstorder difference features. Experiments are conducted using Malay language spontaneous speeches of Malaysia Parliamentary Debate sessions.
INTRODUCTION
Filled pause (FP) is a vocalized pause that is usually used by speakers to prevent interruption from others while planning their utterances [1] . The occurrence of FP in spontaneous speech is one of the major problems in Automatic Speech Recognition (ASR) [3] . One of the well-established FP detection methods is by utilizing the acoustical features of FP [4] , [5] . However, acoustical approach commonly suffers from elongations occurrences [3] . Elongation (ELO) is mistakenly classified as FP disfluencies as both share the same acoustical features (i.e. stable formant frequencies, flat pitch, constant energy and longer duration) [1] , [3] , [4] , [5] , [6] . Consequently, ELO along with FP are removed to produce clean speech data. This causes a change of a sentence semantic as ELO should be detected as a normal word.
Existing research of FP and ELO detection used Hidden Markov Model (HMM) as the classifier succeeding acoustical feature extraction. They achieved 80.60% precision and 92.59% recall rate for FP detection in Mandarin language [7] . At the time of writing, there is lack of FP detection work has integrated Network (NN) with acoustical approach. A similar approach was done by [3] to detect filled pause. However, ELO and FP is not distinctly differentiated as they are grouped as disfluencies. In ASR, well-known classifiers such as Hidden Markov Model (HMM), Gaussian Mixture Model (GMM), Support Vector Machine (SVM) and Artificial Neural Network (ANN) have been utilized. Among these classifiers, ANN is proven to be the most efficient in speech recognition [8] . The generalization ability of ANN allows the hidden part of the population to be understood even if the sample data contains noisy information [9] . Therefore, ANN is preferred as the classifier in our research. This paper is organized as follows. Section 2 describes the speech FP and ELO datasets used in our experiments. Detailed methods are then presented in Section 3, followed by discussions of findings in Section 4. Finally, further work and improvements are discussed in Section 5.
II. DATA COLLECTIONS
The speech data used in this research is gathered from hansard documents of Malaysian Parliament's debate sessions of 2008. It comprises Malay language spontaneous speeches spoken by male and female speakers of Malay, Chinese and Indian ethnics. Since the speech data was recorded live, it is surrounded with background noise, interruptions, and various speaking style (low, medium and high intonation). A total of 295 sentences are selected from the speech data for our experiment. Pre-processing operations such as framing, windowing and filtering are subsequently applied to the sentences. Four-hundred-forty (440) FPs and 1,241 normal words of different duration and multi-speakers are then gathered from these sentences. These two datasets are defined as FP_dataset and Word_dataset, respectively. We subsequently extracted 129 elongated words from Word_dataset and define it as ELO_dataset. In English language, ELO is described as the extension at the end of the utterances as a replacement of FP [1] . Malay words are agglutinative alphabetic-syllabic that are based on four distinct syllable structures, i.e. V, VC, CV and CVC [11] . Based on our data analysis, we described our ELO as the last syllable of an utterance. The selection of the elongated data is based on the most common uttered words in ELO_dataset. The lists of words that contain elongated syllable are in bold form as tabulated in Table I. Based on Table I , C represents consonant and V is vowel. As mentioned earlier, the aim of this research is to classify two spontaneous speech disfluencies, that are filled pause and elongation. For this purpose, ELO and FP_datasets are used in the experiments. In the first phase, ELO and FP_datasets are automatically segmented into syllables by using Voice Activity Detection (VAD) method. The aim is to isolate exact representation of both elongation and filled pause before acoustical features are extracted. We tested three VAD-based methods which are Volume (VOL), Volume+ Zero Crossing Rate (VZCR) and Volume + First Order Differences (VFOD) [22] . Therefore, 3 elongation datasets (i.e. VAD1-3) and 3 filled pause datasets (VAD 4-6) are produced. To evaluate VAD's performance, formant frequency and pitch are extracted from all 6 datasets and the standard deviation (std_dev) and mean are calculated. The objective of the second phase is to classify filled pauses and elongations. To prove that a VAD algorithm strongly affect ASR performance [12] , we classify all the datasets produced by VAD experiment. For classification, we chose Multilayer Perceptron-Back Propagation Neural Network (MLP_BPNN) classifier. The compact parametric representation of filled pauses and elongations that is Mel-Frequency Cepstral Coefficients (MFCC) is extracted for classification purpose. The overall methodology is demonstrated in Figure 1 . In ASR, there is a need to process the utterance consisting of speech, silence and other background noise. The detection of the presence of speech embedded in the various types of nonspeech events and background noise is called end point detection, speech detection or voice activity detection. In our research, we applied three types of VAD methods to identify the most effective VAD on FP and ELO classification.
A. Volume-based VAD
A volume threshold, Vol Thr as computed in (1) is the key parameter in volume-based VAD (VOL). where, Vol max and Vol min is the maximum and minimum volume vector of the speech and V c is the coefficient that is set to 10 [22] . Volume vector is further calculated by using (2) .
where Ki F and Ki L is the first and the last sample of the speech utterances and i is the number of frames. Figure 2 shows an example of VOL results for the word /ADA/. The green line indicates the start and red is the end of the voice activity detection. 
B. Volume and zero crossing rate based VAD
The second method of VAD is an integration of volume and zero crossing rate. This method detects the voice region by using Vol Thr and zero crossing rates (ZCR). The steps are as follows:
1. Selection of the end and the beginning points by using volume value as in (1) and (2).
Calculation of ZCR coefficient threshold τzc that is defined as
where r z is set to 0.1 and Z is the ZCR vector elements that is calculated by using (3).
C. Volume and first order difference based VAD
The third VAD integrates volume with first order difference (FOD). FOD is based on first-order differences of a given signal as characteristics in time domain and is defined as (4) .
where i represents number of time frames used to compute i H and j is the order of the differences.
D. Voice Activity Detection (VAD) Evaluation
For VAD evaluation, formant frequencies and pitch features are extracted from VAD 1-6 datasets. Previous research in [5] utilized formant frequency (FF1) 1 and 2 (FF2) because higher formants are more difficult to be tracked accurately. In contrast with another FP detection work [10] , four formant frequencies (i.e. FF1-FF4) are used as it was reported that F1 and F2 transition criteria are not very robust and failed for several cases. In this research, four formant frequency extractions are done using all-pole Linear Prediction Coding (LPC) model. All-pole model is the most favorable LPC due to its realistic real world applications including many types of speech production [14] . The LPC estimates ŷ at sample number n for the output signal y by a p th order prediction filter as shown in (5) .
The error between the output signal and the estimation is given by (6) .
The vocal tract filter characteristic is determined by the choice of prediction order or the filter coefficients. The filter coefficients is calculated by using rule of thumb method [13] as in (7) .
where p represents the prediction order and fs is the signal's sampling frequency. γ is normally given as 2 or 3 to ensure predictor flexibility.
The second acoustical feature extracted is pitch. A flat pitch during FP is defined as unvaried vocal cord stress under constant articulator [5] . In this research, the conventional pitch detection algorithm Average Magnitude Difference Function (AMDF) [15] is chosen. AMDF is defined by (8) .
where L = Size of the speech segment; S j =S 1 ,S 2… S L are sample of the speech segments), τ delay value and max τ is the maximum delay shift.
The standard deviation (9) and mean (10) of each pitch and formant frequency is computed to observe the data stability. 
A. Mel Frequency Cepstral Coefficients
MFCC is one of the most commonly used features for speech recognition [16] . It is a type of speech feature involving coefficients that represent audio which are derived from a type of cepstral representation of the audio clip [17] . MFCC has been successfully used in recent speech processing related work such as in non-speech detection of dysarthric speech [18] , isolated spoken speech recognition [13] and continuous speech recognition [19] . A Discrete Fourier Transform (DFT) is performed on each of the windowed speech waveform with 512 DFT. DFT is then used to calculate short-term power spectrum of speech signal. The Mels-scale is then calculated by using (11) .
The derived log amplitudes of the spectrum are mapped onto the Mel scale using triangular overlapping windows. After doing some analysis, a 12-cepstral coefficient of MFCC is chosen. The Discrete Cosine Transform (DCT) of the list of Mel log amplitudes is further calculated. The MFCCs are the amplitudes of the resulting spectrum.
B. Multilayer Perceptron (MLP) Neural Network
For each VAD 1-6 datasets, 80% is set for training and 20% is set for testing. Three different structures of a two-layer feedforward neural network with one hidden and one output layer are implemented. The three structures used the same inputs, target assignments, activation functions, output layer structure, network parameters, and differ only in the number of hidden neurons in the hidden layers.
The two-layer feed forward network structures, in the output layer have two neurons with each representing FP and ELO. For classification purpose, each speech segment is assumed to correspond to a class which is labeled as 1 for FP and 2 for ELO. The number of input neuron will be calculated through the experiments by multiplying the cepstral order with the total frames as in (12) and (13) (12) Input Neuron No=CepstralOrder * TotalFrameNumber (13) The number of hidden neurons is determined by trial and error guided by Geometric Pyramid Rule (GPR) as in (14) . The number of hidden neurons cannot be too many, otherwise, it cannot obtain good convergence rate [20] . On the other hand, a too small number of hidden neuron will causes large classification error.
After 30 iterations of trial and error, we identified 7, 12 and 24 hidden neurons number in the hidden layer and 10 3 learning rate. Therefore, the two-layer networks employed for this study are denoted as (7-2), (12-2) and (24-2).
The activation function for the hidden neurons chosen is the hyperbolic tangent sigmoid function (tansig) as it offers the required nonlinearities in the network to solve the classification problem. The log sigmoid function (logsig) is used for neurons at the output layer in order to restrict the network outputs to the interval [0, 1]. Network outputs are continuous between zero and one, as the logsig function is used in the output layer. In order to achieve 1-of-n coding, network outputs were converted to zeros and ones by passing them through a simple maximum detector which assigns one to the maximum output value and zero to the rest.
The Lavenberg Marquadt (LM) training algorithm is used in this research as its provide fast convergence and stability [21] . The training goal is set to 0.001 and to achieve this goal, 1,800 iterations of gain 300 are done. The objective of training is to reduce global error E as in (15) .
( 1 5 ) where P is the total number of training pattern and Ep is calculated as in (16) . (16) where N is the total number of output nodes and O i is the network output at the i th output and t i is the target output at the i th output node. The summarized structure of MLP used in this research is shown as in Table II . 
C. MLP Evaluation
The evaluation is done by using precision and recall rate calculation as in (17) and (18 [4] . Results show that each VAD method presents different std_dev score for FPs and ELOs pitch and formant frequencies. As seen in Table III , the lowest std_dev of pitch is scored by VFOD. However, no conclusive VAD method in Table IV can be declared as superior as the lowest scores of std_dev varies for both FP and ELO. Overall, VFOD scored the lowest std_dev for most cases. Table V indicated that VAD's performance is vital in determining a better classification performance. Highest precision is scored by VFOD with 96% of 12 hidden neurons. For all VAD methods applied, the precision is high compared to recall rate. It indicates that ANN classifier has detected the FP and ELO precisely with only 4% misses. However, recall rate is low with the highest at 27% indicating that FP and ELO in dataset still remain unclassified. VI. CONCLUSIONS AND FUTURE WORK After Filled pause and elongation are successfully classified using our proposed MLPNN at 96% precision rate. The lower rate of recall is caused by influences of VAD. We also showed that VAD is crucial in determining the performance of speech recognition. This indicates that a proper signal preprocessing at the front end of ASR process ensures better classification performance. However, the dataset used in this research is rather small. Data collection is still ongoing and we anticipate an increased performance with a bigger dataset for training, different acoustical features and better training algorithm. More extensive measurement methods are also needed for performance evaluation.
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