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Local distinguishability of bipartite unitary operations has recently received much attention. A
nontrivial and interesting question concerning this subject is whether there is a sequential scheme
for locally discriminating between two bipartite unitary operations, because a sequential scheme
usually represents the most economic strategy for discrimination. An affirmative answer to this
question was given in the literature, however with two limitations: (i) the unitary operations to
be discriminated were limited to act on d ⊗ d, i.e., a two-qudit system, and (ii) the inverses of the
unitary operations were assumed to be accessible, although this assumption may be unrealizable
in experiment. In this paper, we improve the result by removing the two limitations. Specifically,
we show that any two bipartite unitary operations acting on dA ⊗ dB can be locally discriminated
by a sequential scheme, without using the inverses of the unitary operations. Therefore, this paper
enhances the applicability and feasibility of the sequential scheme for locally discriminating unitary
operations.
PACS numbers: 03.67.-a, 03.65.Bz
I. INTRODUCTION
Distinguishability of unitary operations is a fundamen-
tal problem in quantum information and has received ex-
tensive attention. Discrimination of unitary operations
is generally transformed to discrimination of quantum
states by preparing an input state and then discrimi-
nating the output states generated by different unitary
operations. However, distinguishability of unitary oper-
ations shows some interesting properties essentially dif-
ferent from that of quantum states, especially in the case
of multiple queries.
Two unitary operations U and V are said to be per-
fectly distinguishable (with a single query), if there exists
an input state |ψ〉 such that U |ψ〉 ⊥ V |ψ〉. It has been
shown that U and V are perfectly distinguishable if, and
only if Θ(U †V ) ≥ pi, where Θ(W ) denotes the length of
the smallest arc containing all the eigenvalues of W on
the unit circle [1, 2]. The situation changes dramatically
when multiple queries are allowed, since any two different
unitary operations are perfectly distinguishable in this
case. Specifically, it was shown that for any two different
unitary operations U and V , there exist a finite number
N and a suitable state |ϕ〉 such that U⊗N |ϕ〉 ⊥ V ⊗N |ϕ〉
[1, 2]. Such a discriminating scheme is intuitively called
a parallel scheme. Note that in the parallel scheme, an
N -partite entangled state as an input is required and
plays a crucial role. Then, the result was further re-
fined in [3] by showing that the entangled input state is
not necessary for perfect discrimination of unitary opera-
tions. Specially, [3] showed that for any two different uni-
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tary operations U and V , there exist an input state |ϕ〉
and auxiliary unitary operations w1, . . . , wN such that
UwNU . . . w1U |ϕ〉 ⊥ V wNV . . . w1V |ϕ〉. Generally, such
a discriminating scheme is called a sequential scheme.
Note that in these researches mentioned above, it was
assumed by default that the unitary operations to be
discriminated are under the complete control of a single
party who can perform any physically allowed operations
to achieve an optimal discrimination. Actually, a more
complicated case is that the unitary operations to be dis-
criminated are shared by several spatially separated par-
ties. Then, in this case a reasonable constraint on the
discrimination is that each party can only make local op-
erations and classical communication (LOCC). Despite
this constraint, Refs. [4, 5] independently showed that
any two bipartite unitary operations can be perfectly dis-
criminated by LOCC when a finite number of queries are
allowed. This implies that LOCC reaches distinguisha-
bility that global operations would have, probably with
more queries to the unitary operations.
It is worth mentioning that distinguishability of uni-
tary operations has interesting relations with other is-
sues. For instance, it has a closed relation with univer-
sality of quantum gates [6] as shown in [5], and it is also
related to the analysis of numerical range [7] as presented
in [4]. Despite different methods used in [4, 5], the main
idea of them, which is depicted in Fig. 1, can be roughly
described as follows.
(i) For two bipartite unitary operations U and V
shared by Alice and Bob that satisfy certain condi-
tions, there exist a finite number N and a product state
|ψ〉A|ϕ〉B , such that U
⊗N |ψ〉A|ϕ〉B ⊥ V
⊗N |ψ〉A|ϕ〉B ,
where |ψ〉A and |ϕ〉B are two N-partite states prepared
by Alice and Bob, respectively, and one of which must
be an N-partite entangled state. Such an entangled state
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FIG. 1: A mixed scheme for perfectly discriminating bipar-
tite unitary operations X ∈ {U, V } by LOCC. ui and vi are
single-particle unitary operations. |ΦX 〉 denotes the output
state of the circuit. A perfect discrimination between U and
V means that there exists an input state |ψ〉A|ϕ〉B such that
the output states |ΦX 〉 corresponding to different X are or-
thogonal (that is, |ΦU 〉 ⊥ |ΦV 〉), and then |ΦU 〉 and |ΦV 〉 can
be perfectly discriminated by LOCC [8]. Note that one of
|ψ〉A and |ϕ〉B held by Alice and Bob, respectively, must be
a multipartite entangled state.
held by one party is called local entanglement.
(ii) For any two general bipartite unitary operations
U and V , one can construct a quantum circuit f(X) =
Xw1X . . . wnX with X ∈ {U, V } and a sequence of local
unitary operations w1, . . . , wn (each wi has the form wi =
ui ⊗ vi), such that f(U) and f(V ) satisfy the desired
condition stated in item (i). Thus f(U) and f(V ) can be
discriminated as in item (i), which means that U and V
can be perfectly discriminated by LOCC.
In the above procedure, there generally needs to be
a mixed scheme which combines the sequential and the
parallel schemes to achieve a perfect discrimination. At
the same time, one of the two parties who share the bi-
partite unitary operations must prepare a multipartite
entangled state. But, note that a sequential scheme usu-
ally represents the most economic strategy for discrimina-
tion, since it does not require entanglement as indicated
by the sequential scheme [3] compared with the parallel
scheme [1, 2]. Then a natural question, as proposed in
[4], is whether there is a sequential scheme for perfectly
discriminating bipartite unitary operations by LOCC.
In Ref. [9] we answered the above question affirma-
tively by proving that any two bipartite unitary opera-
tions acting on d ⊗ d (i.e., a two-qudit system), in prin-
ciple, can be perfectly discriminated by LOCC with a
sequential scheme, when a finite number of queries are
allowed. However, there is still room for improvement at
least from the following two aspects.
First, the result only applies to the unitary operations
acting on d⊗d, where the two subsystems have the same
dimension. Then, how about the general unitary opera-
tions acting on dA ⊗ dB with dA 6= dB?
Second, in the proof of the result, in order to discrim-
inate U and V , their inverses U † and V † were assumed
to be accessible as long as U and V are accessible. This
assumption is also fundamental in [5]. One may think
that a unitary operation U can be regarded as a black
box with input and output ports, and then the inverse
U † can be obtained by simply reversing the whole setup.
However, by the current experiment technology, such an
operation may not be easily realized or even cannot be
realized. Then, a natural question is, can we avoid using
the inverse U †? The answer was shown to be “yes” for
the case of d = 2 in [5, 9], but it was not clear for the
case of higher dimensions.
Therefore, in this paper we improve the result of [9] by
considering the above two points. Specifically, we show
that any two different bipartite unitary operations act-
ing on dA ⊗ dB , allowed to be queried a finite number
of times, can be locally discriminated by a sequential
scheme, without using the inverses of the unitary opera-
tions. This result rests on universality of quantum gates
[10].
The rest of this paper is organized as follows. Section
II presents some preliminaries of this paper. The main
result is presented in Section III. A conclusion is made
in Section IV.
II. PRELIMINARIES
We first recall a result regarding the distinguishability
of unitary operations in [3].
Lemma 1. Let U and V be two different unitary op-
erations. Then there exist a finite number N , auxiliary
unitary operations w1, . . . , wN , and an input state |ψ〉
such that
UwNU . . . w1U |ψ〉 ⊥ V wNV . . . w1V |ψ〉.
The above scheme is the so-called sequential scheme for
discriminating two unitary operations. Also, there was
a parallel scheme [1, 2] which claims that for any two
different unitary operations U and V , there exist a finite
number N and a state |ϕ〉 such that U⊗N |ϕ〉 ⊥ V ⊗N |ϕ〉.
In this paper, we focus on unitary operations acting on
a bipartite system AB. Assume that each subsystem X
(X ∈ {A,B}) has a dX -dimensional Hilbert space HX .
Then the whole state space of AB is HA ⊗ HB, and we
will use dA⊗dB as an abbreviation for it. Let U(dA⊗dB)
denote the set of all unitary operations acting on dA⊗dB,
and let Ud denote the set of all unitary operations acting
on a d-dimensional Hilbert space. U ∈ U(dA⊗dB) is said
to be imprimitive if there exist |ϕ〉 ∈ HA and |φ〉 ∈ HB
such that the state U |ϕ〉|φ〉 is entangled. Otherwise, it
is primitive. Equivalently, as mentioned in [6, 10], U is
primitive if it can be written as UA⊗UB when dA 6= dB,
or can be written as UA⊗UB or (UA⊗UB)P when dA =
dB, where UA ∈ UdA , UB ∈ UdB , and P is a swapping
operation, i.e., P |x〉|y〉 = |y〉|x〉.
Let P denote a subset of U(dA ⊗ dB) as
P ≡ {U : U = UA ⊗ UB, UA ∈ UdA , UB ∈ UdB}.
Harrow [10] obtained a result concerning universality
of quantum gates as follows.
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FIG. 2: A sequential scheme for locally discriminating uni-
tary operations U and V acting on dA⊗dB. HereX represents
the unknown unitary operation U or V , N + 1 is the finite
number of applyingX, {ui}
N
i=1 and {vi}
N
i=1 are unitary opera-
tions acting on HA and HB , respectively, and |ϕ〉A|φ〉B is the
input state. The output state |ΦU 〉 and |ΦV 〉 are orthogonal,
and thus can be perfectly discriminated by LOCC [8].
Lemma 2. P together with an imprimitive V can gen-
erate any unitary operation acting on dA ⊗ dB . More
specifically, there exists an integer N such that for any
U ∈ U(dA ⊗ dB) there is U = XN · · ·X2X1 for Xi ∈
P ∪ {V } with i = 1, · · · , N .
The above result improves the one in [6], since the
inverse of V is not used in the above, whereas it was
required in [6]. The result will be a base of this paper.
The following technical lemma is also required in order
to proving the main result of this paper. A detailed proof
of the lemma for the case of dA = dB was given in [9],
and one can easily extend the proof to the general case
of dA 6= dB.
Lemma 3. For unitary operation U ∈ U(dA⊗dB), U
† =
WUW † holds for all W ∈ S ≡ {(σz ⊕ I) ⊗ I, (σy ⊕ I) ⊗
I, I ⊗ (σz ⊕ I), I ⊗ (σy ⊕ I)} if, and only if U has the
form U = eixu1⊗u2 for some real number x, where u1 =
σx⊕0(dA−2), u2 = σx⊕0(dB−2), with σx, σy and σz being
Pauli operators.
III. SEQUENTIAL SCHEME FOR LOCAL
DISCRIMINATION WITHOUT INVERSES
Now, we are in a position to give our main result. We
show that any two different unitary operations acting on
dA ⊗ dB, allowed with a finite number of queries, can
be locally discriminated by a sequential scheme without
using the inverses. The result is depicted in Fig 2, and
formally presented in Theorem 1 below. In the rest of
this paper, we will use the notation f(X) to denote a
sequential circuit of the form depicted in Fig 2.
Theorem 1. For any two different operations U, V act-
ing on dA ⊗ dB, there exist two finite sequences of uni-
tary operations {ui}
N
i=1 ⊆ UdA and {vi}
N
i=1 ⊆ UdB , and
a product state |ϕ〉|φ〉 ∈ dA ⊗ dB such that
U(uN ⊗ vN ) · · ·U(u1 ⊗ v1)U |ϕ〉|φ〉
⊥ V (uN ⊗ vN ) · · ·V (u1 ⊗ v1)V |ϕ〉|φ〉.
Remark. The above result improves the one in [9] in
two aspects. First, the inverses U † and V † are not used
here, whereas they were required in [9] as well as in [5].
Actually, it is not easy to obtain U † from U in experi-
ment. Second, the result here holds for the general case
of dA 6= dB , but it was required that dA = dB in [9].
Proof of Theorem 1. We prove the result by consider-
ing three cases: (i) both U and V are primitive, (ii) one
of them is primitive, and (iii) neither of them is primitive.
Case (i): Both U and V are primitive. Then it
suffices to consider the following three subcases.
Case (i-a): U = UA ⊗ UB and V = VA ⊗ VB. Without
loss of generality, assume that UA 6= VA. Then by Lemma
1, UA and VA can be discriminated sequentially, and thus
U and V can be locally discriminated by a sequential
scheme as in Fig 2.
Case (i-b): U = UA ⊗ UB and V = (VA ⊗ VB)P . Note
that this case occurs only if dA = dB. In this case, it is
easy to locally discriminate U, V by applying them once,
since by letting |ΦX〉 = X |ϕ〉|φ〉 with X ∈ {U, V }, we
have
〈ΦU |ΦV 〉 = 〈ϕ|U
†
AVA|φ〉〈φ|U
†
BUB|ϕ〉,
which can be zero by setting |φ〉 = V †AUA|ϕ
⊥〉.
Case (i-c): U = (UA ⊗ UB)P and V = (VA ⊗ VB)P .
This case also occurs only if dA = dB. Without loss of
generality, assume that UA 6= VA. Let f(X) = X(u ⊗
v)X , where X ∈ {U, V } and u, v are two given single-
particle unitary operations. Then it is straightforward to
get that
f(U) = UAvUB ⊗ UBuUA,
f(V ) = VAvVB ⊗ VBuVA.
It can be found that there always exists v such that
UAvUB 6= VAvVB. By contradiction, suppose UAvUB =
VAvVB holds for all v. Then we have vUBV
†
B = U
†
AVAv
for all v, which holds only if UA = VA and UB = VB .
This contradicts the premise that U, V are different.
Therefore, f(U) and f(V ) can be locally discriminated
by a sequential scheme as in subcase (i-a), and so for U
and V .
Case (ii): One of U and V is primitive. Without
loss of generality, assume that V is primitive. We have
the following discussion.
Case (ii-a): U is imprimitive and V = VA ⊗ VB. By
Lemma 2, we can construct a sequential circuit f(X)
consisting of local unitary operations and X ∈ {U, V },
such that
f(U) = PA ⊗ UB + P
′
A ⊗ U
′
B, (1)
where UB 6= U
′
B, and PA and P
′
A are two projectors satis-
fying PA+P
′
A = IA. In other words, f(U) is a controlled
unitary transformation. At the same time, it is clear that
f(V ) ∈ P . Thus we let f(V ) = V
′
A ⊗ V
′
B . Note that it
holds that either V
′
B 6= UB or V
′
B 6= U
′
B. Without loss
of generality, assume that V
′
B 6= U
′
B. Then as shown be-
low, local discrimination between f(U) and f(V ) can be
reduced to discrimination between V
′
B and U
′
B.
4Let |α〉A ∈ HA satisfy P
′
A|α〉A = |α〉A. Then for any
|φ〉B ∈ HB , and w1, . . . , wN acting on HB , we have
f(U)(I ⊗ wN )f(U) . . . (I ⊗ w1)f(U)|α〉A|ϕ〉B
=|α〉A ⊗ (U
′
BwNU
′
B . . . w1U
′
B)|φ〉B
and
f(V )(I ⊗ wN )f(V ) . . . (I ⊗ w1)f(V )|α〉A|φ〉B
=V ′A
N
|α〉A ⊗ (V
′
BwNV
′
B . . . w1V
′
B)|φ〉B
According to Lemma 1, there exist a state |φ〉B and
unitary operations w1, . . . , wN such that the two output
states of B in the above are orthogonal. Therefore, f(U)
and f(V ) can be locally discriminated by a sequential
scheme, and so for U and V .
Case (ii-b): U is imprimitive and V = (VA ⊗ VB)P .
As we did in subcase (ii-a), construct a sequential cir-
cuit f(X) such that f(U) is in the form of Eq. (1).
In this case, f(V ) is still primitive. Thus, if f(V ) =
V
′
A ⊗ V
′
B, then f(U) and f(V ) can be discriminated
as in subcase (ii-a). If f(V ) = (V
′
A ⊗ V
′
B)P , then it
is easy to discriminate f(U) and f(V ), since by let-
ting |ΦX〉 = f(X)|α〉A|φ〉B , we find that 〈ΦU |ΦV 〉 =
〈α|V ′A|φ〉〈φ|U
′
B
†
V ′B |α〉 which can be zero by choosing |φ〉.
Case (iii): Neither U nor V is primitive, i.e, they
are both imprimitive. Firstly, by Lemma 2, we can
construct a sequential circuit f(X) consisting of local
unitary operations and X ∈ {U, V }, such that f(U) =
eiu1⊗u2 with u1 = σx ⊕ 0(dA−2) and u2 = σx ⊕ 0(dB−2).
Thus, f(U) is imprimitive. Now, if f(V ) is primitive,
then according to case (ii), we know that f(U) and f(V )
can be locally discriminated by a sequential scheme. Oth-
erwise, based on Lemma 3, we have the following discus-
sion.
Case (iii-a): f(V ) 6= eixu1⊗u2 . Let F (X) =
Wf(X)W †f(X) for W ∈ S. Then in terms of Lemma 3,
we have F (U) = I and F (V ) 6= I for some W . There-
fore, by the previous cases, F (U) and F (V ) can be locally
discriminated by a sequential scheme, and so for U and
V .
Case (iii-b): f(V ) = eixu1⊗u2 . When x = 1, f(U) and
f(V ) are the same and imprimitive. Thus by Lemma
2, we can construct a quantum circuit h(.) such that
h(f(U)) = U †, and then we have Uh(f(U)) = I and
V h(f(V )) = V U †. Therefore, they can be locally dis-
criminated from the previous cases. When x 6= 1, dis-
criminating f(U) and f(V ) can be reduced to discrimi-
nating eiu1 and eixu1 as follows. By inputting |ϕ〉A|α〉B
where |α〉B is an eigenvector of u2 associated with the
eigenvalue 1, it is easy to check that eixu1⊗u2 |ϕ〉A|α〉B =
(eixu1 ⊗ I)|ϕ〉A|α〉B . Furthermore, we have
|ΦU 〉 ≡ f(U)(wN ⊗ I)f(U) . . . (w1 ⊗ I)f(U)|ϕ〉A|α〉B
= (eiu1wNe
iu1 . . . w1e
iu1)|ϕ〉A ⊗ |α〉B ,
|ΦV 〉 ≡ f(V )(wN ⊗ I)f(V ) . . . (w1 ⊗ I)f(V )|ϕ〉A|α〉B
= (eixu1wNe
ixu1 . . . w1e
ixu1)|ϕ〉A ⊗ |α〉B .
Therefore, in terms of Lemma 1, by choosing a suitable
input state |ϕ〉A and auxiliary operations wi, we can get
|ΦU 〉 ⊥ |ΦV 〉. Thus, f(U) and f(V ) can be locally dis-
criminated, and so for U and V .
Therefore, we have completed the proof of Theorem
1.
IV. CONCLUSION
A sequential scheme usually represents the most eco-
nomic strategy for (locally) discriminating two unitary
operations. In this paper we have proved that any two
bipartite unitary operations U and V acting on dA ⊗ dB
can be locally discriminated by a sequential scheme with-
out using the inverses of the unitary operations. Com-
pared with the existing related work, the improvement of
this paper is twofold. First, the result here applies to the
general case of dA⊗dB, whereas Ref. [9] only considered
the special case of d ⊗ d. Second, the sequential scheme
here does not use the inverses of U and V , while the in-
verses were required to construct a sequential scheme in
[9]. Note that when U and V are not identified, how to
obtain their inverses U † and V † is not easy and even not
realizable in experiment. Therefore, this paper enhances
the applicability and feasibility of the sequential scheme
for locally discriminating unitary operations.
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