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1Preliminary
J. Paris and A. Wilkie(1985) proposed following counting problems in Bounded
Arithmetic in [2]:
Problem 1. Let $A$ be a $\Delta_{0}$ set.
1. Is $\{\langle n,m\rangle|m=|A\cap n|\}\Delta_{0}$ definable?
2. Is $\{\langle n, i\rangle|i<p\Lambda i\equiv|A\cap n|\mathrm{m}\mathrm{o}\mathrm{d} p\}\Delta_{0}$ definable for prime $p$?
3. Let $p,q$ be prime and $p\neq q$ . If $\{\langle n, i\rangle|i<p\Lambda i\equiv|A\cap n| \mathrm{m}\mathrm{o}\mathrm{d} p\}$ is
$\Delta_{0}$ definable, is $\{\langle n, i\rangle|i<q\Lambda i\equiv|A\cap n| \mathrm{m}\mathrm{o}\mathrm{d} q\}\Delta_{0}$ definable?
We locally call the above counting function problems. All these problems
are still open, however, they proved arelativized problem with using Ajtai’s
combinatorics[l].
Theorem 1(Paris and Wilkie). There exists $A\subseteq \mathrm{N}$ such that $\Delta_{0}^{A}$ is not
closed under counting $\mathrm{m}\mathrm{o}\mathrm{d} 2$ .
They also proposed aproblem related to theorem 1.
Problem 2. Is there any A $\subseteq \mathrm{N}$ such that $\Delta_{0}^{A}$ is closed under counting
mod 2 but not closed under counting.
In this paper we prove this problem affirmatively.
Remark. Recently, we found almost same results in Zambella’s work[6]. His
proof contains some combinatorics developed only for the proof. We directly
use afamous theorem in circuit complexity
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1.1 Second order Bounded Arithmetic
We define asecond order theory $\mathrm{S}_{2}$ . Let language $C$ be $\langle$ $+$ , $\cdot$ , $||$ , $\lfloor_{\overline{2}}\rfloor,$ $\neq;\leq$
; 0, $1;\in\rangle$
Definition 1. $\Sigma^{b}$ is the class of $\mathcal{L}$-formulae only with first order bounded
quantifiers.
Definition 2. $\mathrm{S}_{2}$ is aQtheory consists of
1. BASIC for $\mathcal{L}$
2. $\Sigma^{b}$-CA
3. LNP
, where $\{\phi(x, X)\}$-CA(comprehension axiom) and LNP(least number princi-
ple) denote
$\forall X\exists Y\forall x(x \in \mathrm{Y}rightarrow\phi(x, X))$
and
$\forall X$ ($\exists x(x\in X)arrow\exists x(x\in X$ A $\forall y<x(\neg y\in X))$)
respectively.
The following definition is the same in [2].
Definition 3.
$\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p\mathrm{d}\mathrm{f}}\forall X\exists \mathrm{Y}\forall x\forall y(\langle x,y\rangle$
$\in \mathrm{Y}rightarrow$ (($x=0$ A $y$ $=0$)
$\vee$ ($x$ $>0$ A $x-1\in X$ A $0<y<p$ A $\langle x-1,y-1\rangle\in \mathrm{Y}$)
$\vee$ ($x>0$ A $x-1\in X$ A $y=0$ A $\langle x-1,p-1\rangle\in \mathrm{Y}$)
$\vee$ ($x$ $>0$ A $x$ $-1\not\in X$ A $\langle x-1$ , $y\rangle$ $\in \mathrm{Y}$) $))$ .
Next is the main theorem.
Theorem 2. For any prime $p$ and integer $q>1$ such that $p$ \dagger $q$
Cm($\mathrm{S}_{2}+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p}\dagger-$-COUNT,).
Remark. Those who axe familiar with Bounded Arithmetic and Complexity
Theory may recall counting principle, say Count(p) defined by Ajtai and
-
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Definition 4. Let A aset such that |A| $\ovalbox{\tt\small REJECT}$ $an+1$ and let $[A]^{p}\ovalbox{\tt\small REJECT}$ {X $\mathrm{C}$
$\mathrm{A}|^{\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}_{\ovalbox{\tt\small REJECT}}}$X| $\ovalbox{\tt\small REJECT}$ $p^{\ovalbox{\tt\small REJECT}}\}$ . Variables P. are defined for each XE $[A]^{a}$ .
$Count_{n}^{p}\equiv \mathrm{V}(P_{X}\Lambda P_{\mathrm{Y}})\vee \mathrm{V}.\wedge\neg P_{X}x\neq \mathrm{Y},X\cap \mathrm{Y}\neq\emptyset\dot{\iota}\in A|\in X^{\cdot}$
It is also written as the following scheme:
$\forall X((\forall y<pn+1* <n\langle x,y\rangle \in X)\mathrm{A}\forall x\exists y_{0}$, $\cdots$ , $y_{p-1}$
($y_{0}<\cdots<y_{p-1}$ A $\langle x,y_{0}\rangle\in X\Lambda\cdots\Lambda\langle x$ , $y_{p-1}\rangle\in X$ )
$3<pn+1(\forall x<n\langle x, y\rangle$ $\not\in \mathrm{Y}$ A $\forall z<pn+1*$ $<n($
$z$ $\neq y$ $arrow\langle x, z\rangle\in \mathrm{Y})\Lambda\forall x\exists y_{0}$, $\cdots$ , $y_{p-1}(y_{0}<\cdots<y_{p-1}$
$\Lambda\langle x,y_{0}\rangle\in \mathrm{Y}\Lambda\cdots\Lambda\langle x, y_{p-1}\rangle\in \mathrm{Y})))$ .
$\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p}$ is much powerful than Count.
2Some Models of S2
Through this section we use some techniques developed in [5] which modify
the method of Boolean extension in set theory. Take acountable nonstandard
model $N\succ \mathrm{N}$ and $n\in N$ –N. Let $(M, S)$ be amodel of $\mathrm{S}_{2}$ . First(resp.
second) order variables range over $M(\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}. S)$ . We give abase model $(M, S)$
such that
$M:=$ {$x\in N|x$ $<n\#$ $\cdots$ ($s$ times) $\cdots\neq n$ , $\exists s\in \mathrm{N}$} and
$S:=$ { $X\subseteq M|\exists\alpha\in N$ ($\forall i\in \mathrm{A}\#$ (bit(a, i) $=1rightarrow i\in X$))}.
Lemma 1.
(M, S)F $\mathrm{S}_{2}$.
$Pro\mathrm{o}/$. Obviously, $M$ satisfies 1in definition 2.
Since $N$ has acode $\alpha$ of asequence with length $\leq 2^{n}$ of bouned formula $\phi(x)$ ,
2 holds.
Let $X\in S$ . By definition of $(M, S)$ there exists $\alpha\in N$ such that $\alpha$ codes $X$ .
Because of $N\succ \mathrm{N}$, we derive that
$N\mathrm{F}$ $\forall x\exists y(2^{y}|x\Lambda\forall z(2^{z}|xarrow z\leq y))$ .
Let $x=\alpha$ , then $z\in N$ is the least number in X. $\square$
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We aim to construct extended model (M,$S[G])$ by the method of boolean
extension. So we define some notion.
Definition 5. ABoolean algebra $B\subseteq S$ is called $M$-complete iff






$B:=\{X\in S|X$ codes aconstant depth super-
polynomial size circuit}
$with$ variables $v_{0}$ , $v_{1}$ , $\cdots$ , $v:$ , $\cdots\in B$ , $i\in M$, then $B$ is non-atomic M-
complete Boolean algebra.
2.1 Coding circuits and sets of circuits
Acircuit $C$ is directed acyclic graph with labelled nodes, say gates. Gates at
one edge are called input gates consist $\mathrm{o}\mathrm{f}v_{0}$ , $\ldots$ , $v_{n-1}$ . Gates at the other edge
are output gates. The remaining gates are called connective gates computing
some Boolean functions. Unless we specify differently, connective gates are
$\Lambda$ , $\vee \mathrm{a}\mathrm{n}\mathrm{d}$ $\neg$ . The size of circuit $C$ is defined as the number of connective
gates of $C$ and the depth of it is defined as the length of the longest path
from an input gate to the output gate of $C$ .
In this paper, we assume that acircuit has inputs $v:$ , $i\in M$ and only one
output. We also assume that super-polynomial size means $n^{\log n}$ , $n\in N$ -N.
Lemma 2. Let C be a constant depth super-polynomial size circuit. If $N$
has a code of C, there exists X $\in S$ which codes C.
Next we code aset of circuits.
Lemma 3. Let $\mathrm{C}$ be a set of constant depth super-polynomial size circuits.
$If|\mathrm{C}|$ is super-polynomial size and each circuits in $\mathrm{C}$ is coded in $N$, then there
is $X\in S$ which codes C.
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2.2 Generic models and truth lemma
Definition 6. For each $x$ $\in M$ and $X\in S$ let
$(X)_{x}:=\{y\in M|\langle x, y\rangle\in X\}$
and
$S^{B}:=\{X\in S|\forall x\in M((X)_{x}\in B)\}$ .
Definition 7. Let $x$ , $y$ , $z$ $\in M$, $X\in S^{B}$ .
$\bullet||x+y=z||=1_{B}\Leftrightarrow x+y=z$ .





Theorem 3. If $\phi$ is $\Sigma^{b}$ fomula then $||\phi||\in B$ .
Definition 8. $F\subseteq B$ is $M$-generic ultra filter iff
1. $\forall a\in Fib$ $\in B(a\leq barrow b\in F)$ .
2. Va, $b\in F$(a A $b\in F$).
3. $\forall a\in B$ ($a\in F$ or $\neg a\in F$).
4. $\forall X\in S^{B}\forall x\in M(\forall y<x((X)_{y}\in F)arrow\bigwedge_{y<x}(X)_{y}\in F)$ .
Definition 9. Let $F\subseteq B$ a $M$-generic ultra filter. For $X\in S^{B}$ let
$i_{F}(X):=\{x\in M|(X)_{x}\in F\}$
$S[F]:=\{i_{F}(X)|X\in S^{B}\}$ .
Definition 10. For every $X\in S$ define $\check{X}\subseteq M$ such that
$\forall y(((\check{X})_{y}=1_{B}++y \in X)\Lambda((\check{X})_{y}=0_{B}\Leftrightarrow y \not\in X))$ ,
where $0_{B}$ , $1_{B}$ is the minimum element, the maximum element respectively in
Boolean algebra $B$ .
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Theorem 4. If $X\in S$ then
$i_{F}(\check{X})=X$ .
Corollary 1. If $F\subseteq B$ is a $M$-generic ultra filter then
$S\subseteq S[F]$ .
Proof. It is sufficient to check that $\check{X}\subseteq M$ is in $S^{B}$ for any $X\in S$ . By
definition, there exists $\alpha\in N$ such that Vx $\in M$ ($x$ $\in X\mapsto \mathrm{b}\mathrm{i}\mathrm{t}$ ( $\alpha$ , i) $=1$ ). So
we can find the code of $\check{X}$ in N. $\square$
Theorem 5(truth lemma). Let $\phi$ be a $\Sigma^{b}$ formula with satisfies $x_{0}$ , $\cdots$ , $x_{i}\in$
$M$, $X_{0}$ , $\cdots$ , $X_{j}\in S$ . Suppose that $F$ is a $M$-generic ultra filter then
$(M, S[F])\mathrm{F}$ $\phi(x0, \cdots,x:,i_{F}(X_{0}), \cdots, i_{F}(X_{j}))\Leftrightarrow$
$||\phi(x_{0}, \cdots,x:,X_{0}, \cdots,X_{j})||\in F$.
Proof. By induction on the complexity of formula.
1. Let $\phi$ aatomic formula. It is obvious if $\phi$ is afirst order formula.
Without loss of generality we can assume that $\phi$ can be represented in
the form $x$ $\in X$ . By definition
$||x\in X||\in F\Leftrightarrow(X)_{x}\in F$
$\Leftrightarrow(M, S[F])\mathrm{F}$ $x\in i_{F}(X)$ .
2. Suppose that $\psi$ and $\theta$ satisfy (5). It is easy to show that $\phi$ also satisfies
(5) if $\phi\equiv\psi$ A $\theta$ , $\psi$ $\vee\theta$ or $\neg\psi$ . Let (1) $\equiv\exists x<y\psi(x)$ .
$||\exists x<y\psi(x)||\in F\Leftrightarrow\vee||\psi(x)||\in F$
$ax<y$
$\Leftrightarrow\exists x<y(||\psi(x)||\in F)$
$\Leftrightarrow(M, S[F])\mathrm{F}$ $\exists x<y\psi(x)$ .
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2.3 Generic models of $\mathrm{S}_{2}$
Lemma 4. Let $F$ a $M$-generic ultra filter. then $(M,S[F])\mathrm{F}LNP$.
Proof. Let $X$ be an arbitrary nonempty set in $S[F]$ . By the definition of
generic extension, there exists $\underline{X}\in S^{B}$ such that $i_{F}(\underline{X})=X$ . Let $\mathrm{Y}\in N$ be
aset satisfying the following.
$\forall x\in M((\mathrm{Y})_{x}=(\underline{X})_{x}\Lambda\neg \mathrm{V}(\underline{X})_{y})y<x$
.
We remark that such a $\mathrm{Y}$ can be found in $S^{B}$ by lemma 3.
$x\leq zx\leq z\mathrm{V}(\mathrm{Y})_{x}=\mathrm{V}(\underline{X})_{x}=||\exists x\leq z(x\in\underline{X})||\geq||z\in\underline{X}||\in F$
.
There exists such a $z\in X$ since $X$ is nonempty. $F$ is $M$-generic ultra filter.
So there exists $x\leq z$ such that $(\mathrm{Y})_{x}\in F$ . For this $x$
$||x\in\underline{X}\mathrm{A}\forall y\in\underline{X}(x\leq y)||\geq(\underline{X})_{x}$ A
$y\leq z\Lambda((\underline{X})_{y}arrow||x\leq y||)$
$=(\underline{X})_{x}$ A $\wedge\neg(\underline{X})_{y}=(\mathrm{Y})_{x}$$y<x\in F$
By truth lemma we thus derive that
$(M, S[F])\models x\in X\Lambda\forall y\in X(x\leq y)$ .
$\square$
Lemma 5. For any $M$-generic ultra filter $F(M, S[F])\mathrm{F}$ $\Sigma^{b_{-}}CA$ .
Proof. Let $\phi(x, X)\in\Sigma^{b}$ and let $x\in M$, $X\in S[F]$ . By the definition of
generic extension there exists $\underline{X}\in S^{B}$ such that
$(\underline{X})_{x}\in Frightarrow x\in X$ .
Claim. There exists $\underline{\mathrm{Y}}\in S^{B}$ such that $(\underline{\mathrm{Y}})_{x}=||\phi(x,\underline{X})||$ for any $x$ $\in M$.
At first glance we can find such a $\underline{\mathrm{Y}}$ in $S$ . Since $\phi(x,\underline{X})\in\Sigma^{b}$ , $||\phi(x,\underline{X})||$
is written as some finite (AND OR)-alternations of $p$ constant depth super-
polynomial size circuits, where $p$ asuper-polynomial of $n$ . Thus $||\phi(x,\underline{X})||$
is also constant depth super-polynomial size and so in $B$ .
We then obtain $\mathrm{Y}=i_{F}(\underline{\mathrm{Y}})$ which codes $\phi(x, \underline{X})$ . $\square$
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By Lemmas
Theorem 6. Let $B$ a $M$ -cornplete Boolean algebra. If $F\subseteq B$ a M-generic
ultra filter then
$(M,S[F])\mathrm{F}$ $\mathrm{S}_{2}$ .
3An Application of Boolean Valued Models
We devote this section to construct ageneric model such that $\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p}$ holds
but $\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{q}$ fails. Take afollowing Boolean algebra:
$B_{p}:=$ {constant depth super-polynomial size
circuit with $\mathrm{m}\mathrm{o}\mathrm{d} p$ gates}.
Theorem 7. Let $F\subseteq B_{p}$ a $M$-generic ultra filter. Then
$(M,S[F])\mathrm{F}$ $\mathrm{S}_{2}+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}\mathrm{P}$ .
Proof. By theorem, 6it is sufficient to show that $(M, S[F])$ satisfies COUNTP.
So we construct modulo $p$ counting function for arbitrary $X\in S[F]$ . Let $\underline{\mathrm{X}}$ be
element $\mathrm{o}\mathrm{f}S^{B_{\mathrm{p}}}$ such that $i_{F}(\underline{\mathrm{X}})=X$ . Then define $b_{\dot{1}}$ $=\mathrm{M}\mathrm{O}\mathrm{D}_{p}((\underline{\mathrm{X}})_{0}, \ldots, (\underline{\mathrm{X}}):-1)$
for every $i\in M$ . Each $b_{\dot{1}}$ is aelement of Boolean algebra $B_{p}$ since the con-
nective gates $\mathrm{m}\mathrm{o}\mathrm{d} p$ are allowed in $B_{p}$ . Thus there exists $\mathrm{Y}\in S^{B_{\mathrm{p}}}$ such
that (Y): $=b_{\dot{1}}$ for all $i\in B_{p}$ . It is clear that $i_{F}(\mathrm{Y})$ counts $X$ modulo $p$ . $\square$
3-1 Proof of the main theorem
To prove the main theorem(theorem 2) we have to choose afilter $F$ so that
$(M, S[F])\mathrm{F}$ $\neg$ ($\forall X\exists \mathrm{Y}$ ($\mathrm{Y}$ counts $X$ with modulo $q$)).
It is the following theorem that provides the key combinatorics for this
proof.
Theorem 8(Smolensky[4]). For any prime $p$ and integer $q>1$ such that
$p$ \dagger $q$, no constant depth super-polynomial size circuits with mod $p$ gates
computes mod $q$ gate.
82
Fix aBoolean algebra B $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} B_{p}$. Since $|S^{B}|\ovalbox{\tt\small REJECT}$ $\mathrm{c}\mathrm{J}_{0}$ it is able to enumerate
all the elements of $B^{B}\ovalbox{\tt\small REJECT}$
$X_{0},X_{1}$ , $\cdots,X_{\dot{1}}$ , $\cdots$ $i\in \mathrm{N}$.
Let us give atarget set,
$A:=\{\langle x,v_{x}\rangle|x\in M\}$ .
We determine whether $v_{x}$ should be in $F$ or not for all $x$ $\in M$ such that
no $\mathrm{Y}\in S[F]$ counts the interpretation $i_{F}(A)$ modulo $q$ . Let us note the
definition of counting function again. $X$ counts $i_{F}(A)$ iff
$\forall x\in M((X)(x-1,0$} $\in F$ and $\forall i<q(i\neq 0$ and
$(X)_{(x-1,:\}}\not\in F))\Leftrightarrow \mathrm{M}\mathrm{O}\mathrm{D}_{q}(v_{0}, \cdots, v_{x-1})=0)$
and $\forall x\in M((X)\langle x-1,0$} $\not\in F$ and $\forall i<q(i\neq 0$ and
$(X)_{\langle x-1,:\}}\in F))\Leftrightarrow \mathrm{M}\mathrm{O}\mathrm{D}_{q}(v_{0}, \cdots, v_{x-1})=1)$.
By induction on $j\in \mathrm{N}$, we make partial mapping $\sigma_{\dot{1}}$ $:\subseteq Varrow\{0,1\}$ each for
X.$\cdot$ , $i\in \mathrm{N}$.
Stage (0). Here we assign boolean value to the variables $v_{0}$ , $\ldots$ , $v_{n-1}$ and
thus $\mathrm{M}\mathrm{O}\mathrm{D}_{q}(v_{0}, \cdots,v_{n-1})$ .
Let $\rho_{0}$ : $\{v_{0}, \cdots, v_{n-1}\}arrow\{0,1\}$ .
1. Suppose that
$\exists\rho \mathrm{o}(((X_{0})$ ($n-1,0\rangle[_{N}\equiv 1$ and $|\rho_{0}|\not\equiv 0$ $\mathrm{m}\mathrm{o}\mathrm{d} q$)
or $0<\exists i<q((X_{0})_{\langle n-1,:\}}\mathrm{r}_{\rho 0}\equiv 1and|m|$ $\equiv$
0 $\mathrm{m}\mathrm{o}\mathrm{d} q$)
or $((X_{0})(n-1,0)[_{p0}\equiv 0$ and $|\rho_{0}|\equiv 0$ $\mathrm{m}\mathrm{o}\mathrm{d} q$)
or $0<\exists i<q((X_{0})_{\langle n-1,:\rangle}\lceil_{\rho 0}\equiv 0and|\rho_{0}|\not\equiv$
0 $\mathrm{m}\mathrm{o}\mathrm{d} q$)).
Take such a $\rho_{0}$ and define $\sigma_{0}:=\rho_{0}$ .
2. If
$\exists m\exists i<q((X_{0})_{\langle n-1,)}\lceil_{m}\not\equiv 0,1)$
then $t$ he such a $\rho_{0}$ and define $\sigma_{0}:=\rho_{0}$ .
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Claim. Any cases except 1or 2cause contradiction.
If not in case 1,2 then all the partial mapping $\alpha$ give boolean value to
$(X_{0})_{\{n-1,\dot{1}\rangle}$ for all $i<p$ and the value represent $|m|$ $\mathrm{m}\mathrm{o}\mathrm{d} q$ . This contra-
dicts Smolensky’s result
Stage (1). Case 1. Suppose that case 1is chosen at stage (0). Let us de-
termine boolean value for $\mathrm{M}\mathrm{O}\mathrm{D}_{q}(v_{0}, \cdots,v_{n\# n-1})$.
We have already known the value of $v_{0}$ , $\cdots$ , $v_{n-1}$ by $\rho 0$ .
Let $\rho_{1}$ : $\{v_{n}, \cdots, v_{\#’-1},1\}arrow\{0,1\}$. $\sigma_{1}$ can be chosen by similar way of stage
(0).
Case 2. Think in case 2at stage (0).
Since $(X_{0})\langle n-1,\dot{0}$) $\in B$ , there exists the maximum index $z\in M$ such that $v_{z}$
appears in $(X_{0})_{(n-1,)}|.$ . By definition of $M$ there is $k\in \mathrm{N}$ such that
$z$
Fix the minimum $k\in \mathrm{N}$ of such $k\mathrm{s}$ . We now determine the value for
Variables $v_{0}$ , $\cdots$ , $v_{n-1}$ are all assigned by $\rho_{0}$ ,
Thus we can find
$\pi_{1}$ : { $v_{n}$ , $\cdots$ $arrow\{0,1\}$
such that
$(X_{0})_{\{||-1,0)}\mathrm{r}_{\alpha}\mathrm{r}_{\pi_{1}}\neq \mathrm{M}\mathrm{O}\mathrm{D}_{q}(v_{0}, \cdots,v_{n-1})$.
It is possible since $(X_{0})\{n-1,0)\mathrm{r}_{\alpha}\not\equiv 0,1$ .
Next we define
$\tau_{1}$ : $arrow\{0,1\}$
with using the same argument at stage(O) and let $\sigma_{1}:=\tau_{1}$ .
By induction step we obtain $\sigma_{\dot{1}}$ $\forall i\in \mathrm{N}$, so that
$. \bigcup_{1\in \mathrm{N}}\sigma_{\dot{1}}$
: $\{v_{x}|x \in M\}arrow\{0,1\}$ .
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Fix aultra filter $F$ such that $\bigcup_{:\in \mathrm{N}}\sigma_{\dot{1}}$ $\subseteq F$ . Then we have
$(M, S[F])\mathrm{F}$ $\forall X$ ($X$ does not count $i_{F}(A)$ with modulo $q$).
Remark. There are some problems related to theorem 2.
1. Let $p<q<r$ are primes. Can $\mathrm{S}_{2}+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p}+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{q}$ prove
COUNTP ?
2. Moreover, can $\mathrm{S}_{2}+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{p_{1}}+\cdots+\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}\mathrm{P}$ prove $\mathrm{C}\mathrm{O}\mathrm{U}\mathrm{N}\mathrm{T}_{\mathrm{P}\epsilon+1}$ for
any $s\in \mathrm{N}$?
We finally remark the difficulty of our defining systems which could not be
improved in here. In this paper we have studied nonrbounded version of
comprehension axiom and counting principles. We believe, however, that
to study abounded version of them is more suitable in terms of Bounded
Arithmetic.
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