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We study intersection properties of Wiener processes in the plane. For each 
positive integer k we show that R independent Wiener processes intersect 
almost surely in a set of Hausdorff dimension two, and that the set of points a 
single process visits at least k distinct times also has dimension two. We construct 
a functional on configurations of k independent Wiener processes that measures 
the extent to which the trajectories of the k processes intersect. We prove 
certain Lp estimates for this functional and show that it is a local time for a 
certain vector-valued multiparameter stochastic process. 
1. INTRODUCTION 
Let b(w, . ) be a Wiener process in the plane. A surprising result of Dvoretsky 
et al. [4] shows that for any positive integer k there exist (with probability 1) 
k-multiplepoints, points x E Ra and times t, < t, < **a < t, with x = b(w, tl) = 
e% t2) = ... = 6(~, tk). One can even require that t, < E or that each 
4+1 - ti > T for some fixed E > 0 or T < co. In three dimensions the corre- 
sponding statement holds only for k = 2, and it fails completely in dimensions 
four or more. 
We consider a related situation. Let b,(w, t,),..., bJw, tk) be K independent 
planar Wiener processes with starting points a, ,..., a, . It follows from the proof 
in [4] that there exist almost surely points x E lR2 and times tl > O,..., t, > 0 
with x = b,(w, t,) = ... = bk(w, t,J. Again we may require that each ti > T 
for some fixed T < co, or if the ai are all equal we may require that each 
ti < E for any fixed E > 0. 
We show that the set M(w) of all such multiple points has Hausdorff dimension 
two as a subset of the plane [SJ. This leads to a proof of the conjecture of It6 
and McLean [8, p. 2611 first proved (using quite different techniques) by Taylor 
[13]. We also consider the set E(w) of times t = (tl ,..., tk) E R+k for which 
WJJ, 4) = ... = &(w, tk) E M(w), and prove that E has dimension one. 
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We then construct for each planar set L a functional Tk of the k Wiener 
processes, written symbolically as 
T,(t) w s, ds rb’ ds, ... it’ ds, 8(x - b,(q sl)) ... 8(x - b&v s&l 
which measures how much the k paths intersect in L. Tk arises naturally as 
a local time for a certain vector-valued multiparameter process. In a later paper 
[14] we use T, to construct the (4”)s model of Euclidean quantum field theory 
[IO], representing with Brownian paths the trajectories of virtual particles in 
imaginary space-“time.” 
2. THE DIMENSION OF INTERSECTION 
Let (52,9, I’“) be the underlying probability space for k independent planar 
Wiener processes bi(w, .) starting at ai . We omit the w from our notation when- 
ever possible. 
Let Z&Y) = (bi( w s : s E E} be the range of bi on the set EC R, . For compact , ) 
E, hi(E) is compact and so is M( W, E) = neI b,(E), the set of k-multiple points 
of {bi} on E. Taylor showed that each b,([O, t]) is almost surely two dimensional 
and even found the correct Caratheodory gauge function [I 1, 12; see also 21. 
We prove that M has dimension two. 
Let X be a Wiener process on (J&s’, P) starting at x. For any Bore1 set D 
define a stopping time 
To = inf{x ;T;‘, E D}. 
Following Blumenthal and Getoor [I, p. 791 we call x a regular point for D if 
P”{T, = 0} = 1 and denote the set of regular points for D by Dr. We call 
a Bore1 set D thin if Dr = a, semipolar if it is a countable union of thin sets, 
and polar if TD is almost surely infinite for every starting point x. Intuitively 
a set is thin if every Brownian particle avoids it for some initial time interval 
and polar if it avoids it for all time. 
LEMMA 1. Let D be a compact subset of the plane and let X be a Wiener 
process tarting at x. Then almost surely either 
(i) T,, = 00 OY 
(ii) X( To) E Dr. 
Proof. Suppose (i) fails. Since D is closed and X has continuous sample 
paths, X( TD) E D. Let P = D\Dv. Then P is semipolar [ 1, p. 801 and therefore 
polar [I, p. 2871 since the Wiener process is symmetric and stable. Thus we 
have P(X, E P for any s > 0} = 0 and in particular P{X( To) E P> = 0. 
Consequently X hits D, if at all, in a regular point. i 
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LEMMA 2. Let D be a closed two-dimensional set in the plane, and x E D* a 
regular point for D. Let X be a Wiener process tarting at x, and T > 0 a strictly 
positive random variable independent of X. Then almost certainly 
D n {X(s): s < T} 
is a closed two-dimensional set. 
Proof. Since X has continuous sample paths X([O, T]) is compact and its 
intersection with D is closed. Hawkes proved that {s < 03: X(x) ED} is one- 
dimensional [6], and his method of proof extends easily to show that 
ST = {s < T: X(s) E D} is one-dimensional. Kaufman [9] found that almost 
every Brownian path doubles the dimension of every Bore1 set-i.e., for w 
outside of some fixed null set N, X(E) = {X(w, s): s E E> has Hausdorff dimen- 
sion twice the HausdorR dimension of E for every Bore1 set E in Rf. Since this 
is true for every set Ewe may even allow E to depend on w. In our case we find 
that?the Hausdorff dimension of D n X([O, q) = X(5’,) is twice the dimension 
of ST I or two. 1 
THEoREnl 1. Let M,(W) = b,([O, tl]) n . .. n bk( [O, tk]) for t E Iw,“. Then 
almost certainly either 
(i) Mt = a or 
(ii) Mt has Hausdor,$Fdimension two. 
Proof. Let Ni be the null set on which bi(w, ti) E b,([O, ti]) for some i # j. 
The proof proceeds by induction. Let D, = UP and Dj+l = Dj n b,([O, tJ) 
for j = I,..., K. Assume that D3 is nonempty and two-dimensional; it suffices 
to prove that Dj+l is either void or two-dimensional, except possibly for those 
w in a null set N,+r . 
Let Ti = inf{s: bj(w, S) E Dj}. Since Dj is compact for j > 1 and bi has con- 
tinuous paths, the infimum is attained if Ti < 00 and so for w +! Ni we must 
have T$ # tj . If Tj > tj then Dj+l = s and we are done. Otherwise put 
T = tj - Tj > 0. T is a strictly positive &,-measurable random variable. 
By Lemma 1, x = b,(w, Tj) is almost surely a regular point for D, . By the strong 
Markov property [7], X(T) = bj( w, 7 + Tj) is a Wiener process starting at x 
conditionally independent of $rl and therefore of the strictly positive random 
variable T. By Lemma 2, D,,, = Dj n X([O, Z”J) has Hausdorff dimension 
two almost surely. 1 
THEOREM 2. Let M(w) = b,([O, co)) n *a- n bk([O, 00)) and Mt be as before. 
Then if each td > 0 we have: 
(i) pQ{Mt = O) < 1, 
(ii) Pa{M = 0) = 0. 
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Thus the second alternative in Theorem 1 is possible for any t E (0, ~0)~ and certain 
if each ti = co. 
Proof. The proof of Dvoretsky et al. [4] needs only minor changes to encom- 
pass the case at hand in which k independent paths are considered rather than 
k segments of the same path. 
COROLLARY TO PROOF. Fix Y < co, E > 0. Then for some T = T(Y, .z) < 1, 
Pa{M, = %a) < r for every a with each ai in a Jixed circle of radius Y and each 
ti > t. Thus Pa {AZ, = %a> < 1 unzformly in ti > E and 1 a, 1 < Y. This remains 
true if we condition the processes so that bi(w, ti) = ci with each 1 ci 1 < Y. 
THEOREM 3. Let k > 1 be a positive integer and let K be the set of k-multiple 
points for a planar Wiener process b. Then K has dimension two. 
Proof. Let C be a circle of radius 1 in the plane. Let T,, = 0 and T& = 
inf{s: s > 1 + T,, and b(s) E C> for positive integers n. Since two-dimensional 
Brownian motion is neighborhood recurrent each T, is finite with probability 1. 
Put a, = b(T,) and c, = a,,, ; each IanI = Ic,j = 1 for n >, 1. By the 
strong Markov property the (IF!, x C)-valued process (T, , a,) is Markoff 
chain with stationary transition probabilities [3]. When we condition on the 
values of (T, , a,), the processes b,(w, s) = b(w, s + T,), 0 < s < T,+l - T, , 
are independent Wiener processes conditioned so that b,(w, 0) = a, 
and b,(w, T,,, - T,) = c, . By the corollary and Theorem 1 we have 
Pa{2 = dim[b,([O, 11) n ... n bk([O, l])]} > 1 - 7, where T < 1 is independent 
of (T, , a,} since each 1 a, 1 < 1, T,, > 1. The same reasoning applies to the 
conditionally independent events 
E, = {UJ: 2 = dim b~,-,jk+l([O, 11) n ... n bnk([O, l])}; 
the conditional probability of E, is >l - 7 independently of n, so P(E, i.o.) = 1 
and P(dim K=2)=1. 1 
Set E(w) = {s E R,“: br(w, sr) = ... = bk(w, sk)}, the set of times in R,” 
that the k paths coincide. Note that we do not require the si to be equal; we 
are discussing the intersections of paths, not the collisions of particles. 
LEMMA. The process B(t) = (b,(w, Q,..., bk(w, tJ): lR+” -+ R2k almost surely 
at least doubles the dimension of every Bore1 set. 
Proof. A direct adaptation of Kaufman’s proof [9] of the case R = 1. 1 
THEOREM 4. For any positive k the set E(W) has HausdorfJ dimension one as 
a subset of Iw+“. 
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Proof. Let S be the projection of E onto the first coordinate, 
s = (s: b&o, s) E M(w)}. s is a Bore1 set and by Kaufman’s theorem the 
dimension of b,(S) is twice the dimension of S. But b, is a surjection of S onto M 
so b,(S) = M has dimension two and S is one-dimensional. E cannot have 
dimension less than its projections so dim(E) 3 1. 
Nowletd ={xE(UP)~:X~ =...= xlc}. Since B(E) Cd, the Lemma implies 
that dim(d) > 2 dim(E); since A is two-dimensional, dim(E) < 1 and we are 
done. 1 
The lemma and the argument showing that dim(E) < 1 were suggested by 
Robert V. Kohn. 
3. CONSTRUCTION OF TIC 
Fix an integer k > 1 and an open set L in the plane. For each t E BB,” and 
w E $2 we intend Tk(w, t) to be a measure of the “time” the K paths bi spend 
intersecting in L during the interval [0, ti], in much the same way that LCvy- 
Trotter local time measures the “time” a single one-dimensional Brownian 
path spends at the origin [8, p. 2121. 
In fact, Tk(w, t) is a local time for the Iw a”-a-valued K-parameter process 
JqJ, t) = &(w, t1)) - b,(u, t2),..., hk-dw, t,-1) - bc(% 48 (3.1) 
whose zeros coincide with the K-multiple points of {ZQ}. By this we mean that 
W’s occupation time measure 
W(w, t, A) = m(s E [O, tl] x *-- x [O, tJJ I W(w, s) E A} (3.2) 
is (almost surely) absolutely continuous with respect to Lebesgue measure 
in 2K - 2 dimensions, and that T*(w, t) is equal to its Radon-Nikodym deriv- 
ative at 0. 
We will construct Tk by a different route which emphasizes the Lp properties 
we will need later. The functional T, is nonnegative and monotone increasing 
in each ti , with its points of increase confined to E(w). 
We normalize our Wiener processes b, to have transition density 
g(s, y - x) z.z (h-1 t?-(Y-z)2/4s, s > 0, x, y E R2. 
With this normalization the process has generator d rather than the usual 
&l and satisfies E[b(w, s) - b(w, t)12 = 4 1 s - t 1 rather than the usual (in 
two dimensions!) 2 ) s - t I. Intuitively we want to define 
580/30/3-4 
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where 6 is Dirac’s delta function; to make sense of this we must replace the 
6’s by approximate identities and prove a convergence result. This we do in 
Theorem 2. 
We first construct a similar functional 
T,(w) M I’ ds, ..- Lck ds, s, dx 6(x - Y&J, sl)) ... 8(x - Y&u, ~3) 
for R independent killed Wiener processes, processes with generator A - 6 
for some parameter 0 > 0. In this case we can consider the whole lifetime 
[0, ci] of the trajectory rather than a fixed interval [0, tJ. These processes are 
defined on the one-point compactification fid of Rd; they have sample paths 
Yi identical to those of ordinary Wiener processes until a killing time ti , after 
which Yi(w, S) = co. The random variables ti are idependent and exponentially 
distributed with parameter 8. 
To smooth the way when we construct T, we first prove some technical 
lemmas. 
LEMMA 1. Fix a constant 8 > 0 and de$ne 
G(y - x) = 1 ds ece8g(s, y - x). 
The following identities hold: 
(i) G(x) = (2r)-2 sdk ei”‘“/(k2 + 0) (the integral is oaer !R2), 
(ii) G(q) .. . G(x,) = 8 s e-*r d[ j ... s d%g(s, , x1) g(s2 - s, , x) ... 
&VI - h+l 9 %I), 
where the integral is over 0 < s1 < ... < s, < 5. 
Proof. Let f(k) = s dx e-ilc.s f(x) be the Fourier transform off for functions 
f in, say, L1(Rs); then f(x) = (2~)-~ sdk eik’x! (k), at least for continuous f 
with p also in L1. For fixed s one calculates that&s, K) = eeLaS, so 
l?(k) = I ds e-08i(s, k) 
= ds e-s(B+ke) 
s 
= (k2 + 0)--l 
and (i) follows. To prove (ii) change variables to o, = sl , ai = sj - sjel for 
j = 2,..., n, and T = 5 - S, and apply(i). 1 
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LEMMA 2. Let u be a probability measure on Rz and E = (cl ,..., en) E (0, oO)a. 
For x E (W)” put 
F,(x) = j v(du) j- d”u G(u, - a) 
x de1 , xl- ~1) W, - 4 *.a G(u, - ~,-1)gk, , x, - 4, 
F(x) = j v(du) G(x, - a) G(x2 - xl) G(x, - x2) .*a G(x, - x,ml). 
ThenF,-+FinL~(Ran)usr+Oforev~y2 <p < CO. 
Prwf. By the Hausdorff-Young inequality it suffices to prove that flC + E 
inLq for 1 <q<2. For x,k~(&P)~ let x*K=xl.K1+...+xV*KV be 
the ordinary Euclidean inner product. Using $(s, K) = e-kSs we calculate 
i@$z) = 1 v(du) / d% G(u, - a) eMikl.Ul-‘lkl 
x G(u, - ul) *-* G(u,, - u,,-~) emikn.rrn-fnk*2 
- 1 dnu e-ik.u f 
v(du) G(u, - u) G(u, - ul) **. G(un - u,-~) e-‘lk:-“‘-‘*k*’ 
= $‘(A) e-&---%k,l~ 
By Lebesgue’s dominated convergence theorem we will be done, once we show 
that P E Lg. 
13(k) = 1 v(du) j d”x G(x, - a) G(x, - x1) *** G(xn - x,-J emik.’ 
= j-VW) I dny G(yl) ._. G(y,) e-ik,.(a+W,) . . . e--ik,(o+wl+-~+y,) 
= j- v(du) 1 dny G(yl) . . . qy,) e-jo.(k,+...+k”)e-iwl.(k~+...+k~) ,  e-ivn.(ks) 
= iyk, + *-. + k,) G(k, + *a* + k,) q/z2 + .*. + k,) -0. @z,) 
Since v is a probability measure we have ) P 1 < 1 and hence 
= {7rcw/q - 1)n’g < al provided q > 1. 1 
It is important here that we are working in the plane and not in d > 2 
dimensions, where we would require q > d/2 and prove the analogous con- 
vergence F, + F only in L9 for p < d/d - 2. 
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LEMMA 3. Let fs” -+fs in L’c(R,) as n + 00 for /? = I,..., k. Then 
sdxflnf2n *.* fkn + sdxfifi ... fk as n + co. 
Proof. Since fs* + fs in L k, the fsn are uniformly bounded in Lk:, say by B, . 
Let B be the maximum of B, ,..., B, . We write finfin ... fkfi - fifi ... fk as 
a telescoping sum: 
where the sum runs over 01 from 1 to k. Since )I fsn Ilk + 1) fs Ilk as n -+ CO we 
have /Ifa Ilk < Be < B, and by a repeated application of Holder’s inequality 
we have for every 01 and every n 
where 1 = K/k - 1 is the conjugate exponent to K. One more application of 
Holder’s inequality yields 
Il(fi”fi” **.fk”) - (fife ee’fk)ill < Bk-l c iifs” -fs I/IS ’
Since each of the k terms II fBn - fs Ilk converges to zero as n + co their sum 
does too, and we are done. 1 
Let p = lL be the indicator of an open set L in the plane. For each E > 0 
define an approximation T, to Tk by 
T&) = j- p dx fi [ 1’” 4, gk, x - Y&w, d)]. 
tbl 0 
To simplify notation we define g, on E&, by 
&(4 = &lx) if x#co 
=o if x=cc 
and omit the explicit w-dependence, so that 
2-c =f P dx n [ 14 g& - Y,(s,))]~ 
THEOREM 1. Let YI ,..., Yk be k independent killed Wiener processes with 
initial distribution Y and killing rate 8, all defined on some probability space 
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(f&g, P’). Then for p < co, T, converges in L”(ln, 9, Pv) as E ---f 0. We call 
the limit Tk . For integers p the LP norm of Tk is given by 
(1 Tk 11; = 1 p(x*) dxl ... p(x”) dxp 
(+“I _ a) G(.& _ x=1) . . . (-+“p - x”(*l) I]: (3.3) 
where the sum is over allp! permutations r of the integers l,..., p. 
Remark. One can replace p in the definition of Tk by any nice function, 
say g E Y, and construct a random variable T,(g) whose pth moments are given 
by expressions like (3.3) with p replaced by g. The mapping g + T,(g) is linear 
and continuous from 9’ to LP(B, 9, P”); such mappings are called random fields 
and will figure prominently in [ 141. 
Proof. Let p be an even integer; the convergence for general p follows from 
Holder’s inequality since Py(Q) = 1. Let E, 6 > 0. We must show that 
[T, - T,]P -+ 0 in Ll(O, 9, P”) as E, 6 + 0. We expand 
[TC - T,]P = (T, - T&)x (fIi)(-l)P-i Tf-lTi-i (sumfromi= ltop), 
and see that it is enough to fix i < p and show that 
s dP”( TC - T,) T;-‘T;-{ + 0. 
This will follow if we show that 
I 
dpv T iTP-" 
E 6 
approaches some limit Z(v, 8, p) w IC is independent of i. We now calculate h’ h 
that limit. 
dpv TiT"-i 
E a 
where # is E for 01< i, 6 for i < 01. Now we perform the PV integration over 8. 
We introduce the notation a, = Y,(O) for the initial point of the /&h process, 
Ys . We let u,” = Y,(s,~) be the position of YB at time sBa, and & = 
inf{s: Y,(s) = co} the killing time for Ys . We write explicitly only one of the 
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(PU k terms, that in which ssl < sa2 < ... < sOP for each 8, and indicate this 
restriction on the region of integration by writing J’. 
s dpv T iTPi c 6 
= &‘) dxl 
I 
**. p(xp) dxp h 11 Oe-*@ d{, 1 v(da& I’ dpsB s dPu, 
B-1 
x g($, q3' - ufl) g&l - ugl) g(sa2 - Sal, 4" - UBl) g&c" - ua2) 
*a. g,(x" - f.+y g(sa"" - s,", u;+l - ua") g*(x"f' - u;+') 
*.* g,(xp - Us”) 
I 
+ (p!)” - 1 terms from different orderings of sBa, 
where # is E or 6 when 01 < i or i < oi, respectively, and * is chosen similarly. 
Each g(s,“+’ - s,“, u;+l - q,=) term arises as the probability density for the 
/3th particle to travel from us” to ug+’ during the time interval [so”, SE+‘]; the 
approximate identities g, ensure that Ya is near X” (at time ssa) for each z. Since 
all K particles must visit the vicinity of the same xa, only K-multiple points x 
will contribute in the limit. Thus we think of 9 ,..., XP as ffedghng K-muhiple 
points which may be visited in any order by the processes Y,-whence arise 
the (p!)” terms. We use Lemma 1 for the dl; and s’ integrals: 
I dpv T iTP-i E s 
= &cl) dxl 
I 
..- ,o(x”) dxp 17 11 v(da,) 1 dpus G(usl - a,) gE(xl - uql) 
x G(ua2 - ua’) *-a g&’ - uaa) G(u;+’ - u;) 
x g.+@+l - u;+‘) a-. G(ua P - 24:-l) g&NV - us31 + ( p!)r - 1 terms. 
By Lemma 2 the object in brackets converges (as a function of X) in Lk(Iw2’) to 
! s u(da,) G(x’ - a,) G(x2 - x’) ... G(x P - x+1)! 
as E, S --+ 0; by Lemma 3 the whole expression converges to 
s ,o(d) dxl --- ,o(x”) dxp 
x fl jj. v(da,) 1 G(x”l - a,) G(xn2 - xrrl) ‘a. G(vp - x+~))/ 
= I(v, 8, p) independent of i < p. 
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Here again the sum is over permutations P of the integers l,...,p; the term we 
displayed in the earlier steps (arising from our choice of an order relation among 
the s,” in s’) corresponds to the permutation 7ra = 01 for each a! < p. 1 
In the sense of distributions g, = g(c, .) converges to the Dirac distribution 
6( .). With Theorem 1 we can justify the suggestive notation 
T,(w) w j d4 1 p(x) dx 8(x - YI(w, sl)) 1.. 6(x - Yp(w, sk)). 
Now let b, ,..., b, be K independent Wiener processes with starting points 
a, >..., % 3 . let E > 0 and t E R+k. Define a functional of the bi by 
THEOREM 2. For any p < co and a E (R*)“, T,( ., t) converges in Lp(Q, 9, P”) 
as E -+ 0. We call the limit Tk( ., t) and sometimes use the notation 
T&,, t) m It d4 s, dx 6(x - bl(w, ~1)) ... 6(x - b,(w, Sk)). 
‘0 
Proof. Almost identical to that of Theorem 1. 
The calculation in the proof of Theorems 1 and 2 can also be used to find 
a lower bound 11 T,(., t)ll, 3 r(t) > 0 on the LP norm of Tk . This leads to an 
alternate proof of Theorem 2.2 and its corollary, a proof that generalizes to 
related processes uch as the Orstein-Uhlenbeck process and various conditioned 
Wiener processes. 
Now we sketch a proof that, when L = R2, h2-kTk(t) is a local time for the 
process TV (see (3.1) (3.2)). Let z = (zr ,..., z& denote a variable in R2”-2 
and put 
T,(t, z) = j dx l”r [l’” dseg, (x - b&g) + y G)]. (3.4) 
B=l 0 Y=l 
For any z, T,(t, z) converges in LP as E + 0 to some limit T&t, z); Theorem 2 
was the special case z = 0. 
The x integration in (3.4) can be done explicitly since the gC’s are Gaussian, 
and then one can show that for bounded Bore1 sets -4. 
lji 
s 
TE(w, t, z) dz = !i+*?V(w, t, A). 
A 
The techniques used to prove Theorem 1 suffice to prove that 
1:~ jA Tc(w, t, 2) dz = jA T~(w, t, 2) dz 
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in LP(Q, 9, Pa) and conclude that 
r Tk(w, t, x) dx = kk-%V(W, t, A) as. *A 
This statement says exactly that FkTk is a local time for W. 
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