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A LOWER BOUND FOR TOPOLOGICAL ENTROPY OF GENERIC
NON ANOSOV SYMPLECTIC DIFFEOMORPHISMS
THIAGO CATALANAND ALI TAHZIBI
Abstract. We prove that a C1−generic symplectic diffeomorphism is either
Anosov or the topological entropy is bounded from below by the supremum
over the smallest positive Lyapunov exponent of the periodic points. We also
prove that C1−generic symplectic diffeomorphisms outside the Anosov ones
do not admit symbolic extension and finally we give examples of volume
preserving diffeomorphisms which are not point of upper semicontinuity of
entropy function in C1−topology.
1. Introduction
The topological entropy is one of the most important topological invari-
ants for dynamical systems. Informally, the topological entropy calculates the
“number of different trajectories” of the dynamics. Formally, we define it in
the following way
h( f ) = lim
ε→0
lim sup
n→∞
1
n
log r(n, ε);
where r(n, ε) is themaximumamount of ε-distinct orbits of length n. Twopoints
have ε-distinct orbits of length n if there is 0 ≤ j ≤ n such that d( f j(x), f j(y)) > ε.
For Axiom A diffeomorphisms, Bowen [6] proved that entropy determines
the asymptotical exponential growth of the number of periodic points and by
a Katok’s result for any C1+α (α > 0) diffeomorphism of a two dimensional ma-
nifold entropy is bounded above by such growth rate: h( f ) ≤ lim supn→∞
Pn( f )
n
.
In this paperwe prove lower estimates for topological entropy of C1−generic
symplectic dynamics in terms of Lyapunov exponents of periodic points of the
system ( See theorems B, A).
We relate such lower bounds for the entropy to the (semi continuity) regula-
rity of the entropy function with respect to the dynamics (see Theorem C) and
construct examples of surface diffeomorphisms which are not point of semi
continuity of the topological entropy.
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Finally, we take benefit of the estimates in order to prove the non existence of
symbolic extensions for C1−generic symplectic diffeomorphisms far from the
Anosov ones ( See theorem D).
1.1. Lower estimates for topological entropy. Firstly, Newhouse in [17] got
some lower bound for topological entropy of generic area preserving diffeo-
morphisms on surfaces far from Anosov diffeomorphisms. Remember for a C1
diffeomorphism over some manifoldM be Anosov means that the whole man-
ifoldM is a hyperbolic set for f , where an f−invariant compact set Λ ofM is a
hyperbolic set if there is a continuous and Df -invariant splitting TΛM = E
s ⊕ Eu
such that there are constants 0 < λ < 1 and C > 0, satisfying
‖Df kx |E
s(x)‖ ≤ Cλk and ‖Df−kx |E
u(x)‖ ≤ Cλk,
for every x ∈ Λ and k > 0.
More precisely, let M be a compact, connected surface with a volume form
m, and denote by Diff1m(M) the set of conservative C
1 diffeomorphisms, i.e., the
set formed by diffeomorphisms that preserve the volume form m. Taking
s( f ) = sup
{
1
τ(p, f )
logλ(p, f )
}
over all hyperbolic periodic points p of f , where τ(p, f ) is the minimum period
of the hyperbolic periodic point p, andλ(p, f ) is the absolute value of the unique
eigenvalue ofDf τ(p, f )(p) with absolute value larger than one, Newhouse’s result
is the following.
1.1. Theorem. (Newhouse) There exists a residual subset B ⊂ Diff1m(M) such that if
f ∈ B is a non Anosov diffeomorphism then
h( f ) ≥ s( f ).
Here we show that indeed generically the reverse inequality also holds and
this implies:
TheoremA. There exists a residual subsetB ⊂ Diff1m(M) (volume preserving surface
diffeomorphisms) such that if f ∈ B is a non Anosov diffeomorphism then
h( f ) = s( f ).
Observe as a corollary of this theorem and semi continuity of f → s( f ) (see
preliminarydefinitions in thenext section)we conclude that “generically” topo-
logical entropy is semi continuous in C1−topology. However, it is not known
whether the semi-continuity points of topological entropy form a C1−generic
subset.
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It is interesting to mention that among Anosov diffeomorphisms, diffeomor-
phisms of a C1−open and dense subset satisfy h( f ) < s( f ). See Proposition 2.1
which gives an upper bound for the entropy of Anosov diffeomorphisms.
In general it may exist diffeomorphisms where h( f ) > s( f ). In fact there
exist even minimal diffeomorphismwith positive entropy. In two dimensional
case there are minimal homeomorphisms with positive entropy [20]. However,
these examples are not volume preserving (and should be outside aC1− generic
subset).
1.2.Question. Is there an example of a conservative C1 surface diffeomorphism where
h( f ) > s( f )?
Our next result is a generalization of Newhouse’s theorem to higher di-
mensional symplectic setting. Let (M, ω) be a compact, connected, smooth
Riemanian symplectic manifold. For a hyperbolic periodic point p of f , we
denote by λ(p, f ) the absolute value of the smallest eigenvalue of Df τ(p, f )(p)
between those ones with absolute value bigger than one. Define
s( f ) := sup
{
1
τ(p, f )
logλ(p, f )
}
over all hyperbolic periodic points p of f , and then what we prove is the
following.
Theorem B. There exists a residual subset B ⊂ Diff1ω(M) such that if f ∈ B is a non
Anosov diffeomorphism then
h( f ) ≥ s( f ).
1.3. Question. What about Conservative case? What can be said if we define s( f )
as the supremum over the sum of all positive Lyapunov exponents of periodic points
instead of just the smallest Lyapunov exponent of periodic points?
1.2. Regularity of Entropy. An important problem in smooth ergodic theory
is the regularity of entropy with respect to dynamics. By Newhouse result we
know that f → h( f ) is upper semicontinuous in the C∞ topology for any com-
pact boundaryless manifold and using Katok’s result it is indeed continuous
for C∞ surface diffeomorphisms. Here we show that
Theorem C. There are examples of surface diffeomorphisms f0 ∈ Diff
∞(M) such that
f → h( f ) is not even upper semi continuous in the C1−topology at f0.
1.3. Symbolic Extensions. Symbolic dynamics play a crucial role in ergodic
theory. It is a challenging problem to knowwhether a dynamics can be codified.
We can obtain upper bounds for the entropy by means of symbolic dynamics:
A dynamical systems (M, f ) have a symbolic extension if there exist a subshift
(Y, σ) and a surjective map pi : Y→M such that pi ◦ σ = f ◦ pi. (Y, σ) is called an
extension of (M, f ) and (M, f ) a factor of (Y, σ). And so, if the system has some
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symbolic extensionwe gain directly an upper bound of the topological entropy.
Nevertheless, such estimate could be extreme. Thisway, one extension is called
principal extension if the map pi is such that hν(σ) = hpi∗ν( f ) for every σ−invariant
measure ν ∈ M(σ) over Y, where hν(σ) is the metric entropy of σ with respect
to ν.
Boyle, D. Fiebig, U. Fiebig [7] proved that asymptotically h−expansive dif-
feomorphisms have a principal symbolic extension. By a result of Buzzi [9]
every C∞ diffeomorphism of compact manifold is asymptotically entropy ex-
pansive and consequently have a principal symbolic extension. Also, recently
D. Burguet [8] showed that every C2 surface diffeomorphism have symbolic
extensions. These results give a positive partial answer to the conjecture of
Downarowicz and Newhouse which expects symbolic extension for any Cr
(r ≥ 2) diffeomorphism.
Letusmention thatDiaz, Fisher, Pacı´ficoandVieitez [11]proved that everyC1
partially hyperbolic diffeomorphism with a nonhyperbolic central bundle that
splits in a dominated way into 1-dimensional sub-bundles is asymptotically
h−expansive and therefore has a principal symbolic extension. See also [10].
On the other hand, Downarowicz and Newhouse using Theorem 1.1 proved
in [16] that far from Anosov diffeomorphisms, generic area preserving diffeo-
morphisms in C1 topology admit no symbolic extensions. We extend this result
to higher dimensional symplectic diffeomorphisms.
Theorem D. There is a residual subset B ⊂ Diff1ω(M) such that if f ∈ B is a non
Anosov diffeomorphism then f has no symbolic extension.
Now, using this result we be able to give an easy and short prove of the
stability conjecture in symplectic scneario. We say that a symplectic diffeomor-
phism is structurally stable if there is some neighborhood U of f in Diff1ω(M)
such that every diffeomorphism g ∈ U is topologically conjugated to f , i.e.,
there is one homeomorphism h overM such that h f = gh.
1.4. Corollary. A diffeomorphism f ∈ Diff1ω(M) is structurally stable if, and only if,
f is Anosov.
Proof. Suppose f ∈ Diff1ω(M) is a structurally stable diffeomorphism. Now,
by Zehnder [24], smooth diffeomorphisms are dense among the symplectic
ones and since C∞ diffeomorphisms have a principal symbolic extension, ev-
ery diffeomorphism in some neighborhood of f also has a principal symbolic
extension. So, accordingly to Theorem D this is only possible if f is Anosov.

1.5. Remark. The proof of the above corollary is based on Theorem D, but to prove it
we use the unfolding of homoclinic tangency outside Anosov set that happens in the
symplectic scenario, which is by itself an obstruction of stability. Nevertheless, we
would like to emphasize that a priori non existence of symbolic extensions does not
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have direct relation to homoclinic tangencies. So, we conclude that “any mechanism in
C1−topology” which yields non existence of symbolic extensions implies non structural
stability.
However, very recently we were informed that G.Liao, J.Yang and M. Viana [15]
proved that diffeomorphisms C1-far from tangencies have symbolic extensions.
This paper is organized as follows. In section 2wewill prove somegeneric re-
sults relating topological entropy with Lyapunov exponents of periodic points,
in particular, we prove Theorem A. In section 3, we prove Theorems B and C
using a main technical proposition ( Proposition 3.1). In section 4, the main
technical proposition is proved and finally in section 5 we give examples of
(upper semi) discontinuity points for topological entropy.
2. Entropy and Lyapunov exponents of periodic points
In this section firstlywe review some background definitions and results, and
prove an strict upper bound for the entropy in a C1−open and dense subset of
Anosov volume preserving diffeomorphisms. After, using results of Abdenur,
Bonatti and Crovisier [1] we prove an upper bound for entropy of C1−generic
volume preserving diffeomorphisms of compact manifolds (any dimension)
and apply it to prove Theorem A.
2.1. Preliminary definitions. Given f ∈ Diff1ω(M) and a hyperbolic periodic
point p of f , we denote by χ(p, f ) the smallest positive Lyapunov exponent for
the hyperbolic periodic point p of f , i.e., χ(p, f ) = 1/τ(p, f ) logλ(p, f ), where
λ(p, f ) = (σ(Df−τ(p, f )|Eu))−1, being σ the spectral radio of the map, and as before
τ(p, f ) is the minimum period of the hyperbolic periodic point p. In fact,
defining
µp =
1
τ(p, f )
τ(p)−1∑
i=0
δ f i(p),
as the periodic measure for p, where δ f i(p) is the dirac measure for f
i(p), we have
that χ(p, f ) is the smallest positive lyapunov exponent for the ergodic measure
µp.
Now, given n ∈ N we consider sn( f ) = max
{
χ(p, f ); p ∈ Hn( f )
}
, where
Hn( f ) is the set of hyperbolic periodic points of period smaller or equal than
n. Since Hn( f ) ⊂ Hn+1( f ), we have sn( f ) ≤ sn+1( f ), and then it’s well defined
s( f ) = limn→∞ sn( f ). From robustness of the hyperbolic periodic points we have
that the functional sn is continuous for every n ∈ N, which implies that s( f ) is
lower semicontinuous.
2.2. Generic upper bound for entropy of Anosov difeomorphisms. In the
setting of volume preserving Anosov diffeomorphisms the scenario is much
more clear.
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2.1. Proposition. There exists a C1−open and dense subset F of volume preserving
Anosov diffeomorphisms such that for any f ∈ F with dim(Eu) = u we have
h( f ) < sup
p∈Per( f )
u∑
i=1
χ+i (p)
where the sum is over all positive Lyapunov exponents of p.
Proof. Take any volume preserving Anosov diffeomorphism f . After a small
C1−perturbation, if necessary, we can assume that f is a C2 Anosov diffeomor-
phism. This regularization result is due to Avila [5]. Now, we know that for
volume preserving Anosov diffeomorphisms the Lebesgue measure m is the
unique ergodic equilibrium state for the potencial φu(.) = − log Ju( f ) where
Ju( f ) := |detD f |Eu( f )|. Recall that the entropy maximizing measure is just the
equilibrium state for the identically zero potential. Using Bowen’s result it is
clear that µ, the entropy maximizing measure, coincides with Lebesgue if, and
only if, the potential φu is cohomologous to a constant function. So, perturbing
f in C1−topology we can assume that µ is singular with respect to the Lebesgue
measure.
Following, recall that inBowen’s approach the entropymaximizingmeasures
are obtained as the limit of periodic distributions. That is
µn :=
∑
p∈Pern( f )
δp
#Pern( f )
→ µ
Sinceφu(.) is a continuous functionwehave
∫
−φu(x)dµ(x) = limn→∞
∫
−φu(x)dµn(x)
and by definition we conclude that
∫
−φudµn ≤ supp∈Pern( f )
∑u
i=1 χ
+
i
(p). Then,∫
−φudµ ≤ sup
p∈Per( f )
u∑
i=1
χ+i (p).
Now, provided f is Anosov the pressure of φu(.) is zero. Hence,
0 = P f (φ
u) = hm( f ) +
∫
φu dm
> hµ( f ) +
∫
φu dµ
= h( f ) +
∫
φu dµ.
So it came out that
h( f ) <
∫
−φu dµ ≤ sup
p∈Per( f )
u∑
i=1
χ+i (p).
Finally, we claim that any C1−perturbation of f also satisfies a similar ine-
quality. Indeed, as entropy is locally constant (by structural stability of Anosov
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diffeomorphisms) and f → supp∈Per( f )
∑u
i=1 χ
+
i
(p) is a lower semi continuous
function we conclude that for any g C1−close enough to f we have
h(g) < sup
p∈Per(g)
u∑
i=1
χ+i (p).

2.3. Generic upper bounds for entropy and proof of Theorem A. Let f be
a C1+α diffeomorphism on a compact manifold and µ an ergodic hyperbolic
measure. Then Katok proved, see [13], that there exists a sequence of periodic
points pn such that dirac measures on the orbit of pn converge to µ and the
Lyapunov exponents of pn converge to the Lyapunov exponent of µ. By vari-
ational principle h( f ) = supµ hµ( f ) where the supremum is over all f-invariant
ergodic probability measures. By Ruelle’s inequality, hµ( f ) ≤
∑
χ+
i
where the
sum is over all positive Lyapunov exponents of µ. Suppose that the supremum
in the variational principle can be taken over hyperbolic measures. Then we
conclude that
h( f ) ≤ sup
p∈Per( f )
∑
χ+i (p)
UsingAbdenur,Bonatti andCrovisier’s ideaswe show it is the case forC1−generic
volume preserving diffeomorphisms.
TheoremAwill be a consequence of Theorem 1.1 and the following theorem.
2.2. Theorem. There exists a residual subset R ⊂ Diff1m(M) (M of any dimension d)
such that for any f ∈ R
h( f ) ≤ sup
p∈Per( f )
np∑
i=1
χ+i (p)
where the sum is over all positive Lyapunov exponents of the periodic point p, counting
multiplicity.
Let us see first, how to prove Theorem A. Take R as the residual subset
derived from the intersection of the ones given by Theorem 1.1 and Theorem
2.2. If the supremum in Theorem 2.2was taken over hyperbolic periodic points
then this sup in dimension two would be equal s( f ) and then Theorem A was
proved. In order to overcome this, we divide the proof in two cases. Given
a diffeomorphism f ∈ R, if h( f ) = 0 then we have equality by Theorem 1.1
(s( f ) ≥ 0), i.e., h( f ) = s( f ). On the other hand, since in dimension two for a
periodic point of a conservative diffeomorphism be hyperbolic it’s enough to
have positive lyapunov exponent, if h( f ) > 0 we have that in Theorem 2.2 the
supremum is in fact over the hyperbolic periodic points, and then, we also
have equality between h( f ) and s( f ), which concludes Theorem A.
In the sequence we prove Theorem 2.2.
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UsingAbdenur, Bonatti and Crovisier [1], we can prove the following Propo-
sition.
2.3. Proposition. There is a residual subset R ⊂ Diff1m(M) such that if f ∈ R and
µ is an ergodic measure for f , then there are periodic measures µp converging to µ in
the weak topology, and moreover the vectors formed by the lyapunov exponentes of µp,
L(µp) ∈ Rd, also converge to the Lyapunov vector L(µ) ∈ Rd.
In fact, they proved this result for dissipative diffeomorphisms, Theorem 3.8
in [1]. But, unless generic arguments which are also true in the conservative
setting, their theorem is a consequence of Proposition 6.1 there, which we state
here for simplicity.
2.4. Proposition. Let µ be an ergodic invariant probability measure of a diffeomor-
phism f of a compact manifold M. Fix a C1−neighborhoodU of f , a neighborhoodV
of µ in the space of probability measures with the weak topology, a Hausdorff neighbor-
hood K of the support of µ, and a neighborhood O of L(µ) in Rd. Then there is g ∈ U
and a periodic point p of g such that the Dirac measure µp associated to p belongs to
V, its support belongs toK , and its Lyapunov vector L(µp) belongs to O.
They divided the proof of this proposition in two lemmas, Lemma 6.2 and
Lemma 6.3 there. In the first one, given an ergodic measure µ for f they
found strategic periodic points pn of some diffeomorphisms fn ∈ U with good
properties. Then, in Lemma 6.3 they proved that in fact the Lyapunov vectors
L(µpn) converge to L(µ).
Hence, since we want this result in the conservative world, given some
conservative diffeomorphism f we need to find conservative diffeomorphisms
fn in any neighborhood of f with same good properties as in their Lemma
6.2. Fortunately, since we have the ergodic closing lemma, see [4], and Frank’s
lemma, see [14] and [2], in the conservative scenario, the proof of a conservative
version of Proposition 2.4 is exactly the same.
Now, using Proposition 2.3 we prove Theorem 2.2.
Proof of Theorem 2.2: Let f ∈ R, where R is the residual set as in Proposition
2.3. Given any ε > 0, by variational principle there is an ergodic measure
µ ∈ M( f ) such that
h( f ) < hµ( f ) + ε.
By Ruelle’s inequality hµ( f ) ≤
∑
χ+
i
(µ), where the sum is over all positive
Lyapunov exponents of µ. Now, by Proposition 2.3 there is a periodic point p
of f such that
∑
χ+
i
(µ) <
∑
χ+
i
(µp) + ε. And then, we have
h( f ) < sup
p∈Per( f )
+∑
i
χi(p) + 2ε.
Therefore, since ε is arbitrarily small we prove the theorem.

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3. Entropy estimate for symplectomorphisms
If f is a C1 diffeomorphism over some manifold M, and p is a hyperbolic
periodic point of f , we denote byH(p, f ) the set of transversal homoclinic points
of p, where q < o(p) is a transversal homoclinic point if is a transversal intersection
point ofWs(o(p), f ) andWu(o(p), f ). If the intersection is not transversal we say
that q is a point of homoclinic tangency.
Zhihong Xia in [22] proved that there exists a residual subsetH ⊂ Diff1ω(M)
such that if f ∈ H and p is a hyperbolic periodic point of f then transversal
homoclinic points are dense on stable and unstable manifolds, Ws(o(p), f ) ∪
Wu(o(p), f ) ⊂ cl(H(p, f )). Let us now state the main proposition and prove
Theorems B and D. We postpone the proof of this proposition to the next
section. Recall χ(p, f ) = 1/τ(p, f ) logλ(p, f ) is the smallest positive lyapunov
exponent for a hyperbolic periodic point p of f .
3.1. Proposition. (Main Technical Proposition) Let p be a hyperbolic periodic point
of some non Anosov diffeomorphim f ∈ H . Given n > 0 and any neighborhood
N ⊂ Diff1ω(M) of f , there exists an open setU ⊂ N such that if g ∈ U, then g has a
basic hyperbolic set Λ(p(g), n) ⊂ cl(H(p(g), g)), where p(g) is the continuation of the
hyperbolic periodic point p of f for g, such that the following properties are true
a) h(g|Λ(p(g), n)) > χ(p(g), g) − 1
n
.
b) There exists an ergodic measure µ ∈ M(Λ(p(g), n)) such that
hµ(g) > χ(p(g), g) −
1
n
.
c) For every ergodic measure µ ∈ M(Λ(p(g), n)), we have
ρ(µ, µp(g)) <
1
n
,
where ρ is a metric which generates the weak topology.
d) For every periodic point q ∈ Λ(p(g), n), we have
χ(q, g) > χ(p(g), g) −
1
n
.
3.1. Proof of Theorem B. We denote byA the set of Anosov diffeomorphisms
and consider D = Diff1ω(M) − cl(A), the complement of the closure of Anosov
diffeomorphisms.
For positive integers n and m, let Bn,m be the set of diffeomorphisms f in
D such that there are p ∈ Hn( f ) and a hyperbolic basic set Λ ⊂ cl(H(p, f )),
satisfying
h( f |Λ) > sn( f ) −
1
m
.
Theorem B follows immediately from the next claim.
Claim: Bn,m is an open and dense subset ofD, for every positive integers n and m.
10 THIAGO CATALAN AND ALI TAHZIBI
To prove the claim, we can start with f ∈ D∩H since we are in a Baire space.
Now, let n,m ∈N be anyone.
By definition of sn, there exists p0 ∈ Hn( f ) such that
sn( f ) = χ(p0, f ).
Using Proposition 3.1, we can find f1 C
1−close to f such that f1 has a hyper-
bolic basic set Λ ⊂ cl(H(p0( f1), f1)), where p0( f1) is the continuation of p0 for f1,
and
h( f1|Λ) > χ(p0( f1), f1) −
1
3m
.(1)
Now, using the robustness of Λ and p0, the invariance of topological entropy
and that sn is continuous, we have the following for g C
1−near f1
h(g) ≥ h(g|Λ(g))
= h( f1|Λ)
> χ(p0( f1), f1) −
1
3m
≥ χ(p0, f ) −
2
3m
= sn( f ) −
2
3m
> sn(g) −
1
m
,
which proves the claim and then Theorem B.

3.2. ProofofTheoremD. Remember that (Y, σ) is a symbolic extensionof (M, f )
if there exists a continuous surjective map pi : Y → M such that pi ◦ σ = f ◦ pi.
As we already comment, it may happen that symbolic extensions of a system
have larger entropy and carry much more information than the system.
Hence, let
hpiext(µ) = sup{hν(σ|Y) : pi∗ν = µ}, for µ ∈ M( f ),
and observe that principal symbolic extensions minimize these functions.
Let S( f ) be the set of all possible symbolic extensions (Y, σ, pi) of (M, f ). We
say that S( f ) = ∅ if there is no symbolic extension of (M, f ). We define the
residual entropy of the system by
hres( f ) = hsex( f ) − h( f ),
where
hsex( f ) =
{
inf{hpiext(µ) : (Y, σ, pi) ∈ S( f )} if S( f ) , ∅
∞ if S( f ) = ∅
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In terms of this, to prove Theorem D we need to show that hsex( f ) = ∞ for all
non Anosov diffeomorphism f in some residual subset B ⊂ Diff1ω(M).
Given f : M → M a homeomorphism in a compact metric space M, an
increasing sequence α1 ≤ α2 ≤ . . . of partitions ofM is called essential for f if
1. diam(αk)→ 0 when k→∞, and
2. µ(∂αk) = 0 for every µ ∈ M( f ). Where ∂αk denotes the union of boun-
daries of all elements of the partition αk.
A sequence of simplicial partitions is a nested sequence S = {α1, α2, . . .} of
partitions whose diameters go to zero, and each αk is given by some smooth
triangulation of M. By Proposition 4.1 in [16] there is a residual subset RS ⊂
Diff1ω(M) such that if f ∈ RS then S is an essential sequence of partitions for f .
Hence, for every k fixed, the function
hk(µ) = hµ(αk),
is the infimum of continuous functions overM( f ), and then is upper semicon-
tinuous. Here hµ(αk) is the entropy of the partition αk for f . The following
proposition gives us a very useful way to prove non existence of symbolic
extensions. It was also proved in [16].
3.2. Proposition. Let f ∈ RS and suppose E be some compact subset inM( f ) such
that there exists a positive real number ρ0 such that each µ ∈ E and k > 0,
lim sup
ν∈E,ν→µ
[hν( f ) − hk(ν)] > ρ0.
Then,
hsex( f ) = ∞.
RecallHn( f ) denotes the set of hyperbolic periodic pointswith period smaller
or equal than n, and let H( f ) = ∪nHn( f ). By Pugh’s closing lemma the set of
diffeomorphisms R1 formed by f with H( f ) , ∅ is open and dense in Diff
1
ω(M).
Hence, it’s well defined τ( f ) as the smallest period of the elements in H( f ) for
every f ∈ R1, and then let R1,m ⊂ R1 be the set of diffeomorphisms f with
τ( f ) = m. Note, R1 is a disjoint union of R1,m.
Now, for each f ∈ R1 we define
χ( f ) = sup{χ(p, f ) : p ∈ H( f ) and τ(p, f ) = τ( f )}.
Then, χ( f ) > 0 and depends continuously on f ∈ R1.
Recalling thatA ⊂ Diff1ω(M) is the set of Anosov diffeormophisms, let R2,m =
R1,m\cl(A),which implies R1\cl(A) =
⋃
mR2,m.
Suppose now that Λ is an f-invariant periodic set with basis Λ1 and α =
A1,A2, ...,As some finite partition of M. We say that Λ is subordinate to α if for
each positive integer n, there exists an element Ain ∈ α such that f
n(Λ1) ⊂ Ain .
Hence, if µ ∈ M( f |Λ) then hµ(α) = 0.
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Now, given a positive integer n, we say that a diffeomorphism f satisfies
property Sn if for every p ∈ Hn( f ) with χ(p, f ) >
χ( f )
2
,
1. There exists a hyperbolic basic set of zero dimension Λ(p, n) for f such that
Λ(p, n) ∩ ∂αn = ∅ and Λ(p, n) is subordinate to αn.
3. There exists an ergodic measure µ ∈ M(Λ(p, n)) such that
hµ( f ) > χ(p, f ) −
1
n
.
4. For every ergodic measure µ ∈ M(Λ(p, n)), we have
ρ(µ, µp) <
1
n
.
5. For every periodic point q ∈ Λ(p, n), we have
χ(q, f ) > χ(p, f ) −
1
n
.
Given positive integers m ≤ n, let Dm,n ⊂ R2,m be the subset of diffeomor-
phisms f satisfying property Sn.
Since periodic points in Hn( f ) with smallest positive lyapunov exponent
bigger than χ( f )/2 are finite, directly from Proposition 3.1, conditions (3), (4)
and (5) above are satisfied for diffeomorphisms in an open and dense subset of
R2,m. Now, fixed some partition αn we can take a smaller open set U where we
build the hyperbolic set Λ(p, n), as we can see in the proof of Proposition 3.1
in the next section, in order to obtain that the set Λ(p, n) is subordinate to αn.
Therefore, since this is a robust property we have proved the following lemma.
3.3. Lemma. For positive integers m ≤ n,Dm,n is open and dense in R2,m.
Now, using property Sn and the above lemma the proof of Theorem D is
similar to the proof of Theorem 1.3 in [16], but for convenience we reproduce
it again.
Proof of Theorem D: Let
R2 =
⋃
m≥1
⋂
n≥m
Dm,n.
By Lemma 3.3, we have that R = RS ∩ (R2 ∪A) is a residual set in Diff
1
ω(M).
What we show now is that all non Anosov diffeomorphism f ∈ R has no
symbolic extension, i.e., hsex( f ) = ∞.
Let f ∈ R be a non Anosov diffeomorphism. Now, we define
E1 =
{
µp; such that p ∈ H( f ) and χ(p, f ) >
χ( f )
2
}
,
and let E denotes its closure inM( f ).
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Using this set andpropertySn, we show that the hypothesis of Proposition 3.2
are satisfied if we take ρ0 =
χ( f )
2
. For this, it’s enough to verify the hypothesis
for every µp ∈ E1, and fixed k ∈N.
Hence, given n ∈ N big enough, since f ∈ R, there exists a hyperbolic basic
setΛ(p, n) for f subordinate to αn, and an ergodic measure νn ∈ M(Λ(p, n)) such
that ρ(νn, µp) < 1/n and
(2) hνn( f ) > χ(p, f ) −
1
n
.
Since we can suppose n > k, we have that αn is smaller than αk and then
Λ(p, n) is also subordinate to αk. Hence, as νn ∈ M(Λ(p, n))
(3) hk(νn) = 0.
Therefore, we have that νn → µp, when n→∞, and
|hνn( f ) − hk(νn)| = hνn( f ) > χ(p, f ) −
1
n
> ρ0,
where the last inequality is satisfied for big values of n, since µp ∈ E1.
To complete the proof we need to show that νn is in E, for every n. To see
this, we use that νn is approximated by periodic measures since is an ergodic
measure supported in a hyperbolic basic set. That is, there exist qm,n ∈ Λ(p, n),
hyperbolic periodic points of f , such that µqm,n converges to νn in the weak
topology. This way, our work is reduced to show that µqm,n ∈ E1, which is
direct from item 5 of property Sn, provided f ∈ R. The proof of theorem D is
complete.

4. Symplectic Perturbations: proof of Proposition 3.1
Before going into the proof of the proposition let us recall some basic fact
about symplectic structure. Let (V, ω) be a symplectic vector space of dimension
2n. For any subspaceW ⊂ V its symplectic orthogonal is defined as
Wω = {v ∈ V;ω(v,w) = 0 for all w ∈W}.
The subspace W is called symplectic if Wω ∩ W = {0}. W is called isotropic
if W ⊂ Wω, that is ω|W × W = 0. A special case of isotropic subspace is a
Lagrangian subspace, i.e., whenW =Wω. For a symplectic manifold (M, ω) and
a symplectic diffeomorphism f it is easy to see that for any point on an unstable
(stable) manifold of a hyperbolic periodic point, the tangent space to unstable
(stable) manifold is a Lagrangian subspace.
The proof of main proposition is done in three steps where the second and
third are the main ones and use the symplectic structures.
Let f ∈ H be a non Anosov diffeomorphisms.
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Step 1- We find g1 C
1−close to f such that p is still a hyperbolic periodic point
of g1, and g1 exhibits one homoclinic tangency betweenW
s(o(p), g1) and
Wu(o(p), g1). Moreover, g1 = Dfp in a small neighborhood of the orbit of
p (in local symplectic coordinates).
Step 2- Wefind g2C
1− close to g1where g2 admits a segmentof line ofhomoclinic
tangency. We should perform perturbations in the symplectic high
dimensional setting.
Step 3- Finally, we perturb g2 to obtain g with a hyperbolic invariant set satis-
fying the properties required by the proposition. All C1-perturbations
of g also share the same property for the corresponding hyperbolic set.
Proof of step 1: The way, to create homoclinic tangency is in the lines of the
proof of Newhouse (step 6, Theorem 1.1 in [18]). After that, we use a pasting
lemma of Arbieto-Matheus [3] and continuity of compact parts of stable and
unstable manifolds to obtain a tangency and linearization in a neighbourhood
of the periodic point. We should point out that because of high dimensions
of stable and unstable manifolds, by homoclinic tangency we obtain at least
one (it can be unique) commom direction between the tangent spaces of these
manifolds at the point of tangency.
Proof of step 2: For simplicity we suppose p is a hyperbolic fixed point of g1,
and let V be a neighborhood of p where in local symplectic coordinates g1 is
linear, withEsp = R
n×{0}n andEup = {0}
n×Rn. Moreover, byDarboux’s Theorem,
we can also suppose in V that ω is the standard 2-form for R2n, ω =
∑
dxi ∧ dyi.
Let q be the point of homoclinic tangency between Ws
loc
(p, g1) and W
u(p, g1),
such that q ∈ V and g−1
1
(q) < V. Hence, we can take one small neighborhood
U ⊂ V of q such that g−1
1
(U)∩V = ∅. We denote byD the connected component
ofWu(p, g1) ∩U that contains q.
Wewant now to perturb g1 in order to get an interval of homoclinic tangency.
Since stable (unstable) manifolds is a graphic, it’s not difficult to do this in the
conservative scenario using the point of tangency q. In symplectic case thismay
be done using the fact that stable (unstable) manifold is a lagrangian manifold
as we explain it below.
First, we consider another simplectic coordinate on U in order to simplify
the notation such that q is the origem, and we have the following
Wsloc(p, g1) ∩U = {y1 = y2 = ... = yn = 0} ∩U,
TqD = {y1 = x2 = ... = xn = 0},
and so
Wsloc(p, g1) ∩U ∩ TqD = {e1},
where we are considering {e1, ..., en, ...., e2n} as the canonical basis of R2n. Note
we are using that dim(TqW
s(p, g1)+TqWu(p, g1)) = 2n−1, which we can suppose
after some perturbation if necessary.
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The following lemma is the technical point that allows us to build the interval
of homoclinic tangency for symplectomorphisms.
4.1. Lemma. There exists a symplectic diffeomorphism φ : U → R2n over its image,
C1 close to identitymap Id in a small neighborhood of q, such thatφ(D)∩Ws
loc
(p, g1)∩U
contains one segment of line.
Proof. Just here we use coordinates (x, y) with respect to the following decom-
position of the spaceR2n = E⊕F, where E and F are generated by {e1, en+2, ..., e2n}
and {e2, ..., en+1}, respectively. Recall that E = TqD, and q = (0, 0) by the choice
of the coordinate.
Now, since D is locally a graphic of one function with the same class of
differentiability that g1, there exists a C
1 map j : B ⊂ Rn → R2n, j(x) = (x, r(x)),
such that j(B) = D. Moreover, j is such that Dr(0) = 0, and since D ⊂ Wu(p, g1)
is a lagragian submanifold, we have j∗ω = 0, where j∗ω is the pull-back of the
form ω by j. Analogously, if i : Rn → R2n is the natural inclusion, i(x) = (x, 0),
we have i∗ω = 0 (recall ω in U is the standard 2-form on R2n).
Let us define φ : U → R2n by φ(x, y) = (x, y − r(x)). Taking U smaller, if
necessary, φ is in fact a diffeomorphism from U into its image and C1 near Id,
sinceDr(0) = 0. Hence, to conclude the lemmaweneed to show thatφ is indeed
symplectic. Denoting the projection in the first coordinate by pi : R2n → Rn,
pi(x, y) = x, we can rewrite φ in the following way φ = Id + i ◦ pi − j ◦ pi. Then,
φ∗ω = ω + pi∗i∗ω − pi∗ j∗ω = ω,
where we use that i∗ω = j∗ω = 0 in the second equality. Therefore, the lemma
is proved. 
Using the pasting lemma of Arbieto-Matheus [3] in symplectic case and the
map φ given by Lemma 4.1 we can find R : U → U C1 close to identity Id,
with R = φ in a small neighborhood of q, and R = Id outside another small
neighborhood containing the last one. Hence, considering R˜ : M → M with
R˜ = Id in Uc and R˜ = R in U, and taking g2 = R˜ ◦ g1 we have a C
1 perturbation
of g1 that coincides with g1 in (g
−1
1
(U))c. Moreover, the most important is that
this perturbation exhibits an interval of homoclinic tangency as we wanted.
More precisely, there is one segment of line I ⊂Ws
loc
(p, g2)∩Wu(p, g2)∩U. Note
that I is in the space generated by the unit vector e1, and after some symplectic
coordinate changed inside U, we can suppose I ⊂ {(x1, 0, ..., 0), −2a ≤ x1 ≤ 2a},
for some a > 0 small enough and usual coordinates of R2n.
Proof of Step 3: The idea now is to use this interval of tangency to create
hyperbolic sets with the properties required by the proposition. Let N be a big
positive integer and δ > 0 an arbitrary small real number. As before (using
pasting lemma) we can find a symplectic diffeomorphism Θ : M → M, δ − C1
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near Id, Θ = Id in Uc and
Θ(x, y) =
(
x1, ..., xn, y1 + A cos
pix1N
2a
, y2, ..., yn
)
, for (x, y) ∈ B(0, r) ⊂ U,
forA =
2Kaδ
piN
and r > 0 small enough, whereK is some constant dependingonly
on the symplectic coordinate on U. Hence, g = Θ ◦ g2 is δ − C1 close to g2 and
moreover g = g2 in the complement of g
−1
2 (U). Although the diffeomorphism g
depends on N, we always denote these diffeomorphisms by g. We would like
to note this perturbation is an adaptation of Newhouse’s snake perturbation
for higher dimensions, i.e., it destroys the interval of tangency and creates N
transversal homoclinic points for p inside U.
Using the function Θ we choose two good points on unstable manifold of p
for g, z1 = Θ(−a, 0, · · · , 0) and z2 = Θ(a, 0, · · · , 0). Now, we consider γ1 and γ2
two transversal disks to unstable manifoldWu(p, g) at z1 and z2, respectively.
From now on we use the symplectic coordinate on V fixed before. Note that
g is equal to g1 inside V and so g is linear in V.
Given a set E, we denote by C(E, x) the connected component of E containing
x. By λ−Lema and choice of γ1 and γ2, C(g− j(γ1) ∩ V, g− j(z1)) and C(g− j(γ2) ∩
V, g− j(z2)) accumulate onW
s
loc
(p, g) for big values of j > 0.
Hence, ifDs =Ws
loc
(p, g)∩U then for j big enoughwe can define the rectangle
D j = D
s×Du
j
as being the cartesian product betweenDs andDu
j
, whereDu
j
is the
smallest possible disk in {(0, . . . , 0, y1, . . . , yn), yi ∈ R} such that pi2(C(g− j(γi) ∩
V, g− j(zi))) ⊂ D
u
j
, for i = 1, 2. Here pi2(x, y) = y stands for the projection on the
second nth-coordinates ofR2n, and recall we are consideringV inside Euclidean
space with Esp = R
n × {0}n and Eup = {0}
n ×Rn.
Let J ⊂ U be some small enough disk inside the unstable manifold Wu(p, g)
containing the N transversal homoclinic points built before, and let T >> 0
such that g−T(J) ⊂ V, and moreover g−T(γi), i = 1, 2, is close to Wsloc(p, g). We
denote by Γ˜ the A/2-neighborhood of J, and define Γ = g−T(Γ˜).
Now, let t0 be the smallest positive integer such that C(g
−t0(γi), g−t0(zi)) is
A/2 − C1 close to Ws
loc
(p, g), i = 1, 2. Note that if t′ ≥ t0, and gt
′−T(Dt′) ⊂ Γ, then
gt
′
(Dt′) ∩ (Dt′) contains N disjoint connected components. Hence, we consider
z3 = (b, 0, ..., 0) and z4 = (b′, 0, ..., 0) two points on local stable manifold of p,
where b and b′ are the left and right boundary points in the first coordinate of
Ws
loc
(p, g)∩U. Also, let γ3 and γ4 be two transversal disks toWsloc(p, g) at z3 and
z4, respectively. By λ−lemma again we can define t1 as the smallest possible
positive integer such that
C(gt1(γi), g
t1(zi)) ∩ C(g
−T(γ j), g
−T(z j)) ∩ Γ , ∅, for j = 1, 2 and i = 3, 4.
Finally, we define t = max{t0, t1+T} , see figure 1. Note t depends onN since
t0 and t1 depends, and also observe that t goes to infinity when N goes.
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By the comments above and choice of t, we have that gt(Dt) ∩ Dt has N
disjoint connected components, and t is the smallest possible one such that
Dt is A/2 − C1 close to Wsloc(p, g) and g
t(Dt) is A/2 − C1 close to J ⊂ Wu(p, g).
Therefore, since we have a horseshoe with N legs, the maximal invariant set in
Dt for g
t
Λ˜(p,N) =
⋂
j∈Z
gt j(Dt)
is a hyperbolic set with dynamics conjugated to a shift of N symbols. Then
h(gt|Λ˜(p,N)) = logN, and taking
Λ(p,N) =
t⋃
j=1
g j(Λ˜(p,N))
we have h(g|Λ(p,N)) =
1
t
logN.
The following lemma is the main point in this step.
4.2. Lemma. For A and t defined as before, there exists a positive integer K1 indepen-
dent of A, such that
A < K1min{‖Dg
−t
p |E
u‖, ‖Dgtp|E
s‖}.
Proof. Since V is a neighborhood of p where g is linear, if m is the biggest one
such that g j(x) ∈ V for 0 ≤ j ≤ m, there exist constants K2 and K3 depending on
the symplectic coordinate on V such that
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(4) K2‖Dg
m
p |E
u‖−1 ≤ d(x,Wsloc(p, g)) ≤ K3‖Dg
−m
p |E
u‖,
for x ∈ V. Analogously, ifm is the biggest one such that g− j(x) ∈ V for 0 ≤ j ≤ m,
then there exist constants K4 and K5 such that
(5) K4‖Dg
−m
p |E
s‖−1 ≤ d(x,Wuloc(p, g)) ≤ K5‖Dg
m
p |E
s‖.
Now, by choice of t, either there exists z ∈ Dt such that
(6) d(g(z),Wsloc(p, g)) ≥ A/2,
or there exists z ∈ gt(Dt) such that
(7) d(g−1(z), J) ≥ A/2.
Suppose the first case. Recall that for j > T the rectangle D j is defined and
moreover D j ⊂ V, which implies g(z), g(g(z)), ..., gt−1−T(g(z)) ∈ V. Hence, using
inequality (4) we have
A
2
≤ K3‖Dg
−t+T+1
p |E
u‖.
On the other hand, using inequality (5) and the neighborhood Γ, we can do the
same thing for the second case, obtaining
A
2
≤ K5‖Dg
t−1−T
p |E
s‖.
And then, sinceDg is bounded and T is independent of Awe can find K1 as we
claimed.

From now on fix n a large positive integer as Proposition 3.1 requires.
Since A =
2Kaδ
piN
, using Lemma 4.2 and for N big enough, we have
1
t
logN > min
{
1
t
log ‖Dg−tp |E
u‖−1,
1
t
log ‖Dgtp|E
s‖−1
}
−
1
2n
.
Observe now, when t goes to infinity the above minimum converges to the
minimumbetween the smallest positive Lyapunov exponent, χ(p, g) as defined
before, and the absolute value of the biggest negative Lyapunov exponent of
p for g. Moreover, since we are in the symplectic scenario these two numbers
are equal. Therefore, provided t goes to infinity when N goes, we can find a
positive integer N1 such that
1
t
logN1 > χ(p, g) −
1
n
.
Which implies that it’s possible to find some C1−perturbation g of f such that
h(g|Λ(p,N1)) > χ(p, g) −
1
n
.
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For general case, when p is not a fixed point of g1, i.e., τ(p, g1) > 1, we have
that q ∈ Ws
loc
(p, g1) ∩Wu( f j(p), g1), for some 0 ≤ j < τ(p, g1). Then as we did
before, we can find some perturbation g of g1 and t = τ(p, g)t˜+ j such that gt has
a hyperbolic basic set Λ˜(p,N). Moreover, there is a relation between the norm
of Dgτ(p,g) and A as in the Lemma 4.2, changing t by t˜. Hence, we can find N1
such that
(8) h(g|Λ(p,N)) > χ(p, g) −
1
n
, for N ≥ N1.
Now, since Λ(p,N) is conjugated to the product between some finite permu-
tation dynamics and the shift of N symbols, there exists an ergodic measure
µN ∈ M(Λ(p,N)) that maximizes the topological entropy. Hence, directly from
(8)
(9) hµN(g) > χ(p, g) −
1
n
, for N ≥ N1.
We suppose from now on that p is fixed, being the general case similar
deduced as we did before. Next, we find a positive integer N2 such that if
µ ∈ M( f |Λ(g,N2)) is ergodic then ρ(µ, µp) < 1/n as required. For this, given
ζ > 0 arbitrary small it’s enough to find N = N(ζ) such that (orbit of) any point
of Λ(p,N) visits very frequently the ball of radius ζ and center p.
Provided p is a hyperbolic fixed point we have⋂
i∈Z
gi(V) = {p}.
Hence, given ζ > 0 arbitrary small, there exists a positive integer n1 ≥ T,
depending on ζ, such that for every n2 ≥ n1
diam
⋂
−n2≤i≤n2
gi(V) < ζ.
Now, if V =
⋂ln1
i=0
g−i(V) and z ∈ V, then for every r ∈ [n1, (l − 1)n1) we have
that
gr(z) ∈
⋂
|i|<n1
gi(V) ⊂ Bζ(p).
So, the fraction of time in [0, ln1) that the orbit of z stay in Bζ(p) is
l − 2
l
.
Recall that t is the period of the periodic set Λ(p,N) of g, and let us define
k = t − T. Given N big enough, let l ∈ N be such that (l + 1)n1 ≥ k > ln1. Since
for every z ∈ Λ(p,N) there exists r ∈ [0, t) such that gr(z) ∈ V, the frequency of
the orbit of z passing in Bζ(p) is bigger than
(l − 2)n1
(l + 1)n1 + T
.
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Provided l → ∞ when N → ∞, given ζ1 > 0 we can choose N2 such that the
frequency of the orbit of every z ∈ Λ(p,N) passing in Bζ(p) is bigger than 1− ζ1,
and then choosing ζ1 smaller if necessary we have
(10) d(µ, µp) <
1
n
, for every ergodic measure µ ∈ M(Λ(p,N)), N ≥ N2.
Finally, we find N3 in order to obtain property (d) for Λ(p,N),N ≥ N3.
We define
Vuk = V ∩ g(V) ∩ ... ∩ g
k(V), and
Vsk = V ∩ g
−1(V) ∩ ... ∩ g−k(V).
Given vectors v,w ∈ R2n and subspaces E, F ⊂ R2n we define
ang(v,w) =
∣∣∣∣∣tan
[
arccos
(
< v,w >
‖v‖‖w‖
)]∣∣∣∣∣ ,
ang(v,E) = min
w∈E, |w|=1
ang(v,w) and ang(E, F) = min
w∈E, |w|=1
ang(w, F).
4.3. Remark. Another definition of the angle between two subspaces in literature is
the following: If Rn = E ⊕ F is some decomposition, let L : E⊥ → E be the linear map
such that F = {w + Lw; w ∈ E⊥}, and then some authors define the angle between E
and F as ‖L‖−1. Nevertheless, there is an equivalence between this definition and the
one presented here.
We need the following lemma.
4.4. Lemma. With above definitions, there exists constant K6 such that if z ∈ V
s
k
,
v ∈ R2n\Esp and ang(g
k(v),Esp) ≥ 1, then
|Dgk(z)(v)| ≥ K6‖Dg
−k
p ‖
−1|v| min{ang(v,Esp), 1}.
Proof. Using the decomposition of R2n fixed on V, we have v = (vs, vu), vs(u) ∈
Es(u)p , for every v ∈ R
2n. Let |v|′ = max{|vs|, |vu|} be the maximum norm.
Since Esp
⊥ = Eup , and Dg
k(z) = Dgkp if z ∈ V, we have
(11) ang(v,Esp) =
|vu|
|vs|
and 1 ≤ ang(Dgk(z)(v),Esp) =
|Dgkp(v
u)|
|Dgkp(vs)|
.
Then,
|Dgk(z)(v)|′ = |Dgkp(v
u)|
≥ ‖Dg−k|Eup‖
−1|vu|,
= ‖Dg−kp |E
u
p‖
−1|vs| ang(v,Es);
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which implies
(12) |Dgk(z)(v)|′ ≥ ‖Dg−kp |E
u‖−1|v|′ min{ang(v,Esp), 1}.
Therefore, by the equivalence between norms, the result follows.

Recall now,
Λ(p,N) =
t−1⋃
i=0
gi(Λ˜(p,N))
is a hyperbolic set for g, with Λ˜(p,N) ⊂ V, and t = k + T where gi(Λ˜(p,N)) ⊂
V for 0 ≤ i ≤ k. Moreover, by construction of Λ˜(p,N)) we know that the
hyperbolic decomposition TΛ(p,N)M = E˜
s ⊕ E˜u is such that E˜s(z) and E˜u(gk(z))
are close to Es(p) and Eu(p), respectively, for every z ∈ Λ˜(p,N). In particular,
ang(Dgk(z)(v),Es(p)) > 1 for v ∈ E˜u(z).
Hence, we can use Lemma 4.4 to find a constant K6, such that for every
z ∈ Λ˜(p,N) and v ∈ E˜u(z),
(13) |Dgr(z)(v)| ≥ (CK6)
l ‖Dg−kp ‖
−l|v|, for r = l(k + T), l ∈N.
where
C = inf
z∈V\g−1(V), |v|=1
‖DgT(z)(v)‖.
Therefore, it’s not difficult to see that for N big enough, all points in Λ˜(p,N)
have positive lyapunov exponentes bigger than χ(p, g) − 1/n. In particular,
we can choose N3 in order to get k >> T, such that for any periodic point
q ∈ Λ(p,N), N > N3,
χ(q, g) ≥ χ(p, g) −
1
n
.
Hence, if we take Λ(p, n) = Λ(p,N) for N = max{N1, N2, N3}, the properties
of proposition are satisfied for the perturbation g of f .
Now, by robustness of the hyperbolic periodic point p and the set Λ(p, n),
properties (1) and (2) are also satisfied for diffeomorphisms close to g. Recall
that µn is the one that maximize topological entropy, then in order to prove
properties (3) and (4) we just concerned with some neighborhood of the set
Λ(p, n), and so, the same could be done for diffeomorphisms near g. Which
concludes the proof of proposition.

5. Example of discontinuity points for topological entropy
In order to prove Theorem C, we construct an example of a C∞ area pre-
serving diffeomorphism over S2 that is a non upper semi-continuity point for
topological entropy in the space Diff1ω(S
2).
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Firstly, let S be any surface different of T2. As S does not accept Anosov
diffeomorphism, by Theorem A we have that for generic volume preserving
diffeomorphisms of S
h( f ) = s( f ).
Hence, using that s(.) is a lower semi-continuous function, if we find a diffeo-
morphim f ∈ Diff1ω(S
2) such that h( f ) < s( f ), then this is an example where
topological entropy is not upper semi-continuous.
In order to find such diffeomorphism, we use the following result of Lai-Sang
Young [23].
5.1. Theorem. Let φ : R ×M→M be a flow in a 2-dimensional manifold M. Then,
the diffeomorphism φt = φ(t, .) over M has zero topological entropy, i.e, h(φt) = 0, for
every t.
By this result and the above discussion, to prove Theorem C it’s enough to
find a hamiltonian flow in S2 with a hyperbolic periodic orbit.
In what follows we describe the construction of such example which uses
the well known mathematical pendulum, see [19]. Recall that a vector field
XH over a compact symplectic manifold (M, ω) is Hamiltonian iff there exists a
smooth map H : M→ R such that
ω(XH, .) = dH.
Also, recall φt = φ(t, .) : M → M is a symplectic diffeomorphism, for every
t ∈ R, where φ is the flow generated by XH. Note that in dimension two the
space of conservative diffeomorphisms coincides with the symplectic one.
From now on we consider the symplectic manifold (S2, ω) the two dimen-
sional sphere, with ω(x) =< x, u × v >, for x ∈ S2 and u, v ∈ TxS2, some
induced area form over S2. If we give for S2 cylindrical polar coordinates (θ, z),
0 ≤ θ < 2pi and −1 < z < 1, away from its poles, we can verify that ω = dθ∧ dz.
Let H1(θ, z) = z be the height function over the sphere, and XH1 be the
Hamiltonian vector field generated by H1. Note the flow generated by XH1
has no hyperbolic periodic orbits, more precisely the poles are non-hyperbolic
singularities, and the flow far from them is φ(t, (θ, z)) = (θ+ t, z), i.e., rotations.
On the other hand, we can use the famousmathematical pendulum on S1×R
to build hyperbolic periodic orbits in the previous flow. LetH2 : S
1×R→ R be
the total energy of the pendulum, H2(θ, z) =
1
2
z2 − cosθ, then the Hamiltonian
vector field XH2 on the cylinder gives us the phase portrait of the pendulum.
We observe that the flow generated by XH2 has an unstable equilibrium at
p = (pi, 0). Now, considering β : (−1, 1) → R the C∞ bump function such that
β(x) = 1 if |x| < 1/2 and β(x) = 0 if |x| > 2/3, we define H : S1 × (−1, 1) → R as
follows
H(θ, z) = β(|z|)H2(θ, z) + (1 − β(|z|))H1(θ, z).
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Hence, after some coordinate change we can look for this function over S2.
In fact, what we did was just to carry the pendulum flow to the sphere by
changing the height function on some strip. See figure 2. And finally, XH is a
Hamiltonian vector field on S2 and the flow generated by it has a hyperbolic
singularity as we wanted.
.
Figure 2. Phase portrait of XH
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