Abstract-In this paper, coordination and communication problems in Wireless Sensor and Actor Networks (WSANs) are jointly addressed in a unifying framework. A sensor-actor coordination model is proposed based on an event-driven partitioning paradigm. Sensors are partitioned into different sets, and each set is constituted by a data-delivery tree associated with a different actor. The optimal solution for the partitioning strategy is determined by mathematical programming, and a distributed solution is proposed. In addition, a new model for the actor-actor coordination problem is introduced. The actor coordination is formulated as a task assignment optimization problem for a class of coordination problems in which the area to be acted upon needs to be optimally split among different actors. An auction-based distributed solution of the problem is also presented. Performance evaluation shows how global network objectives, such as compliance with real-time constraints and minimum energy consumption, can be achieved in the proposed framework with simple interactions between sensors and actors that are suitable for large-scale networks of energyconstrained devices.
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INTRODUCTION
W IRELESS Sensor and Actor 1 Networks (WSANs) [1] are composed of heterogeneous devices referred to as sensors and actors. Sensors are low-cost low-power multifunctional devices that communicate untethered in short distances. Actors are usually resource-rich devices with higher processing capabilities, higher transmission capabilities, and longer battery life. Actors collect and process sensor data and perform actions on the environment based on the information gathered.
In WSANs, the collaborative operation of sensors enables the distributed sensing of a physical phenomenon. After sensors detect an event that has occurred in the environment, the event data is distributively processed and transmitted to the actors, which gather, process, and eventually reconstruct the characteristics of the event. The process of establishing data paths between sensors and actors is referred to as sensoractor coordination [1] . Once the event has been detected, the actors coordinate to reconstruct it, to estimate its characteristics, and to make a collaborative decision on how to perform the action. This process is referred to as actor-actor coordination [1] . As a result, the operation of a WSAN can be thought of as an event-sensing, communication, decision, and acting loop.
WSANs can be seen as a distributed control system designed to timely react to sensor information with an effective action. For this reason, real-time coordination and communication is an important concern in WSANs to guarantee the timely execution of correct actions. The energy efficiency of network communications is also crucial, since sensors are resource-constrained nodes with a limited battery lifetime. Furthermore, sensor network protocols and algorithms should be scalable and localized, as the number of nodes can be arbitrarily high.
Given the above requirements, we propose basing the sensor-actor coordination on an event-driven partitioning paradigm in the framework of Geographical Routing [2] . Sensors are partitioned into different sets, and each set is constituted by a data-delivery tree associated with a different actor. The distributed partitioning is triggered by an event, and data-delivery trees are created on-the-fly to optimally react to the event itself and to provide the required reliability with minimum energy expenditure. In this way, only sensors in the event area are partitioned and each component of the partition consists of those sensor nodes that send their data to the same actor. Hence, event information is collected at the optimal actors, whereas existing energy resources are better utilized, since sensors are partitioned based on the localization and scope of the event and on the position of the actors. The resulting architecture is shown in Fig. 1 . Our approach is inline with 1 . It may be worth specifying the meaning that we attribute to the term actor and how this is different from the more conventional notion of actuator. An actuator is a device to convert an electrical control signal to a physical action and constitutes the mechanism by which an agent acts upon the physical environment. An actor, besides being able to act on the environment by means of one or several actuators, is also a single network entity that performs networking-related functionalities, that is, receive, transmit, and relay data. For example, a robot may interact with the physical environment by means of several motors and servomechanisms (actuators). However, from a networking perspective, it constitutes a single entity, which we refer to as actor.
the dynamic clustering mechanism [3] , [4] . However, the assumptions in [3] and [4] are strictly tied to the particular application considered, that is, target tracking of moving objects, whereas we consider a more general framework.
In addition, we introduce a model for actor-actor coordination whose objective is to optimally allocate tasks to the different actors to collaboratively achieve a global goal. We define an optimization model for a class of coordination problems in which the area to be acted upon is optimally split among different actors, depending on the actor's capabilities. Overall, this paper introduces a framework for communication and coordination problems in WSANs, whose contributions can be outlined as follows:
. Sensor-actor coordination:
-
We propose an optimization model based on the event-driven partitioning paradigm for sensoractor coordination. This defines how sensors communicate with actors, which actor is fed by each sensor, and which data paths should be established between sensors and actors. Furthermore, we propose a new notion of reliability that accounts for the timely delivery of data packets at the network layer. The objective is to comply with the reliability required by the application and minimize the energy consumption. We determine the optimal strategy for event-driven partitioning by Integer Linear Programming (ILP) [5] .
We propose a multistate distributed algorithm that determines sensor-actor data paths and implicitly partitions the sensors in the event area as the event occurs. The algorithm achieves an energy-efficient solution for sensor-actor coordination and is based on an adaptive mechanism that trades off energy consumption for delay when the event data must be delivered to the actors within predetermined latency bounds. . Actor-actor coordination:
We define the actor-actor coordination problem as a task assignment problem and propose a solution for a class of coordination problems in which the area to be acted upon needs to be optimally split among different actors. The action workload is thus divided among different potentially heterogeneous actors, depending on the characteristics of the event. The task assignment problem is formulated as a Mixed Integer Non-Linear Program (MINLP) [6] .
We propose a localized distributed solution for the actor-actor coordination problem based on an analogy with an auction mechanism among the actors. Since WSANs can enable a broad range of applications with different requirements, we focus on scenarios with immobile actors that can act on a limited area defined by their action range 2 and the area where the event occurs needs to be monitored for a prolonged period of time. As a representative application, consider a system of simple scalar sensors that collaboratively detect the presence of an intruder. The lower tier sensors could wake up on demand pan-tilt-zoom camera/actors mounted on robotic arms that take images and video streams from the areas where the event has been detected based on sensor input. The coverage of a pan-tilt-zoom camera is defined by its field of regard, that is, the points of the physical environment that can be perceived by the camera given its ability to reposition. This would correspond to the action area of the camera. Cameras whose field of regard is overlapped would collaboratively decide on which camera-actor is best suited to gather images from the area based on the proposed model.
The remainder of this paper is organized as follows: In Section 2, we summarize the related work. In Section 3, we state the sensor-actor coordination problem and propose an ILP formulation and, in Section 4, we propose a distributed solution. In Section 5, we state the actor-actor coordination problem and, in Section 6, we introduce a distributed solution based on a real-time localized auction mechanism. Detailed comparative performance evaluation and simulation results are presented in Section 7. Finally, in Section 8, we draw the main conclusions.
RELATED WORK
Although a few recent papers are specifically concerned with coordination and communication problems in sensor and actor networks, the literature on the subject is extremely limited. In [1] , research challenges in WSANs are outlined and open research issues are described.
In [7] , the problem of "hazards" that consist of the outof-order execution of queries and commands resulting from a lack of coordination between sensors and actors is considered. Three types of hazards are identified, and their undesirable consequences are shown. The authors also identify and enumerate the associated challenges in addressing hazards and propose a distributed hazard-free approach that addresses the problem and its challenges. The problem of avoiding hazards resulting from the outof-order execution of queries is of great importance in WSANs and is complementary to our work.
Some recent papers [8] , [9] have considered the issue of real-time communication in sensor networks. The SPEED protocol [8] provides real-time communication services and is designed to be a stateless localized algorithm with low 2. Actors are immobile from a networking perspective but may contain moving mechanical parts. The notion of action range may refer, for example, to the extension of mechanical arms that perform an action or to the range of automatic water sprinklers. control overhead. End-to-end soft real-time communication is achieved by maintaining the desired delivery speed across the sensor network through a combination of feedback control and nondeterministic geographic forwarding. MMSPEED [9] is an extension of SPEED that can differentiate between flows with different delay and reliability requirements. SPEED and MMSPEED try to provide real-time delivery of individual flows from different sensors. Conversely, our solution is based on a collective notion of reliability that is associated with the overall event and not with each individual flow. Besides, none of these papers deals with sensor-actor coordination, that is, defining how actors and sensors coordinate and communicate, or with actor-actor coordination.
Several solutions propose to guarantee scalability and energy efficiency based on partitioning the sensor network into different clusters [10] , [11] , [12] . Most of the existing clustering algorithms can be classified as topology-dependent; that is, clusters are predetermined, depend on the topology of the sensor network, and may be adaptively reconfigured to deal with the mobility or failure of the sensor nodes. Conversely, similar to the dynamic clustering approach in [3] , in the event-driven partitioning, paradigm sensors are partitioned based on the characteristics of the event.
SENSOR-ACTOR COORDINATION: PROBLEM FORMULATION
As discussed in Section 2, sensor-actor communications may have real-time requirements. Hence, we introduce a novel notion of reliability that accounts for the percentage of the packets generated by the sensors in the event area and received within a predefined latency bound. Unlike other notions of reliability, the definition introduced here is related to the real-time delivery of data packets from sources to actors and is calculated at the network layer.
Definition 1. The latency bound B is the maximum allowed time between the instant when the physical features of the event are sampled by the sensors and the instant when the actor receives a data packet describing these event features.
Definition 2. A data packet that does not meet the latency bound B when it is received by an actor is said to be expired and, thus, unreliable. Similarly, a data packet received within the latency bound B is said to be unexpired and, thus, reliable.
Definition 3. The event reliability r is the ratio of reliable data packets over all the packets generated in a decision interval.
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The event reliability threshold r th is the minimum event reliability required by the application.
Definition 4. The lack of reliability is the difference ðr th À rÞ between the required event reliability threshold r th and the observed event reliability r at a given time. Note that the latency bound B and the event reliability threshold r th are dependent on the application requirements.
The sensor-actor coordination problem consists of establishing data paths from each sensor residing in the event area to the actors by 1) ensuring that the observed reliability r is above the event reliability threshold r th (that is, r ! r th ) and 2) minimizing the energy consumption associated with data-delivery paths.
We refer to our solution for the sensor-actor coordination problem as event-driven partitioning with multiple actors and model it as an ILP. In Section 3.1, we describe the network and energy model. In Section 3.2, we provide the complete ILP formulation of the problem. 
Network and Energy Model
, where E trans elec is a distance-independent term that takes into account overheads of transmitter electronics (phase-locked loops, voltage-controlled oscillators, bias currents, and so forth) and digital processing, E rec elec is a distance-independent term that takes into account the overhead of receiver electronics, and d is a distance-dependent term that accounts for the radiated power necessary to transmit one bit over a distance d between the source and the destination. As in [10] , we assume that E trans elec ¼ E rec elec ¼ E elec . Thus, the overall expression simplifies to
, where is the exponent of the path loss ð2 5Þ, is a constant ½J=ðbit Á m Þ, and E elec is the energy needed by the transceiver circuitry to transmit or receive one bit ½J=bit. We assume that, when a sensor node receives data from at least two other nodes, it can aggregate the received information by data fusion [13] , that is, by merging multiple incoming packets and, thus, reducing the amount of data to be transmitted. To effectively support this function, an algorithm for data fusion should be implemented on each sensor, which is out of the scope of this paper. Moreover, we ignore the processing cost, since it is much lower than the communication cost [14] .
Integer Linear Problem
The objective of the optimization problem is to find data aggregation trees (da-trees) from all the sensors that reside in the event area (referred to as sources) to the appropriate actors. A da-tree is composed by aggregating individual flows, where a flow is defined as a connection between a sensor and an actor. All leaves in a da-tree are sources (but not all sources are necessarily leaves), and each actor is either the root of a da-tree or does not participate in the communication. The da-trees are constructed in such a way that each source belongs to one tree only, and each tree has only one actor as its root. Event-driven partitioning can thus be seen as a twofold problem: 1) select the optimal subset of actors to which sensor readings will be transmitted and 2) construct the minimum energy da-trees toward those selected actors that meet the required event reliability constraint. The union of all trees rooted at the actors implicitly partitions the set of source nodes in the event area. Fig. 1 shows an example of this configuration.
The event-driven partitioning problem is formulated as an ILP [5] . The network topology is assumed to be 1-connected; that is, at least one path exists between each sensor and actor. We introduce the following notation:
. 
The objective function in (1) minimizes the overall energy consumption and imposes a penalty by multiplying the number of noncompliant sources Q by a penalty coefficient whose value must be high enough (for example, orders of magnitude higher than the energy consumption) to guarantee the uniqueness of the solution. This allows for minimizing the number of noncompliant sources Q in (10) with a single-objective problem. As previously discussed, a flow is a connection between a source and an actor. Flows associated with the same actor are aggregated in a da-tree. Constraints (2), (3), and (4) express the conservation of flows [5] ; that is, each source generates a flow, which is collected by an actor. Constraint (5) ensures that flows are created on links between adjacent nodes (that is, those within the transmission range of each other). Constraint (6) forces all flows from different sources but directed toward the same actor to be aggregated in the tree associated with that actor. Constraint (7) imposes that each source send data to exactly one actor. Constraint (8) ensures that all flow variables from a source to a particular actor are 0 unless that actor is selected by the source. Constraint (9) requires that the binary variable b k;s be equal to 1 if and only if the flow between source s and actor k violates the latency bound B. The small negative coefficient " scales the value in brackets to make it smaller than 1. Hence, when the latency bound is violated, the left side of (9) is a small positive value, which forces the binary variable b k;s to be 1. Conversely, when the latency bound is met, the left side of (9) is negative and b k;s will assume the 0 value to minimize the objective function in (1). Finally, in (10), Q is defined as the number of noncompliant sources, and the reliability r is calculated as the ratio of compliant sources over all sources and is constrained to be over the required threshold.
Since P
Com
Min is an ILP, it can be shown that it is at least as complex as the Geometric Connected Dominating Set problem, which is proven to be NP-complete [15] . Hence, P
Min is NP-complete. However, it is still possible to solve P Com Min for networks of moderate size (up to 100 nodes) as will be shown in Section 7. This allows for gaining an insight into the properties of the optimal solution and designing distributed solutions that try to reproduce characteristics of the optimal network configuration. The design of the distributed protocol presented in Section 4 is based on the analysis and performance study of the above problem. Moreover, the mathematical formulation constitutes a fundamental benchmark to evaluate the performance of distributed solutions. In this spirit, in Section 7.1, we will use it as a benchmark for the performance of the distributed suboptimal but scalable algorithm introduced in Section 4.
SENSOR-ACTOR COORDINATION: DISTRIBUTED PROTOCOL
The objective of the distributed protocol proposed in this section is to build da-trees between the sources that reside in the event area and the actors in such a way as to minimize the objective function in (1) , that is, to provide the required reliability r th with minimum energy expenditure.
As will be shown in Section 7.1, the proposed protocol constructs da-trees between sources and actors that can be seen as an approximate solution to the event-driven partitioning with the multiple-actors problem described in Section 3. We refer to the protocol as Distributed Event-driven Partitioning and Routing (DEPR) protocol. DEPR relies on local information and on greedy routing decisions, thus resulting in a good compromise between the energy efficiency of the da-trees and the amount of topology information needed by each sensor to take a routing decision [2] . Conversely, complying with predetermined delay bounds requires some form of end-to-end feedback. Instead of requiring feedback information for each individual source, which would cause an unacceptable overhead, we rely on collective feedback from the receiving actors as will be explained in Section 4.5. Each actor advertises the observed reliability. Based on this, the proposed protocol favors the local behavior for each individual sensor node that results in a global network behavior that is compliant with the application requirements, that is, provide an event reliability r above the required threshold r th (Definition 3 in Section 3) and minimize the energy consumption. The reliability is controlled based on the idea of adjusting the delays by modifying the average end-to-end path length. Although modifying the energy consumption in an ad hoc network by changing the transmitted power is a common practice, the proposed protocol can also be seen as a mechanism to adjust the end-to-end delay based on transmission power control. To the best of our knowledge, this idea has not been thoroughly explored so far.
In the description of the DEPR protocol, we assume that 1) each sensor is aware of its position, 2) each sensor is aware of the position of its neighbors and of the actors, and 3) the network is synchronized by means of one of the existing synchronization protocols [16] .
An important issue in geographical routing algorithms is to avoid routing loops. Hence, we introduce some concepts related to path loop freedom.
Definition 5. Given nodes v and x, the absolute advance of node x with respect to v is the distance between v and its closest actor c v minus the distance between x and its closest actor c x .
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Definition 6. Given nodes v and x, the advance toward the collector c of x with respect to v is the distance between v and c minus the distance between x and c.
Intuitively, if x has a positive absolute advance with respect to v, then x is closer to one actor than v. If x has a positive advance toward collector c with respect to v, then x is closer to actor c than v. For any multihop path, a positive absolute advance at every hop guarantees loop freedom irrespective of the final destination, since, at each hop, the packet is closer to a collector than at the previous hop. A positive advance toward an actor c at every hop guarantees a loop-free path from a source node to the actor c.
Overview of DEPR
Each sensor alternates among four different states, namely, idle, start-up, speed-up, and aggregation states, plus an additional recovery state that will be discussed in Section 4.6. An overview of the state transitions is depicted in Fig. 2 . The main objective of the state transitions is to reduce the number of hops, which results in a decreased delay when the reliability requirement is violated and to save energy when the reliability requirement is met. This is achieved by probabilistically modifying the behavior of the sensor nodes at the routing layer and physical layer, that is, inducing them to select their next hop so as to increase the delay and reduce the energy consumption when the reliability is high, and vice versa, reducing the delay at the expense of energy consumption when the reliability is low. This is achieved by dynamically adjusting the transmit power at the same time.
For each decision interval, each actor computes the event reliability r as the ratio of unexpired packets over all generated packets and periodically broadcasts its value. Sensors associated with that collector base their state transitions on the reliability observed by the collector, which is broadcast at the end of each decision interval. When the advertised value r is below the so-called low event reliability threshold r À th , where r À th ¼ r th À À , that is, the lack of reliability ðr th À rÞ is above a certain positive margin À , it is necessary to speed up the data-delivery process by reducing the end-to-end delay. Conversely, when the advertised value r is above the so-called high event reliability threshold r þ th , where r þ th ¼ r th þ þ , there is reliability in excess that can be traded off for energy savings. The parameters þ and À are needed to define a "tolerance zone" around the required reliability threshold for practical purposes (that is, reduce oscillations).
Each sensor node starts in the idle state, where it samples the environment and monitors the channel for incoming data packets. A sensor enters the start-up state when it either senses an event or receives the first data packet from a neighboring sensor. The collective operation of the sensor nodes in the start-up state allows for establishing paths to an actor for each source that resides in the event area. These paths constitute a good compromise between latency and energy consumption.
Sensor nodes then wait for feedback messages from the collector/actor that they are associated with. If the event reliability r is advertised to be below the low event reliability threshold r À th , then it is necessary to reduce the sensor-actor delay by reducing the end-to-end path length. Hence, when it receives a packet advertising a reliability below the low reliability threshold ðr < r À th Þ, a sensor in the start-up state enters the speed-up state with probability P stÀsp . This is further discussed in Section 7.2. The notation ½cond; P in Fig. 2 indicates a transition that occurs with probability P when the condition cond is verified.
If the event reliability r is above the high event reliability threshold r þ th (that is, r > r þ th ), then it is possible to save energy. In this case, a node in the start-up state enters the aggregation state with probability P stÀag , where it tries to minimize the energy consumption associated with its transmission by relaying data to the closest neighbor that participates in a da-tree.
Then, sensors alternate between the speed-up and aggregation states to respond to feedback messages from collectors. Hence, as shown in Fig. 2 , a sensor in the speedup state enters the aggregation state, with probability P spÀag , when r > r þ th , whereas a sensor in the aggregation state enters the speed-up state, with probability P agÀsp , when r < r À th . The objective of the protocol is to converge to a solution with a reliability close to the event reliability threshold with minimal energy consumption. A sensor goes back to the idle state if it does not generate or receive packets for idleT imeout seconds.
In Sections 4.2, 4.3, and 4.4, we describe the operations of each state.
Start-Up State
As shown in Fig. 2 , a node enters the start-up state from the idle state when it detects an event or when it receives a packet to be relayed to an actor. Sensor i in the start-up state, either as a source or as a relayer for a data packet, selects the next hop based on the so-called two-hop rule. According to the two-hop rule, node i selects node j as the next hop, which minimizes the sum of energy consumption from i to j and the energy consumption from j to the actor closest to j (c j ), which is computed according to the link energy model introduced in Section 3.1. Hence, the energy consumption E j associated with a neighbor j of i is
where d ij represents the distance between i and j and d jc j represents the distance between j and its closest actor c j .
Note that the latter link may or may not exist. The two-hop rule selects the node j associated with the minimum twohop energy consumption as the next hop. As a result, the source-actor path will be established by applying the twohop rule iteratively. Note that this procedure is only based on local position information. It requires each node to know only the position of its neighbors and of the actors and does not entail any other exchange of information. The operations executed by a sensor node in the start-up state are detailed in Algorithm 1. 
As a consequence, applying the two-hop rule at each hop produces a loop-free path between the source and the actor.
Speedup State
The objective of the speed-up state is to minimize the number of hops between sources and actors. This is achieved by applying the Greedy Routing Scheme (GRS) [17] forwarding rule. According to GRS, each node sends the packet to the node closest to the destination within the transmission range. It is intuitive that this rule minimizes the number of hops in the path, the distance traveled by the packet, and the number of transmissions of the same data packet. The pseudocode of the operations executed by a sensor node in the speed-up state is reported in Algorithm 2. The set P i in the algorithm represents the subset of the neighbors of v i with absolute positive advance with respect to v i .
Algorithm 2 Speedup State
Pseudocode executed by node v i in the speed-up state for each node v j 2 P i do if ðdistanceðv i ; v j Þ > distanceðv i ; next hopÞÞ then next hop ¼ v j end if end for
Aggregation State
The objective of the aggregation state is to reduce the overall energy consumption. To this end, sensor nodes in the aggregation state take routing decisions that reduce the global energy consumption by relying on the data fusion algorithm that we assume to be implemented on each sensor. Since data packets can be aggregated by any node in the network, the objective of a node in the aggregation state is to route data to the closest node in its neighborhood that is part of a da-tree.
As previously discussed, after da-trees are established, each sensor knows which collector-actor it is associated with. By overhearing transmissions on the shared medium, each sensor learns which da-tree its neighbors are associated with. Hence, node v i in the aggregation state first evaluates the cost of transmitting data to those among its neighbors that are part of a da-tree. We emphasize that this does not incur any overhead other than for overhearing packets.
Two 6) . This guarantees loop freedom. In the resulting da-tree, any parent node is guaranteed to have a positive advance toward the collector with respect to each child. When v min is selected, the individual transmission cost for v i is locally minimized and the overall cost of the tree is thus reduced.
Another possible situation occurs when v min is associated with a different collector other than v i ; that is, v i and v min are in two different da-trees. In this case, v i is allowed to select v min as its next hop only if v i is a leaf in its da-tree and v min has a positive advance toward its actor with respect to v i . This guarantees loop-freedom of the overall tree, as every parent node is assured to have a positive advance toward the actor with respect to each child. Conversely, it can be easily shown that, if nonleaf nodes are allowed to switch from one da-tree to another, then loops may be created, as the condition that every parent node is closer to the actor than each child does not necessarily hold. The detailed operations executed by a sensor node in the aggregation state are given in Algorithm 3. 
State Transitions
The transition of sensor nodes among states is driven by feedback messages from the actors. Hence, the proposed mechanism can be seen as a form of closed-loop control at the network layer. Feedback messages are periodically sent by each actor, with a period equal to Áf seconds. At each decision instant k, the actor feedback is determined based on three different reliability measures, namely, the reliability r½k, the short-term reliability r sh ½k, and the predicted reliabilityr½k þ 1. The actor calculates the reliability r½k observed during the last decision interval, whose length is Ád, as discussed in Section 3. Similarly, it calculates the so-called short-term reliability r sh ½k as the reliability observed during the last short decision interval of length Ád sh , with Ád sh < Ád. Based on the current reliability r½k and on the history of past measurements r½k À 1; r½k À 2; . . . , the actor calculates the predicted reliabilityr½k þ 1 ¼ fðr½k; r½k À 1; r½k À 2; . . .Þ. The feedback packet contains the advertised value of reliability r adv ½k, calculated on the basis of these three measures, and is actually sent only if the advertised value of reliability is above the high reliability threshold r þ th or below the low reliability threshold r À th . If sensors receive no feedback, then they assume the reliability to be within r þ th and r À th . The operation of the adaptive control scheme run at each actor is summarized in Algorithm 4. The advertised reliability r adv ½k is calculated as follows: As a general rule, the advertised value r adv ½k at instant k is the predicted reliabilityr½k þ 1. In this way, the actor tries to identify ongoing trends in the value of reliability and react accordingly. However, a series of conservative countermeasures is taken to minimize the probability that the reliability drops below the low threshold r À th , which constitute exceptions to the general rule. Hence, no feedback is sent when the values of reliability r½k and short-term reliability r sh ½k are within the two thresholds, even if the value of the predicted reliabilityr½k þ 1 is above the high threshold r þ th (Exception 1 in Algorithm 4). Furthermore, when the value of the predicted reliabilityr½k þ 1 is within r þ th and r À th or above r þ th and when the value of the short-term reliability r sh ½k is within the thresholds, but the actual value of the reliability r½k is below r À th , an uptrend in the reliability is identified, which needs to be consolidated and accelerated by sending a feedback that advertises low reliability r½k (Exception 2 in Algorithm 4). Finally, whenever the value of the short-term reliability r sh ½k drops below the threshold r À th , the advertised value r adv ½k is set equal to the short-term reliability r sh ½k irrespective of the value of the reliability r½k and of the predicted reliabilitŷ r½k þ 1 (Exception 3 in Algorithm 4). This is done to preemptively invert a downtrend before the reliability actually drops below r À th . The rule defined in Exception 3 has priority over all the other rules.
Algorithm 4 Adaptive Control Scheme
Pseudocode executed by each actor 
Handling Voids
In geographical routing protocols, nodes can work in either a greedy mode or a recovery mode. When in the greedy mode, the node that currently holds the message tries to forward it toward the destination. The recovery mode is entered when a node fails to forward a message in the greedy mode, since none of its neighbors has a positive advance toward the destination. Usually, this occurs when the node observes a void region between itself and the destination. Such a node is referred to as concave node. A packet enters the recovery routing mode when it reaches a concave node and resumes greedy forwarding when it reaches a node that is closer to the destination than the concave node. Several schemes [18] , [19] that are based on face routing on planar graphs have been proposed to solve this problem. The main drawback of these solutions is that they may select long detouring paths [20] . When a packet reaches a concave node, recovery routing algorithms select a left or right detour path according to predefined rules. As a result, they may select long detouring paths. For example, the hop count of detouring paths constructed by FACE-2 [19] is, on the average, twice that of the shortest detouring path and with a much higher variance [20] .
We combine face routing, in particular, the FACE-2 algorithm, with our distributed algorithm. The objective is twofold: 1) the detouring path needs to be based on paths constructed by FACE-2, thus guaranteeing delivery, and 2) the path length still needs to be adjusted based on the reliability observed at the actor.
The operations of the recovery mode are as follows: Assume that sensor v generates or receives a packet and v identifies itself as a concave node in the path toward its closest actor c v . All neighbors with an absolute positive advance with respect to v are feasible next hops. This includes all neighbors w whose distance to their closest actor c w is smaller than the distance between v and its closest actor c v . If no such neighbor exists, v resorts to transmitting the packet toward its closest actor c v through a detouring path and thus enters the recovery mode. To accomplish this, v enters the recovery state, where the next hop is selected according to the rules defined in FACE-2. In the recovery state, nodes transmit at their maximum power to allow all neighboring nodes to overhear their transmissions. The packets transmitted by nodes in the recovery state contain in their header a detouring hop number that identifies their position in the detouring path and which we refer to as their virtual proximity to the destination actor. Hence, the packet transmitted by the first concave node in the path will have virtual proximity 1, and so on, increasing toward the actor. When in recovery state, a generic node v initially ignores feedback messages from the actor. At the same time, v listens to the channel for packets transmitted by neighboring nodes. Whenever a node v on the detouring path overhears a packet transmitted by a neighbor w destined to the same actor and with a higher virtual proximity than its own, v flags w as a feasible next hop since it is part of the detouring path toward c v and has a positive virtual advance (that is, w has a virtual proximity higher than v). Through overhearing, v thus constructs the list of neighbors that are part of the detouring path toward c v , along with their virtual proximity. Then, the operation resumes according to the rules given in Section 4. Only, decisions are now based on virtual proximity, that is, the relative position on the detouring path. The speed-up state selects the most advanced neighbor in the detouring path instead of the neighbor that is physically closest to the actor, whereas the aggregation state selects the closest neighbor in the detouring path with a positive virtual advance.
ACTOR-ACTOR COORDINATION: PROBLEM FORMULATION
The objective of the actor-actor coordination process is to select the best actor(s) to perform an action on the event area. At the end of the sensor-actor coordination phase described in Section 4, one or multiple actors, which we denote as collectors, receive sensor readings from source sensors that define the event area. The event area corresponds to the action area, that is, the area where an action is required. In particular, each collector receives data from a subset of the sources. Each element in the partition in Section 3 identifies a portion of the action/event area and is under the responsibility of the corresponding collector. However, the collector may not be able to act on the entire area that it is responsible for, since the area may not be totally within the collector's action range. The action range defines the circular area where an actor is able to act. Moreover, the collector may not be the "best" actor for that task in terms of action completion time and/or energy consumption, where the former is the time to perform the action and the latter is the required energy for the action. For these reasons, an actor-actor coordination is required before initiating the action.
Definition 7.
The action completion bound is the maximum allowed time from the instant when the event is sensed to the instant when the action is completed.
The coordination objective of each collector-actor is to find the optimal actors to timely act on the portion of the event area under its own responsibility. In particular, if multiple actors can act on a certain area, then we refer to the area as an overlapping area (region areas numbered from 1 to 8 in Fig. 3) . In an overlapping area, the actor-actor coordination problem consists of selecting a subset of the actors and their action powers to optimally divide the action workload so as to maximize the residual energy to extend the lifetime of the actors 5 while complying with the action completion bound. We refer to an area where only one actor can act as a nonoverlapping area (unshaded regions in Fig. 3 ). For such an area, the coordination problem simplifies to selecting the power level for the actor that minimizes the energy consumption while abiding by the action completion bound. For this reason, we assume that the coordination problem involves only overlapping areas and that the available energy of each actor is already discounted with the energy needed to act on nonoverlapping areas.
Let S A represent the set of actors, with N A ¼ jS A j, and let S C be the set of collectors ðS C S A Þ. As mentioned before, collectors receive data from sources (sensors) and, from the source positions, they can identify the portion of the whole event area that they are responsible for. By referring to Fig. 3 , we introduce the following notation:
. . R a ½m is the action range of a. . P Max a ½W is the maximum power that actor a can use to perform the action. Actors can select their power among L different levels
where P a;p is the pth power level for actor a. As will be shown in (13), a higher power corresponds to a lower action completion time. . a is the efficiency of actor a (see (13) ). . E Av a ½J is the available energy of actor a, discounted with the energy needed to act on nonoverlapping areas where only actor a can act.
We formulate the actor-actor coordination problem as MINLP. The objective is to find, for each portion of the event area, the subset of actors that maximizes the average residual energy of the actors involved in the action under the constraint of meeting the action completion bound. It is assumed that the energy required to perform the action is orders of magnitude higher than the energy required for communication.
Let us introduce the following notation:
where K ½W a Á s=m 2 is a constant, a is a parameter ranging in (0, 1], which defines the power-time relationship for actor a, and a is the actor efficiency. . ½s is the action completion bound (that is, the maximum time for the action to be completed), which depends on the event and on the application. . I ðmÞ a is equal to 1 iff the mth overlapping area is in the action range of actor a; otherwise, it is equal to 0. . h a is a binary variable equal to 1 iff actor a is involved in an action. We can now formulate the optimization problem as follows: P 
Subject to : 
Constraint (16) guarantees a nonnegative residual energy for each actor. Constraint (17) defines the energy required 5 . Although actors are resource-rich nodes, the order of magnitude of the energy required for actions is higher than that required for communication. Hence, it is important to save action energy to extend the lifetime of actors. for actor a to complete the action on the overlapping areas where it is involved. The constraints in (18) ensure that each actor uses only one among its power levels and that at least one actor acts on each overlapping area, respectively. Note that, when multiple actors act on an area, the time to complete the action is reduced. Accordingly, constraint (19) limits the overall action completion time expressed as
for multiple actors acting on the area to be smaller than the action completion bound for each overlapping area. The constraints in (20) define the relation between the x ðmÞ a;p and h a variables, whereas constraint (21) imposes that each actor act only on areas in its action range.
ACTOR-ACTOR COORDINATION: LOCALIZED AUCTION PROTOCOL
In this section, we propose a distributed solution to the actor-actor coordination problem stated in Section 5. Our solution is inspired by the behavior of agents in a real-time auction [21] , [22] and describes the behavior of actors as agents participating in transactions as buyers/sellers. The objective of the auction is to select the best set of actors to perform the action on each overlapping area. Thus, overlapping areas can be seen as items that are traded by the actors. Actors can assume the following roles:
. Seller. The actor responsible for a portion of an event area, that is, the actor that receives event features for that area. It corresponds to a collector. . Auctioneer. The actor in charge of conducting the auction on a particular overlapping area. It is selected for each overlapping area by the collector/ seller responsible for that area. . Buyer. The actors that can act on a particular overlapping area. A localized auction takes place in each overlapping area. The bid of each actor participating in the auction consists of a power level and the corresponding action completion time (that is, the time needed by that actor to complete the action on the whole area) defined in (12) and (13), respectively, as well as the available energy of the actor. The objective is to maximize the total revenue of the team, where the team is constituted by the actors participating in the auction and the revenue depends on the residual energy (that is, E Res Avg as given in Section 5). Multiple localized auctions take place in parallel under the responsibility of different auctioneers. This is preferable to one single auction conducted by the collector for several reasons: 1) it causes lower signaling overhead since the auction messages are exchanged between the auctioneer and the buyers for that overlapping area, which are close to the auctioneer, 2) the auction process workload is shared among a higher number of actors since the number of auctioneers is, in general, higher than the number of collectors, and 3) it is scalable, as the number of actors increases.
When seller c (the collector) receives the event features from the sensors, it decides whether an action needs to be performed on the area that it is responsible for and computes all the nonoverlapping and overlapping areas. The coordination problem arises for the overlapping areas where more than one actor can act, whereas, for the nonoverlapping areas, the seller directly assigns the action task to the corresponding actor.
Seller c selects M c auctioneers, one for each overlapping area, among the actors that can act on each of these areas. Let s ðmÞ 2 S A be the auctioneer selected by seller c to conduct the auction for the mth overlapping area. This auctioneer is selected to be the closest actor to the center of the overlapping area. In this way, since the auctioneer is close to each actor in the overlapping area, the energy spent for communication and the auction time are reduced. After selecting the auctioneer s ðmÞ , the seller c provides it with the area A m c;ov where the auction should take place, the action completion bound , and the auction time bound c , which is the maximum allowed time for the auction. The auctioneer determines the winners of the auction based on the bids that it receives from the buyers. At the beginning of the auction, the auctioneer sends a JOIN_AUCTION message to all the buyers competing for the area. After a buyer a hears this announcement, it submits its available energy, E Av a , and L 2D bids b a ¼ fb (12) and (13), respectively. By means of these bids, the auctioneer determines the winners by calculating the optimal solution for the residual energy maximization problem P
Res
Max defined in Section 5. However, in this case, the problem is limited to the overlapping area the auctioneer is responsible for. In this way, since the bids are submitted to the auctioneer only once, the signaling overhead is reduced [23] . In microeconomic theory, this auction mechanism can be classified as a single-round sealed-bid auction [21] , where each buyer submits its bids in one shot irrespective of the bids from other buyers.
The solution proposed in this section can also be seen as a "divide-and-conquer" approach to the problem discussed in Section 5. Each "auctioneer" actor solves a smaller scale version of the original problem. In this way, several subproblems are solved in parallel and independently. However, as will be shown in Section 7, the attained performance is much better than that of simpler heuristics and, in general, very close to the global optimum.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed framework. In Sections 7.1 and 7.2, we report the performance results for the sensor-actor coordination, whereas, in Section 7.3, we discuss the actor-actor coordination.
Sensor-Actor Coordination
The optimization problem presented in Section 3.2 was implemented in A Mathematical Programming Language (AMPL) [24] and solved with CPLEX [25] . The start-up, speed-up, and aggregation states described in Section 4 were implemented in a C++ simulator, which we used to evaluate the energy consumption and, in the J-Sim simulator [26] , which implements the whole protocol stack of a sensor node. The figures in this section report 95 percent confidence intervals. We considered several different simulation scenarios. In Scenario 1, the deployment area is circular, with a radius equal to 20 m. For each deployed sensor, the distance from the center of the area and the angle are uniformly distributed random variables. In Scenario 2, sensor nodes are randomly deployed in a square area of 25 Â 25 m. The event area is circular, with varying radi ranging in [2, 12] m in different simulations. The epicenter of the event area is randomly selected such that the event area completely falls into the terrain. Scenario 3 is similar to Scenario 2, but the side of the square area is 100 m. Four actors are randomly deployed in each scenario. As in [10] , the simulation parameters for the energy model in Section 3.1 are chosen to be E elec ¼ 50 nJ=bit, ¼ 100 pJ=bit=m , and ¼ 4. The transmission range of sensors is set to 10 m. In this section, we refer to a start-up configuration, a speed-up configuration, and an aggregation configuration as the configurations where all nodes are in the start-up, speed-up, and aggregation states, respectively. This allows us to show the benefits of the proposed solution without depending on the choice of parameters that govern the transitions among states. Dynamic aspects are discussed in Section 7.2. Fig. 4a shows a comparison between the optimal solution to the event-driven partitioning problem described in Section 3 and the energy consumption in the start-up, speed-up, and aggregation configurations in Section 4, respectively, with varying event ranges. The figure shows the overall network cost, that is, the energy needed to transmit one bit from each source to the actors. Noticeably, the optimal solution is almost independent of the event range. This is due to two contrasting phenomena. The number of sources increases when the event range increases, leading to a potentially higher energy consumption; at the same time, since more nodes are involved, aggregation can be increasingly leveraged. These two trends compensate for each other, leading to a flat curve. Conversely, the energy consumption in the start-up and speed-up configurations highly increases with the event range. As is also shown in Fig. 4a , this can be partially compensated by the aggregation state. In particular, an aggregation configuration can be reached from both a startup configuration and a speed-up configuration. An aggregation configuration reached from a start-up configuration leads to an almost-optimal energy consumption, whereas, by reaching the aggregation configuration from a speed-up configuration, the energy consumption can still be decreased consistently, but not as much as in the previous case. Hence, Fig. 4a motivates the design of our distributed protocol. In fact, the distributed solution described in Section 4 modifies the structure of the datrees to reach an energy configuration that is between the speed-up and the aggregation from start-up curves as shown in Fig. 4a . Depending on the required latency bound and reliability threshold, after a transient start-up configuration, a certain number of sensors will enter the speedup/aggregation state to reach a minimum energy configuration, given the required reliability.
In Figs. 4b and 5a, we plot the average energy consumption versus the number of sensors, with different event ranges, for the start-up and aggregation configurations in Scenario 2. The energy expenditure in the aggregation configuration is two orders of magnitude lower than in the start-up configuration. As can be seen in Fig. 5a , the energy expenditure increases sublinearly with the number of sensors. Fig. 4c reports the overall energy consumption for the speed-up configuration. Interestingly, not only is the energy consumption of the speed-up configuration around one order of magnitude higher than in the start-up configuration, but also, as already seen in Fig. 4a , when the aggregation configuration is reached from a speed-up configuration, the network converges to a less energyefficient configuration, compared to when the aggregation configuration is reached directly from the start-up configuration. This is confirmed in Fig. 5b , which shows that the order of magnitude of the energy consumption is 10 4 nJ for an aggregation configuration reached from a speed-up configuration. Conversely, as shown in Fig. 5c , in Scenario 2, the average number of hops of each source-actor pair is reduced from around five hops for the start-up configuration to less than two hops in the speed-up configuration.
Convergence of DEPR
In this section, we discuss the convergence of the DEPR mechanism for sensor-actor coordination introduced in Section 4.5. The mechanism was implemented in J-Sim [26] . Each sensor in the event area is a constant bit rate (CBR) source that generates 10 packets/s. The packet size is 56 bytes. At the network layer, sensors behave according to the DEPR protocol described in Section 4. The media access control (MAC) layer is based on carrier sense multiple access with collision avoidance (CSMA/CA), whereas the physical layer in J-Sim is enhanced with the power control mechanism described in Section 4. In this simulation, 100 sensors are randomly deployed in a 100 Â 100 m terrain. The maximum transmission range is set to 40 m and the capacity of the channel is set to 400 Kbps, whereas the interface queue length is set to 20 packets. The event radius is equal to 15 m and is centered in the middle of the simulation terrain. We evaluate the mechanism from the perspective of one actor that is placed in the middle of the lower side of the deployment terrain. We implemented a linear predictor that calculates the predicted reliability asr½k þ 1 ¼ P RÀ1 i¼0 a i Á r½k À i, with R ¼ 2, a 0 ¼ 2, and a 1 ¼ À1. A thorough analysis of the impact of different predictors on the convergence of the proposed mechanism is out of the scope of this paper. The feedback period Áf is set to 1 s and the decision interval Ád is set to 5 s, whereas the short decision interval Ád sh is set to 1 s. The reliability threshold is set to r th ¼ 0:80, whereas the high and low reliability thresholds are set to r þ th ¼ 0:90 and r À th ¼ 0:78, respectively. The delay bound is set to 200 ms, which is a reasonable value for several monitoring applications.
In the experiments shown, we assume an ideal feedback, that is, sensor nodes receive feedback from the actors reliably and without delay. This is to decouple the analysis of the convergence of DEPR from the particular multicast mechanism adopted. This also accurately models the situation where sensor nodes have a different radio on a different frequency to receive beacons from the actors. We have also performed experiments to assess the effect of unreliable broadcasts and of transmission delays on the mechanism, where feedback messages are transmitted by the actors and relayed by intermediate sensors until they are received by all devices in the da-trees. As expected, in this case, delays prevent the reliability from asymptotically stabilizing to the desired reliability threshold value, as in the ideal case. However, although small fluctuations occur, the average reliability lies within the high and low reliability thresholds and its minimum does not fall below r À th . As previously discussed, DEPR includes several parameters that flexibly allow adapting its behavior. In general, parameter tuning is done either based on analytical models of the system or by simulation. Since analytical models that accurately model the delay of large-scale wireless sensor networks under different conditions are still largely missing or are based on restrictive assumptions, we performed it by simulation. The probabilities that govern the transitions among different states are set as follows: The probability P stÀsp of moving from the start-up state to the speed-up state is set to 0.5 when the advertised reliability r < r À th ð0:1 Á r À th Þ, which is a very low reliability. Otherwise, if the reliability is low but close to the threshold, then we try to smoothly increase the reliability and set P stÀsp ¼ 0:1. The probabilities P stÀag and P spÀag of moving to the aggregation state from the start-up and speed-up states, respectively, are equally set to 0.05 if the advertised reliability is equal to 1 and 0.02 otherwise. In any case, the probability of switching into the aggregation state needs to be low (less than 0.1), as higher values almost invariably cause instabilities, provoking sudden drops of the observed reliability in the transients. Finally, the transition probability P agÀsp from the aggregation to the speed-up state is set to 0.2 if the current, predicted, and short-term reliabilities are all below the threshold r À th . Similarly, P agÀsp is set to 0.1 if only the short-term and predicted reliabilities are below the threshold, whereas the current reliability is still above. Meanwhile, it is set to 0.05 if only the short-term reliability is below the threshold, whereas the others are still above. With such tuning of the parameters, our objective is to minimize the probability that the reliability drops below the threshold and still converge as quickly as possible to a lower energy configuration. Fig. 6a shows the event reliability as observed by the actor. Immediately after the start-up state, the reliability drops below the threshold. Hence, the actor advertises low reliability and a high number of sensors move to the speedup state. This increases the reliability above the threshold, which, in turn, causes a small portion of the sensor nodes to move to the aggregation state. After a few oscillations, the reliability stabilizes at the desired value, that is, within the high and low reliability thresholds. Fig. 6b shows the evolution of the number of sensors in each of the three active states. Fig. 6c shows the distribution of the delays during the simulation time, whereas Fig. 7a shows the evolution of the delays during the simulation time. As expected, higher delays are encountered during periods of lower reliability, and vice versa.
Actor-Actor Coordination
In this section, we discuss some performance results of the actor-actor coordination problem defined in Section 5. The MINLP problem was implemented in AMPL and solved with the solver available through the NEOS Optimization Server [6] . In Figs. 7b and 7c , we compare the average residual energy with three different solution approaches, namely, the optimal, one-actor, and localized auction. In the optimal solution, the best set of actors is chosen by solving the problem in Section 5. In the one-actor heuristic, the action is performed by one actor only for each overlapping area, that is, the actor with the highest residual energy after the completion of the action. In the localized auction, the problem is solved as explained in Section 6.
In the experiments performed, we concentrate on two scenarios with three overlapping areas: one with homogeneous actors, with a ¼ 0:8 (Fig. 7b) , and one with heterogeneous actors, half of which have a ¼ 0:6 (lowefficiency actors) and the other half have a ¼ 0:9 (highefficiency actors; Fig. 7c of an actor is a random variable uniformly distributed between 800 and 1,000 J.
As shown in both Figs. 7b and 7c, the localized auction mechanism leads to near-optimal residual energy, as each auctioneer calculates the optimal solution separately for its overlapping area. However, this greatly simplifies the problem and can be achieved with local communications among actors. Moreover, in the heterogeneous scenario, the proposed localized solution effectively exploits the highefficiency actors, thus reducing the dissipated energy to complete the action.
CONCLUSIONS
We presented a coordination framework for WSANs and discussed the sensor-actor and actor-actor coordination problems. We developed an optimal solution for the sensoractor coordination based on an event-driven partitioning paradigm and formulated it as an ILP. We also proposed DEPR, a distributed protocol for sensor-actor coordination that includes an adaptive mechanism to trade off energy consumption for delay when the event data has to be delivered to the actors within predetermined latency bounds. For the actor-actor coordination, an optimization model was defined for a class of coordination problems in which the area to be acted upon is optimally split among different actors. The problem was formulated as an MILP and an auction-based localized solution of the problem was also presented.
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