Abstract-This paper presents several different control structures that facilitate flight control and does a comparison between them. Specifically, this paper considers command-filtered backstepping, nonlinear dynamic inversion (NDI), and a new decoupled approach that decouples the rotational and translational dynamics by estimating the higher order derivatives of the angle of attack and sideslip angle. The latter is also augmented by exploiting a feedback of the control deficiency resulting in improved performance. A series of simulations is performed to gage the performance of different controllers, showing the performance in the case of sensor noise, when performing aggressive maneuvers, when exposed to wind disturbances, as well as when there are model imperfections. The main finding is that all control structures work well for flight control, but the new decoupled method is able to improve the performance. A major reason for the improvement is that the decoupling method alleviates the tuning of the control gains, thus allowing for faster response through suitable gains.
I. INTRODUCTION
T HE problem of flight control for aircraft can be defined as that of pointing the wind frame in a desired direction and move with a desired positive airspeed. There is a multitude of methods that solve this problem such as kinematic controllers [1] , gain scheduling [2] , [3] , nonlinear dynamic inversion (NDI) [4] - [6] , regular backstepping [7] , [8] , and command-filtered backstepping [9] , [10] . Kinematic controllers ignore the nonlinear aerodynamics and control the aircraft at a kinematic level, while gain scheduling uses a number of linear controllers that provide satisfactory performance at different operating points and switches between them to control the aircraft.
NDI calculates a desired angular acceleration and inverts the dynamics to find the desired deflection angles that achieve the desired angular acceleration and uses that for control. Specifically, it uses an inner-outer loop structure through E. Oland and R. Kristiansen are with the Department of Electrical Engineering, UiT-The Arctic University of Norway, 8514 Narvik, Norway (e-mail: espen.oland@uit.no; raymond.kristiansen@uit.no).
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time-scale separation, where the deflection angles and angular velocities are considered constant in the outer loop, allowing a desired angular velocity to be calculated. The inner loop then calculates the desired angular acceleration enabling the dynamics to be inverted. Time-scale separation is achieved through gain selection, where the outer loop commonly has a low gain, while the inner loop has a high gain. This puts limitations to the available gains for controlling aircraft through NDI and requires some tuning to find the best set of gains.
Command-filtered backstepping for flight control has recently received much attention. The method uses command filters with magnitude and rate saturation to calculate the command derivatives, thereby enabling trackable commands for the next step in the backstepping process. Specifically, it consists of an outer loop, a middle loop, and an inner loop. The outer loop calculates the desired thrust, desired angle of attack, and desired bank angle, the middle loop calculates the desired angular velocities, while the inner loop calculates the desired deflection angles that make the aircraft track a desired heading, flight path, and bank angle. With three different loops that must be time-scale separated, much effort is required to properly tune the command filters and different control loops.
In addition to these methods, a method that decouples the rotational and translational dynamics has recently been proposed [11] . The method estimates the higher order derivatives of the angle of attack and sideslip angle, something that allows the rotational and translational dynamics to become decoupled. This allows a rotational controller to be designed first, followed by a speed controller, where the gains can be chosen almost arbitrarily. The work shows good results, but it has never before been benchmarked relative to the state of the art within flight control. Specifically, the method takes basis in the quaternion error between the wind frame and the desired frame consisting of a desired quaternion, the quaternion representing the orientation of the aircraft, and a quaternion representing the rotation from the wind frame to the body frame. To find the error dynamics, the quaternion error must be differentiated twice, resulting in the attitude dynamics of the aircraft, the desired angular acceleration, as well as an angular acceleration due to the wind frame. Since the latter angular acceleration cannot be measured directly, the decoupled method approximates it using a linear filter driven by the angle of attack and sideslip angle and uses its input as part of the control law. After finding the rotational controller, it is straightforward to find a speed controller that makes the airspeed track a desired speed profile. This paper compares the NDI, the command-filtered backstepping approach, and the decoupled method, discusses the results, and highlights some of the advantages and disadvantages with different methods. In addition, it presents a new approach based on pseudocontrol hedging [12] that allows a reference trajectory to be designed that increases the control authority of the aircraft and allows for improved performance. This paper is structured as follows. Section II presents the notation, reference frames, and modeling of aircraft, then the main body of this paper follows through Section III, which presents the different control structures in detail showing how each of them can achieve the control objective. Section IV then presents a comparison between the methods through four different simulation scenarios: First, the methods are compared by considering a maneuver of changing the orientation by 180 • and achieving a desired airspeed; then, a study is performed to see the impact of sensor noise; then, a more aggressive maneuver is performed in a more realistic environment using the Dryden gust model and wind shear model; and finally, a comparison between the methods on their ability to cope with modeling imperfections is performed. This paper is then wrapped up with the discussion and conclusion through Sections V and VI.
II. MODELING

A. Notation
The time derivative is denoted asẋ = (d/dt)x, vectors are bold small letters, and matrices are bold capital letters. The superscript of a vector denotes its reference frame, where d denotes the desired frame, b denotes the body frame, s denotes the stability frame, w denotes the wind frame, v denotes the velocity frame, n denotes the North-East-Down (NED) frame, and r denotes the reference trajectory frame, which is used in this paper to account for actuator saturation. The rotation matrix that rotates a vector from frame a to frame c is denoted as R c a ∈ SO(3) = {R R = I ∈ R 3 , det(R) = 1}, where I is the identity matrix. The time derivative of the rotation matrix is given asṘ c a = R c a S(ω a c,a ), where S(·) is the cross-product operator and ω a c,a represents the angular velocity of frame a relative to frame c referenced in frame a. The cross product operator can be written for a vector
The quaternion representing the rotation of a vector from frame a to frame c is denoted as q c,a ∈ S 3 = {q ∈ R 4 := 1} and where the quaternion error between two frames can be written as the composite quaternion q c,a = q c,e ⊗ q e,a , where e is the intermediate frame. The notation of Euler angles is defined similarly as for quaternions, where c,a ∈ R 3 represents the orientation of frame a relative to frame c.
B. Reference Frames
Several reference frames are required to fully describe the aircraft dynamics. Fig. 1 shows the relationships between different frames, which can be formally defined as follows. 
North East Down:
The NED frame has the x n -axis pointing toward the North Pole, y n points East, and z n points down toward the center of the Earth. This reference frame is treated as an inertial frame (also known as the flat-Earth approximation).
Body: The body frame is fixed to the center of mass of the aircraft where the x b -axis goes through the fuselage toward the nose of the aircraft, y b goes through the right wing, and z b completes the right-handed orthonormal system.
Stability: The stability frame is initially aligned with the body frame and is found by rotating by the angle of attack (α) around the y b -axis as a counterclockwise rotation.
Wind: The wind frame is initially aligned with the stability frame and is found by rotating by the sideslip angle around the z s -axis. In the wind frame, the airspeed is aligned along the x w -axis.
Velocity: The velocity frame describes the direction that the aircraft is moving and can be described using the heading (χ) and flight path angle (γ ) which are described relative to the NED frame. In the velocity frame, the airspeed is also aligned along the x v -axis, but the wind frame and velocity frame are not the same and are related through the bank angle μ.
Desired: The desired frame can be described arbitrarily depending on the objective. In [13] , it is shown how to design the desired orientations to facilitate way-point tracking, collision avoidance, ground avoidance, wind compensation, and how to fuse them together using the subsumption method.
C. Flight Dynamics
The translational dynamics for an aircraft can be written as (cf. [15] ) is the angular velocity of the body frame relative to the NED frame referenced in the body frame. The aerodynamic force vector is commonly represented in the wind frame as
where C (·) represent the aerodynamic coefficients, ρ is the air density, S is the surface area of the wings, b is the wing span, c is the mean aerodynamic chord,
is the airspeed of the aircraft, and δ a , δ e , and δ r represent the deflection angles of the ailerons, elevator, and rudder, respectively. The angle of attack is found as α = sin −1 (w/u) and the sideslip angle is found as β = sin −1 (v/V a ). The time derivative of the airspeed can be found aṡ
allowing relatively simple speed controllers to be designed. The rotational dynamics can be written using Euler angles or quaternions as (cf. [15] - [17] )
is the vector of Euler angles representing the roll, pitch, and yaw angles with
while the quaternion is defined as
The inertia matrix is given as
where J x x , J yy , J zz , and J xz represent the constant positive inertia components. The aerodynamic vector f(x) is given as
and the damping matrix as
Note that D(x) is positive definite for all V a > 0, which together with the limits in actuation makes the angular velocity bounded. The control vector is defined as u = [δ a δ e δ r ] and the control effectiveness matrix as
which is invertible as long as C m δe (C l δa C n δr −C l δr C n δa ) = 0. The rotation matrix can now be constructed using either quaternions as
) or using Euler angles as shown in (19) , as shown at the bottom of the page, (cf. [18] ). In the following, both methods will be employed depending on the control structure. Note that even though Euler angle kinematics has singularities at θ = ±(π/2), there are ways to deal with that, something which is outside the scope of this paper.
III. CONTROL STRUCTURES
This paper examines three different control structures. First, it considers command-filtered backstepping using mixed dynamics where scalar equations from both the rotational and translational dynamics are combined. By mixing equations like this, the good properties of the rotation matrix and skew-symmetric matrices are lost, and the dynamics become singular at certain angles. The second method that is examined is the well-known NDI, which dates back to the 1980s. While it has mainly been used to track the desired angle of attack and sideslip angles, which are not defined relative to an inertial frame, the method is changed to facilitate tracking of the desired heading, flight path, and bank angles. The third approach that is addressed is a new decoupled method where the higher order derivatives of the angle of attack and sideslip angle can be approximated using a simple filter, something that decouples the rotational and translational systems, allowing a rotational controller to be designed first followed by a translational controller. In the case when not using the reference, the desired states are used directly by the rotational controller and the reference block can be ignored. The transformation block comprises a linear filter to find the second order derivatives of the desired trajectories, which then allows the calculations of the desired quaternion, angular velocity, and acceleration.
Fig . 2 shows the structure of the command-filtered backstepping controller, Fig. 3 shows the structure of the NDI controller, and Fig. 4 shows the structure of the decoupled method with a reference. The main differences between the methods are as follows: the command-filtered backstepping approach comprises three time-scale separated loops, where the outputs are filtered to provide trackable commands for the next loop. Especially note that both the thrust and deflection angles are used in the outer and middle loops to calculate the desired commands, requiring the previous values to calculate the new commands. In the NDI approach, the desired Euler angles are compensated for the angle of attack and sideslip angle to enable the NDI controller to track the desired bank, flight path, and heading angles. The NDI comprises two main loops: a slow outer loop and a fast inner loop. The gains for both the command-filtered backstepping and NDI controllers must be chosen carefully to maintain time-scale separation.
The last method is the decoupled approach. Given the desired quaternion, angular velocity, and acceleration, the required deflection angles can be found to make the aircraft track the desired orientation. Furthermore, the computed deflection angles can then be used as part of the speed controller to track the desired speed profile. The filter uses measurements of the angle of attack and sideslip angle to decouple the rotational and translational dynamics. To further improve the performance of the approach, a reference generator is used to account for actuator saturation. The control structure for the decoupled method without reference is similar to Fig. 4 but without the reference block.
The control problem can now be formally defined. Let
as the desired airspeed and acceleration, and let the tracking errors of the heading, flight path, and bank angle be defined,
where subscript d denotes the bounded desired angles with bounded derivatives, then the control objective is to make (Ṽ ,χ,γ ,μ) → (0, 0, 0, 0). This will be achieved using the three different control structures.
A. Command-Filtered Backstepping
The wind frame can be related to the NED frame through the flight path, heading, and bank angle. The velocity vector (4) can be rotated to the velocity frame and differentiated, allowing the speed and angular rates to be found as described in [19, p. 65] . Let x 1 := χ γ V a , x 2 := μ α β , and
, then the dynamics can be written aṡ
where 3 and the other vectors and matrices are described in (23)- (26), as shown at the bottom of the page. For this system, the sideslip angle will always be driven to zero, to avoid the singularity of the dynamics when β = ±(π/2). Using backstepping, the state x 1 can be driven to the desired values using the bank angle, angle of attack, and thrust. The bank angle, angle of attack, and sideslip can then be driven to the desired values using the angular velocities, which again can be controlled using the deflection angles. Hence, under certain assumptions, the system is controllable (cf. [10] ). Especially note that the angle of attack and bank angle do not appear affine in the x 1 -system, such that stabilizing that system requires special care. Furthermore, the translational aerodynamics are the function of the angular velocity and deflection angles, which therefore must be assumed to be constant (or slowly changing) in the x 1 -system. This puts strict limitations to the available gains as they must enforce time-scale separation. This system has been treated in the literature using command-filtered backstepping in [9] and [10] , where the system is divided into three different systems that are time-scale separated. The arguments of some of the functions are omitted for ease of notation. In the following, subscript d will denote the desired states, and the main objective is to make x 1 → x 1,d . First, the vector g 1 (·) is treated as a control signal to stabilize the outer loop, which can be achieved by the control law
where K 1 is the positive definite gain matrix. By properly choosing the desired trust (T ), bank angle (μ), and angle of attack (α), the objective can be achieved. Let the lift be decomposed
then (24) can be rewritten as
From the control law, the left-hand side is known, such that its results must be achieved using the available control signals. The two first components of the vector can be seen as Cartesian coordinates that can be transformed into polar coordinates where L 0 + L α α + T sin(α) can be seen as the radius. Let a vector of scaled points be defined as ⎡
where g 1 (·) is from (27) , then the desired angle of attack can be found using (
while the bank angle can be found as μ 0 d = atan2(x 0 , y 0 ), where atan2(·, ·) is the four quadrant version of tan −1 (·). Note that the bank angle will not necessarily converge to zero as x 0 is a function of f 1 (·), which again is a function of the aerodynamic sideforce Y . The aerodynamic sideforce contains the coefficient C Y 0 , which can be nonzero depending on the shape of the aircraft, as well as sideforces created due to the ailerons and rudder. With the desired bank angle and angle of attack, the thrust can be found directly using (24) and (31) as
where β 0 d = 0. The next step now is to design the middle loop, and to ensure that the desired states and their derivatives remain bounded, a command filter will be employed. A command filter with magnitude and rate saturation can be defined as [9] 
where σ R (·) and σ M (·) are the rate and magnitude saturation functions, ω n is the natural frequency, ζ is the relative damping ratio, and x 0 d is the desired signal (e.g. α 0 d ). The command-filtered signals can now be found as x d = q 1 andẋ d = q 2 providing the signals for the next step in the backstepping process.
With the desired state vectors x 2,d andẋ 2,d generated using a command-filter, the middle loop can be now designed. From (21), a control law can be chosen as
with K 2 as a positive definite gain matrix. Note that even though this is backstepping, the cross term that would arise through the backstepping process is not included in [10] . By using another command filter, the desired angular velocity and accelerationẋ 3,d and x 3,d are obtained, allowing a control law to be designed as
where K 3 is the another positive-definite gain matrix. Using original notation, the control law can be written as
where it is evident that the backstepping and command filter provide the desired angular acceleration and angular velocity.
B. Nonlinear Dynamic Inversion
Based on [20] ,
A similar definition has been applied in [21] to design the desired angles that can be tracked using a rotational controller. The underlying assumptions are that the longitudinal and lateral motions are decoupled and can be treated independently, something that works satisfactory for most cases. NDI requires the desired angular acceleration to invert the system (12) with regard to the deflection angles, resulting in a control signal that produces a given desired angular acceleration. Tracking of the desired angles can then be achieved by properly defining the desired angular acceleration. First, the outer loop can be designed, which is considered slowly varying. Based on the errors between the actual Euler angles and their desired ones, the desired angular rates are found aṡ
where k θ is the positive gain. Note that this is a simple proportional controller, and other implementations using proportional integral (PI) or proportional integral derivative (PID) controllers may also be used for this. Based on the desired angular rates, the desired angular velocity can be found as
Note that T( n,b ) is singular when θ = ±(π/2). The desired angular acceleration can now be obtained aṡ
where k ω is the another positive gain. By using NDI, the deflection angles are now found through inversion of (12) as
providing a control law that enables an aircraft to track the desired angles.
C. Decoupled Approach
The control problem of pointing the wind frame in a desired direction and move with a positive desired airspeed can also be achieved using a quaternion representation. Let the desired trajectory be defined through 
cos((β/2)) 0 0 sin((β/2))] . Furthermore, the angular velocity and acceleration of the wind frame relative to the body frame are found as
From (44), it is observed that the angular acceleration of the wind frame relative to the body frame comprises the second-order derivatives of the angle of attack and sideslip angle. These angles are not available for measurements, but the angle of attack and sideslip can be measured using a five-hole probe. This allows estimates of their second derivatives to be found using, e.g., a linear filter, a Kalman filter [11] , or using sliding-mode differentiator [22] . While each of the three methods works very well for finding the higher order derivatives, the authors have obtained the best results using a simple linear filter. A linear filter can be proposed as (cf. [23] )
wherex r = [rṙr ] with r = α in the case of the angle of attack and similarly for the sideslip angle. The relative damping ratio, η, and natural frequency, , can be used to tune the performance of the filter, but in this paper, it is simply set as η = = 1. This filter allows the rotational and translational dynamics to become decoupled as the rotational controller can be easily designed from the error dynamics where all the states now are available. The output from the rotational controller can then serve as input to the translational controller when calculating the desired thrust, something that again can be designed using standard Lyapunov methods.
1) Desired Quaternion, Angular Velocity, and Acceleration: It is typical to define the desired bank, flight path, and course angle, as well as the desired airspeed. In order to find the desired quaternion, angular velocity, and angular acceleration, the desired angles can be sent through a linear filter as shown earlier, enabling the estimation
and its first-and second-order derivatives. Now, to find the desired quaternion, q n,d , it can be constructed using the desired angles as described in [23, p. 32] . To find the desired angular velocity and acceleration, they can be found
. There are naturally many other ways of finding the desired states, but this is the approach used in this paper.
2) Backstepping Control Using Decoupled Method:
A backstepping controller can now be designed to make the attitude and angular velocity errors go to zero. Some preliminary results on this approach is given in [24] , which shows how to decouple the translational and rotational dynamics and how to control the aircraft using a sliding surface controller. This section presents a nonlinear backstepping controller using the decoupled dynamics, where the control objective is to make q d,w → [±1 0 0 0] and ω b d,w → 0. First, let an error function be defined as (cf. [25] )
with the kinematics aṡ
and where
By introducing this error function, the equilibrium point becomes shifted to zero such that the objective is to make (e q± , ω b d,w ) → (0, 0). The control problem can be made easier through the following assumption.
Assumption 1:
). This assumption divides the rotational sphere into two halves, allowing the control design to focus only on one of the two equilibrium points (physically the same orientation, but mathematically different). This simplifies the controller design and will work very well for most cases. What might happen, is that if the aircraft starts with an initial condition that is far away from the correct equilibrium point, it might perform a 360 • maneuver to reach the selected equilibrium point, but in practice, this is not an issue. The reader is referred to the work in [26] on the topic of the unwinding phenomenon for more details regarding this. By using Assumption 1, the following inequality holds (cf. [25] and [27] ): 
Also, note that T e e q = 1 2 d,w . Now, consider the positive equilibrium point such that e q := e q+ and let a Lyapunov function candidate be chosen as V 1 := 1 2 e q e q , which can be differentiated using (49) aṡ
The angular velocity error can now be treated as a virtual control signal and chosen as
where k q > 0 is a positive gain and z is a new variable that arises through the backstepping process. Inserting (53) into (52) and using (51) results iṅ
which is negative definite as long as z = 0. The dynamics of the new variable is found from (53) by using (12) as
A second Lyapunov function candidate can now be chosen as V 2 := V 1 + 1 2 z Jz and differentiated using (52) and (55) aṡ
The control law can now be chosen as
where K z = K z > 0 is a gain matrix, and by inserting (57) into (56), it results inV 2 ≤ −(k q /8)||e q || 2 − k z ||z|| 2 , which is negative definite and where k z is the smallest eigenvalue of K z . By applying [28, Th. 4.10] , it follows that the origin (e q , z) = (0, 0) is uniformly exponentially stable. As (e q , z) → (0, 0), it follows from (53) that ω b d,w → 0, thereby completing the control objective. A similar proof can be done for the negative equilibrium point.
3) Decoupled Approach With Reference: It is well established that ailerons are much better than the rudder for controlling the heading. By using NDI or the decoupled method, the heading error becomes mapped to the rudder, while the command-filtered backstepping approach uses the bank angle as a state variable that naturally becomes mapped to the ailerons. To achieve comparable results with the command-filtered backstepping (or better), a reference signal will be designed in this section. The results are inspired by pseudocontrol hedging in [12] , such that the reference deviates whenever the actuators are in saturation to avoid the deterioration of the adaptive update laws. While Johnson and Calise [12] (and later [29] ) designed the reference from the angular velocity level, an adaptive approach to this is presented in [30] , which designs the reference from the quaternion level. One very interesting result of starting at the quaternion level that has not been studied before is that it allows a mapping of control deficiency from one actuator to another, thereby increasing the control authority of the aircraft.
First, a reference signal can be defined aṡ
where the angular accelerationω r n,r is to be designed. The objective of the reference signal is to track the desired trajectory but deviates whenever the actuators are in saturation. 
which can be driven to zero using backstepping similarly as before. 
The angular acceleration of the reference trajectory relative to NED can now be chosen aṡ
where ξ is a bounded function to be designed. Given a Lyapunov function candidate as V 3 := 
indicating that the origin (e q r , z r ) = (0, 0) is uniformly asymptotically stable as long as ξ = 0. By allowing the function ξ to be a bounded converging function, i.e., ξ → 0 as t → ∞, then it follows by applying [28, Definition 4.7] that the system (59)- (60) T e2 e q2 + z 2 , where k 3 > 0 is a gain and z 2 is a new variable with the dynamics using (12) and (61) as
The control deficiency can now be removed from the error dynamics by choosing
which will be part of the reference signal (61). This means that the reference signal will deviate from the desired trajectory whenever the actuators are in saturation. By assuming that the desired trajectory is a feasible trajectory for the aircraft, it is reasonable to assume that the control deficiency,ũ, is bounded and will go to zero in finite time making ξ → 0. Note that this assumption is paramount for the design. Now, consider the case where the rudder is in saturation such that |δ r | > 0, then the function can be expanded as
where it is obvious that the control deficiency becomes mapped onto the x-axis, creating rolling commands in the reference trajectory such that the aircraft starts to roll. The inverse of the inertia matrix and the rotation matrix also contributes to map the control deficiencies to the other axes. The control law can now be designed following the same procedure as in Section III-C2. With basis in the Lyapunov function candidate V 4 := 
where K 4 = K 4 > 0 is a gain matrix. By inserting (67) into the derivative of the Lyapunov function candidate, it results iṅ V 4 ≤ −(k 3 /8)||e q2 || 2 − k 4 ||z 2 || 2 with k 4 as the smallest eigenvalue of K 4 , and it follows that origin (e q2 , ω b r,w ) = (0, 0) is uniformly exponentially stable. Note that even though the wind frame will converge exponentially fast to the reference trajectory, the reference trajectory will diverge whenever the actuators are in saturation. This moves the saturation problem from the controller to the reference with the gained advantage of increased control authority.
Remark 1: The generated moments from the deflection angles are functions of the airspeed. This means that at low airspeeds, the actuators tend to go into saturation (due to stalling); on the other hand, at high airspeeds, the required moments can be generated using small deflection angles. Any of the control laws presented in this paper require the inverse of the G(x) matrix, which can be written as
From (68), it follows that the right-hand side of the control laws can be made arbitrarily small by increasing the airspeed, thereby keeping the deflection angles within their linear region. This idea is used in [31] by designing a reference airspeed that deviates from the desired airspeed whenever the deflection angles are in saturation. This addresses the saturation problem of the deflection angles by using the speed, something that represents another way to further increase the control authority of the aircraft.
4) Translational Controller:
The objective of the translational controller is to make the airspeed tracking error go to zero. Let the desired speed profile be defined through
function candidate can then be chosen as V 5 := (1/2)Ṽ 2 > 0 ∀Ṽ = 0 and differentiated using (9) aṡ
A speed controller can now be chosen as
resulting inV 5 = −k pṼ 2 , which is negative definite. It follows that the originṼ = 0 is uniformly exponentially stable, such that the airspeed will exponentially track the desired airspeed as long as the thrust is not in saturation. This controller is used for both decoupled methods and the NDI to make the speed error go to zero.
IV. COMPARISON
The following simulations assume that the aircraft is equipped with a five-hole probe providing the airspeed and angles of attack, an inertial navigation system providing the orientation and angular velocity, while a GPS provides the position of the aircraft (not really needed here; but is natural to expect from a navigation system and is an essential part of a guidance system). Four different scenarios are considered as follows.
• Performing a 180 • maneuver with perfect knowledge of states and models.
• Performing a 180 • maneuver when exposed to sensor noise.
• Tracking an aggressive maneuver when exposed to wind gusts and wind shears.
• Tracking an aggressive maneuver when exposed to wind gusts and wind shears with modeling imperfections. The objective is to gauge how each of the different control laws behave to different scenarios. The simulations consider a fixed-wing unmanned aerial vehicle (UAV) with the parameters as presented in Appendix A, with the deflection angles bounded as −0.3491 ≤ δ a , δ e , δ r ≤ 0.3491 and the thrust as 0 ≤ T ≤ 250 N. The UAV has the following initial conditions: ω 
A. Gain Selection
For the command-filtered backstepping approach, the gains are chosen as K 1 = diag{0.5, 0.5, 2}, K 2 = 8I, and K 3 = diag{2, 20, 20}. The filter for the middle loop is designed as ω n = 2, ζ = 1, with rate saturation limit of 100, and magnitude saturation as (π/2). The inner loop filter has both magnitude and rate saturations limits at 10 with ω n = 20, ζ = 1. The NDI controller has the gains as k θ = 2, k ω = 10, and k p = 2, the decoupled method has the gains k q = 20, K z = 10J, and k p = 2, and for the decoupled method with a reference, the gains are chosen as k 1 = k 2 = k 3 = 10, K 4 = 10J, and k p = 2.
The gains have been tuned empirically to obtain the best performance for each method, but there might exist better sets of gains that can improve the performance of different methods. In general, it is more difficult to properly tune the gains of the command-filtered backstepping approach, as timescale separation must be enforced through the gains. This also puts limits on the available gains that can be used when implementing the control law and required substantial trial and error before finding the best gains for different simulation scenarios.
When tuning the decoupled controller, it is sufficient to set the gains to a positive number that can be increased until you obtain your desired performance. When using the decoupled approach using a reference, it is recommended to choose equal gains, as that has given the best performance.
B. Simulation With Perfect Knowledge
Before "muddying the water" by including noise and model imperfections, consider the case where all controllers have perfect knowledge of the states and model. The objective is to perform a 180 • maneuver and make the wind frame become aligned with the NED frame. The desired states are defined as 5 shows the rotational errors of different control structures. It can be observed that all four methods are able to make the errors go to zero. The NDI approach makes the rudder go into saturation, thereby limiting the convergence speed. There are also some oscillations for the angular velocities. The decoupled approach exploits both the rudder and aileron (due to gain selection) and is, therefore, able to achieve fast convergence for both the angles and angular velocities. The command-filtered backstepping approach uses the bank angle as a control variable and applies a rolling motion to perform the maneuver. The decoupled approach using a reference is able to achieve the fastest convergence in less than 5 s by exploiting all three actuators. Fig. 6 shows the speed errors. All speed errors go fast to zero, but note that the command-filtered backstepping approach and the NDI have some undesired motion before convergence. Since the speed controller for the NDI is the same as for the decoupled methods, this is related to the rotational dynamics of the two controllers.
In order to have a comparative metric on different approaches, consider the following objective function:
where the quaternion-based controllers can be represented using Euler angles as
where q d,w := [η 1 2 3 ] . Fig. 7 shows a comparison between the different controllers using the metric W 1 , where the decoupled method using a reference is able to achieve the best performance, followed closely by the decoupled method without a reference. Table I shows the time to convergence for different controllers. The error is defined to have converged when W 1 crosses below 1 · 10 −3 . It is observed that the decoupled method using a reference is 55% faster than the command-filtered backstepping approach and 59% faster than the NDI approach. Also, note that the decoupled method without a reference is able to obtain very good performance, but about 1 s is saved by using the reference. One of the main reasons for the good performance of the decoupled methods is the selection of K z = 10J, where J allows the mapping of rudder commands to the ailerons and vice versa. Using this kind of gain for the command-filtered backstepping approach did not improve the performance. For the NDI approach, a convergence time of about 6 s was achievable, but when introducing noise, the performance was severely deteriorated.
C. Simulation With Noise
One of the main advantages of the decoupled structure is that the gains can be chosen almost arbitrarily, and they are not required to enforce the time-scale separation of different control loops. Since noise becomes amplified with high gains, the following simulation has included noise to see how each of the methods copes with uncertainties in the sensor measurements. It is assumed that the inertial navigation system provides estimates of the Euler angles, quaternion, and 
where each term is exposed to noise to model state estimation based on noisy sensor measurements (accelerometer, gyro, magnetometer, GPS, and five-hole probe). Fig. 8 shows the simulation results. All errors converge close to zero, but it can be observed that the angles and angular velocities for the command-filtered backstepping approach oscillate much more than the other methods. Also, note that there is an undesirable initial oscillation the first second for the command-filtered approach. The control signals for different methods also contain noise due to the measurement errors, where the amplitude is higher for the NDI and command-filtered backstepping approach than the decoupled methods. This indicates that the decoupled methods are more robust than by using time-scale separation.
D. Simulation With Aggressive Maneuvers and Dryden Gust Model and Wind Shear Model
To really see the performance of each method, consider the case of a more aggressive maneuver, where the aircraft must follow a time-varying trajectory described by a desired course and flight path angle. In this scenario, the Dryden gust model and wind shears (cf. [32] ) are also modeled to enable a more realistic simulation for studying different controllers. The Dryden gust model and wind shear model produce a noisy wind vector as well as angular velocity components affecting the aircraft. This is an important step, as the wind variations will excite both the slow and fast modes. In order to get the best results from the command-filtered backstepping approach, its gains were changed to K 1 = diag{0.5, 0.5, 2}, K 2 = diag{2, 8, 8}, and K 3 = 20I, and the rate saturation for the outer filter is reduced to 0.5. This selection of gains is also more natural than in the previous simulations, as the gains should in general be ||K 1 || < ||K 2 || < ||K 3 ||. 9 shows the performance of different methods. The NDI controller is able to track the trajectory but oscillates somewhat around the desired trajectory. The decoupled method and decoupled method with reference obtain comparable results, both having a small deviation around 25 s as the rudder goes into saturation. The command-filtered backstepping controller is struggling to track the trajectory, even though considerable time was spent on tuning the gains. Especially note that only a little actuation is applied by the controller, such that by increasing the saturation limitations for the filters, the convergence time of the tracking errors will most likely improve. At around 60 s, the flight path angle becomes negative increasing the airspeed as the aircraft moves toward the Earth. This can be observed in Fig. 10 and affects the performance of each method, as less deflection is required to create a desired moment. It can be seen that the decoupled methods provide the best performance.
E. Simulation With Aggressive Maneuvers and Modeling Imperfections
So far, the model has been assumed to be perfectly known. In this simulation, the aerodynamic coefficients are changed to 45% of their true values, while a bias term b b = J −1 1.3 1.3 1.3 is added to the angular acceleration (12) . Trying to introduce larger errors in the aerodynamics or bias term resulted in a loss of control when using the command-filtered backstepping approach. Fig. 11 shows the performance of the different controllers, where all controllers are more or less able to track the trajectory, but the NDI and command-filtered backstepping controllers have a higher inaccuracy than the decoupled methods. To see the performance of the different controllers, consider the integral of the tracking errors defined as Fig. 12 shows the integral of tracking errors in the case of aggressive maneuvers with and without modeling imperfections. It follows that the commandfiltered backstepping approach is most sensitive to model imperfections for both simulations, while the decoupled methods provide the best performance. One interesting aspect with this comparison is the fact that the decoupled method without a reference is able to achieve the best performance in the case of modeling imperfections. This is due to the bias term, which will be a good term or a bad term dependent on the direction of rotation. As can be seen in Fig. 11 , the decoupled method rotates initially in an opposite direction compared to the other solutions in this simulation, and as such gets help from the bias term.
V. DISCUSSION
The main limitation for the convergence time of the command-filtered backstepping is the static limitations in the command filters. This is natural, as the filters impose saturation to the signals, and thereby limits the overall performance. A future direction with regards to this is to apply nonlinear limitations to these filters, as it is desirable to obtain large commands when the error is large and small commands when the error is small while keeping the system stable. The work in [33] on exponential gain selection can be a good starting point for implementing such a solution in the filters. This will probably improve the performance of the command-filtered backstepping approach. Another issue with the command-filtered backstepping approach, which became evident through simulations, is that the bank and roll angles do not go to zero. This is due to the method of finding the desired bank angle from the nonaffine form, resulting in a nonzero desired angle.
All the controllers presented in this paper should be implementable on a standard microcontroller, e.g., an STM32f4 or similar chipset running a real-time operating system. The easiest controller to implement from these is the NDI, as it has a very simple structure; while the decoupled methods and command-filtered backstepping approach will require more time to implement but should still run fine on any modern microcontroller.
While this paper has mainly focused on classical NDI and command-filtered backstepping approaches with their inherent time-scale separation issues, it is important to stress the fact that there are adaptive versions of these controllers [34] - [36] . The adaptive controllers will naturally exhibit very different performance in the presence of modeling imperfections, but adaptive control also allows for dealing with the time-scale separation issues, and as such can be considered an important step to improve the performance of any of the controllers presented in this paper.
VI. CONCLUSION
This paper has presented three different control structures, where different simulations show that the new decoupled method using a reference signal shows very good performance when compared to NDI and the command-filtered backstepping approach. By increasing the gains sufficiently, the convergence time can be made very short with relatively small steady-state error due to the noise or modeling imperfections. While the new approach has advantages over the existing approaches, it is important to note that the NDI and command-filtered backstepping can increase their gains to most likely provide comparable results with the decoupled method, but it is challenging to properly tune the gains due to the inner-middle-outer loop structures.
APPENDIX
The YF-22 UAV model is given in [17] and is reproduced here. Note that the stabilizer is treated as an elevator. 
