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Abstract
Canonical forms are described for pairs of quaternionic matrices, or equivalently matrix pencils, where
each one of the matrices is either hermitian or skew-hermitian, under strict equivalence and simultaneous
congruence. Several applications are developed, including structure of selfadjoint and skew-adjoint matrices
with respect to a regular sesquilinear quaternion valued form, or with respect to a regular skew-sesquilinear
form. Another application gives canonical forms for quaternionic matrices under congruence.
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1. Introduction
In this paper we describe canonical forms and their applications for pairs of hermitian and/or
skew-hermitian quaternionic matrices. The paper is mainly expository, and most of the results
here are not new, although some applications, corollaries, and auxiliary results perhaps have not
been previously observed.
The theory of canonical forms of pairs of quaternionic matrices with various symmetry prop-
erties is not as well known as the corresponding theory and its numerous applications for real and
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complex matrices. The literature on the latter theory is voluminous (see, e. g., references in [25]).
Concerning the former theory, we mention the books [1,27,3]; a detailed treatment of canonical
forms of pairs of quaternionic matrices is found in [3]. There is also substantial literature that
treats the subject matter from the algebraic point of view of quadratic forms; we mention only
[1,21]. Other relatively recent references include [4,5,13,22–24,30]. The papers [19,20] contain a
detailed exposition based on matrix techniques of canonical forms and their applications for pairs
of quaternionic symmetric and/or skew-symmetric matrices, with respect to a fixed nonstandard
involutory antiautomorphism. (We say that an involutory antiautomorphism of H is nonstandard
if it is different from the quaternionic conjugation.)
In the present paper we continue line of investigation in [14] (for complex pairs of hermitian
and/or skew-hermitian matrices), [19,20], but this time for quaternionic hermitian and/or skew-
hermitian matrices, i.e., matrices that are symmetric, resp., skew-symmetric, with respect to the
standard quaternionic conjugation. The general approach here is modelled after [14], and the
exposition is made to be detailed and reasonably self-contained.
Thus, a matrix A ∈ Hn×n (the algebra of n × n matrices with quaternionic entries) is said to
be hermitian if A = A∗, the conjugate transpose of A, and A is skew-hermitian if A = −A∗.
Two square size quaternionic matrices A and B are said to be congruent if A = S∗BS for some
invertible quaternionic matrix S.
In this paper we study the following main problems:
Problem 1.1. (A) Study the canonical forms, their properties and applications for pairs of n × n
quaternionic matrices (A,B), where A and B are hermitian, under either of the two equivalence
relations:
(1) Strict equivalence:
(A,B) → (T AS, T BS), T , S invertible quaternionic matrices.
(2) Simultaneous congruence:
(A,B) → (S∗AS, S∗BS), S invertible quaternionic matrix.
(B) Same as in Problem A, for the case when A and B are both skew-hermitian.
(C) Same as in Problem A, for the case when A is hermitian and B is skew-hermitian.
We now briefly review the contents of the paper. Besides the introduction and preliminaries, the
main part of the paper consists of Sections 3 through 8. Sections 3, 4, and 5 deal with the canonical
forms of pairs of hermitian quaternionic matrices, pairs of skew-hermitian quaternionic matrices,
and mixed pairs – one hermitian, the other skew-hermitian – of quaternionic matrices, respectively.
Applications of canonical form of mixed pairs are treated in Section 6. In Section 7 we state two
types of cancellation properties for strict equivalence of matrix pencils and for congruence of
matrix pencils with symmetries. Finally, in Section 8, we investigate strict equivalence of a given
matrix pencil to a symmetric one.
Throughout the paper, R, C and H stand for the real and complex fields and the skew field
of real quaternions, respectively. The standard imaginary units in H will be denoted i, j, k; thus,
i2 = j2 = k2 = −1 and jk = −kj = i, ij = −ji = k, ki = −ik = j. In the sequel, C will be often
identified with R + iR. For a quaternion x = a0 + a1i + a2j + a3k, a0, a1, a2, a3 ∈ R, we let
R(x) := a0 and V(x) := a1i + a2j + a3k be the real and the vector parts of x, respectively.
The conjugate quaternion a0 − a1i − a2j − a3k is denoted by x¯, and |x| =
√
a20 + a21 + a22 + a23
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stands for the norm of x. We denote by diag(X1, X2, . . . , Xp), or by X1 ⊕ X2 ⊕ · · · ⊕ Xp, the
block diagonal matrix with diagonal blocks X1, . . . , Xp (in that order). For short, for a given
p × q matrix X, we often use the notation
X⊕m := diag(X,X, . . . , X) = X ⊕ X ⊕ · · · ⊕ X,
where X appears m times; thus, X⊕m is a mp × mq matrix.
The set Hn×1 of n-component columns with quaternionic entries will be considered as a
right quaternionic vector space. The standard Euclidean inner product on Hn×1 is defined by
(x, y) := y∗x ∈ H, where x, y ∈ Hn×1 and y∗ := yT ∈ H1×n.
By rank A we denote the rank of a quaternionic matrix A, i.e., the (quaternionic) dimension of
the right quaternionic subspace spanned by the columns of A, or, what is the same, the dimension
of the left quaternionic subspace spanned by the rows of A; see, e.g., [27] for mote details.
The notation AT and A∗ stand for the transpose and the conjugate transpose, respectively, of
the matrix A.
1.1. Standard matrices
We collect in this subsection matrices in standard forms and fixed notation that will be used
throughout the paper. The subscript in notation for a square size matrix will always denote the
size of the matrix.
Ir the r × r identity matrix.
0u×v , often abbreviated to 0u if u = v, stands for the u × v zero matrix.
The Jordan blocks:
Jm(λ) =
⎡⎢⎢⎢⎢⎢⎣
λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
.
.
.
.
.
. 0
...
... λ 1
0 0 · · · 0 λ
⎤⎥⎥⎥⎥⎥⎦ ∈ Hm×m, λ ∈ H.
The real Jordan blocks:
J2m(a ± ib) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b 1 0 · · · 0 0
−b a 0 1 · · · 0 0
0 0 a b · · · 0 0
0 0 −b a · · · ... ...
...
...
...
... 1 0
...
...
...
... 0 1
0 0 0 0 · · · a b
0 0 0 0 · · · −b a
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2m×2m, a ∈ R, b ∈ R \ {0}.
Real symmetric matrices:
Fm :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 0 1
... 1 0
...
...
0 1
...
1 0 · · · · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= F−1m , (1.1)
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Gm :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · · · · 1 0
... 0 0
...
...
1 0
...
0 0 · · · · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
[
Fm−1 0
0 0
]
. (1.2)
Pencils of real ε × (ε + 1) matrices:
Lε×(ε+1) := Lε×(ε+1)(t) =
⎡⎢⎢⎢⎣
t 1 0 · · · 0
0 t 1 · · · 0
...
.
.
.
.
.
.
...
0 0 · · · t 1
⎤⎥⎥⎥⎦ .
Finally, we define
m(α) :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 α
0 0 · · · −α 0
...
...
.
.
.
...
...
0 (−1)m−2α · · · 0 0
(−1)m−1α 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ ∈ Hm×m, α ∈ H (1.3)
and
m(β) :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 β
0 0 · · · 0 −β −1
0 0 · · · β −1 0
...
...
.
.
.
...
...
...
(−1)m−1β −1 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ ∈ Hm×m, β ∈ H. (1.4)
Note that
m(α) = (−1)m−1(m(α))T, α ∈ H;
in particular m(α) = (−1)m(m(α))∗ if the real part of α is zero.
2. Preliminaries
We collect in this section several known results, to be used in sequel, and almost all without
proofs. These results concern quaternionic linear algebra, Kronecker form for quaternionic matrix
pencils, and two types of canonical forms: complex matrices under congruence, and pairs of mixed
symmetric/skew-symmetric real matrix pencils.
2.1. Quaternionic linear algebra
In this subsection we recall some basic facts about the quaternionic linear algebra. For more
information and proofs, we refer the reader to [3,27,30,19,6,18], among many other sources.
We start with similarity and congruence of quaternions. Quaternions x, y ∈ H are said to be
similar, resp., congruent if x = α−1yα, resp., x = α¯yα for some α ∈ H \ {0}.
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Proposition 2.1. (1) Two quaternions x and y are similar if and only if R(x) = R(y) and
|V(x)| = |V(y)|.
(2) Two quaternions x and y are congruent if and only if there exists c > 0 such that
R(x) = cR(y) and |V(x)| = c|V(y)|. (2.1)
In particular, any two nonzero quaternions with zero real parts are congruent.
Proof. Part (1) is well known (see, for example, [30]). We verify part (2). If x = α¯yα, then
R(x) = 1
2
(x + x¯) = α¯R(y)α
and V(x) = α¯V(y)α , and so (2.1) holds with c = α¯α. Conversely, if (2.1) holds, then scaling
x or y we can assume without loss of generality that c = 1. By part (1), x = β−1yβ for some
nonzero β. Then x = α¯yα with α = β/|β|. 
For future use, we also need the following fact:
Proposition 2.2. Let α and β be two quaternions with zero real parts. Then αβ = β¯α if and only
if α and β are orthogonal, i.e., writing
α = iα1 + jα2 + kα3, β = iβ1 + jβ2 + kβ3, α, β ∈ R for  = 1, 2, 3,
we have
α1β1 + α2β2 + α3β3 = 0. (2.2)
The proof is by direct verification.
Next, consider the well known embedding of Hm×n into R4m×4n, as follows. Write x ∈ H as
a linear combination
x = a0 + a1i + a2j + a3k, a0, a1, a2, a3 ∈ R.
Then we define
R(x) =
⎡⎢⎢⎣
a0 −a1 a3 −a2
a1 a0 −a2 −a3
−a3 a2 a0 −a1
a2 a3 a1 a0
⎤⎥⎥⎦ ∈ R4×4,
and for
X = [xα,β ]m,nα=1,β=1 ∈ Hm×n
define
R(X) = [R(xα,β)]m,nα=1,β=1 ∈ R4m×4n.
The algebraic properties of the map R are well known:
Proposition 2.3. The map R is a one-to-one ∗-homomorphism of real algebras:
R(aX + bY ) = aR(X) + bR(Y ), ∀X, Y ∈ Hm×n, a, b ∈ R;
R(XY) = R(X)R(Y ), ∀X ∈ Hm×n, Y ∈ Hn×p;
R(X
∗) = (R(X))T, ∀X ∈ Hm×n.
986 L. Rodman / Linear Algebra and its Applications 429 (2008) 981–1019
Note that automorphisms, resp., antiautomorphisms, of H translate into unitary similarity, resp.,
unitary similarity followed by transposition, in terms of the map R, a fact that will be useful in
the sequel:
Proposition 2.4. Let φ be an automorphism, resp., antiautomorphism, of H. Then there exists
a unitary matrix U ∈ Rn×n such that
R(φ(α)) = UT(R(α))U, ∀α ∈ H,
resp.,
R(φ(α)) = UT(R(α))TU, ∀α ∈ H.
Proof. We prove only the part for automorphisms. Use the well-known fact that every automor-
phism of H is inner (see, e.g., [19] for an elementary proof): there exists α0 ∈ H, |α0| = 1 such
that φ(α) = α−10 αα0 for every α ∈ H. Then let U = R(α0). 
Regarding automorphisms, the following elementary property will be useful as well:
Proposition 2.5. Let x, y ∈ H be such thatR(x) = R(y) and |V(x)| = |V(y)|. Then there exists
a nontrivial (i.e., different from the identity) involutory (i.e., such that φ(φ(α)) = α for every
α ∈ H) automorphism φ of H such that φ(x) = y.
Proof. The description of all nontrivial involutory automorphisms of H (they are given as matrices
of linear transformations of the real vector space H with respect to the basis 1, i, j, k in the form
1 ⊕ Q, where Q is a 3 × 3 real orthogonal matrix with determinant 1 and trace −1, see, e.g.,
[18] or [19]) shows that the proof boils down to the following: Given two vectors p, q ∈ R3 of
norm one, show that there exists a 3 × 3 real orthogonal matrix Q with determinant 1 and trace
−1 such that Qp = q. Using orthogonal similarity U → V TUV , where V is real orthogonal, we
may assume without loss of generality that
p =
⎡⎣10
0
⎤⎦ , q =
⎡⎣ab
0
⎤⎦ , a, b ∈ R, a2 + b2 = 1.
Now take U =
[
a b
b −a
]
⊕ [1]. 
A quaternionα is said to be an eigenvalue ofA ∈ Hn×n ifAx = xα for some nonzerox ∈ Hn×1.
We denote by σ(A) ⊆ H the spectrum, i. e., the set of eigenvalues of A. It is well known that
σ(A) is nonempty, and if α ∈ σ(A) and β ∈ H is similar to α, then also β ∈ σ(A).
The Jordan form of a quaternionic matrix is given next:
Proposition 2.6. Let A ∈ Hn×n. Then there exists an invertible S ∈ Hn×n such that
S−1AS = Jm1(α1) ⊕ · · · ⊕ Jmr (αr), α1, . . . , αr ∈ H. (2.3)
Moreover, the right hand side of (2.3) is uniquely determined by A, up to permutation of diagonal
blocks, and up to replacement of each αj with any similar quaternion βj .
Jordan form for quaternions and other linear algebra facts for matrices over the quaternions
may be found in many sources, for example, [30], and earlier papers [29,28].
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The elements α1, . . . , αr in (2.3) are obviously eigenvalues of A. It is easy to see that every
eigenvalue of Jm(α) must be similar to α. Thus:
σ(A) = {β−11 α1β1, β−12 α2β2, . . . , β−1r αrβr : β1, . . . , βr ∈ H \ {0}}.
Corollary 2.7. The matrices A ∈ Hn×n and A∗ have the same spectrum.
The proof follows from Proposition 2.6 using the observation that (Jmj (α∗j ))T is similar to
Jmj (αj ) over H, a property that can be proved using Proposition 2.1.
Proposition 2.8. Let A ∈ Hm×m, B ∈ Hn×n. Then the equation
AX = XB, X ∈ Hm×n
has only the trivial solution X = 0 if and only if σ(A) ∩ σ(B) = ∅.
A proof may be given based on the map R and the familiar fact (given in [7] or [16], for
example) that the result of Proposition 2.8 holds for real matrices, see [19] for details.
Well known (see, e.g., [3,1]) canonical forms for hermitian and skew-hermitian matrices, under
congruence, are given as follows.
Proposition 2.9. (a) If A ∈ Hn×n is hermitian, then there exists an invertible S ∈ Hn×n such that
S∗AS =
⎡⎣Ir 0 00 −Is 0
0 0 0n−r−s
⎤⎦ (2.4)
for some nonnegative integers r and s. Moreover, r and s are uniquely determined by A.
(b) If A ∈ Hn×n is skew-hermitian, then there exists an invertible S ∈ Hn×n such that
S∗AS =
[
iIr 0
0 0n−r
]
(2.5)
for some nonnegative integer r. Moreover, r is uniquely determined by A. The quaternion i can
be replaced in (2.5) by any nonzero quaternion with zero real part.
Proof. The existence part of Proposition 2.9 follows easily from the fact that any square size
quaternion matrix can be brought to a triangular form (which must be diagonal for hermitian and
skew-hermitian matrices) by a unitary congruence, see [2], [30, Theorem 6.1], and subsequently
applying Proposition 2.1(2) to the diagonal entries of a skew-hermitian matrix. The uniqueness
in (b) is evident: r coincides with the rank of A. To prove the uniqueness of r and s in (a), assume
that A is congruent to diag(Ir ,−Is, 0n−r−s), as well as to diag(Ir ′ ,−Is′ , 0n−r ′−s′). Thus,
diag(Ir ,−Is, 0n−r−s) = T ∗diag(Ir ′ ,−Is′ , 0n−r ′−s′)T
for some invertible quaternionic matrix T . Apply the map R to this equality, and use the inertia
theorem for real symmetric matrices under congruence with real invertible congruence matrices
to conclude that in fact r = r ′ and s = s′. 
The ordered triple of nonnegative integers (r, s, n − s) in (2.4) is called the inertia of the
quaternionic hermitian matrix A.
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2.2. Kronecker form
Consider pencils of quaternionic matrices A + tB, where A and B are m × n matrices with
entries in H, and t is an independent real variable; in particular, t commutes with the quaternionic
matrices. The canonical form of the pencil A + tB under strict equivalence:
A + tB → P(A + tB)Q,
where P ∈ Hm×m and Q ∈ Hn×n are invertible matrices, is known as the Kronecker form.
Equivalently, it is the canonical form of ordered pairs of matrices (A,B) under the group action
(A,B) → (PAQ,PBQ), with invertible quaternionic matrices P and Q.
We describe the Kronecker form of quaternionic matrix pencils next.
Theorem 2.10. Every pencil A + tB, where A,B ∈ Hm×n, is strictly equivalent to a matrix
pencil in the block-diagonal form:
0u×v ⊕Lε1×(ε1+1)⊕ · · ·⊕Lεp×(εp+1) ⊕ LTη1×(η1+1) ⊕ LTηq×(ηq+1)
⊕ (Ik1 + tJk1(0)) ⊕ · · · ⊕ (Ikr + tJkr (0))
⊕ (tI1 + J1(α1)) ⊕ · · · ⊕ (tIs + Js (αs)), (2.6)
where ε1  · · ·  εp; η1  · · ·  ηq; k1  · · ·  kr ; 1  · · ·  s are positive integers, and
α1, . . . , αs ∈ H.
Moreover, the integers u, v, and εi, ηj , kw are uniquely determined by the pair A,B, and the
part
(tI1 + J1(α1)) ⊕ · · · ⊕ (tIs + Js (αs))
is uniquely determined by A and B up to a permutation of the diagonal blocks and up to replacing
each αj with any quaternion similar to αj .
The result of Theorem 2.10 is known, see [22] and [4], where it is stated in a less explicit form.
A detailed proof of Theorem 2.10, following the standard approach for matrix pencils over fields
as in [7] or [8], is given in [19].
We use the following terminology in connection with the Kronecker form (2.6) of the matrix
pencil A + tB. The integers ε1  · · ·  εp and η1  · · ·  ηq are called the left indices and the
right indices, respectively, of A + tB. The blocks Ikj + tJkj (0) are said to correspond to the
eigenvalue at infinity, and the integers k1  · · ·  kr are called the indices at infinity of A + tB.
The quaternions α1, . . . , αs are called the eigenvalues of A + tB; they are uniquely determined
up to permutation and similarity. Note that if B is invertible, then the eigenvalues of A + tB
are exactly the eigenvalues of B−1A (or the eigenvalues of AB−1). For a fixed eigenvalue α of
A + tB, let i1 < · · · < iw be all the subscripts in (2.6) such that αi1 , . . . , αiw are similar to α;
then the integers i1 , . . . , iw , with ij repeated as many times as there are blocks Jij (αij ) with
αij similar to α in (2.6), are called the indices of the eigenvalue α of A + tB.
Let α and α′ be eigenvalues of quaternionic matrix pencils A + tB and A′ + tB ′, respectively,
with corresponding indices i1  · · ·  iw and ′i1  · · ·  ′iw′ , which are assumed (without
loss of generality) to be arranged in the nondecreasing order. Then we say that the indices of
α coincide with the indices of α′ (as the eigenvalues of A + tB and A′ + tB ′, respectively) if
w′ = w and j = ′j for j = 1, 2, . . . , w. Similarly, the notion of coinciding indices at infinity
of two quaternionic matrix pencils is introduced.
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The connection between the Kronecker form of quaternionic pencils and the Kronecker form
of their images under the mapR will be useful. By the real or complex Kronecker form, of a real
or complex matrix pencil X + tY we mean the canonical form of X + tY under transformations
X + tY → S1(X + tY )S2,
where S1 and S2 are invertible real or complex matrices, as the case may be (see, for example,
[7]).
Theorem 2.11. Let (2.6) be the Kronecker form of a quaternionic pencil A + tB, and assume
without loss of generality that α1, . . . , αu are real whereas
αu+1 = au+1 + ibu+1, . . . , αs = as + ibs, aj , bj ∈ R, bj /= 0,
are nonreal complex numbers, for j = u + 1, . . . , s. Then the real Kronecker form of the real
pencil R(A) + tR(B) is given by
04u×4v ⊕
p⊕
j=1
((Lεj×(εj+1))⊕4) ⊕
q⊕
j=1
((LTηj×(ηj+1))
⊕4)
⊕
r⊕
j=1
[(I + tJkj (0))⊕4] ⊕
u⊕
j=1
[(tI + Jmj (αj ))⊕4]
⊕
⊕
s⊕
j=u+1
[
tI + J2mj (aj ± ibj ) 0
0 tI + J2mj (aj ± ibj )
]
.
This result can be easily obtained from [19, Theorem 3.8], which gives the Jordan form of
R(X) in terms of the Jordan form of the quaternionic matrix X.
2.3. Canonical form of complex matrices under congruence
For the readers’ convenience, we recall here a canonical from of complex matrices under C-
congruence, i.e., congruence relation with complex congruence matrices. Several such forms are
available in the literature [12,11,17,14]; we present here the form given in [14].
Proposition 2.12. Every matrix X ∈ Cn×n is C-congruent to a matrix of the form
0u×u ⊕
⎛⎝i
⎡⎣ 0 0 Fε10 0 0
Fε1 0 0
⎤⎦+ G2ε1+1
⎞⎠⊕ · · · ⊕
⎛⎝i
⎡⎣ 0 0 Fεp0 0 0
Fεp 0 0
⎤⎦+ G2εp+1
⎞⎠
⊕ δ1(Fk1 + iGk1) ⊕ · · · ⊕ δr (Fkr + iGkr )
⊕ η1((i + α1)F1 + G1) ⊕ · · · ⊕ ηq((i + αq)Fq + Gq )
⊕
([
0 (i + β1)Fm1
(i + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕ · · · ⊕
([
0 (i + βs)Fms
(i + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (2.7)
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Here, ε1  · · ·  εp and k1  · · ·  kr are positive integers, αj are real numbers, βj are complex
nonreal numbers, and δ1, . . . , δr , η1, . . . , ηq are signs, each equal to +1 or −1.
The form (2.7) is uniquely determined by X up to a permutation of blocks, with possible
replacement of βj by β¯j within each block that contains βj .
2.4. Real symmetric/skew-symmetric matrix pencils
In this subsection we provide the well known canonical forms for real symmetric/skew-
symmetric matrix pencils, i.e., pencils A + tB, where A,B ∈ Rn×n and A is symmetric whereas
B is skew-symmetric. The presentation here follows [15] (other sources for these canonical forms
include [25], for example).
The primitive canonical symmetric/skew-symmetric real matrix pencils are described as fol-
lows:
(sss0a) a square size zero matrix: 0m×m + t0m×m.
(sss1a)
G2ε+1 + t
⎡⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤⎦ .
(sss2a)
Fk + t
⎡⎢⎣01 0 00 0 Fk−12
0 −Fk−1
2
0
⎤⎥⎦ , k odd.
(sss3a)
Fk + t
⎡⎢⎢⎢⎣
01 0 0 0
0 0 0 Fk−2
2
0 0 01 0
0 −Fk−2
2
0 0
⎤⎥⎥⎥⎦ , k even and k/2 even.
(sss4a)
G + t
[
0 F/2
−F/2 0
]
,  even.
(sss5a)[
0 G/2
G/2 0
]
+ t
[
0 F/2
−F/2 0
]
,  even and /2 odd.
(sss6a)[
0 αF/2 + G/2
αF/2 + G/2 0
]
+ t
[
0 F/2
−F/2 0
]
,  even, α > 0.
(sss7a) Denote 2 := 2(1) =
[
0 1
−1 0
]
; then
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Q2m(ν) :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
...
.
.
.
...
...
...
(−1)m−1νm+12 −I2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
+ t
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 m2
0 0 · · · −m2 0
...
...
.
.
.
...
...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ , ν > 0. (2.8)
The pencil in (2.8) is 2m × 2m, where m is a positive integer.
(sss8a)[
0 J2m(a ± ib)T
J2m(a ± ib) 0
]
+ t
[
0 I2m
−I2m 0
]
,
where a, b > 0. The matrix pencil in (sss8a) is 4m × 4m.
We say that two real matrix pencils A1 + tB1 and A2 + tB2 are R-strictly equivalent, resp.,
R-congruent, if
S(A1 + tB1)R = A2 + tB2,
where S and R are invertible real matrices, resp.,
S(A1 + tB1)ST = A2 + tB2,
where S is an invertible real matrix.
Theorem 2.13. (a) Every real symmetric/skew-symmetric matrix pencil A + tB is R-strictly
equivalent to a direct sum of blocks of types (sss0a)–(sss8a). In this direct sum, several blocks of
the same type and of different sizes may be present. The direct sum is uniquely determined by A
and B, up to a permutation of blocks.
(b)LetA + tB be a real symmetric/skew-symmetric matrix pencil.ThenA + tB is R-congruent
to a real symmetric/skew-symmetric pencil of the form
(A0 + tB0)⊕
r⊕
j=1
δj
⎛⎜⎝Fkj + t
⎡⎢⎣01 0 00 0 Fkj−12
0 −Fkj−1
2
0
⎤⎥⎦
⎞⎟⎠ (2.9)
⊕
p⊕
t=1
ηt
(
Gt + t
[
0 Ft /2
−Ft /2 0
])
⊕
q⊕
u=1
ζuQ2mu(νu). (2.10)
Here, A0 + tB0 is a direct sum of blocks of types (sss0a), (sss1a), (sss3a), (sss5a), (sss6a), and
(sss8a) in which several blocks of the same type and of different and/or the same sizes may be
present, and the kj ’s are odd positive integers, the t ’s are even positive integers, the νu’s are
positive real numbers, and δj , ηt , ζu are signs ±1. The blocks Q2mu(νu) are defined by (2.8).
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The blocks in (2.9) and (2.10) are uniquely determined by A + tB up to a permutation of
constituent matrix pencil blocks in A0 + tB0, and a permutation of blocks in each of the two
parts
r⊕
j=1
δj
⎛⎜⎝Fkj + t
⎡⎢⎣01 0 00 0 Fkj−12
0 −Fkj−1
2
0
⎤⎥⎦
⎞⎟⎠ ,
and (2.10).
3. Canonical forms for pairs of hermitian quaternionic matrices
The canonical forms for pairs of hermitian quaternionic matrices, or equivalently, hermitian
matrix pencils, under strict equivalence and simultaneous congruence is analogous to the well
known form for pairs of hermitian complex matrices:
Theorem 3.1. (a) Every hermitian matrix pencil A + tB, A,B ∈ Hn×n, is strictly equivalent to
a hermitian matrix pencil of the form
0u×u ⊕
⎛⎝t
⎡⎣ 0 0 Fε10 0 0
Fε1 0 0
⎤⎦+ G2ε1+1
⎞⎠⊕ · · · ⊕
⎛⎝t
⎡⎣ 0 0 Fεp0 0 0
Fεp 0 0
⎤⎦+ G2εp+1
⎞⎠
⊕ (Fk1 + tGk1) ⊕ · · · ⊕ (Fkr + tGkr )
⊕ ((t + α1)F1 + G1)⊕ · · · ⊕ ((t + αq)Fq + Gq )
⊕
([
0 (t + β1)Fm1
(t + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕ · · · ⊕
([
0 (t + βs)Fms
(t + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (3.1)
Here αj are real numbers, βj are nonreal quaternions, and Fm, Gm are the m × m matrices
given by (1.1) and (1.2).
The form (3.1) is uniquely determined by A + tB up to a permutation of the blocks, and up to
replacement of every βj by a similar quaternion.
(b) Every hermitian matrix pencil A + tB, A,B ∈ Hn×n, is congruent to a hermitian matrix
pencil of the form
0u×u ⊕
⎛⎝t
⎡⎣ 0 0 Fε10 0 0
Fε1 0 0
⎤⎦+ G2ε1+1
⎞⎠⊕ · · · ⊕
⎛⎝t
⎡⎣ 0 0 Fεp0 0 0
Fεp 0 0
⎤⎦+ G2εp+1
⎞⎠
⊕ δ1
(
Fk1 + tGk1
)⊕ · · · ⊕ δr (Fkr + tGkr )
⊕ η1((t + α1)F1 + G1) ⊕ · · · ⊕ ηq((t + αq)Fq + Gq )
⊕
([
0 (t + β1)Fm1
(t + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕ · · · ⊕
([
0 (t + βs)Fms
(t + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (3.2)
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Here αj are real numbers, βj are nonreal quaternions, δ1, . . . , δr , η1, . . . , ηq are signs, each
equal to +1 or −1.
The form (3.2) is uniquely determined by A + tB up to a permutation of the blocks, and up to
replacement of every βj by a similar quaternion.
The result of Theorem 3.1 in different forms is found, for example, in [3,22,23]; and see also
[13] (where it is assumed that at least one of A and B is invertible).
Proof. The proofs of (a) and the existence part in (b) are completely analogous to the proofs of
corresponding results in the complex case, see for example [14] (note that Proposition 2.8 is used
here). The uniqueness part in (b) can be proved using the real representation given byR. Indeed,
let A0 + tB0 be the hermitian matrix pencil given by (3.2), let A′0 + tB ′0 be a hermitian matrix
pencil given by the same formula (3.2) but with possibly different signs δ′1, . . . , δ′r , η′1, . . . , η′q
in place of δ1, . . . , δr , η1, . . . , ηq , respectively, and assume that A0 + tB0 and A′0 + tB ′0 are
congruent:
A′0 + tB ′0 = S∗(A0 + tB0)S, S ∈ Hn×n invertible. (3.3)
We have to prove that for every positive integer k the equality∑
j=1,2,...,kr such that kj=k
δ′j =
∑
j=1,2,...,kr such that kj=k
δj (3.4)
holds, and for every real number α and every positive integer k the equality∑
j=1,2,...,q such that αj=α and j=k
ηj =
∑
j=1,2,...,q such that αj=α and j=k
η′j (3.5)
holds. We focus on (3.4); the consideration of (3.5) is completely analogous. To this end apply
the map R to equality (3.3). We then obtain that the real symmetric matrix pencils R(A0) +
tR(B0) and R(A′0) + tR(B ′0) are R-congruent. It is easy to see that the part of R(A0) +
tR(B0) that corresponds to the eigenvalue at infinity is R-congruent to
r∑
j=1
δj ((Fkj + tGkj )⊕4). (3.6)
Analogously, the part of R(A′0) + tR(B ′0) corresponding to the eigenvalue at infinity is R-
congruent to
r∑
j=1
δ′j ((Fkj + tGkj )⊕4). (3.7)
It follows that (3.6) and (3.7) are R-congruent, and the uniqueness of the canonical form of a pair
of real symmetric matrices under R-congruence (see [14, Theorem 9.2] for example) yields the
desired equality (3.4). 
Note that the blocks η(Fk + tGk) and η((t + α)Fk + Gk) (η = ±1, α real) which appear in
(3.2) can be conveniently represented in a unified form
(sin θ)Fk − (cos θ)Gk + t ((cos θ)Fk + (sin θ)Gk), (3.8)
where 0  θ < 2π . The alternate form (3.8) was used in [26], for example (in the context of real
symmetric matrix pencils). The parameters θ , α, and η are related by α = tan θ and (−1)k−1 cos θ
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has the sign of η (assuming cos θ /= 0; if cos θ = 0, then (3.8) coincides with η(Fk + tGk)). To
verify this statement, we present the following proposition (in a more general form than is strictly
needed here):
Proposition 3.2. Let H1 = [h(1)ij ]ki,j=1 and H2 = [h(2)ij ]ki,j=1 be real Hankel matrices as follows:
h
()
ij =
{
p
()
i+j−1 if i + j  k + 1,
0 otherwise,
where p()1 , . . . p
()
k are real numbers,  = 1, 2. Assume that p(1)k /= 0 and
x := p(2)k−1p(1)k − p(1)k−1p(2)k /= 0. (3.9)
Then the canonical form of the real symmetric matrix pencil tH1 + H2, under congruence with
real invertible congruence matrices, is given by
η((t + α)Fk + Gk), (3.10)
where α := p(2)k /p(1)k , and
η =
⎧⎪⎪⎨⎪⎪⎩
signp(1)k if x > 0,
signp(1)k if x < 0 and k odd,
−signp(1)k ifx < 0 and k even.
(3.11)
Proof. It will be convenient to recast the proof in terms of theH1-selfadjoint matrixA := H−11 H2,
in the terminology of [9,10]. A straightforward computation shows that A is a lower triangular
Toeplitz matrix with p(2)k /p
(1)
k on the main diagonal and x on the first subdiagonal. Thus, the
Jordan form of A is Jn(p(2)k /p
(1)
k ). Now use the canonical form of the H1-selfadjoint matrix A,
which is equivalent to the canonical form of the real symmetric matrix pencil tH1 + H2 (see, for
example, [10, Sections 5.10, 6.3] or [15] for details). The canonical form yields (3.10). The sign
η can be determined using the second description of the sign characteristic of the H1-selfadjoint
matrix A (see [10, Sections 5.8, 6.3] or [9, Section 3.9]), which results in the formula (3.11). 
The alternate form (3.8) is just a particular case of Proposition 3.2 (assuming cos θ /= 0),
with p(1)k = cos θ , p(1)k−1 = sin θ , p(2)k = sin θ , p(2)k−1 = − cos θ , and p(1)j = p(2)j = 0 for j =
1, 2, . . . , k − 2.
We indicate several applications of Theorem 3.1.
Theorem 3.3. Let A,B ∈ Hn×n be hermitian matrices. Assume that there exists a linear combi-
nation
C = αA + βB, α, β ∈ R,
such that C is (positive or negative) semidefinite and
Ker(C) ⊆ Ker(A) ∩ Ker(B). (3.12)
ThenA andB are simultaneously diagonalizable by simultaneous congruence with a quaternionic
congruence matrix.
In particular, (3.12) is satisfied if C is (positive or negative) definite.
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Corollary 3.4. Any pair of hermitian semidefinite matrices A,B ∈ Hn×n is simultaneously
diagonalizable by simultaneous congruence.
This property have been observed in the literature [31]. For the proof, notice that without
loss of generality we may assume that A and B are positive semidefinite; then (3.12) holds with
α = β = 1.
Theorem 3.5. LetA,B ∈ Hn×n be hermitian. Then the pair (A,B) admits a positive semidefinite
linear combination with real coefficients if and only if for every vector x ∈ Hn×1 such that x∗Ax =
x∗Bx = 0, the two vectors Ax and Bx are linearly dependent over the reals.
The proofs of Theorems 3.3 and 3.5 are virtually identical to those of [14, Theorems 10.1,
11.1].
We conclude this section with indefinite quaternionic inner products. Let H ∈ Hn×n be an
invertible hermitian matrix. The indefinite inner product induced by H is given by
〈x, y〉H = y∗Hx, x, y ∈ Hn×1.
An n × n quaternionic matrix A is said to be H -selfadjoint if 〈Ax, y〉H = 〈x,Ay〉H for all x, y ∈
Hn×1. The similarity-congruence transformation of the pair (A,H) is, by definition,
(A,H) ⇒ (S−1AS, S∗HS),
where S ∈ Hn×n is invertible. If A is H -selfadjoint, then S−1AS is S∗HS-selfadjoint. Canonical
forms of H -selfadjoint matrices under similarity-congruence are exactly the same as the well
known canonical forms for H -selfadjoint matrices in the complex case, see, for example [10,9],
also [14, Theorem 12.1]. We will not reproduce these forms here.
4. Canonical forms for pairs of skew-hermitian quaternionic matrices
Here, it turns out that the canonical forms of strict equivalence and of congruence are the same.
The main result runs as follows:
Theorem 4.1. (i) Every matrix pencil A + tB, where A and B are quaternionic skew-hermitian
matrices, is strictly equivalent to a pencil of skew-hermitian matrices of the form
0u×u ⊕
p⊕
j=1
⎛⎝t
⎡⎣ 0 0 Fεj0 01 0
−Fεj 0 0
⎤⎦+
⎡⎣ 0 Fεj 0−Fεj 0 0
0 0 0
⎤⎦⎞⎠
⊕
r⊕
j=1
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 iβj + t i
0 0 · · · 0 iβj + t i i
0 0 · · · iβj + t i i 0
...
...
.
.
.
...
...
...
iβj + t i i 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
kj×kj
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⊕
q⊕
j=1
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 i
0 0 · · · 0 i t i
0 0 · · · i t i 0
...
...
.
.
.
...
...
...
i t i 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
j×j
, (4.1)
where εj are positive integers, and the quaternions βj are such that iβj all have zero real parts.
The subscript in [·]p×p indicates the size p × p of the matrix [·].
The form (4.1) is uniquely determined by A + tB up to permutations of diagonal blocks and
up to replacement of every βj by a similar quaternion γj subject to the property that R(iγj ) = 0.
(ii) Two quaternionic matrix pencils A1 + tB1 and A2 + tB2 with skew-hermitian A1, B1, A2
and B2 are congruent if and only if they are strictly equivalent.
Theorem 4.1 in other, less explicit, forms is found in [3,22].
Thus, the form (4.1) is a canonical form for a pair of quaternionic skew-hermitian matrices under
simultaneous congruence as well as under strict equivalence. Note that any nonzero quaternion
with zero real part can be used instead of i in this theorem.
It will be convenient to verify first the following independently interesting fact:
Proposition 4.2. Let A,B ∈ Hm×n. The following statements are equivalent for the matrix pencil
A + tB:
(a) A + tB is strictly equivalent to −A∗ − tB∗;
(b) A + tB is strictly equivalent to a pencil A′ + tB ′, such that the quaternionic matrices A′
and B ′ are skew-hermitian;
(c) m = n, and the left indices of A + tB, when arranged in the nondecreasing order, coincide
with the right indices of A + tB, also arranged in the nondecreasing order.
Proof. (b) ⇒ (a) is easy: If A + tB = T (A′ + tB ′)S for some invertible matrices S and T , with
skew-hermitian A′ and B ′, then
−A∗ − tB∗ = −S∗(A′∗ + tB ′∗)T ∗ = S∗(A′ + tB ′)T ∗ = S∗T −1(A + tB)S−1T ∗.
(a) ⇒ (c): Follows from the uniqueness of the Kronecker form of A + tB and the easily
verified fact that the left (resp., right) indices of A + tB are the right (resp., left) indices of
−A∗ − tB∗.
(c) ⇒ (b): In view of the Kronecker form of A + tB, we need to consider only the following
cases (leaving aside the trivial block 0u×v , where we must have u = v):
(i) A + tB = Lε×(ε+1) ⊕ LTε×(ε+1);
(ii) A + tB = Ik + tJk(0);
(iii) A + tB = tI + J(α), where α ∈ H.
In the case (ii), let A′ + tB ′ = iFk(Ik + tJk(0)). In the case (iii), replacing α by a similar
quaternion, we may assume without loss of generality that iα has zero real part; then letA′ + tB ′ =
iF(tI + J(α)). In the case (i), use the equality
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[
Iε+1 0
0 −Fε
]⎛⎝t
⎡⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤⎦+
⎡⎣ 0 Fε 0−Fε 01 0
0 0 0
⎤⎦⎞⎠[Fε 0
0 Iε+1
]
=
[
0 Lε×(ε+1)
LTε×(ε+1) 0
]
,
and we are done. 
Proof of Theorem 4.1. The part (i) follows by applying the proof of the implication (c) ⇒ (b)
of Proposition 4.2 to the Kronecker form A0 + tB0 of the given skew-hermitian matrix pencil
A + tB. The uniqueness statement in (i) follows from the uniqueness properties of the Kronecker
form A0 + tB0.
For the proof of part (ii), we use the standard approach as in the proofs of [14, Theorem 6.1],
[15, Theorem 5.1(ii)], [19, Theorem 8.1(b)]. The proof boils down to the verification that each
primitive block in (4.1) is congruent to its negative. This is easy: Indeed, for the block
K2ε+1 := t
⎡⎣ 0 0 Fε0 0 0
−Fε 0 0
⎤⎦+
⎡⎣ 0 Fε 0−Fε 0 0
0 0 0
⎤⎦
we have[
Iε 0
0 −Iε+1
]
K2ε+1
[
Iε 0
0 −Iε+1
]
= −K2ε+1
for the block
M :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 i
0 0 · · · 0 i t i
0 0 · · · i t i 0
...
...
.
.
.
...
...
...
i t i 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
×
use
(−jI )M(jI ) = −M;
finally, for the block
Nk(β) :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 iβ + t i
0 0 · · · 0 iβ + t i i
0 0 · · · iβ + t i i 0
...
...
.
.
.
...
...
...
iβ + t i i 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
k×k
,
where the real part of iβ is zero, we have
(−γ I)Nk(β)(γ I) = −Nk(β).
Here γ is any quaternion that satisfies the equalities γ 2 = −1, γ iγ = i, γ (iβ)γ = iβ. The exis-
tence of such γ is ensured by Proposition 2.2. Indeed, take γ to be a quaternion with zero real
part of norm 1 which is orthogonal to both i and iβ in the sense of (2.2). This concludes the proof
of Theorem 4.1. 
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As an application, consider a skew-hermitian inner product defined on Hn. By definition, it is a
sesquilinear quaternion valued form [x, y], x, y ∈ Hn such that [x, y] = −[y, x] for all x, y ∈ Rn.
It is easy to see that for every such inner product [·, ·] there exists a unique skew-hermitian matrix
H ∈ Hn×n such that
[x, y] = (Hx, y), for all x, y ∈ Hn, (4.2)
We will assume that the skew-hermitian inner product is regular, i.e., if y ∈ Hn is such that
[x, y] = 0 for every x ∈ Hn, then necessarily y = 0. Clearly, [·, ·] is regular if and only if the
corresponding matrix H is invertible.
A matrix A ∈ Hn×n is said to be selfadjoint with respect to the skew-hermitian inner product
[·, ·], or H -selfadjoint, where H is given by (4.2), if
[Ax, y] = [x,Ay] for all x, y ∈ Hn.
Thus, A is H -selfadjoint if and only if HA = A∗H , or equivalently HA is skew-hermitian.
Theorem 4.1 yields a canonical form for H -selfadjoint matrices under congruence similarity:
(A,H) → (S−1AS, S∗HS) for some invertible matrix S ∈ Hn×n. (4.3)
Theorem 4.3. Let [x, y] = (Hx, y), x, y ∈ Hn, be a regular skew-hermitian inner product, and
let A ∈ Hn×n be H -selfadjoint. Then there exists an invertible matrix S ∈ Hn×n such that
S−1AS = J1(β1) ⊕ · · · ⊕ Jq (βq), S∗HS = iF1 ⊕ · · · ⊕ iFq , (4.4)
where β1, . . . , βq are quaternions such that iβj (j = 1, 2, . . . , q) have zero real parts.
The form (4.4) is uniquely determined by the pair (A,H) up to a simultaneous permutation
of blocks in S−1AS and S∗HS, and up to replacement of each βj by a similar quaternion β ′j
subject to the condition that iβ ′j has zero real part.
In this theorem, i can be replaced by any nonzero quaternion with zero real part.
Proof. Apply Theorem 4.1 to the skew-hermitian pencil HA + tH . Because of the regularity of
[·, ·], only the blocks⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 iβj + t i
0 0 · · · 0 iβj + t i i
0 0 · · · iβj + t i i 0
...
...
.
.
.
...
...
...
iβj + t i i 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
kj×kj
are present in the canonical form (4.1) of HA + tH under congruence. After some simple
algebraic manipulations the result follows. 
As a byproduct of Theorem 4.3 we see that the property of H -selfadjointness imposes no
restrictions on a matrix:
Corollary 4.4. LetA ∈ Hn×n. Then there exists an invertible skew-hermitian quaternionic matrix
H such that A is H -selfadjoint.
Proof. Without loss of generality we may assume that A is in the Jordan form (2.3) where the
αj ’s are linear combinations of 1 and j with real coefficients. Now take
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H = iFm1 ⊕ · · · ⊕ iFmr
to complete the proof. 
5. Canonical forms for mixed pairs of hermitian/skew-hermitian quaternionic matrices
In this section we study mixed pairs of matrices A,B ∈ Hn×n, where A is hermitian and B
is skew-hermitian, or equivalently, hermitian/skew-hermitian quaternionic matrix pencils A +
tB, where A = A∗ and B = −B∗. The case where A is skew-hermitian and B is hermitian
is easily reduced to the hermitian/skew-hermitian pencils, by interchanging the roles of A and
B.
The main results of this section – Theorems 5.1 and 5.3 – are again found (in other forms) in
[3,22,23].
5.1. Strict equivalence
We start with description of primitive forms of hermitian/skew-hermitian quaternionic matrix
pencils A + tB:
(sss0) a square size zero matrix, i.e., 0m + t0m.
(sss1) G2ε+1 + t
⎡⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤⎦ .
(sss2) Fk + t iGk.
(sss3) G + t iF.
(sss4)
[
0 αFp + Gp
α¯Fp + Gp 0
]
+ t
[
0 Fp
−Fp 0
]
, where α ∈ H has positive real part.
(sss5) Let β be a nonzero quaternion with zero real part if m is even, and β is a positive real
number if m is odd. Then
A + tB = m(β) + tm(im). (5.1)
Note that the matrices m(β) and m(im) are hermitian and skew-hermitian, respectively,
for every m and every β subject to the conditions in (sss5).
The next theorem is the main result on strict equivalence of hermitian/skew-hermitian matrix
pencils.
Theorem 5.1. Every hermitian/skew-hermitian quaternionic matrix pencil A + tB is strictly
equivalent to a direct sum of blocks of types (sss0)–(sss5). In this direct sum, several blocks
of the same type and of different sizes may be present. The direct sum is uniquely determined by
A and B, up to a permutation of blocks, up to replacement of α with a similar quaternion in any
block of type (sss4), and up to replacement of β with a similar quaternion in any block of type
(sss5) of even size.
The proof will be patterned on that of Theorem 4.1, part (i). First we state and prove the
analogue of Proposition 4.2:
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Proposition 5.2. Let A,B ∈ Hm×n. The following statements (a), (b), and (c) are equivalent for
the matrix pencil A + tB:
(a) A + tB is strictly equivalent to A∗ − tB∗;
(b) A + tB is strictly equivalent to a pencil A′ + tB ′, such that the quaternionic matrices A′
and B ′ are hermitian and skew-hermitian, respectively;
(c) (c1) m = n,
(c2) the left indices of A + tB, when arranged in the nondecreasing order, coincide with
the right indices, also arranged in the nondecreasing order,
(c3) for every eigenvalue α ∈ H of A + tB with nonzero real part, the quaternion −α is
also an eigenvalue of A + tB, and the indices of the eigenvalue α coincide with the
indices of the eigenvalue −α.
Proof. The implication (b) ⇒ (a) follows analogously to the implication (b) ⇒ (a) in the proof
of Proposition 4.2.
(a) ⇒ (c). Obviously, if (a) holds then we must have m = n. Next observe that if (a) holds
for A + tB, then (a) holds for every matrix pencil which is strictly equivalent to A + tB. Indeed,
if
A0 + tB0 = S(A + tB)T , A + tB = S0(A∗ − tB∗)T0
for some matrices A0, B0 ∈ Hn×n and some invertible matrices S, S0, T , T0, then
A∗0 − tB∗0 = T ∗(A∗ − tB∗)S∗ = T ∗S−10 (A + tB)T −10 S∗
= T ∗S−10 S−1(A0 + tB0)T −1T −10 S∗.
Therefore, without loss of generality, we may assume that A + tB is in the Kronecker form (2.6).
Now, the Kronecker form of
Lε×(ε+1)(−t)∗ =
[
01×ε
Iε
]
− t
[
Iε
01×ε
]
coincides with Lε×(ε+1)(t)T because of equality
diag(1,−1, 1, . . . ,±1)Lε×(ε+1)(t)Tdiag(−1, 1,−1, . . . ,±1) = Lε×(ε+1)(−t)T. (5.2)
This proves (c2) (in view of the uniqueness of the Kronecker form). Also, if α ∈ H has nonzero
real part, then the Kronecker form of −tI + (J(α))∗ is tI + J(−α), and the matrix pencils
tI + J(α) and tI + J(−α) are not strictly equivalent (since the quaternions α and −α are not
similar). This proves (c3), again by using the uniqueness of the Kronecker form.
(c) ⇒ (b). Since both properties (c) and (b) are easily seen to be invariant under strict
equivalence, it suffices to prove this implication for the case when A + tB is given in a Kronecker
form. In turn, we need to consider only the following two cases:
(1) A + tB = Lε×(ε+1) ⊕ LTε×(ε+1);
(2)
A + tB = (tIk + Jk(α)) ⊕ (tIk + Jk(−α)), R(α) /= 0. (5.3)
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In case (1), use the equalities
(Lε×(ε+1)(t) ⊕ ε×(ε+1)(−t)T)F2ε+1 = G2ε+1 + t
⎡⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤⎦ ,
where the ε × (ε + 1) matrix pencil
ε×(ε+1)(−t) :=
⎡⎢⎢⎢⎣
1 −t 0 · · · 0
0 1 −t · · · 0
...
.
.
.
.
.
.
...
0 0 · · · 1 −t
⎤⎥⎥⎥⎦ ∈ Hε×(ε+1)
is strictly equivalent to Lε×(ε+1)(−t) which in turn is strictly equivalent to Lε×(ε+1)(t) by virtue
of (5.2). Indeed,
FεLε×(ε+1)(−t)Fε+1 = ε×(ε+1)(−t). (5.4)
In case (2), note that the right hand side of (5.3) is clearly strictly equivalent to[
0 tI + Jk(α)
−tI − Jk(−α) 0
]
, and furthermore −Jk(−α) is similar to (Jk(α))∗. 
Proof of Theorem 5.1. Just repeat the arguments of the proof of (c) ⇒ (b) in Proposition 5.2. 
5.2. Congruence of hermitian/skew-hermitian quaternionic matrix pencils
We now state the main result on congruence of mixed hermitian/skew-hermitian quaternionic
matrix pencils.
Theorem 5.3. LetA + tB be a quaternionic hermitian/skew-hermitian n × nmatrix pencil. Then
A + tB is congruent to a hermitian/skew-hermitian pencil of the form
(A0 + tB0)⊕
r⊕
j=1
δj (Fkj + t iGkj ) ⊕
p⊕
i=1
ηi(Gi + t iFi ) (5.5)
⊕
q⊕
u=1
ζu(mu(βu) + tmu(imu)). (5.6)
Here, A0 + tB0 is a direct sum of blocks of types (sss0), (sss1), (sss2) for even k, (sss3) for odd
, and (sss4), in which several blocks of the same type and of different and/or the same sizes may
be present. Furthermore, the kj ’s are odd positive integers, the i’s are even positive integers,
the βu’s are positive real numbers if mu is odd, and βu’s are nonzero quaternions with zero real
parts if mu is even.
The blocks in (5.5) and (5.6) are uniquely determined by A + tB up to a permutation of
constituent matrix pencil blocks in A0 + tB0, up to a permutation of blocks in each of the three
parts
r⊕
j=1
δj (Fkj + t iGkj ),
p⊕
i=1
ηi(Gi + t iFi ),
and (5.6), up to replacement of α with a similar quaternion in any block of type (sss4), and up
to replacement of β with a similar quaternion in any block of type (5.6) of even size mu × mu.
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The lengthy proof of Theorem 5.3 will be relegated to the next two subsections. In this subsec-
tion we only present the next proposition that justifies the statements concerning replacements of
α’s and β’s as stipulated in the theorem.
Proposition 5.4. (1) If m is even, and β1, β2 are similar nonzero quaternions with zero real part,
then the two m × m hermitian/skew-hermitian matrix pencils
Υ
(1)
j :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 βj + t
0 0 · · · 0 −βj − t 1
0 0 · · · βj + t 1 0
...
...
.
.
.
...
...
...
−βj − t 1 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ , j = 1, 2,
are congruent.
(2) If α1, α2 are similar quaternions with nonzero real parts, then the four 2p × 2p hermitian/
skew-hermitian matrix pencils
Υ (2)(j,±) :=
[
0 ±αjFp + Gp
±αjFp + Gp 0
]
+ t
[
0 Fp
−Fp 0
]
, j = 1, 2,
are congruent.
Proof. For part (a), notice that β1 = u∗β2u for some u ∈ H with u∗u = 1 (see Proposition 2.1).
Then (u∗Im)Υ (1)2 (uIm) = Υ (1)1 . For part (b), let q ∈ H \ {0} be such that qα1q−1 = α2. Then[
qI 0
0 q−1I
]
Υ (2)(1,±)
[
qI 0
0 q−1I
]
= Υ (2)(2,±).
Also, let X ∈ Rp×p be an invertible matrix such that
X(−GpFp)X−1 = GpFp.
(The existence of X is guaranteed because both −GF and GF are nilpotent matrices of rank
p − 1.) Then, with Y = −F(X−1)∗F , we have[
0 X
Y 0
]
Υ (2)(j,±)
[
0 Y ∗
X∗ 0
]
= Υ (2)(j,∓), j = 1, 2.
The statement (b) follows. 
5.3. Proof of Theorem 5.3: existence part
We start with a preliminary result.
Lemma 5.5
(1) The block Fk + t iGk is congruent to its negative −Fk − t iGk if k is even.
(2) The block Fk + t iGk is not congruent to its negative if k is odd.
(3) The block G + t iF is congruent to its negative −G − t iF if  is odd.
(4) The block G + t iF is not congruent to its negative if  is even.
(5) The block (sss5) is not congruent to its negative.
(6) Each of the blocks (sss1) and (sss4) is congruent to its negative.
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Proof. Parts (1) and (3) follow from the equalities
diag(j,−j, . . ., j,−j)(Fk + t iGk)diag(−j, j, . . .,−j, j) = −(Fk + t iGk) (5.7)
for even k and
diag(j,−j, . . .,−j, j)(G + t iF)diag(−j, j, . . ., j,−j) = −(G + t iF) (5.8)
for odd .
Part (2) is obvious because for odd k, the signature of Fk (as a hermitian matrix) is different
from the signature of −Fk . Since the signature of G is different from that of −G for  even, (4)
follows as well.
For the part (6) observe the equalities[
Iε 0
0 −Iε+1
]⎛⎝G2ε+1 +
⎡⎣ 0 0 tFε0 01 0
−tFε 0 0
⎤⎦⎞⎠[Iε 0
0 −Iε+1
]
= −
⎛⎝G2ε+1 +
⎡⎣ 0 0 tFε0 01 0
−tFε 0 0
⎤⎦⎞⎠
and [
Ip 0
0 −Ip
] [
0 αFp + Gp + tFp
α¯Fp + Gp − tFp 0
] [
Ip 0
0 −Ip
]
=
[
0 −αFp − Gp − tFp
−α¯Fp − Gp + tFp 0
]
.
It remains to prove part (5). If m is odd, then the hermitian matrix A given by (5.1) has signature
different from that of −A, and we are done in this case. Suppose now m is even. It will be
convenient to prove a lemma first. 
Lemma 5.6. Let β be a nonzero quaternion with zero real part. For m even, consider the m × m
matrices m(β) and m(1) defined by (1.4) and (1.3), respectively. If S and T are m × m
quaternionic matrices such that the equalities
Sm(β) = −m(β)T , Sm(1) = −m(1)T (5.9)
hold, then the entries of S and T belong to the real subalgebra SpanR{1, β}.
Proof. We may assume without loss of generality that β = xi, where x ∈ R \ {0} (indeed, by
Proposition 2.5 there exists an automorphism of H that maps any fixed nonzero quaternion with
zero real part to a real multiple of i).
Letting
Xm :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 0
0 0 · · · 0 0 −1
0 0 · · · 0 −1 0
...
...
.
.
.
...
...
...
0 −1 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
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and writing
S = S0 + iS1 + jS2 + kS3, T = T0 + iT1 + jT2 + kT3,
where S0, S1, S2, S3, T0, T1, T2, T3 ∈ Rm×m, the equalities (5.9) take the form
(S0 + iS1 + jS2 + kS3)(ixm(1) + Xm) = (−ixm(1) − Xm)(T0 + iT1 + jT2 + kT3),
(S0 + iS1 + jS2 + kS3)m(1) = (−m(1))(T0 + iT1 + jT2 + kT3).
Equating the coefficients of j in both sides of each of these equations, and similarly for k, we
obtain:
S2Xm + xS3m(1) = xm(1)T3 − XmT2,
−xS2m(1) + S3Xm = −xm(1)T2 − XmT3, (5.10)
S2m(1) = −m(1)T2, S3m(1) = −m(1)T3. (5.11)
Letting
X˜ := Xmm(1)−1, T˜2 = m(1)T2m(1)−1, T˜3 = m(1)T3m(1)−1,
and using (5.11), the first equality in (5.10) gives:
2xS3 = −X˜T˜2 − S2X˜ = X˜S2 − S2X˜. (5.12)
Analogously, the second equality in (5.10) gives:
− 2xS2 = −S3X˜ − X˜T˜3 = −S3X˜ + X˜S3. (5.13)
Iterating equalities (5.12) and (5.13), and using the easily verifiable fact that X˜ is nilpotent, we
obtain S2 = S3 = 0. Then also T2 = T3 = 0, and the lemma is proved.
We now return to the proof of part (5), the case of even m. Without loss of generality, we take
β to be a nonzero real multiple of i: β = r i, where r ∈ R \ {0}. Suppose A + tB are given by
(5.1), where m is even, and suppose, arguing by contradiction, that A + tB is congruent (over the
quaternions) to −A − tB. By Lemma 5.6, the complex matrix pencils A + tB and −A − tB are
C-congruent. Then the complex hermitian matrix pencils A + t (iB) and −A + t (−iB) are also
C-congruent. However, this is impossible. To see this, let
A˜ := (iB)−1A = rIm + D,
where the matrix D has −i, i,−i, . . . , i,−i on the first superdiagonal and zeros everywhere
else. Clearly, the Jordan form of A˜ is Jm(r), and both A + t (iB) and −A + t (−i)B are C-
strictly equivalent to tI + Jm(r). By Proposition 2.12, the canonical form of A + t (iB) under
C-congruence is ±((t + r)Fm + Gm); therefore the canonical form of −A + t (−i)B under C-
congruence must be ∓((t + r)Fm + Gm). However, these canonical forms are not C-congruent
by the same Proposition 2.12.
This concludes the proof of Lemma 5.5. 
We now are able to prove the existence part of Theorem 5.3. First, consider the scalar case
n = 1. If a + tb, a ∈ R, R(b) = 0, is a scalar hermitian/skew-hermitian quaternionic pencil, then
we have the following three possibilities (excluding the trivial case a = b = 0): 1. a = 0. Then
in view of Proposition 2.1(b), the pencil is congruent to t i. 2. b = 0. Obviously, the pencil is
congruent to ±1. 3. a, b /= 0. Then by the same Proposition 2.1, a + tb is congruent to a pencil
of the form ±(β + t i), for some real positive β. In all possibilities, the conditions of the form
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(5.5), (5.6) are fulfilled. In the general case, the statement that every hermitian/skew-hermitian
quaternionic matrix pencil is congruent to a pencil of the form (5.5), (5.6), subject to the conditions
specified in Theorem 5.3, is proved by induction on n. The proof proceeds in the same way
almost verbatim as in the proof of the corresponding statement for symmetric/skew-symmetric
quaternionic pencils with respect to a nonstandard involutory antiautomorphism of H; see [20,
Subsection 7.2] (in turn, it is based on the well known approach for complex pencils as exposed
in [25], for example). In the proof, Lemma 5.5 and Proposition 2.8 are used. We omit further
details.
5.4. Proof of Theorem 5.3: uniqueness part
In this subsection we will make extensive use of the canonical form for real symmetric/skew-
symmetric matrix pencils. For the reader’s convenience, this form is supplied in Section 2.4.
Let A + tB be a hermitian/skew-hermitian quaternionic matrix pencil, and assume that it is
congruent to two forms (5.5), (5.6). We have to prove that the two forms are obtained from each
other by the permutations and replacements as indicated in Theorem 5.3. These two forms are con-
gruent, hence a fortiori strictly equivalent, therefore by Theorem 5.1 we may assume that the two
forms may differ only in the signs δj , ηk , and ζu. Thus, suppose that the hermitian/skew-hermitian
matrix pencil A′ + tB ′ given by (5.5), (5.6) is congruent to the pencil
A′′ + tB ′′ := (A0 + tB0)⊕
r⊕
j=1
δ′j (Fkj + t iGkj ) ⊕
p⊕
i=1
η′i (Gi + t iFi ) (5.14)
⊕
q⊕
u=1
ζ ′u(mu(βu) + tmu(imu)) (5.15)
for some signs δ′j , η′i , and ζ ′u. We need to show that A′′ + tB ′′ is obtained from A′ + tB ′ by a
permutation of the constituent blocks.
To this end we will apply the map R to the pencils A′ + tB ′ and A′′ + tB ′′. By Proposition
2.3,
R(A
′ + tB ′) = R(A′) + tR(B ′)
is a real symmetric/skew-symmetric 4n × 4n matrix pencil. We describe first the canonical forms
of real symmetric/skew-symmetric pencils obtained from the primitive blocks (sss2), (sss3), and
(sss5) by the map R.
Lemma 5.7. (1) The real symmetric/skew-symmetric matrix pencil R(Fk + t iGk), where k is
odd, is R-congruent to⎛⎜⎝Fk + t
⎡⎢⎣01 0 00 0 Fk−12
0 −Fk−1
2
0
⎤⎥⎦
⎞⎟⎠
⊕4
.
(2) The real symmetric/skew-symmetric matrix pencil R(Fk + t iGk), where k is even, is
R-congruent to
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⎡⎢⎢⎣
01 0 0 0
0 0 0 Fk−1
0 0 01 0
0 −Fk−1 0 0
⎤⎥⎥⎦
⎞⎟⎟⎠
⊕2
. (5.16)
(3) The real symmetric/skew-symmetric matrix pencil R(G + t iF), where  is even, is
R-congruent to(
G + t
[
0 F/2
−F/2 0
])⊕4
. (5.17)
(4) The real symmetric/skew-symmetric matrix pencil R(G + t iF), where  is odd, is R-
congruent to[
0 G + tF
G − tF 0
]⊕2
. (5.18)
(5) The real symmetric/skew-symmetric matrix pencil
R(m(β) + tm(im)), (5.19)
where m is odd and β is positive real number, is R- congruent to (−1)(m+1)/2(Q2m(β))⊕2, where
Q2m(β) is defined by (2.8).
(6) The real symmetric/skew-symmetric matrix pencil
R(m(β) + tm(im)), (5.20)
wherem is even andβ is a nonzero quaternion with zero real part, is R-congruent to (Q2m(|β|))⊕2,
where Q2m(|β|) is defined by (2.8).
Proof. Part (1). It is easy to see that R(Fk + t iGk) is R-congruent, using a suitable permutation
matrix for the congruence transformation, to
(Fk + tdiag(1,−1, 1,−1, . . . , 1)Gk)⊕2 ⊕ (Fk + tdiag(−1, 1,−1, 1, . . . ,−1)Gk)⊕2.
In turn,⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 1
0 0 · · · 0 2 0
0 0 · · · 3 0 0
...
...
.
.
.
...
...
...
k 0 · · · · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ (Fk + tdiag(1,−1, 1,−1, . . . , 1)Gk)
×
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 k
0 0 · · · 0 k−1 0
0 0 · · · k−2 0 0
...
...
.
.
.
...
...
...
1 0 · · · · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ = Fk + t
⎡⎢⎣01 0 00 0 Fk−12
0 −Fk−1
2
0
⎤⎥⎦ ,
where j = ±1 are found from the following system of equations:
1k = 2k−1 = · · · (k−1)/2(k+1)/2 = 1, (5.21)
2k = −1, 3k−1 = 1, . . . , (k+1)/2(k+3)/2 = (−1)(k+3)/2. (5.22)
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It is easy to see that the system (5.21), (5.22) has a unique solution once the value of 1 = ±1 is
arbitrarily assigned. Analogously, one proves that
Fk + tdiag(−1, 1,−1, 1, . . . ,−1)Gk
is R-congruent to
Fk + t
⎡⎢⎣01 0 00 0 Fk−12
0 −Fk−1
2
0
⎤⎥⎦ .
Part (2). By Theorem 2.13, it suffices to prove that R(Fk + t iGk) is R-strictly equivalent to
(5.16) (indeed, it follows from that theorem that a real symmetric/skew-symmetric matrix pencil is
R-strictly equivalent to (5.16) if and only if it is R-congruent to (5.16)). Indeed, by using R-strict
equivalence
R(Fk + t iGk) → Q1R(Fk + t iGk)Q2
with suitable permutation matricesQ1 andQ2, we see thatR(Fk + t iGk) is R-strictly equivalent
to
(Fk + tLk)⊕2 ⊕ (Fk − tLk)⊕2, (5.23)
where we have denoted
Lk :=
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 0
0 0 · · · 0 0 1
0 0 · · · 0 −1 0
...
...
.
.
.
...
...
...
0 1 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ ∈ Rk×k.
In turn, the matrix (5.23) is easily seen to be R-strictly equivalent to (5.16): for suitable choice of
signs
δ1, . . . , δ2k, δ
′
1, . . . , δ
′
2k ∈ {1,−1}
the equality
diag(δ1, . . . , δ2k)
[
0 Fk + tLk
Fk − tLk 0
]
× diag(δ′1, . . . , δ′2k) = F2k + t
⎡⎢⎢⎣
01 0 0 0
0 0 0 Fk−1
0 0 01 0
0 −Fk−1 0 0
⎤⎥⎥⎦
holds.
Part (3). Applying a congruence with a suitable permutation matrix, it is easy to see that
R(G + t iF) is R-congruent to the 4 × 4 matrix pencil (all zeros in (5.24) stand for the zero
2 × 2 matrix)
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0 0 · · · 0 I2 t˜2
0 0 · · · I2 t˜2 0
0 0 · · · t˜2 0 0
...
...
.
.
.
...
...
...
I2 t˜2 0 · · · 0 0
t˜2 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⊕
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 I2 t˜2
0 0 · · · I2 t˜2 0
0 0 · · · t˜2 0 0
...
...
.
.
.
...
...
...
I2 t˜2 0 · · · 0 0
t˜2 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
(5.24)
where
˜2 := 2(−1) =
[
0 −1
1 0
]
. (5.25)
Denote by X either of the two equal 2 × 2 blocks in (5.24). Let P be the 2 × 2 permutation
matrix whose rows, starting with the top row and going down, are
e1, e4, e5, e8, e9, . . . , e2−4, e2−3, e2, e2, e3, . . . , e2−2, e2−1,
where we have denoted by ej the unit row vector with 1 in the j th position and zeros in all other
positions. For typographical convenience, let
 =
⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 ˜2
0 0 · · · ˜2 0
...
...
.
.
.
...
...
0 ˜2 · · · 0 0
˜2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦ ∈ R×.
A computation shows that
PXP T = (G + t) ⊕ (G − t).
Next, observe that
diag(1,−1, 1, . . . − 1) · (G + t) · diag(1,−1, 1, . . . − 1) = G − t,
and in turn
diag(1, . . . , ) · (G + t) · diag(1, . . . , ) = G + t
[
0 F/2
−F/2 0
]
,
where 1, . . . ,  are signs ±1 that are found from the following equations:
1 = −1, 2−1 = 1, 3−2 = −1, . . ., /2(/2)+1 = (−1)/2, (5.26)
1−1 = 2−2 = · · · = (/2)−1(/2)+1 = 1. (5.27)
It is easy to see that the system (5.26), (5.27) has unique solution once the value of 1 is arbitrarily
assigned.
Part (4). It is sufficient to prove that R(G + t iF), where  is odd, is R-strictly equivalent
to (5.18) (indeed, by Theorem 2.13, a real symmetric/skew-symmetric matrix pencil is R-strictly
equivalent to (5.18) if and only if it is R-congruent to (5.18)). Using the same transformation as
in the proof of part (3), we need to show that the 2 × 2 matrix pencil
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0 0 · · · 0 I2 t˜2
0 0 · · · I2 t˜2 0
0 0 · · · t˜2 0 0
...
...
.
.
.
...
...
...
I2 t˜2 0 · · · 0 0
t˜2 0 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, with ˜ =
[
0 −1
1 0
]
, (5.28)
is R-strictly equivalent to[
0 G + tF
G − tF 0
]
. (5.29)
In fact, it is easy to see that the Kronecker form over the reals of both (5.28) and (5.29) is
(tI + J(0)) ⊕ (tI + J(0)).
Part (5). Let 2 :=
[
0 1
−1 0
]
. A congruence transformation with a permutation congruence
matrix shows that (5.19) is R-congruent to⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 βm+12 + t (−m2 )
0 0 · · · 0 −βm+12 + tm2 −I2
0 0 · · · βm+12 + t (−m2 ) −I2 0
...
...
.
.
.
...
...
...
βm+12 + t (−m2 ) −I2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
⊕2
(5.30)
if m − 1 is not divisible by 4, and to⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0 −βm+12 + tm2
0 0 · · · 0 βm+12 + t (−m2 ) −I2
0 0 · · · −βm+12 + tm2 −I2 0
...
...
.
.
.
...
...
...
−βm+12 + tm2 −I2 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎦
⊕2
(5.31)
ifm − 1 is divisible by 4. Letting :=
[
0 1
1 0
]
∈ R2×2, we see that the congruence transformation
with the congruence matrix⊕2m applied to the left hand side of (5.30) yields the form (2.8) with
ν = β, whereas the congruence transformation with the congruence matrix
(diag(,−,,−, · · · ,))⊕2
applied to the left hand side of (5.31) yields the negative of (2.8) with ν = β.
Part (6). For an automorphism φ of H, let
W4m(φ) := R(m(φ(β)) + tm(im)),
whereβ is a fixed nonzero quaternion with zero real part. Clearly,W4m(φ) is a real symmetric/skew-
symmetric pencil. By Proposition 2.4, W4m(φ) are all real unitarily similar to each other, and in
particular have the same canonical form under real congruence. By Proposition 2.5 we see that
there exists an automorphism φ of H such that φ(β) = q i for some q > 0. Therefore, we need
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only to verify (6) for β = q i, where q > 0; in fact, q = |β|. A suitable permutation congruence
shows that
R(m(q i) + tm(im))
is R-congruent to (Q2m(q))⊕2 if m is not divisible by 4, and is R-congruent to (Q2m(−q))⊕2 if
m is divisible by 4. Here, Q2m(±q) is defined by (2.8). Finally, the equality[
0 1
1 0
]⊕m
(Q2m(−q))
[
0 1
1 0
]⊕m
= Q2m(q)
yields the desired R-congruence. 
Now we can we easily complete the proof of the uniqueness part of Theorem 5.3. Indeed, ifA′′ +
tB ′′ were not obtained from A′ + tB ′ by a permutation of constituent blocks, then by applying the
mapR and using Lemma 5.7 we obtain a contradiction with the uniqueness (up to a permutation
of constituent primitive blocks) of the canonical form of the real symmetric/skew-symmetric
matrix pencil R(A′ + tB ′) (Theorem 2.13).
6. Hermitian/skew-hermitian quaternionic matrix pencils: applications
In this section we give two applications of the canonical form for mixed hermitian/skew-
hermitian quaternionic matrix pencils obtained in Theorem 5.3: first, to canonical forms of
quaternionic matrices under congruence, and second, to canonical forms of quaternionic matrices
that are skew-adjoint with respect to skew-hermitian inner products and of matrices that are
skew-adjoint with respect to hermitian inner products.
6.1. Canonical form of quaternionic matrices under congruence
Theorem 5.3, together with the evident observation that every matrixA ∈ Hn×n can be uniquely
written in the form A = F + G, where F = F ∗ and G = −G∗, leads to the following canonical
form of square size quaternionic matrices under the congruence transformation A → P ∗AP with
invertible matrix P . Again, it will be convenient to list the primitive forms first:
(sss0′) 0m×m;
(sss1′) G2ε+1
⎡⎣ 0 0 Fε0 01 0
−Fε 0 0
⎤⎦ .
(sss2′) Fk + iGk , where k is an even integer.
(sss3′) G + iF, where  is an odd integer.
(sss4′)
[
0 (α + 1)Fp + Gp
(α¯ − 1)Fp + Gp 0
]
, where α ∈ H has positive real part.
Theorem 6.1. Let X ∈ Hn×n. Then X is congruent to a matrix of the form
A0 ⊕
r⊕
j=1
δj (Fkj + iGkj ) ⊕
p⊕
i=1
ηi(Gi + iFi ) ⊕
q⊕
u=1
ζu(mu(βu) + mu(imu)). (6.1)
Here, A0 is a direct sum of blocks of types (sss0′), (sss1′), (sss2′), (sss3′), and (sss4′), in which
several blocks of the same type and of different and/or the same sizes may be present.Furthermore,
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the kj ’s are odd positive integers, the i’s are even positive integers, the βu’s are positive real
numbers if mu is odd, and βu’s are nonzero quaternions with zero real parts if mu is even.
The blocks in (6.1) are uniquely determined by X up to a permutation of constituent blocks in
A0, up to a permutation of blocks in each of the three parts
r⊕
j=1
δj (Fkj + iGkj ),
p⊕
i=1
ηi(Gi + iFi ),
q⊕
u=1
ζu(mu(βu) + mu(imu)),
up to replacements of α with a similar quaternion in any block of type (sss4′), and up to
replacements of β with a similar quaternion in any block of even size mu × mu.
6.2. Skew-hermitian inner products
Analogously to Section 4, Theorem 5.3 can be applied to obtain canonical forms of matrices
that are skew-adjoint with respect to a skew-hermitian inner product or to a hermitian inner
product.
We start with a regular skew-hermitian inner product [x, y]H := (Hx, y), x, y ∈ Hn, where
H ∈ Hn×n is an invertible skew-hermitian matrix, as introduced in Section 4. A matrix X ∈
Hn×n is said to be H -skew-adjoint if [Xx, y]H = −[x,Xy]H for all x, y ∈ Hn, or equivalently if
the matrix HX is hermitian. The canonical form of the hermitian/skew-hermitian matrix pencil
HX + tH under congruence given in Theorem 5.3 now leads to the following result:
Theorem 6.2. Let H ∈ Hn×n be an invertible skew-hermitian matrix, and let X ∈ Hn×n be H -
skew-adjoint. Then for some invertible quaternionic matrix S, the matrices S∗HS and S−1XS
have simultaneously the following form:
S∗HS =
r⊕
j=1
ηj iFj ⊕
s⊕
v=1
[
0 Fpv
−Fpv 0
]
⊕
q⊕
u=1
ζumu(imu), (6.2)
S−1XS =
r⊕
j=1
Jj (0) ⊕
s⊕
v=1
[−Jpv (αv) 0
0 Jpv (αv)
]
⊕
q⊕
u=1
Jmu(γu), (6.3)
where ηj , ζu are signs ±1 with the additional condition that ηj = 1 if j is odd, the quaternions
α1, . . . , αs have positive real parts, the quaternions γ1, . . . , γq are nonzero with zero real parts,
and in addition iγj is real if mj is odd.
The form (6.2), (6.3) is uniquely determined by the pair (X,H), up to a permutation of
primitive blocks, up to replacements of some αk with similar quaternions, and up to replacements
of some γj with similar quaternions, subject to the additional condition that iγj is real if mj is
odd.
Proof. We use the canonical form of Theorem 5.3 for the pencil HX + tH . Since H is invertible,
blocks of types(sss0), (sss1), (sss2) cannot appear. For blocks of other types, we simply replace
every primitive block A′ + tB ′ in (5.5) with the pair (B ′, (B ′)−1A′) to obtain the corresponding
blocks in the right hand sides of (6.2) and (6.3). For a primitive block in (5.6), the procedure is
more involved. First, we observe that for m even and β a nonzero quaternion with zero real part,
we have
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(m(im))−1m(β) =
⎡⎢⎢⎢⎢⎢⎢⎣
β 1 0 · · · 0
0 β −1 · · · 0
...
...
.
.
.
.
.
. 0
...
... β 1
0 0 · · · 0 β
⎤⎥⎥⎥⎥⎥⎥⎦ . (6.4)
(The signs alternate on the first superdiagonal in the right hand side of (6.4).) Further, let β ′ be
any quaternion similar to β: β ′ = α−1βα, where α ∈ H \ {0} without loss of generality may be
taken unimodular, i.e., |α| = 1. Then (still assuming m is even) we obtain, using (6.4):
(diag(α−1I2,−α−1I2, . . . ,±α−1I2))(m(im))−1m(β)
·(diag(αI2,−αI2, . . . ,±αI2)) = Jm(β ′)
and
(diag(α¯I2,−α¯I2, . . . ,±α¯I2))m(im)(diag(αI2,−αI2, . . . ,±αI2)) = ±m(im).
This proves existence, as well as uniqueness (up to allowed permutations and replacements) of
the form (6.2), (6.3) for mu even. For mu odd, and positive β, a computation gives
(m(im))−1m(β) =
⎡⎢⎢⎢⎢⎢⎢⎣
−iβ i 0 · · · 0
0 −iβ −i · · · 0
...
...
.
.
.
.
.
. 0
...
... −iβ −i
0 0 · · · 0 −iβ
⎤⎥⎥⎥⎥⎥⎥⎦ .
Now, a quaternion γ is similar to −iβ and satisfies the condition that iγ is real if and only if
γ = ±(−iβ). Thus, to verify the form (6.2), (6.3) for the case of odd mu, we need only to find
s1, . . . sm ∈ H \ {0} such that the following two equalities hold (still assuming m odd, β > 0):
(diag(s−11 , . . . , s
−1
m ))
⎡⎢⎢⎢⎢⎢⎣
−iβ i 0 · · · 0
0 −iβ −i · · · 0
...
...
.
.
.
.
.
. 0
...
... −iβ −i
0 0 · · · 0 −iβ
⎤⎥⎥⎥⎥⎥⎦(diag(s1, . . . , sm)) = Jm(±(−iβ))
(6.5)
and
(diag(s1, . . . , sm))m(im)(diag(s1, . . . , sm)) = ±m(im). (6.6)
If the sign ± in (6.5) is plus, take sj = 1 for j odd and sj = −i for j even (equality (6.6) is verified
with the sign plus). If the sign in (6.5) is −1, take sj = j for j odd and sj = −k for j even (now
(6.6) holds with the sign minus). 
6.3. Hermitian inner products
In a different direction, consider a regular hermitian inner product [x, y] := (Gx, y), x, y ∈
Hn, where G ∈ Hn×n is an invertible hermitian matrix. A matrix Y ∈ Hn×n is said to be G-
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skew-adjoint if [Yx, y]G = −[x, Yy]G for all x, y ∈ Hn, or equivalently if the matrix GY is
skew-hermitian. Once again, we may use the canonical form for the hermitian/skew-hermitian
matrix pencil G + tGY to derive a canonical form for G-skew-adjoint matrices:
Theorem 6.3. Let G ∈ Hn×n be an invertible hermitian matrix, and let Y ∈ Hn×n be G-skew-
adjoint. Then for some invertible quaternionic matrix S, the matrices S∗GS and S−1YS have
simultaneously the following form:
S∗GS =
r⊕
j=1
ηjFj ⊕
s⊕
v=1
[
0 Ipv
Ipv 0
]
⊕
q⊕
u=1
ζuFmu, (6.7)
S−1YS =
r⊕
j=1
iJj (0) ⊕
s⊕
v=1
[
Jpv (αv) 0
0 −(Jpv (αv))∗
]
⊕
q⊕
u=1
iJmu(γu), (6.8)
where ηj , ζu are signs ±1 with the additional condition that ηj = 1 if j is even, the quaternions
α1, . . . , αs have positive real parts, and γ1, . . . , γq are positive real numbers.
The form (6.7), (6.8) is uniquely determined by the pair (G, Y ), up to a permutation of primitive
blocks, and up to replacements of some αk with similar quaternions.
Proof. Analogously to the proof of Theorem 6.2, we use the canonical form of Theorem 5.3 for
the pencil G + tGY . Since G is invertible, blocks of types (sss0), (sss1), (sss3) cannot appear. For
other types, we replace every primitive block A′ + tB ′ in (5.5), (5.6) with the pair (A′, (A′)−1B ′)
to obtain the corresponding blocks in the right hand sides of (6.7) and (6.8).
We will provide details for primitive blocks of types (sss4) and (sss5). Thus, let
A′ =
[
0 αFp + Gp
α¯Fp + Gp 0
]
, B ′ =
[
0 Fp
−Fp 0
]
,
where α ∈ H has positive real part. Then (cf. the proof of Theorem 17.1 in [15])
G := A′, Y := (A′)−1B ′ =
[−(α¯Fp + Gp)−1Fp 0
0 (αFp + Gp)−1Fp
]
.
Let U be any invertible matrix such that U(αFp + Gp)−1Fp = Jp(α−1)U . Then
SY =
[
Jp(α
−1) 0
0 −(Jp(α−1))∗
]
S, (S−1)∗G =
[
0 Ip
Ip 0
]
S,
where
S =
[
0 U
(U∗)−1(α¯Fp + Gp) 0
]
,
and we obtain a pair of blocks([
0 Ip
Ip 0
]
,
[
Jp(α
−1) 0
0 −(Jp(α−1))∗
])
,
as in (6.7), (6.8).
Consider now the primitive block (sss5). So we let
G = m(β), GY = m(im),
where β > 0 if m is odd, and Rβ = 0, β /= 0 if m is even.
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Suppose first that m is even. Without loss of generality we suppose β = wi, w ∈ R \ {0}.
We now use the well-known canonical form for the G-selfadjoint matrix βY over the complex
numbers (see, for example, Theorem 12.1 in [14] or Theorem 5.1.1 in [10]); it follows that
S∗GS = ±Fm, S−1YS = β−1Jm(a)
for some nonzero real number a, where S ∈ C is invertible. Let
q1 =
{√|w|−m if w < 0
j√w−m if w > 0
(√· is understood in the sense of the positive square root) and
qj = βj−1q1ij−1, j = 2, 3, . . . , m.
One verifies that
(diag(q∗1 , q∗2 , . . . , q∗m))Fm(diag(q1, q2, . . . , qm)) = Fm
and
(diag(q−11 , q
−1
2 , . . . , q
−1
m ))(β
−1Jm(a))(diag(q1, q2, . . . , qm)) = iJm(a|β|−1),
and furthermore (in case a < 0)
diag(−j, j, . . . ,−j, j)Fmdiag(j,−j, . . . , j,−j) = −Fm, (6.9)
diag(−j, j, . . . ,−j, j)(iJm(a|β|−1))diag(j,−j, . . . , j,−j) = iJm(−a|β|−1).
We obtain a pair of primitive blocks as in (6.7), (6.8).
The consideration of the case when m is odd is similar, by using again the canonical form of
the G-selfadjoint matrix iY . Note that the right hand side of (6.9) is replaced by Fm if m is odd.
Finally, the uniqueness statement in Theorem 6.3 follows from the corresponding uniqueness
statement in Theorem 5.3. 
7. Cancellation properties
In this section we consider two properties, which may be termed the cancellation properties,
that hold for many equivalence relations of pencils of matrices. The first cancellation property
asserts that if[
A + tB 0
0 A1 + tB1
]
and
[
A + tB 0
0 A2 + tB2
]
are equivalent, then so are A1 + tB1 and A2 + tB2. To set up a rather general precise formulation,
let F be one of R, C, H, and let φ : F → F be a continuous involutory antiautomorphism of F,
i.e., φ is a continuous one-to-one and onto map such that φ(a + b) = φ(a) + φ(b) and φ(ab) =
φ(b)φ(a) for all a, b ∈ F, and φ(φ(a)) = a for all a ∈ F. (In case F = R, φ is necessarily
trivial; in case F = C, φ is either trivial or the complex conjugation.) For a matrix A ∈ Fm×n, let
Aφ ∈ Hn×m be the matrix obtained by applying φ to every entry of AT.
Theorem 7.1. (a) Let A,B ∈ Fm×n, A1, B1, A2, B2 ∈ Fm′×n′ . If the matrix pencils[
A + tB 0
0 A1 + tB1
]
and
[
A + tB 0
0 A2 + tB2
]
are F-strictly equivalent, then A1 + tB1 and A2 + tB2
are F-strictly equivalent.
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(b) Fix η = ±1, τ = ±1. Let A,B ∈ Fm×m, A1, B1, A2, B2 ∈ Fm′×m′ be such that
Aφ = ηA, (A1)φ = ηA1, (A2)φ = ηA2, Bφ = τB, (B1)φ = τB1, (B2)φ = τB2.
Then, if the matrix pencils
[
A + tB 0
0 A1 + tB1
]
and
[
A + tB 0
0 A2 + tB2
]
are φ-congruent over F, i.e.,
Sφ
[
A + tB 0
0 A1 + tB1
]
S =
[
A + tB 0
0 A2 + tB2
]
for some invertible matrix S ∈ F(m+m′)×(m+m′), then A1 + tB1 and A2 + tB2 are φ-congruent
over F.
Proof. The proof of part (a) is immediate from the uniqueness property of the Kronecker form of
matrix pencils over F (Theorem 2.10 for the case F = H, and the well known Kronecker forms
over R and C). The proof of part (b) similarly follows from the canonical forms of pairs of
symmetric/skew-symmetric matrices with respect to φ: Theorems 3.1, 4.1, and 5.1 for the case of
F = H and φ the standard quaternionic conjugation, the forms presented in [19,20] for the case
of F = H and φ nonstandard, and the well known canonical forms in the real and complex cases,
see, e.g., [14,15]. 
We also formulate the second cancellation property:
Theorem 7.2. (a) LetA,B,A′, B ′ ∈ Fm×n. If thems × ns matrix pencils (A + tB)⊕s and (A′ +
tB ′)⊕s are F-strictly equivalent, then A + tB and A′ + tB ′ are F-strictly equivalent.
(b) Fix a continuous involutory antiautomorphism φ of F, and fix η = ±1, τ = ±1. Let
A,B,A′, B ′ ∈ Fm×m be such that
Aφ = ηA,A′φ = ηA′, Bφ = τB,B ′φ = τB ′.
Then, if the ms × ms matrix pencils (A + tB)⊕s and (A′ + tB ′)⊕s are φ-congruent over F, then
A + tB and A′ + tB ′ are φ-congruent over F.
The proof follows from the uniqueness of the Kronecker forms of matrix pencils over F (for
the part (a)), and from the uniqueness of the corresponding canonical forms of matrix pencils
A + tB which are symmetric and/or skewsymmetric with respect to φ as the case may be.
One has to use Theorem 7.2 for the real and complex cases in some proofs of the results for
quaternionic case. This will not cause circular reasoning because the real and complex cases of
this theorem depend on canonical forms for pairs of real and complex matrices that have been
established independently of quaternionic results.
8. Strict equivalence of pencils with respect to symmetries
Let F and φ be as in the preceding section, and fix η = ±1, τ = ±1. The following property
is easy to prove, and was observed already in Propositions 4.2 and 5.2 in two particular cases:
Proposition 8.1. Let A,B ∈ Fn×n. If the matrix pencil A + tB is F-strictly equivalent to a pencil
A′ + tB ′, where A′ = ηA′φ, B ′ = τB ′φ, then A + tB is F-strictly equivalent to ηAφ + tτBφ.
For the proof just note that if
A + tB = S(A′ + tB ′)T , S, T ∈ Fn×n invertible, A′ = ηA′φ, B ′ = τB ′φ,
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then
ηAφ + tτBφ = Tφ(ηA′φ + tτB ′φ)Sφ = Tφ(A′ + tB ′)Sφ = TφS−1(A + tB)T −1Sφ.
A natural question arises whether or not the two properties of A + tB in Proposition 8.1 are
actually equivalent. Two such instances are given in Propositions 4.2 and 5.2. However, in general
these two properties are not equivalent. A complete result is given in the next theorem.
Theorem 8.2. (a) Assume that one of the following six mutually exclusive conditions is satisfied:
(1) η = τ = 1, and either F = C or F = R;
(2) η = τ = 1, F = H, and φ is not the quaternionic conjugation;
(3) ητ = −1, and F = H;
(4) ητ = −1, F = C, and φ is the complex conjugation;
(5) η = τ = −1, F = C, and φ is the complex conjugation;
(6) η = τ = −1, F = H, and φ is the quaternionic conjugation.
Then the following two properties are equivalent for A,B ∈ Fn×n :
(α) A + tB is F-strictly equivalent to a pencil A′ + tB ′, where A′ = ηA′φ, B ′ = τB ′φ;
(β) A + tB is F-strictly equivalent to ηAφ + tτBφ.
(b) Assume that none of the six conditions are satisfied. Then there exist scalars A,B ∈ F such
that (β) holds but (α) does not.
Proof. We consider several situations separately.
Part 1. Assume that η = τ = 1 and if F = C, then φ is the trivial antiautomorphism; in other
words, Aφ = AT in the complex case. Then the Kronecker form of A + tB shows that A + tB is
F-strictly equivalent to Aφ + tBφ if and only if the left indices of A + tB coincide with the right
indices of A + tB (we use here the property of any continuous involutory antiautomorphism τ
of H that R(α) = R(τ (α)) and |V(α)| = |V(τ (α))| for every α ∈ H, see, e.g., [18,19] for more
details on nonstandard antiautomorphisms of H). On the other hand, consider the primitive blocks
of the Kronecker form of A + tB. The block Ik + tJk(0) is F-strictly equivalent to Fk + tGk =
(Fk)φ + t (Gk)φ . The block tI + J(α), where α ∈ F and we take α = φ(α) if F = H and φ is
a nonstandard involutory antiautomorphism, is F-strictly equivalent to
tF + (αF + G) = t (F)φ + (αF + G)φ,
except for the case when F = H, φ is the quaternionic conjugation, and α is nonreal. In the real
case, the block tI2m + J2m(a ± ib), where a, b ∈ R and b /= 0, is R-strictly equivalent to
tF2m + J2m(a ± ib)F2m = tF T2m + (J2m(a ± ib)F2m)T.
These considerations show that, under the hypotheses of Part 1, (α) and (β) are equivalent, except
possibly in the case when F = H and τ is the quaternionic conjugation. In the exceptional case, it
is easy to find examples when (β) holds but (α) does not: Take α ∈ H \ R. Then the 1 × 1 matrix
pencil t + α is H-strictly equivalent to t + α¯ but is not H-strictly equivalent to any pencil tγ1 + γ2
with γ1, γ2 real.
Part 2. Assume η = τ = 1, F = C, and φ is the complex conjugation. Then the complex
Kronecker form of A + tB shows that A + tB is C-strictly equivalent to A∗ + tB∗ if and only
if the left indices of A + tB coincide with the right indices of A + tB and for every nonreal
L. Rodman / Linear Algebra and its Applications 429 (2008) 981–1019 1017
complex eigenvalue α of A + tB, the conjugate α¯ is also an eigenvalue of A + tB, and the
indices of α coincide with the indices of α¯. On the other hand, if this condition is satisfied, then
is easy to see, by considering primitive blocks in the Kronecker form of A + tB, that A + tB
is C-strictly equivalent to A′ + tB ′, where A′, B ′ ∈ Cn×n are hermitian matrices. Indeed, the
block Ik + tJk(0) is C-strictly equivalent toFk + tGk = F ∗k + tG∗k , the block tI + J(α), where
α ∈ R, is C-strictly equivalent to
tF + (αF + G) = t (F)∗ + (αF + G)∗,
and the direct sum of two blocks[
tI + J(α) 0
0 tI + J(α¯)
]
, α ∈ C \ R,
is C-strictly equivalent to[
0 tF + J(α)F
tF + J(α¯)F 0
]
=
[
0 tF + J(α)F
tF + J(α¯)F 0
]∗
.
Thus, under the hypotheses of Part 2, the conditions (α) and (β) are equivalent.
Part 3. Assume ητ = −1. Without loss of generality, we may suppose that η = 1, τ = −1 (the
other case η = −1, τ = 1 is reduced to the case under consideration by simply interchanging the
roles of A and B). If F = H and φ is the quaternionic conjugation, by Proposition 5.2 (α) and (β)
are equivalent. If F = H and φ is a nonstandard involutory antiautomorphism, then an argument
analogous to the proof of Proposition 5.2 (see also [20, Lemma 7.1]) shows that (α) and (β) are
equivalent in this case as well.
Next, suppose that F is either the real or the complex field, and φ is trivial. Then for the 1 × 1
pencil 0 + t · 1 we clearly have that (β) holds but 0 + t · 1 is not F-strictly equivalent to any pencil
A′ + tB ′ with A′ = (A′)T, B ′ = −(B ′)T (because any such B ′ must be zero). So in this case (α)
and (β) are not equivalent.
Finally, let F be the complex field and φ the complex conjugation. Suppose that (β) holds for
some matrix pencil A + tB with complex matrices A and B, i.e., A + tB = S(A∗ − tB∗)T for
some invertible S, T ∈ Cn×n. Then A + t (iB) = S(A∗ + t (iB)∗)T , and by the result of Part 2
A + t (iB) is C-strictly equivalent to a complex pencilA′ + tB ′ such thatA′ = (A′)∗,B ′ = (B ′)∗:
A + t (iB) = S′(A′ + tB ′)T ′, S′, T ′ ∈ Cn×n are invertible.
Then
A + tB = S′(A′ + t (i−1B ′))T ′,
and i−1B ′ is skew-hermitian. Thus, in this case (α) and (β) are equivalent.
Part 4. Assume η = τ = −1. If F = H and φ is the quaternionic conjugation, by Proposition
4.2 (α) and (β) are equivalent. Next, suppose F = H and φ is nonstandard. Then there exist
q1, q2, q3 ∈ H such that
q21 = q22 = q23 = −1, q1q2 = −q2q1 = q3, q2q3 = −q3q2 = q1, q3q1 = −q1q3 = q2
and
τ(a0 + a1q1 + a2q2 + a3q3) = a0 + a1q1 + a2q2 − a3q3, a0, a1, a2, a3 ∈ R.
(For this and other elementary properties of nonstandard involutory antiautomorphisms of H see,
for example, [18,19].) Let A + tB = q1 + tq2. Then A + tB is clearly H-strictly equivalent to
−Aφ − tBφ = −q1 − tq2, but one checks easily that A + tB is not H-strictly equivalent to any
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1 × 1 pencil of the form aq3 + t (bq3), where a, b ∈ R. Thus, in this case (α) is not equivalent to
(β). Now suppose F is either the real or the complex field and φ is the trivial antiautomorphism.
Then again (α) is not equivalent to (β) as the scalar example 1 + t · 1 shows. Finally, if F = C
and φ is the complex conjugation, then (α) and (β) are equivalent, as can be verified by reduction
to the case η = τ = 1 (just replace A and B by iA and iB, respectively).
The result of Theorem 8.2 now follows by taking account of the cases presented above. 
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