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Zusammenfassung
Die hohe Komplexität der Nervensysteme höherer Spezies, wie den Säugetie-
ren, stellt die Wissenschaft bei deren Erforschung vor besondere Herausforde-
rungen. Die Fokussierungen auf einzelne Teilaspekte liefern eine Vielzahl von
Daten unterschiedlicher Modalitäten und Skalierungen. Dies sind z.B. topogra-
sche und funktionelle Denitionen von Neuronenpopulationen, deren neuro-
physiologische und molekularbiologische Charakterisierung, neuronale Verbin-
dungen auf unterschiedlichen Skalenebenen und Atlas- bzw. Bilddaten unter-
schiedlicher Auösung. Mit dieser Arbeit wird ein neues Werkzeug vorgestellt,
mit dem es möglich ist, neuronale Verbindungsdaten, regionspezische Daten,
Bilddaten und räumliche Informationen unterschiedlicher Quellen und Spezi-
es in einem System zu integrieren und auszuwerten. Das mit Java erstellte
Programm neuroVIISAS ist unter Windows, Linux und Mac OS verwendbar
und bietet viele Methoden zur Visualisierung, Filterung und Analyse von Da-
ten. Neuronenpopulationen können hierarchisch gegliedert und deren Bild- und
Konturdaten in 2D und 3D visualisiert werden. Verbindungsdaten können auf
unterschiedlichen Ebenen ausgewählt, geltert, visualisiert und graphentheo-
retisch ausgewertet werden. Darüber hinaus ist es möglich, die gesammelten
Informationen für eine populationsbasierte neuronale Simulation mit der Si-
mulationssoftware NEST zu verwenden.
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Kapitel 1
Einleitung
Unterschiedlichste strukturelle und funktionelle Eigenschaften von Nervensys-
temen (NS) werden weltweit in der biomedizinischen Forschung und den Na-
turwissenschaften untersucht. Alivisatos et al. schreiben dazu Understanding
how the brain works is arguably one of the greatest scientic challenges of our
time. [1]. Ein Schwerpunkt dabei ist das Verstehen der neuronalen Verarbei-
tungsprozesse (Informationsverarbeitung, Biosignalverarbeitung). Neben der
medizinischen Forschung, wo das Verständnis der normalen Funktion des NS
zur Entwicklung von Therapien bei dessen Erkrankungen beitragen kann, be-
steht auch ein Interesse daran, die Dynamik der Informationsverarbeitung zu
verstehen, um sie für technische Zwecke nachbilden zu können [27]. Die Kom-
plexität des NS stellt die neurowissenschaftliche Forschung dabei schon allein
vor quantitative Herausforderungen [20]. Das Gehirn einer erwachsenen Labor-
ratte enthält z.B. ungefähr 200 Millionen Neurone [15]. Beim Menschen sind
es etwa 100 Milliarden [14]. Die Anzahl der Synapsen, die die Neurone mitein-
ander verbinden, beträgt jeweils ein Vielfaches davon. Berücksichtigt man die
räumlich-zeitliche Plastizität der Synapsen und die Dynamik des neuronalen
Zellumsatzes neuroregenerativer Zonen, so betrachtet man ein hochkomplexes
nicht-statisches System. Um sich dem Problem der Komplexität zu nähern und
Teilprobleme zu lösen, gibt es unterschiedliche Herangehensweisen. Ein Ansatz
ist herauszunden, wie die Signalverarbeitung der einzelnen Neurone funktio-
niert, um sie mit Hilfe mathematischer Neuronenmodelle zu beschreiben [18].
Mit Hilfe dieser Modelle können dann einzelne Neurone oder Netzwerke von
Neuronen simuliert werden [11]. Ein Problem dabei ist aber, dass die exakte
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2Verschaltung aller Neurone nur für kleine Systeme, wie dem NS des Faden-
wurms (C. elegans) mit 302 Nervenzellen, bekannt ist [45]. Ein Verfahren, das
zur Detektion von einzelnen synaptischen Verbindungen angewendet wird, ist
die serial block face scanning electron microscopy (SBFSEM) [34], [26].
Ein anderer Ansatz fasst Neurone mit ähnlichen Eigenschaften zu Grup-
pen zusammen, die als Kerngebiete oder Hirnregionen bezeichnet werden. Die-
se Gruppierungen können auf unterschiedlichen Eigenschaften (z.B. räumlich,
funktionell, strukturell) basieren und auf unterschiedlichen Skalenebenen lie-
gen (Mikro-, Meso-, Makroskala). Die gebündelten neuronalen Verbindungen
zwischen den Regionen können dann z.B. mit Tract-Tracing-Untersuchungen
nachgewiesen werden. Man abstrahiert in diesem Ansatz von einzelnen Neuro-
nen und Synapsen und generiert ein Netzwerk von Regionen und Regionverbin-
dungen. Auf diesen Netzwerken können höhere Funktionen untersucht werden,
wie zum Beispiel das Sehen oder, bei Einbeziehung des peripheren NS, der In-
formationsuss von Gelenk- oder Hautrezeptoren in das Zentralnervensystem
(ZNS).
1.1 Existierende Projekte
Es gibt verschiedene Groÿprojekte, wie das Human Brain Project (https://
www.humanbrainproject.eu) oder die Brain Research through Advancing In-
novative Neurotechnologies (BRAIN) Initiative (http://braininitiative.
nih.gov), die sich zum Ziel gesetzt haben die Funktionsweise von Nerven-
systemen zu verstehen. Um die dafür relevanten Daten sammeln, auswerten
und visualisieren zu können, werden spezielle benötigt. Das in dieser Arbeit
vorzustellende Projekt ist ein solches Werkzeug, das spezies- und plattformu-
nabhängig in einem einzigen System eine Vielzahl von Funktionen vereint, wie
sie teilweise in den im Folgenden aufgeführten Systemen verfügbar sind.
Das Brain Architecture Management System BAMS (http://brancusi.
usc.edu) von Michail Bota [5] stellt eine neuroanatomische Ontologie über
ein Webinterface zur Verfügung. Die Ontologie besteht aus einer Hierarchie
von Strukturen wie Hirnregionen oder Zellen und Beziehungen zwischen die-
sen, wie zum Beispiel neuronalen Verbindungen zwischen den Hirnregionen.
Auf der Webseite können Regionen, Verbindungen oder Zellen gesucht, und
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für eine Auswahl von Regionen eine Verbindungsmatrix anzeigen zu lassen.
Das BrainInfo Projekt (http://braininfo.rprc.washington.edu) ent-
hält eine Datenbank mit Hirnregionen, die Informationen über Synonyme,
Zellen und Genexpressionen zur Verfügung stellt. Darüber hinaus gibt es auch
auch Hirnatlanten vom Makaken, die mit Hilfe eines Viewers online in 2D oder
3D angezeigt werden können.
Der Allen Brain Atlas (http://www.brain-map.org) des Allen Institute
stellt Hirnatlanten der Maus zur Verfügung, mit dem Schwerpunkt auf Gen-
expressionen im ZNS. Darüber hinaus gibt es für die Maus Verbindungsinfor-
mationen, bei denen zu einzelnen Tracing-Experimenten die Schnittbildserien
mit den Ergebnissen verfügbar sind [29].
Der Scalable Brain Atlas (http://scalablebrainatlas.incf.org) enthält
Atlanten von Makaken, Mäusen, Ratten, Menschen, Seidenae und Opossum,
die mit einem Viewer online eingesehen werden können [3].
Die Brain Connectivity Toolbox (https://sites.google.com/site/
bctnet/Home) ist eine Sammlung von Matlab-Funktionen, die bei der Analyse
von neuronalen Netzwerken auf Populationsebene hilfreich sein können [33].
Das Programm Cytoscape (http://www.cytoscape.org) ist eine Software-
plattform zur Visualisierung komplexer Netzwerke [38]. Diese können neben
den Knoten und Kanten auch zusätzliche Daten wie Genexpressionen enthal-
ten. Das ursprünglich für biologische Netzwerke entwickelte Programm ermög-
licht neben der Visualisierung der Netzwerke auch deren Analyse. So gibt es
zum Beispiel eine Clustersuche, die besonders stark verbundene Teilnetze, so-
genannte Cluster, identiziert.
Die GraphenvisualisierungsplattformGephi (http://gephi.github.io) ist
ein Werkzeug zur interaktiven Visualisierung und Analyse von Netzwerken [4].
Es kann Netzwerkparameter berechnen, Cluster detektieren und Zufallsnetz-
werke generieren.
In [39] wird das Programm neuroMap beschrieben, das für die Visualisie-
rung des Nervensystems der Fruchtiege entwickelt wird. Der Schwerpunkt von
neuroMap liegt dabei auf einer interaktiven Darstellung von Netzwerken von
Neuronen.
Zu Beginn dieser Arbeit war es mit den verfügbaren Softwaresystemen nicht
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unterschiedlichen Skalenebenen so zu integrieren, dass die Daten innerhalb
einer einzigen Analyseumgebung ausgewertet, visualisiert und für Simulationen
und Modellbildungen genutzt werden können.
1.2 Zielsetzung
Olaf Sporns Satz We cannot fully understand brain function unless we ap-
proach the brain on multiple scales, by identifying the networks that bind cells
into coherent populations, organize cell groups into functional brain regions, in-
tegrate regions into systems, and link brain and body in a complete organism.,
aus dem Buch Networks of the Brain [41] beschreibt sehr gut die Motivation
dieser Arbeit. Es soll ein plattformunabhängiges Werkzeug entwickelt werden,
mit dem es möglich ist, die unterschiedlichen Daten, die zum Verständnis der
Funktion eines Gehirns beitragen können, zusammenzuführen und zu analy-
siert. Den Ausgangspunkt bilden dabei die Verbindungen im Nervensystem
auf verschiedenen Skalenebenen. Verfügbare Informationen zu diesen Verbin-
dungen sollen zusammen mit anderen Daten, die mit diesen in Zusammenhang
stehen, in dem System integriert werden. Dazu gehören unter anderem auch In-
formationen über die verbundenen Neurone, beziehungsweise Neuronenpopula-
tionen. Die Verschiedenartigkeit der zu integrierenden Daten stellt dabei eine
besondere Herausforderung dar. Existierende Analyse- und Visualisierungs-
methoden sollen in das System implementiert und wenn nötig angepasst oder
erweitert werden. Die gesammelten Daten und Analyseergebnisse sollen ex-
portierbar sein, um diese auch externen, noch nicht implementierten Analyse-
oder Visualisierungswerkzeugen zugänglich zu machen. Darüber hinaus sollen
sie auch für externe Systeme zur Modellbildung und Simulation bereitgestellt
werden, so dass Untersuchungen von dynamischen Eigenschaften des NS mög-
lich sind. Ein neuer Aspekt besteht darin, dass das zu modellierende neuronale
System in eine natürliche anatomische Modellumgebung integriert werden soll.
Dieser intuitive Ansatz erlaubt die Berücksichtigung von externen Einüssen
auf das zu betrachtende System.
Kapitel 2
Material und Methode
Um die geforderte Plattformunabhängigkeit des zu entwickelnden Programms
zu gewährleisten, wurde die Programmiersprache Java von Sun Microsystems
(2010 von Oracle übernommen) gewählt. In Java geschriebene Programme wer-
den in einer virtuellen Maschine, der JVM, ausgeführt. Diese bildet zusammen
mit den Standardbibliotheken die Java Laufzeitumgebung (JRE), die es für
die Systeme Linux, Mac OS, Solaris und Windows gibt. Java-Programme, die
ohne externe plattformspezische Bibliotheken auskommen, lassen sich unter
allen Systemen ausführen, für die es die Java Laufzeitumgebung (JRE) gibt.
Als integrierte Entwicklungsumgebung (IDE) kam Eclipse zur Anwendung. Es
wurden folgende externe Java-Bibliotheken eingebunden:
 InfoNode Docking Windows,
 Yusuke Kamiyamanes Fugue Icons,
 Michael Thomas Flanagans Java Scientic Library,
 Cern Colt,
 yFiles,
 JavaHelp,
 Thomas Abeels EpsGraphics und
 Apache PDFBox.
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terne plattformspezische Bibliotheken verwendet, die für das jeweilige Be-
triebssystem kompiliert und dem Programm beigefügt wurden. Für die 3D-
Rekonstruktion und 3D-Visualisierung wurde das Visualization Toolkit (VTK)
verwendet und zum Önen von Virtuellen Schnitten, die Bibliotheken von
OpenSlide. Die OpenSlide-Bibliotheken sind bisher noch nicht für die Mac OS-
Version kompiliert. Zum Erstellen eines Installers für Windows wurde das Pro-
gramm Inno Setup (http://www.jrsoftware.org/isinfo.php) verwendet.
2.1 Auswahl der vorliegenden Daten
Der Groÿteil der in dieser Arbeit verwendeten Daten wurde im Institut für
Anatomie Rostock generiert und stammt von der Laborratte. Dieses Säugetier
wurde gewählt, da von diesem die meisten Verbindungsdaten vorliegen. Die
Gesamtheit der bekannten neuronalen Verbindungen in einem Nervensystem
wird als Konnektom bezeichnet, ein Begri, der 2005 von Hagmann [13] und
Sporns et. al. [42] eingeführt wurde. Die Wahl der Laborratte bedeutet kei-
ne Einschränkung auf diese Spezies. Der generische Ansatz erlaubt auch die
Verwendung von Daten anderer Spezies, wie zum Beispiel Konnektome der hu-
manen UCLA Multimodal Connectivity Database, von CoCoMac (Makaken),
dem Allen Institute (Maus) oder dem Open Connectome Project (diverse Spe-
zies).
Den Ausgangspunkt der Daten bilden Regionen oder Gebiete, wie sie z.B. in
den Atlanten von Swanson [43] und Paxinos [31] beschrieben werden. Dies sind
räumlich begrenzte Neuronenpopulationen mit charakteristischen strukturel-
len oder funktionellen Eigenschaften. Je nach Auswahl können diese Regionen
eine räumliche Partitionierung des Nervensystems in disjunkte Teilgebiete oder
aber auch eine Hierarchie von ineinander verschachtelten Regionen bilden, wo-
bei die Gebiete verschiedener Zweige der Hierarchie disjunkt sind. Die Gesamt-
heit aller in den Publikationen beschriebenen Regionen lässt sich aber nicht in
einer einzigen solchen Hierarchie widerspruchsfrei abbilden. Die Ursache ist,
dass es verschiedene Kriterien gibt, nach denen die Gebiete deniert werden
und die zu verschiedenen Partitionierungen und Hierarchien führen können.
Viele Regionen haben mehrere unterschiedliche Bezeichnungen und auch die
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zum Beispiel auch als Amygdalar complex, Amygdaloid complex, Amygdaloid
corpus oder Corpus amypdaloideum bezeichnet und verwendete Abkürzun-
gen sind unter anderem AC, AMY oder Am. Eine Eigenschaft des Gehirns
der meisten höheren Organismen ist die symmetrische Aufteilung in eine lin-
ke und eine rechte Hemisphäre. Die Regionen der linken Hemisphäre nden
sich spiegelbildlich ebenso in der Rechten. In Publikationen (z.B. Atlas von
Swanson [43]) wird ein Gebiet mitunter nur in einer Hemisphäre beschrieben
und impliziert, dass es in der anderen spiegelsymmetrisch mit analogen Ei-
genschaften existiert. Da die linken und rechten Ausprägungen aber zum Teil
räumlich getrennte Regionen sind, werden sie im Folgenden auch als verschie-
dene Strukturen betrachtet. Dies hat den Vorteil, dass auch Nervensysteme
mit strukturellen oder funktionellen Lateralitäten betrachtet werden können.
Auch Regionen, die in der sagittalen Medianebene und damit in beiden Hemi-
sphären liegen und für die ipsi- und kontralaterale Verbindungen beschrieben
wurden, wie das periaquäduktale Grau oder der mediane Raphe Kern, kön-
nen in einen linken und einen rechten Teil gegliedert werden. Zu den Gebieten
gibt es teilweise räumliche Informationen, wie z.B. die Atlanten von Swanson
[43] und Paxinos [31], wo Regionen innerhalb einer, mit einem stereotakti-
schen Koordinatensystem versehenen, histologischen Schnittbildserie kartiert
sind. Eine vollständige Ratte in Form von segmentierten Schnittbildern wird
in A high-resolution anatomical rat atlas [2] vorgestellt. Die dazu verfügbaren
Daten sollen in das zu entwickelnde System integriert werden können, um sie
für Visualisierungen unterschiedlicher Dimensionalität verwenden zu können
und sie mit den Konnektomdaten zu fusionieren.
Darüber hinaus gibt es auch weitere Daten, wie zum Beispiel Informationen
über Neuronentypen und deren neurophysiologische Parameter oder topogra-
sche und funktionelle Denitionen von Regionen, die in Textform in Daten-
banken wie BrainInfo, NeuroElectro und NeuroLex oder Büchern wie die Desk
reference for neuroscience [23] verfügbar sind.
Tract-Tracing Studien liefern Daten über die neuronalen Verbindungen zwi-
schen den Hirnregionen. In Metastudien können diese Verbindungsdaten aus
zahlreichen Publikationen zusammengetragen und in Tabellen überführt wer-
den, die dann maschinell verarbeitbar sind. Dabei müssen Ausgangs- und Ziel-
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nen verfügbar, wie zum Beispiel die Stärke der Verbindung, die Tracersubstanz
oder die Tracertransportrichtung (anterograd oder retrograd). Darüber hinaus
gibt es auch Verbindungen, die als axonale Kolateralen oder polysynaptische
Pfade beschrieben werden. In den Studien werden entweder bereits in ande-
ren Publikationen verwendete Regionenbezeichnungen für die Ursprungs- und
Zielgebiete übernommen oder aber auch neue Gebiete deniert, wie zum Bei-
spiel Rostrocaudal column in the dorso intermediate region of the pons [6]. Die
eindeutige Zuordnung zu einem bestehenden Datensatz ist dabei nicht immer
einfach und bedarf neuroanatomischen Fachwissens. Das Auswerten der Tract-
Tracing Studien und Erstellen der Hierarchie der Hirnregionen wurde und wird
aktuell auch weiterhin von Prof. Dr. Oliver Schmitt, Mitarbeitern und einem
Team von Doktoranden und Studenten der Universität Rostock übernommen.
Bilddaten zu Gehirnen gibt es in Form von Schnittbildserien, die aus unter-
schiedlichen Quellen stammen, wie zum Beispiel MRT, CT oder histologische
Schnitte. Je nach Verfahren sind unterschiedliche maximale Auösungen und
daraus resultierende Analysen möglich. So erlauben hoch aufgelöste histologi-
sche Schnittbildserien beispielsweise die Erkennung und Klassikation einzel-
ner Zellen. Die Bilddaten können in unterschiedlichen Formaten vorliegen, wie
zum Beispiel Serien von Einzelbildern (JPG, TIF, PNG,..), virtuelle Schnitte
(Mirax MRXS, Leica SCN,..) oder mehrdimensionale Bilddaten (NIfTI-1, DI-
COM, MINC 2.0,..). Für einen Import dieser Formate können in vielen Fällen
existierende freie Bibliotheken verwendet werden.
Kapitel 3
Ergebnisse
Im Rahmen dieser Arbeit wurde das Programm neuroVIISAS (neuro Visuali-
zation, Imagemapping, Information System for Analysis and Simulation) ent-
wickelt, das die Integration und Analyse von Daten von Nervensystemen bereit-
stellt. In der aktuellen Version 0.336 (Stand 20.04.2015) umfasst der Quellcode
über 150000 Codezeilen in 585 Dateien. Das Programm wurde unter Windows
XP, Windows 7 (32bit und 64bit), Suse Linux in verschiedenen Versionen und
Mac OS X getestet. Es bendet sich aktuell im praktischen Einsatz im In-
stitut für Anatomie der Universität Rostock. Im Folgenden werden zentrale
funktionelle Eigenschaften von neuroVIISAS beschrieben.
3.1 Multiligualität
Um eine globale Verwendung von neuroVIISAS zu erleichtern, wurde das Pro-
gramm multilingual konzipiert. Bisher stehen eine deutsche und eine anglo-
amerikanische Version zur Verfügung. Das Hinzufügen neuer Sprachen ist ohne
Programmcodeänderungen möglich. Jeder Nutzer kann durch das Übersetzen
der XML-Datei mit den englischen Texten eine neue XML-Sprachendatei er-
stellen und durch deren Platzieren im Language-Unterverzeichnis von neuro-
VIISAS diese verfügbar machen. Die umfangreiche Hilfefunktion liegt bisher
nur als angloamerikanische Version vor.
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3.2 Referenzierung der Daten
Um die Quellen der Daten, die mit neuroVIISAS zusammengetragen werden,
zu dokumentieren, ist es an vielen Stellen möglich eine Quellangabe zu ma-
chen. Dazu wird eine BibTeX-Datei verwendet, auf deren Einträge man über
den BibTeX-Schlüssel in neuroVIISAS verweisen kann. Bei der Erstellung der
BibTeX-Datei hat sich das Programm JabRef als hilfreich erwiesen. Mit jedem
BibTeX-Schlüssel kann in neuroVIISAS ein Link auf eine Webseite verknüpft
werden und ein relativer Pfad zu einem Dokument innerhalb eines festgelegten
Dokumentenverzeichnis. Dadurch ist ein direkter Zugri auf die Quellinforma-
tionen möglich. Die BibTeX-Datei und das Dokumentenverzeichnis können für
jedes Projekt einzeln gewählt werden.
3.3 Datenintegration
Das Programm neuroVIISAS bietet die Möglichkeit Projekte anzulegen, in
denen die verschiedenen Daten zusammengeführt und abgespeichert werden.
Innerhalb eines Projekts können Regionen angelegt, die jeweils durch mehrere
Namen und Abkürzungen beschreibbar sind. Jeder Name einer anatomischen
Struktur und jede Abkürzung kann mit einer Quellangabe verknüpft werden.
Ein denierter primärer Name dient dabei der eindeutigen Identizierung und
sollte nicht doppelt verwendet werden. Regionen können einer Hemisphäre
(linke oder rechte) zugeordnet werden. Zusätzlich ist es möglich den Regio-
nen weitere Informationen in Form von Tabellen zuzuordnen. In den Tabellen
können Textinformationen, Literaturverweise, Links, Dokumente oder Bilder
(als verlinkte Dateien) eingetragen werden. Die Regionen können hierarchisch
unter einem Wurzelknoten angeordnet werden und es ist möglich, neben der
Basishierarchie, die alle angelegten Regionen enthält, auch Hierarchievarian-
ten zu erstellen, in denen die Regionen anders angeordnet oder auch entfernt
werden können. Alle Analysen können dann auf einer gewählten Hierarchieva-
riante durchgeführt werden. Wird nur eine Liste von Regionen ohne Hierar-
chiestruktur untersucht, so ist es möglich diese direkt unter dem obligatorisch
existierenden Wurzelknoten einzufügen.
Um die Regionen mit räumlichen Daten zu verbinden, lässt sich ein Projekt
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Abbildung 3.1: Orthogonale Ansichten einer Schnittbildserie in neuroVIISAS
mit einer Schnittbildserie verknüpfen, die als Menge von Einzelbildern vorlie-
gen muss. Zulässige Bildformate sind dabei TIF, PNG, BMP, JPG und GIF.
Es ist möglich in neuroVIISAS zu einer importierten Schnittbildserie die or-
thogonalen Schnittbildserien in horizontaler und vertikaler Richtung berechnen
zu lassen. Diese drei Ansichten können dann zusammen in einer gemeinsamen
Ansicht (Abbildung 3.1) angezeigt werden, wobei die drei Ansichten gekoppelt
sind und ein Rechtsklick in einem Bild zu den entsprechenden Schnittbildern
in den anderen beiden Ansichten springt.
Auf einer Schnittbildserie können Koordinatenachsen deniert werden, wo-
bei pro Richtung auch die Denition mehrerer verschiedener Achsen möglich
ist. Dazu müssen für eine Koordinatenachse entweder mindestens zwei Punkte
mit zugehörigen Koordinaten angeben werden oder ein Punkt und die Pi-
xeldimension in dieser Richtung. Im ersten Fall ist es so möglich, stückweise
unterschiedliche Pixeldimensionen zu denieren. Das ist insbesondere für die
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Richtung senkrecht zu den Schnittbildern wichtig, da dadurch auch Schnitt-
bildserien mit nicht konstanten Schnittdicken oder Schnittabständen korrekt
abgebildet werden können. Innerhalb der 2D- und 3D-Visualisierungen ist es
möglich, die darzustellenden Koordinatenachsen auszuwählen und die Koordi-
naten des Mauszeigers bezüglich einer Auswahl von Achsen anzeigen zu lassen.
Man kann darüber hinaus innerhalb der Schnittbildserie zu einer gesuchten
Koordinate springen und diese mit einem Kreis markieren lassen.
Innerhalb einzelner Schnittbilder ist es möglich einer Region eine Fläche
zuzuordnen, die das Innere der Region darstellt. Diese Fläche muss nicht zu-
sammenhängend sein und darf auch Löcher enthalten. Realisiert wird das durch
geschlossene Polygonzüge (eine Folge zusammenhängender Geraden), die die
Ränder der Region denieren. Polygonzüge innerhalb eines äuÿeren Polygon-
zuges werden als Löcher betrachtet. Es ist auch möglich innerhalb von Löchern
Polygonzüge zu denieren, die dann wieder das Äuÿere der Region darstellen.
Die Konturen der Regionen können entweder manuell in neuroVIISAS in die
Schnittbilder eingezeichnet oder importiert werden. Ein Editor ermöglicht die
Bearbeitung der Konturen, wobei Endpunkte von Kanten entfernt, hinzugefügt
und verschoben werden können. Zusätzlich ist es auch möglich einen ganzen
Polygonzug zu rotieren, zu verschieben oder zu skaliert. Zu importierende Kon-
turen müssen entweder als segmentierte Bilder vorliegen oder in einer einfachen
XML-Datei, in der die Polygonzüge in der Form
<Object1>
<X>1</X>
<Y>1</Y>
</Object1>
beschrieben sind. Der Name Object1 ist dabei die Identizierung (ID) eines
geschlossenen Polygonzuges. Jeder Punkt des Polygonzuges, in der Reihenfol-
ge wie sie durchlaufen werden, wird mit einem solchen XML-Block dargestellt.
Nach dem Import müssen die Polygonzüge dann einer Region zugeordnet wer-
den, wofür ein Dialog zur Verfügung steht. Sind in einem Schnittbild zu ei-
ner Region Konturdaten vorhanden, so ist es möglich, durch einen Klick in
das Schnittbild, zu deren Position in der Baumdarstellung der Hierarchie zu
springen. Dort ist jeder Region eine Auswahlbox zugeordnet, über die festge-
legt werden kann, ob die Konturen dieser Region innerhalb der Schnittbilder
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sichtbar sein sollen. Dadurch kann eine beliebige Auswahl von Regionen für
die Visualisierung zusammengestellt werden. Optional können die Konturen
gefüllt und teilweise transparent dargestellt werden, um so zum Beispiel die
Gebiete innerhalb von histologischen Schnitten einzufärben.
Die neuronalen Verbindungen zwischen Regionen sind in neuroVIISAS im-
mer gerichtete Verbindungen von einer Ausgangs- zu einer Zielregion. Sie kön-
nen manuell angelegt oder in Form von Tabellen im CSV-Format importiert
werden. Eine Verbindung enthält immer mindestens die Ausgangs- und Zielre-
gion. Darüber hinaus können noch beliebige weitere Informationen in Textform
angegeben sein. Einige häug vorkommende Kategorien sind fest implemen-
tiert, wie zum Beispiel die Referenz auf die Publikation in der die Verbindung
beschrieben wurde. Diese ist wichtig, um nachvollziehen zu können, woher die
Informationen stammen. Zusätzlich ermöglicht die Angabe der Referenz auch
zu analysieren, wie viele verschiedene Publikationen eine bestimmte Verbin-
dung beschrieben haben. Ist die Publikation unbekannt, dann kann hier der
Eintrag unknowm als Referenz verwendet werden, welche sich später bei einer
Analyse gezielt herausltern und zum Beispiel ausschlieÿen lässt. Darüber hin-
aus kann die Stärke der Verbindung in Form von semiquantitativen Gewichten
angegeben werden, für die die folgende Werte zur Verfügung stehen:
 unknown
 bers of passage
 not clear
 exists
 not present
 very light
 light/sparse
 light/moderate
 moderate/dense
 moderate/strong
 strong
 very strong
Diese Denition der Gewichte basiert auf den verwendeten Gewichtsbeschrei-
bungen in den bisher ausgewerteten Publikationen. Der Wert not present be-
schreibt dabei, dass eine Verbindung explizit nicht existiert. Diese Information
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dient der Unterscheidung von nicht untersuchten und nicht existenten Ver-
bindungen. Wird eine Verbindung in mehreren Experimenten untersucht, so
können deren Ergebnisse separat in neuroVIISAS eingetragen werden. Da-
durch ist es möglich, dass zu einer Verbindung unterschiedliche und auch wi-
dersprüchliche Informationen existieren. So gibt es unter anderem Fälle, wo
Verbindungen in einer Publikation als existent und in einer anderen als nicht
existent beschrieben werden. Diese Unterschiede und Widersprüche innerhalb
der Verbindungsinformationen können in neuroVIISAS festgestellt, visualisiert
und derart geltert werden, dass nur besonders zuverlässige Verbindungen für
weiteren Analysen ausgewählt werden.
Für dem Import von Verbindungen über eine CSV-Datei, muss diese so auf-
gebaut sein, dass jede Zeile eine Verbindungsbeschreibung enthält. Der Nutzer
kann ein Trennzeichen für die Spalten wählen, wobei das Tabulatorzeichen,
das Leerzeichen, der Punkt, das Komma, der Doppelpunkt oder das Semiko-
lon zur Verfügung stehen. Es kann weiterhin angegeben werden, ob die Tabelle
eine Tabellenkopfzeile enthält, die beim Import übersprungen werden soll. Im
nächsten Schritt müssen die Spalten einzelnen Rubriken zugeordnet werden,
wobei mindestens die Spalten der Quellregion, der Zielregion und der Latera-
lität angegeben werden müssen. Die Regionen werden dabei über ihre primäre
Abkürzung identiziert, die keine Seiteninformationen enthalten. Die Latera-
lität gibt dann an, welcher Hemisphäre die Quell- und Zielregionen der Ver-
bindung angehören, um sie eindeutig einer Region in neuroVIISAS zuordnen
zu können. Die folgenden Einträge sind dabei möglich:
 IPSI - Die Verbindung läuft von Links nach Links und von Rechts nach
Rechts.
 CONTRA - Die Verbindung läuft von Links nach Rechts und von
Rechts nach Links.
 IPSICONTRA - Es werden alle Verbindungen der Fälle IPSI und
CONTRA angelegt.
 Sonst wird eine Kombination aus zwei der Buchstaben L, R und U
eingetragen, wobei L für Links, R für Rechts und U für eine unpaare
Struktur steht und der erste Buchstabe für die Quellregion und der zweite
für die Zielregion der Verbindung steht.
In den ersten beiden Fällen werden also jeweils zwei Verbindung angelegt und
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Abbildung 3.2: Ausschnitt aus den Statistiken eines aktuellen Konnektompro-
jektes zur Laborratte
im dritten Fall vier. Die letzte Option ist dann wichtig, wenn Verbindungen
nicht in beiden Hemisphären identisch existieren oder Verbindungen zu un-
paaren Strukturen, wie zum Beispiel Bauchorganen, angelegt werden sollen.
Weitere Spalten mit Rubriken sind optional, wobei für jede Spalte entweder
eine der fest implementierten Rubriken gewählt oder eine neue Rubrik erstellt
werden kann. Bei einer neuen Rubrik muss ein Rubrikname angegeben werden,
der, wenn vorhanden, aus dem zugehörigen Tabellenkopfeintrag übernommen
oder manuell eingetragen werden kann. So ist es im Rahmen von Metastudien
mit mehreren beteiligten Personen möglicherweise sinnvoll, zu speichern, wer
die importierten Daten zusammengetragen hat. Es ist auch möglich Spalten
vom Import auszuschlieÿen, wenn deren Daten nicht benötigt werden.
Um einen Überblick über die in einem Projekt gesammelten Regionen- und
Verbindungsdaten zu bekommen, gibt es ein Fenster mit grundlegenden Pro-
jektinformationen (Abbildung 3.2). Dort kann man sich unter anderem anzei-
gen lassen, wie viele Regionen angelegt sind und zu wie vielen davon Kon-
turdaten existieren. Es wird für jedes der möglichen Gewichte angezeigt, wie
viele Verbindungen mit diesem Gewicht beschrieben wurden und wie viele Ver-
bindungen zwischen den unterschiedlichen Hierarchieebenen verlaufen. Es gibt
die Top Ten der Regionen mit den meisten Verbindungen, wobei diese nach
ankommenden, abgehenden, ipsilateralen und kontralateralen Verbindungen
unterschieden werden.
16
Abbildung 3.3: Konnektivitäten-Analyse-Fenster
3.4 Analysemethoden
Der Groÿteil der implementierten Analysemethoden untersucht Eigenschaften
der neuronalen Verbindungen zwischen Regionen. Dafür gibt es ein eigenes
Programmfenster, die Erweiterte Konnektivitäten-Analyse (Abbildung 3.3).
Bei der Entwicklung der graphischen Oberäche mit den Docking Windows
Bibliotheken der Firma InfoNode und der Motivsuche war Erik Virtel im Rah-
men seiner Diplomarbeit [44] beteiligt.
Um eine Analyse durchzuführen, muss eine Auswahl von Regionen festge-
legt werden, zwischen denen die Verbindungen untersucht werden sollen. Diese
Auswahl der Regionen ist für die Analysen von elementarer Bedeutung und,
auf Grund der hierarchischen Struktur der Gebiete und dem Verlauf von Ver-
bindungen zwischen unterschiedlichen Hierarchieebenen, nicht immer trivial.
Aus diesem Grund wurden für die Auswahl von Regionen verschiedene un-
terstützende Funktionen implementiert. Man kann in einer Baumhierarchie
die Regionen durch Auf- und Zuklappen auswählen oder einzelne Regionen
über den Namen suchen und hinzufügen. Für jede Region kann mit Hilfe eines
Tooltips angezeigt werden, wie viele explizite Verbindungen und wie viele Teil-
baumverbindungen von der Region ausgehen oder dort ankommen, was bei der
Entscheidung helfen kann, ob diese Region oder deren Unterregionen für die
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Auswahl verwendet werden sollen. Es ist auch möglich Regionen automatisch
hinzuzufügen, die mit bereits ausgewählten Regionen verbunden sind, wobei
die Richtung der Verbindung, die Hemisphäre der hinzuzufügenden Regionen
und eine maximale Hierarchietiefe vorgegeben werden können.
Da für eine Auswahl von Regionen nicht immer alle zugehörenden Verbin-
dungen in Studien untersucht wurden, können in neuroVIISAS Verbindungen
auf zwei verschiedene Arten deniert und analysiert werden.
1. Explizite Verbindungen: Eine explizite Verbindung von einer Regio-
nen A zu einer Region B ist eine Verbindung, die in Studien als existent
beschrieben wird, wobei dort die Regionen A und B explizit als Quell-
und Zielregion genannt werden.
2. Teilbaumverbindungen: Eine Teilbaumverbindung von einer Regio-
nen A zu einer Region B existiert immer dann, wenn mindestens eine
explizite Verbindungen von der Quellregion A oder deren Teilgebieten
zur Zielregion B oder Teilgebieten von B beschrieben ist. Da die Teilge-
biete einer Region hierarchisch als Baum unter dieser Region angeordnet
sind, kann man alle diese Kanten als Verbindungen zwischen den Teil-
bäumen der Quell- und Zielregion bezeichnen. Aus dieser Denition folgt
unter anderem, dass jede explizite Verbindung auch eine Teilbaumverbin-
dung ist.
Das Rhombencephalon wird zum Beispiel in Metencephalon und Myelence-
phalon unterteilt. Eine Verbindung, die in einer Publikation mit Ziel Mye-
lencephalon beschrieben wurde, wird bei der Verwendung von Teilbaumverbin-
dungen auch gezählt, wenn das Ziel Rhombencephalon betrachtet wird. Eine
Teilbaumverbindung kann also aus vielen expliziten Verbindungen bestehen,
die zwischen den zwei betrachteten Regionen und zwischen deren Teilregionen
beschrieben wurden. Dabei ist entscheidend, dass der Teilbaum unterhalb einer
Region auch aus räumlich innerhalb dieser Region liegenden Gebieten besteht.
Gegebenfalls kann man, mit Hilfe der Hierarchievarianten, für eine Analyse
eine geeignete Hierarchie erstellen. Die Verwendung der Teilbaumverbindun-
gen stellt ein Alleinstellungsmerkmal von neuroVIISAS dar und ermöglicht es,
für eine Analyse alle bekannten Verbindungen einer Region zu berücksichti-
gen, auch wenn diese Verbindungen nicht explizit dieser Region, sondern einer
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Teilregion zugeordnet sind. Die Originalinformationen aus den, die Verbindung
beschreibenden, Publikationen bleibt dabei erhalten.
3.4.1 Netzwerke
Die Regionen mit ihren Verbindungen werden im Folgenden auch abstrakt
als gerichteter Graph oder Netzwerk bezeichnet. Ein gerichteter Graph G =
(V;E) besteht aus einer Menge von Knoten V = fv1; v2; : : :g, in diesem Fall
die Regionen, und einer Menge von gerichteten Verbindungen oder Kanten
E  V  V = f(v; w)jv; w 2 V g zwischen den Knoten von V . Liegen für
die Verbindungen Gewichtsinformationen vor, die in den Analysen berück-
sichtigt werden sollen, können diese als reelle Zahlen den Kanten zugeordnet
werden. Dadurch wird der Graph zu einem gewichteten Graphen. Die meisten
der implementierten Analysemethoden stammen aus der Graphentheorie und
sind nicht auf Netzwerke von Regionen des Nervensystems beschränkt. Mit
neuroVIISAS ist es möglich auch beliebige andere Netzwerke mit gerichteten
Verbindungen zu analysieren. Dazu können Knoten und Kanten als einfache
Textdateien importiert werden, die entweder eine Liste von Verbindungen oder
eine Verbindungsmatrix enthalten. Eine Angabe von Kantengewichten ist da-
bei auch möglich. Dafür stehen aktuell zehn diskrete Werte zur Verfügung
(die als existent denierten semiquantitativen Verbindungsstärken), denen für
die Analyse ein reeller Wert zwischen Null und Eins zugewiesen werden kann.
Diese Zuweisung kann manuell geschehen, oder per Knopfdruck linear oder lo-
garithmisch erfolgen. Dies ist für bestimmte biologische Dichteannahmen von
Nervenfaserbündeln wichtig [36]. Für einige Analysen werden die Gewichte
nicht als Stärke der Verbindung, sondern als Distanz zwischen den Regionen
interpretiert. Aus diesem Grund können zusätzlich Gewichte für eine Distanz-
berechnung deniert werden. In der Anwendung als Verbindungsstärke bedeu-
tet ein hohes Gewicht einer Kante eher eine gröÿere Nähe der verbundenen
Regionen, weshalb in der Voreinstellung die Gewichte für die Distanzberech-
nung umgekehrt proportional zu denen der anderen Analysen gewählt sind.
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Zufallsnetzwerke
Um die Ergebnisse von Analysen der Netzwerke von Regionen besser interpre-
tieren zu können, kann es sinnvoll sein, diese mit den entsprechenden Analyse-
ergebnissen von Zufallsnetzwerken zu vergleichen. Um bestimmte Eigenschaf-
ten auch in den Zufallsnetzwerken nachbilden zu können, wurden verschiedene
Verfahren zum Erzeugen von Zufallsnetzwerken implementiert. Alle Verfah-
ren erzeugen dabei Netzwerke mit derselben Knoten- und Kantenanzahl wie
das Netzwerk, mit dem sie verglichen werden sollen. Diese Bedingung führt
im Folgenden dazu, dass die Implementierung der verschiedenen Verfahren der
Zufallsmodellberechnung vom theoretischen Modell abweichen kann. Eigenkan-
ten werden bei allen Implementationen separat behandelt und unabhängig von
den anderen Kanten wieder als Eigenkanten zufällig verteilt. Es haben weder
die Eigenkanten einen Einuss auf die Verteilung der übrigen Kanten noch
umgekehrt.
Das einfachste Modell ist das Erd®s-Rényi-Model, bei dem die Wahr-
scheinlichkeit für die Existenz jeder Kante gleich groÿ ist. Um die feste Kan-
tenanzahl zu garantieren, werden bei der Berechnung für jede Kante die Knoten
zufällig bestimmt, die sie verbindet. Gibt es mehr als die Hälfte aller mögli-
chen Verbindungen, werden aus Ezienzgründen die nicht verbundenen Kno-
ten zufällig bestimmt. Für die folgenden Modelle, mit Ausnahme der beiden
Rewiring-Modelle, wird das Erd®s-Rényi-Model immer auch dann verwendet,
wenn die Mindestanzahl von fünf Knoten oder zehn Kanten nicht erreicht wird
oder wenn die Anzahl der Kanten den Maximalwert, von der maximal mögli-
chen Kantenanzahl minus der Knotenanzahl, überschreitet. Das sind die Fälle,
wo die Anwendung der anderen Verfahren nicht möglich oder nicht sinnvoll ist.
Das Watts-Strogatz-Model ist für ungerichtete Graphen so deniert,
dass die Knoten in einem Ring angeordnet sind und jeder Knoten mit sei-
nen K Nachbarknoten verbunden wird. Für jeden Knoten wird dann jede sei-
ner Kanten mit einer gegebenen Wahrscheinlichkeit  (0    1) zu einem
anderen Knoten umgelenkt, so dass keine doppelten und keine Eigenkanten
entstehen. Je kleiner  gewählt wird, desto stärker ist die Clusterung und
je gröÿer  ist, desto mehr nähert sich ein generierter Graph einem Erd®s-
Rényi-Zufallsgraphen an. Bei der Implementierung für einen gerichteten Gra-
phen mit fester Kantenanzahl wurde das Verfahren abgewandelt. Jeder Knoten
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wird, wenn die Kantenanzahl dafür ausreicht, mit mindestens vier Nachbarn
verbunden. Gibt es weniger Kanten als dafür nötig sind, werden nur so viele
Knoten mit ihren vier Nachbarn verbunden wie dies mit der geforderten Kan-
tenanzahl möglich ist. Die übrigen Knoten bleiben dann isoliert. Gibt es mehr
Kanten zu verteilen, werden die Knoten mit den weiter entfernten Nachbarn
verbunden, bis die geforderte Kantenzahl erreicht ist. Im Anschluss werden
dann die abgehenden Kanten eines jeden Knotens mit einer vom Nutzer ge-
wählten Wahrscheinlichkeit 0 <  < 1 zu einem neuen zufällig gewählten
Zielknoten umgelenkt. Die Spezialfälle  = 0 und  = 1 werden ausgeschlos-
sen, weil der erzeugte Graph im ersteren Fall nicht zufällig ist und im zweiten
Fall ein Erd®s-Rényi-Graph erzeugt wird.
Das Barabási-Albert-Model dient der Erzeugung zufälliger skalenfreier
Netzwerke. Ein Netzwerk wird als skalenfrei bezeichnet, wenn der Anteil von
Knoten, mit Grad k für groÿe k exponentiell abnimmt. Der Grad eines Knotens
ist dabei die Anzahl von Kanten, an denen der Knoten beteiligt ist. Der Al-
gorithmus ist so deniert, dass zu einer Ausgangsmenge von m0 verbundenen
Knoten sukzessive Knoten hinzugefügt und mit m  m0 zufällig gewählten
Knoten mit einer gewissen Wahrscheinlichkeit verbunden werden. Die Wahr-
scheinlichkeit ist dabei der Anteil des Grades des Knotens, mit dem der neu
hinzukommende Knoten verbunden werden soll, an der Summe der Grade al-
ler Knoten. Das bedeutet, dass Knoten, die schon einen hohen Grad haben,
tendenziell auch mehr Kanten hinzubekommen, so dass wenige Knoten mit
hohem Grad entstehen und viele mit kleinem Grad. In der implementierten
Variante für gerichtete Graphen wird mit der kleinsten Startmenge von kom-
plett verbundenen Knoten begonnen, so dass die übrigen sukzessive mit einer
konstanten Anzahl von Kanten wie oben beschrieben hinzugefügt werden kön-
nen. Die letzten Knoten können dabei weniger Kanten bekommen oder auch
isoliert bleiben.
Die Idee des Barabási-Albert-Models, dass Knoten mit hohem Grad bei der
Vergabe neuer Kanten bevorzugt werden, wurde bei der Entwicklung einer neu-
en Version übernommen. Bei dem Modizierten Barabási-Albert-Model
hat jeder Knoten zu Beginn ein frei wählbares Gewicht  > 0. Dann werden
schrittweise die Kanten hinzugefügt, wobei die Wahrscheinlichkeit an einer
Kante beteiligt zu sein gleich dem Anteil des Knotengewichts am Gesamtge-
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wicht aller Knoten ist. Nach dem Hinzufügen der Kante steigen die Gewichte
der beiden beteiligten Knoten um jeweils eins, d.h. ihre Wahrscheinlichkeit im
Folgenden wieder eine Kante zu erhalten, steigt. Mit Hilfe des Parameters 
kann man steuern, wie stark dieser Eekt ist. Mit zunehmendem  reduziert
sich der Einuss der hinzukommenden Kanten und das Netzwerk nähert sich
einem Erd®s-Rényi-Zufallsgraphen an.
Das Modizierte OHO-Model basiert auf dem Model von Ozit, Hunt
und Ott [30], das für ungerichtete Graphen deniert ist. Ausgehend von einer
Menge von m + 1 vollständig verbundenen Knoten, die man sich gleichmäÿig
auf einem Kreis angeordnet vorstellen kann, werden sukzessive neue Knoten
hinzugefügt. Ein neuer Knoten wird dabei an einer zufällig gewählten Stelle
zwischen zwei Knoten auf dem Kreis eingefügt und mit den m nächsten Nach-
barn verbunden. Für das gerichtete Netzwerk mit n Knoten und e Kanten
wurde der Algorithmus wie folgt angepasst. Die Zahl m = d e
n
e ergibt sich aus
der Tatsache, dass pro Knoten genau m Kanten hinzugefügt werden sollen.
Die m + 1 Startknoten werden im gerichteten Fall auch durch (m + 1)  m
Kanten vollständig verbunden. Falls die Kantenanzahl e < 2n ist, wird die-
ses Modell nicht verwendet und stattdessen ein Erd®s-Rényi-Graph berechnet.
Bei jedem Hinzufügen der neuen Knoten werden die m Kanten zufällig unter
den dm
2
e rechten und linken Nachbarn verteilt, wobei durch die Gerichtetheit
doppelt so viele Kanten möglich wären. Falls die Kantenanzahl kein Vielfaches
der Knotenanzahl ist, wird der Wert m in jedem Schritt so angepasst, dass
die noch zu vergebenden Kanten gleichmäÿig auf die noch hinzuzufügenden
Knoten verteilt werden.
Da viele der Netzwerkparameter stark von den Graden der Knoten abhän-
gen, ist es interessant zu prüfen, wie der Graph sich von Zufallsnetzen un-
terscheidet, die dieselbe Gradverteilung haben. Dies ist durch das Rewiring-
Model möglich, bei dem ausgehend vom Originalnetzwerk Kanten so umge-
legt werden, dass der Grad der Knoten konstant bleibt. Dazu werden in jedem
Iterationsschritt jeweils zwei Kanten zufällig gewählt und deren Zielknoten
vertauscht, falls sie keinen gemeinsamen Knoten besitzen. Die Anzahl der Ite-
rationsschritte wurde hierfür auf das Vierfache der Kantenzahl festgelegt.
Es hat sich in den Analysen der Netzwerke aus Regionen und deren Ver-
bindungen gezeigt, dass die Anzahl reziproker Kanten signikant höher ist,
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als in allen oben beschriebenen Zufallsnetzwerken. Um die Frage zu beant-
worten, wo bei gleicher Gradverteilung und gleicher Anzahl reziproker Kanten
vielleicht noch Unterschiede zu Zufallsnetzen bestehen, wurde das Rewiring-
Reziprok-Model entwickelt, wo zusätzlich zur Gradverteilung auch die An-
zahl reziproker Kanten identisch zum Originalnetzwerk ist. Analog zum ein-
fachen Rewiring-Model werden jeweils zwei Kanten mit vier unterschiedlichen
Knoten zufällig gewählt und die Zielknoten vertauscht, wenn dadurch die An-
zahl reziproker Kanten konstant bleibt. Gilt dies nicht, aber die vier Knoten
bilden zwei Paare, die jeweils mit einem Paar reziproker Kanten verbunden
sind, dann können für die reziproken Kantenpaare je ein Knoten des einen
Paares durch einen des anderen getauscht werden, falls diese Verbindungen
nicht schon bestehen.
Die hier vorgestellten Modelle für die Generierung von Zufallsnetzwerken
können in neuroVIISAS bei den Netzwerkanalysen gewählt werden, um deren
Ergebnisse mit denen des realen Netzwerkes zu vergleichen.
3.4.2 Filtern von Verbindungen
Innerhalb einer Auswahl von Regionen ist es möglich Verbindungen zu ltern,
um für die Analyse nur Verbindungen mit bestimmten Eigenschaften zu ver-
wenden. Für die Teilbaumverbindungen stehen dazu drei Filter zur Verfügung.
Man kann ein Intervall für die Anzahl der Teilbaumkanten angeben oder ein
Intervall für das häugste Gewicht innerhalb der Teilbaumkanten. Der dritte
Filter, ltert die Verbindungen danach, ob die Quell und/oder Zielregionen
mit einem Marker versehen sind. Man kann so zum Beispiel die Regionen in
zwei Klassen einteilen und dann nur Verbindungen innerhalb der Klassen oder
nur Verbindungen zwischen den Klassen untersuchen. Den letzten Filter gibt
es auch für die expliziten Verbindungen. Darüber hinaus können dort noch
eine Vielzahl weiterer Kanteneigenschaften geltert werden. So zum Beispiel
die Anzahl der Publikationen, in denen die Verbindung beschrieben wurde, das
mittlere Gewicht aus allen Publikationen, die Tracertypen oder auch, ob eine
Verbindung Teil einer kollateralen Verbindung ist.
Alle erzeugten Filter lassen sich dann mit den logischen Operatoren
NICHT , UND und ODER verknüpfen, so dass man jede mögliche Kombi-
nationen der Basislter konstruieren kann.
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3.4.3 Matrizen
Die Existenz einer Verbindung zwischen zwei Regionen lässt sich mit einer
Adjazenzmatrix darstellen, wie sie in der Mitte von Abbildung 3.3 zu se-
hen ist. Unterhalb von FROM stehen die Abkürzungen der Ausgangsregionen
einer Verbindung und rechts von TO stehen die Abkürzungen der Zielregio-
nen. Ein weiÿes Kästchen in der Matrix bedeutet dabei, dass eine Verbindung
von der entsprechenden Region in dieser Zeile zu der Region in der Spalte
existiert und ein schwarzes, dass entweder keine solche Verbindung existiert,
keine Informationen dazu vorliegen oder diese Verbindung mit Hilfe eines Fil-
ters ausgeblendet wurde. Neben einer Adjazenzmatrix, die nur die Existenz
einer Verbindung beschreibt, kann man auch eine gewichtete Adjazenzmatrix
erzeugen, die ein Maÿ für die Stärke der Verbindungen enthält, dass zwischen
Null und Eins liegt. Darüber hinaus gibt es noch die Möglichkeit weitere Ei-
genschaften der expliziten Verbindungen in Matrixform anzuzeigen. Das sind
zum Beispiel die Anzahl Publikationen in denen eine Verbindung beschrieben
wurde, die verwendeten Tracerrichtungen oder ein Maÿ für die Unterschiede
in den beschriebenen Stärken der Verbindung.
Ein Maÿ für die Verlässlichkeit der Verbindungsinformationen in der Adja-
zenzmatrix liefert die sogenannte Reliabilitätsdarstellung. Zu einer expliziten
Kante wird dabei ein Wert bestimmt, der umso höher ist, je mehr gleichartige
Beobachtungen bezüglich der Existenz der Verbindung existieren. Die Reliabi-
lität kann dabei auch die Verlässlichkeit der Information über die Nichtexistenz
einer Kante beschreiben. Zusätzlich erhöht sich der Wert in dem Fall, dass Tra-
cerangaben gemacht sind und sowohl retrograde als auch anterograde Tracer
verwendet wurden. Gibt es für eine Kante sowohl Beobachtungen, dass eine
Verbindung existiert als auch solche, die deren Existenz ablehnen, so sinkt der
Wert für die Verlässlichkeit der Informationen. Die Formel für die Reliabilität
R ist wie folgt deniert:
R =j (
X
w+) + t+ + (
X
w )  t  j
Die Variablen w+ und w  sind dabei positive beziehungsweise negative Wer-
te, die einer Verbindungsbeobachtung mit einem gewissen Gewicht zugeordnet
werden können. Die Standardzuordnung wurde dabei so gewählt, dass eine Be-
schreibung der Nichtexistenz mit  1 gewichtet wird. Bei Existenz einer Verbin-
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dung sind die Werte positiv, wobei diese für angegebene Verbindungsstärken
1 sind und für nicht Angegebene zwischen 0;7 und 0;9 liegen. Der Spezialfall
bers of passage wird standardmäÿig mit 0 gewichtet und geht somit nicht in
die Berechnung ein. Die Summanden t+ und t  sind frei denierbare Werte, die
die verwendeten Tracerrichtungen berücksichtigen. Der Wert t+ berücksichtigt
dabei die verwendeten Tracer in den Experimenten, die die Verbindung als
existent beschreiben und t  die Tracer der Experimente, aus denen die Nicht-
existenz der Verbindung gefolgert wurde. Es können separate Werte angegeben
werden, für die Verwendung von ausschlieÿlich anterograden, retrograden oder
bidirektionalen Tracern und auch für jede mögliche Kombination von verschie-
denen verwendeten Tracertypen. In der Standardeinstellung ist der Gedanke
umgesetzt, dass ein Nachweis mit sowohl retrograden als auch anterograden
Tracern zu der höchsten Reliabilität führt. Wird die Existenz einer Verbin-
dung nur mit anterograden oder nur mit retrograden Tracern beschrieben, so
ist t+ in der vorgegebenen Einstellung gleich 0,5. Im Falle von ausschlieÿlich
bidirektionalen Tracern gilt t+ = 0;25. Wurden anterograde oder reterogra-
de zusammen mit bidirektionalen Tracern in Experimenten verwendet so ist
t+ = 0;7 und der Maximalwert von t+ = 1 wird dann angenommen, wenn
sowohl anterograde als auch retrograde Tracer zum Nachweis der Verbindung
verwendet wurden. Analog gilt dies für t , mit Experimenten, die die Nicht-
existenz einer Verbindung beschreiben.
Werden Teilbaumverbindungen gewählt, gibt es neben der Adjazenzmatrix
auch eine Matrix, die als Einträge die Anzahl der Kanten zwischen den beiden
Teilbäumen der Regionen enthält. Bei der Generierung der Adjazenzmatrix
werden automatisch alle Daten gespeichert, die für das schnelle Umschalten
zu einer anderen Ansicht nötig sind. Als aktuell ein Netzwerk mit circa 20000
Knoten analysiert werden sollte, hat sich dieses Vorgehen auf Grund des hohen
Speicherbedarfs als Nachteil herausgestellt. Um zumindest einfache Analysen
mit Netzwerken dieser Gröÿe zu erlauben, wurde eine Option ergänzt, die
bewirkt, dass diese zusätzlichen Daten nicht gespeichert werden und nur die
Adjazenzmatrix verfügbar ist. Gleichzeitig wird auch die Visualisierung der
Matrix deaktiviert, da diese in der aktuellen Implementierung aus Performan-
cegründen relativ viel Speicher benötigt.
Ausgehend von der Adjazenzmatrix lassen sich verschiedene Analysen
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durchführen. Detaillierte Informationen über die verschiedenen implementier-
ten Maÿe nden sich in den Anhängen von den Publikationen [37] und [36].
Die Anwendung von graphentheoretischen Maÿen bei der Analyse von neuro-
nalen Netzen wird zum Beispiel von Olaf Sporns in [41] und [40] sowie von
Marcus Kaiser in [19] beschrieben. Hier soll nur exemplarisch eine Auswahl
der implementierten Analysemöglichkeiten vorgestellt werden.
Die Distanzmatrix gibt für ein Paar von Regionen an, wie lang der kür-
zeste Pfad ist, der von der Ausgangs- zur Zielregion führt. Ein Pfad ist dabei
eine Folge von Verbindungen, wobei in dieser Folge die Zielregion einer Verbin-
dung immer die Ausgangsregion der folgenden Verbindung ist. Zur Berechnung
der Distanzmatrix wurde der Algorithmus von Floyd [10] verwendet. Existiert
eine direkte Verbindung von Ausgangs- zur Zielregion, so ist die Distanz Eins.
Gelangt man nur über eine oder mehrere Zwischenregionen von der einen zur
anderen Region, wird die Distanz gröÿer. Ein Wert Null wird in neuroVIISAS
verwendet, um zu beschreiben, dass es keinen Pfad von der Ausgangs- zur Ziel-
region gibt. Die Diagonale der Distanzmatrix gibt in neuroVIISAS die Länge
des kürzesten Pfades von einer Region zu sich selbst an. Ist die Distanz zwi-
schen zwei Regionen gröÿer als Eins, so kann es mehrere verschiedene Pfade
dieser Länge geben, von denen einer mit Hilfe eines Tooltips angezeigt wird.
Die Distanzmatrix ist Grundlage für eine Reihe von globalen und lokalen Netz-
werkparametern.
Die Communicabilitymatrix [7] ist eine Erweiterung der Distanzmatrix,
die nicht nur kürzeste Pfade zwischen zwei Regionen sucht, sondern alle Pfade
von einer Ausgangs- zu einer Zielregion gewichtet in Abhängigkeit von der
Länge des Pfades aufsummiert. Die Communicabilitymatrix G ist dabei wie
folgt deniert:
G =
1X
k=0
1
k!
Ak:
Dabei ist A die Adjazenzmatrix und A0 die Einheitsmatrix. Die Matrix Ak
enthält an einer Stelle (i; j) die Anzahl Pfade der Länge k vom Knoten i zum
Knoten j. Diese Anzahl Pfade geht in die Summe gewichtet mit dem Faktor
1
k!
ein, der für steigende k schnell gegen Null konvergiert und die Konvergenz
der Reihe garantiert. Die obere Schranke für die Anzahl Pfade der Länge k
wird bei einer voll besetzten (n  n)-Adjazenzmatrix erreicht. Dort gilt, dass
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Ak für k > 0 an jeder Stelle den Wert nk 1 hat. Für die Komponenten einer
beliebigen Matrix G gilt dann:
Gij  1 +
1X
k=1
nk 1
k!
= 1 +
en   1
n
:
Die Communicabilitymatrix könnte ein Maÿ sein für die Menge der Informa-
tionen, die von einer Region zu einer anderen übertragen werden können. Ein
Nachteil der obigen Denition ist, dass die Werte der Communicabilitymatrix
exponentiell mit der Gröÿe der Matrix steigen. Aus diesem Grund wurde eine
Variante G^ entwickelt, deren obere Schranke für die Werte unabhängig von der
Gröÿe der Matrix ist:
G^ =
1X
k=1
1
(2n)k 1
Ak:
Analog zu Abschätzung für G gilt:
G^ij 
1X
k=1
nk 1
(2n)k 1
=
1X
k=1
1
2k 1
=
1X
k=0
1
2k
= 2:
Inhaltlich bedeutet dies, dass eine direkte Verbindung von Knoten i zu Knoten
j mit dem Wert Eins in G^ij eingeht. Die Anzahl aller Pfade der Länge Zwei
geht dann nur noch mit dem Anteil 1
(2n)
in die Summe ein. Im Maximalfall
ist dies 1
2
, falls alle möglichen Pfade dieser Länge existieren. Im Vergleich zur
Matrix G werden in G^ längere Pfade geringer gewichtet.
Eine andere Erweiterung der Distanzmatrix bezieht neben den graphen-
theoretischen Distanzen auch die räumlichen Distanzen zwischen den Regionen
sowie die Kantengewichte in die Distanzberechnung mit ein. Ausgangspunkt
für die Denition dieser Erweiterten Distanzmatrix war die Vorstellung
eines Informationstransportes über die Kanten eines Netzwerkes. Hohe räum-
liche Distanzen verzögern den Transport ebenso wie Zwischenknoten. Hohe
Kantengewichte bedeuten hier einen hohen Informationsdurchsatz. Ausgehend
von einer Matrix mit den neu zu denierenden Abständen der direkt verbunde-
nen Regionen, wird wie die Distanzmatrix auch die Erweiterte Distanzmatrix
mit dem Algorithmus von Floyd berechnet. Zur Denition des Abstands d^
zweier direkt verbundener Regionen stehen zwei Formeln mit frei wählbaren
Parametern zur Verfügung.
d^1 = F
~d
g
+ S
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d^2 = F1  ~d+ F2
g
+ S
Dabei ist ~d die räumliche Distanz der beiden Regionen und g das Gewicht der
Verbindung. Der Parameter S liefert den Einuss des graphentheoretischen
Abstands zwischen den Regionen. Eine Pfadlänge von n geht in das neue Maÿ
dann additiv mit nS ein. Die Parameter S, F , F1 und F2 sind als positive reelle
Zahlen frei wählbar und beeinussen die Gewichtung der unterschiedlichen
Einussgröÿen.
Die Connectivity-Matching Matrizen sind ein Maÿ für die Ähnlich-
keit der Verbindungsstruktur zweier Regionen. Die Implementierung wurde
übernommen aus der Brain Connectivity Toolbox [33]. Dabei werden drei Ma-
trizen unterschieden. Die Connectivity-Matching-Out Matrix vergleicht nur
abgehende, die Connectivity-Matching-In Matrix nur ankommende und die
Connectivity-Matching-All Matrix sowohl abgehende als auch ankommende
Verbindungen. Eigenkanten werden dabei jeweils nicht berücksichtigt. Je grö-
ÿer der Anteil gemeinsamer Nachbarn zweier Knoten ist, desto gröÿer ist deren
Connectivity-Matching-Index.
Neben den Matrizen, die Beziehungen zwischen Regionen angeben, gibt es
auch die Joint Degree Distribution Matrix, die an der Position (i; j) die
Anzahl der Knoten angibt, die i abgehende Kanten und j ankommende Kan-
ten besitzen. Diese Matrix gibt Aufschluss darüber, wie die ankommenden und
abgehenden Kanten verteilt sind. Hat die Matrix hauptsächlich Einträge nahe
der Diagonalen, so haben die Knoten in etwa so viele abgehende wie ankom-
mende Kanten. Je weiter die Einträge von der Diagonalen entfernt sind, um
so gröÿer sind die Unterschiede zwischen dem Input und dem Output eines
Knotens.
Um die Bedeutung von einzelnen Kanten für das Netzwerk zu bestimmen,
wurde die Edge Signicance deniert. Das Kriterium für die Wichtigkeit
ist bei diesem Maÿ der Einuss einer Kante auf die Pfadlängen im Netzwerk.
Dazu wird die Denition der Closeness
C =
1
n2
X
dij>0
1
dij
;
mit den positiven Einträge dij der Distanzmatrix, verwendet. Dabei werden
hier auch die Distanzen dii berücksichtigt, also Pfade von einem Knoten zu
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sich selbst. Die Edge Signicance einer Kante ist dann der relative Abfall der
Closeness nach einem Entfernen dieser Kante, in Prozent. Ein Edge Signi-
cance Wert von 10 für eine Kante bedeutet also, dass bei einem Entfernen
dieser Kante die Closeness des Netzwerk um 10 Prozent sinkt. Die Werte der
Edge Signicance für jede Kante werden in einer Matrix, der Edge Signi-
cance Matrix dargestellt. Als Edge Vulnerability eines Netzwerks wurde
der Mittelwert der Edge Signicance Werte aller Kanten deniert.
3.4.4 Globale Netzwerkparameter
Neben den Beziehungen zwischen zwei Regionen oder den Eigenschaften von
Kanten, gibt es auch 35 globale Parameter, die Eigenschaften des gesamten
Netzwerks aller betrachteten Regionen beschreiben. Die einfachsten globalen
Parameter sind zum Beispiel die Anzahl der Verbindungen oder die Verbin-
dungsdichte, die die Anzahl der Verbindungen ins Verhältnis setzt zur maxi-
mal möglichen Anzahl. Der Durchmesser eines Netzwerks gibt die maximale
kürzeste Pfadlänge zwischen zwei Regionen an. Dieser Wert gibt Auskunft dar-
über, wie viele Verbindungen eine Information maximal passieren muss. Die
mittlere Pfadlänge oder die Global Eciency [22] eines Netzwerkes geben
Auskunft darüber, wie groÿ die Distanzen zwischen den Regionen im Mittel
sind, d.h. wie direkt Informationen in einem Netzwerk im Durchschnitt von
einem Knoten zu einem anderen gelangen. Die Global Eciency
E =
1
n(n  1)
X
dij>0;i6=j
1
dij
entspricht dabei fast der im letzten Abschnitt eingeführten Closeness, mit dem
Unterschied, dass hier keine Distanzen von einem Knoten zu sich selbst berück-
sichtigt werden. Die Global Eciency des Netzwerks ist dabei umso gröÿer, je
kleiner die Distanzen zwischen den Regionen sind. Der maximale Wert von
Eins bedeutet, dass jeder Knoten direkt von jedem anderen erreichbar ist.
Ein komplexerer Parameter ist die Modularität, beschrieben in [28], die
dann hohe Werte liefert, wenn die Regionen in Gruppen, sogenannte Modu-
le oder Cluster, unterteilt werden können, bei denen die Regionen innerhalb
eines Moduls stärker miteinander verbunden sind als Regionen verschiedener
Module. Welche Aufteilung zu dem berechneten Wert für die Modularität ge-
führt hat, wird in neuroVIISAS nach der Berechnung angezeigt (Abbildung
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(a) Ungewichtete Kanten (b) Gewichtete Kanten
Abbildung 3.4: Regionen in den Modulen der Molularitätsberechnung
3.4a). Neben der ungewichteten Variante wurde eine gewichtete Variante im-
plementiert, die die Stärke der Verbindungen berücksichtigt. Abbildung 3.4b
zeigt, dass die Module bei der gewichteten Modularität anders zusammenge-
setzt sind, als die der ungewichteten Variante. Bei Wahl der gewichteten Mo-
dularität können die Gewichte optional durch unterschiedliche Liniendicken
visualisiert werden. Neben den Modulen kann auch eine kleine Adjazenzma-
trix eingeblendet werden, die die Anzahl der Kanten innerhalb und zwischen
den Modulen enthält.
Einige globale Parameter sind Mittelwerte von lokalen Parametern, wie zum
Beispiel die mittlere Subgraph Centrality [8] die das arithmetische Mittel
der Diagonalelemente der Communicabilitymatrix ist.
Um die globalen Parameter besser interpretieren zu können, ist es möglich
diese mit den entsprechenden Parametern von Zufallsnetzwerken zu verglei-
chen. Dafür kann für jedes implementierte Verfahren angegeben werde, wie
viele Zufallsnetzwerke dieses Typs generiert werden sollen. Für die Zufallsnetz-
werke eines Typs werden dann jeweils die globalen Parameter berechnet und
gemittelt ausgegeben. Für das Erd®s-Rényi-Zufallsmodell wird immer mindes-
tens ein Zufallsnetzwerk generiert, da dessen Parameter für die Berechnung
der Small-Worldness [17] benötigt werden.
Da die Berechnung einiger Parameter, gerade bei groÿen Netzwerken, sehr
aufwändig ist, gibt es die Möglichkeit, für einen Parameter anzugeben, ob er
berechnet werden soll oder nicht. Für viele der implementierten globalen Netz-
werkparameter steht neben der ungewichteten auch eine gewichtete Variante
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zur Verfügung.
3.4.5 Lokale Netzwerkparameter
Die umfangreichste Auswahl an implementierten Analysemethoden (42) steht
für die Berechnung der lokalen Netzwerkparameter zur Verfügung, die Eigen-
schaften einzelner Knoten im Netzwerk beschreiben. Die Denitionen einiger
Parameter wurden dabei für gerichtete Graphen angepasst, beziehungsweise
erweitert. Wie bei den globalen Parametern ist auch bei vielen lokalen Pa-
ramtern eine gewichtete Variante implementiert und es ist wählbar, welche
Parameter berechnet werden sollen.
Ein einfacher Parameter ist der Grad eines Knotens, der angibt, wie viele
Kanten mit diesem Knoten verbunden sind. Dabei kann der Grad separat für
ankommende, abgehende oder alle Kanten bestimmt werden. Eine Klasse von
Parametern, die stark mit dem Grad eines Knotens korrelieren, sind die soge-
nannten Zentralitätsmaÿe. Dazu gehört zum Beispiel die Betweeness Cen-
trality eines Knotens v, bei der für alle Paare von anderen Knoten a 6= b der
Anteil der kürzesten Pfade von a nach b berechnet wird, der über v geht. Die
Betweeness Centrality des Knotens ist dann der Mittelwert aller dieser Anteile.
Der theoretische Maximalwert von Eins für einen Knoten würde bedeuten, dass
dieser Knoten auf allen kürzesten Pfaden liegt. Dann wäre er Zentrum eines
Sterns. Je höher die Betweeness Centrality eines Knotens, umso wichtiger ist er
für die Verbundenheit im Netzwerk. Ein Entfernen eines solchen Knotens wür-
de die Wege zwischen den übrigen Knoten eher verlängern als das Entfernen
eines Knotens mit geringerer Betweeness Centrality. Der Clusterkoezient
gibt an, wie stark die Nachbarn eines Knotens untereinander verbunden sind.
Ist jeder der Nachbarn mit jedem anderen verbunden, bilden sie zusammen mit
dem betrachteten Knoten eine sogenannte Clique, d.h. eine Menge von Knoten,
in der jeder Knoten mit jedem anderen verbunden ist. Der Clusterkoezient
für den betrachteten Knoten hätte dann den Maximalwert Eins. Sind die Nach-
barn untereinander gar nicht verbunden, ist der Clusterkoezient Null. Für
die gerichteten Graphen in neuroVIISAS wurde der Clusterkoezient in meh-
rere unterschiedliche Clusterkoezienten aufgespalten. Der Clusterkoezient
CluCout betrachtet nur OUT-Nachbarn eines Knotens, d.h. Nachbarn, wo die
Verbindung von dem betrachteten Knoten zum Nachbarn führt. Analog ist es
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Abbildung 3.5: Grad und Eigenvektorzentralität der Knoten
beim CluCin bei denen die IN-Nachbarn eines Knotens betrachtet werden, d.h.
solche, von denen eine Verbindung zu dem betrachteten Knoten führt. CluCall
betrachtet dann sowohl OUT- als auch IN-Nachbarn. Beim Grad der Verbun-
denheit zwischen den Nachbarn wird dann der Anteil der existierenden Kanten
an den maximal möglichen berechnet, wobei zwischen jedem Paar von Kno-
ten zwei gerichtete Kanten möglich sind. Eine vierte implementierte Variante
CluCTriag eines Clusterkoezienten ist in [9] beschrieben.
Die lokalen Parameter für die Auswahl von Regionen werden nach der Be-
rechnung in einer Tabelle dargestellt, die bezüglich jedes Parameters sortierbar
ist. Es ist möglich, eine Matrix mit den Korrelationskoezienten aller Paare
von Parametern ausrechnen zu lassen. Die Korrelationskoezienten geben den
Grad der linearen Abhängigkeit der Parameter an. Werte die betragsmäÿig
nahe Eins sind bedeuten eine starke Abhängigkeit, wobei positive Werte be-
deuten, dass wenn ein Parameter steigt, tendenziell auch der andere wächst.
Die Zentralitätsmaÿe korrelieren in den berechneten Beispielen häug mit Kor-
relationskoezienten > 0;9. In Abbildung 3.5 ist der Grad der Knoten zusam-
men mit der Eigenvektorzentralität dargestellt. Diese beiden Parameter haben
in dem Beispiel einen Korrelationskoezienten von rund  0;97. Im negativen
Fall fällt der eine Parameter tendenziell, wenn der andere wächst. In Abbildung
3.6 ist der Grad der Knoten zusammen mit dem mittleren Grad der Nachbarn
eines Knotens dargestellt. Der Korrelationskoezient ist in diesem Fall rund
0;95.
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Abbildung 3.6: Grad des Knotens und mittlerer Grad der Nachbarknoten
3.4.6 Hierarchische Clusteranalyse
Das Ziel der Clusteranalyse ist es, ähnliche Regionen zu Gruppen, den so-
genannten Clustern, zusammenzufassen. Eine hierarchische Clusteranalyse er-
zeugt darüber hinaus eine Hierarchie von Clustern, deren Blätter die Regionen
sind. Dafür muss zunächst deniert werden, was die Ähnlichkeit von Regionen
ausmachen soll. In neuroVIISAS sind dafür verschiedene Kriterien auswählbar.
Bei derModularitäts-Clusterung wird die Clusterung aus der Modulari-
tätsberechnung [28] berechnet, bei der Regionen so zu Clustern zusammen-
gefasst werden, dass sie stärker mit Regionen desselben Clusters verbunden
sind, als mit Regionen anderer Cluster. Diese Zerlegung bildet die erste Ebe-
ne der Clusterhierarchie. Enthält ein Cluster mehr als zwei Regionen, wird
dieser Cluster mit dem selben Verfahren rekursiv so lange weiter zerlegt, bis
keine neuen Cluster mehr entstehen. In Abbildung 3.7b ist erkennbar, dass in
der Adjazenzmatrix nach der Modularitäts-Clusterung die Kantendichte in der
Nähe der Diagonalen im Vergleich zur Ausgangsmatrix zugenommen hat. Das
bedeutet, dass die Regionen jetzt durch die Clusterung so sortiert sind, dass
sie mit benachbarten Regionen stärker verbunden sind.
Ein weiteres implementiertes Kriterium für die Ähnlichkeit der Regio-
nen ist vergleichbar mit den Connectivity-Matching-Matrizen, die ein Maÿ
für die Ähnlichkeiten der Verbindungsstruktur zweier Regionen sind. Bei
der Connectivity-Matching-Out-Clusterung bilden die Zeilen der Ad-
jazenzmatrix, das heiÿt die abgehenden Verbindungen eines Knotens, einen
n-dimensionalen Vektor, wobei n die Anzahl der betrachteten Regionen
ist. Bei der Connectivity-Matching-In-Clusterung sind es die Spalten
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der Adjazenzmatrix, das heiÿt, die ankommenden Verbindungen und bei
der Connectivity-Matching-All-Clusterung werden beide zu einem 2n-
dimensionalen Vektor zusammengefasst. Eigenkanten werden dabei jeweils
nicht berücksichtigt. Der Abstand zweier Regionen ist dann der euklidische
Abstand der beiden Vektoren. Jede Region ist zu Beginn ein eigener Cluster.
Dann werden schrittweise die zwei Cluster miteinander verschmolzen, die den
geringsten Abstand haben. Gibt es mehr als zwei Cluster, die alle voneinander
gleichweit entfernt sind, zum Beispiel weil sie identische Koordinaten haben,
können auch in einem Schritt mehr als zwei Cluster zusammengefasst werden.
Für das Verschmelzen von Clustern, die mehr als eine Region enthalten, stehen
zwei wählbare Verfahren zur Verfügung. Die eine Methode sucht die kleinsten
Abstände zweier Regionen der beiden Cluster und die andere vergleicht die
Abstände bezüglich der Schwerpunkte der Cluster. In Abbildung 3.7c wird
die Auswirkung der Clusterung dadurch deutlich, dass benachbarte Regionen
relativ ähnliche Zeilen und Spalten in der Adjazenzmatrix besitzen.
Bei der Girvan-Newman-Clusterung [12] werden aus der Gesamtheit
aller Kanten sukzessive die Kanten mit der höchsten Edge Betweenness ent-
fernt. Die Edge Betweenness ist ein Maÿ für den Anteil kürzester Pfade, die
diese Kante enthalten. Dazu wird für jedes Paar von Regionen der Anteil von
kürzesten Pfaden zwischen diesen bestimmt, die diese Kante passieren. Die
aufsummierten Anteile entsprechen dann der Edge Betweenness dieser Kante.
Der Graph zerfällt durch das Entfernen der Kanten nach und nach in einzel-
ne Zusammenhangskomponenten, wobei bei jedem Zerfall zwei neue Cluster
entstehen. Isolierte Knoten werden dabei dem nächsthöheren Cluster zugeord-
net. Die Auswirkung der Clusterung ist beispielhaft in der Adjazenzmatrix in
Abbildung 3.7d dargestellt.
Zusätzlich zu den obigen Verfahren wurde auch die Spektralclusterung
implementiert. Das Spektrum einer Matrix bezeichnet die Menge aller Eigen-
werte dieser Matrix, welche in dem Verfahren eine Rolle spielen. Voraussetzung
für eine Spektralclusterung ist eine symmetrische Matrix mit den paarweisen
Ähnlichkeiten der zu clusternden Regionen. Wählbare Ähnlichkeiten in neuro-
VIISAS sind die Connectivity-Matching-Matrizen und zwei Ähnlichkeiten, die
auf der direkten beziehungsweise der indirekten Verbundenheit der Regionen
basieren. Mit der Adjazenzmatrix (aij)ni;j=1 ist bei der direkten Verbunden-
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heit die Ähnlichkeit von zwei Regionen i und j deniert als 1
2
(aij + aji). Bei
der indirekten Verbundenheit mit der Distanzmatrix (dij)ni;j=1 berechnet sich
die denierte Ähnlichkeit aus 1
2
( 1
dij
+ 1
dji
). Die Berechnung der Cluster erfolgt
dann in mehreren Schritten. Zur Ähnlichkeitsmatrix wird die Laplacematrix L
berechnet von der dann die Eigenwerte und Eigenvektoren bestimmt werden.
Die Zeilen der Eigenvektoren zu den k kleinsten Eigenwerten bilden dann die
Koordinaten der Regionen in einem k-dimensionalen Raum. Der Parameter
k ist dabei die angestrebte Anzahl von Clustern, die vorher angegeben wer-
den muss. Mit Hilfe eines k-Means-Algorithmus werden die Regionen dann k
Clustern zugeordnet.
3.4.7 Motivsuche
Ein Motiv ist hier ein kleines zusammenhängendes Netzwerk mit einer be-
stimmten Verbindungsstruktur, dass man innerhalb eines groÿen Netzwerks
sucht. Dazu kann in neuroVIISAS mit Hilfe einer graphischen Oberäche ein
Motiv gezeichnet und einer Liste von zu suchenden Motiven hinzugefügt wer-
den. Darüber hinaus ist es auch möglich, automatisch alle möglichen Motive
mit drei (13 Möglichkeiten), vier (199) oder fünf (9364) Knoten ohne Eigen-
kanten berechnen zu lassen. Zusätzlich können auch alle möglichen Motive
mit Eigenkanten erzeugt werden. Die Liste der generierten Motive kann ge-
speichert und wieder geladen werden. Alle in der Liste ausgewählten Motive,
können dann in dem Netzwerk der gewählten Gebiete gesucht werden. Dabei
wird ermittelt, wie oft ein Motiv in dem Netzwerk vorkommt, aus welchen Re-
gionen jedes dieser Vorkommen besteht und wie häug jede Region in diesem
Motiv vorkommt. Zusätzlich können die Motive auch in allen implementierten
Zufallsnetzwerken gesucht werden, um deren Häugkeiten innerhalb des Origi-
nalnetzwerks mit denen in zufällig erzeugten Netzwerken zu vergleichen. Dazu
kann für ein Zufallsmodell die Anzahl der zu erzeugenden Zufallsnetzwerke
ausgewählt werden, für die dann jeweils die Häugkeiten der Motive bestimmt
werden. Nach der Motivsuche im Original- und den Zufallsnetzwerken werden
die Häugkeiten dann in einem Diagramm (Abbildung 3.8) dargestellt. Der
blaue Punkt über einem Motiv ist dabei die Häugkeit des Motivs im Ori-
ginalgraphen und die kleinen schwarzen Punkte sind jeweils die Häugkeiten
in einem der Zufallsnetze. Die rote Fläche ist der Bereich plus und minus der
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(a) Adjazenzmatrix vor der Clusterung (b) Modularitäts-Clusterung
(c) Connectivity-Matching-All-Clusterung (d) Girvan-Newman-Clusterung
Abbildung 3.7: Vergleich der Adjazenzmatrizen vor und nach einer Cluster-
analyse
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Abbildung 3.8: Häugkeiten aller Dreiermotive im Originalnetzwerk (blaue
Punkte) und in 100 Rewiring-Zufallsnetzwerken (schwarze Punkte)
Standardabweichung um die mittlere Häugkeit bei den Zufallsnetzwerken.
Neben dem Diagramm werden die berechneten Häugkeiten auch in einer Ta-
belle dargestellt, die spaltenweise sortierbar ist und neben den Häugkeiten der
Motive noch zusätzliche Informationen enthält. So ist die mittlere Häugkeit
 und die Standardabweichung  in den Zufallsnetzwerken angegeben, sowie
der z-Wert z = F 

mit der Häugkeit F eines Motivs im Originalgraphen
und der p-Wert, der den Anteil der Zufallsgraphen angibt, in denen das Motiv
häuger vorkommt als im Originalgraphen.
3.4.8 Pfadsuche
Neben der Pfadsuche in einem Netzwerk von ausgewählten Knoten, ist es auch
möglich, Pfade von Verbindungen in der gesamten Hierarchie zu suchen. Dazu
muss man die Start- und Zielregion des Pfades angeben und optional auch ei-
ne Folge von Zwischenregionen, die in der gegebenen Reihenfolge durchlaufen
werden sollen. Die Möglichkeiten der Pfadsuche werden in [36] ausgeschöpft,
um zu zeigen, wie häug es neben den konventionellen Pfaden, wie etwa der
direkten oder der indirekten Basalganglienschleife, alternative Pfade gibt. Exis-
tiert ein Pfad für die Auswahl von Regionen, werden alle kürzesten Pfade in
einer Tabelle ausgegeben. Die Tabelle enthält neben den gefundenen Pfaden
auch die Information, ob ein Pfad reziprok ist, das mittlere Gewicht der betei-
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Abbildung 3.9: Ergebnis einer Pfadsuche von Pons über Zona incerta zum
Striatum
Abbildung 3.10: Ergebnis einer Pfadsuche vom Cerebellum nach Pons mit Teil-
baumkanten
ligten Kanten, die mittlere Anzahl Publikationen pro Verbindung, die Anzahl
der überwundenen Level in der Hierarchie, die durchschnittliche Validität der
Kanten und, wenn verfügbar, eine räumliche Länge der Pfade. Die Tabelle ist
exportierbar und lässt sich nach allen Spalten sortieren. Zusätzlich kann man
sich die Pfade auch graphisch darstellen lassen (Abbildung 3.9), wobei rezi-
proke Kanten hervorgehoben werden können und es möglich ist, sich an den
Verbindungen die Anzahl von Publikationen anzeigen zu lassen, in denen die
zugehörige Verbindung beschrieben wurde. Die grauen und weiÿen Streifen in
der Visualisierung geben die Schichten in der Hierarchie der Regionen an. Sind
Zwischenregionen ausgewählt, werden nur kürzeste Pfade mit expliziten Ver-
bindungen gesucht. Sind keine Zwischenregionen gewählt, ist es darüber hinaus
auch möglich alle Pfade bis zu einer gegebenen maximalen Länge bestimmen
zu lassen. Neben den expliziten Verbindungen, können dann auch Pfade zwi-
schen den Teilbäumen der Regionen gesucht werden (Abbildung 3.10). Nach
einer Suche kann ausgegeben werden, wie oft eine Regionen beziehungsweise
eine Verbindung in den gefundenen Pfaden vorkommt.
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Abbildung 3.11: Kreishierarchie mit Verbindungen
3.5 Visualisierungen
Die Daten sowie die Analyseergebnisse können in neuroVIISAS auf verschiede-
ne Arten visualisiert werden. Es gibt Baumdarstellungen für die Hierarchie der
Regionen, eine Vielzahl von Tabellen für verschiedene strukturierte Daten oder
Matrizen für die Darstellung von Verbindungsinformationen oder Zusammen-
hängen zwischen Regionen. Einige der aufwändigeren Visualisierungen sollen
im Folgenden vorgestellt werden.
3.5.1 Kreishierarchie
Eine Visualisierung, die die Hierarchiestruktur der Regionen zusammen mit
den Verbindungen abbildet, ist die Darstellung in verschachtelten Kreisen.
Abbildung 3.11 zeigt die linke Hemisphäre der Ratte in der Kreishierarchie-
darstellung auf einem relativ groben Level. Die Rechte Seite wurde in dieser
Abbildung ausgeblendet. Jede Region ist als farbiger Kreis dargestellt und Un-
terregionen werden innerhalb des Kreises der Überregion platziert. Die Gröÿen-
verhältnisse der Kreise werden dabei so gewählt, das Kreise mit mehr sichtba-
ren Unterregionen gröÿer gezeichnet werden als solche, mit weniger oder ohne
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sichtbare Unterregionen. Diese Darstellung ist nicht nur eine statische Abbil-
dung der gewählten Regionen, sondern kann auch zur Navigation innerhalb
der Hierarchie verwendet werden. Ein Doppelklick auf einen Kreis zeigt des-
sen Unterregionen an oder blendet diese aus. Regionen können entfernt oder
gezielt, über eine Suchfunktion, sichtbar gemacht werden.
Optional können zusätzlich die Teilbaumverbindungen zwischen den Regio-
nen angezeigt werden. Der Verlauf der Verbindungslinien wurde, angelehnt an
physikalische Modelle, so berechnet, dass eine Kante dem Weg eines geladenen
Teilchens in einem Kraftfeld folgt, wobei der Zielpunkt der Verbindung ei-
ne Anziehungskraft und alle Kreise eine abstoÿende Kraft ausüben. Verlassen
Kanten einen Kreis, so werden sie an einem Port gebündelt und dann als eine
Kante weitergeführt, um die Übersichtlichkeit zu erhöhen. In Abbildung 3.11
wurde der zerebrale Kortex (CEC_L) ausgewählt, dessen zugehöriger Kreis
deshalb mit einem weiÿen Rand versehen ist. Die mit den gewählten Regio-
nen verbundenen Regionen und die zugehörigen Kanten werden durch eine
gestrichelte Darstellung hervorgehoben. Dabei können die Hervorhebungen in-
dividuell nur für den Input, den Output oder für Beide aktiviert werden. Zu-
sätzlich ist auch eine Animation der Signalwege möglich, so dass die Richtung
des Signalusses sichtbar wird.
3.5.2 Graphenvisualisierung
Für die Darstellung des Netzwerks von Regionen mit ihren Verbindungen gibt
es die Möglichkeit einer Visualisierung als Graph mit Knoten und Kanten.
Dafür werden die Java-Bibliotheken von yFiles der Firma yWorks verwendet,
die Layouts für Graphen berechnen. Dabei stehen diverse Algorithmen für das
Knoten- und Kantenlayout zur Verfügung, die in neuroVIISAS gewählt wer-
den können, um möglichst übersichtliche Ergebnisse zu erzielen. Es ist möglich
Überregionen anzuzeigen (Abbildung 3.12) oder bei einer Darstellung von Re-
gionen aus beiden Hemisphäre einen bezüglich der Lateralität symmetrischen
Graphen zu erzeugen (Abbildung 3.13).
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Abbildung 3.12: Hierarchic group layout von yFiles mit Darstellung von Über-
regionen
Abbildung 3.13: Symmetrisches Smart organic layout von yFiles
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Abbildung 3.14: 3D-Ansicht von Hirnregionen in neuroVIISAS
3.5.3 3D-Visualisierung
Aus den Konturdaten der Regionen können in neuroVIISAS unter anderem
mit Hilfe des Marching-Cube-Algorithmus [24] 3D-Rekonstruktionen der Re-
gionen erzeugt werden (Abbildung 3.14). Dazu werden benachbarte Schnitte
mit Konturen in Quadrate zerlegt, für deren Eckpunkte ermittelt wird, ob sie
im Inneren oder auÿerhalb der Region liegen. Aus benachbarten Quadraten
der zwei Schnittbilder werden dann Würfel gebildet und an den Marching-
Cube-Algorithmus übergeben, der eine Triangulation der Oberäche der Re-
gion zwischen den beiden Schnittbildern berechnet. Je kleiner die Quadrate
gewählt werden, desto detaillierter gibt die 3D-Rekonstruktion die Konturen
innerhalb der Bilder wieder. Gröÿere Quadrate führen zu einer gröberen Inter-
polation. In neuroVIISAS kann angegeben werden, wie oft ein Gebiet unter-
teilt werden soll und wie stark die Oberächen nach der Berechnung geglättet
werden. Für den Marching-Cube-Algorithmus sowie die 3D-Visualisierungen
werden die Bibliotheken des Visualization Toolkit (VTK) verwendet, die dem
Programm für die verschiedenen Plattformen beiliegen. Alternativ kann auch
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Abbildung 3.15: Eingeblendete Schnittbilder in der 3D-Ansicht
eine in VTK verfügbare 3D Delaunay Triangulation gewählt werden, die die
Oberäche einer Region aus den Punkten der Konturen generiert. Zusätzlich
zur 3D-Darstellung der Regionen, gibt es eine Vielzahl von Funktionen, die
die Visualisierung ergänzen. Regionen können zum Beispiel transparent dar-
gestellt werden, was insbesondere dann sinnvoll ist, wenn kleine Strukturen
innerhalb von Gröÿeren liegen. Die Explosionsdarstellung der Regionen sorgt
für einen bessere Sicht auf innen liegende Strukturen und schat Raum, wenn
die Verbindungen zwischen den Regionen angezeigt werden sollen. Es kann
auch von der konkreten Form der Regionen abstrahiert werden und nur eine
einfache Kugel oder Quaderansicht der Regionen gewählt werden. Beim Clip-
ping wird ein Teil der Regionen entlang einer Ebene abgeschnitten, um von
einer Seite ins Innere zu schauen. Ist eine Schnittbildserie verfügbar, so können
einzelne Schnittbilder oder mehrere in regelmäÿigen Abständen eingeblendet
werden (Abbildung 3.15). Es kann auch ein Koordinatensystem mit oder ohne
Gitterlinien eingeblendet werden. Die Regionen werden in ihrer spezischen
Farbe dargestellt und können mit einem Label beschriftet werden. Ein op-
tionaler Tooltip kann Informationen über das aktuell unter dem Mauszeiger
bendliche Gebiet anzeigen. Es ist möglich, die dargestellten Regionen aus ei-
ner Auswahl von festen Blickwinkeln anzeigen zu lassen und sie in wählbaren
Gradschritten um die drei Koordinatenachsen, aus der aktuellen Blickrichtung
heraus, zu rotieren. Eine volle Rotation kann dabei unter Windows auch als
GIF-Animation abgespeichert werden.
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Abbildung 3.16: Lokale Parameter in parallelen Koordinaten
3.5.4 Parametervisualisierung und Dimensionsreduktion
Um Regionen bezüglich ihrer lokalen Parameter miteinander vergleichen zu
können, werden sie zusammen in einer Tabelle dargestellt, bei der die Regionen
nach den einzelnen Parameterwerten sortiert werden können. Darüber hinaus
gibt es noch eine Darstellung in parallelen Koordinaten (Abbildung 3.16), wo
es für jeden Parameter eine senkrechte Koordinatenachse gibt und für jede Re-
gion eine farbige Linie, die jede Koordinatenachse an der dem Parameterwert
der Region entsprechenden Stelle berührt. Um Trends und Ähnlichkeiten von
Parametern besser erkennen zu können, ist es möglich die Parameter entspre-
chend ihrer Ähnlichkeit zu sortieren. Dazu werden für alle Paare von Para-
metern die Korrelationskoezienten bezüglich der aktuellen Werte berechnet
und die Parameter dann so sortiert, dass die beiden mit der höchsten Korrela-
tion am Anfang stehen und im Folgenden immer derjenige aus den noch nicht
platzierten Parametern auf den letzten folgt, mit dem dieser die höchste Kor-
relation aufweist. Das bewirkt, dass die Linien sich weniger kreuzen und man
besser erkennen kann, welche Regionen ähnliche Parameterwerte haben (ähn-
licher Verlauf der Linien) und welche Parameter welchen anderen sehr ähnlich
sind (Linien zwischen den Parameterachsen verlaufen annähernd parallel).
Eine Visualisierungmöglichkeit, die dazu dient Ähnlichkeiten und Unter-
schiede zwischen Regionen bezüglich ihrer lokalen Parameter darzustellen, ist
die Platzierung der Regionen in einem Koordinatensystem. Dabei sollen be-
züglich der Parameterwerte einander ähnliche Regionen nah beieinander liegen
und unähnliche weiter voneinander entfernt. Jeder der n Parameter, den man
dabei berücksichtigen möchte, bildet dabei eine Koordinatenachse in einem
n-dimensionalen Koordinatensystem. Da wir in einem Bild über die Position
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Abbildung 3.17: Regionen aus Abbildung 3.16 im Koordinatensystem der lo-
kalen Parameter bezüglich der zwei Hauptkomponenten
nur zwei Dimensionen abbilden können, müssen die n-dimensionalen Koordi-
naten der Regionen möglichst sinnvoll in ein zweidimensionales Koordinaten-
system übertragen werden. In neuroVIISAS gibt es dazu die Möglichkeit eine
Hauptkomponentenanalyse durchzuführen, die eine Koordinatentransformati-
on so durchführt, dass in der ersten Koordinatenachse die gröÿte Varianz der
Daten vorliegt. Absteigend nach der Varianz folgen dann die anderen Achsen.
Die Regionen werden dann mit den Koordinaten bezüglich der ersten beiden
Achsen in einem Koordinatensystem dargestellt (Abbildung 3.18). Übertragen
auf eine Reduktion von drei auf zwei Dimensionen würde das bedeuten, dass
man auf eine Punktwolke von der Richtung aus schaut, von der die Wolke die
gröÿte Ausdehnung hat. Es ist möglich die Parameter auszuwählen, die man
in der Hauptkomponentenanalyse berücksichtigen möchte. Dabei werden die
Parameterwerte gegebenenfalls möglichst sinnvoll auf das Intervall von [0; 1]
normiert, um verschiedene Gröÿenordnungen bei den Parametern auszuglei-
chen.
Eine andere Methode der Dimensionsreduktion zur Darstellung hochdimen-
sionaler Daten ist die metrische multidimensionale Skalierung. Dabei wird ver-
sucht Objekte eines hochdimensionalen Raums in niedrigdimensionalen Räu-
men so anzuordnen, dass die Abstände zwischen den Objekten möglichst er-
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Abbildung 3.18: Darstellung der Verbindungsunterschiede der Regionen aus
Abbildung 3.16 mit Hilfe der metrischen multidimensionalen Skalierung
halten bleiben. Diese Visualisierung wurde in neuroVIISAS implementiert, um
die Regionen bezüglich ihrer Verbindungsstruktur zu vergleichen. Der Abstand
zweier Regionen wurde dabei deniert, als die Anzahl der übrigen Regionen
zu der genau eine der beiden Regionen eine abgehende Verbindung hat plus
die Anzahl der Regionen von der in genau einer der Regionen eine Verbindung
ankommt. Dazu werden die Unterschiede in den zu den Regionen gehörenden
Zeilen und Spalten der Adjazenzmatrix aufsummiert, was auch als Hamming-
Abstand bezeichnet wird. Die Verbindungen zwischen den beiden betrachteten
Regionen werden dabei nicht berücksichtigt. Zwei Regionen, die mit genau den-
selben Regionen mit denselben Verbindungsrichtungen verbunden sind, haben
den Abstand null. In Abbildung 3.18 sind die Regionen aus 3.16 bezüglich ihrer
Verbindungsunterschiede nach einer metrischen multidimensionalen Skalierung
dargestellt.
Zusätzlich zu den obigen Visualisierungen ist es auch möglich, berechnete
lokale Netzwerkparameter innerhalb der Kreishierarchie, der Baumdarstellung
der Hierarchie oder der 3D-Visualisierung anzeigen zu lassen. Dabei kann ein
darzustellender Parameter gewählt werden, dessen Wert einer Region als pro-
zentualer Anteil am Maximalwert visuell zugeordnet wird. In der Kreishier-
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Abbildung 3.19: Vernetzte Visualisierungen und Darstellung eines lokalen Pa-
rameters
archie werden die Kreise beispielsweise tortenartig ausgefüllt, in der Baum-
hierarchie über die Gröÿe der Schrift und ein anteilig ausgefülltes Kästchen
und in der 3D-Visualisierung über eine Farbkodierung. In Abbildung 3.19 ist
innerhalb der Kreis- und Baumhierarchie der Grad der Knoten visualisiert.
3.5.5 Vernetzung der Visualisierungen
Die Verschiedenen Visualisierungsfenster in neuroVIISAS sind miteinander ge-
koppelt, so dass es möglich ist, eine einzelne oder eine Menge von Regionen in
einer Visualisierung auszuwählen, die dann in allen Visualisierungen hervor-
gehoben werden. In den Matrizen werden die zugehörigen Zeilen und Spalten
mit transparenten Streifen überlagert. In den Darstellungen mit Knoten und
Kanten werden die ausgewählten Regionen und mit diesen verbundene Kanten
farbig hervorgehoben. Selbes gilt für die zu einer gewählten Region gehörenden
Zeile in Tabellen. In Abbildung 3.19 ist das Myelencephalon ausgewählt und
in den verschiedenen Visualisierungen hervorgehoben.
Für eine Auswahl von Regionen ist es auÿerdem möglich, sich den Graphen
aus deren Nachbarschaftssicht anzeigen zu lassen. Abbildung 3.20 zeigt unten
die Knoten der zwei ausgewählten Regionen. In der Schicht direkt über diesen
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Abbildung 3.20: Nachbarschaftsdarstellung von Regionen in Bezug zu zwei
Gewählten (unten)
werden die Knoten positioniert, die direkt mit den Gewählten verbunden sind.
In der obersten Schicht sind die Knoten der Regionen dargestellt, die nur über
die Schicht darunter mit den Gewählten verbunden sind. Je nach Graph kann
es auch mehr Schichten geben, mit Regionen, die im Graphen noch weiter von
den Gewählten entfernt sind. Um die Übersichtlichkeit zu erhöhen, ist es mög-
lich Kanten innerhalb von Schichten oder zwischen einzelnen Schichten von
Knoten auszublenden. Es können die Abkürzungen der Regionen angezeigt,
die Knoten- und Schriftgröÿe variiert und statt der Bögen auch Kreise oder
Ellipsen, um die gewählten Regionen herum, gewählt werden. Die Anordnung
der Knoten kann optimiert werden, so dass es weniger Kantenüberschneidun-
gen gibt.
3.5.6 Export
Um Visualisierungen aus neuroVIISAS in einer möglichst guten Qualität zu
exportieren, wurde ein Bildexport implementiert, der neben den pixelbasierten
Formaten GIF, PNG, BMP, JPG und TIF auch das Abspeichern als vektor-
basierte Grak im EPS-Format zulässt. Für die Umsetzung wurden dabei die
EpsGraphics-Bibliotheken von Thomas Abeel verwendet. Damit ist es möglich,
auch niedrig aufgelöste Bildschirmdarstellungen so zu exportieren, dass sie für
den Druck von Publikationen geeignet sind. Die Tabellendaten können durch
eine einfache Copy und Paste Funktionalität in externe Tabellenkalkulations-
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programme übertragen oder in einigen Fällen auch mit Hilfe eines erweiterten
Exports als CSV-Datei gespeichert werden.
3.6 Simulation
Die Modellierung und Simulation von Neuronen ist eine Aufgabe, der sich
groÿe Projekte wie GENESIS, NEURON oder NEST annehmen. Dabei wer-
den mathematische Modelle erstellt, die zum Beispiel das Verhalten des Mem-
branpotentials einer Nervenzelle mit Hilfe von Dierentialgleichungssystemen
beschreiben. Ein Beispiel dafür ist das Hodgkin-Huxley-Modell, das 1952 von
Alan Lloyd Hodgkin und Andrew Fielding Huxley publiziert wurde [16]. Die Si-
mulationssoftware NEST [11] ermöglicht es, groÿe Populationen von Neuronen
mit Hilfe verschiedener Neuronenmodelle zu simulieren. Die Verbindungsda-
ten aus neuroVIISAS können dabei als Grundlage für realistische Simulatio-
nen im Regionenmaÿstab verwendet werden. Um das zu demonstrieren, wurde
eine Schnittstelle implementiert, mit der es möglich ist, die Verbindungsda-
ten aus neuroVIISAS für eine Simulation mit NEST zu verwenden. NEST ist
eine Skriptsprache, auf die über die Programmiersprache Python (PyNEST)
NEST zugegrien werden kann. Die Kommunikation zwischen neuroVIISAS
und PyNEST wurde dabei mit Hilfe eines Pythonskripts realisiert, das von
neuroVIISAS erzeugt wird und die Generierung der Neuronenpopulationen
und Verbindungen und die Simulationseinstellungen beinhaltet. Ist PyNEST
auf dem System installiert, kann die Simulation von neuroVIISAS aus gestartet
und die Datei mit den Simulationsergebnissen importiert werden. Es ist aber
auch möglich, die Simulation auf einem anderen System, zum Beispiel einem
leistungsfähigeren Server, auszuführen. Dazu kann die Skriptdatei auf das an-
dere System übertragen und dort von PyNEST ausgeführt werden. Die bei der
Simulation erzeugte Ergebnisdatei kann dann in neuroVIISAS importiert und
ausgewertet werden. Da das Projekt NEST regelmäÿig aktualisiert wird (die
aktuelle Version ist 2.6.0 vom 23.Dezember 2014), müssen bei gröÿeren Ände-
rungen gegebenenfalls auch die Skripte beziehungsweise der Programmcode,
der die Skripte erzeugt, angepasst werden. Neu hinzugekommene Neuronen-
modelle können aber ohne Codeänderung bei installiertem PyNEST abgefragt
und dann in neuroVIISAS verwendet werden. In der implementierten Fassung
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können zu einer Auswahl von Regionen für jede Region die Anzahl der Neuro-
ne, das Neuronenmodell mit den zugehörigen Parametern und die Anteile für
inhibitorische und exitatorische Neurone festgelegt werden. Sind die Volumina
und die Zelldichten für die Regionen bekannt, können die Neuronenanzahlen
auch automatisch berechnet werden. Anhand der Verbindungsdaten werden
dann Verbindungen zwischen den Neuronen der Regionen erzeugt, deren An-
zahl man in Abhängigkeit der Stärke der Verbindung bestimmen lassen kann.
Für die Verbindungen zwischen den Neuronen innerhalb einer Region kann eine
Verbindungsrate in Prozent angegeben werden, die für die inhibitorischen und
exitatorischen Neurone separat wählbar ist. Für die Simulation bestimmt man
eine oder mehrere Regionen, die ein erregendes Inputsignal erhalten, dessen
Dauer und Frequenz variierbar sind. Weiterhin müssen Regionen ausgewählt
werden, bei denen für alle Neurone die Zeitpunkte des Feuerns (Spike) aufge-
zeichnet und in die Ergebnisdatei geschrieben werden. Nach Wahl der Simula-
tionsdauer, kann dann das Pythonskript erzeugt und, wenn NEST installiert
ist, direkt ausgeführt werden. Bei dem Import einer Ergebnisdatei werden die
Regionenauswahl und die Simulationseinstellungen aus der zugehörigen Simu-
lation in neuroVIISAS übernommen, so dass die Wahl der Parameter nach-
vollzogen oder für eine neue Simulation angepasst werden kann.
Im Folgenden werden die Möglichkeiten der Datenauswertung dargestellt,
wobei exemplarisch die Ergebnissen einer Simulation der bilateralen Regionen
der Basalganglien sowie deren direkte intrinsische Verbindungen verwendet
werden. Pro Gebiet wurden dafür in NEST 500 Neurone mit einem Leaky-
Integrate-And-Fire-Neuronenmodell simuliert. Zur Visualisierung der impor-
tierten Daten wird eine Tabelle erzeugt, die unter anderem Histogramme der
Spikeereignisse in frei wählbaren Intervallschritten enthält. Abbildung 3.21
zeigt eine solche Tabelle, wobei die Balkenbreite der Histogramme auf 0;5 ms
gesetzt wurde. Mit Hilfe der Histogrammdarstellungen können die Aktivitäten
der Regionen über die Zeit verglichen werden. In den folgenden Spalten werden
die Zellzahlen, die Gesamtanzahl der Spikes aller Neurone, die mittlere Anzahl
von Spikes pro Neuron oder der Zeitpunkt des ersten Spikes angegeben. Die
Spalte Pfadlänge gibt an, wie weit eine Region von einem Input-Generator
entfernt ist. In dem abgebildeten Beispiel ist ein Spike-Generator über zwei
Zwischenregionen mit der Substantia nigra reticular part der rechten Hemi-
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Abbildung 3.21: Ergebnisse einer Simulation mit NEST
sphäre verbunden. Das erste Spikeereignis tritt dort deshalb später auf als in
den übrigen abgebildeten Regionen, die über eine Zwischenregion Input vom
Spike-Generator bekommen. Für jedes Neuron wird die mittlere Zeit zwischen
zwei Spikes das sogenannte Inter-Spike-Interval (ISI) berechnet. In der Spalte
?ISI steht dann der Mittelwert dieser Intervalle über alle Neurone einer Regi-
on. Die folgende Spalte gibt die dazu gehörende Standardabweichung an. Diese
gibt Aufschluss darüber, wie stark sich die mittleren Inter-Spike-Intervalle un-
terschiedlicher Neurone innerhalb einer Region unterscheiden. In der letzten
Spalte wird dann dargestellt, wie gleichmäÿig die Inter-Spike-Intervalle bei ein-
zelnen Neuronen sind. Dafür wird für jedes Neuron der Variationskoezient
der ISI-Längen berechnet. Die Spalte ?CV enthält dann den gemittelten Va-
riationskoezienten über alle Neurone einer Region. Um die Ähnlichkeiten der
Regionen bezüglich ihrer Spikeaktivitäten zu visualisieren, werden die paarwei-
sen Ähnlichkeiten der Histogramme berechnet und in einer Matrix dargestellt.
Dafür können die Histogramme am ersten Spike ausgerichtet und derart nor-
miert werden, dass die Histogrammbalken prozentuale Spikeanzahlen, in Bezug
auf die Gesamtanzahl der Spikes einer Region, enthalten.
Für jede Region kann man sich die Spike-Zeitpunkte aller simulierten Neu-
rone dieser Region in einem Diagramm anzeigen lassen. Abbildung 3.22 zeigt
die Zeitpunkte der Spike-Ergeignisse von 500 simulierten Neuronen. In Teil b)
wurden die Neurone nach der mittleren ISI-Länge sortiert, wodurch das relativ
regelmäÿige Feuern der Neurone sichtbar wird. Noch besser erkennt man das
in Diagramm c), wo die Spike-Zeitpunkte zusätzlich noch am Zeitpunkt des
zweiten Spikes ausrichtet wurden. Je nach Simulation kann es sein, dass sich
die Regelmäÿigkeit beim Feuern erst nach mehreren Spikes einstellt. Deshalb
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(a) Spikeereignisse von 500 simulierten un-
sortierten Neuronen
(b) Sortiert nach der mittleren ISI-Länge (c) Sortiert und ausgerichtet
Abbildung 3.22: Spikeereignisse von 500 simulierten Neuronen
ist es möglich, die Zeitpunkte an einem der ersten fünf Spikes auszurichten.
Zu beachten ist bei einer Ausrichtung, dass dabei die Informationen über die
tatsächlichen Zeitpunkte der Spikes und deren Versatz zwischen verschiedenen
Neuronen vernachlässigt werden. Rechts in den Diagrammen wird für jedes
Neuron durch einen roten Balken die mittlere ISI-Länge dargestellt.
Die Aktivitäten der Regionen in der Simulation können in der 3D-Visuali-
sierung als Animation dargestellt werden. Sind Simulationsergebnisse für die
aktuelle Auswahl von Regionen geladen und Oberächendaten verfügbar, so
kann eine Animation gestartet werden, in der in jedem Zeitpunkt die Anzahl
feuernder Neurone für eine Region durch deren Helligkeit visualisiert wird. Bei
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Aktivität leuchtet eine Region also auf. Alternativ können auf der Oberäche
der Regionen kleine Kugeln platziert werden, die einzelne Neurone aus der
Simulation repräsentieren. In der Animation leuchten diese Kugeln dann zu den
Zeitpunkten auf, in denen das zugehörige Neuron in der Simulation gefeuert
hat.
Neben der Populationssimulation ist es auch möglich, mit Hilfe einer graphi-
schen Nutzeroberäche, manuell kleine Netzwerke, sogenannte Microcircuits
zu erzeugen und zu simulieren. Dabei können einzelne Neurone als Knoten
auf einer Oberäche platziert und dann untereinander verbunden werden. Die
Neuronen- und Synapsenmodelle können für jedes Objekt separat gewählt und
mit unterschiedlichen Parametern versehen werden. Zusätzlich können Ele-
mente hinzugefügt und mit den Neuronen verbunden werden, die erregende
Signale senden, wie zum Beispiel eine bestimmte Spannung, Spike-Ereignisse
oder Rauschen. Zum Aufzeichnen des Verhaltens der Neurone können diese
dann noch mit einem Voltmeter oder Spikedetektor versehen werden, um die
Membranpotenziale beziehungsweise die Zeitpunkte der Spikes aufzuzeichnen.
Zu einem erzeugten Netzwerk kann dann ein Pythonskript erzeugt und mit
PyNEST ausgeführt werden.
3.7 Virtuelle Schnitte
Um möglichst realistische Simulationen zu generieren, sind genaue Schätzun-
gen von Nervenzellanzahlen und -typen für die zu simulierenden Regionen not-
wendig. Histologische Schnitte lassen sich mit speziellen Slide Scannern in so
hoher Auösung digitalisieren, dass einzelne Zellen detektierbar und klassi-
zierbar sind. Die dabei entstehenden virtuellen Schnitte können je nach Scanner
und verwendeter Software in unterschiedlichen Formaten gespeichert werden.
Die OpenSlide-Bibliotheken bieten die Möglichkeit, aus einem Java-Programm
heraus auf unterschiedliche Formate zuzugreifen. In neuroVIISAS wurde ein
Virtual-Slide Viewer implementiert, mit dem es möglich ist, hochaufgelöste his-
tologische Schnitte anzuzeigen. Der Viewer bietet die Möglichkeit Bilder oder
Bildausschnitte in herkömmlichen Bildformaten zu speichern. Groÿe Bilder
können dabei entweder herunterskaliert oder in mehreren Kacheln als Bildse-
rie gespeichert werden.
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Abbildung 3.23: Virtueller Schnitt mit detektierten Zellen im Bereich des la-
teralen septalen Kerngebietes
In einem so exportierten virtuellen Schnitt wurden mit Matlab Zellen detek-
tiert und die Zellpositionen und Durchmesser in eine Textdatei geschrieben. Die
Datei mit den Zellinformationen kann in dem Viewer importiert werden, um die
detektierten Zellen innerhalb des virtuellen Schnittes anzuzeigen (Abbildung
3.23). Um zu demonstrieren welche Möglichkeiten sich dadurch ergeben, wurde
ein Projekt erstellt, in dem ein herunterskalierter virtueller Schnitt mit den ge-
nerierten Zellinformationen und Hirnregionkonturen zusammengeführt wurden
(Abbildung 3.24). Damit ist eine automatische regionenspezische Quantizie-
rung von Zellen möglich.
3.8 Datenhaltung und Export
Innerhalb von neuroVIISAS werden alle Daten eines Projekts bis auf die
Schnittbildserien und die 3D-Oberächendaten im Speicher gehalten. Bei Be-
darf werden benötigte Schnittbilder oder 3D-Oberächen nachgeladen. Das
Speichern eines Projekts wird durch Serialisierung der Java-Objektstrukturen
der Daten in eine Datei realisiert. Diese wird zusammen mit den 3D-Ober-
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Abbildung 3.24: Detektierte Zellen in kortikalen Regionen eines Rattenhirns
ächendaten komprimiert in eine ZIP-Datei geschrieben. Diese kann einfach
auf einen anderen Computer übertragen und dort wieder geönet werden. Ei-
ne zu dem Projekt gehörende Schnittbildserie muss in diesem Fall separat
kopiert und deren Pfad beim Önen des Projekts angegeben werden. Da die
Schnittbildserien häufg sehr groÿ sind und auch ausserhalb von neuroVIISAS
verwendet werden, wurde darauf verzichtet, diese mit in die Projektdatei zu
kopieren. Auch auf einen festgelegten relativen Pfad für alle Bildserien, der
nach einem Kopieren des Projekts auf einen anderen Rechner die Angabe des
Pfades unnötig machen würde, wurde verzichtet, um den Nutzer bei der Da-
tenhaltung nicht unnötig einzuschränken.
Für den Export von Daten aus neuroVIISAS heraus gibt es verschiedene
Möglichkeiten. Die Regionen- und Verbindungsdaten können mit Hilfe der Ja-
va SQL-Schnittstelle in eine SQL-Datenbank geschrieben werden, um sie zum
Beispiel online zur Verfügung zu stellen. Alternativ können diese Daten auch
als XML-Datei gespeichert werden, wofür der java.beans.XMLEncoder ver-
wendet wurde, der die Java-Objekthierarchie der Regionen und Verbindungen
exportiert. Darüber hinaus gibt es noch spezielle Exportformate für Cytoscape,
Protégé und Mavisto.
Die Verbindungsdaten können aus neuroVIISAS auch derart als CSV-
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Tabelle exportiert werden, dass sie wieder in einer anderen Projektdatei
importierbar sind. Es ist möglich alle Verbindungen zu exportieren oder mit
Hilfe eines Auswahlfensters bestimmte Verbindungen für den Export zu selek-
tieren. Dafür steht eine Tabelle zur Verfügung, in der alle Verbindungen mit
ihren Gewichten und Publikationen angezeigt werden. Eine Möglichkeit der
Selektion ist das manuelle Entfernen der Verbindungen, die nicht exportiert
werden sollen. Darüber hinaus gibt es aber auch die Option, Filter anzulegen,
mit deren Hilfe eine Auswahl von Verbindungen mit bestimmten Eigenschaften
generiert werden kann. Filterkriterien sind dabei die Publikationen, die Ge-
wichte sowie Ausgangs- oder Zielregionen der Verbindungen, wobei nicht nur
eine Region sondern auch ein Teilbaum der Hierarchie gewählt werden kann.
Angelegte Filter können dann mit den logischen Operatoren UND, ODER
und NICHT miteinander kombiniert und auf die Menge der Verbindungen
angewendet werden, um die gewünschten Verbindungen für einen Export zu
selektieren.
3.9 Praktischer Einsatz
Das Programm neuroVIISAS ist parallel zu seiner Entwicklung im Institut
für Anatomie der Universität Rostock im Einsatz. Die Hauptanwendung ist
das Sammeln und Auswerten von Verbindungsinformationen aus Tract-Tracing
Studien über die Ratte. Im Rahmen dieser Anwendung sind mehrere Publika-
tionen und Doktorarbeiten entstanden. Die bisher vom Team von Prof. Dr. Oli-
ver Schmitt in neuroVIISAS zusammengetragenen Konnektomdaten der Ratte
wurden in eine MySQL-Datenbank exportiert, auf die über ein Webinterface
auf der Seite http://neuroviisas.med.uni-rostock.de/connectome/ zuge-
grien werden kann. Diese Datenbank ist weltweit die umfangreichste verfüg-
bare Zusammenstellung von Verbindungsinformationen des Rattenhirns. Sie
enthält (Stand 20. April 2015) circa 47500 Regionen und 600000 Verbindungs-
beschreibungen aus fast 850000 Experimenten. Auf die Daten kann über eine
Suche nach einer Region oder der Suche nach einer Publikation beziehungsweise
einem Author zugegrien werden. Auch auÿerhalb des Instituts für Anatomie
in Rostock ndet das Programm Beachtung. Es wurde im Laufe des letzten
Jahres über 100 mal vom neuroVIISAS -Server heruntergeladen.
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Abbildung 3.25: Kartierung des Skelettsystems der Ratte mit neuroVIISAS
Die Möglichkeit der Kartierung und Visualisierung von Strukturen in neu-
roVIISAS beschränkt sich nicht auf Regionen des Nervensystems. In zwei ak-
tuellen Projekten werden das Skelett- und das Muskelsystem der Ratte so
kartiert, dass jeder einzelne Knochen beziehungsweise Muskel als eine Struk-
tur auswählbar und visualisierbar ist. Der Ausgangspunkt dieser Projekte ist
jeweils eine segmentierte Schnittbildserie des kompletten Systems, für die die
Konturen generiert und in neuroVIISAS importiert wurden. Die Konturen in
den einzelnen Schnittbildern werden dann manuell einer Struktur zugeordnet.
Abbildung 3.25 zeigt einen Teil des bisher mit neuroVIISAS kartierten Ske-
lettsystems der Ratte. Links ist die zugehörige Hierarchie des Skelettsystems
abgebildet, bei der jedes Blatt einen einzelnen Knochen darstellt. In Abbildung
3.26 wurde das kartierte Zentralnervensystem der Ratte in einem Projekt mit
dem Skelettsystem und Organen fusioniert.
57
Abbildung 3.26: Integration von Skelett, Nervensystem und Organen in neu-
roVIISAS
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Kapitel 4
Diskussion
4.1 Zusammenfassung
Gegenstand dieser Arbeit ist die Entwicklung der Software neuroVIISAS, mit
deren Hilfe es möglich ist, neuronale Verbindungsdaten, regionspezische Da-
ten, Bilddaten und räumlichen Informationen in einem einzigen System zu
integrieren, darzustellen und zu analysieren. Es wurden eine Vielzahl von Ana-
lysewerkzeugen und Visualisierungsmethoden implementiert. Import- und Ex-
portschnittstellen ermöglichen es, Daten aus unterschiedlichen Quellen und in
unterschiedlichen Formaten zu importieren und zu exportieren. Das Programm
ist plattformunabhängig und kann unter Windows, Linux und Mac OS einge-
setzt werden. Der Einsatzschwerpunkt von neuroVIISAS ist die Analyse des
Nervensystems der Laborratte, aber seine Anwendung ist nicht auf Nervensys-
teme oder eine bestimmte Spezies beschränkt. Es wurden auch Projekte mit
verfügbaren Konnektomen anderer Spezies in neuroVIISAS erstellt. Regio-
nen, mit unterschiedlichen hierarchischen Gliederungen können angelegt und
mit textbasierten und räumlichen Informationen, sowie zugehörigen Bilddaten
verknüpft werden. Es ist möglich, Verbindungen zwischen diesen Regionen ma-
nuell anzulegen oder zu importieren, wobei Widersprüche bei der Existenz oder
Stärke dieser Verbindungen abbild- und auswertbar sind. Darüber hinaus ist es
möglich, die gesammelten Informationen für eine populationsbasierte neurona-
le Simulation mit der Simulationssoftware NEST zu verwenden. Das Programm
kann in den verschiedenen Versionen unter http://neuroviisas.med.uni-
rostock.de/versions zusammen mit Testdaten heruntergeladen werden. Zu-
59
60
sätzlich gibt es die Möglichkeit neuroVIISAS per Webstart direkt vom Browser
aus zu starten, wobei in diesem Fall nicht alle Funktionen zur Verfügung ste-
hen.
4.2 Anwendungen
Das Programm wird im Institut für Anatomie der Universität Rostock erfolg-
reich bei der Zusammenstellung und Analyse des Rattenkonnektoms einge-
setzt. Die dabei mit neuroVIISAS gesammelten Konnektomdaten sind über
eine Onlinedatenbank auf der Seite http://neuroviisas.med.uni-rostock.
de/connectome öentlich zugänglich.
Eine untersuchte Fragestellung ist, ob sich aus der konnektionalen Struktur
vor und nach einem experimentellen Infarkt, wie der Okklusion der medialen
cerebralen Arterie (MCA) bei der Ratte, Vorhersagen über die Aktivitäten der
Regionen machen lassen [35]. Dazu wurden bei Verhaltensexperimenten vor
und nach Okklusion der MCA die cFos-Expressionen der Regionen als Maÿ für
deren neuronale Aktivität bestimmt. Die Änderungen der cFos-Expressionen
können dann mit den Änderungen von lokalen Netzwerkparametern aus neu-
roVIISAS korreliert werden, um mögliche Zusammenhänge zwischen der Netz-
werkstruktur und der Aktivität aufzudecken.
Zusätzlich zu der Generierung von Konnektomen, werden mit neuroVIISAS
auch räumliche Kartierungen von anatomischen Strukturen erstellt. Neben den
Strukturen des Nervensystems, werden dabei aktuell auch die einzelnen Mus-
keln und Knochen der Ratte kartiert.
4.3 Ausblick
Bei der Verwendung von neuroVIISAS hat sich gezeigt, dass mit zunehmen-
den Datenmengen das aktuelle Konzept der Haltung aller Daten im Speicher
an seine Grenzen stöÿt. Ein aktuelles Projekt enthält über 47000 Regionen in
der Hierarchie und über eine halbe Millionen Verbindungen. Langfristig soll-
te deshalb die Datenhaltung so umgestellt werden, dass weniger Daten schnell
verfügbar im Speicher gehalten und nur bei Bedarf nachgeladen werden. Mögli-
che auszulagernde Daten sind die Kontur- und die Verbindungsinformationen.
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Auch bei der Analyse der Daten werden Grenzen hinsichtlich des verfügba-
ren Speichers und der Rechenzeit erreicht. Sollen gröÿere Netzwerke unter-
sucht werden, müssen Strategien entwickelt werden, um den Speicherbedarf
zu reduzieren und mittels Parallelisierung der Algorithmen die Rechenzeit zu
reduzieren.
An zusätzlichen Funktionen sind die Implementierung einer Bildregistrie-
rung geplant, um histologische Schnittbildserien ohne zusätzliche Werkzeuge
in neuroVIISAS registrieren zu können. Hier wird vor allem die Koregistrierung
von Serienschnittbildern mit Atlasdaten im Fokus stehen, um regionenspezi-
sche Analysen durchführen zu können. Eine geplante Anwendung ist die Zel-
lerkennung und -zählung in hochaufgelösten virtuellen Schnitten. Auch die Be-
stimmung von Rezeptordichten (Autoradiographie) oder Proteinexpressionen
(Immunhistochemie) sind möglich. Das Herstellen von Beziehungen zwischen
verschiedenen Bildmodalitäten, durch deren Koregistrierung, erfordert eine Er-
weiterung des bisherigen Konzepts der Bindung der Konturinformationen an
eine vorliegende Schnittbildserie. Bisher kann innerhalb einer Projektdatei nur
eine einzige Schnittbildserie angegeben werden, die die Dimension und Auf-
lösung der Konturdaten bestimmt. Unterschiedliche Bildmodalitäten müssen
bisher in verschiedenen Projektdateien verwaltet werden. Ein Lösungsansatz,
um diese Beschränkung aufzuheben, ist ein unabhängiges Koordinatensystem,
wie es bisher optional auch schon denierbar ist. Sind die verschiedenen Bild-
modalitäten in einer Projektdatei integriert und durch das gemeinsame Ko-
ordinatensystem verbunden, so sind die Konturinformationen einfach auf die
unterschiedlichen Bildmodalitäten übertragbar.
Die neuronalen Verbindungen in neuroVIISAS enthalten zur Zeit keine In-
formationen über ihren räumlichen Verlauf und werden in den 3D-Visualisie-
rungen linear dargestellt. In realen Nervensystemen ist der Verlauf im Allge-
meinen nichtlinear, so dass sich räumliche Distanzen für die Signalübertragung
nicht einfach als euklidische Distanzen der beteiligten Regionen ableiten lassen.
In einer Kooperation mit Santiago Canals Gamoneda [25] [32] sollen traktogra-
phische Analysen von diusionsgewichteten Kleintierscans genutzt werden, um
die Konnektivitäten mit ihren räumlichen Verläufen in Beziehung zu setzen.
Die Verwaltung der Hierarchievarianten hat sich in der Praxis als nicht
intuitiv herausgestellt. Hier können neue Konzepte entwickelt werden, die das
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Erstellen und Pegen verschiedener Hierarchievarianten erleichtern.
Die Flexibilität des Fenstermanagements, das mit Hilfe von InfoNode
Docking Windows in der Erweiterten Konnektivitäten-Analyse Verwendung
ndet, könnte auch für das Hauptfenster von neuroVIISAS übernommen wer-
den, so dass der Nutzer die Anordnung einzelner Fensterelemente individueller
gestalten kann.
Die Clusterung von Regionen in Abhängigkeit ihrer Eigenschaften ist ein
Werkzeug, das dabei helfen kann, Strukturen in groÿen Netzwerken zu n-
den. Zusätzlich zu den implementierten Verfahren können auch Clusterungen
von Regionen bezüglich einer beliebigen Kombination von lokalen Parametern
sinnvoll sein. In diesem Zusammenhang könnte auch das sogenannte Consensus
clustering [21] Anwendung nden, bei der die Ergebnisse mehrerer verschiede-
ner Clusterungen zu einer neuen Clusterung kombiniert werden.
Im Gegensatz zur Benutzeroberäche wurde die Hilfefunktionalität in neu-
roVIISAS nicht mehrsprachig konzipiert. Hier könnte ein neuer exiblerer An-
satz entwickelt und implementiert werden, der ein einfaches Hinzufügen neuer
Sprachen für die Hilfe ohne Programmcodeänderungen ermöglicht.
Aktuell wird mit neuroVIISAS das muskuloskelettale System der Ratte
digitalisiert, welches im Anschluss mit den neuronalen Atlasdaten und den
Konnektomdaten fusioniert werden soll. Das so geschaene Modell der Rat-
te erlaubt nicht nur die Simulation von Neuronenpoulationen, sondern könnte
auch, zum Beispiel mit OpenSim, für eine Simulation von Bewegungsabläufen
genutzt werden. Mit diesem Ansatz lieÿe sich ein Prozessuss von der neuro-
nalen Ebene zum muskuloskelettalen System abbilden.
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