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Technology and the Timing of Turn-taking:  
A ‘Simplest Systematics’ for Instant Messaging 
 
 
 The rhythm of interaction is an integral part of all communication.  A letter by 
post is obviously a much slower interaction than a face-to-face conversation, resulting in 
longer, more thought-out contributions. The advancement of communication technology 
has given us a wide variety of ways to interact.  These interactions operate in both oral 
and textual modes, take various lengths of time, and have contrasting pause lengths 
between contributions.   
 Sacks, Schegloff, and Jefferson (1974) laid a framework for analyzing telephone 
conversations, but acknowledged that it was insufficient to explain any other mode of 
interaction.  I analyze the turn-taking of two instant-messaging interactions by studying 
response latency, conversational sequencing, and turn-allocation techniques.  I show how 
the interaction is shaped by a variety of factors, the most important of which are pauses 
and response latencies (cf. Kalman et al., 2006).  I compare and contrast the 
“synchronous” mode of oral conversation, and the “quasi-synchronous” (Garcia & 
Jacobs, 1999) mode of instant messaging, using adjustments from Sacks et al.   
 In my discussion, I interpret current technological modes of interpersonal 
communication on a spectrum of timing, with respect to textual/oral modality.  Turn-
allocation techniques are derived for instant messaging, a la Sacks et al.  This encourages 
future research in creating more “simplest systematics” for the many new conventions of 
interaction brought on by technological advances in communication modes. 
 
 
 
 
instant messaging  n. (1995) 
: a means or system for transmitting electronic messages instantly 
      (Merriam-Webster, emphasis mine) 
Introduction 
The “Instant-ness” of Conversation 
 Have you ever had a telephone conversation on a phone that had a several-second 
delay?  If so, how often did you talk over one another accidentally?  The fact is, pauses 
are not only a natural part of conversation, they are an expected and necessary facet with 
active effects within that conversation.  Too much or too little pausing can be annoying, 
confusing, and awkward.  Instant messaging (IM) is a live, text-only mode of 
communication transferred between human participants via computers.1  Since 
contributions to the exchange are typed and not spoken, its timing presents a different 
challenge in the exchange – namely, that it takes more time to read and type than to listen 
and speak. A certain length and number of short pauses may be expected in most other 
forms of live conversation, whether face-to-face, telephone, or video teleconferencing.  
However, the longer pauses of IM interaction give way to interesting phenomena, such as 
multiple-entry turns (where one participant does not yield the floor neatly after one 
entry), later references to previous topics, and multiple continuing topics or subtopics.  
Contrary to Merriam-Webster’s definition of instant messaging, it is far from “instant”, at 
least with respect to conversation. 
 This study examines computer-mediated communication – specifically IM – as a 
system of quasi-synchronous interaction.  I focus on the aspect of timing, both within IM 
– entry times, typing speeds, and response latencies – and on a broader spectrum, 
applying the concept of “interaction time” to all major modes of human communication.   
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Research on Technology in Discourse 
Computer-mediated Communication (CMC) 
IM and How It Is Used 
 History of IM. 
 In 1996, four young Israeli programmers realized that although people around the 
world were becoming connected to the internet, they were not interconnected with each 
other.  They developed a program that allowed users to conduct conversations online by 
inputting short, text-only entries which could then be read by the other user.  This was the 
first public instant messaging program to be developed, called ICQ (a homophone for the 
phrase “I seek you”), by the Israel-based company Mirabilis.  Since then, a number of 
other companies have developed their own IM interfaces.  Pew Internet Project reports 
that the most popularly used programs in the USA are AIM (AOL Instant Messenger), 
Yahoo! Messenger, and MSN (Microsoft Network) Messenger.  These programs are 
“mutually exclusive, meaning that users subscribing to a particular IM program can 
communicate only with instant messengers who use the same software” (Shiu & Lenhart, 
2004, p. 2).  Today, these four programs account for nearly all of the IM use in the United 
States, with a large number of users subscribing to more than one program (p. iii). 
 Interface and format. 
 The interface of each program (i.e., its features and appearance) is slightly 
different, but they all have several things in common.  First, there is a “contact list” in 
which all of the “screen names” (unique monikers) of the contacts are collected and 
sorted by the user.  Some programs use email addresses for the basis of the contact, and 
allow the user to change their screen name as often as they like; others have an 
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unchangeable screen name that becomes the users’ identification – thus, when finding 
one’s contacts on any given network, the user would search by either email or a pre-
known screen name in order to add them to their own contact list.  Second, all the 
programs have a window that opens when one user wishes to talk to another user.  Each 
window is designed with a text-entry section, into which the user types their entry and 
makes it visible to the other participant by pressing ‘enter’.  The other main portion of 
this window is a visual compilation of the interaction at hand, with the completed entries 
from each participant visible to both parties.  Images of these two pieces, from the AIM 
and MSN Messenger programs, can be seen in Figure 1. 
   
Figure 1. AIM contact list (left) and message box (right).  In AIM, the username is always 
the same (e.g. “PewResearcher”); in MSN and other programs, it can be changed.  
Images from Shiu & Lenhart (2004). 
 
 Within the text-entry ‘instant message’ box, the user can type text just as if in a 
word processor, and can edit the text until it has been ‘entered’ (by pressing ‘enter’ on the 
keyboard or clicking the ‘send’ button).  Once this has been done, the entry (herein 
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referred to as “IM-entry”) can be seen by both parties in the larger portion of the window.  
While all the programs have these two interfaces in common, each one competes with the 
others in its creativity with other features, such as options for text sizing, fonts, colors, 
hyperlinks, and myriad other options such as “emoticons” (pictograms that show an 
emotion, e.g. :-) “smile”, either entered by a series of symbols in combination, or by 
selecting from a given menu).  One other common feature which I shall discuss later is 
the “X is typing...” notification.  With several programs, a participant is notified by words 
or symbols if the other participant is currently typing.  This feature was designed to 
promote more sequential conversations, where one participant waits for the other to enter 
their response before typing another entry of their own.2  As we shall see, design is one 
thing, practice is quite another. 
 IM-in-interaction. 
 How is IM actually used?  In an extensive 2004 study of IM usage across the 
U.S., Shiu and Lenhart, for Pew Internet Project, reported that not only do 42 percent of 
online Americans use IM (53 million users), but “24 percent of these use it more 
frequently than email” (p. i).  While only 29 percent of all IMers (12% of internet users) 
log in on any given day, these 13 million people still constituted a growth rate of about 9 
percent from April 2000.  The report also found that users tended to have frequent, 
relatively short IM interactions at home with only a few people. Seventy-seven percent 
reported mainly home use, 47 percent actively IM for fifteen minutes or less in any given 
session, 36 percent log in once a day or more, and 66 percent swap messages with just 1-
5 of their contacts on a regular basis (p. 7). 
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 The School of Information Management and Systems, at the University of 
California at Berkeley, estimated in 2003 that 5 billion instant messages were sent 
(worldwide) per day, or 1.8 trillion that year alone (p. 2).  These numbers were up from 
2000, so it is safe to say that IM is not going away any time soon. 
Different Modes of Communication Lead to Different Interactional Phenomena 
 Telegram and telephone. 
 Technological advancements in communication tools necessitate the need for 
discourse tactics to adjust.  When the telephone was invented, certainly it opened a 
Pandora’s Box of new conversation challenges that had to be met.  Phrases like “Is Sue 
there?” which would almost never need to be asked in a face-to-face conversation, 
entered the collective repertoire for telephone conversation.  Factors like facial 
expressions, gestures, and eye-contact that factor into face-to-face conversation do not 
enter the realm of telephone conversation.  However, aural signals such as tone, volume, 
and enunciation may be more important.  Likewise, technology also necessitated changes 
for text-based communication. The telegram system charged by the letter, causing users 
to carefully choose the words and letters they sent, and introduced “STOP” as a substitute 
for necessary punctuation.  While the telegram has been left behind, the telephone has 
lasted as a regular means of communication.  Sacks, Schegloff, and Jefferson (1974) did 
extensive analyses of telephone conversation.  Since the telegram and telephone were 
invented before their methods of Conversation Analysis (CA), there are few modern 
studies on these media’s introductory effects upon communication and language use.  
However, a clever comparison of the arrival of the telegraph to the arrival of the internet 
 6
is explored by Standage (1999), likening the pioneers of the first “online” communication 
system to the many methods being introduced today.  
 Email, electronic memos, “e-vites”. 
 Text-based communication has been revolutionized by the advent of the computer 
and internet.  The speed and (free) cost of email may make it far more efficient than 
sending letters by post, but this also affects the length and number of correspondences, 
resulting in many more short emails rather than one long, handwritten letter.  Email is 
used for advertisements in greater mass than junk mail, and has brought the term “spam” 
into our vocabulary (to mean ‘electronic junk mail’, not the Hormel product).  Email is 
used in businesses to communicate with its employees, in the form of a memo that is 
automatically sent to everyone.  Online sites allow people to create invitations (dubbed 
“e-vites”) that a party host can design and then send (by email) to all invited guests of the 
party. 
 Texting and IM. 
 The mobile phone’s cousin of both email and IM is texting.  Texting takes place 
on a mobile phone by a series of telephone keypad entries.  These are now often assisted 
by predictive software, where the program gives possibilities for which word will be 
made by the number-pad entry.  For example, the sequence “4-6-6-3” can spell “home”, 
“good”, “gone”, “hood”, “hoof”, “hone”, or “goof”, and the software will try to predict 
the most likely intended word in the given context.  Text messages are generally limited 
to 160 characters3 because of airwave data transfer limits.  The texts are sent to another 
mobile device and received and stored in an “inbox” similarly to email.  In text-only 
communication, telegrams and texting have a great deal in common.  Both are short and 
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relatively difficult to send, and thus tend to be encoded for efficiency’s sake.  Both are 
also sent via the telephone, albeit modern texting is far more available (though no less 
expensive) than telegrams might have been.   
 Crystal (2006; 2008a; 2008b) argues a good case that the internet and new 
technology merely transport inevitable natural human language change, rather than 
substantiate the uninformed fears that the changes will “ruin” modern language.  
Similarly to any technological advance in communication, IM provides a new venue for 
conversational conventions to expand their domain.  The timing of turns in an IM 
interaction is an integral part of what drives these new conventions.  Response time in 
face-to-face conversations and telephone conversations are much more continuous and 
immediate than IM, while letters by post, email, and even texting are less immediate.  
This paper explores the differences that IM conventions have from their face-to-face and 
by-post counterparts, and hypothesizes on what causes these differences.  To see how 
technology has necessitated and facilitated conventional changes, we should look for 
what kinds of things can be done (or are done) in IM that cannot be done in other modes 
of communication (such as multiple-entry turns), and what cannot be done in IM that can 
be done in other modes (such as true overlap and backchannels as in face-to-face or 
telephone, or as fully organized topic sequencing, as one might arrange in a letter or 
email). 
 Blurring of the lines. 
 Some approaches to oral and written discourse (Crystal, 2006; Kay, 1977) find it 
useful to make divisions between written and spoken language, in order to “set typical 
features in contrast” (Crystal 2006, p. 27f).   Swales, in outlining an effective view of 
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“genre”, says that a genre is a class of communicative events that share certain principle 
criteria (1990, pp. 45-46).  Tannen (1982; 1984) leads many others in a less dichotomous 
view of oral and written discourse, noting that Baron (1984) promotes the idea of a 
continuum of communication that does not distinguish between written and oral 
language.  Baron’s continuum is spatial and temporal, and while it precedes some modern 
modes of CMC, I find it valuable in her approach that facets of spoken discourse 
overflow into written, and vice versa.  In this study I will propose a similar, updated 
continuum that focuses more on temporal factors, while maintaining Baron’s rejection of 
a dichotomous view of written and oral language.   
Similarly, Ochs’s (1979) analysis of planned and unplanned discourse is also 
blurred in IM.  IM entries are keyboard-produced text, so they are editable all the way 
until the point they are posted – this resembles planned discourse.  However, because IM 
entries are typed as quickly as possible in order to be posted sooner, IM resembles 
unplanned discourse equally as much.  Essentially, I agree with the description of 
“electronic discourse” given by Davis and Brewer (1997): 
Writing is often seen as space-bound, static, and permanent, whereas speaking is 
viewed as time-bound, dynamic, and transient.  Electronic communication…has 
many characteristics of both speaking and writing (p. 2).   
 
Davis and Brewer explain that electronic discourse often “reads as if it were being 
spoken” (p. 2), and that “the written text has the immediacy of speech and the 
permanence of writing” (p. 157).  This perspective adequately represents IM’s dual 
natures of resembling spoken and written, planned and unplanned discourse.  In my 
continuum, I will also note how advances in technology can further blur the lines 
between categories of CMC, with respect to audiovisual/textual contributions, timing, 
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and the expectation of response.  Using a more holistic (and less dichotomous) view of 
communication allows for the application of the conventional analyses of conversation to 
all areas of CMC, including (but not limited to) IM. 
Timing and Turn-taking Under Analysis 
Conversation Analysis and Turn-taking 
 While the modern methods of conversation analysis (CA) date back to Schegloff 
(1968) and Sacks, Schegloff and Jefferson (1974), research on IM is quite recent.  This is 
no surprise, as the technology itself is as recent as ICQ in 1996.  Still, much of the 
methodology of Sacks et al. still applies to the use of our plethora of communicative 
technology today.  The approach of Sacks et al. (to turn-taking in particular) outlines in 
detail fourteen “grossly apparent facts” present in conversation, listed below: 
 (1) Speaker-change recurs, or at least occurs. 
 (2) Overwhelmingly, one party talks at a time. 
 (3) Occurrences of more than one speaker at a time are common, but brief. 
 (4) Transitions (from one turn to a next) with no gap and no overlap are common. 
 Together with  transitions characterized by slight gap or slight overlap, they make 
 up the vast majority of transitions. 
 (5) Turn order is not fixed, but varies. 
 (6) Turn size is not fixed, but varies. 
 (7) Length of conversation is not specified in advance. 
 (8) What parties say is not specified in advance. 
 (9) Relative distribution of turns is not specified in advance. 
 (10) Number of parties can vary. 
 (11) Talk can be continuous or discontinuous. 
 (12) Turn-allocation techniques are obviously used. A current speaker may select 
 a next speaker  (as when he addresses a question to another party); or parties may 
 self-select in starting to talk. 
 (13) Various 'turn-constructional units' are employed; e.g., turns can be 
 projectedly 'one word  long', or they can be sentential in length. 
 (14) Repair mechanisms exist for dealing with turn-taking errors and violations; 
 e.g., if two parties find themselves talking at the same time, one of them will stop 
 prematurely, thus repairing the trouble. 
         (pp. 700-701) 
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From these fourteen observations of conversation, they present these rules governing turn 
construction in conversation: 
 (1) For any turn, at the initial transition-relevance place of an initial turn-
 constructional unit:  
 (a) If the turn-so-far is so constructed as to involve the use of a 'current speaker 
 selects next' technique, then the party so selected has the right and is obliged to 
 take next turn to speak; no others have such rights or obligations, and transfer 
 occurs at that place.  
 (b) If the turn-so-far is so constructed as not to involve the use of a 'current 
 speaker selects next' technique, then self-selection for next speakership may, but 
 need not, be instituted; first starter acquires rights to a turn, and transfer occurs at 
 that place.  
 (c) If the turn-so-far is so constructed as not to involve the use of a 'current 
 speaker selects next' technique, then current speaker may, but need not continue, 
 unless another self-selects.  
 (2) If, at the initial transition-relevance place of an initial turn-constructional unit, 
 neither la nor lb has operated, and, following the provision of lc, current speaker 
 has continued, then the rule-set a-c re-applies at the next transition-relevance 
 place, and recursively at each next transition-relevance place, until transfer is 
 effected. 
          (p. 704) 
 
These rules represent the three possibilities of turn-taking at any point of “transition-
relevance” – the points of the completion of the turn constructional units (TCUs), which 
are the sentential, clausal, phrasal, or lexical building blocks of a conversational turn.  
The current speaker can either ‘select next’ and hand the floor over to another, or another 
speaker can ‘self-select’ by speaking. If neither happen, the conversation may continue 
by the current speaker ‘self-selecting’, at which point his turn extends until the next 
‘transition-relevance place’ (TRP), where the sequence happens again.   
 Crucially, Sacks et al. point out, after outlining the fourteen facets of oral 
conversation, that: 
 when facts like those listed above are compared with those which obtain for 
 various of the other speech-exchange systems (e.g., meetings, interviews, debates, 
 or ceremonies), differences are readily noted... Those differences suggest that 
 different turn-taking systems are involved. (p. 701)  
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It is this upon this observation that I build this paper, for by applying the rules of turn-
taking to IM instead of face-to-face conversation, we can more easily outline the 
similarities and differences between the facets of IM-in-interaction, and those of face-to-
face conversation.  This provides, then, a “simplest systematics” for the organization of 
turn-taking in instant messaging.   
Timing, Pauses, and Synchrony in Discourse 
 In order to discover the likelihood of the various turn shifts in conversation, 
Wennerstrom and Siegel (2003) conducted an extensive statistical study detailing the 
likelihood of turns shifting to another speaker at each TRP.  This study looks specifically 
at the facets of intonation, syntax, and pause at these places.  They outline statistically the 
trends of each of these aspects when isolated, as well as in an integrated system.  The 
value of such a statistical analysis is first evident in the frequency of turn shift: “of the 
2,911 data points [TRPs that were analyzed], only 186 (6%) actually resulted in turn 
shift” (p. 88).  This statistic is quite significant, as it becomes evident that Sacks et al.’s 
definition of a TRP, and rules for shift or continuance at each, leave us with a 94% 
chance of rule (1c), where current speaker self-selects and continues his turn!  It is no 
surprise that Wennerstrom and Siegel decided to title their study “Keeping the Floor”, as 
it appears that that is exactly what happens more often than not.  One might argue, with 
these results in mind, that the syntactically-centered definition of a TRP is too broad to be 
of use, since it results in such a lopsided likelihood of speaker shift.  However, even 
Sacks et al. suggested that intonation was a significant operative factor (pp. 721-722), and 
Wennerstrom and Siegel showed that there are at least recognizable trends for turn shift 
relating to intonation and pauses in addition to syntax.  For example, a high rising 
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intonation at a TRP brought a 70% chance of shift, and a 40 % chance of shift when the 
intonation was low.  The pattern with regards to pauses showed a higher likelihood of 
turn shift after pauses of less than 0.3 seconds or more than 0.7 seconds, but a lower 
likelihood after pauses that lasted around 0.5 seconds.  This “suggests that there was an 
optimal period of time in which an interlocutor was more likely to latch immediately onto 
another’s turn, followed by a second period when...the original speaker was more prone 
to continue. Thereafter, the probability of turn shift rose again as pause duration became 
even longer” (p. 94). 
 CA on IM. 
 Since, as previously mentioned, the facets and rules of the IM-in-interaction 
system will be different from that of talk-in-interaction, there is a need for more studies 
on the timing and turn-taking of instant messaging.  Davis and Brewer (1997) caution the 
analysis of electronic text-based discourse by the exact methods that spoken conversation 
is analyzed, because of the subtle differences between them.  Their study revolves around 
“electronic conference”, which is a specific mode of text-in-interaction within the context 
of, for example, a university course website.  Among the differences they point out is the 
fact that electronic conference discourse is asynchronous, and thus it has “a different kind 
of immediacy of feedback or response” (pp. 2-3).  Also mentioned are the differences in 
turn-taking, since electronic conference operates upon different turn-taking rules from 
those of spoken conversation.  They point out that electronic conference “reads like, and 
to a certain extent, acts like conversation” (p. 2), since it “presents a number of 
performance features generally characteristic of in process or in situ communicative 
events and behaviors, such as repetition, direct address, disfluencies, and markers of 
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personal involvement” (p. 3).  This approach is not inconsistent with the Sacks et al. CA 
framework, as long as the researcher keeps in mind that the facets of interaction will vary 
from one mode of communication to another.  Sacks et al. point this out even between 
different systems of spoken discourse, so it is important to approach the discourse within 
each spoken or written modes of interaction.   
 Classifications of synchrony across technological modes. 
 In one of such studies (and a study very similar to the study described here), 
Garcia and Jacobs (1999) compare the turn-taking system of computer-mediated 
communication (CMC) with that of oral conversation.  By comparing four quasi-
synchronous CMC interactions (QS-CMC)4 between students in a college classroom, 
they discovered that “the turn-taking system of QS-CMC is substantially different from 
the turn-taking system of oral conversation” (pp. 337-338).  In their application of the 
turn-taking rules of Sacks et al. (1974), they stop short of writing new rules for instant 
messaging, concluding only that they are different.  This paper attempts to complete a 
new set of rules for IM, albeit less strict than those of Sacks et al. 
Garcia and Jacobs include in their definition of ‘quasi-synchronous CMC’ the 
modes of internet relay chat (of which instant messaging is the two-participant private 
version), as well as similar protocols found in places like business online group support 
systems, or in school as a substitution for oral discussion.  Garcia and Jacobs use the term 
‘quasi-synchronous’ in order to distinguish it from oral conversation, which is 
synchronous, and asynchronous communication like letters or email (p. 339).  I agree 
with this moniker, as the dichotomous view is an overly simplistic model of synchrony.  
The advancement of technological modes of communication has produced a wide variety 
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of facets, in a wide spectrum of response times.  Take, as one example, if one were to 
analyze the series of voicemails left when two parties are “playing phone tag.”  Each turn 
would be as long as the message-leaver would desire or need it to be in order to leave his 
message, followed by a “response latency” (in this case, a “silence” where neither is 
responding) until the return call.  This sequence would continue until they finally escaped 
by actually reaching one another on the telephone in real time.  For the time being, I will 
proceed with the idea of ‘quasi-synchronous’ as it is presented by Garcia and Jacobs.  
Later, I will expand on the notion of response latency and turn size across the broad 
technologically-rich spectrum of written and spoken interaction.   
 Based upon the foundational notion that “conversations are rhythmic in nature”, 
Kalman, Ravid, Raban, and Rafaeli (2006) conducted a “chronemic”5 analysis of 
asynchronous CMC, in which they examined the response latencies of more than 150,000 
responses across emails, online discussion groups, and question-answer response posting 
on public information sites.  They found that “at least 70% of the responses were created 
within the average response latency of the responders, while...at most 4% were created 
after a period longer than 10 times the average response latency” (p. 1).  They then show 
that this pattern is consistent with the rhythm patterns of more traditional, spoken 
communication, as well as other forms of media such as surveys.  This greatly aids the 
definitions in Sacks et al. in how to define a ‘gap’, ‘lapse’, or ‘silence’, as the quantitative 
data supports a set ratio between these formerly qualitative definitions.  After describing 
the modes of asynchronous CMC in their data set in the terms laid out by Sacks et al., 
Kalman et al. define silence as “no response after a period of ten times the average 
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response latency” (p.15).  They are confident in this definition because it “yields a better 
than 95% confidence level that a response is not likely to occur in the future” (p. 15).    
Operational Definitions 
 Some definitions have already been given thus far, but in order to be clear in both 
my description of the data, its collection, and its analysis, I wish to define some key 
terms.  An ‘IM-entry’ is the foundational unit of IM – a chunk of text formed by typing 
into a field within the IM window and then pressing ‘enter’, allowing both participants to 
see it.  Two IM-entries entered at exactly the same time (to the millisecond) would still 
show up sequentially, one after the other, and which shows up first likely depends on the 
time it took for it to be registered with the centralized host program, which serves both 
participants’ computers.  ‘Turn-taking’ is the system by which an interaction allows or 
does not allow turn continuance and turn shift.  A ‘turn’ is the total utterance of a speaker 
(or of a ‘contributor,’ if the interaction is textual) from the time he began speaking (or 
contributing) until the time he stopped – either yielding to another speaker’s turn, or 
because silence occurred (see below).  A ‘turn-constructional unit’ (TCU) is the 
sentential, clausal, phrasal, or lexical pieces of an utterance (thus, the units of the syntax 
of an interaction), which are then arranged into a ‘turn’ as the utterance takes shape.  The 
TCU then so applied, the ‘transition-relevance place’ (TRP) is the point of completion of 
a TCU, at which point participants have the opportunity to shift turns.  ‘Turn shift’ (or 
‘speaker shift’) occurs when ‘current speaker’ yields the floor to a ‘next speaker’, since 
every interaction necessarily has at least two participants.  The ‘floor’ is the right to speak 
at a certain time, for a certain time.  ‘Turn continuance’ occurs when ‘current speaker’ 
holds the floor and continues speaking after a TRP.  If ‘current speaker’ does not yield 
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the floor, but ‘next speaker’ takes the floor and begins his turn, ‘overlap’ occurs as the 
two speak simultaneously.  As per Sacks et al. (1974), overlap is avoided, but tends to 
still occur in small amounts at the beginnings and ends of turns.  Taking Kalman et al.’s 
(2006) definition, ‘silence’ occurs when no one has contributed to the interaction for 
longer than 10 times the average response latency.     
Research Questions 
In order to outline a ‘simplest systematics’ for instant messaging, I raise three specific 
questions:  
 RQ1: What is the timing of instant messaging? 
 RQ2: How does the timing of IM affect turn-allocation during the interaction? 
 RQ3: To what extent do conversational turn shifts – the point at which the 
 “speaker” gives up the floor – align with “IM-entries” – the unique units of IM 
 formed by pressing “enter” to make the text visible to the other participant? 
With these questions I formed three hypotheses.  First, I expected that in the spectrum of 
timing in interaction, the speed of IM is actually slower than being “instant”.  That is, I 
expected it to be ‘quasi-synchronous’ (Garcia & Jacobs, 1999) or in ‘near synchronicity’ 
(Shiu & Lenhart, 2004, p. 1), but to be able to be shown neither entirely asynchronous 
nor entirely synchronous.  Second, I hypothesized that timing was a very important factor 
in analyzing the IM mode of communication, and that it could be found to affect many 
areas of the conversation, including and especially turn-taking.  Third, I expected 
conversational turns not to line up neatly with IM-entries, for a variety of reasons.   
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Method 
 
Participants and Context 
 There are three participants in these two interactions.  C, the common participant, 
is a white, male undergraduate student at a major midwest University.  F – a white, male 
recent graduate – was C’s roommate at the same university until a few months before this 
interaction.  M – a black, male undergraduate at the same university – was C’s close 
friend in the military, having completed two tours of duty overseas together with C by the 
time of this interaction.  C was unmarried at the time of the first interaction, and married 
by the time of the second.  There are two other people mentioned in the first interaction, 
B and P; B is the girlfriend/wife of C, and P is B’s sister. 
 The first of these two interactions, “Camping”, took place April 22, 2004.6  At the 
time of interaction, C was 23 years of age and F was 22.  The second, “Vacation”, took 
place June 29, 2007.  At the time of interaction, C was 27 years old and M was 24.  Both 
interactions took place late in the evening (“Camping” from 12:00-12:24 A.M., and 
“Vacation” from 11:14-11:24 P.M.).  In “Camping”, C is confirming and continuing 
plans that he has begun to make with F about an upcoming camping trip, one month 
away.  C and F are planning to camp with B and P.  In “Vacation”, C and B have just 
returned from a road trip around the Great Lakes, and M is asking C how it went. 
 
Data Collection Procedures 
 The two instant message interactions studied here came from existing data saved 
automatically in XML files by an instant messaging program.  The data were saved and 
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stored online, and remain accessible to the participants of the interaction.  No personal 
information except “screen name”, the moniker an IM user chooses to appear on-screen 
(and which in this particular program is editable).  The most important part of the 
information saved in this interaction is the exact time, to the second, that each entry was 
posted.  There are other IM programs that do not record the exact second of entry, do not 
save interactions automatically, and/or do not allow editing of a screen name.  I do not 
recommend such programs for duplications of this study, as they would either 
compromise the possibility of a chronemic analysis of the entries, the public nature of the 
interaction, or identifying information of the participants.   
 To put the data in the format used in this paper, exact dates and screen names 
were deleted from the XML document, and the remaining data were placed into a table.  
Three additional columns were then added: Entry Number (for easy reference to an 
entry’s place in the interaction), and the calculations of Minimum and Maximum entry 
time for each entry. 
 
Data Analysis Procedures 
 The data were analyzed three ways.  First, the exact times of each posting were 
studied in order to calculate when the entry might have been begun, giving insight into 
which posts each entry preceded, followed, and overlapped in real (typing) time.  Both a 
minimum and maximum entry time were calculated, as well as plausible typing speeds.  
Second, the content of the interaction was analyzed using a Conversation Analytic (CA) 
approach (cf. Garcia & Jacobs, 1999), with special respect to the timing factors found in 
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the first analysis.  Third, the idea of conversational turns was compared to the format of 
IM entries, to determine if they were compatible. 
 
Findings 
 
 In this section, one IM interaction (“Camping Trip”) will be analyzed with respect 
to the research questions.  Preliminary conclusions will be drawn before more briefly 
analyzing the second IM interaction (“Vacation”), after which comparisons will be made 
between the two analyses and their conclusions. 
 
“Camping Trip” 
 Just before the following excerpt7 of this IM interaction, C and F have completed 
an opening sequence.  Immediately following this excerpt, C changes the subject to 
matters unrelated to camping.  This excerpt was chosen for analysis because of both its 
overlap and its completion of a conversation topic.  The full interaction for “Camping 
Trip” can be viewed in Appendix A. 
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Text of interaction: 
7 12:01:23 -- -- C So yeah, I talked to B and D both...how does May 21-23 sound for camping? 
8 12:01:38 :15 -- F how about now? 
9 12:01:46 :08 :08 F oh, yeah, i guess we could go then too 
10 12:01:51 :05 :28 C B has a final to get out of the way, but she said that shouldn't be a problem 
11 12:01:57 :06 :06 C yeah, I'd love to go now 
12 12:02:23 :26 :37 F cool beans. As far as I know I'll be around, but I can't "officially" commit, gotta hear from a couple folks 
13 12:02:39 :16 :16 F but it's the weekend, so no worries! 
14 12:02:44 :05 :05 F so yeah, lets do it! 
15 12:02:45 :01 :48 C well fine, if we're not important enough to you, you're SO uninvited 
16 12:02:48 :03 :03 C j/k :)8 
17 12:03:06 :18 :22 F heh heh 
 
Figure 2. “Camping Trip”, lines 7-17. 
Features of the Chart 
 The left column numbers each IM-entry, much the way that lines are numbered in 
CA.  Unlike CA, however, these lines align with the specific foundational units of IM – 
the entry – which appear when the participant types one or more characters and presses 
“enter”.  The next column over shows the time that each entry appeared – in this case, the 
interaction happened just after midnight.  The fifth and sixth columns show the 
participant (in CA, this is called the “speaker”, but obviously no one is actually speaking 
here) and the text of the entry, respectively.  The content of these two columns are visible 
to the participants throughout the interaction.   
 The middle two columns are the columns that show the minimum and maximum 
amount of time that it took to formulate each entry.  The timing of the formulation of an 
entry is usually an approximation, so these are the numbers we can use to estimate.  The 
minimum amount of time x is the time between the appearances of the entries – they 
appeared in this order because one was entered x seconds before the next.  The maximum 
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amount of time y is the time between one participant’s previous and current entry.  This is 
because the participant must have started the entry after the previous entry was finished, 
as pressing ‘enter’ submits the entry and clears the entry box.  Therefore, we know that 
the participant took no more than y seconds to complete the entry.  These numbers x and 
y are the same when a participant enters two entries in a row, but they can also have a 
wide range if they are busy typing a longer entry while the other participant enters 
several.  The numbers are inexact because we only know the minimum and maximum, 
but we cannot know if the participant typed, then deleted, then re-typed before entering, 
or whether he or she just waited a great deal of time before typing.  All we can know for 
certain is that it took at least x seconds and at most y seconds. 
 
RQ1: A “Chronemic” Analysis 
 Response latency calculation. 
 If we want to know how “instant” instant messaging (or any communication) is, it 
is important to analyze the time between contributions.  Unlike oral conversation, there 
will always be a “response latency” (RL) in IM, even if one participant performs the 
equivalent of “latching”9, by beginning to type immediately after the previous entry is 
entered.  This is simply because it takes time to type, and none of the text is visible until 
the participant has pressed ‘enter’.  So, in the manner of Kalman et al. (2006), we must 
look at the rhythm of the interaction if we are to draw any conclusions about it.  They dub 
their analysis of asynchronous CMC “chronemic”, though they do not explicitly define 
this term.  Essentially they assign τ to the average response latency, and analyze how 
each individual response latency relates to the average.  Therefore, I would offer a basic 
definition of “chronemic” as “relating to measurable units of time in sequence”, since our 
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chronemic analysis is essentially analyzing the time between units in a sequence of 
interaction.  Think of “chronemic” as etymologically related to “phonemic”, having to do 
with units of time instead of sound.10  Kalman et al. divided their findings into three 
zones: 
 Zone I - quick to average (RL < τ). The majority of the responses fall in this zone. 
 Zone II - above average (τ < RL < 10τ). A minority of the responses fall in this 
 zone. 
 Zone III - long silence (RL > 10τ). A negligible minority of the responses fall in 
 this zone. 
(Kalman et al., 2006, p. 9) 
It is slightly harder to apply these zones to this study, since the average response latency 
for this IM data is approximate.  However, because the response latency in IM is no 
shorter or longer than the minimum x and maximum y entry times, we know that: 
 x < RL < y, and therefore 
 average (x) < τ < average (y) 
 Using this (very) basic formula on the IM interaction in Figure 2, average (x) 
=10.3 seconds, and average (y) = 19.2 seconds.  As predicted by Kalman et al., there 
were no entries whose response latencies exceeded 10τ (in this case, 103-192 seconds).  
There were two entries (12 and 17) whose RL was “above average”, though one could 
add a third in entry 15, whose RL has a wide possible range (1-48 seconds).   
 Typing speed calculation.11 
 Since RL is approximate12 (and at times, very much so), it may not be effective to 
depend on posting time alone.  Typing speed calculations can be employed (when RL is 
too approximate) to estimate a more narrow time frame.  The equation to calculate a 
typing speed13 is as follows: 
 [60 × (# of words in entry)] / (seconds entry was typed in) = wpm 
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Line 15, which has 12 words, has a possible RL of 1-48 seconds.  Had it been typed 
entirely after line 14 was entered (i.e., in 1 second), it would have required a typing speed 
of 720 words per minute (wpm).  Since the average wpm for even self-proclaimed “fast” 
computer users is 40 wpm (Karat, Halverson, Horn & Karat, 1999), this is obviously not 
when C started typing line 15!  Instead, we can apply this method to a few other 
possibilities until a more likely typing speed is reached.  When this is calculated, we find 
that if line 15 were begun after line 13 (6 seconds), 120 wpm would be required.  If it 
were begun after line 12 (22 seconds earlier), is would have been 32.7 wpm.  If it were 
begun immediately after line 11 (48 seconds earlier), it could have been as slow as 15 
wpm.  Line 15, being from participant C, could not have been begun until after line 11 
was entered (48 seconds earlier), as C had to have entered 11 before typing his next entry.  
So, given our four possibilities, it is most likely that C began typing line 15 after either 
line 11 or line 12.  To decide which it is, we may get clues from the discourse itself – this 
analysis is discussed in the following sections. 
 Returning to RQ1, then, what is the timing of this particular interaction?  Its 
average response latency is between 10 and 19 seconds, but included in this time is time 
to read and mentally process the entries being responded to.  There are 83 words14 from 
lines 8-17 of this interaction, a segment which lasts 107 seconds after its first entry, 
leaving the entries with an average typing speed of 55 wpm.  By comparison, the average 
latency in oral conversation is between 0 and 0.5 seconds (Ford & Thompson, 1996; 
Wennerstrom & Siegel, 2003), so IM is certainly less “instant” than oral conversation.  
Therefore I agree with Garcia & Jacobs (1999) in calling IM “quasi-synchronous” 
computer-mediated communication, rather than “synchronous”. 
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RQ2: Time’s Effect on the Interaction 
 Adjacency pairs. 
 The question that C asks in line 7 opens up what is called an “adjacency pair” in 
Conversation Analysis (Crystal, 1987; Levinson, 1983).  An adjacency pair is simply one 
piece of discourse that prefers or requires a second portion, in this case a question 
requiring an answer.  In this instance, C’s question is an invitation (to go on a camping 
trip), which can be answered by either acceptance or refusal, but prefers acceptance 
(Levinson 1983; Yule, 1996).  Anything other than acceptance is a “dispreferred” 
response, which Yule defines as “the structurally unexpected next utterance as a 
response” (1996, p. 129).  F gives several possible responses to C’s invitation, which 
make up a majority of F’s contributions in this segment.  First, in line 8, F says “how 
about now?”  This is a replacement of the suggested time portion of line 7, “May 21-23”, 
and F is responding with a question that opens a second adjacency pair.  C has the option 
to answer this question with an acceptance, refusal, or another suggestion for a time.  C 
does in fact answer this question, but not until line 11: “yeah, I’d love to go now”.  This 
is a rhetorical answer, as it neither accepts, refuses, nor suggests a new time, but only 
expresses that C would love to go now, if it were in fact possible.  This rhetorical answer 
implies that it is not possible to “go now” (this interaction took place late on a 
Wednesday night), thus minimizing the requirement for the acceptance, refusal, or further 
suggestion.   
 The second answer that F gives to C’s question from line 7 is in line 9: “oh, yeah, 
i guess we could go then too”.  This is a form of acceptance, but it is hedged with “i 
guess” and “we could”.  In light of line 8, this implies that “going now” would be more 
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preferable, but in the absence of that possibility, “going May 21-23” is an acceptable 
alternative.   
 Line 12, then, begins with what sounds like the preferred response of acceptance, 
but is mitigated into non-commitment (at best), or even a possible refusal (if the others F 
hears from cause F not to be available).  F’s next answer to C’s invitation happens in line 
12.  While “cool beans” simply means “okay” (Dictionary.com), and could be a reference 
to C’s further information in line 10 or anything else that F wants to acknowledge, the 
rest of line 12 is certainly giving a more detailed response to the invitation.  “As far as I 
know I’ll be around” is an indirect acceptance (implying that since F will be around, he 
will be available to come, and if he is available to come, he will come), without an actual 
commitment (I will come).  “but I can’t ‘officially’ commit” sounds more like a refusal – 
the disjunctive “but” negating the sense of commitment that the first piece gave.  The 
reason for this potential refusal is given together in the same entry: “gotta hear from a 
couple folks”.  This implies that F may not be around if he hears something from these 
other people, and if he is not around, he will not go camping.  This appears to be a classic 
sequence of expressing a refusal without actually saying “no” (the most direct 
dispreferred response), as described by Yule (1996, pp. 80-81).  However, F then follows 
this with line 13: “but it’s the weekend, so no worries!”  This implies that the possibility 
of a future refusal (if F hears from “some folks”) is not likely, because these people are 
not likely to require him on the weekend.  “It’s the weekend” cannot mean the immediate 
time of the interaction, since this takes place mid-week, so “it” must instead refer to the 
dates in question, May 21-23 (which in this year was a weekend, about 1 month after this 
interaction).   
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 F has now responded with a joke (line 8), a mitigated acceptance (line 9), 
mitigated-acceptance-to-possible-refusal (line 12), and revision of refusal (line 13).  Line 
14 finally completes the adjacency pair with the preferred response, an outright 
acceptance: “so yeah, let’s do it!”  This series could be due to “silence”, which Yule says 
“often leads the first speaker to revise the first part [of the adjacency pair] in order to get 
a second part that is not silence from the other speaker” (1996, p. 80).  Consistent with 
Yule’s “How to do a dispreferred response”, F includes at least seven of Yule’s eleven 
optional elements (Yule, 1996, p. 81): hesitation (calculating by typing speeds, in the 15 
seconds before his 3-word entry is posted, at least 10 of this could have been “silence”); 
preface (“oh”); express doubt (“I can’t officially commit”); mention obligation (“gotta 
hear from a couple folks”); token Yes (“yeah, I guess”); make it non-personal (“a couple 
folks”); and use mitigators (“as far as I know”).  If it were not for the final result of the 
acceptance in line 14, this certainly had the makings of a refusal.  Also consistent with 
Yule is the fact that constructing a dispreferred response (even if it is amended 
eventually) takes “more time and more effort”, and represents “more distance between 
the end of the first part and the end of the second part” (Yule, 1996, p. 82). 
 Time and relevance. 
 An adjacency pair, by definition, facilitates turn shift by “selecting next speaker”. 
The invitation-acceptance pair opened in line 7 goes through many possible completions 
before F finally closes it in line 14, a full minute and twenty-one seconds later.  In this 
sequence, a few things not conventional to oral conversation take place.  C follows his 
initial invitation in line 10 with further information and a reason for the dates he is 
suggesting: “B has a final to get out of the way, but she said that shouldn’t be a problem”.  
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Talking about B, one of two people that C and F are planning to camp with, C is offering 
F an explanation for why May 21-23 is likely to work, and that the possible complication 
(“B’s final [exam]”) is unlikely to “be a problem”, according to B.  C could have seen the 
gap (as much as 10 seconds) between lines 7 and 8 as reticence from F, and, as Yule 
predicts (1996, p. 80), this could have led C to bolster the invitation to head off a refusal.  
While this, in and of itself, is not entirely unexpected, especially since F has not entirely 
closed the adjacency pair, the next line is unusual: “yeah, I’d love to go now”.  As 
discussed previously, this is a (rhetorical) response to the new adjacency pair opened by 
F in line 8.  If this were oral conversation, this linear arrangement could make line 10 
considered irrelevant (since it does not close the adjacency pair of line 8, nor relate to line 
9), and line 11 irrelevant (closing an adjacency pair of line 8 after line 10 has already 
moved the conversation on).  The fact that they occur in this order suggests that line 10 is 
in fact a continuation of line 7, begun before lines 8 or 9 were entered.   
 Using typing speed calculation, line 10’s 18 words, begun immediately after line 
7 (28 seconds earlier), would give C a typing speed of 38.5 wpm – well within a 
reasonable average.  Had line 10 been started after line 8, however, that speed would 
have had to be 83 wpm (unlikely); after line 9, it would have had to be at least 216 wpm 
(impossible).  The further fact that line 11 serves to complete line 8’s adjacency pair 
implies that C had already begun line 10 before line 8 appeared, since he may have 
otherwise closed line 8’s adjacency pair instead of adding information to line 7’s 
invitation. Instead, C finishes typing line 10 even though lines 8 and 9 are being entered 
in this time, and then responds to line 8’s question in line 11.   
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 Here we see that an analysis of adjacency pairs, working together with a 
chronemic analysis, leads to the conclusion that line 10 was being typed while lines 8 and 
9 were being entered. 
 RQ3: Conversational Turns and IM Entries 
 “Selecting next” at transition-relevance places: rule 1a vs. 1c. 
 Sacks et al. (1974) organize their turn-taking rules around a ‘transition-relevance 
place’ (TRP), or a place in which a speaker is selected by another speaker to ‘speak next’ 
or ‘self-selects’ (these rules are listed and discussed on pages 9-10).  That is, the current 
speaker can come to a place where he allows or requires another speaker to contribute 
(‘current speaker selects next’, rule 1a), and that other speaker “has the right and is 
obligated to take the next turn to speak”.  However, if the current speaker has not selected 
a new speaker, and a new speaker has not interjected (‘first starter acquires rights’, rule 
1b), the current speaker may continue his turn until the next transition-relevance place 
(rule 1c), and the process repeats at the next transition-relevance place (rule 2) (pp. 703-
704).   
 One example of a transition-relevance place that ‘selects next speaker’ would be a 
question, as we have in the adjacency pair(s) discussed above.  If IM follows the same 
conventions of turn-allocation as oral conversation, we would expect the IM-entry 
(especially one opening an adjacency pair, as in line 7) to line up with the transfer of 
speakers, resulting in a smooth, seamless transition from one participant’s question (line 
7), to the other’s answer.  As shown previously, another question was opened in line 8 as 
an initial response to line 7, but followed immediately by line 9.  If line 8 were an Insert 
Sequence (i.e., an adjacency pair within an adjacency pair), line 9 would be expected to 
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close line 8’s first part, but instead line 9 is in response to line 7 (as seen by “then”, 
referring to “May 21-23” in line 7).  C closes F’s new sequence after line 10, with line 
11’s “yeah, I’d love to go now”.  Rather than an insert sequence, we have intertwined 
sequences in the form of non-adjacent Adjacency Pairs, shown in red (lines 7 and 9) and 
blue (lines 8 and 11) in Figure 3.   
7 
Open Sequence 1: 
Invitation C So yeah, I talked to B and D both...how does May 21-23 sound for camping? 
8 
Open Sequence 2: 
Question (alternate 
suggestion/invitation) 
F how about now? 
9 
Close Sequence 1: 
Acceptance 
(ambiguous) 
F oh, yeah, i guess we could go then too 
10 
Further information for 
Invitation C B has a final to get out of the way, but she said that shouldn't be a problem 
11 
Close Sequence 2: 
Assent/agreement 
(rhetorical) 
C yeah, I'd love to go now 
 
Figure 3: Intertwined Sequences 
 Even more notable than this odd sequence of pairs is the fact that (as was already 
shown), line 10 was begun before lines 8 or 9 were entered.  This means that C self-
selected after entry 7, even though the question of line 7 is supposed to have selected F as 
“next speaker”.   
 Self-selecting and silence: rule 1b vs. 1c. 
 What happens when an entry does not “select next speaker”?  Looking at line 12, 
we see a dispreferred response (a possible refusal to C’s invitation).  This response 
technically completes the adjacency pair, and therefore does not specifically select a next 
speaker.  It leaves both C and F in a place where they can self-select (C by rule 1b, and F 
by rule 1c).  Let us look at what happens in “IM overlap” and potential silences. 
 In line 15, C says “well fine, if we’re not important enough to you, you’re SO 
uninvited!”  There are a number of discourse-related possibilities here:  
 30 
 (1) C is self-selecting after his last contribution in line 11, and not responding to 
 any of F’s entries in 12-14. 
 (2) C is responding to line 12’s dispreferred response, in a harsh and unmitigated 
 manner;  
 (3) C is responding to line 12’s dispreferred response, in a humorous, ironic 
 (“faux  harsh”) manner;  
 (4) C is responding to line 13 in a harsh manner;  
 (5) C is responding to line 13 in a humorous, ironic manner; 
 (6) C is responding to line 14 in a harsh manner; or 
 (7) C is responding to line 14 in a humorous, ironic manner. 
 
 We can find our answer by looking at both physical time and relevant discourse.  
First, possibility (1) is unlikely.  The “well fine” is obviously not a follow-up to C’s own 
entry, and the rest of the entry makes no logical sense following C’s statements in lines 
10 and 11.  After stating that everything should work out to go camping with F (line 10), 
and wanting to do so as soon as possible (line 11), why would C “uninvite” F?  Next, the 
chronemic analysis showed that this entry had to have been begun immediately after 
either line 11 or line 12, since any later would have resulted in unlikely (120 wpm) or 
impossible (720 wpm) typing speeds.  Therefore, let us be rid of possibilities (4), (5), (6) 
and (7).  So, line 15 is a response to line 12.  Is it humorous or harsh?  We need look no 
further than the next entry in line 16, where C gives a clear “j/k :)”, which is an 
abbreviation for “just kidding” and an emoticon meaning “smile”.  F then laughs at the 
joke in line 17: “heh heh”.  Thus, C’s line 15 is a humorous criticism of line 12’s 
dispreferred response, which is gradually rescinded in lines 13 and 14, and is taken by 
both parties as a joke in the end.   
 This analysis explains C’s contribution in line 15, but why did F self-select and 
rescind his dispreferred response (twice)?  In an IM window, there is usually a small 
indicator of some kind that says “C is typing...”, in order to allow one participant to know 
when to wait for the other’s entry before proceeding.  F typed line 12, and C may have 
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waited for a few seconds before beginning to type what eventually becomes line 15.  
Mathematically, C could have waited as many as 7.6 seconds, before typing speeds 
would exceed 50 wpm.  If C were waiting to type, this indicator would not have been 
active, and this is IM’s version of silence.  Silence (“when less than one speaker speaks at 
a time”; Schegloff, 2000) is dispreferred in oral conversation (Sacks et al., 1974; 
Schegloff, 2000; Yule 1996), and the duration of the silence matters greatly 
(Wennerstrom & Siegel, 2003; Wilson & Zimmerman, 1986).  F could have interpreted 
C’s silence as a cue to self-select (Wilson & Zimmerman, 1986, p. 388), using rule 1c.  F 
might also have self-selected simply to give a more preferred response, since his response 
in 12 was dispreferred.  So, C uses the silence to self-select and begin typing a humorous 
criticism of F’s response, and F uses the silence to self-select and rescind his dispreferred 
response, ending instead with a preferred one.  Due to entry size, F’s entries appear on 
the screen earlier than C’s entry, but all of these lines (F’s 13-14 and C’s 15) should be 
considered turn self-selection after line 12.   
 Returning to RQ3, let us assume, for good reason (and measurability), that the end 
of each IM-entry is a transition-relevance place.  We do not see rules 1a, 1b, and 1c 
operating sequentially, as they are shown to do in oral conversation. Instead, it appears 
that there are simultaneous applications of rules 1a and 1c, or 1b and 1c.  Since rule 1c 
necessarily extends the current speaker’s turn until the next TRP, if another participant 
self-selects by rule 1b, we get “IM overlap” – two speakers’ turns occurring 
simultaneously, violating the (exactly) “one party at a time” design of conversation 
(Schegloff, 2000, p. 3).  Furthermore, we also see the possibility for any IM entry to be a 
TRP that allows rule 1c (without necessarily accounting for rules 1a and 1b).  Even 
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though line 7 should have been a TRP of next-speaker-selection (by rule 1a), C continued 
his turn immediately after it, breaking rule 1c’s dependency on the previous rules. 
 
“Vacation” 
 The following data set is a complete interaction between C and M, a friend with 
whom C served in the military.  C has just returned from a long road trip to Toronto, New 
York, and Chicago with his wife, and M is asking how it went.  M has recently checked 
out of the military unit of which they were both previously a part.  It differs from the 
above interaction mainly in its timing. 
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Text of interaction: 
1 11:14:26 -- -- M hey are you home? how was your trip? 
2 11:14:42 :16 -- C awesome. Completely perfect and beyond belief. So amazing.  
3 11:14:53 :09 :27 M :) good! 
4 11:14:54 :01 :12 C I'm putting together a facebook album right now. 
5 11:15:09 :15 :16 M I'll look forward to seeing it 
6 11:16:12 1:03 1:16 C 
I can't even describe on IM how awesome it was. And all for $2400 
bucks. That's like $1000 a week, but for what we saw, it's incredible. 
7 11:16:58 :46 1:49 M 
I understand the inability to explain. A picture's worth a thousand words, 
but an experience is priceless 
8 11:18:06 1:08 1:54 C 
we went in the 3 tallest buildings in North America, saw two baseball 
games and the baseball hall of fame, and by golly, did more than I can 
even recount! 
9 11:20:05 1:59 3:07 M 
I really want to see the new Freedom Tower when it's erected. Did you 
happen to stroll past the construction site? 
10 11:20:56 :51 2:48 C 
well...it still looks like ground zero - that is, with construction walls and a 
large hole with little to nothing visible. But yes, I will be back in NYC to 
see it when it opens. 
11 11:22:52 1:56 2:47 M 
yeah I know they probably haven't gotten too far in terms of the visible 
structure yet (lots and lots of underwork and subterranean stuff to do). 
12 11:23:12 :20 :20 M 
I really look forward to seeing that when it's complete too...hey, maybe I'll 
see ya there 
13 11:23:21 :09 :09 M hey i've gotta go quick (I'm at my parent's house) 
14 11:23:31 :10 :10 M I'll be on later again...but I'm glad you had an awesome trip! 
15 11:23:32 :01 2:36 C let's go and take our wives - you'll be married by then 
16 11:23:35 :03 :03 C k 
17 11:23:40 :05 :09 M :) that's what I was gonna say! 
18 11:24:10 :30 :30 M 
peace out brother (oh p.s. remind me to tell you about my "checking out" 
of the unit story). 
19 11:24:10 <:01 <:01 M see ya 
 
Figure 4. “Vacation”. 
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RQ1: Chronemic Analysis of a Longer Interaction 
 The most important thing to note here is that this interaction (even in its entirety) 
is only 8 entries longer than the previous excerpt, but takes 9 minutes and 44 seconds to 
complete, versus 1 minute 47 seconds in “Camping Trip”.  Everything about this 
interaction is longer: longer entries (averaging just over 13.9 words, versus just under 
9.2); longer average entry time (30.7 seconds, versus 9.7); and longer average response 
latency (32.3 < τ  < 65.5 seconds, versus “Camping Trip” 10.3 < τ  <19.2).  Consistent 
with Kalman et al., there were no RLs exceedings 10τ (i.e., >192 seconds).  However, 
there were a considerable number of RLs that may have fallen in the “above average” 
bracket, considering their maximum entry time y – that is, those that have a RL greater 
than maximum τ (RL > 65.5 sec).  At least three entries certainly fit this description (8, 9, 
11, as their minimum RL is already greater than maximum τ), while four others (6, 7, 10, 
15) could potentially be in this bracket if their actual RL was shown to be above 
maximum τ. 
 Let us look at one of these as an example of what these large RLs do to a 
chronemic analysis.  In line 15 we have the widest possible range of RL: 1 < RL < 156 
seconds.  Line 15 could have been started after line 10, 11, 12, 13, or 14.  As it contains 
11 words, it did not begin after line 14 (requiring 660 wpm; see Appendix B).  Beginning 
after line 13 allows 11 seconds for those 11 words, requiring 60 wpm.  This is not 
impossible, but above average for typing new text (Karat et al., 1999).  If it were begun 
after line 12, those 20 seconds only require 33 wpm.  If it were begun after line 11, that 
speed reduces by half to 16.5 wpm.  Finally, if C began typing line 15 immediately after 
finishing line 10, it would require only 4.2 wpm.  Therefore, using typing speeds alone, it 
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is already apparent that line 15 was most likely begun after 10, 11, or 12, but may have 
been started after 13.  Using CA for more help, we can see that line 13 is a pre-closing 
(Schegloff & Sacks, 1973).  This makes it even more likely that 15 was started before 13 
was posted, because it is not a preferred response to a pre-closing.  Using chronemic 
analysis and Conversation Analysis, we still arrive at three options: entry 15 was started 
after 10, 11, or 12. 
 In these cases of interactions with technical “silences”, calculating typing speeds 
and response latencies will only do so much.  Even if we considered the typing speeds to 
be at an average of 20-40 wpm, this only tells us when C may have begun line 15.  Long 
gaps remain, such as the one between lines 10 and 11; these will have to be explained by 
a method other than chronemic analyses.15   
RQ2: Time’s Effect on the Interaction (and the Expectations of the Participants) 
 In a Conversation Analytic approach, focus is not on the speaker’s intentions and 
expectations unless they are explicitly revealed in the action (the text).  It seems 
reasonable to assume, however, that not only might there be a reason for the slower 
interaction, but that the slower rate of interaction was in fact acceptable to both 
participants.  Since participant C in this interaction is the same person as in the first 
interaction, it is not because of completely different personal preferences for the rate of 
an IM interaction.  Instead, it is likely due to non-measurable factors such as the 
participants multitasking (either in other IM interactions, other computer-related tasks, or 
separate real-life conversations by either or both of the participants).  There is at least one 
piece of evidence that C may be multitasking, because in line 4 he tells M, “I’m putting 
together a facebook album right now”, an example of a computer-related task in which C 
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could be simultaneously engrossed (if in fact “right now” means “as we speak”).  M also 
implies that he is likely busy with something, by stating in line 13, “I’m at my parent’s 
[sic] house”16.  This type of multitasking is sometimes possible in oral conversation, such 
as a conversation over dinner that must take into account pauses to chew food, even when 
one might have the floor.  Unlike oral conversation, however, in which there is a fairly 
consistent response latency and acceptable silence period (Ford & Thompson, 1996; 
Wennerstrom & Siegel, 2003), IM interaction may in fact allow for a wider range of 
acceptable latency and silence.  As long as RL remains below or near τ, and few to no 
RLs exceed 10τ, (as per Kalman et al., 2006), the participants appear to be able to decide 
what their τ ought to be for that particular interaction. 
RQ3: Conversational Turns and IM Entries (Turn-allocation and Entry Variation) 
 Longer entries and TCUs. 
 Longer entries have another effect on TRPs – the syntax of the longer entries 
allows for a speaker to include more turn-constructional units (syntactic pieces that help 
to delineate where a TRP occurs in a text).  The end of a sentence or main clause is a 
classic example of a TRP in oral conversation (Sacks et al., 1974, pp. 702-703), but in 
these longer IM entries, we see 12 examples (1, 2, 6, 7, 9, 10, 11, 12, 13, 14, 15, 18) of 
two or more independent clauses or sentences within one IM entry.  This makes up a 
majority of the interaction!  It could be interpreted that each speaker, by including 
multiple TCUs in one entry before entering it, is actually “self-selecting” before the entry 
is even contributed.  By taking “super-sized” turns, each participant might not be required 
to contribute entries as frequently, leading to longer pauses (which we have said were 
likely acceptable to both participants). 
 36 
 Longer pauses and turn shift. 
 This interaction has less overlap and more pauses, and not surprisingly, a more 
orderly turn-allocation than the earlier interaction.  This is consistent with Wennerstrom 
& Siegel’s (2003) statistical investigation of oral conversation, which found that pause 
duration was positively correlated with the probability of turn shift (except within an 
optimal pause duration, where the current speaker was more likely to keep the floor).  
Their argument is consistent with Wilson & Zimmerman (1986) in the idea that there 
may be a shift of awareness of whose turn it is to take the floor, and consistent with Sacks 
et al. (1974) in that the first two options (rule 1a and 1b) would result in a new speaker.  
In this interaction, at least six of the TRPs (the ends of entries 1, 4, 8, 9, 10, and 16) 
appear to result in a “clean” turn shift (that is, either rule 1a or 1b is applied, resulting in a 
new speaker), and at least 3 more (13, 17, 18) appear to have followed rule 1c without 
violating 1a or 1b.  However, at least two TRPs are followed by a (potentially) longer-
than-average pause (line 8 is followed by as much as 87 seconds of silence, and line 10 as 
much as 77 seconds).17  In these cases, it is possible that both participants are waiting for 
the other to take the floor.  It seems more likely, however, in light of the aforementioned 
studies on pauses, that the longer the pause, the more likely rule 1b will be followed, 
resulting in a new speaker.  Such is the case in both longer-than-average pauses in this 
interaction. 
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Discussion 
 
Summary of Findings 
 
RQ1: The Timing of Instant Messaging among CMC Interaction 
 Response latency in CMC. 
 The evidence of response latency, whether it is a relatively constant interaction 
(as in the first interaction), or whether it contains numerous silences (as in the second 
interaction), tells us that – at the very least – instant messaging is far from “instant”.  IM 
is generally grouped under the “synchronous” category of computer-mediated 
communication (e.g. An & Frick, 2006).  In many ways, it is vastly different from 
“asynchronous” modes (like wikis, social networking sites, blogs with comments, and 
email), mainly in the fact that IM requires both participants to be present and signed in at 
a computer at the same time.  However, new technology continues to be introduced that 
is more “instant” than IM, such as telephone and videoconferencing over the internet – 
the closest duplications of regular telephone and face-to-face conversation, with only a 
minor, split-second delay in most cases.  These are certainly more “synchronous” than 
IM.  That leaves IM somewhere in the middle, in what has now been appropriately 
dubbed “quasi-synchronous” (Garcia & Jacobs, 1999).   
 Other factors along the continuum. 
 While response latency is one of the biggest factors affecting any interaction in 
CMC, there are others.  One of these is the expectation of response.  In asynchronous 
modes, a response may be required (RSVP to an email or internet invitation), or optional 
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(a comment on a public facebook post).  In texting (between cell phones), a message 
comes into an inbox, and can be replied to immediately, or at one’s leisure, or not at all, 
depending on the nature of the text sent and the schedule of the recipient.  These 
interactions are asynchronous because there is not necessarily a set limit for (if and) when 
a response is required.  However, in synchronous modes like videoconference, no one 
just sits and looks at the webcam, or goes about other tasks while having their 
conversation.   
 One other factor is whether the interaction is textual, audio, or visual, or some 
combination.  In a textual interaction, one participant’s contributions are visible for the 
other participant while he or she is responding.  In audio and visual modes (like in oral 
conversation), those contributions are only stored in the participants’ short-term 
memories.  The size of the contribution also matters, since responding to a maximum-
160-character text message with a similar text message takes much less time (even if one 
participant is busy) than responding to a long, business email.  In blogs, the responses are 
generally limited in length, while the blog itself may be quite long.  In “vlogs” (video 
blogs, where a person records a video of him- or herself speaking, etc.), the video may be 
several minutes of content that the second participant has to keep in mind when 
responding.  On the other hand, in videoconferencing, the features are essentially quite 
similar to face-to-face conversation, with short pauses, some latching and overlap, and 
non-verbal factors. 
 A comprehensive communication continuum. 
 In IM, we have shown that the sooner participants try to reply, the shorter their 
contributions will be, and the greater the chance for overlap.  Let us attempt, in light of 
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these other modes, to place IM on a continuum of interaction modes. Shown in Figure 5 
is a continuum that illustrates timing (i.e., contribution and response latency) as the most 
important factor, while taking into account text and audiovisual modes, contribution size, 
and response expectation. 
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 The extremes on this continuum are non-CMC, and are quite familiar to discourse 
analysis: oral conversation and telephone conversations on the “quick” end, and letters by 
post on the “slow” end (now commonly referred to as “snail mail” [Merriam Webster, 
2010] as an endearing comparison of its speed to that of email).  Of course, letters by post 
are faster today than they were in the days of the Pony Express, and I have not included 
“telegraph/telegram” anywhere on this continuum since they are no longer in anything 
close to frequent use (Standage, 1999).  Notice, however, that the entire middle of the 
chart is filled with various modes of CMC.  If anyone wants to know why our world is 
getting smaller, this is all the evidence they would need.  Technology has given us the 
option of communicating textually or audiovisually, and we can respond immediately, 
later, or not at all. 
RQ2: Timing’s Effect on Turn-allocation in the Interaction 
 Measuring the chronology of an IM interaction is not just for time’s sake.  By 
measuring average response latencies along with probable typing speeds, it is possible to 
deduce approximately where IM interactions have overlap.  These calculations are 
valuable to analysis because they show whether the rules of turn shift are being obeyed, 
or whether a new set of rules is needed to describe IM interactions.  Though typing 
speeds are approximate, and response latencies vary from speaker to speaker and 
interaction to interaction, a general tendency is suggested: a slower interaction generally 
allows for larger contributions, and a faster interaction necessitates shorter contributions.  
Since it appears that the participants can determine their own average response latency 
(τ), this allows them to remain consistent with Kalman et al. (2006) in what constitutes an 
“acceptable pause” in that particular interaction – even from one participant’s interaction 
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to another (as shown with participant C, present in both interactions above).  Therefore, 
the speed of an interaction is not specific to an individual, but mutually determined.  As a 
general tendency, this also implies that the size of acceptable contributions is also 
mutually determined, although this is not as measurable.18 
Certainly there are other factors (measurable or not) to consider in the speed of an 
IM interaction.  For example, multitasking during the interaction, a participant’s faithful 
commitment to the interaction, a fast enough computer and internet service, and other 
such complicating variables can all affect the interaction.  However, estimating the time 
that an IM entry was started and the time it took to type are easily the most measurable 
and most important factors to consider.  Knowing these key elements will show us where 
the interaction overlaps, where relevant topics are strung together and where they are 
interrupted, and whether conventional turn-taking rules are being followed.   
RQ3: Conversational Turns and IM Entries in IM Interaction 
 TCUs in IM. 
 For conventional turn-taking rules to make sense in an IM context, the definitions 
of TCUs and TRPs must be clearly defined.  I propose that the syntax-based definition of 
TCUs remain the same: the sentential, clausal, phrasal, or lexical pieces of an “utterance” 
(in this case, an IM entry).  Since these are readily apparent to both parties when staring 
at the previous text and that being currently typed, there may be no need to redefine 
syntactic chunks unless there were evidence that entries repeatedly ended at places other 
than syntactic completions.   
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 TRPs in IM. 
 Since TRPs must come at the completion of a TCU, it is no surprise that entries 
are overwhelmingly ended at syntactic completion.  However, it is harder to define what 
constitutes a TRP in IM interaction, since the contributions are submitted to the 
interaction in chunks that may contain several or more sentences, clauses, phrases, or 
lexical pieces.  The ends of these pieces within the IM entry cannot constitute a TRP, 
because they are not “uttered” in real time, but rather entered as a whole unit before being 
read by the other participant.  The other participant is not able to take a relevant turn at 
the completion of an entry-medial TCU.  For example, note in line 6 of “Vacation”: 
I can't even describe on IM how awesome it was. And all for $2400 bucks. 
That's like $1000 a week, but for what we saw, it's incredible. 
 
This entry by C contains at least 3-4 sentential or clausal syntactic completions, complete 
with punctuation.  However, M is not able to start his turn at “…it was”, nor at “$2400 
bucks”, nor at “$1000 a week”.  He can only begin his next turn once the entire entry is 
entered and therefore viewable to him.  Thus, the only real TRP here is at the final 
syntactic completion, aligning with the whole entry’s completion, “…it’s incredible.”  
Since this is the case in every entry, we can safely say that the only place that a TRP can 
be is at the completion of the IM entry.  However, this does not mean that every IM entry 
is definitely a TRP. 
 TRPs’ alignment with IM entries. 
 Although a TRP can only be IM-entry-final, it may be harder to determine 
whether every IM entry completion is in fact a TRP.  The phenomenon that complicates 
this is the issue of self-selection and overlap.  If one participant completes an entry, but 
then continues typing without waiting for the other participant to response, that 
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participant has either self-selected by rules 1c and 2 (if that completion constituted a 
TRP), or no TRP has yet occurred (and thus did not yet activate turn-taking rules).  Let us 
assume for a moment that a TRP has indeed occurred at an IM entry’s completion.  The 
second participant may begin typing in response to that IM entry, either being selected or 
self-selecting by rule 1a or 1b (depending on the selecting nature of the previous entry).  
However, if this occurs at the same time that the first participant is self-selecting by rules 
1c and 2, then the rules themselves are not sequential in nature, since rule 2 applies only 
“if rule 1a and 1b have not occurred”.  This suggests that, if we are to place a TRP at the 
end of each IM entry, the rules need to be re-written.  On the other hand, if not every IM 
entry’s completion constitutes a TRP, it will be quite difficult to determine what does 
constitute one.  For example, if we assume that rules 1a-2 are in strict operation for IM 
interaction, then in order for them to be followed, we must place a TRP only at places 
where we see evidence that the rules are being followed.  In this case, if the above 
scenario occurs, one of the participants is breaking the rules.  The second participant 
breaks the rules by interrupting if no TRP occurred at the end of the previous entry, since 
he ought to wait until a TRP occurs before self-selecting.  If the TRP did occur by 
speaker-selects-next (rule 1a), as seen in line 7 of “Camping”, then the speaker violates 
turn-taking rules by attempting to operate rules 1c and 2 when rule 1a is already in effect.   
Essentially, we have to assume one or the other: if we assume that all IM entry 
completions are TRPs, we need a new rule hierarchy.  If we assume the rules are in 
effect, we not only need a way to define when TRPs do and do not occur after each IM 
entry, but we also need to analyze the violations of these rules.  When turn-taking rules 
are violated, there should be evidence of repair (Schegloff, 2000).  No such repairs are 
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evident in the data above.  Therefore it is rules 1a-2 that need to be adjusted, rather than 
trying to redefine where a TRP does or does not occur. 
 Time, entry size, and the probability of turn shift. 
 To find out whether conventional turn-taking rules of conversation apply to IM or 
not, it is important to see whether they are being followed.  If not, it is important to see 
what kinds of overlap or silence occur, and whether these initiate the repair sequences 
generally initiated in oral conversation (Schegloff, 2000).  If overlap and/or silences 
occur and do not follow conventions, then we must propose either a “looser hierarchy” of 
conventional rules 1a-2, or else propose new rules entirely.  In the next section, I will 
propose a version of rules 1a-2 that apply to IM interaction. 
 
Interpretation 
 
Comparisons: “Grossly Apparent Facts”? 
 The basis for Sacks et al.’s rules for turn-taking in conversation were based in 14 
“grossly apparent facts” (1974, pp. 700-701).  These facts must be revisited if we are to 
write new rules for IM interaction.  Looking at each of these, I will discuss whether they 
are True, False, or Dependent in IM interaction, based upon a very limited set of data. 
 (1) Speaker-change recurs, or at least occurs. 
 This is true in IM interaction.19  IM does constitute at least two parties, both of 
which contribute at least once.  In addition, these parties must necessarily be in two 
locations, since two computers with two IM programs are necessary in order to be 
simultaneously signed in and interacting.20 
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 (2) Overwhelmingly, one party talks at a time. 
 This could be true, but is not necessarily so.  My analysis of this small data set 
suggests that there is plenty of overlap.  In the total of 36 entries analyzed in the two 
interactions, there were at least 7 overlaps, with 7 more possible.  If a detailed analysis 
revealed how much overlap occurs in a number of interactions, and then if a statistical 
analysis were performed, we might have more insight into whether this is false or just 
dependent on other factors.  While it seems logical that one-speaker-at-a-time is 
preferable even in IM, we cannot know how “overwhelmingly” this is the case in IM in 
the absence of such a comprehensive study.  It therefore remains to be determined if there 
is proportionately more overlap than the latching and backchannel overlap that occurs in 
oral conversation (cf. Schegloff, 2000), but it may be enough to change the word 
“overwhelmingly” to “often”.   
 (3) Occurrences of more than one speaker at a time are common, but brief. 
 This is true as long as we know how brief is “brief”.  How long or short these 
overlaps are can be calculated in this type of simpler analysis, in cases where overlap can 
be shown to be happening.  In these two interactions, there are at least 7 overlaps, lasting 
an average of 9.29 seconds, suggesting at the very least that overlap lasts longer than the 
1-4 “beats”21 generally permitted in oral conversation.  We know that more than one 
speaker certainly talks at one time, but again, in the absence of a quantitative study as 
described above, we cannot know how common this is, nor exactly what is the range of 
permissible overlap duration.   
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(4) Transitions (from one turn to a next) with no gap and no overlap are 
common. Together with transitions characterized by slight gap or slight 
overlap, they make up the vast majority of transitions. 
The nature of IM requires there to be some gap, and allows for (but does not 
require) the possibility of overlap.  If this rule only included “slight” gap, and we could 
define how little a gap is necessary in a given interaction or set of interactions, then this 
rule would be true.  The fact that some gap is required, for both reception (reading) and 
production (typing) of contributions, proves that IM is not as “instant” as oral 
conversation.  The gap also tends to affect the interaction in ways not seen in oral 
conversation conventions. 
 (5) Turn order is not fixed, but varies. 
 This is true, but any analysis of turn-taking must be able to define what 
constitutes a turn and a turn shift.  At the very least, we can say that “IM entry order is 
not fixed, but varies”, and from there we must determine which times “speaker-change” 
has occurred.  To determine this requires a chronemic analysis of when an entry was 
typed in relation to those around it, as well as an analysis of the interaction’s content, to 
determine what previous entries are being responded to in a subsequent entry.  It should 
also be emphasized that a slower interaction positively correlates to turn shift, according 
to Wennerstrom and Siegel’s (2003) statistical analysis. 
 (6) Turn size is not fixed, but varies. 
 This is also true, but again requires a definition of turns.  At the least, we can say 
that “IM entry size is not fixed, but varies”.  It should also be noted that a slower 
interaction tends to allow for larger contributions.22 
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 (7) Length of conversation is not specified in advance. 
 This is just as true in IM than in oral conversation.  Of course there could be some 
instances of IM that occur a timed interaction, such as a language test given over IM, or 
perhaps in an online appointment with a writing consultant (cf. Finken, 2009).  In general 
interaction, however, common sequences of openings, closings (Edvenson, 2009), and 
other such conventions are commonly followed, or at least applied (Garcia & Jacobs, 
1999). 
 (8) What parties say is not specified in advance. 
 This is true for any IM interaction.  There are even relatively few genre of oral 
discourse that do not adhere to this (prepared speeches, religious ceremonies and rites, 
etc.), and IM has not (yet) divided into such rigorously defined sub-genres.   
 (9) Relative distribution of turns is not specified in advance. 
 Again, this is also true for IM, especially if we substitute “IM entries” for “turns”, 
since this is at least more measurable.  In the two interactions shown here, there are 123 
total IM entries (104 in “Camping Trip” and 19 in “Vacation”), with the following ratios: 
25:27 (F to C) in the complete “Camping Trip” interaction, and 11:8 (M to C) in 
“Vacation”.  These seem very equally distributed, even in this limited data set.  However, 
given the nature of entry size, distribution, and the variability of response latency, it is 
apparent that these are not specified in advance.  Future study on IM interactions in 
specific contexts (such as live online help, which likely lends itself to one-entry turns 
from beginning to end) would be enlightening (cf. Finken, 2009). 
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 (10) Number of parties can vary. 
 This depends.  I define IM to involve exactly two participants.  However, what is 
commonly known as “chat” – and which I differentiate from IM because of participant 
number and the results thereof – can involve three or more speakers.  Chat interactions 
differ from two-party IM in more ways than just number of participants, in more ways 
that multi-party conversation differs from two-party conversation.  Because IM requires 
each participant to read previous entries before responding, and because it takes time to 
type before responding, a “chatroom” of more than two participants can often get messy.  
Further study should be done that takes the findings from this paper and applies them to 
multiparty chatrooms, to see the differences in turn-taking procedures, length of 
contributions, and response latency.  I predict it will be far more different from two-party 
IM than multi-party conversation is from two-party conversation. 
 (11) Talk can be continuous or discontinuous. 
 This is partially true in IM.  IM can be discontinuous, as we see by the silences in 
the second interaction.  Multitasking during IM interaction is something that needs to be 
studied further, but it is apparent that it happens, and that the nature of being able to go 
away from and come back to an IM interaction within a reasonable latency period (<10τ) 
allows for discontinuous IMing.  However, we need to clearly define “continuous” more 
specifically to mean “an entry is started immediately after a previous entry is entered.”  
Because reading an IM entry takes (slightly) longer than hearing a spoken utterance, this 
immediacy is (slightly) slower than oral conversation.  Entries can be typed (nearly) 
continuously, but they can only be entered periodically, resulting in chunks of “talk” with 
 50 
time in between.  In this way, “continuous” is probably a misnomer, just as 
“synchronous” is better described as “quasi-synchronous” in the case of IM. 
(12) Turn-allocation techniques are obviously used. A current speaker may 
select  a next speaker (as when he addresses a question to another party); or 
parties may self-select in starting to talk. 
 The key word in this rule is the “or” in the middle!  Certainly a speaker may 
select a next speaker, through opening an adjacency pair or sequence.  Certainly a 
speaker may self-select at the end of an IM entry.  However, as we see in the data above, 
these do not necessarily operate in an exclusive, dependent fashion.  That is, at the end of 
an entry (what we are considering the only recognizable TRP), it may be that the same 
participant continues typing – either to extend his turn, or starting a new turn after a 
silence.  After each entry, the other participant may also self-select in response to that 
entry.  These may happen simultaneously, and no repair is needed within a reasonable 
number of entries after the original.  What constitutes a “reasonable” number is not 
determined in this study, but would be a fascinating topic for future research.  So, perhaps 
we can rewrite the above to read “Turn-allocation techniques are (obviously?) used. A 
contributing participant may select the next contributing participant (as when addressing 
a question to the other party); and a participant may self-select in beginning to type an IM 
entry.  Either or both of these may occur at the end of any IM entry.” 
 (13) Various 'turn-constructional units' are employed; e.g., turns can be 
 projectedly 'one word long', or they can be sentential in length. 
 This is nearly moot, if we recognize that turns can only be shifted at the end of an 
IM entry rather than at any syntactically-possible TCU.  However, if we rewrite this to 
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read “IM entries can be one ‘word’ long, or they can be multiple sentences in length”, it 
becomes at least more apparent why we say so.  The common practice of using 
abbreviated text devices (cf. Crystal, 2008a) will affect what we determine to be a 
“word”, “clause”, or “sentence”, but it may in the future be useful to introduce a term like 
“texteme”, which I might define as the most basic meaningful unit of text-based 
communication.  I will not undertake to define what such a unit consists of in this paper 
(for IM or other text-based communication), but I suggest analysis of the variations of the 
smiley “:-)”, common word abbreviations (“gf” = girlfriend), and the many more clausal 
abbrevations (“brb” = [I’ll] be right back; “lol” = [I’m] laughing out loud, etc.).  See 
Crystal (2008a; 2008b) for a fantastic discussion of this abbreviated language, which is 
developing even in languages other than English. 
(14) Repair mechanisms exist for dealing with turn-taking errors and 
violations; e.g., if two parties find themselves talking at the same time, one of 
them will stop prematurely, thus repairing the trouble. 
 This requires a great deal more study to answer.  No such repairs were apparent in 
my data, even when overlap was common.  I hypothesize that there may in fact be turn-
taking errors and forms of repair, but that these only occur when topics of conversation 
become too divided and multiple to sufficiently control.  Stopping (typing) may or may 
not be a form of repair, but ending one of the topics of the interaction may be.  I have 
personally been in a number of IM interactions in which multiple topics were not only 
introduced, but maintained (in separate entries) for several minutes.  Certainly this is a 
fascinating effect that does not happen in oral conversation, and at the very least not 
without repair (Schegloff, 2000). 
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 For any new mode of communication, or even any genre sufficiently different 
from oral conversation (in this case, IM), the above exercise is quite helpful.  The facts 
that are so “grossly apparent” for oral conversation may in fact not be true, or not be 
apparent in another form of discourse.  For IM, only six of these fourteen “facts” holds 
absolutely true, with another six depending on either the situation or interpretation, and 
two being outright false (summarized in Figure 6).  Many of them (2, 3, 5, 6, 7, 9, 12, 13, 
and 14) would benefit greatly from further studies and new interpretations.  As stated 
previously, Sacks et al. suggest that “different turn-taking systems are involved” (p. 701), 
and therefore it is important to discover what those are.
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(1) Speaker-change recurs, or at least occurs. TRUE 
(2) Overwhelmingly, one party talks at a time. FALSE 
(3) Occurrences of more than one speaker at a time are common, 
but brief. 
INTERPRETATION- 
DEPENDENT 
(4) Transitions (from one turn to a next) with no gap and no 
overlap are common. Together with  transitions characterized by 
slight gap or slight overlap, they make up the vast majority of 
transitions. 
FALSE 
(5) Turn order is not fixed, but varies. TRUE 
(6) Turn size is not fixed, but varies. TRUE 
(7) Length of conversation is not specified in advance. TRUE 
(8) What parties say is not specified in advance. 
 TRUE 
(9) Relative distribution of turns is not specified in advance. TRUE 
(10) Number of parties can vary. 
FALSE / 
INTERPRETATION- 
DEPENDENT 
(11) Talk can be continuous or discontinuous. SITUATION- DEPENDENT 
(12) Turn-allocation techniques are obviously used. A current 
speaker may select a next speaker (as when he addresses a 
question to another party); or parties may self-select in starting to 
talk. 
INTERPRETATION- 
DEPENDENT 
(13) Various 'turn-constructional units' are employed; e.g., turns 
can be projectedly 'one word  long', or they can be sentential in 
length. 
INTERPRETATION- 
DEPENDENT 
(14) Repair mechanisms exist for dealing with turn-taking errors 
and violations; e.g., if two parties find themselves talking at the 
same time, one of them will stop prematurely, thus repairing the 
trouble. 
FALSE / 
UNKNOWN 
 
Figure 6: “Grossly Apparent Facts” Revisited for IM 
IM-in-interaction: A Simplest Systematics 
 The nature of Sacks et al.’s turn-taking rules for conversation (see pages 9-10) 
makes them sequential and interdependent.  Rule 1b cannot operate appropriately if 1a 
has already been used. Likewise, rule 1c does not operate unless neither 1a nor 1b have 
occurred.  Rule 2 completes the cycle, but only when rules 1a and 1b have not occurred 
and rule 1c has.  The biggest problem with applying these rules to IM is that these rules 
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are followed, but not sequentially.  That is, rule 1a and rule 1b can happen 
simultaneously, rather than being dependent on one another.  Furthermore, as I showed in 
the first conversation, one participant may ask a question (activating rule 1a), but 
immediately follow it up with more contributions independent of the other’s reply (rules 
1c and 2).  According to the original rules, this should not be able to happen.  Therefore, 
new rules are needed for IM.  I have modeled the following rules after Sacks et al.; 
however, this tentative rule proposal adjusts to IM for the IM-entry TRP, the number of 
speakers (two), and the right and obligation to type or stop typing: 
(1') For any turn, at the completion of an IM entry: 
(a’) If the turn-so-far is so constructed as to involve the use of a ‘current 
contributor selects next’ technique, then the party so selected has the right and 
is obliged to take next turn to type; current contributor has the right but is not 
obliged to type, and transfer will occur at that place unless current contributor 
completes a subsequent entry before the selected party. 
(b’) If the turn-so-far is so constructed as not to involve the use of a ‘current 
contributor selects next’ technique, then self-selection for next contributor 
may, but need not, be instituted; first entry-completer acquires rights to a turn, 
and transfer occurs at that place. 
(c’) If the turn-so-far is so constructed as not to involve the use of a ‘current 
contributor selects next’ technique, then current contributor may, but need not 
continue. 
(2') If, at the completion of an IM entry, current contributor has continued to type, 
and in fact completes another IM entry before the other participant, transfer does 
not occur, and rule set 1a-1c re-applies at the completion of that IM entry, and 
recursively until transfer takes place.   
(3') If, at the completion of an IM entry, both participants proceed to type, 
transfer may or may not occur, depending upon which participant is first-
completer.  If the other participant completes an IM entry before the current 
contributor, transfer occurs at that place.  Both participants are permitted, but are 
not obliged, to complete their entry-in-progress. 
(4') If, at the completion of an IM entry, both participants proceed to type, 
participants may, but are not obliged to, choose to stop typing his or her entry-in-
progress prematurely, in order to maintain a relevant and manageable interaction.  
Rule set 1a-1c re-applies at the end of each IM entry until transfer takes place. 
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In the data, examples of these rules can be found.  Rule (1a’) has two possible 
results: transfer does or does not occur after a ‘current contributor selects next’. One 
result can be seen in “Vacation”, when M asks “how was your trip?” in line 1.  Transfer 
occurs when C answers this question in line 2.  An example of rule (1b’) can be seen in 
line 9 of “Vacation”.  Rule (1c’) can be seen in lines 11-14 of “Vacation” and lines 12-14 
in “Camping”.  Rule (2’), as in Sacks et al. (1974), follows from rule (1c’), and (since 
these rules are not sequential like in Sacks et al.) serves to define what constitutes 
‘transfer’.  Rule (3’) seems naturally to follow rule (1b’), seen in lines 6-8 of “Vacation”.  
However, it can also follow rule (1a’), in lines 8-10 of “Camping”.  Rule (4’) is included 
to allow for the possibility of premature stoppage, although no examples of this rule can 
be found in any completed transcript of an IM interaction, since the text of these aborted 
IM entries are never entered.  Video-recorded interactions would reveal this rule in action 
(cf. Garcia & Jacobs, 1999). 
These rules have taken into account the possibility (though not the obligation) of 
both parties self-selecting at the end of any IM entry.  It is important to note that these 
rules define “transfer” as the participant B’s entry arriving after the participant A’s entry, 
with no A-A or B-B sequences (that is, an A-A sequence would be considered one turn 
by A).  Treating an IM entry as a TRP, a sequence of A-A-A-B would result in a 3-TRP-
long turn, ending at the transfer to B.  While these rules account for the loose nature of 
turn-allocation in IM interaction, there are two potential problems with this. 
Possible implications of the rules. 
 The first problem is the idea that “transfer” implies that participant A has stopped 
typing, which may or may not be true. Even though the rules allow for this, the entire 
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idea of transfer may be quite different in IM than it is in oral conversation.  One might 
hypothesize that it is the blank entry box that spurs participants to keep contributing, or 
that it is the response latency (and/or silence) that demands their contribution.   
 The second problem is the feeling that these rules portray IM interaction as a free-
for-all, with everyone racing to become “first completer” in order to get “rights” to the 
floor.  The fact is, the “right” to a turn is the thing that is most negotiable in IM.  That 
there are turn-allocation techniques, I do not dispute; however, they are not nearly as 
rigid as in oral conversation.  That is, essentially, just as IM participants determine how 
fast or slow an interaction they desire to have (determining response latency), they must 
also negotiate as to how often they will allow themselves to overlap, and for how long.  If 
they choose to overlap often, their entries may become smaller (and perhaps more 
abbreviated) in order to appear on the screen faster.  If they choose to wait until the other 
participant finishes typing (which they can see is happening, through the “B is typing” 
feature of the program), entries may become longer.  This study does not provide the 
evidence necessary to prove these tendencies, but it does suggest that such tendencies 
would be consistent with the (looser) rules of IM turn-allocation. 
 
Limitations, Suggestions, and Implications 
 
Limitations and Future Research 
 This study covers only a limited data set, involving very similar demographics (in 
this case, male college-aged, college-educated friends).  It is very possible that 
differences exist among other demographics, such as pre-teen IM use, male-female 
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interactions, and middle-aged colleagues.  This study covers only friendly interaction, 
rather than inherently different genre like business or academic settings.  While this 
study’s findings may be consistent with these other demographics and genre, a 
comparative study is necessary to show this.   
 One limitation of this study’s data collection and analysis is the fact that timing 
calculations are approximations.  While this allows analysis to be done on any IM 
interaction for which a (to-the-second) record has been made, it also cannot account for 
other activity between the beginning and posting of an IM entry.  Methods used by 
Garcia & Jacobs (1999), where participants are video-recorded during the interaction – 
while more costly and rigorous – will result in more exact measurements of the timing of 
turn-taking in IM. 
 This study constructs a continuum of timing across CMC (Figure 5, p. 40) and 
other modes of communication, based upon the analysis of IM and the hypothesized 
timing of other modes.  Further study may in fact require movement of the modes as they 
are listed here, if in fact there is reasonable evidence that the timing of one mode is 
“faster” or “slower” (or even “broader” as a category) than another mode.  The 
positioning of modes on this continuum are open to such editing, and further research in 
IM and the other areas listed is encouraged to enrich this framework. 
Discourse Analysis Implications 
 Just as Sacks et al. have suggested, I have re-addressed “grossly apparent facts” 
and turn-allocation rules for a different method of interaction.  This practice ought to 
continue in all relevant modes of communication, showing not only the advantages and 
disadvantages of communicating in such a mode (An & Frick, 2006), but showing the 
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adaptation of language to meet the demands of that mode (Baron, 1984; Crystal, 2006; 
2008; Kay, 1977).  New hypotheses for key factors in each mode should be tested. 
 The definitions and nature of “turn” and “floor”, in IM or any other mode, may be 
called into question as they have been here.  In IM, I have concluded that a turn is only 
allocated to “first finisher” (consistent with Garcia & Jacobs, 1999), and this is what 
results in re-written rules.  Transfer of the floor occurs once entries are posted, and not 
when they are begun.  Further analysis of other modes may reveal similar adjustments to 
the nature of these terms in discourse analysis research. 
 
Conclusion 
 
 By analyzing transcripts of IM interactions, I have shown that the timing of this 
mode of CMC affects many aspects of the interaction, especially turn-allocation.  I have 
placed IM between modes of asynchronous CMC and synchronous CMC, suggesting for 
various reasons that it is neither.  The placement of technological modes of 
communication along a continuum of timing reveals numerous important factors to 
consider when analyzing these various modes.  Like Garcia & Jacobs (1999), I have 
shown that Sacks et al.’s (1974) rules for turn-allocation are insufficient to be applied to 
IM, and I have gone so far as to attempt to appropriately adjust them.  Like Kalman et al. 
(2006), I have shown the importance of response latency and the analysis thereof, 
especially in these new modes of CMC. 
While IM has similarities and differences with all forms of communication, its 
uniqueness in the form of timing and turn-allocation make it a prime subject for discourse 
analysis.  The new conventions of language use in the areas of turn-taking may be a 
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pertinent subject for educators in the near future.  As technology changes, so does 
language, and as language changes, so do conventions.  I have shown how timing can 
affect nearly all areas of IM discourse.  In today’s technological world more than ever 
before, timing is truly everything. 
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Notes 
 
1 With recent technological advances, it is now possible to participate in instant messaging through an 
internet-capable mobile device. However, the text entry time on these devices is generally slower than on a 
full-sized computer keyboard, and the length of the entry is limited to 160 characters.  Therefore, including 
these data in this study would affect the consistency of the analysis of response timing and turn size/length. 
 
2 By the time this paper was completed, it came to my attention that there now exist new programs that 
show real-time typing progress, with edits and other such actions visible to both parties.  I would argue that 
this entirely changes the interaction, becoming a new mode of (truly instant) text-in-interaction.  While this 
paper’s scope is merely the basic modes of IM, this new advancement could be considered good evidence 
that there has now been recognition of the quasi-synchronicity of IM, and of the need for faster textual 
interaction.  It is a perfect example of how technological advancements arise to fill a communicative need, 
especially if it makes the interaction more similar to talk-in-interaction. 
 
3 A character is any symbol, letter, or space entered in the text.  These units differ from words, e.g., the 
phrase “LOL! IM is sweet!” has the same number of characters (17) as “instant messaging”, even though 
the latter is two words, compared to the former’s four words in two separate clauses/sentences. 
 
4 Garcia’s and Jacobs’s use of the term QS-CMC would include IM and also internet relay chat (IRC), the 
multi-participant version of IM. 
 
5 See the definitions of “chronemic” given on p. 21. 
 
6 At the time of this paper’s completion, these data are three and six years old.  It is possible, then, that 
certain conventions have changed since these data were collected.  It is also possible that the common 
participant, C, had changed his IM usage habits in the three years between these interactions.  While I 
thought it good to mention these possibilities, I am confident that any changes would be so slight as not to 
affect the outcome of this analysis. 
 
7 See Appendix A for complete IM interactions.  This excerpt of “Camping” was chosen for analysis 
because of its good examples of overlap in IM. 
 
8 “j/k” is an abbreviation for “just kidding”. 
 
9A definition of latching in CA is “no interval between the end of a prior and start of a next piece of talk” 
(Sacks et al., 1974, p. 731). 
 
10 Apologies to Kalman et al. if this is not the definition they intended when coining the term “chronemic”.  
No explicit definition was given in their study, but I believe that I have been faithful to the nature of both 
their intent and usage of this term. 
 
11 See Appendix B for complete calculations of typing speeds and possible silences. 
 
12 Response latencies are approximate, as they are here, when they have not been video recorded in real 
time (cf. Garcia & Jacobs, 1999).  If video were taken of both participants simultaneously, that would allow 
an exact RL to be calculated, including accounting for everything before the entry is entered: total typing 
time, starts and stops, deletion while typing, and pauses before and after typing.  As this is not easily 
collected, this by-the-second registry is likely the best alternative. 
 
13 Full calculations of the typing speeds given in the text can be viewed in Appendix B.   
 
 61 
                                                                                                                                                                             
14 This “word” count includes the shorthand elements of “j/k” (as one word), :) as one word, and other such 
devices.  Karat et al. note in their study that the use of shorthand forms of writing and typing doubled to 
quadrupled wpm. 
 
15 For a visual representation of pauses and overlaps in these two IM interactions, see Appendix C. 
 
16 This particular statement comes at the beginning of a closing, signaling to C that M must end the 
interaction, and thus it serves a much more specific purpose within the interaction than just stating location 
and activity (for more on closings in IM, see Edvenson, 2009; Raclaw, 2008).  However, in terms of 
multitasking, it seems reasonable to assume that M is engrossed in something during the interaction, or else 
the pace of the interaction would likely not be as acceptable to him.  The two longest pauses come before 
his entries, in lines 9 and 11. 
 
17 See Appendix B for calculations of possible silences. 
 
18 An individual’s tendency toward large or small entries might be measured by analyzing numerous 
interactions by the same individual.  I suggest that, should this be studied, the interactions used for analysis 
span both fast and slow interactions, and interactions where one or both participants are multitasking.  This 
paper does not cover enough interactions to determine even C’s tendency toward large or small 
interactions, though in these interactions, his average entry size is 10.6 words for the first (entire) 
interaction, and 15.2 for the second interaction, for a total average of 11.18 words per entry across all 60 
entries in the two interactions. 
 
19 Two parties always participate, with the exception of away messages (automatic responses, similar to an 
auto-reply email while on vacation), in which cases turn-taking rules would not apply anyway.  For further 
discussion of the discourse of IM away messages, see Nastri, Peña, & Hancock (2006). 
 
20 It is possible that any number of people might be sitting next to each other at the same computer on one 
side of the interaction, taking turns typing or dictating what ought to be typed.  There is not likely data on 
how common this practice is, but since this possibility exists, it should be duly noted. 
 
21 Schegloff (2000) shows that “many overlaps are resolved after a single beat” (p. 22), and that “a great 
many are stopped within one beat after one of the speakers upgrades the talk to competitive production” (p. 
22), which he says usually occurs in the second beat, “with drop-out by the third” (p. 24).  Thus, “overlap 
past the initial 3-4 beats that represent ‘quick resolution’ can itself allude to, or invoke the possibility of, 
other interests or issues” (p. 24). 
 As for the definition of a “beat”, Schegloff notes that “what exactly constitutes a ‘beat’ is not yet 
understood” (p. 19), but that he uses the term in a less technical way than ‘syllable’ or ‘mora’, to mean “the 
syllable-like increments of production by which talk-in-its-course (and its silences) is produced” (p. 51f). 
 
22 To my knowledge, no statistical studies have been done comparing turn size and response latency, but 
seeing this tendency in my data, it seems a prime candidate for future research across modes of CMC. 
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APPENDIX A: Complete Data Sets 
Data set 2: “Camping Trip”  
Excerpt analyzed is highlighted in blue, lines 7-17.   
Total interaction takes 24 min, 18 sec.   
Excerpted lines 7-17 take 1 min, 43 seconds from completion of line 7. 
 
1 12:00:09  F just a quick "wassup?!?" 
2 12:00:16  C yo yo 
3 12:00:28  F just finished watchin Boyz in the hood 
4 12:00:31  C that's a wassupanddown 
5 12:00:35  C nice 
6 12:00:55  F up=lightbulbs, down=stinky feet 
7 12:01:23  C So yeah, I talked to  B and  M both...how does May 21-23 sound for camping? 
8 12:01:38  F how about now? 
9 12:01:46  F oh, yeah, i guess we could go then too 
10 12:01:51  C  B has a final to get out of the way, but she said that shouldn't be a problem 
11 12:01:57  C yeah, I'd love to go now 
12 12:02:23  F cool beans. As far as I know I'll be around, but I can't "officially" commit, gotta hear from a couple folks 
13 12:02:39  F but it's the weekend, so no worries! 
14 12:02:44  F so yeah, lets do it! 
15 12:02:45  C well fine, if we're not important enough to you, you're SO uninvited 
16 12:02:48  C j/k :) 
17 12:03:06  F heh heh 
18 12:03:25  C I forgot to mention it to X and Y tonight, but I hope to go climbing with X soon 
19 12:03:42  F really? rockin awesome.... VE? 
20 12:04:12  C yeah, though if we wait too long, maybe I'll just go outdoors :) 
21 12:04:14  C like in Red Wing 
22 12:04:26  F that'd be sweet, or up at taylors falls 
23 12:04:32  F what's membership cost there? 
24 12:05:20  C 
well I think it's normally like 200 or 300-something, but once or twice a year they give deals that sell it 
for like 150 or something...but we missed that in February because we were both out of town :( 
25 12:05:29  C so neither of our memberships are current, I think 
26 12:05:48  F bummer, $150 for a year?!? still pricy for me :( 
27 12:06:09  C yeah, but you go like 5-6 times in a YEAR and it's paid for 
28 12:06:16  F true 
29 12:06:17  C and we try to go evey week (or at least, we did) 
30 12:06:37  F yeah, that definitely makes it worth it. How far is red wing? 
31 12:06:49  C like about 80 minutes or so 
32 12:06:58  F that's not too bad 
33 12:07:05  C it's such a great spot too 
34 12:07:14  C when you're at the top, you can see the whole town, but not until then 
35 12:07:18  C so there's incentive 
36 12:07:45  F very nice... i know i've been out there, but i can't picture it right now 
37 12:08:26  C 
your average river town, but the climbing spot is on Barn Bluff, this huge bluff above the town (kinda in 
the center of it, actually, but it's all parkland and basically just woods leading up to it) 
38 12:08:53  F very cool... so is it real climbing? or bouldering? 
39 12:09:27  C real climbing, as in lead climbing..where you're not top-roped, and you have to hook into the rock :)( 
40 12:09:39  F wow, that sounds sweet 
41 12:09:50  F and I finally know how to do that stuff from my climbing class!  
42 12:09:57  C there's bolts already in the rock on most routes, though...you don't have to get the explosive kind 
43 12:09:57  F well, mostly :) 
44 12:09:58  C nice! 
45 12:10:10  F ah, no explosions? 
46 12:10:29  C yeah dude, you'd totally benefit from an "after" picture now :) you're all buff from climbing 
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47 12:10:57  F :) 
48 12:11:17  F I'm afraid it ended last semester, but if i could get a summer of rock climbing in.... heck yea 
49 12:11:36  F i love climbing so much, just all around great fun 
50 12:11:51  C 
well we should totally get climbing then! especially before I leave - I haven't gone at all since before I left 
the first time :(* 
51 12:12:06  C it used to be my anaerobic workout, every week 
52 12:12:31  F dang, yeah, we'll have to get out. Just don't break me pocket book! 
53 12:12:36  F as you can see, the pockets hurt 
54 12:12:54  C ah..that's what that means 
55 12:13:07  C I thought you were just whining about things like "my tie ran out of batteries" 
56 12:13:40  C 
a friend of mine said that out of random humor in 2nd grade and I still remember that as a great epitome 
of random dry humor 
57 12:15:23  F 
indeed. well, it can be interpreted many ways, and truthfully having ties run out of batteries is a common 
misfortune. Pockets hurting could also be construed as a way of saying "the cheese is leftwards", or "i 
have automorphism of the bellybutton." but much is left to the beholder 
58 12:15:40  F and sometimes right 
59 12:16:14  C man, I don't know why you're not my roommate anymore 
60 12:16:27  F heh heh 
61 12:16:40  C 
I don't think I'm gonna let up on you with that....you had better be my roommate again when I return 
from Iraq - that gives you about 11 months 
62 12:16:42  C :) 
63 12:17:15  C because, unless I'm crazy, I'm serious, dude 
64 12:17:22  C *man 
65 12:17:24  F 
well bro, you kinda read my mind, my 'rents probably won't let me live with them for more than a few 
more months, so i could be using a roommate in the future 
66 12:17:36  F *near future 
67 12:17:41  C yup, it's back to the house you come 
68 12:18:06  F heh heh, we'll see what happens, seriously, could happen, and would be a lot of fun 
69 12:18:06  C come home, my lost son 
70 12:18:21  F Oo, oo, i wanna be prodigal! 
71 12:18:23  C I'll even clean the room once in a while, I swear 
72 12:18:38  F he he.... DIRTY SOCKS! AAAAAAAHHH!!! 
73 12:19:04  C not as bad as luke's 
74 12:19:13  C those were deadly 
75 12:19:38  F 
"they've got my leg!" "we'll have to cut it off at the knee" "no don't do it doc!" "they're heading north" 
"take the leg! Take the leg!" 
76 12:19:52  C haha 
77 12:19:54  C I remember that 
78 12:19:59  F funny stuff 
79 12:20:09  C who knew evolution could be so funny 
80 12:20:20  C I always hated "science" when it involved evolution 
81 12:20:24  F fictions always are 
82 12:21:09  C 
not always...I heard this fiction about this badger who hated his mother...he wasn't very happy. Then I 
started thinking about all the badgers (or people) who don't like their mothers and I got sad. It wasn't 
funny 
83 12:21:26  C actually, I never read a story like that 
84 12:21:37  F that's too bad. bad badgered-people. fictional lies. 
85 12:22:03  C such lies 
86 12:22:07  F hmmm, fictional lies, that could be a good band n e.... or an even better paradigm 
87 12:22:15  C fictional paradigm 
88 12:22:17  F *shift* 
89 12:22:19  C that'd be a good n e 
90 12:22:31  F :) 
91 12:22:50  F Well, i'd better sceedad back to the homework.... 
92 12:22:54  F :( :( 
93 12:23:04  C I always think of diaphragm when I hear paradigm, because they both have 2 a's and end in "gm" 
94 12:23:23  C and how many words honestly end with gm 
95 12:23:28  F heh, i know what you mean. Silly paradigms, always pretending to be diaphragms 
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96 12:23:31  C phlegm 
97 12:23:39  F *haaaack* 
98 12:23:42  F ptuey! 
99 12:23:46  C :P 
100 12:24:01  F anywho, i should probably split like a 'naner 
101 12:24:06  C k, back to your paradigming 
102 12:24:13  F roger roger 
103 12:24:23  C cya 
104 12:24:25  F i'll catch ya later tho' floe. 
Data set 2: ‘Vacation’ (complete interaction: 9 min, 44 sec). 
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Text of interaction: 
1 11:14:26 -- -- M hey are you home? how was your trip? 
2 11:14:42 :16 -- C awesome. Completely perfect and beyond belief. So amazing.  
3 11:14:53 :09 :27 M :) good! 
4 11:14:54 :01 :12 C I'm putting together a facebook album right now. 
5 11:15:09 :15 :16 M I'll look forward to seeing it 
6 11:16:12 1:03 1:16 C 
I can't even describe on IM how awesome it was. And all for $2400 
bucks. That's like $1000 a week, but for what we saw, it's incredible. 
7 11:16:58 :46 1:49 M 
I understand the inability to explain. A picture's worth a thousand words, 
but an experience is priceless 
8 11:18:06 1:08 1:54 C 
we went in the 3 tallest buildings in North America, saw two baseball 
games and the baseball hall of fame, and by golly, did more than I can 
even recount! 
9 11:20:05 1:59 3:07 M 
I really want to see the new Freedom Tower when it's erected. Did you 
happen to stroll past the construction site? 
10 11:20:56 :51 2:48 C 
well...it still looks like ground zero - that is, with construction walls and a 
large hole with little to nothing visible. But yes, I will be back in NYC to 
see it when it opens. 
11 11:22:52 1:56 2:47 M 
yeah I know they probably haven't gotten too far in terms of the visible 
structure yet (lots and lots of underwork and subterranean stuff to do). 
12 11:23:12 :20 :20 M 
I really look forward to seeing that when it's complete too...hey, maybe I'll 
see ya there 
13 11:23:21 :09 :09 M hey i've gotta go quick (I'm at my parent's house) 
14 11:23:31 :10 :10 M I'll be on later again...but I'm glad you had an awesome trip! 
15 11:23:32 :01 2:36 C let's go and take our wives - you'll be married by then 
16 11:23:35 :03 :03 C k 
17 11:23:40 :05 :09 M :) that's what I was gonna say! 
18 11:24:10 :30 :30 M 
peace out brother (oh p.s. remind me to tell you about my "checking out" 
of the unit story). 
19 11:24:10 <:01 <:01 M see ya 
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APPENDIX B: Typing Speed Calculations 
 
Typing speed equation: 
 
 [60 × (# of words in entry)] / (seconds entry was typed in) = wpm 
“Camping” 
 
Typing speed of line 15, following line 14, 13, 12, or 11 (p. 23): 
Line 15 in 1 sec = [60 (12)] / (1) = 720 wpm 
Line 15 in 6 sec = [60 (12)] / (6) = 120 wpm 
→ Line 15 in 22 sec = [60 (12)] / (22) = 32.7 wpm (probable) 
→ Line 15 in 48 sec = [60 (12)] / (48) = 15 wpm (probable) 
 
Possible silence between lines 7 and 8 (p. 27): 
Line 8’s 3 words, typed at the average 40wpm =  
[60 (3)] / (x) = 40 wpm; (x) = 180 / 40 = 4.5 sec.  
Line 8 was entered 15 seconds later than line 7.  Therefore, there could have been as 
much as 10.5 seconds of silence before line 8 was begun. 
 
Typing speed of line 10, following lines 7, 8, and 9 (p.27): 
→ Line 10 in 28 sec = [60 (18)] / (28) = 38.5 wpm (probable) 
Line 10 in 13 sec = [60 (18)] / (13) = 83 wpm 
Line 10 in 5 sec = [60 (18)] / (5) = 216 wpm 
 
“Vacation” 
 
Typing speed of line 15, following line 14, 13, 12, 11, or 10 (p. 33-34): 
Line 15 in 1 sec = [60 (11)] / (1) = 660 wpm 
Line 15 in 11 sec = [60 (11)] / 11 = 60 wpm (less probable) 
→ Line 15 in 20 sec = [60 (11)] / 20 = 33 wpm (probable) 
→ Line 15 in 40 sec = [60 (11)] / 40 = 16.5 wpm (probable) 
→ Line 15 in 156 sec = [60 (11)] / 156 = 4.2 wpm (probable) 
 
Possible silence between lines 8 and 9 (p. 36): 
Line 9’s 21 words, typed at the average 40 wpm =  
 [60 (21) / (x) = 40 wpm; (x) = 1260 / 40 = 31.5 sec. 
Line 9 was entered 119 seconds later than line 8.  Therefore, there could have been as 
much as 87.5 seconds of silence before line 9 was begun. 
 
Possible silence between lines 10 and 11 (p. 36): 
Line 11’s 26 words, typed at the average 40 wpm =  
 [60 (26)] / (x) = 40 wpm; (x) = 1560 / 40 = 39 sec. 
Line 11 was entered 116 seconds later than line 10.  Therefore, there could have been as 
much as 77 seconds of silence before line 11 was begun. 
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Appendix C: Visual Schematics for Typing Overlap 
 
Key:  
 
TYPING-IN-PROGRESS 
A solid line _________: represents the time in which a participant MUST HAVE BEEN typing the entry 
that appears at the end of that line.  
 
TYPING POSSIBLE 
A dotted line segment ………: represents the POSSIBILITY that a participant was typing the entry that 
appears at the end of the line. 
 
SILENCE 
A circle with seconds    :35____: represents maximum number of seconds that participant could have 
waited to begin typing the following entry.  Equivalent to a dotted line, but implies that silence in fact 
occurred before typing started. 
 
Overlap: occurs when two typing-in-progress lines are directly above and below one another.  Definite 
overlaps are marked below with an asterisk (*).  Possible but not definite overlaps are marked with a 
question mark (?). 
 
TRPs: occur at the end of each posted entry. 
 
Time: Passes left-to-right. Spaces between entries are not to scale. 
 
“Camping Trip”_________________________________________________________ 
 
C: _7__________10_____11  ______________15___16  
 
F:    ___8___9 ……………___12___13___14            ………____17 
              *       *        ?     *   *      ? 
 
“Vacation”______________________________________________________________ 
 
C:    …__2________4  :35……:23____6    ………____8   _____ (cont.) 
 
M:  1      ____3    ____5 :20____7 :87_____9  
            *            ?            ? 
----------------------------------------------------------------------- 
 
C: _10…………………………______________15___16 
 
M:     :77__11_____12___13___14  …………_____17____18_19 
     ?       ?         *           *        ? 
 
“Camping Trip” has 4 definite overlaps, an average of 9.25 seconds each.   
“Vacation” has 3 definite overlaps, an average of 9.33 seconds each.   
Duration of overlap is approximately equivalent to Minimum Entry Time (x) for the segments that 
overlapped. 
 
