Localized arc filament plasma actuators were used to control pressure fluctuations in a cavity with a depth of 12.7 mm and length-to-depth ratio of 4.86. The rear wall of the cavity is inclined 30 deg with respect to the upstream flow, and the cavity length is 61.7 mm. Five actuators were uniformly distributed along the span of the cavity, 1 mm upstream of the cavity leading edge. Experiments were conducted in a flow with a Mach number of 0.6 and a Reynolds number based on the cavity depth of 2 × 10 5 . Forcing was conducted quasi-two-dimensionally (all actuators operated in phase) and threedimensionally (actuators operated out of phase). The objective of the research was twofold: first, to demonstrate that the peak tone as well as the broadband pressure fluctuations can be suppressed in a strongly resonating cavity, and second, the resonance can be re-established and the peak tone as well as the broadband pressure fluctuations can be amplified in a weakly resonating cavity. Time-resolved pressure and particle-image-velocimetry measurements were used to assess the effectiveness of the actuators and to explore the physics of the flow. Although both quasi-two-dimensional and threedimensional controls were successful in controlling the flow, the control was less sensitive to forcing frequency change in the latter in achieving the first objective. The results also showed that, although there are many forcing frequency options in achieving the first objective, the options are limited to frequencies near the dominant (even though weak) Rossiter modes in re-establishing the feedback in a weakly resonating cavity. 
NVESTIGATION of large-amplitude pressure oscillations within a rectangular cavity in a subsonic or supersonic flow has been a heavily researched topic over the past several decades due to its wide range of practical applications. Recent review articles [1, 2] detail the work done by many researchers over the past decades addressing cavity flow analysis, physics, and control. In aerospace applications, cavities are used in modern high-speed tactical aircraft as weapons bays and in landing gear bays of commercial and military fixed-wing aircraft. The intense pressure fluctuations generated by cavity flow can lead to fatigue and stress of structures and even failure of mechanical components in and around the cavity. Moreover, as weapons systems become lighter and more compact, the highly fluctuating pressure within the cavity can affect the manner in which stores are released, compromising the safety of the aircraft and its crew [3] as well as the accuracy of the weapons. In addition, cavity flows in landing gears are a significant source of aerodynamic noise in commercial aircraft. Therefore, the main focus of the research over several decades has been on better understanding of the flow physics leading to accurate prediction of the flowfield and effective control in suppressing the intense pressure fluctuations within the cavity.
A potential application of a cavity in supersonic flows is its use for trapping of shock waves and preventing them from traveling. For example, in a typical scramjet, the isolator section contains a shock train, which allows the incoming supersonic flow to adjust to pressure in the combustor that is higher than the inlet static pressure. If the heat release in the combustor is sufficiently large at a given instant in time, the pressure rise cannot be accommodated within the given isolator length. In such an instance, the shock train could be forced upstream out of the isolator and could induce inlet unstart [4] . A cavity could be inserted in the isolator section to control the shock train and to arrest the potential upstream movement of the shock train. However, for a given cavity configuration, the nature of the cavity flow (i.e., the strength of the resonance) would depend on the flight regime. Therefore, it would be desirable to keep the cavity in a low-drag regime (i.e., nonresonating) during normal operation and switch it to a highdrag regime (i.e., resonating) for shock trapping. The first step in demonstrating the feasibility of such an application was to use plasma actuators in a high subsonic cavity with the following two objectives: first, to demonstrate that the peak tone as well as the broadband pressure fluctuations can be significantly suppressed in a strongly resonating cavity, and second, that the resonance can be re-established and the peak tone as well as the broadband pressure fluctuations can be significantly amplified in a weakly resonating cavity.
The next step of the research is to accomplish the same task in a supersonic high-Reynolds-number cavity flow. Although the task is more challenging, our previous work in supersonic jets has shown that these actuators have complete authority in flows over a wide range of Mach numbers and Reynolds numbers [5, 6] . Further background information on cavity flows will be given in Sec. II, followed by experimental methodology, including background on plasma actuators, in Sec. III, experimental results and discussion in Sec. IV, and some concluding remarks in Sec. V.
II. Background A. Cavity Flow Resonance
Cavity flows can be categorized as open or closed. In open cavities, with a length-to-depth ratio generally less than 7, the incoming boundary layer separates from the leading edge of the cavity, forming a free shear layer over the cavity. The shear layer interacts with the aft wall of the cavity, generating acoustic waves that travel upstream through the cavity and provide additional perturbation to the shear layer, often forcing it and significantly affecting the development of the instability waves in the shear layer. These processes often create tones that are significantly larger in amplitude than the broadband fluctuations [7] .
Although earlier studies on edge tones [8] investigated similar flow phenomena, it is widely accepted that Rossiter was the first to suggest a semi-empirical model for cavity resonance [2, 7] . This model originally appeared as
where n is the mode number, and ε and β are empirical constants associated with the phase delay in the acoustic generation process at the shear-layer-cavity aft-wall interaction region and normalized convective velocity of large scale structures in the shear layer of the cavity, respectively. This equation achieves fairly good success at predicting resonant modes, termed Rossiter modes, within the Mach number range of 0.4 to 1.4 but loses accuracy outside this range. The equation was modified by Lawson and Barakos [3] , Heller et al. [9] , and Ahuja and Mendoza [10] to compensate for local speed-of-sound changes inside the cavity, yielding the form commonly used today:
where γ is the specific heat ratio. In open-cavity flows, an effect known as mode switching may be present. When this occurs, the dominant resonant mode alternates between two or more Rossiter modes [3] . As the dominant mode switches between two or more Rossiter modes, the energy extracted from the flow is distributed among the modes, causing a reduction in the amplitude of the dominant peaks. This phenomenon is commonly explored using a variety of tools including short-time Fourier transform (STFT) and the Morlet wavelet transform [11] . The current study and numerous previous studies [12] [13] [14] have attempted to manipulate mode switching to decrease the amount of energy remaining in the natural resonance.
B. Flow Control
The control of cavity pressure oscillations has been an active area of interest for decades due to the wide range of applications of cavities on aircraft. The two main classifications of flow control are passive control and active control. Passive flow control is typically through a geometric modification that does not introduce external energy into the flow and affects the flow regardless of whether it is needed. Although passive control is often very effective in reducing cavity tones [2, 3, [15] [16] [17] [18] , the modification is usually permanent and often only effective at the design condition. At off-design conditions, some passive control techniques may actually decrease the performance of cavities. In active flow control, external energy is added to the flow. This can be in the form of electrical, acoustic, or thermal energy. Although active control offers the benefit of adapting to changing conditions, it is generally more complicated in its implementation.
Active flow control of cavities has been extensively studied in all flight regimes. Oscillating ramps and fences at both the leading and trailing cavity walls have been used, but experiments show that the bandwidth of these devices are generally insufficient to maintain control over a wide range of Mach numbers [19] [20] [21] [22] . Experiments involving steady blowing have found success at low and high Mach numbers but often require a relatively large blowing ratio to be successful [2, 19, 23] . Similar to some experiments involving cylinders in crossflow, it is thought that the success of steady mass injection is a thickening of the shear layer, making it more robust against the amplification of instabilities.
Pulsed blowing has been conducted with a variety of devices to decrease the net mass flow rates. These devices include microjet arrays, rotary valve actuators, and miniature fluidic oscillators, some of which have been quite successful in terms of reducing the broadband sound pressure level as well as the dominant tone while maintaining moderately low blowing ratios [24] [25] [26] [27] [28] [29] . Although many of these devices allow for high-frequency forcing on the order of magnitude of the dominant Rossiter modes, mass flow rates are generally coupled with the frequency of oscillations and therefore prevent isolation of forcing frequency in experiment. Zero-net mass flux experiments use speakers and resonance tubes to excite instabilities, encourage mode switching, and break down the resonant structures. A series of experiments have shown the effectiveness of a speaker used as a zero-net mass flux driver for open-and closed-loop control, but effectiveness was limited to Mach numbers of 0.5 and below [12, 13, 30] .
III. Experimental Methodology

A. Facility
The cavity wind tunnel used in the current research is a fully modular and optically accessible facility. It was originally designed for active control using an acoustic driver at the leading edge of a cavity and has been adapted for this experiment [12, 30] . The facility is a blowdown-type wind tunnel that operates with air supplied from two high-capacity storage tanks. After compression, the air is dried, filtered, and stored at up to 15 MPa. The tunnel can be continuously operated with the use of three five-stage reciprocating compressors. The air is conditioned in a large settling chamber and is passed through various screens designed to minimize freestream turbulence [30] . The air is directed through a smoothly contoured subsonic nozzle to the test section, which measures 50.8 mm in height by 50.8 mm in width. The pressure in the stagnation chamber has been observed to be constant to within 0.3% of the set pressure at the Mach numbers explored.
The current work explores a cavity, spanning the test section, with a slanted downstream wall (Fig. 1a) . Previous research has shown that cavities with a slanted aft wall (in comparison with cavities of vertical aft wall) generally generate a weaker feedback loop with reduced magnitude pressure fluctuations [3, 31] . Similar to recent scramjet experiments, a slanted aft wall with an angle α of 30 deg was used [32] . Measuring from leading edge of the cavity to the midplane of the slanted wall, this cavity is 61.7 mm in length, 12.7 mm deep, and 50.8 wide. The cavity therefore has a length-to-depth ratio of 4.86 and a width-to-depth ratio of 4. The coordinate system in the tunnel is oriented such that the x; y; z 0; 0; 0 is along the centerline of the wind tunnel at the leading edge of the cavity. The coordinate system orientation is shown in Fig. 1a .
All of the experiments were conducted at a freestream Mach number of 0.6. Stagnation pressure was measured in the test section using a miniature Pitot probe located at approximately (−25.4, 25.4, 0 mm), and static pressure was measured using a port on the side of the wind tunnel. Stagnation temperature measurements were recorded using a thermocouple inserted in the settling chamber. Mach number was calculated using the stagnation and static pressure ratio. The test section static temperature was estimated using isentropic relations with inputs of Mach number and stagnation temperature. The Reynolds number, based on cavity depth, was approximately 2 × 10 5 . Previous measurements [12, 33] in this wind tunnel operating up to Mach 0.5 showed that the incoming boundary layer is fully turbulent. The boundary layer thickness, measured at a point 6.35 mm upstream of the cavity leading edge, was approximately 2.5 mm on both the vertical and horizontal side walls, and the boundary layer profile follows a 1∕n power law profile with n 6. The measurements indicate that the flow is very uniform outside the boundary layer [33] .
B. Plasma Actuators
Localized arc filament plasma actuators (LAFPAs), developed in our laboratory, have been used extensively to excite subsonic and supersonic jet instabilities through Joule heating [5, 6] . These actuators consist of a pair of electrodes, one attached to a ground and the other connected to a high-voltage supply. When the voltage is ramped up and reaches a critical level, an electrical arc forms between the electrodes, causing air breakdown between the electrodes and a drastic temperature increase in the air between the electrodes. The rapid Joule heating causes an immediate expansion of gasses, which forms a compression wave [5, 6] . The process generates perturbations necessary to excite the cavity shear layer. It is not clear and it is difficult to find out whether it is the temperature or pressure perturbations, or a combination, that excite the shear layer because the shear layer instability can be excited by either.
In this experiment, tungsten electrodes 1 mm in diameter were used. The electrodes were mounted in a Delrin and boron nitride mounting block that has been designed for implementation in this facility. The electrodes in a single actuator were separated by a centerto-center distance of 3.5 mm, and each actuator was separated by 8.6 mm from the adjacent actuator, yielding a total of five evenly spaced actuators (Fig. 1) . To enhance the effectiveness of the actuators, the plasma was located 1 mm upstream of the cavity leading edge, as near to the cavity shear layer instability receptivity region as possible. The exposed tips of the electrodes were located in a linear groove, 0.5 mm in depth and 1 mm in width, that spanned the width of the tunnel. This groove has been shown to have a minimal effect on shear layer characteristics and negligible effect on the control authority of LAFPAs in high-speed jets [34] . The groove was necessary to shield and stabilize the plasma from blowoff, without which the plasma could not be sustained under low power consumption. The exposed electrode tips were sanded flush with the top of the mounting block surface, maximizing their exposed surface area and minimizing their flow intrusiveness.
The second-generation plasma generator unit for the actuators was designed and built in-house. The unit is able to control up to eight LAFPAs simultaneously and allows for independent control of frequency, duty cycle, and phase. The plasma generation unit was powered by a 100 V DC power supply and used capacitors to store charge between pulses. A transformer was used to convert the lowvoltage and high-current pulse into a high-voltage and low-current pulse. The switches were controlled through an eight-channel digitalto-analog output peripheral component interconnect (PCI) card. A schematic of this unit is given in Fig. 2 . When a signal was sent from the PCI card, a high-voltage pulse (up to 10 kV) was generated in the high-voltage electrode. This high voltage is needed only to break down the air between the electrodes and is rapidly reduced to a few hundred volts once breakdown has been accomplished. The switches achieve extremely short rise and fall times, on the order of 0.1 μs, and are capable of repetition rates ranging from a few Hertz to 20 kHz. The amplitude of forcing is independent of the forcing frequency and remains constant over the entire forcing frequency range. Note that we use other liquid-cooled plasma generation units at Gas Dynamics and Turbulence Laboratory on applications that require repetition rates on the order of 200 kHz [5] .
LAFPAs affect the flow through local perturbations produced by temperature spikes by the plasma generated between the electrodes. The plasma temperature is a function of the distance between the electrodes, the frequency of actuation, and the duty cycle. Measurements of the plasma temperature, averaged over several cycles and the spatial extent of the plasma, vary from a few hundred degrees to 1200°C [35] . The actuators are positioned as close to the receptivity region of the shear layer instability as possible, with the aim that the shear layer will amplify the perturbations and either disrupt or enhance the natural feedback present in the cavity, depending upon the control objective (i.e., suppression or enhancement of the resonance). Although this current experiment takes place in the subsonic flow regime, previous experiments involving subsonic jets, as well as cold and heated supersonic jets, demonstrate the effective control in both subsonic and supersonic flow regimes [5, 6, 36] . It is therefore believed that the trends shown in this research will extend to the supersonic regime.
C. Cavity Flow Measurements
Time-resolved pressure measurements were acquired on the floor of the cavity using three Kulite pressure transducers, model XTL-190-25A. The transducers were located along the centerline of the wind tunnel at 1, 2, and 3 cavity depths (12.7, 25.4, and 38.1 mm) from the leading edge of the cavity wall, as seen in Fig. 1b . One additional pressure transducer was placed outside of the tunnel to detect electromagnetic interference (EMI) radiating from the actuation system. Data was sampled at 75 kHz for 3 s, yielding a total of 225,000 data points at each test condition. Signals from the Kulite transducers were collected using a National Instruments dataacquisition card PCI-6143 that had been installed on a dedicated dataacquisition computer. Measured signals were amplified and low-pass filtered at 25 kHz before processing.
Pressure fluctuations in the cavity were quantified through calculations of sound pressure level (SPL) with a reference pressure of 20 μPa. Spectra of SPL were calculated using a bin size of 4096 data points and a Hann windowing function. This bin size yields a frequency resolution of roughly 19 Hz and the averaging of 54 individual spectra with a 1 dB statistical uncertainty.
Several metrics were used to assess the effectiveness of the plasma actuators. Peak tone reduction is defined as the reduction of the maximum tone level in the baseline SPL. For the geometry and Mach number explored, the strongest peak tone occurs at approximately 2500 Hz, which is near the theoretically calculated second Rossiter mode. Another metric to measure the effectiveness of the actuators is the average broadband SPL reduction. This is defined as Fig. 2 Schematic of LAFPA second-generation power supply.
and is approximated using a trapezoidal-rule integration of the spectrum on the frequency range of 1 to 10 kHz. This range was chosen because it contains the first several Rossiter modes, which contain most of the energy. It was therefore believed that trends seen in this range would be a good indicator of overall broadband behavior. With the chosen definition, a positive value signifies a decrease in the broadband SPL. To account for large peaks in the spectrum caused by EMI, the algorithm first searches for peaks in the SPL calculated from the Kulite placed outside of the tunnel. The baseline and forced cases are then integrated at all points in the specified range except at 57 Hz of these peaks. It is understood that the LAFPAs transfer energy into flow structures at some of the forcing frequencies and that this technique there by removes some of the flow energy. However, this process is necessary to obtain an estimate of the change in broadband SPL. During a typical hour-long wind-tunnel run, the temperature in the stagnation chamber would decrease by up to 20°C due to the expansion processes in the piping system from the air storage tank to the stagnation chamber of the tunnel. This temperature decrease gradually shifted the baseline spectrum, and the corresponding second Rossiter mode frequency by up to 37 Hz. The magnitude of the peak at the second Rossiter mode was also observed to change by a small amount. To account for this temperature change, the testing sequence consisted of a baseline test, followed by two separate forced cases, followed by a baseline, and so on. This allowed each forced case to be compared to a baseline test that was conducted immediately before or after it was, significantly reducing the effects of decreasing stagnation temperature.
STFT was used to explore the time evolution of the SPL for the forced cases. A window size of 4096 data samples with a Hann window was used. A 75% overlap was implemented between individual windows to obtain a time-resolution of approximately 40 ms.
Particle image velocimetry (PIV) data were gathered at baseline conditions and at selected forced cases based on the effectiveness of a given forcing frequency as measured by the time-resolved pressure measurements. A laser sheet was generated using a Spectra-Physics Quanta-Ray PIV laser that was directed through a spherical lens followed by two cylindrical lenses. The sheet was inserted into the wind tunnel through a glass window at the top of the wind tunnel. The sheet was positioned parallel to the flow, along the centerline of the cavity, and measured to be approximately 1 mm in thickness when exposed on burn paper. A LaVision Imager Pro X CCD camera was oriented perpendicular to the test section and the image acquisition was controlled using the LaVision DaVis 7.2 software that was installed on a dedicated acquisition computer.
Seed particles of less than 1 μm diameter were provided using a LaVision atomizer, which injected particles upstream of the stagnation chamber to provide uniform seeding throughout the test section. The estimated Stokes number for the seed particles is significantly smaller than 0.05 required for the particles to follow the large scale structures of interest in the flow [37] . The cavity was successfully and uniformly seeded through entrainment from the freestream and the recirculation flow within the cavity. Note that, because of the original construction of the wind tunnel, the downstream ramp is not visible in the PIV images. On all PIV images, the location of the ramp is represented by a dashed line.
The PIV camera has a resolution of 2048 × 2048 pixels and a viewing area of approximately 80 × 80 mm, yielding a resolution of approximately 25 pixels∕mm. When acquiring data while operating the actuators, a large glow radiating from the actuators was visible in the image that contaminated a portion of the image. The affected area is mostly the region upstream of the cavity leading edge and in the initial part of the shear layer. A background subtraction was used to minimize the actuator glow, but this technique often could not entirely remove all effects due to saturation of the pixels. Velocity vectors were computed using the LaVision DaVis 7.2 software, one pass with 128 × 128 pixel interrogation windows with a 50% overlap followed by two passes with 64 × 64 pixel interrogation windows with a 75% overlap. PIV data were processed by ensemble-averaging velocity vectors, examining instantaneous vector fields, and calculating the rms of the vertical component of velocity. For selected forced cases, phaselocked PIV data were acquired to detect distinct vortices that were generated by the actuation. Phase-averaged swirl strength was computed using 100 vector fields to visualize the strength and location of vortices [38, 39] . Because the phase-averaging process focuses on the large and phase-locked events (i.e., large-scale structures) and averages out all the random and small events, 100 samples are sufficient for bringing out the large-scale structures.
IV. Experimental Results and Discussion
Baseline results will be presented and discussed first, followed by the results for two selected forced cases: strongly and weakly resonating cavity flows. For both cases, SPL spectra results for quasitwo-dimensional and some limited three-dimensional forcing cases will be presented. The focus will be on the time-resolved pressure results. For the strongly resonating case, PIV results will also be presented and discussed to provide a better understanding of physics of the flow.
A. Baseline Results
The Rossiter modes in an open-cavity flow are generated due to the feedback within the cavity connecting the instability waves/largescale structures in the free shear layer formed over the cavity with the acoustic waves generated by the interaction of the shear layer structures with the aft wall of the cavity. When the wavelength of the longitudinal acoustic mode of the cavity falls within the shear-layer instability amplification wavelength band, a natural flow-acoustic feedback loop is established, and Rossiter modes are generated. In small wind tunnels, such as the one used in this research, it has been known that the lateral cavity acoustic mode could also play a role in this interaction. Therefore, often acoustic treatment is used in the tunnel ceiling to avoid this complexity [40] . As stated earlier, our hypothesis in this research was that we can suppress the peak tone as well as the broadband pressure fluctuations in a strongly resonating cavity and that we can re-establish the resonance and significantly amplify the peak tone as well as the broadband pressure fluctuations in a weakly resonating cavity. Therefore, to evaluate the hypothesis, we changed the angle of the top wall by a fraction of a degree to obtain two quite different baseline cases (at the same Mach number and Reynolds number): one strongly resonating and one weakly resonating cavity flow. Figure 3 shows the normalized static pressure distribution on the side wall and floor of the tunnel from about 8D upstream to 22D downstream of the cavity for various top wall inclinations. The wall was pivoted at x −63.5 mm; h 0 is when the top wall is parallel to the bottom wall of the tunnel and P a is the ambient pressure. Although the pressure distribution along the cavity is relatively uniform (within 0.2%), the variation over the measured span of 33D in the tunnel is from 1.8% (for h 0 mm) to 0.45% (
Time-resolved pressure measurements were obtained at three locations along the cavity centerline at a freestream Mach number of 0.6 for all of the cases shown in Fig. 3 . The results showed that the second Rossiter mode around 2500 Hz is the dominant mode in all cases, with the maximum peak tone for h 0 mm and the minimum peak tone for h 5 mm. However, the amplitude of the peak tone corresponding to h 4 mm was slightly higher than that of the h 5 mm case, but the former had the minimum wall pressure variations of all cases (see Fig. 3 ). SPL spectra for the h 0 and 4 mm cases for all three Kulite transducers are presented in Fig. 4 . Note that, in this plot, the middle and downstream Kulite measurements have been shifted by 20 and 40 dB, respectively, to facilitate viewing of each individual spectrum. The largest tone amplitudes for both the h 0 and 4 mm cases were observed in the downstream transducer, and the SPL calculations indicate a peak magnitude of around 145 and 130 dB near the second Rossiter mode, respectively. For the former case, the first and second harmonics of the second Rossiter modes are also visible in the spectra. For the latter case, the fourth Rossiter mode, which is close to the first harmonic of the second Rossiter, is also strong. In addition, there are peaks near the third and fifth Rossiter modes. These two cases are selected as representatives of the strong and weak resonating cases to evaluate the hypothesis of this research. Because the downstream Kulite measured the largest magnitude peaktone and broadband fluctuations, all remaining discussions will refer to the measurements at this location.
B. Strongly Resonating Flow 1. Quasi-Two-Dimensional Control
The LAFPAs were initially used with the quasi-two-dimensional forcing scheme and forcing frequencies at 400 Hz of the first seven theoretically calculated Rossiter modes in 50 Hz increments. With the term "quasi-two-dimensional", we refer to the cases in which all five actuators are operated in-phase. Because the actuators are discrete and do not cover the entire span of the cavity, we have termed the forcing quasi-two-dimensional. The frequencies explored during this phase of testing were intended: 1) to induce jitter in the most amplified frequency in some cases, thus weakening the natural resonance in the cavity and making the structures in the shear layer less organized, and 2) to encourage mode switching in some other cases, thus weakening or canceling the feedback loop. Through extensive previous research efforts regarding the effect of LAFPAs on high-speed jets, it is understood that the LAFPAs introduce perturbations, which get amplified by the flow instabilities and grow into flow structures at the forcing frequency [6] . However, due to the nature of effects of EMI in the Kulite signals and the complexity of cavity flow, it is difficult to determine what portion of the peak at the forcing frequency (and its harmonics) in the SPL plots corresponds to EMI, and which portion corresponds to hydrodynamic flow structures. For the purposes of examining the decrease in the second Rossiter mode and average broadband levels, these peaks should be ignored. Figure 5 shows plots of sound pressure level for several forcing frequencies. In these plots, the thick line represents the forced case, and the thin line represents the baseline. Forcing at low frequencies, below that of the second Rossiter mode, did not seem to have any effect on reducing the pressure fluctuations. Forcing near the second Rossiter mode (i.e., an attempt to introduce jitter), as can be seen in Fig. 5a , showed moderate levels of effectiveness in reducing the magnitude of the second Rossiter mode. The peak tone at the second Rossiter mode has decreased by almost 8 dB, and the average broadband spectra has decreased by roughly 3 dB. Because the forcing is not truly two-dimensional, it is believed that the broadband reduction is at least partially due to modest three-dimensionality imposed on the nominally two-dimensional cavity flow [41] . The presence of EMI makes the interpretation of the results more difficult, but it appears that forcing at this frequency induces some jitter in the second Rossiter mode, making it broader, and promotes amplification (though not significantly) of other modes.
Forcing near the third Rossiter mode at 3300 Hz, shown in Fig. 5b , had the greatest impact at reducing the peak tone with a total reduction of almost 25 dB. In comparison to the forcing near the second Rossiter mode, forcing at this frequency does not provide as significant reduction of average broadband levels. It is believed that energy has shifted from the feedback loop (which enforces the second Rossiter mode) to the third Rossiter mode (which now has the highest amplitude) and other modes. Basically, forcing at this frequency changes the cavity from a single dominant mode operation to a typical mode-switching regime.
Actuation near the first harmonic of the second Rossiter mode (which is near also the fourth Rossiter mode) resulted in a wide variety of SPL spectra. Forcing at 4950 Hz, as shown in Fig. 5c , represents a forced case with results similar to those of forcing near the second Rossiter mode. At this forcing frequency, the resulting SPL spectra had a peak-tone reduction of approximately 10 dB in addition to decreasing the broadband spectrum by almost 3 dB. In general, forcing near the first harmonic of the second Rossiter mode was more effective at reducing the peak tone than forcing near the second Rossiter mode, but (as will be discussed later) the results were very sensitive to forcing frequency.
Forcing near the second harmonic of the second Rossiter mode (which is also near the sixth Rossiter mode) had the greatest impact on the overall cavity flow dynamics. In general, the results were less sensitive to forcing frequency when actuating in the range of 7400-7550 Hz. A peak-tone reduction of 10-20 dB or more was consistently observed, as well as an average broadband reduction of almost 5 dB. The most effective all-around forcing frequency was determined to be at 7550 Hz, and the resulting SPL can be seen in Here, it appears that the disruption of the second Rossiter mode corresponds to a distribution of energy to other modes such as the third Rossiter mode, which shows signs of being excited.
Further forcing was conducted at significantly higher frequencies to determine if there was a continual trend of increasing effectiveness with frequency. Forcing up to a frequency of 16 kHz in 1 kHz increments showed a steady reduction in effectiveness with frequencies above the seventh Rossiter mode. The average broadband reduction reached a maximum in the forcing frequency range of 8 to 11 kHz and slowly dropped off at higher forcing frequencies. This behavior can be seen in Fig. 6 , which plots the peak-tone reduction and average broadband reduction against the forcing frequency. Note that the small triangles in these plots indicate Rossiter modes 2-7.
Flows with instabilities behave as an amplifier to natural disturbances in the flow, amplifying them over a certain range of frequencies. In cavity flows, these amplified frequencies typically correspond to Rossiter modes. Figure 6a shows the sensitivity of peak tone reduction to forcing frequency when the actuation is quasi-twodimensional. Note that the behavior of effective forcing is somewhat narrowband near Rossiter modes. This behavior is particularly noticeable when forcing at low frequencies, such as forcing near the dominant second Rossiter mode; changes in forcing frequency of only 50 Hz alter the peak tone reduction by more than 15 dB in some cases. The reason for this sensitivity is that there is a strong competition between the amplified natural perturbations and the perturbations supplied by the actuators.
Sensitivity to forcing frequency is also exhibited in average broadband reduction but on a much smaller scale. There is also a trend that, as forcing frequency increases, the average broadband reduction increases. As Fig. 6b aptly shows, however, this trend only sustains up to a forcing frequency of 11 kHz, at which point it drops off. Although some other variables such as duty cycle of the actuation have not been explored in this study, the behavior seen in Fig. 6 helps to illustrate that forcing frequency plays a large role in the effectiveness of these actuators.
Phase-locked PIV measurements were taken for a variety of forcing frequencies based on their effectiveness indicated by SPL results shown in Figs. 5 and 6. Phase locking was used to visualize coherent structures in the shear layer of the cavity and the effects of the actuation on the structures. Image acquisition was locked onto the actuation frequency. Images were acquired at four phases throughout the actuation process, and the results are presented for forcing frequencies of 4950 Hz (Figs. 7a-7d ) and 7550 Hz (Figs. 7e-7h) . Forcing near the fourth Rossiter mode at 4950 Hz was selected as a typical forcing frequency with moderate reduction in second Rossiter mode, and 7550 Hz was chosen as a typical forcing frequency that significantly reduced the second Rossiter mode and broadband spectra.
Images correspond to four evenly spaced phases at 0, π∕2, π, and 3π∕2, where phase 0 represents the moment at which the actuator fired. Note that phase 0 is marked with a small star at the actuator location in the images. For each phase, 100 vector fields were averaged, and the swirl strength was computed [38] . Because the phase-averaging process focuses on the large and phase-locked events (i.e., large-scale structures) and averages out all the random and small events, 100 samples are sufficient for bringing out the Fig. 7 Swirl strength for quasi-two-dimensional forcing at a frequency of a-d) 4950 Hz, and e-h) 7550 Hz. Images correspond to phase 0, π∕2, π, and 3π∕2, respectively, for each forcing frequency.
large-scale structures. The resulting plots presented in Fig. 7 clearly show the vortices within the shear layer. Note that, although the scale has been left off the plots, all use the same scale for swirl strength.
The phase-locked PIV images presented in Fig. 7 help to illustrate the number, strength, and location of structures in the cavity as well as how they develop as they convect through the cavity. Because of the nonlinear and complex behavior in the cavity [40] , the direct source of perturbations generating each vortex (either from the actuators or due to the natural feedback in the cavity) cannot be easily determined. The following paragraphs offer both general observations and some explanation for correlations between SPL and phase-locked PIV results.
Forcing near the first harmonic of the second Rossiter mode (near the fourth Rossiter mode) at 4950 Hz yields between three and four vortices in the cavity with a vortex spacing of x∕D ≤ 1.2. The temporal separation between consecutive images in Figs. 7a-7d is approximately 50 μs. Assuming a convective velocity of 0.6U, the vortices would travel about 0.5D over this time. It is difficult to determine exactly how the vortices are generated, but it appears that two coherent structures are formed in a given forcing cycle. In this case, one probably results from the natural feedback and another from the forcing. This seems to cause vortex interaction (probably a merging) in the upstream part of the cavity, and the resulting vortex strength does not seem to be diminished. This is consistent with the SPL results shown in Fig. 5c and could be part of the reason why the magnitude of the second Rossiter mode is not reduced as much in comparison to the case of forcing at 7550 Hz.
At the most effective forcing frequency, 7550 Hz, which is near the second harmonic of the Rossiter mode (and the sixth Rossiter mode), the temporal separation of consecutive images is approximately 33 μs. Assuming a convective velocity of 0.6U, the vortices would travel approximately 0.3D over this time. In this case, four equally spaced coherent structures are present in the cavity with a spacing of approximately x∕D 1.2, which is consistent with the second harmonic of the second Rossiter mode (near sixth Rossiter mode). Forcing at 7550 Hz appears to manipulate the shear layer without altering the natural generation of only one vortex per cycle. Examining the corresponding SPL plot in Fig. 5d , this mode of forcing shows a peak at the second harmonic of the second Rossiter mode (which is quite sharp and could be due to EMI), a very large reduction in the magnitude of the second Rossiter mode, and distributed broadband energy in other modes. It is believed that forcing in this case has manipulated the shear layer into spreading its energy into a greater number of modes and thus reducing the energy available in the resonance. In this case, the competition for energy is among various natural cavity modes, whereas in the 4950 Hz forcing, the competition was between the forced mode and the natural cavity mode. Obviously, the former is more successful in suppressing the cavity pressure fluctuations.
Further examining these selected forcing frequencies, short-time Fourier transforms are plotted in Fig. 8 . Forcing at 4950 Hz, shown in Fig. 8a , shows a spectrum that is changing significantly in time.
The magnitude of the second Rossiter mode changes with relatively low frequency by more than 10 dB. This is consistent with SPL results, showing a broadened peak and the vortex interaction/merging seen in the phase-locked PIV data. The spectrogram for forcing at 7550 Hz shows a significantly lower second Rossiter mode peak, consistent with the SPL results. Note that the fluctuations at the second Rossiter mode are near the level of noise resulting from the analysis technique.
Three-Dimensional Control
With one row of five actuators used in the current research, a wide variety of three-dimensional forcing schemes are possible under the current control system. With the phrase "three-dimensional", we refer to the cases in which there is a phase difference between the adjacent actuators. One full cycle of each mode explored is shown in the schematic given in Fig. 9 , in which the horizontal axis is the phase axis (π phase difference between each column, except in configuration 4, which is 2π∕5). Each actuator fires only once in a given cycle, and the cycle repeats continually. In this schematic, hollow circles indicate an active actuator and a solid circle indicates an inactive actuator.
Each of the configurations was intended to introduce threedimensionality into the nominally two-dimensional shear layer in a different manner. The configurations were tested at 200 Hz of the second Rossiter mode, and its first and second harmonics (which are also near the fourth and sixth Rossiter modes, respectively) in 50 Hz increments. It was determined that the three-dimensional configuration, in which forcing was conducted, greatly affected the effectiveness of the actuators. Configuration 1 with π phase difference between adjacent actuators was found to be the most effective and most consistently effective forcing configuration based on peak-tone reduction and was therefore selected for more in-depth studies [42] . All remaining discussions of three-dimensional forcing refer to forcing with configuration 1.
Three-dimensional actuation was conducted with configuration 1 and at the same frequencies as the quasi-two-dimensional forcing. Compared to quasi-two-dimensional forcing, three-dimensional forcing generally had a greater reduction in the magnitude of the second Rossiter mode and an approximately equal reduction in broadband SPL. Similar to the quasi-two-dimensional forcing, forcing at 7550 Hz was found to be the most effective overall forcing frequency. When forcing three-dimensionally at this frequency, the peak tone magnitude was reduced by nearly 25 dB, and the average broadband spectrum was reduced by approximately 5 dB.
The peak-tone reduction across the entire explored frequency range, shown in Fig. 10a , reveals several important points. Overall, the effectiveness of three-dimensional forcing is much less sensitive to forcing frequency when compared to forcing using the quasi-twodimensional scheme, except near the second and third Rossiter modes. For example, at a forcing frequency of 2450 Hz, there is an almost 15 dB greater reduction in peak tone when compared to forcing frequencies at 50 Hz of this test point. Unlike the quasi-two-dimensional forcing, the maximum reduction was found when forcing near the second harmonic of the second Rossiter mode, not the third Rossiter mode, as may be expected. Although there is a general increase in effectiveness with increasing forcing frequency, there is a dropoff at very high forcing frequency, which highlights the frequency dependence of these actuators.
Average broadband reduction with frequency, shown in Fig. 10b , shows a similar profile to the peak tone reduction. In the forcing frequency range of 4 to 12 kHz, the average broadband reduction is almost always greater than 4 dB. Comparing this plot to the quasitwo-dimensional forcing seen in Fig. 6b , three-dimensional forcing yields an average broadband reduction only slightly greater across all tested frequencies. There is also a slightly lower frequency sensitivity associated with the three-dimensional forcing.
Phase-locked PIV data were only acquired along the centerline of the cavity and at one phase while forcing three-dimensionally. Interpretation of structures in a three-dimensional environment is quite challenging, and therefore no results will be presented; it is not possible to draw any useful conclusions regarding the complex and dynamic cavity flowfield under three-dimensional forcing. Fig. 9 Schematic depicting one full cycle of the three-dimensional forcing modes. Hollow circles indicate an actuator that is active, and a solid circle indicates one that is in active (π phase difference between each column, except in configuration 4, which is 2π∕5). Because of the complex nature of the cavity flow dynamics and the intricate interaction with the forcing input, it is difficult to determine the exact nature of the actuation effects on the flow. It is clear, however, that the actuation does affect the flow and that the results are significantly different for quasi-two-dimensional forcing and threedimensional forcing. Figure 12 presents rms values of the transverse component of the velocity fluctuations calculated using 200 PIV vector fields. It is obvious that the shear layer in the baseline is thick with large transverse velocity fluctuations. When forcing quasi-twodimensionally at 4950 Hz, the thickness is slightly affected, but the magnitude of the velocity fluctuations remains significant. When forcing three-dimensionally at 4950 Hz, lower levels of velocity fluctuations in the shear layer. Forcing quasi-two-dimensionally at 7550 Hz greatly affects the shape of the shear layer as well as the magnitude, as would be expected from the SPL plots. Forcing threedimensionally at 7550 Hz alters the shear layer to be more symmetric, which would be characteristic of a lower drag cavity with less recirculation. 
C. Weakly Resonating Flow
The cavity control work in the literature is focused primarily on the suppression of the cavity tones and background pressure fluctuations because resonating cavities are the source of significant drag and noise in modern aircraft applications. Similarly, this was one of the objectives of the current research in highly resonating cavities. A secondary objective of this research was to demonstrate that the cavity resonance can be re-established in weakly resonating cavities, and the amplitude of the dominant Rossiter mode can be increased. In other words, the cavity control not only can be used to reduce the cavity drag in highly resonating cavities, but it can also be used to increase the cavity drag in weakly resonating cavities. SPL power spectral density plots at three locations within the cavity for both a strongly and a weakly resonating Mach 0.6 cavities were shown in Fig. 4 . Spectrograms of the SPL corresponding to the downstream Kulite location are shown in Fig. 13a for a strongly resonating cavity and in Fig. 13b for a weakly resonating cavity. They clearly show that, although the pressure fluctuations associated with the second Rossiter mode in the highly resonating cavity are quite steady, all of the peaks in the weakly resonating cavity are intermittent, even the strongest tone at the second Rossiter mode.
The main objective of the control in suppression of Rossiter modes is disrupting the natural feedback loop (either by introducing jitter or by inducing competitions among the modes). Therefore, a significant number of options are available, as was shown in Figs. 5, 6, and 10. In attempting to strengthen the feedback loop and to re-establish the resonance, the options are much more limited because one has to work with the existing natural feedback loop and with the dominant frequency and perhaps its harmonics. Both quasi-two-dimensional and three-dimensional controls were used. Similar trends were observed, but as one would expect, the former provided slightly stronger resonance, for which the results will be presented and discussed next. Figure 14 shows amplification of the second Rossiter mode as well as the broadband background pressure fluctuations in the cavity over a wide range of forcing frequencies. The small triangles show the second to the seventh Rossiter modes. As was expected, forcing at the second Rossiter mode is the best in re-establishing the resonance and increasing the tone amplitude by over 17 dB and the background pressure fluctuations by over 5 dB, followed by the first harmonic of the second Rossiter mode. There are amplifications in three other forcing frequencies, which do not seem to be related to the second Rossiter mode; one is slightly lower than the third Rossiter mode, one between the fourth and fifth, and another between the fifth and sixth Rossiter modes. Figure 15 compares the baseline SPL for the strongly resonating cavity ( Fig. 15a ; spectrogram is shown in Fig. 13a ) with the SPL and spectrogram of the weakly resonating cavity that is being forced at the second Rossiter mode (Fig. 15b) . As can be seen, the amplitude of the second Rossiter mode and the overall background pressure fluctuations level are very similar. The unforced strongly resonating cavity shows the first and second harmonics of the second Rossiter mode; the forced weakly resonating case has only the first harmonic of the second Rossiter mode and a tone at about 9600 Hz, the source of which is not clear at this time.
The work presented here shows that a complete control over this high subsonic and high-Reynolds-number cavity is possible. The next step of the research is to accomplish the same task in a supersonic high-Reynolds-number cavity flow. Although in the current work we focused on a subsonic cavity flow, our previous works involving subsonic jets, as well as cold and heated supersonic jets, have demonstrated the effective control using LAFPAs in both subsonic and supersonic flow regimes [5, 6, 36] . It is therefore believed that the trends shown in this research will extend to the supersonic regime.
V. Conclusions
Localized arc-filament plasma actuators are high-amplitude and high-bandwidth actuators that have been used extensively to control high-Reynolds-number high subsonic and supersonic cold and heated jets. They were used in the present research to control pressure fluctuations in a cavity with a depth of 12.7 mm and length-to-depth ratio of 4.86. The aft wall of the cavity is inclined 30 deg with respect to the upstream flow, and the cavity length is 61.7 mm, measured from the leading edge of the cavity to the midplane of the ramp. Five actuators were uniformly distributed along the span of the wind tunnel approximately 1 mm upstream of the cavity leading edge, as close to the cavity shear-layer receptivity region as possible, similar to the arrangement in jet experiments. Experiments were conducted at a Mach number of 0.6 and a Reynolds number based on the cavity depth of 2 × 10 5 . Forcing was conducted both quasi-twodimensionally (all actuators operated in-phase) and three-dimensionally (adjacent actuators operated out-of-phase). The objectives of the research were twofold: first, to demonstrate that the peak tone as well as the broadband pressure fluctuations in a strongly resonating cavity can be significantly suppressed, and second, that the resonance can be re-established, and the peak tone as well as the broadband pressure fluctuations in a weakly resonating cavity can be significantly amplified. Time-resolved pressure measurements and two-component PIV measurements were used to assess the effectiveness of the actuators in achieving the objectives and to explore the physics of the flow. The results show that, although there are many forcing frequency options in suppressing highly resonating cavity tones and broadband pressure fluctuations, the options are limited to frequencies near the dominant (even though weak) Rossiter modes in re-establishing the feedback in a weakly resonating cavity. Although both quasi-twodimensional and three-dimensional controls were successful in controlling the flow, the control was found to be less sensitive to frequency change in the latter in achieving the first objective.
