Abstract-Dynamic network reconstruction has been shown to be challenging due to the requirements on sparse network structures and network identifiability. The direct parametric method (e.g., using ARX models) requires a large amount of parameters in model selection. Amongst the parametric models, only a restricted class can easily be used to address network sparsity without rendering the optimization problem intractable. To overcome these problems, this paper presents a state-space-based method, which significantly reduces the number of unknown parameters in model selection. Furthermore, we avoid various difficulties arising in gradient computation by using the Expectation Minimization (EM) algorithm instead. To enhance network sparsity, the prior distribution is constructed by using the Sparse Bayesian Learning (SBL) approach in the M-step. To solve the SBL problem, another EM algorithm is embedded, where we impose conditions on network identifiability in each iteration. In a sum, this paper provides a solution to reconstruct dynamic networks that avoids the difficulties inherent to gradient computation and simplifies the model selection.
I. INTRODUCTION
Network reconstruction is to infer digraphs or networks that depict interactions between measured variables. Dynamic network reconstruction refers to a class of methods in system-theoretic perspective that perform reconstruction by identifying the underlying network models. It manages to deliver causality information, and to deal with the transitivity issue (i.e. differing between A → B → C and (A → B → C, A→C)). These advantages show promising potentials in applications, e.g., detecting critical genes or regulatory paths that are responsible for diseases from whole genome data in biomedicine.
There have been many studies on network reconstruction, which may or may not be entitled in the same way. The most well known topic could be Granger causality (GC) graphs. The GC graphs are inferred by identifying the vectorautoregressive (VAR) models (parametric method; based on the "equivalence" between GC's definition and VAR) or by performing statistical tests on conditional probability independence (non-parametric method; GC's modern definition), e.g., [1] . These classical methods mainly focus on smallscale networks. This branch is still active: people keep generalizing this concept, e.g., [2] , [3] ; and try to improve the statistical tests, e.g., [4] . The work in [5] emphasized, which uses kernel-based system identification methods to identify GC graphs, and considers sparse network structures, which is particularly useful for large-scale networks. Bayesian networks is another huge branch that studies the inference of causal interaction between variables. It defines graphical models based on conditional probability independence or, equivalently, d-separation, e.g., [6] , [7] . Learning methods are built based on sampling methods or Gaussian approximation in Bayesian statistics, e.g., [8] . For more methods on network inference and more comprehensive review, see Chapter 1 in [9] . This paper adopts a network model for LTI systems, known as dynamical structure function (DSF) [10] . Loosely speaking, it models each output variable by a multi-inputsingle-output (MISO) transfer function with all the other variables as inputs. Due to its origin in biological applications, it "defines" such a model from state-space models (SSMs), and its further work studies its realization problems [11] . Similar models are also progressively proposed in [12] , [13] , which were directly presented without starting from state-space models However, such a derivation from SSMs to DSFs is important, since its feasibility on realization is the necessity in practice. In terms of graphical representations, the work in [14] , [15] studies different partial structure representations, points out the differences between subsystem structure and signal structure, and discusses the property of shared hidden states in DSFs. When considering D-matrix in SSMs (see (1) ), the well-posedness problem rises as the control theory [16] . This paper will show how the definition of DSF from SSMs and its realization contribute to the identification problem. In regard to network identifiability, the original contribution traces back to [10] and its successive work, e.g., [17] . The identification of DSFs shows to be challenging mainly due to the integration of network identifiability and the imposition of sparse network structure.
II. PROBLEM DESCRIPTION
Consider a dynamical system given by the discrete-time state-space representation in the innovations form
where x(t k ) and y(t k ) are real-valued n and p-dimensional random variables, respectively; u(t k ) ∈ R m , A, B, C, D, K are of appropriate dimensions; and {e(t k )} k∈N is a sequence of i.i.d. p-dimensional random variables with e(t k ) ∼ N (0, R). The initial state x(t 0 ) is assumed to be a Gaussian random variable with unknown mean m 0 and variance R 0 . Without loss of generality, we assume n ≥ p and C is of full row rank. For simplicity, we will also use x k to denote x(t k ), similarly for y(t k ), u(t k ), e(t k ). To describe the interconnections between measured variables (i.e. the elements of y), the network model, known as dynamical structure function (DSF) [10] , is derived from (1) (see appendix for details)
where Q, P, H are p×p, p×m and p×p matrices of discretetime transfer functions, respectively; all diagonal elements of Q are zero; each element of Q (except zeros) is a strictly proper real-rational transfer function 1 , and elements of P, H are proper. The dynamic networks [22] that visualize the DSFs are given as N = (G, f ), where G = (V, E) is the underlying digraph that is a 2-tuple of vertex set V and directed edge set E, and f is the capacity function, sharing with the same terminology for networks known in the field of graph theory. The E of G is determined by checking nonzero elements in Q, P, H and f assigns these elements to the corresponding edges. For example, the dynamic network of the deterministic DSF (no H, e) with
in Fig. 1 . The procedure to derive the DSFs from state space models is called the definition of DSFs. And the reverse procedure-finding a state-space model that can generate the given DSF-is the realization of DSFs (e.g. see [11] ). The method presented in this paper relies on both procedures, which shows why it is necessary to study network models from a state-space perspective. Problem: Consider the special case with R = I, K = σ ∈ R + , and
. . , y(t N )} denote the measured samples and U N {u(t 1 ), . . . , u(t N )} be the input signals, which is assumed to known or measured without input measurement noise. The dynamic network reconstruction problem is to infer N from (Y N , U N ) by 1 Indeed Q can be extended to be proper, instead of strictly proper, as the model proposed by Prof. Paul van den Hof (e.g. [18] , [19] ). The meaning of causality delivered by Q is more clear when Q is strictly proper. In the state-space perspective, there are at least two cases presenting proper Q's: 1) when C is not full row rank, Q turns to be proper, which, however, can be partitioned into a strictly proper block and a block of real number; 2) when introducing intricacy variables in state-space models [20] , [21] , which appears as a way to include prior knowledge of the system (such as partitions of subsystems), Q could be defined to be proper in general, which deserves more studies.
identifying the DSFs (2), assuming the ground truth network is sparse.
The method presented in this paper estimate the DSF by identifying a state-space realization of (2) with the network identifiability guaranteed. During the reconstruction procedure, we have to take into account the issue of network identifiability, i.e. whether it is possible to uniquely determine (Q, P, H) from the input-output data, which guarantees that any state-space realization leads to the same DSF. The proposed algorithm is illustrated by Fig. 2 , which consists of two EM loops: the outer loop is the regular EM method for state-space identification; the inner loop performs the sparse Bayesian learning (SBL) for network sparsity and integrates network identifiability conditions. In the following two sec- tions we will describe the method in details. Section III describes the outer EM loop, Section IV describes the inner EM loop, and Section V describes the integration of network identifiability in the inner loop. Remark 1. We restrict the state-space models to be the innovations forms, considering the availability of a definition of dynamical structure functions. It is well known that a general LTI state-space model (with different process and measurement noises) can be transformed into the innovations form. However, we have not presented a definition of DSFs that is invariant to such a transformation. Moreover, we only consider the particular case Ke(t k ) ∼ N (0, σ 2 I) due to the restrictions in sparse Bayesian learning. Nevertheless, e(t k ) is not necessarily a standard normal distribution, whose covariance can be scaled by a positive value. The restrictions of C = I 0 and D = 0 allow us to directly use results on network identifiability in [17] . As shown in the appendix, the state transformations due to general C's or nonzero D's in (26) would invalidate the results presented in [17] . However, the extension of [17] is possible but deserves more considerations.
III. EXPECTATION MAXIMIZATION
In the "outer-loop" EM algorithm, we choose z(t) as the latent variable, whose values at t 1 , . . . , t N are the "missing data", denoted by Z
where X N {x 1 , . . . , x N } is the "complete data". Define the complete data log likelihood to be log p(
. of x k given θ and the previous state value x k−1 . However, this cannot be computed directly due to the lack of the measurements of z(t). Hence, the E-step is to calculate the expected complete data log likelihood using the available observations (to be more clear, the alternative notation is E Z N |Y N ;θ i (·)), and i denotes the iteration index. Instead of maximizing likelihood, we choose the maximum a posteriori (MAP), which includes an prior distribution that imposes sparsity of certain parameters and leads to sparse network structure. Let the whole parameter vector θ be categorized into two groups: one consists of unknown deterministic variables including m 0 , R 0 , σ; the other comprises A, B, denoted by w, which is treated as a random variable that commits a prior distribution. In the Mstep, we perform the MAP to update θ:
where p(w, γ) is the prior that depends on hyperparameter γ. The specific construction of p(w, γ) is presented in Section IV. Note that we will not maximize (4) directly, which is presented merely to show the principle.
Remark 2. Note that the prior in (4) might vary over iterates due to the update of hyperparameters, which are determined by maximizing the marginal likelihood function (a.k.a. evidence function). It could be problematic to directly cite the usual result that the EM algorithm monotonically increases the log posterior of the observed data until it reaches a local optimum (see [23, Sec. 11.4] ), which uses a fixed prior distribution. The convergence deserves more discussions in further theoretical studies.
Now we show the calculation of Q(θ, θ ) in Lemma 1. Letx k|l x(t k |t l ) denote the estimate of x(t k ) given x(t l ), similarly for y, z, u. Lemma 1. The expected complete data log likelihood Q(θ, θ ) is given as follows (neglecting the constant terms)
The proof follows straightforwardly by referring to [24] and is hence omitted. The expectations in Lemma 1 can be computed via Kalman smoothers, listed in Lemma 2. The expression in Lemmar 1 implies that the maximization of Q(θ, θ ) can be split into two parts: maximizing the part in terms of A, B, σ; and update the estimations of x 0 and
One may refer to Lemma 3.3 in [24] for details. Let us denote
2 ) (neglecting θ , which is given in each iteration). In favor of the sparsity of w (i.e. A, B), we will maximize the expected posterior distribution Q 2 (w, σ 2 ) + log p(w, γ) via sparse Bayesian learning; and estimate x 0 , R 0 in the same way.
To close this section, we present the results of the following items:
Lemma 2. Let the parameter vector θ be composed of the elements of A, B, C, D, σ, m 0 , R 0 , which are defined in (1) . Then
wherex k|N , P k|N and M k|N are calculated in reverse-time recursions via the Kalman smoother
for k = N, . . . , 1, and the lag-one covariance smoother
for k = N, . . . , 2. The quantitiesx k|k , P k|k , P k|k−1 and initial conditionsx N |N , P N |N required in (10), (11) are computed by the Kalman filter
for k = 1, . . . , N . The lag-one covariance smoother is initialized with
IV. SPARSE BAYESIAN LEARNING
This section describe how we use sparse Bayesian learning in the inner loop of the proposed method to get sparse solutions. In regard to network sparsity, we focus on Q in (2) 3 . However, here we fail to directly apply sparsity constraints on Q. Instead, we achieve it heuristically by imposing sparsity requirements on A. However, it deserves to be pointed out that it is possible that A is not sparse but Q is sparse, which case fails to be covered in this work.
In the setup of the SBL, we treat x 0 as a given value. The complete-data likelihood function is
where
We rewrite the complete-data likelihood p(X N |θ) as follows,
N y denotes the dimension of y, and here I denotes the n×n identity matrix. The parameter vector θ is composed of w and Σ, where w assumes a parametrized prior and Σ is treated as a deterministic parameter.
As studied in SBL, we introduce the Gaussian prior to impose sparsity on w,
where Γ = diag(γ)
4
, and N w denotes the dimension of w. The posterior and marginal likelihood can be obtained in the procedure given by [25] . For fixed values of the hyperparameters, the complete-data posterior is Gaussian,
And the marginal likelihood is given by p(y; γ, σ) = (2π) −Ny/2 |Σ y | −1/2 exp − will be determined by Evidence Maximization or Type-II Maximum Likelihood [25] . Now the onus remains in estimating γ and σ via evidence maximization of the complete-data marginal likelihood (19) . We employ another EM algorithm to maximize p(y; γ, σ), 3 The sparsity of P, H in the DSFs probably might also be interesting in particular applications. However, due to network identifiability, up to the conditions available, we have to require either P or H to be diagonal. 4 For convenience, we will use Γ and γ interchangeably when appropriate.
which is equivalent to minimizing −2 log p(y; γ, σ). This EM algorithm proceeds by choosing w as the latent variable and minimizing E w|y;γ,σ (−2 log p(y, w; γ, σ)) ,
where p(y, w; γ, σ) = p(y|w; σ)p(w; γ). Instead of calculating (20) throughout, we calculate certain expectations in the E-step according to the demands of updating γ and σ in the M-step. The evidence maximization is performed by computing the following in the k-th iteration: E-step:
M-step: It is theoretically possible to compute the expectations of p(y|w; σ) and p(w; γ) via Kalman smoothers. However, we failed to get closed forms to calculate the expectations of p(w|y; γ, σ) and p(y; γ, σ) via Kalman filters and smoothers. Instead, We approximately compute µ w , Σ w using the state estimationx k|N from Kalman smoothers. The optimal variance estimation is hence omitted.
Without considerations on the computational cost, there might be better alternatives for computing µ w and Σ w using sampling methods. One way is to use particle filters to sample from the distribution of the complete data x(t), and then use the samples to estimate µ w , Σ w . Alternatively, in the special case of Gaussian x(t) (e.g. no inputs u(t)), we could keep using Kalman filters and smoothers, which provide the optimal estimation of the mean and covariance of x(t). Then we directly sample from the optimally estimated distribution of x(t) and compute µ w , Σ w in the Monte Carlo way.
V. INTEGRATION OF NETWORK IDENTIFIABILITY
There are two practical ways to guarantee the identifiability. One is to perturb each output variable by designed signals [10] , and, as a result, Q(s) in the DSF is inferred using the signals responding to the input signals. The other is to taking advantages of noises. We need to accept a priori that the noise model is minimum-phase, one underlying realization of the DSF is global minimal and the i.i.d. process noises perturb the outputs in such a way that H(s) is square, diagonal and full-rank (see [17] ). Q(s) in the DSF is actually inferred from the responses of process noises. The benefit of the latter is the decrease of the number of experiments (i.e. P (s) is no longer required to be square). However, in practice, it is hard to test if we could accept these a priori assumptions on process noises. What's more, the conditions guaranteeing diagonal H turn to be particular complicated when including measurement noise, e.g. as shown by (26) . Hence, in this paper, we focus on the first case-guaranteeing network identifiability via external inputs.
Referring to Theorem 2 in [10] , if P (s) is square, diagonal and full-rank, the DSF (Q(s), P (s)) can be uniquely factorized from the transfer functions, which is assumed to be identifiable, and thereof from the input-output data. To guarantee P (s) to be diagonal, we need to impose constrains on (A, B) in the identification of state-space models. The constrains rely on the following proposition in [17] .
Proposition 3 (P-Diagonal Form 1 [17] ). Any DSF (Q, P ) with P square, diagonal and full rank has a realization with A 12 , A 22 , B 1 and B 2 from (1) (no noise, and C = I 0 , D = 0) partitioned as follows:
where × denotes an unspecified entry. The following is a canonical realization of To clarify how to integrate identifiability constraints, we need to review the implementation of the SBL. Consider the noiseless case, where we allow σ 2 → 0. Using results from linear algebra, we have the following expression for µ w and Σ w :
where (·) † denotes the Moore-Penrose pseudoinverse. It is clear to see that the hyperparameters going to zero will lead to their corresponding w elements being zero. At the beginning of each EM step, we first prune the data matrices Φ, y by checking elements in Γ that are smaller than the threshold of zero. To deal with noisy cases, the associated code by [26] performs the SVD decomposition on ΦΓ, denoted by U SV T , and the estimation of µ w is updated by ΓV S(S 2 +σ 2 I + I)
is the estimated value in the previous step and is a fixed value close to zero, e.g., 10
. During the EM iterations, the sizes of Φ and y will be significantly reduced (depending on the sparsity of w), which guarantees the computational efficiency.
The objective of network identifiability integration is to guarantee the resultant P being square, diagonal and fullrank. Apparently, one necessary condition is that m = p. However, this is not enough. Furthermore, the key result used is the P-Diagonal Form from [17] (15), while in the implementation of the EM algorithm for SBL, we set the hyperparameters to zeros that correspond to zeros in B. The general case is more complicated due to the unknown dimension p 22 = dim(B 122 ) in Proposition 3. It is integrated in the same way that setting the hyperparameters to zeros that corresponds to zeros in (23) 
Now we summarize everything and present the whole algorithm. The parameters for initial states m 0 , R 0 are treated as unknown deterministic variables, which can be estimated in each M-step by m
This estimate comes from the study on optimizing Q(θ, θ ) given in (5), e.g., see [24] . Parameters σ 2 , A, B and hyperparameters γ are estimated via another inner-loop EM procedure for the SBL. A and B are thought of as random variables, whose estimations are given by (18) . The whole method is given as Algorithm 1. Computex k|N , P x|N , M x|N and (6)-(9) (k = 0, . . . , N ) via Kalman smoothers in Lemma 2 using the given parameters
Compute Φ, y using state estimations from Step 3.
6:
Perform another EM procedure (21), (22) to obtain w k+1 and (σ 2 ) k+1 , in which set the elements of γ that correspond to zeros in (23) to be zeros. 7: break if parameter estimate converges. 8: end while 9: Compute Q(s), P (s) by definition.
VI. NUMERICAL EXAMPLES
The empirical study is performed on random stable sparse state-space models (1) with C = [I 0], D = 0, from which the sparse DSF models are derived. See [22] for the way to generate such sparse stable state-space models. Here we do not include such sparse networks whose realizations' A matrices are not sparse, which cannot be tackled by the proposed method. The dimension of the networks is set to p = 40, i.e., the dimension of output variables, and the dimension of states is set to n = 100. The choice of sampling frequency is another issue deserving our particular attention, due to system aliasing (see [9, chap. 3] ). The sampling frequency for each system is chosen to be at least 10 times larger than the critical frequency of system aliasing. This rule of thumb can mostly guarantee that the discrete-time and continuous-time DSFs share the same network structure.
To guarantee network identifiability from data, in the simulations, p-variate Gaussian i.i.d. is used as input signals to drive each output node separately. It implies the case in consideration is B = [I 40×40 0]
T . The general case is not included that inputs may drive outputs via hidden states under the guarantee that P is diagonal. It is due to the technical difficulty of generating an appropriate B automatically when A is random. The "general" case might also be barely interesting in practice: one cannot know how to design the inputs that perturb nodes via hidden states without knowing the hidden state variables or models. However, it should be included in future work to complete the test.
The proposed method runs on 50 random networks, where the assumed dimension of states is set to 110 (the ground truth is 100). In the performance benchmark, we focus on Boolean structures of Q (P has been known to be diagonal and H is not quite interesting in applications). The reconstruction results are summarized in Table I , where three columns of SNR show the averaged Precision (i.e. the percentage of correct links in results) and the averaged TPR (i.e. the percentage of links of the ground truth shown in results). The regularization parameter for "TSM-NR" is selected approximately by balancing between the values of Precision and TPR. The value of failure denotes the percentage of results that fail to show sparse structures, which is computed as the averaged percentage of results for three cases of different SNRs with Precision < 5%. We exclude these "failed" networks when we compute the averaged values of Precision and TPR. As shown in Table I , the state-space based method ("SSM-NR") provides a better way to perform reconstruction of discrete-time DSFs than identifying specific parametric models ("TSM-NR"). The poor performance of "TSM-NR" for low SNRs is due to the restrictive choice of ARX (due to difficulty on numerical optimization). The modeling uncertainty of the ARX parametric method becomes significant and cannot be dealt with by assuming it as noises when the SNR is low. The existence of "failed" cases is probably due to the random construction of random networks, which cannot be covered by the proposed method but are difficult to be removed automatically in random model generation. The parametric methods require to choose model orders of each element in Q, P, H, which implies that a huge amount of parameters need to be determined in model selection. This might be hardly practical using AIC, BIC, or crossvalidation, if we have little prior knowledge. In the proposed method, the DSFs are derived from state space models, which allow more complicated time series models besides ARX (e.g., it allows the elements of Q in the same row share different poles). That is the main reason why the proposed method has better performance. Moreover, in terms of model selection, the proposed method demands only 1 parameter to be determined, i.e. the size of states. This value could be easily determined by information criteria, cross-validation, or by performing other state-space identification methods, e.g., the subspace method.
VII. CONCLUSIONS AND OUTLOOK
This paper proposes an algorithm to reconstruct sparse dynamic networks using the EM algorithm embedded with sparse Bayesian learning. The algorithm reconstructs the DSFs by identifying their feasible state-space realizations. Kalman smoothers are used to provide state estimation. To guarantee network identifiability, which ensures unique reconstruction of network structures, samples are measured from experiments that perturb each output independently. The identifiability conditions are integrated in the inner-loop EM iteration for sparse Bayesian learning.
This work shows outlook for future studies. We consider special cases of state-space models, in the perspective of system identification. The extension of the work to general LTI state-space models relies on further studies of network identifiability on the generalized DSF models. A line of research that is, albeit interesting and import, might be challenging. Another issue is to ensure sparse DSFs. The proposed method use a heuristic approach, which assumes that the sparse DSFs under consideration have sparse realizations. However, the remaining class of DSFs that is excluded in this work, has not been quantified and shown to have measure zero within the parameter space of LTI dynamical systems. A better way to reconstruct networks could be to impose sparsity directly on the DSFs models.
APPENDIX DYNAMICAL STRUCTURE FUNCTIONS
The procedure to define the DSF (2) from (1) mainly refers to [10] , [14] . Without loss of generality, suppose that C is full row rank (see [14] for a general C). Create the n × n state transformation T = C T E T , where E ∈ R n×(n−p)
is any basis of the null space of C with
. Now we change the basis such that z = T x, yieldingÂ = T AT 
y(t k ) = I 0 z 1 (t k ) z 2 (t k ) + Du(t k ) + e(t k ).
Introduce the shift operator q and solve for z 2 , yielding qz 1 (t k ) = W (q)z 1 (t k ) + V (q)u(t k ) + L(q)e(t k ), where W (q) =Â 11 +Â 12 (qI − −1 L, yielding z 1 (t k ) =Q(q)z 1 (t k ) + P (q)u(t k ) +Ĥ(q)e(t k ). Noting that z 1 (t k ) = y(t k ) − Du(t k ) − e(t k ), the DSF of (1) with respect to y is then given by Q(q) =Q(q), P (q) =P (q) + (I −Q(q))D, H(q) =Ĥ(q) + (I −Q(q)). (26) Noting that the elements ofQ,P ,Ĥ (except zeros in the diagonal ofQ) are all strictly proper, it is easy to see that Q is strictly proper and P, H are proper. It has been proven in [14] that the DSF defined by this procedure is invariant to the class of block diagonal transformations used above, which implies it is a feasible extension of the definition of DSFs given in [10] for the particular class of state-space models with C = I 0 , D = 0.
