linear state observer to estimate the states, which is vital during 2D control. In [11] , the author used three estimation methods to estimate the states, which are EKF, UKF and PF. The existing estimation methods assume that the statistical characteristics of noise are completely known. For the unknown statistical characteristics of noise, this paper uses AKF and AUKF to estimate the states, and compares the estimated results with the results of UKF. Finally, the results of the estimation are used to control the plane puncture. The rest of the paper is organized as follows. Section 2 introduces the flexible needle kinematic model. We also show the feedback linearization for the nonlinear model in this section. The details and steps of the three filter algorithms are described in Section 3. And Section 4 presents the results of the simulations in detail. Section 5 draws the conclusion.
THE KINEMATIC MODEL AND THE FEEDBACK LINEARIZATION
The flexible needle is driven by two input control variables: insertion ( 1 u ) and rotation ( 2 u ) at the base as shown in Figure 1 . To simplify the problem, we make the following assumptions [12] :
The needle body follows the needle tip, and the tip's orientation exactly follows the base's orientation. Rotating the needle at the base will not change its position in the tissue. The tissue is stiff, no deformation of the tissue and obstacles come up during needle insertion. 
Comparison of Estimation and Control Methods for Flexible Needle in 2D

The Kinematic Model of Flexible Needle
In 2006, the concept of flexible needle was proposed in [1] , and the system model of the flexible needle was established. Fig 1. The kinematic bicycle model [1] In this model, frame A is the reference frame, while the frame B is attached to the back wheel of the bicycle. The speed of the needle tip in the frame B is V corresponds to pure needle insertion, while 2 V corresponds to pure needle shaft rotation [1] . Here 
cos cos sin 0 cos sin cos 0
Where,
T AB
R is the rotation matrix between frame A and frame B. Based on the above formulas, we can get 
From model (5) 
The Model of Feedback Linearization
The model (8) is an affine nonlinear system with single input and single output, and then we discuss the feedback linearization problem of this kind of nonlinear system. According to the definition of the relative degree and the Lee derivative, we can find the relative degree of the model (8) . Here − . 
By (9) we can know that the relative order of the system (8) 
− .
− . − .
Design nonlinear feedback control law as follow − .
− .
− . − . − . sin
Combined with (11) and (13), we can get 
The system (A, B, C) is completely controllable and observable [10] . With the perfect theory and the simple algorithm, the linear quadratic optimal control can be easily realized in the practical engineering application. According to the extremum principle, we can derive the optimal control law v Kz % (
The optimal state feedback gain matrix K is obtained by LQR. The closed-loop optimal feedback control is formed, which makes the system control more accurate
THREE FILTER ALGORITHMS
Adaptive Kalman Filter for Feedback Linearized Model
Considering the linear discrete dynamic system
The statistical characteristics of process noise and measurement noise are (0, )
The following is Sage-Husa adaptive Kalman filter (AKF) algorithm − .
1, ,
Where, the mathematical expectation and variance of the system (process) noise areˆk q andˆk Q , theˆk r andˆk R are the mathematical expectation and variance of the measurement noise. System noise can be compensated by modeling. On the contrast, the measurement noise cannot be compensated by modeling, because it is caused by the working environment and the sensor. So the system noise is a known fixed value in this paper. In other words, we only estimateˆk r andˆk R . These two variables are obtained by the time varying noise statistics estimator as follows
Where, we regard b as a forgetting factor, and 
Unscented Kalman Filter for Nonlinear Plane
Model
For nonlinear systems, an estimation method is the unscented Kalman filter (UKF) which can adapt to relatively strong nonlinearity. Considering the following system − . − . − .
− . 
(23)
Adaptive Unscented Kalman Filter for Nonlinear Plane Model
In the practical application of the UKF algorithm, the statistical properties of the noise are determined by a priori. However, imprecise statistical characteristics of noise may cause reduction or divergence of the filter's accuracy. In order to get better estimation result, we combine AKF and UKF to form AUKF algorithm in this paper. 
SIMULATION
The whole simulation can be divided into two parts. The first part, we will estimate states of the flexible needle using the upper three filter methods. The second part, we will simulate this needle system using the optimal state feedback control law (obtained by LQR). It should be noted that we use AKF algorithm to estimate the needle tip state based on the feedback linearization model (15), but UKF algorithm and AUKF algorithm are directly based on the nonlinear model (8) . Considering the real conditions, the initial conditions are Figure 3 and Figure 4 show the estimated results of the three filter algorithms. In order to compare three filter algorithms accurately, the prediction accuracy of filters are described in the form of the root mean square error. We simulate 50 times for each algorithm, and then take the average value. As shown in the following Table1. We find that the nonlinear filter methods (UKF algorithm and AUKF algorithm) are more accurate than the linear filter method (AKF algorithm). Meanwhile, the estimation effect of AUKF algorithm is better than UKF algorithm. We obtain estimated states through the filter algorithm, and then the nonlinear control law is obtained by the formula (15) and (12) . It is obvious that the estimated value have a direct impact on the performance of the control result. From Figure 5 , Figure 6 , Figure 7 and Table2, we find that the method of plane control based on AUKF algorithm is more effective and practical, and the performance of the closed-loop system is also better. figure 6 that the control effect is greatly improved and the system tends to be stable. In particular, the error of the angle estimation becomes smaller. 
CONCLUSION
This paper describes the kinematic bicycle model, the reduced-order model and the feedback linearization model of the flexible needle. This paper presents three filter algorithms to estimate the position and posture of the tip, and compares them. It should be noted that this paper uses AKF algorithm and AUKF algorithm to estimate the states for the unknown statistical characteristics of noise. In these filter algorithms, AKF is based on feedback linearization model, and it consumes the shortest time. UKF algorithm and AUKF algorithm are directly based on the nonlinear model. The states estimation accuracy of these two algorithms is better than that of AKF algorithm, and their simulation time is almost same. The effect of control depends on the accuracy of the estimated results, so the method of feedback control based on AUKF algorithm and UKF algorithm are better than AKF algorithm. At the same time, due to the complexity of AUKF algorithm, the simulation time of the feedback control based on AUKF is slightly more than the simulation time based on UKF.
