Existence of Symmetric and Asymmetric Spikes for a Crime Hotspot Model by Berestycki, Henri et al.
ar
X
iv
:1
31
1.
20
86
v1
  [
ma
th.
AP
]  
8 N
ov
 20
13
Existence of Symmetric and Asymmetric Spikes for a
Crime Hotspot Model
Henri Berestycki ∗ Juncheng Wei † Matthias Winter ‡
Abstract
We study a crime hotspot model suggested by Short-Bertozzi-Brantingham [18].
The aim of this work is to establish rigorously the formation of hotspots in this
model representing concentrations of criminal activity. More precisely, for the one-
dimensional system, we rigorously prove the existence of steady states with multiple
spikes of the following types:
(i) Multiple spikes of arbitrary number having the same amplitude (symmetric
spikes),
(ii) Multiple spikes having different amplitude for the case of one large and one
small spike (asymmetric spikes).
We use an approach based on Liapunov-Schmidt reduction and extend it to the
quasilinear crime hotspot model. Some novel results that allow us to carry out the
Liapunov-Schmidt reduction are: (i) approximation of the quasilinear crime hotspot
system on the large scale by the semilinear Schnakenberg model, (ii) estimate of the
spatial dependence of the second component on the small scale which is dominated
by the quasilinear part of the system.
The paper concludes with an extension to the anisotropic case.
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1
1 Introduction: The statement of the problem
Pattern forming reaction-diffusion systems have been and are applied to many phenomena
in the natural sciences. Recent works have also started to use such systems to describe
macroscopic social phenomena. In this direction, Short, Bertozzi and Brantingham [18]
have proposed a system of non-linear parabolic partial differential equations to describe
the formation of hotspots of criminal activity. Their equations are derived from an agent-
based lattice model that incorporates the movement of criminals and a given scalar field
representing the “attractiveness of crime”. The system in one dimension reads as follows:
At = ε
2Axx −A + ρA+ A0(x), in (−L, L),
ρt = D(ρx − 2 ρ
A
Ax)x − ρA+ γ(x), in (−L, L). (1.1)
Here A is the “attractiveness of crime” and ρ denotes the density of criminals. The rate
at which crimes occur is given by ρA. When this rate increases, the number of criminals
is reduced while the attractiveness increases. The second feature is related to the well
documented occurrence of repeat offenses. The positive function A0(x) is the intrinsic
(static) attractiveness which is stationary in time but possibly variable in space. The
positive function γ(x) is the source term representing the introduction rate of offenders
(per unit area). For the precise meanings of the functions A0(x) and γ(x), we refer to
[18, 19, 20] and the references therein.
This paper is concerned with the mathematical analysis of the one-dimensional version
of this system. Let us describe our approach. Setting
v =
ρ
A2
,
the system is transformed into
At = ε
2Axx − A+ vA3 + A0(x) in (−L, L),
(A2v)t = D
(
A2vx
)
x
− vA3 + γ(x) in (−L, L). (1.2)
We always consider Neumann boundary conditions
Ax(−L) = Ax(L) = ρx(−L) = ρx(L) = vx(−L) = vx(L) = 0.
Note that v is well-defined and positive if A and ρ are both positive.
The parameter 0 < ε2 represents nearest neighbor interactions in a lattice model for
the attractiveness. We assume that it is very small which corresponds to the temporal
dependence of attractiveness dominating its spatial dependence. This models the case of
attractiveness propagating rather slowly, i.e. much slower than individual criminals. It
is a realistic assumption if the criminal spatial profile remains largely unchanged, or, in
other words, if the relative crime-intensity does only change very slowly. This appears to
be a reasonable assumption since it typically takes decades for dangerous neighborhoods,
i.e. those attracting criminals, to evolve into safe ones and vice versa.
Roughly speaking, a k spike solution (A, v) to (1.2) is such that the component A
has exactly k local maximum points. In this paper, we address the issue of existence of
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steady states with multiple spikes in the following two cases: Symmetric spikes (same
amplitudes) or asymmetric spikes (different amplitudes). Our approach is by rigorous
nonlinear analysis. We apply Liapunov-Schmidt reduction to this quasilinear system.
In this approach, to establish the existence of spikes, we derive the following new
results:
(i) Approximation of the crime hotspot system on the large scale of order one by the
semi-linear Schnakenberg model (see Section 3, in particular equation (3.13)),
(ii) Estimate of the spatial dependence of the second component on the small scale of
order ε, dominated by the quasilinear part of the system (see Section 6, in particular
inequalities (6.11) – (6.13)).
We remark that asymmetric multiple spike steady states (of k1 small and k2 large
spikes) are an intermediate state between two different symmetric multiple spike steady
states of k1 + k2 spikes (for which all spikes are fully developed) and k2 spikes (for which
the small spikes are gone). These rigorous results shed light on the formation of hotspots
for the idealized model of criminal activity introduced in [18].
Let us now comment on previous works. As far as we know, there are three math-
ematical works related to the crime model (1.2). Short, Bertozzi and Brantingham [18]
proposed this model based on mean field considerations. They have also performed a
weakly nonlinear analysis on (1.1) about the constant solution
(A, ρ) =
(
γ + A0,
γ
γ + A0
)
assuming that both A0(x) and γ(x) are homogeneous. Rodriguez and Bertozzi have
further shown local existence and uniqueness of solutions [17]. In [4], Cantrell, Cosner
and Manasevich have given a rigorous proof of the bifurcations from this constant steady
state. On the other hand, in the isotropic case, Kolokolnikov, Ward and Wei [13] have
studied existence and stability of multiple symmetric and asymmetric spikes for (1.2) using
formal matched asymptotics. They derived qualitative results on competition instabilities
and Hopf bifurcation and gave some extensions to two-space dimensions.
The present paper provides rigorous justification for many of the results in [13] and also
derives some extensions. In particular, we establish here the following three new results:
first, we reduce the quasilinear chemotaxis problems to a Schnakenberg type reaction-
diffusion system and prove the existence of symmetric k spikes. Second, this paper gives
the first rigorous proof of the existence of asymmetric spikes in the isotropic case. Third,
we study the pinning effect in an inhomogeneous setting A0(x) and γ(x). The stability of
these spikes is an interesting issue which should be addressed in the future.
We should mention that another model of criminality has been proposed and analyzed
by Berestycki and Nadal [1]. In a forthcoming paper [3], we shall study the existence and
stability of hotspots (spikes) in this system as well. It is quite interesting to observe that
both models admit hotspot (spike) solutions.
The structure of this paper is as follows. We formally construct a one-spike solution in
Section 2 in which we state our main results. In Section 3 we show how to approximate the
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crime hotspot model by the Schnakenberg model. Section 4 is devoted to the computation
of the amplitudes and positions of the spikes to leading order. Nondegeneracy conditions
are derived in Section 5. These are required for the existence proof, given in Sections 6–8.
In Section 6 we introduce and study the approximate solutions. In Section 7 we apply
Liapunov-Schmidt reduction to this problem. Lastly, we solve the reduced problem in
Section 8 and conclude the existence proof. In Section 9 we extend the proof of single
spike solution to the case when both A0(x) and γ(x) are allowed to be inhomogeneous.
Finally, in Section 10 we discuss our results and their significance and mention possible
future work and open problems.
2 Steady state: Formal argument for leading order
and main results
Before stating the main results, we first construct a time-independent spike on the interval
[−L, L] located at some point x0. The construction here is carried out using classical
matched asymptotic expansions.
In the inner region, we assume that v is a constant v0 in leading order:
v(x) ∼ v0, |x− x0| ≪ 1.
Then, if 0 < ε≪ 1, the equation for A becomes
ε2A
′′ −A + v0A3 + A0(x) = 0.
Rescaling
A(x) = v
−1/2
0 Aˆ(y), y =
x− x0
ε
,
we get
Aˆyy − Aˆ+ Aˆ3 + A0(x0 + εy)v1/20 = 0.
We assume that v0 → 0 as ε → 0. Then, at leading order, Aˆ(y) ∼ w(y), where w is the
unique (even) solution of the following ODE
wyy − w + w3 = 0
so that
w(y) =
√
2 sech (y) .
In the outer region, we assume that
vA3 ≪ 1, x
ε
≫ 1
so that
A ∼ A0(x).
4
We also assume that D = Dˆ
ε2
, where Dˆ is a positive constant, and we estimate∫ L
−L
vA3 dx ∼ v−1/20 ε
∫ ∞
−∞
w3dy.
Integrating the second equation in (1.2), we then have
v
−1/2
0 ε
∫ ∞
−∞
w3dy ∼
∫ L
−L
γ(x)dx,
v0 ∼
(∫∞
−∞w
3dy
)2
(∫ L
−L γ(x)dx
)2 ε2. (2.1)
We remark that
∫
w3 dy =
∫
w dy =
√
2pi so that
v0 ∼ 2pi
2(∫ L
−L γ(x)
)2 ε2.
In particular, we obtain
A(x) ∼

 A0(x) +
√
2
∫ L
−L γ(x)dx
εpi
w
(
x−x0
ε
)
, x = O (ε) ,
A0(x), x≫ O(ε).
(2.2)
Now we state our main theorems on the existence of multi-spike steady states for system
(1.2). We discuss two cases.
In the case of isotropic coefficients A0(x) ≡ Constant, γ(x) ≡ Constant, we will
consider two types of solutions:
(i) Multiple spikes of arbitrary number having the same amplitude (symmetric spikes).
(ii) Multiple spikes having different amplitude for the case of one large and one small
spike (asymmetric spikes).
In the case of anisotropic coefficients A0(x) and γ(x), we will consider the existence
of single spike solution.
Our first result concerns the existence of multiple spikes of arbitrary number having
the same amplitude (symmetric spikes).
Theorem 1 Assume that D = Dˆ
ε2
for some fixed Dˆ > 0 and
A0(x) ≡ A0, γ(x) ≡ A¯− A0 where A¯ > A0. (2.3)
Then, provided ε > 0 is small enough, problem (1.2) has a K-spike steady state (Aε, vε)
which satisfies the following properties:
Aε(x) = A0 +
1
ε
K∑
j=1
1√
vεj
w
(
x− tεj
ε
)
+O
(
ε log
1
ε
)
, (2.4)
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vε(t
ε
i ) = ε
2vεi , i = 1, . . . , K, (2.5)
where
tεi → t0i , i = 1, . . . , K (2.6)
with
t0i =
2i− 1−K
K
L, i = 1, . . . , K (2.7)
and
vεi = v
0
i
(
1 +O
(
ε log
1
ε
))
, i = 1, . . . , K (2.8)
with
v0i =
pi2K2
2(A¯− A0)2L2 , i = 1, . . . , K. (2.9)
Remark 2 Note that in (2.4) a two-term expansion of the solution Aε is given, where for
each spike the term 1√
vεj
w
(
x−tεj
ε
)
of order O(1
ε
) is the leading term in the inner solution
and the term A0 of order O(1) is the leading term in the outer solution. By using the
operator T [Aˆ] defined in (3.12) this two-term expansion carries over to vˆ as well. The
same remark applies to (2.12) and (2.14). The two-term expansion agrees with that in
[13].
The next result is about asymmetric two-spikes.
Theorem 3 Under the same assumption as in Theorem 1, with D = Dˆ
ε2
for some fixed
Dˆ > 0 and suppose moreover that
2
√
pi(DˆA20)
1/4
(A¯−A0)3/4L ≤ 1, (2.10)
and
2
√
pi(DˆA20)
1/4
(A¯− A0)3/4L 6=
2√
5
. (2.11)
Then, for ε > 0 small enough, problem (1.2) has an asymmetric 2-spike steady state
(Aε, vε) which satisfies the following properties:
Aε(x) = A0 +
1
ε
(
2∑
j=1
1√
vεi
w
(
x− tεi
ε
)
+O
(
ε log
1
ε
))
, (2.12)
vε(t
ε
i ) = ε
2vεi , i = 1, . . . , K, (2.13)
where tεi and v
ε
i satisfy (2.6) and (2.8), respectively. The limiting amplitudes v
0
i and
positions t0i are given as solutions of (4.1) and (4.6).
Condition (2.11) is a kind of nondegeneracy condition. Note that in the case of asym-
metric spikes we explicitly characterize the points of non-degeneracy.
The last theorem is about the existence of single spike solution in the anisotropic case
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Theorem 4 Assume that ε > 0 is small enough and D = Dˆ
ε2
for some fixed Dˆ > 0.
Then, problem (1.2) has a single spike steady state (Aε, vε) which satisfies the following
properties:
Aε(x) = A0(x) +
1
ε
1√
vε0
w
(
x− tε0
ε
)
+O
(
ε log
1
ε
)
, (2.14)
vε(t
ε
0) = ε
2vε0, (2.15)
where
tε0 → t0,
∫ t0
−L
γ(x)dx =
∫ L
t0
γ(x)dx (2.16)
and
vε0 =
2pi2
(
∫ L
−L γ(x)dx)
2
(
1 +O
(
ε log
1
ε
))
. (2.17)
We notice that in the anisotropic case, the single spike location is only determined by
the function
∫ x
−L γ(t)dt and A0(x) has no effect at all. Note also that the location t0 is
uniquely determined by the condition∫ t0
−L
γ(x)dx =
1
2
∫ L
−L
γ(x)dx. (2.18)
With more computations, it is possible to construct multiple asymmetric spikes in the
isotropic case, and also multiple spikes in the anisotropic case. Since the statements and
computations are complicated, we will not present them here. We refer to [26] for some
results in this direction.
3 Scaling and approximation by the Schnakenberg
model
We will use the following notation for the domain and the rescaled domain, respectively:
Ω = (−L, L), Ωε =
(
−L
ε
,
L
ε
)
. (3.1)
This section is devoted to the reduction of the system (1.2) to a particular Schnaken-
berg type reaction diffusion equation in which no chemotaxis appears.
Based on the computations in Section 2, we rescale the solution and the second diffu-
sion coefficient as follows:
A = A0(x) +
1
ε
Aˆ, v = ε2vˆ, D =
Dˆ
ε2
.
Then the steady-state problem becomes
0 = ε2Aˆxx − Aˆ+ vˆ(εA0 + Aˆ)3 + ε3A′′0 , x ∈ Ω,
0 = Dˆ
((
A0(x) +
1
ε
Aˆ
)2
vˆx
)
x
− 1
ε
vˆ(εA0(x) + Aˆ)
3 + γ(x), x ∈ Ω. (3.2)
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We will consider the case when ε ≪ 1 and Dˆ is constant, with Neumann boundary
conditions.
A key observation of this paper is that the solutions of problem (3.2) are very close to
the solutions of the Schnakenberg model
0 = ε2Aˆxx − Aˆ+ vˆ(εA0 + Aˆ)3 + ε3A′′0 , x ∈ Ω,
0 = Dˆ
(
A20vˆx
)
x
− 1
ε
vˆ(εA0 + Aˆ)
3 + γ(x), x ∈ Ω, (3.3)
with Neumann boundary conditions.
To see this, we first consider the following linear problem:{
Dˆ(a(x)vx)x = f(x), −L < x < L,
vx(−L) = vx(L) = 0,
(3.4)
where a ∈ C1(−L, L), a(x) ≥ c > 0 for all x ∈ (−L, L) and f ∈ L1(−L, L). We compute
a(x)vx(x) =
∫ x
−L
1
Dˆ
f(t) dt.
So
vx(x) =
1
a(x)
∫ x
−L
1
Dˆ
f(t) dt (3.5)
and hence
v(x)− v(−L) =
∫ x
−L
1
Dˆa(s)
∫ s
−L
f(t)dt ds (3.6)
which can be rewritten as
v(x)− v(−L) = 1
Dˆ
∫ x
−L
Ka(x, s)f(s) ds, (3.7)
where
Ka(x, s) =
∫ x
s
1
a(t)
dt.
Remark 5 We note that the kernel Ka(x, s) is an even (odd) function if a(x) is an odd
(even) function. More precisely, if a(x) = ±a(−x), then
Ka(−x,−s) = ∓Ka(x, s). (3.8)
Remark 6 We note that v is an even (odd) function if f is even and a is even (odd).
More precisely, using ∫ 0
−L
f(t) dt =
1
2
∫ L
−L
f(t) dt = 0 if f is even,
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we compute
vx(x) =
1
a(x)
∫ x
0
1
Dˆ
f(t) dt.
Integration yields
v(x)− v(0) =
∫ x
0
1
Dˆa(s)
∫ s
0
f(t) dt ds
=
1
Dˆ
∫ x
0
Ka(x, s)f(s) ds
and
v(−x)− v(0) = 1
Dˆ
∫ −x
0
Ka(−x, s)f(s) ds
= − 1
Dˆ
∫ x
0
Ka(−x,−s)f(−s) ds
= ± 1
Dˆ
∫ x
0
Ka(x, s)f(s) ds
= ±(v(x)− v(0))
if a is an even (odd) function using (3.8). Similarly, if f is odd and a is odd (even), then
v is an even (odd) function.
Integrating (3.4), we derive the necessary condition∫ L
−L
f(x) dx = 0. (3.9)
Note that on the other hand v defined by (3.4) satisfies the boundary conditions vx(−L) =
vx(L) = 0 provided that (3.9) holds. This follows from (3.5).
Let us now consider a(x) =
(
A0 +
γ
ε
w(x
ε
)
)2
, where w > 0 and w(y) ∼ e−|y| as |y| → ∞.
Then we claim that
Ka(x, s) = KA2
0
(x, s) +O(ε|s− x|) + O
(∣∣∣∣[s, x] ∩
(
−2ε log 1
ε
, 2ε log
1
ε
)∣∣∣∣
)
. (3.10)
Note that (3.10) is an L∞ estimate for Ka(x, s).
In fact, we have∫ x
s
1
(A0 +
1
ε
w)2
dt =
∫ x
s
1
A20
dx+
∫ x
s
[
1
(A0 +
1
ε
w)2
− 1
A20
]
dt,
where ∫ x
s
[
1
A20
− 1
(A0 +
1
ε
w)2
]
dt = ε
∫ x
ε
s
ε
2εA0w + w
2
(εA0 + w)2
dy
= ε
∫
[s/ε,x/ε]∩{|y|>2 log 1ε}
. . . dy + ε
∫
[s/ε,x/ε]∩{|y|<2 log 1ε}
. . . dy.
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The first term is O(ε|x − s|) since w = O(ε2) and so 2εA0w+w2
(εA0+w)2
= O(ε). For the second
term, observing that 2εA0w+w
2
(εA0+w)2
= O(1) we derive (3.10). All these estimates are in the L∞
norm.
Thus, v satisfies:
v(x)−v(−L) = 1
Dˆ
∫ x
−L
KA2
0
(x, s)f(s)ds+O
(
ε
∫ x
−L
(
|x− s|+ log 1
ε
)
|f(s)| ds
)
. (3.11)
Remark 7 The estimates (3.10) and (3.11) also hold if
a(x) =
(
A0 +
γ
ε
(
w
(
x− x0
ε
)
+ φ
))2
,
where φ(x) satisfies |φ(x)| ≤ Cεmax(e− |x−x0|2ε ,√ε). This is the class of functions that we
will work with. This is also the motivation for our choice of the norm ‖ · ‖∗ (defined in
(7.4)).
Therefore, we can approximate steady states for the crime hotspot model by the
Schnakenberg model as follows: Given Aˆ > 0, let vˆ = T [Aˆ] be the unique solution of the
following linear problem:
 Dˆ
(
(A0 +
1
ε
Aˆ)2vˆx
)
x
− 1
ε
vˆ(εA0 + Aˆ)
3 + γ(x) = 0, −L < x < L,
vˆx(−L) = vˆx(L) = 0.
(3.12)
Then, by the maximum principle, the solution T [Aˆ] is positive.
By the previous computations and remarks, if Aˆ = w+φwith |φ| ≤ Cεmax(e− |x−x0|2ε ,√ε),
it follows that
T [Aˆ] = v0 +O
(
ε log
1
ε
)
in H2(−L, L), (3.13)
where v0 satisfies{
Dˆ (A20v
0
x)x − 1εv0(εA0 + Aˆ)3 + γ(x) = 0, −L < x < L,
v0x(−L) = v0x(L) = 0.
(3.14)
We adapt an approach based on Liapunov-Schmidt reduction which has been applied
to the semilinear Schnakenberg model in [12] and extend it to the quasilinear crime hotspot
model. This method has also been used to study spikes for the one-dimensional Gierer-
Meinhardt system in [25, 26] as well as two-dimensional Schnakenberg model in [27]. We
refer to the survey paper [24] and the book [28] for references. Multiple asymmetric
spikes for the one-dimensional Schnakenberg model have been considered using matched
asymptotics in [22]. Existence and stability of localized patterns for the crime hotspot
model have been studied by matched asymptotics in [13] and results on competition
instabilities and Hopf bifurcation have been shown including some extensions to two
space dimensions.
We remark that another approach for studying multiple spikes in one-dimensional
reaction-diffusion system is the geometric singular perturbation theory in dynamical sys-
tems. For results and methods in this direction we refer to [7, 8] and the references
therein.
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4 Computation of the amplitudes and positions of
the spikes
In this section, we study (3.2) in the isotropic case (2.3). In particular, we compute the
amplitudes and positions to leading order. We consider symmetric multi-spike solutions
with any number of spikes and asymmetric multi-spike solutions with one small and large
spike.
We first write down the system for the amplitudes in case of a general number K of
spikes, where we have either K spikes of the same amplitude or k1 small and k2 large
spikes with k1 + k2 = K. We will first solve this system in the case of symmetric spikes.
Then we will choose k1 = k2 = 1 and solve this system in this special case of asymmetric
spikes.
Integrating the right hand side of the second equation in (3.2), we compute for vj =
limε→0 vˆε(tεj):
K∑
j=1
√
2pi√
vj
= (A¯−A0)2L. (4.1)
Solving the second equation in (3.2), using (3.6) in combination with the approximation
(3.13), we get
vˆε(x)− vˆε(−L) =
∫ x
−L
1
Dˆ(A0 +
1
ε
Aˆε)2
∫ s
−L
(
1
ε
vˆε(εA0 + Aˆε)
3 − A¯ + A0
)
dt ds
=
∫ x
−L
1
DˆA20
∫ s
−L
(
1
ε
vˆε(εA0 + Aˆε)
3 − A¯+ A0
)
dt ds+O
(
ε log
1
ε
)
∫ x
−L
1
DˆA20

 i−1∑
j=1
√
2pi√
vˆε(tεj)
H(s− tεj)−

 K∑
j=1
√
2pi√
vˆε(tεj)

 s+ L
2L

 ds+O(ε log 1
ε
)
=
1
DˆA20

 i−1∑
j=1
√
2pi√
vˆε(tεj)
(x− tεj)−

 K∑
j=1
√
2pi√
vˆε(tεj)

 (x+ L)2
4L

+O(ε log 1
ε
)
,
where
H(x) =
{
1 if x ≥ 0,
0 if x < 0.
Taking the limit ε→ 0 and setting x = ti = limε→0 tεi , we derive
vi =
1
DˆA20
[
i−1∑
j=1
√
2pi√
vj
(ti − tj)−
(
K∑
j=1
√
2pi√
vj
)
(ti + L)
2
4L
]
+ C1
=
1
DˆA20
[
K∑
j=1
√
2pi√
vj
1
2
|ti − tj | −
(
K∑
j=1
√
2pi√
vj
)
1
4L
t2i
]
+ C2 (4.2)
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for some real constants C1, C2 independent of i, where the last identity in (4.2) uses (4.4)
which we now explain.
We use an assumption on the position of spikes that can be stated as follows:
Fi(t
0
1, t
0
2, . . . , t
0
K) :=
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
(
K∑
j=1
√
2pi√
vj
)
ti + L
2L
= 0, i = 1, . . . , K. (4.3)
Note that (4.3) will be derived later on in Section 8 below (see equation (8.6)). We re-write
(4.3) and compute
1
2
√
vi
+
i−1∑
j=1
1√
vj
−
(
K∑
j=1
1√
vj
)
ti + L
2L
=
i−1∑
j=1
1
2
√
vj
−
K∑
j=i+1
1
2
√
vj
−
(
K∑
j=1
1√
vj
)
ti
2L
= 0. (4.4)
From (4.2) and (4.4), we derive
vi+1 − vi = pi√
2DˆA20
(ti+1 − ti)1
2
(
1√
vi
− 1√
vi+1
)
. (4.5)
In the next two subsection we now solve these equations for the amplitudes of the spikes
in the cases of both symmetric and asymmetric spikes.
4.1 Symmetric spikes
We first consider the case of symmetric spikes, where vi = v is independent of i = 1, . . . , K,
and compute the amplitude v and the positions ti.
From (4.1), we get
v =
pi2K2
2(A¯− A0)2L2 .
From (4.5), the positions are ti =
(−1 + 2i−1
K
)
L, i = 1, . . . , K.
The proof of the existence of multiple symmetric spikes follows from the construction
of a single spike in the interval
(− L
K
, L
K
)
. The proof of the existence of a single spike
uses the implicit function theorem in the space of even functions, for which the Liapunov-
Schmidt reduction method is not needed. This proof can easily be obtained by specializing
the proof given for multiple asymmetric spikes given below. In this case, the proof can
thus be simplified. Therefore we omit the details.
4.2 Asymmetric spikes
Combining (4.4) and (4.5), we get
vivi+1 =
pi√
2DˆA20
L
2
1∑K
j=1
1√
vj
.
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This implies that there are only two different amplitudes which we denote by vs ≤ vl
appearing k1 and k2 times, respectively. Hence we get
vsvl =
pi√
2DˆA20
L
2
1
k1√
vs
+ k2√
vl
. (4.6)
Multiplying (4.4) by ti
2
and subtracting (4.2) from the result we get
vi − C = pi√
2DˆA20
k∑
j=1
tj√
vj
sgn(tj − ti) + 1
DˆA20
(
k∑
j=1
pi√
2
1√
vj
)
t2i
2L
,
where
sgn(α) =


+1 if α > 0,
0 if α = 0,
−1 if α < 0.
Next we determine vs, vl from (4.1) and (4.6). Substituting (4.1) into (4.6), we get
vl =
1
vs
pi2
DˆA20
1
4
1
A¯− A0
.
Plugging this equation into (4.1) gives
C
(
z +
1
z
)
= 1,
where
C =
√
pi(DˆA20)
1/4
(A¯− A0)3/4L
√
k1k2, z =
√
2vs(DˆA
2
0)
1/4(A¯−A0)1/4√
pi
√
k2
k1
.
To determine a solution, we need to satisfy the necessary condition 2C < 1 which can be
summarized as
2
√
pi(DˆA20)
1/4
(A¯−A0)3/4L
√
k1k2 < 1.
The second necessary condition is given by vs < vl which is equivalent to z <
√
k2
k1
. This
implies the following cases:
Case (i): k2 ≤ k1.
If
C
(√
k2
k1
+
√
k1
k2
)
< 1
then there exists exactly one solution with z ≤
√
k2
k1
.
On the other hand, if
C
(√
k2
k1
+
√
k1
k2
)
> 1
13
then there exists no solution with z <
√
k2
k1
.
Case (ii): k2 > k1.
If 2C > 1 there is no solution. If 2C < 1 and
C
(√
k2
k1
+
√
k1
k2
)
< 1
then there exists exactly one solution with z ≤
√
k2
k1
.
If 2C < 1 and
C
(√
k2
k1
+
√
k1
k2
)
> 1
then there exist exactly two solutions with z <
√
k2
k1
.
Special case: k1 = k2 = 1.
Finally, we consider the special case k1 = k2 = 1 which belongs to Case (i) in the
previous classification and we have the following results:
If 2C < 1 then there is one solution with z < 1. If 2C > 1 then there is no solution
with z > 1.
5 Existence and nondegeneracy conditions
We now describe a general scheme of Liapunov-Schmidt reduction. (We refer to the
survey paper [24] for more details.) Essentially this method divides the problem of solving
nonlinear elliptic equations (and systems) into two steps. In the first step, the problem is
solved up to multipliers of approximate kernels. In the second step one solves algebraic
equations in terms of finding zeroes of the multipliers.
In this section, we linearize (3.2) around the approximate solution and derive the
linearized operator as well as its nondegeneracy conditions, i.e. conditions such that the
resulting linear operator is uniformly invertible.
Linearizing (3.2) around the solution, we get:
0 = ε2φxx − φ+ 3vˆ(εA0 + Aˆ)2φ+ ψ(εA0 + Aˆ)3 in Ω,
0 = Dˆ
((
A0 +
1
ε
Aˆ
)2
ψx
)
x
+ Dˆ
(
2
(
A0 +
1
ε
Aˆ
)
1
ε
φvˆx
)
x
− 3
ε
vˆ(εA0 + Aˆ)
2φ− 1
ε
ψ(εA0 + Aˆ)
3 in Ω (5.1)
with Neumann boundary conditions
φx(−L) = φx(L) = ψx(−L) = ψx(L) = 0.
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Note that for the second equation of (5.1) we have the necessary condition
∫ L
−L
(
−3
ε
vˆ(εA0 + Aˆ)
2φ− 1
ε
ψ(εA0 + Aˆ)
3
)
dx = 0
which follows by integrating the equation and using the Neumann boundary conditions
for ψ and v. In the limit ε→ 0 we get
K∑
j=1
[
ψj
√
2pi
v
3/2
j
+ 3
∫ ∞
−∞
w2φj dy
]
= 0,
where ψj = ψ(xj).
The second equation of (5.1) can be solved as follows, using formula (3.6) and estimate
(3.13):
ψ(x)− ψ(−L) =
∫ x
−L
1
Dˆ(A0 +
1
ε
Aˆ)2
∫ s
−L
[
− Dˆ
(
2
(
A0 +
1
ε
Aˆ
)
1
ε
φvˆx
)
x
+
3
ε
vˆ(εA0 + Aˆ)
2φ+
1
ε
ψ(εA0 + Aˆ)
3
]
dt ds
=
∫ x
−L
1
DˆA20
∫ s
−L
(
3
ε
vˆ(εA0 + Aˆ)
2φ+
1
ε
ψ(εA0 + Aˆ)
3
)
dt ds+O
(
ε log
1
ε
)
.
Note that the contributions from the term
Dˆ
(
2
(
A0 +
1
ε
Aˆ
)
1
ε
φvˆx
)
x
can be estimated by O
(
ε log 1
ε
)
since φ vanishes in the outer expansion. In the limit
ε→ 0, we get
ψ(x)− ψ(−L) =
∫ x
−L
1
DˆA20
[
i−1∑
j=1
ψj
√
2pi
v
3/2
j
H(s− tj) + 3
i−1∑
j=1
∫ ∞
−∞
w2φj dyH(s− tj)
]
ds
=
1
DˆA20
[
i−1∑
j=1
ψj
√
2pi
v
3/2
j
(x− tj) + 3
i−1∑
j=1
∫ ∞
−∞
w2φj dy (x− tj)
]
, (5.2)
where ti−1 < x ≤ ti.
From now on, we consider the case of two spikes having different amplitudes (asym-
metric spikes). Using the notation
Φ =
(
φ1
φ2
)
, Ψ =
(
ψ1
ψ2
)
, ω =
(
ω1
ψ2
)
=
( − 3
DˆA2
0
∫
w2φ1 dy
− 3
DˆA2
0
∫
w2φ2 dy
)
,
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we can rewrite (5.2) for x = ti as follows:
(B + C)Ψ = ω,
where
C =
√
2pi
DˆA20


1
v
3/2
s
0
0
1
v
3/2
l

 , B = 1d2
(
1 −1
−1 1
)
, d2 = t2 − t1.
Using E = C(B + C)−1, we get the following system of nonlocal eigenvalue problems
(NLEPs)
LΦ := Φyy − Φ+ 3w2Φ− 3w3
∫
w2EΦ dy∫
w3 dy
. (5.3)
Diagonalizing the matrix E , we know from [23, 29] that (5.3) has a nontrivial solution iff
E has eigenvalue λe = 23 .
Thus it remains to compute the matrix E and its eigenvalues.
We get
E−1 = (B + C)C−1 = BC−1 + I
=
DˆA20√
2pid2
(
v
3/2
s −v3/2l
−v3/2s v3/2l
)
+ I.
Then E−1 has the eigenvector vm,1 = 1√2(1,−1)T with eigenvalue em,1 =
DˆA2
0√
2pid2
(v
3/2
s +
v
3/2
l ) + 1 and the eigenvector vm,2 =
1√
v3s+v
3
l
(v
3/2
l , v
3/2
s )T with eigenvalue em,2 = 1 6= 32 .
For nondegeneracy, the condition em,1 6= 32 has to be satisfied, which is equivalent to
DˆA20√
2pid2
(v3/2s + v
3/2
l ) 6=
1
2
.
Using the formulas for d2, vs, vl, we compute
DˆA20√
2pid2
(v3/2s + v
3/2
l )
=
DˆA20√
2piL
(
(
√
vs +
√
vl)
3 − 3(√vsvl + vs√vl)
)
=
DˆA20√
2piL
(
(A¯− A0)3/2L3
2
√
2(DˆA20)
3/2
− 3 piL
2
√
2DˆA20
)
=
(A¯− A0)3/2L2
4pi
√
DˆA20
− 3
4
6= 1
2
.
This implies the condition
2
√
pi(DˆA20)
1/4
(A¯− A0)3/4L 6=
2√
5
.
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We have to exclude this point from our existence result Theorem 3. This is why we
impose the condition (2.11) in Theorem 3, which amounts to a nondegeneracy condition.
If this condition is violated, we expect small eigenvalues to occur and it is an open question
to know whether there will be spikes in this case.
6 Approximate solutions
For simplicity, we set L = 1. In this section and the following we consider the case of
general K = 1, 2, . . . since it does not cause any extra difficulty here, even in the case of
asymmetric spikes. Let −1 < t01 < · · · < t0j < · · · t0K < 1 be K points and let vj > 0 be K
amplitudes satisfying the assumptions (4.1), (4.2) and (4.4). Let
t0 = (t01, . . . , t
0
K). (6.1)
We first construct an approximate solution to (3.2) which concentrates near these
prescribed K points. Then we will rigorously construct an exact solution which is given
by a small perturbation of this approximate solution.
Let −1 < t1 < · · · < tj < · · · < tK < 1 be K points such that t = (t1, . . . , tK) ∈
Bε3/4(t
0). Set
wj(x) = w
(
x− tj
ε
)
, (6.2)
and
r0 =
1
10
(
min
(
t01 + 1, 1− t0K ,
1
2
min
i 6=j
|t0i − t0j |
))
. (6.3)
Let χ : R → [0, 1] be a smooth cut-off function such that χ(x) = 1 for |x| < 1 and
χ(x) = 0 for |x| > 2. We now define the approximate solution as
w˜j(x) = wj(x)χ
(
x− tj
r0
)
. (6.4)
It is easy to see that w˜j(x) satisfies
ε2w˜
′′
j − w˜j + w˜3j = e.s.t. (6.5)
in L2(−1, 1), where e.s.t. denotes an exponentially small term.
Let
Aˆ = wε,t(x) =
K∑
j=1
1√
vεj
w˜j(x), where v
ε
j = T [wε,t](t
ε
j), (6.6)
vˆ = T [wε,t], (6.7)
where T [A] is defined by (3.12) and t ∈ Bε3/4(t0).
Then by (3.13) we have
vεi := T [Aˆ](t
ε
i ) = lim
ε→0
T [wε,t](t
ε
i ) +O
(
ε log
1
ε
)
. (6.8)
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Now let x = ti + εy. We find for Aˆ = wε,t:
T [Aˆ](ti + εy)− T [Aˆ](ti) =
=
∫ ti+εy
ti
1
Dˆ
(
A0 +
1
ε
Aˆ
)2
∫ s
−L
(
1
ε
vˆ(εA0 + Aˆ)
3 − A¯+ A0
)
dt ds
= ε2
∫ y
0
1
Dˆ
(
A0 +
1
ε
w(s¯)
)2
∫ s¯
0
1
ε
(w(t¯))3√
vεi
dt¯ ds¯
+ε2
∫ y
0
1
Dˆ
(
A0 +
1
ε
w(s¯)
)2 ds¯1ε
[∫ 0
−∞
(w(t¯))3√
vi
dt¯+
i−1∑
j=1
√
2pi√
vj
H(ti − tj)−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
×
(
1 +O
(
ε log
1
ε
))
= εP εi (y) + ε
∫ y
0
1
Dˆ
(
A0 +
1
ε
w(s¯)
)2 ds¯
[
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
×
(
1 +O
(
ε log
1
ε
))
, (6.9)
in L2(Ωε), where
P εi (y) =
∫ y
0
1
Dˆ
(
A0 +
1
ε
w(s¯)
)2
∫ s¯
0
(w(t¯))3√
vεi
dt¯ ds¯
using (4.1). Note that P εi is an even function and the second term is an odd function in
y.
We now derive the following estimate for all y ≥ 0:
(T [wε,t](ti + εy)− T [wε,t](ti))w3ε,t ≤ Cε
∫ y
0
1
Dˆ
(
A0 +
1
ε
w(s¯)
)2 ds¯ w3(y)
≤ C
Dˆ
ε
∫ y
0
ε2
1
w2(s¯)
ds¯ w3(y)
≤ C
Dˆ
ε3
∫ y
0
e2s¯ ds¯ e−3y
≤ C
Dˆ
ε3e−y.
For y < 0 there is an obvious modification of this estimate. Further, it can be extended
to cover both the cases when w3ε,t is replaced by εw
2
ε,t or ε
2wε,t, respectively, giving the
same upper bound in either case.
Now if we define the following norm
‖f‖∗∗ = ‖f‖L2(Ωε) + sup
−L
ε
<y<L
ε
[max(min
i
e−
1
2
|y− ti
ε
|,
√
ε)]−1|f(y)| (6.10)
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then by the decay of wε,t and the definition of the norm, we infer that
‖(T [wε,t](ti + εy)− T [wε,t](ti))w3ε,t‖∗∗ = O(ε5/2), (6.11)
‖(T [wε,t](ti + εy)− T [wε,t](ti)) εw2ε,t‖∗∗ = O(ε5/2), (6.12)
‖(T [wε,t](ti + εy)− T [wε,t](ti)) ε2wε,t‖∗∗ = O(ε5/2). (6.13)
Let us now define
Sε[Aˆ] := ε
2Aˆxx − Aˆ+ T [Aˆ](εA0 + Aˆ)3 (6.14)
where T [Aˆ] is defined in (3.12). Next we set Aˆ = wε,t and compute Sε[wε,t]. In fact,
Sε[wε,t] = ε
2(wε,t)xx − wε,t + T [wε,t] (εA0 + wε,t)3
= ε2(wε,t)xx − wε,t + T [wε,t](ti)w3ε,t
+T [wε,t](ε
3A30 + 3ε
2A20wε,t + 3εA0w
2
ε,t)
+ (T [wε,t](ti + εy)− T [wε,t](ti)) w3ε,t
=: E1 + E2 + E3. (6.15)
We compute
E1 =
K∑
i=1
1√
vεi
(
w˜
′′
i − w˜i +
T [wε,t](ti)
vi
w˜3i
)
= e.s.t.
in L2(Ωε) since v
ε
i = T [wε,t](ti). Further, we get
E2 = O(ε)
in L2(Ωε) since T [wε,t] is bounded in L
∞(Ωε) and wε,t is bounded in L2(Ωε). We also
notice that actually E2 = O(εe
−mini(|y− tiε |)). Lastly, we derive
E3 =
K∑
i=1
1
(vεi )
3/2
(T [wε,t](ti + εy)− T [wε,t](ti)) w˜3ε,i = O(ε3)
in L2(Ωε) by (6.11).
Combining these estimates, we conclude that
‖S[wε,t]‖∗∗ = O(ε). (6.16)
Remark 8 The estimate (6.16) shows that our choice of approximate solution given in
(6.6) and (6.7) is suitable. This will enable us in the next two sections to rigorously
construct a steady state which is very close to the approximate solution.
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7 Liapunov-Schmidt Reduction
In this section, we use Liapunov-Schmidt reduction to solve the problem
Sε[wε,t + v] =
K∑
i=1
βi
dw˜i
dx
(7.1)
for real constants βi and a function v ∈ H2(−1ε , 1ε ) which is small in the corresponding
norm (to be defined later), where w˜i is given by (6.4) and wε,t by (6.6). This is the first
step in the Liapunov-Schmidt reduction method. We shall follow the general procedure
used in [25].
To this end, we need to study the linearized operator
L˜ε,t : H
2(Ωε)→ L2(Ωε)
given by
L˜ε,t := S
′
ε[wε,t]φ = ε
2∆φ − φ+ T [wε,t]3(εA0 + wε,t)2φ+ (T ′[wε,t]φ)(εA0 + wε,t)3, (7.2)
where for Aˆ = wε,t and a given function φ ∈ L2(Ω) we define T ′[Aˆ]φ to be the unique
solution of

Dˆ
(
(A0 +
1
ε
Aˆ)2(T ′[Aˆ]φ)x
)
x
− 1
ε
(T ′[Aˆ]φ)(εA0 + Aˆ)3 − 1εT [Aˆ]3(εA0 + Aˆ)2φ = 0,
for − L < x < L,
(T ′[Aˆ]φ)x(−L) = (T ′[Aˆ]φ)x(L) = 0.
(7.3)
The norm for the error function φ is defined as follows
‖φ‖∗ = ‖φ‖H2(Ωε) + sup
−L
ε
<y<L
ε
[max(min
i
e−
1
2
|y− ti
ε
|,
√
ε)]−1|φ(y)|. (7.4)
We define the approximate kernel and co-kernel, respectively, as follows:
Kε,t := span
{
dw˜i
dx
∣∣∣∣∣i = 1, . . . , K
}
⊂ H2(Ωε),
Cε,t := span
{
dw˜i
dx
∣∣∣∣∣i = 1, . . . , K
}
⊂ L2(Ωε).
From (5.3) we recall the definition of the following system of NLEPs :
LΦ := Φyy − Φ+ 3w2Φ− 3w3
∫
w2EΦ dy∫
w3 dy
, (7.5)
where
Φ =


φ1
φ2
...
φK

 ∈ (H2(R))K .
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By Lemma 3.3 of [25] we know that
L : (X0 ⊕ · · · ⊕X0)⊥ ∩ (H2(R))K → (X0 ⊕ · · · ⊕X0)⊥ ∩ (L2(R))K
is invertible and its inverse is bounded.
We will show that this system is the limit of the operator L˜ε,t (defined in (7.2)) as
ε → 0. We also introduce the projection pi⊥ε,t : L2(Ωε) → C⊥ε,t and study the operator
Lε,t := pi
⊥
ε,t ◦ L˜ε,t. By letting ε→ 0, we will show that Lε,t : K⊥ε,t → C⊥ε,t is invertible and
its inverse is uniformly bounded provided ε is small enough. This statement is contained
in the following proposition.
Proposition 9 There exist positive constants ε¯, δ¯, λ such that for all ε ∈ (0, ε¯), t ∈ ΩK
with min(|1 + t1|, |1− tK |,mini 6=j |ti − tj |) > δ¯,
‖Lε,tφ‖∗∗ ≥ λ‖φ‖∗. (7.6)
Furthermore, the map
Lε,t = pi
⊥
ε,t ◦ L˜ε,t : K⊥ε,t → C⊥ε,t
is surjective.
Proof of Proposition 9: This proof uses the method of Liapunov-Schmidt reduction
following for example the approach in [12], [25] and [27].
Suppose that (7.6) is false. Then there exist sequences {εk}, {tk}, {φk} with εk → 0,
tk ∈ ΩK , min(|1 + tk1|, |1− tkK |,mini 6=j |tki − tkj |) > δ¯, φk = φεk ∈ K⊥εk,tk , k = 1, 2, . . . such
that
‖Lεk,tkφk‖∗∗ → 0 as k →∞, (7.7)
‖φk‖∗ = 1, k = 1, 2, . . . . (7.8)
We define φε,i, i = 1, 2, . . . , K and φε,K+1 as follows:
φε,i(x) = φε(x)χ
(
x− ti
r0
)
, x ∈ Ω, (7.9)
φε,K+1(x) = φε(x)−
K∑
i=1
φε,i(x), x ∈ Ω.
At first (after rescaling) the functions φε,i are only defined on Ωε. However, by a standard
result they can be extended to R such that their norm in H2(R) is still bounded by a
constant independent of ε and t for ε small enough. In the following we will deal with this
extension. For simplicity of notation we keep the same notation for the extension. Since
for i = 1, 2, . . . , K each sequence {φki } := {φεk,i} (k = 1, 2, . . .) is bounded in H2loc(R) it
converges weakly to a limit in H2loc(R), and therefore also strongly in L
2
loc(R) and L
∞
loc(R).
Denoting these limits by φi, then φ =


φ1
φ2
...
φK

 solves the system Lφ = 0. By Lemma 3.3
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of [25], it follows that φ ∈ Ker(L) = X0 ⊕ · · · ⊕X0. Since φk ∈ K⊥εk,tk , taking k →∞, we
get φ ∈ Ker(L)⊥. Therefore, we have φ = 0.
By elliptic estimates we get ‖φεk,i‖H2(R) → 0 as k →∞ for i = 1, 2, . . . , K.
Further, φε,K+1 → φK+1 in H2(R), where ΦK+1 satisfies
(φK+1)yy − φK+1 = 0 in R.
Therefore, we conclude that φK+1 = 0 and ‖φkK+1‖H2(R) → 0 as k →∞.
Once we have ‖φi‖H2(R) → 0, the maximum principle implies that ‖φi‖∗ → 0 since
the operator Lε,t essentially behaves like φ
′′
i − φi for |x − ti| >> ε. This contradicts the
assumption that ‖φk‖∗ = 1. To complete the proof of Proposition 9, we just need to show
that the conjugate operator to Lε,t (denoted by L
∗
ε,t) is injective from K⊥ε,t to C⊥ε,t. Note
that L∗ε,tφ = piε,t ◦ L˜∗ε,tφ with
L˜∗ε,tφ := ε
2∆φ− φ+ T [wε,t]3(εA0 + wε,t)2φ+ (T ′[wε,t]φ(εA0 + wε,t)3).
The proof for L∗ε,t follows the same lines as the proof for Lε,t and is therefore omitted.
Here also the nondegeneracy condition (2.11) is required. For further technical details we
refer to [25]. 
Now we are in the position to solve the equation
pi⊥ε,t ◦ Sε(wε,t + φ) = 0. (7.10)
Since Lε,t|K⊥ε,t is invertible (call the inverse L
−1
ε,t) ,we can rewrite this equation as
φ = −(L−1ε,t ◦ pi⊥ε,t ◦ Sε(wε,t))− (L−1ε,t ◦ pi⊥ε,t ◦Nε,t(φ)) ≡Mε,t(φ), (7.11)
where
Nε,t(φ) = Sε(wε,t + φ)− Sε(wε,t)− S ′ε(wε,t)φ (7.12)
and the operator Mε,t has been defined by (7.11) for φ ∈ H2(Ωε). The strategy of the
proof is to show that the operator Mε,t is a contraction on
Bε,δ ≡ {φ ∈ H2(Ωε) : ‖φ‖∗ < δ}
if ε is small enough and δ is suitably chosen. By (6.16) and Proposition 9 we have that
‖Mε,t(φ)‖∗ ≤ λ−1
(
‖pi⊥ε,t ◦Nε,t(φ)‖∗∗ +
∥∥pi⊥ε,t ◦ Sε(wε,t)∥∥∗∗
)
≤ λ−1C0(c(δ)δ + ε),
where λ > 0 is independent of δ > 0, ε > 0 and c(δ) → 0 as δ → 0. Similarly, we show
that
‖Mε,t(φ)−Mε,t(φ′)‖∗ ≤ λ−1C0(c(δ)δ)‖φ− φ′‖∗,
where c(δ) → 0 as δ → 0. Choosing δ = C3ε for λ−1C0 < C3 and taking ε small enough,
then Mε,t maps Bε,δ into Bε,δ and it is a contraction mapping in Bε,δ. The existence of a
fixed point φε,t now follows from the standard contraction mapping principle and φε,t is
a solution of (7.11). 
We have thus proved
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Lemma 10 There exist ε > 0 δ > 0 such that for every pair of ε, t with 0 < ε < ε and
t ∈ ΩK , 1 + t1 > δ, 1 − tK > δ, 12 |ti − tj| > δ there is a unique φε,t ∈ K⊥ε,t satisfying
Sε(wε,t + φε,t) ∈ Cε,t. Furthermore, the following estimate holds
‖φε,t‖∗ ≤ C3ε. (7.13)
In the next section we determine the positions of the spikes so that the resulting steady
state is an exact solution of the original problem.
8 The reduced problem
In this section we solve the reduced problem and complete the proof of the existence result
for asymmetric spikes in Theorem 3.
By Lemma 10, for every t ∈ Bε3/4(t0), there exists a unique φε,t ∈ K⊥ε,t, solution of
S[wε,t + φε,t] = vε,t ∈ Cε,t. (8.1)
The idea here is to find tε = (tε1, . . . , t
ε
K) near t
0 such that also
S[wε,tε + φε,tε] ⊥ Cε,tε (8.2)
(and therefore S[wε,tε + φε,tε] = 0).
To this end, we let
Wε,i(t) :=
vi
ε2
∫ 1
−1
S[wε,t + φε,t]
dw˜i
dx
dx,
Wε(t) := (Wε,1(t), ...,Wε,K(t)) : Bε3/4(t
0)→ RK .
Then Wε(t) is a map which is continuous in t and our problem is reduced to finding
a zero of the vector field Wε(t).
Let us now calculate Wε(t) as follows:
Wε,i(t) =
vi
ε2
∫ 1
−1
S[wε,t + φε,t]
dw˜i
dx
=
vi
ε2
∫ 1
−1
S[wε,t]
dw˜i
dx
+
vi
ε2
∫ 1
−1
S
′
ε[wε,t]φε,t
dw˜i
dx
+
vi
ε2
∫ L
−L
Nε(φε,t)
dw˜i
dx
=: I1 + I2 + I3,
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where I1, I2 and I3 are defined in an obvious way in the last equality.
We will now compute these three integral terms as ε → 0. The result will be that I1
is the leading term and I2 and I3 are O
(
ε log 1
ε
)
.
For I1, we have
I1 =
vi
ε2
∫ L
−L
(E1 + E2 + E3)
dw˜i
dx
dx =
vi
ε2
∫ L
−L
E3
dw˜i
dx
dx+O
(
ε log
1
ε
)
,
where E1, E2, E3 are defined in (6.15). For E1 this estimate is obvious. For E2, we use
the decomposition
T [wε,t](ε
3A30 + 3ε
2A20wε,t + 3εA0w
2
ε,t)
= T [wε,t]ε
3A30
+T [wε,t](ti)(3ε
2A20wε,t + 3εA0w
2
ε,t)
+(T [wε,t](ti + εy)− T [wε,t](ti))(3ε2A20wε,t + 3εA0w2ε,t).
Then we can estimate the first part directly, the second part using the fact that it is an
even function in y and the third part using the estimates (6.12) and (6.13).
From (6.11), we derive
vi
ε2
∫ L
−L
E3
dw˜i
dx
dx
=
vi
ε2
∫ L/ε
−L/ε
Pi(y)w
3(y)
w
′
(y)√
vi
dy
+
vi
ε2
[
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
×
∫ L/ε
−L/ε
∫ y
0
1
Dˆ
(
A0 +
1
ε
Aˆ(s¯)
)2 ds¯(εA0 + Aˆ)3w
′
(y)√
vi
χi dy
+O
(
ε log
1
ε
)
= e.s.t.− 1
Dˆ
[
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
+O
(
ε log
1
ε
)
,
where χi(x) = χ
(
x−ti
r0
)
. Here we have used the fact that Pi(y) is an even function and
have computed the following integral
∫ L/ε
−L/ε
∫ y
0
1
Dˆ
(
A0 +
1
ε
Aˆ(ti + εs¯)
)2 ds¯(εA0 + Aˆ)3w
′
(y)√
vi
χi(ti + εy) dy
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=∫ L/ε
−L/ε
∫ y
0
1
Dˆ
(
A0 +
1
ε
Aˆ(ti + εs¯)
)2 ds¯14 ddy (εA0 + Aˆ)4χi(ti + εy) dy +O
(
ε3 log
1
ε
)
= −ε
2
Dˆ
∫ L/ε
−L/ε
1
4
(
εA0 + Aˆ(ti + εy)
)2
dy +O
(
ε3 log
1
ε
)
= −ε
2
Dˆ
∫
R
(w(y))2
4vi
dy +O
(
ε3 log
1
ε
)
= − ε
2
Dˆvi
∫
R
1
2 cosh2 y
dy +O
(
ε3 log
1
ε
)
= − ε
2
Dˆvi
+O
(
ε3 log
1
ε
)
.
In summary, we have
I1 = − 1
Dˆ
[
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
+O
(
ε log
1
ε
)
. (8.3)
For I2, we calculate
I2 =
vi
ε2
∫ 1
−1
S
′
[wε,t](φε,t)
dw˜i
dx
=
vi
ε2
∫ L
−L
[
ε2∆φε,t − φε,t + T [wε,t]3(εA0 + wε,t)2φε,t + (T ′[wε,t]φε,t)(εA0 + wε,t)3
] dw˜i
dx
=
vi
ε2
∫ L
−L
[
ε2∆
dw˜i
dx
− dw˜i
dx
+ 3w˜2i
T [wε,t](ti)
vi
d
w˜i
dx
]
φε,t dx
+
vi
ε2
∫ L
−L
T [wε,t](x)− T [wε,t](ti)
vi
3w˜2i φε,t
dw˜i
dx
dx
+
vi
ε2
∫ L
−L
T [wε,t](ti)3
(
ε2A20 + 2εA0
w˜i√
vi
)
φε,t
dw˜i
dx
dx
+
vi
ε2
∫ L
−L
(T [wε,t](x)− T [wε,t](ti))3
(
ε2A20 + 2εA0
w˜i√
vi
)
φε,t
dw˜i
dx
+
vi
ε2
∫ L
−L
(T ′[wε,t]φε,t)ε3A30
dw˜i
dx
dx
+
vi
ε2
∫ L
−L
(T ′[wε,t]φε,t)(ti)
(
3ε2A20
w˜i√
vi
+ 3εA0
w˜2i
vi
+
w˜2i
v
3/2
i
)
dw˜i
dx
dx
+
vi
ε2
∫ L
−L
[(T ′[wε,t]φε,t)(x)− (T ′[wε,t]φε,t)(ti)]
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×
(
3ε2A30
w˜i√
vi
+ 3εA0
w˜2i
vi
+
w˜2i
v
3/2
i
)
dw˜i
dx
dx
= I12 + I
2
2 + I
3
2 + I
4
2 + I
5
2 + I
6
2 + I
7
2 .
With obvious notations, we now show that each one of the seven terms is O
(
ε log 1
ε
)
as ε→ 0.
For I12 , it follows from T [wε,t] = vi, while for I
2
2 , we use (6.11) and the fact that∥∥∥∥φε,twε,t
∥∥∥∥
L∞(Ωε)
≤ Cε. (8.4)
For I32 , we use ‖T [wε,t]‖L∞(Ωε) = O(1) and the fact that φε,t is an even function. For I42 ,
we use (6.12), (6.13) and (8.4). For I52 , the estimate is derived from ‖T ′[wε,t]φε,t‖L∞(Ωε) =
O(ε). For I62 , we use (T
′[wε,t]φε,t)(ti) = O(ε) and the fact that w˜i is even. Lastly, for I72 ,
we use estimates similar to (6.11), (6.12), (6.13) with T ′[wε,t]φε,t instead of T [wε,t] and
the inequality ∥∥∥∥T ′[wε,t]φε,tT [wε,t]
∥∥∥∥
L∞(Ωε)
≤ Cε.
By arguments similar to the ones for I2, we derive
I3 = O
(
ε log
1
ε
)
in L2(Ωε). (8.5)
Combining the estimates for I1, I2 and I3, we have
Wε,i(t) = − 1
Dˆ
[
1
2
√
2pi√
vi
+
i−1∑
j=1
√
2pi√
vj
−
K∑
j=1
√
2pi√
vj
ti + L
2L
]
+O
(
ε log
1
ε
)
.
= − 1
Dˆ
Fi(t) +O
(
ε log
1
ε
)
, (8.6)
where Fi(t) was defined in (4.3).
By assumption (4.4), we have F (t0) = 0. Next we show that
det(∇t0F (t0)) 6= 0
in the case of two spikes with amplitudes v1 = vs < vl = v2. We compute
∇tF (t) = DtF + (DvF )(Dtv),
where
DtF = −
(
2∑
j=1
√
2pi√
vj
1
2L
)
I,
DvF =
√
2pi
4

 0 v−3/22
−v−3/21 0

 ,
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Dtv =
pi√
2DˆA20
1((
v2
v1
)3/2
+ 1− piL√
2DˆA2
0
v
3/2
1
)

 v−1/21 v−1/22
−v−21 v3/22 −v−3/21 v2

 .
This implies, using (4.1) and (4.6), that
∇t0F (t0) = pi
2
4DˆA20
1((
v2
v1
)3/2
+ 1− piL√
2DˆA2
0
v
3/2
1
)
×

 −v−5/21 v1/22 − v−11 v−12 + v−21 + 2v−3/21 v−1/22 −v−3/21 v−1/22
−v−21 −v−5/21 v1/22 − v−11 v−12 + 2v−21 + v−3/21 v−1/22

 .
Next, we compute
det(∇t0F (t0)) = pi
4
16(DˆA20)
2
1
v21v
2
2
1
(α3 − 2α2 − 2α + 1)2
× ((α3 − α2 − 2α+ 1)(α3 − 2α2 − α + 1)− α3)
=
pi4
16(DˆA20)
2
1
v21v
2
2
α3 − α2 − α + 1
α3 − 2α2 − 2α + 1 ,
where α =
√
v2
v1
. Therefore, we have det(∇t0F (t0)) 6= 0, except for two specific positive
values of α: α = 1 (the bifurcation point of asymmetric from symmetric spikes which is
not included in Theorem 3) and α = 1+
√
5
2
(corresponding to the eigenvalue em,1 =
3
2
in
Section 5 which has been excluded from Theorem 3).
Thus, under the conditions of Theorem 3, we get
Wε(t) = − 1
Dˆ
∇t0F (t0)(t− t0) +O
(
|t− t0|2 + ε log 1
ε
)
.
Since Wε(t) is continuous in t, standard degree theory [5] implies that for ε small
enough and δ suitable chosen there exist tε ∈ Bδ(t0) such that Wε(tε) = 0 and tε → t0.
For further technical details of the argument, we refer to [27].

Thus we have proved the following proposition.
Proposition 11 For ε small enough, there exist points tε with tε → t0 such thatWε(tε) =
0.
Finally, we complete the proof of Theorems 1 and 3.
Proof of Theorem 3: By Proposition 11, there exist tε → t0 such that Wε(tε) = 0.
In other words, S[wε,tε + φε,tε] = 0. Let Aˆε = wε,tε + φε,tε, vˆε = T [wε,tε + φε,tε]. By the
maximum principle, we conclude that Aˆε > 0, vˆε > 0. Moreover (Aˆε, vˆε) satisfies all the
properties of Theorem 3.
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Proof of Theorem 1: To prove Theorem 1, we first construct a single spike in the
interval
(− L
K
, L
K
)
as above. Then we continue the single spike periodically to a function
in the interval (−L, L) and get a symmetric multiple spike in the interval (−L, L).

9 Proof of Theorem 4
The proof of Theorem 4 goes exactly as that of Theorem 3.
First, let us derive the location of the single spikes formally: in the first equation in
(3.2) the term ε3A
′′
0 is very small and can be omitted in the computations. Thus we may
assume that
Aˆ ∼ ξ−1/2w
(
x− t0
ε
)
, v(t0) = ξ (9.1)
Substituting the above expressions into the second equation of (3.2) and noting that
vˆ 1
ε
(εA0 + Aˆ)
3 ∼ ξ−1/2(∫ w3)δt0 , we see that vˆ satisfies in leading order
Dˆ(A20vˆx)x − ξ−1/2
(∫
R
w3 dy
)
δt0 + γ(x) = 0. (9.2)
Solving the above equation, we then obtain
vˆx(t0−) = − 1
Dˆ(A0(t0))2
∫ t0
−L
γ(x)dx, vˆx(t0+) =
1
Dˆ(A0(t0))2
∫ L
t0
γ(x)dx. (9.3)
Substituting (9.1) into the first equation of (3.2) and rescaling x = t0 + εy, we deduce
that the error becomes
ε(vˆx(t0−)y− + vˆx(t0+)y+)w3(y) + εA0(t0)3w2 +O(ε2), (9.4)
where y− = min(y, 0) and y+ = max(y, 0). from which we conclude that a necessary
condition for the existence of a spike at t0 is that∫
R
[
ε(vˆx(t0−)y− + vˆx(t0+)y+)w3(y) + εA0(t0)3w2 +O(ε2)
]
w
′
(y) dy = 0 (9.5)
whence
vˆx(t0−) + vˆx(t0+) = 0 (9.6)
which is equivalent to (2.16). It turns out that (2.16) is also sufficient, since the derivative
of
∫ t0
−L γ(x)dx −
∫ L
t0
γ(x)dx with respect to t0 is γ(t0) which is strictly positive. The rest
of the proof goes exactly as in the proof of Theorem 3. We omit the details.
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10 Discussion
In this article we have provided a rigorous mathematical analysis of the formation of
spikes in the model of Short, Bertozzi and Brantingham [18]. Thus, we have shown that
this model naturally leads to the formation of criminality hot-spots. The existence of
such hotspots is one of the main stylized facts about criminality. It is observed for an
array of criminal activity types. Hot-spots are extensively reported and discussed in the
criminology literature. We refer for example to the articles [9] and [6] as well as to the
references therein. Now, the fact that a mathematical model yields such hotspots can be
viewed as passing one benchmark of validity. The findings in our paper provide such a
test for the Short, Bertozzi and Brantingham model [18].
Furthermore, the rigorous analysis carried here sheds light on the mechanisms for
the formation of hotspots in this model and the way it quantitatively depends on the
parameters. This type of analysis can then be applied to study issues such as the reduction
of hotspots by crime prevention strategies or optimal use of resources to this effect. One
of the goals is to understand when policing strategies actually reduce criminal activity
and when they merely displace hot-spots to new areas.
In this paper we have proved three main new results. First, we showed that we can
reduce the quasilinear chemotaxis problems to a Schnakenberg type reaction-diffusion
system and derived the existence of symmetric k spikes. Next, we established the existence
of asymmetric spikes in the isotropic case. Lastly, we have studied the pinning effect by
inhomogeneous media A0(x) and γ(x). The stability of these spikes is an interesting open
issue.
In [13] spikes in two space dimensions are considered by formal matched asymptotics.
Our approach of rigorous justification can be extended to that case in a radially symmetric
setting, i.e. if the domain is a disk and we construct a single spike located at the centre.
We remark that in [13] it is assumed that in the outer region (away from the spikes) the
system in leading order is semi-linear which allows an extension of the results for the
Schnakenberg model to this case. In [13], for the inner region, a numerical computation
by solving a core problem yields the profile of the spike.
An alternative approach to the problem in one space dimension would be to write it as
a first-order semi-linear ODE system and then apply standard methods, e.g. dynamical
system methods for the problem on the real line. This approach becomes cumbersome
when we impose Neumann boundary conditions and we add inhomogeneity. We never-
theless refer to a recent paper [10], where the dynamical systems approach is used to
construct traveling wave solutions of a quasi-linear reaction-diffusion-mechanical system.
We remark that there are very few results concerning the analysis of spikes in quasi-
linear reaction diffusion systems. As far as we know, there are two such types of systems.
The first one is the chemotaxis system of Keller-Segel type. We refer to [11] for the
background of chemotaxis models and [15] for the analysis of spikes to these systems.
The other one is the Shigesada-Kawasaki-Teramoto model of species segregation ([21]).
For the analysis of spikes in a cross-diffusion system, we refer to [14], [16] and [30].
A family of related models for the diffusion of criminality has been proposed in [1].
We analyze the formation of hot spots in this class of models in our forthcoming work
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[3]. The equations in [1] also envision the possibility of non-local diffusion. Indeed, social
influence can be exercised at long range and it is natural to consider descriptions that
take long range diffusion into account. Such a non-local system arising in [1] reads:{
st(x, t) = Ls(x, t)− s(x, t) + sb + α(x)u(x, t)
ut(x, t) = Λ(s)− u(x, t).
(10.7)
The case when L = ∆ is a local diffusion operator provides the framework of the study
in [2]. Here, L can also be a non-local operator such as the fractional Laplace operator
or a general non-local interaction term:
Ls(x, t) =
∫
J(x, y)(s(y, t)− s(x, t))dy.
Observe that the steady states reduce to a single non-local equation:
− Ls = sb(x)− s+ α(x)Λ(s). (10.8)
We note that the interaction between non-local diffusion and the mechanism for the
formation of spikes is completely open. In particular, the description of the formation of
spikes in (10.7) and (10.8) are open problems. We expect that the decay of the kernel
may come into play for the formation of spikes.
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