Grover's quantum search algorithm drives a quantum computer from a prepared initial state to a desired final state by using selective transformations of these states. Here, we analyze a framework when one of the selective trasformations is replaced by a more general unitary transformation. Our framework encapsulates several previous generalizations of the Grover's algorithm. We show that the general quantum search algorithm can be improved by controlling the transformations through an ancilla qubit. As a special case of this improvement, we get a faster quantum algorithm for the two-dimensional spatial search.
I. INTRODUCTION
The search problem is to find a desired item satisfying certain properties out of a given database of N items. Consider a quantum system with an Ndimensional Hilbert space H N , whose basis states |j , j ∈ {0, 1, . . . , N −1}, encode the N items of the database. The target state |t corresponds to the desired item, while all other basis states are non-target states. In general, the system can be in any normalized superposition of the basis states. We initialize the system in the source state |s and assume α = | t|s | to be non-zero. Direct measurement of |s yields the target state |t with a probability α 2 . So on average, 1/α 2 preparations of |s and subsequent measurements will yield |t with high probability.
Grover's algorithm, or more generally quantum amplitude amplification [1, 2, 3] , makes the search faster, by performing measurement only after transforming |s to |t using π/4α iterations of the unitary operator G = −I s I t , where I ψ = ½ N − 2|ψ ψ| is the selective phase inversion of the state |ψ . That is O(1/| t|s |) times faster than the measurement scheme. Generally, |s is prepared by applying a unitary operator U on a particular basis state, say |0 . Then |s = U |0 , and |t is obtained by iterating the operator G = −U I 0 U † I t on U |0 . Grover's algorithm has been proved to be optimal, i.e. no other algorithm can get to |t faster than it does [4] .
To search a database using Grover's algorithm, we choose |s to be the equal superposition of all the basis states, i.e. |s = j |j / √ N . Such a state is generated by applying the Walsh-Hadamard transformation W on the basis state |0 , i.e. |s = W |0 . Then Grover's algorithm iterates the operator G = −I s I t = −W I 0 W I t on |s to reach |t . If |t is a unique basis state, α = 1/ √ N , and |t is reached using ⌊π √ N /4⌋ queries. Grover's algorithm has been generalized in several ways. One generalization is to replace G by G ϕ,φ = e −iϕ I Then |t is reached by applying O(csc |φ| 2 /α) iterations of G ϕ,φ to |s , provided the phase-matching condition ϕ − φ = O(α) is satisfied [5, 6 ]. Kato's algorithm [7] replaces I s by an operator K s that, unlike I s , consists of only single qubit operators and hence is easier to implement physically. Ambainis' algorithm [8] replaces I s by a real operator R s , having |s as its unique eigenstate with eigenvalue 1. It has important applications in fast quantum walk algorithms for element distinctness [8] and spatial search [9, 10, 11] .
Here we study further generalizations of Grover's algorithm. Section II presents and analyses a general quantum search algorithm that iterates the search operator S = D s I φ t on |s to reach |t , where D s can be almost any unitary operator with |s as its eigenstate. We find the conditions that D s must satisfy to yield a successful quantum search algorithm, i.e. reach |t from |s using O(1/α) iterations of S. Section III illustrates the general algorithm by explaining Grover's algorithm, phase-matching condition, Kato's algorithm, and spatial search as its special cases. Section IV presents a controlled algorithm where the {D s , I φ t } operators are controlled through an ancilla qubit to speed up the search. It provides an important application for the two dimensional spatial search problem, solving it in O( √ N ln N ) time steps [12] . Earlier algorithms solved this problem in O( √ N ln N ) time steps, and it was an open question to design a faster algorithm. Another application is to find an eigenstate of a given unitary operator, corresponding to a known eigenvalue. These results are easily extended, by time reversal symmetry, to problems with interchanged roles s ↔ t.
II. GENERAL QUANTUM SEARCH ALGORITHM
A. General search operator
In this section, we analyse a general quantum search algorithm that iterates the search operator S = D s I φ t on |s to take it close to |t . Here D s is a unitary operator with the initial state |s as its eigenstate. We want to derive conditions on the eigenspectrum of D s that allow an efficient construction of the search algorithm. Since a global phase is irrelevant in quantum dynamics, we choose the convention D s |s = |s . In case D s has an M -dimensional degenerate eigenspace with eigenvalue 1, orthonormally spanned by |s m with m ∈ {1, 2, . . . , M }, we choose the initial state |s to be
Note that α = | t|s |. We consider α ≪ 1 so that the quantum search algorithm provides a significant speedup, O(1/α), over classical search algorithms. Let the normalized eigenstates |ℓ of D s satisfy
Here the lower bound θ min characterizes the gap in the eigenspectrum of D s .
To analyse the iteration of S on |s , we need to find its eigenvalues and eigenvectors. Let |λ k be the normalized eigenvectors of S with eigenvalues e ıλ k . Now, the definition I
Using t|λ k = ℓ t|ℓ ℓ|λ k , we get
Let the two roots of (7) be λ ± . Their product is
2 /B 2 so we can write
The sum of the two roots determines the angle η. We have
2 . Ignoring O(λ ± /θ min ) contribution in accordance with (6), (16) then gives
Thus
where |w is the normalized projection of |t on the |λ ± -subspace, and |λ ⊥ is an unnormalized component orthogonal to this subspace.
That trivially holds for φ = π. In general, φ and Λ 2 are mutually independent, arising from I φ t and D s respectively, and the constraint has to follow from the assumption λ ± ≪ θ min . In our analysis, both |A| and |Λ 1 | are bounded by constant multiples of θ −1 min . Therefore,
where the last inequality follows from Λ 2 1 < Λ 2 and (14). Thus we indeed have cot
, consistent with the O(λ ± /θ min ) accuracy of our analysis.
Putting (19) in (3), we obtain the desired eigenvectors, |λ ± = ℓ ℓ|λ ± |ℓ , or
(21) To find the initial state |s in terms of |λ ± , we calculate the projections s|λ ± . Using (1) and θ ℓ=sm = 0, together with (12) and (21), we get
We observe that ± | s|λ ± | 2 = 1, and so we do not have to worry about component of |s orthogonal to the |λ ± -subspace. Explicitly, we have
which yields
where
The results of this Section hold up to O(α 2 , λ ± /θ min ), and to that extent the |λ ± -subspace suffices for our analysis. We note that the eigenvalues are determined to higher accuracy than the eigenvectors, as is common in unitary quantum mechanics.
D. Algorithm's performance
The success probability of the algorithm, i.e. obtaining |t upon measuring S q |s , is P t (q) = | t|S q |s | 2 . From (20) and (24),
With ∆λ ≡ λ + − λ − = 4α/(B sin 2η), we get
As the maximum value of sin x is 1 for x = π/2, the maximum success probability P m , and the number of iterations q m needed to achieve it, are
We evaluated the eigenvalues λ ± of S to O(α 2 , λ 2 ± ) accuracy, as the actual R.H.S. of (7) is O(α 2 , λ 2 ± ). The eigenvalues of S qm are therefore accurate up to The net query complexity of a general algorithm, which achieves Θ(1) success probability by O(1/P m ) times preparation and measurement of the state |u , is
Note that quantum amplitude amplification is a faster way to take |u to |t , by applying Θ(1/ √ P m ) times iterations of −I u I t to it. With I u = S qm I s S −qm , the net query complexity then would be Θ(
. But I u requires implementation of I s , and the construction of our general algorithm started with the hypothesis that we have only the operator D s available and not I s . Without quantum amplitude amplification, we are restricted to the query complexity (28).
A particularly interesting case is A = 0, whence (13) gives η = π 4 . Then
With cos η = sin η =
, (20) and (24) give | w|S q |s | = sin(q ′ ∆λ/2) = sin(2q ′ α/B). Thus, A = 0 allows us to reach the state |w by iterating S on |s , ⌊πB/4α⌋ times.
That maximizes the overlap of |u with |t , which is not possible for A = 0. For φ = π, we get the best results,
Comparing with the optimal query complexity of Grover's algorithm, π/4α, we see that our algorithm is close to optimal provided B ≫ 1. We point out that the difference ∆λ between the relevant eigenvalues governs the rate of rotation from |s towards |t . The search algorithm accomplishes its task by flipping the sign of the relative phase between |λ + and |λ − components of the state, and hence needs q m = π/∆λ iterations. The query complexity of our algorithm based on the search operator D s is larger than q m , because the target state |t is reached with probability less than one. In Section IV, we will show how to enhance this probability to P m = Θ(1), by controlling the operations of our algorithm with an ancilla qubit. Those manipulations improve the query complexity to Q = πB/4α, closer to the optimal result of Grover's algorithm.
We also note that any practical discrete oracle should distinguish the target state sufficiently well from the nontarget states. Then φ = Θ(1), and indeed φ = π gives the best results. On the other hand, our analysis is valid for any value of φ.
Another special case is when D s is a real orthogonal operator R s . Then its non-real eigenvalues come in complex conjugate pairs e ıθ ℓ + = e −ıθ ℓ − , and the corresponding eigenstates satisfy |ℓ + = |ℓ − * . The cancellations of ℓ ± contributions, and cot 2 . Also, (13) gives
(31) Consequently,
With φ = π, A = cot φ 2 = 0 and {P m , q m , Q} are given by (30). This is the case for Ambainis' generalization of Grover's algorithm, which leads to the optimal algorithm for the element distinctness problem [8] .
Lastly, consider the situation when |A| ≫ 2αB. Then (13) means | cot 2η| ≫ 1 and sin 2η ≈ 1/| cot 2η| = 2αB/|A| ≪ 1. As a consequence, using (28) and (20),
where the last inequality follows from B ≥ 1 and | t|w | 2 ≤ 1. Thus, for a given B, our algorithm is close to optimal only when |A| ≫ 2αB, or when η is not too far off from π 4 . In this situation, which includes the particular case A = 0, the validity condition (15) simplifies and becomes independent of
When an estimate of Λ 1 is available, then it may be possible to adjust φ to satisfy this optimality constraint. Even for |A| ≫ 2αB, as long as
2 and our algorithm is significantly better than classical search algorithms that have query complexity Θ(1/α 2 ).
E. Another general search operator
Time reversal symmetry allows us to extend our analysis to the search operator T = I ϕ s D t , where D t has |t as its eigenstate with eigenvalue 1. If D t has an Mdimensional degenerate eigenspace with eigenvalue 1, orthonormally spanned by |t m with m ∈ {1, 2, . . . , M }, then we consider the target state |t to be
(35) The performance of the algorithm is governed by
q |s | by the interchanges
The interchange keeps α = | t|s | invariant, and our analysis holds as long as the condition (15) is satisfied by θ min = min j =tm |θ j |. The sign change A → −A can be accommodated by η → π 2 − η, and the expressions for {P m , q m , Q} in (27) and (28) are applicable with the only change being φ → −ϕ. An interesting feature of the evolution using the search operator T is that the |λ ± -subspace almost completely contains the target state |t but not the initial state |s .
III. SPECIAL CASES
The general quantum search algorithm presented in Section II encapsulates several previous generalizations of Grover's algorithm. In this section, we discuss some of them as special cases, providing a different perspective on their results.
A. Grover's algorithm In Grover's algorithm, the search operator is G = −I s I t . To discuss it as a special case of our general algorithm, we consider the search operator G ϕ,φ = e −ıϕ I ϕ s I φ t with selective phase rotations ϕ and φ (G π,π ≡ G). Then D s = e −ıϕ I ϕ s , e ıθ ℓ = e −ıϕ(1−δ ℓ,s ) and θ min = |ϕ|. With θ s = 0 and θ ℓ =s = −ϕ, (9) gives
For a fixed B, the constraint (34) demands A ≫ 2αB for a nearly optimal algorithm. That requires |φ − ϕ| ≫ 4α sin |φ| 2 , or |φ − ϕ| ≪ 1 with α ≪ 1. This is the phasematching condition [5, 6] 
For φ = ϕ, the phase-matching condition is certainly satisfied and η = π/4. Then (12), (20) and (23) yield
The evolution is thus totally confined to the |λ ± -subspace. Also, (26), (27) and (28) provide
For φ = ϕ = π, we have Grover's algorithm. Then | t|G q |s | = sin[(2q + 1)α] and Q = ⌊π/4α⌋.
B. Kato's algorithm
Let the N -dimensional Hilbert space be spanned by n = log 2 N qubits, with each basis state |j corresponding to an n-bit binary string j ∈ {0, 1} n . Then the operator I s cannot be written as a tensor product of single qubit operators. Its implementation needs coupling among qubits, which may be difficult to realize physically. Kato's algorithm [7] replaces I s by K s , which is a tensor product of single qubit operators. The algorithm iterates the operator K s I φ t on |s = H ⊗n |0 , with
⊗n , where The eigenvectors |ℓ of K s are |ℓ = H ⊗n |j , with the corresponding eigenphases θ ℓ = (π − 2γh j ) mod 2π − π, where h j ∈ {0, . . . , n} is the Hamming weight of the binary string j. For the binary string of all zeroes, h 0 = 0, and so θ ℓ=s = 0. Then the restriction |γ| ≤ π n+1 ensures θ min = 2|γ|. The degeneracy of θ ℓ is C n,hj , the choose function for selecting h j items out of n. Also, | ℓ|t | 2 = 2 −n for all ℓ. With all these values, (9) gives
The binomial weight 2 −n C n,hj is maximum at h j = n 2 , and for large n decays exponentially away from it as 2/πn exp[−2h
The significant terms in the sum over h j therefore correspond tō h j = O( √ n) ≪ n 2 for large n. To evaluate the sum in (42), we use second order Taylor expansion of cot p γh j around γn/2,
where we have used the moments hj 2 −n C n,hjh r j = S r with S 0 = 1, S 1 = 0 and S 2 = n/4. Using the bound cot |
Kato chose γ such that A = cot
, and the validity condition (15) becomes 2α ≪ θ min B ≈ 2γ csc φ 2 ≤ 2π/n for large n. It is certainly satisfied because α = | s|t | = 2 −n/2 . The performance of the algorithm follows from (29),
Comparing with (40), we see that Kato's algorithm is almost as efficient as Grover's algorithm for large n. We also have the proof that its maximum success probability behaves as 1−O(1/n), which was shown only numerically by Kato. We point out that the above analysis does not hold for φ = π, due to the restriction |γ| ≤ π n+1 that demands |φ| = n|γ|(1 − O(
Consider a two-dimensional square lattice, whose sites encode the basis states of an N -dimensional Hilbert space H N . Let the sites be labeled by their coordinates as |x, y for x, y ∈ {0, . . . , √ N − 1}, and let |x t , y t be the label of the target state. A local operator L is an operator that does not couple any pair of non-neighboring sites, i.e. x ′ , y ′ |L|x, y = 0 if |x ′ − x| + |y ′ − y| > 1. The two-dimensional spatial search problem is to find |x t , y t , with the constraints that in one time step we can execute either an oracle query or a local operation. Such a situation can arise when the database is spread over several distinct locations, and locality of physical interactions prevents large jumps between locations.
In Grover's algorithm, the initial state |s is a uniform superposition of all lattice sites, i.e. |s = 1 √ N x,y |x, y . To prepare it, we start from a particular site, say |0, 0 , and then repeatedly transfer amplitudes to neighboring sites using a local operator. As we must transfer amplitude across all √ N sites in both directions of the lattice, the preparation takes 2 √ N local operations. Thus if |s = W|0, 0 then W takes Θ( √ N ) time steps, and the same is true for I s = WI 0,0 W † . Since Grover's algorithm requires one application of I s per query, its total time complexity becomes O(
, which is no better than that of classical algorithms.
To obtain quantum speedup for spatial search problems, Grover's algorithm has been modified in several ways [9, 10, 11] . We look at the particular modification due to Ambainis, Kempe, and Rivosh (AKR) [9] . Their algorithm uses a 4-dim ancilla coin space H c , whose basis states | → , | ← , | ↑ , | ↓ represent the four possible directions of movement on a 2-dim lattice. Let |u c be the uniform superposition of these coin basis states. AKR's algorithm is implemented in the 4N -dim Hilbert space H c ⊗ H N . It drives the initial state |s ′ ≡ |u c |s towards the effective target state |t ′ ≡ |u c |x t , y t by iterating the operator L s ′ I t ′ . Here I t ′ = ½ 4N − 2|t ′ t ′ | is implemented using an oracle query, while L s ′ = LĪ uc is a local operation withĪ uc = 2|u c u c | − ½ 4 and L defined by
AKR found the eigenstates of L s ′ to be
where |F a = N 
corresponding to four orthogonal vectors |v 
Using 1 − cos x = 2 sin 2 x 2 , and
Here the last equality follows from
, and
The condition (15) for the validity of our analysis is satisfied for large N , because A = 0 and 2α = 2/ √ N ≪ θ min B = Θ(ln N )/N . Thereafter, with
gives
Note that our analysis gives a more accurate estimate of P m compared to AKR's estimate, P m = Ω(1/ ln N ). Subsequently, AKR's algorithm uses quantum amplitude amplification algorithm to reach |t ′ by apply-
The net query complexity of the algorithm is, therefore,
It was an open question whether or not the Θ( √ N ln N ) algorithm for 2-dim spatial search can be improved further. In the next Section, we give a positive answer to this question by presenting a Θ( √ N ln N ) algorithm, which is Θ( √ ln N ) times faster than AKR's algorithm.
IV. CONTROLLED QUANTUM SEARCH
In Section II, we analysed the performance of the general search operator S = D s I φ t . In this Section, we show that just by controlling the operators {D s , I φ t } through an ancilla qubit, without modifying them at all, we can manipulate the moments {Λ 1 , Λ 2 } and hence the coefficients {A, B}. The results (27) and (28) imply that the best performance of the general quantum search algorithm is achieved by φ = π, A = 0 and B ≥ 1 as small as possible. The aim of our manipulations is to achieve that situation.
A. Manipulation of the first moment
To control the search process, we attach an ancilla qubit with the Hilbert space H 2 to the search space H N , and work in the joint space H ′ = H 2 ⊗ H N . The logic circuit of Algorithm 1 that effectively makes A vanish is shown in Fig. 1 , where the dashed box represents the search operator
where |+ = 
s has two mutually orthogonal eigenstates, |s ′ 0 = |0 |s and |s ′ 1 = |1 |s , with eigenvalue 1. In accordance with (1), we choose the initial state |s ′ to be
We also have θ
Explicitly, A ′ = cot 
The importance of this manipulation is that A ′ is always zero irrespective of the value of A, so that we get the optimal algorithm for fixed {θ min , α, B}.
B. Manipulation of the second moment
The query complexity Q ′ can be further improved from πB 3 /4α to πB/4α by manipulating the second moment Λ 2 . Without loss of generality, we analyse only the Λ 1 = 0 case, obtained if necessary by addition of an ancilla qubit as in Algorithm 1. The logic circuit of Algorithm 2 that effectively reduces B is shown in Fig. 2 
Here Z = |0 0| − |1 1| is the Pauli Z operator. The eigenstates of D 
Here, D ′′ s has a unique eigenstate |s ′′ 0 = |0 |s with eigenvalue 1, and we choose it as the initial state |s ′′ . So
With φ = π and Λ 1 = 0, we have 
Minimizing Q ′′ ζ over ζ, the optimal choice is ζ = 1/ √ 2B, yielding
Thus we have an O(B/α) search algorithm; the O(B 2 ) speedup is useful only when B ≫ 1 that we assumed. Note that D † s is not needed here unlike in Algorithm 1.
C. Applications
Faster algorithm for 2-dim spatial search
The manipulations of Sections IV.A and IV.B find an important application in two-dimensional spatial search, discussed in Section III.E. The spatial search is restricted by nearest neighbour movement, and in d dimensions Ω(N 1/d ) steps are needed to cover the whole database. Grover's optimal search algorithm allows movement from any site to any other site in just one step, and can be effectively considered the d → ∞ limit of spatial search. These considerations imply that the spatial search problem has complexity Ω(max( 
Finding eigenstate for a given eigenvalue
Consider the problem of finding an eigenstate |s of a given operator D with known eigenvalue e ıθs . We first construct the operator D s = e −ıθs D, which has eigenvalue 1 for |s . The search algorithm then can take us to the state |t using D s , D † s and I t . Reversing the algorithm, we can start with a known state |t , and evolve to |s using O(B/α) applications of {I t , D, D † } (we can use Algorithms 1 and 2 if necessary). The required property is that the eigenphases θ ℓ =s of D should be wellseparated from θ s according to the condition (15), i.e. θ min = min ℓ =s (θ ℓ − θ s ) ≫ 2α/B.
V. CONCLUSION
We have analysed a general framework of the quantum search algorithms, where one of the selective transformations gets replaced by a more general unitary transformation. We have derived the conditions for a successul quantum search and calculated the number of iterations required by the algorithm. We have discussed several quantum search algorithms as special cases of our general framework. There are other search algorithms also, not discussed here, which can be considered as special cases. For example, the quantum random walk search algorithm presented by Shenvi, Kempe and Whaley [13] is equivalent to spatial search in d = log 2 N dimensions.
We have shown that the search operators can be controlled through an ancilla qubit to get faster quantum search algorithms. These algorithms may find interesting applications. For example, a faster quantum walk algorithm for the two-dimensional spatial search can be obtained using similar techniques [12] . Some other possibilities are under investigation.
We point out that the general framework presented here applies only to iterative search algorithms and does not apply to recursive quantum search algorithms (see, for example, section III of [14] ]). Our analysis provides insights in to the nature of iterative quantum search algorithms, where the performance depends completely on the eigenspectrum of the search operator. That is unlike the recursive case, where the performance depends upon the amplification factor provided by the search operator. We believe that our general framework will serve as an important tool in designing future iterative quantum search algorithms.
