Let p be a parabolic subalgebra of sl(n) and p E its canonical truncation. In 
Introduction
The base field is assumed to be the complex numbers C.
E-mail address: anthony.joseph@weizmann.ac.il (A. Joseph). 1 1.1. The principal aim of this paper is to settle a question concerning the existence of a slice to regular coadjoint orbits of a (truncated) parabolic subalgebra of index 1. It turns out that the construction leads to an algorithm for solving the Bezout equation.
1.2.
Let g be a simple Lie algebra, h a Cartan subalgebra, and π = {α i } n−1 i=1 a choice of simple roots for the pair g, h. Let n + (resp. n − ) be the space spanned by the positive (resp. negative) Δ ± root vectors. Set Δ = Δ + ∪ Δ − . For each π ⊂ π , let g π be the reductive subalgebra of g with roots in Zπ . Set n ± π = n ± ∩ g π and p + π = g π + n + , or simply p π , the standard parabolic so obtained. Here it is convenient to identify p π with the dual of the opposed parabolic p − π := g π + n − . Then the coadjoint action of p − π on p π is recovered by commutation in g mod (p − π ) ⊥ , with ⊥ being the orthogonal under the Killing form identifying g * with g.
1.3.
For each algebraic Lie algebra a, let S(a) denote its symmetric algebra. Denote by the corresponding upper case Roman letter, in this case A, the adjoint group of a. Let A (resp. a ) be the derived group (resp. algebra) of A (resp. a). Set Y (a) = S(a) A , which identifies with the space of A invariant functions on a * . Let Sy(a) denote the subalgebra of S(a) generated by the space of A semi-invariant functions on a * . One has Sy(a) = S(a) A . Actually, one can do better. By a result of Borho [2, Satz 6.1], there is a canonically defined algebraic subalgebra a T of a such that Sy(a) = Y (a T ). It differs from a only in having a slightly smaller centre to its reductive part and always contains (possibly strictly) its derived algebra a . We call it the canonical truncation of a. For a parabolic subalgebra p π , we denote this subalgebra by p π ,E and set h E = h ∩ p π ,E . Here E = E(π, π ) is a set which can be given explicitly (see 2.2) in terms of π, π .
Finally, we let index a denote the codimension of an A orbit of maximal dimension in a * . The union of such orbits form the set a * reg of so-called regular elements of a. A result [3, Lemme 7] of Chevalley-Dixmier implies that GK dim Y (a) = index a.
Finally, since by Kirillov-Kostant each coadjoint orbit is a symplectic variety, c(a) := 1 2 (dim a + index a) is an integer.
1.4.
For a parabolic subalgebra p, we conjecture Y (p E ) to be polynomial. This was shown [6] when g is of type A or C and for most parabolics in the remaining cases. Moreover, in all these good cases the sum of the degrees of the generators equals c(p E ). Type A has the additional property that h E is never too small. This, and the above sum formula leads us to conjecture that the P − E coadjoint orbits in p E admit a slice, that is to say an affine subspace which meets nearly every orbit at a single point. Indeed it is sufficient to find a pair h ∈ h E , y ∈ (p E ) reg such that the (ad h) eigenvalues on an ad h stable complement V to (ad p − E )y in p E are non-negative and sum to c(p E )-index p E . Then the required slice is y + V . We call (h, y) an adapted pair. Here we may recall that for g semisimple, Kostant constructed such a slice with (x, h, y) a principal sl(2) triple and V = g x . However, the present case is much more difficult. Indeed, let N g be the nilpotent cone in g and correspondingly N π,π (or simply, N ) the zero variety of the augmentation ideal of
However, it can happen (for example, if g = so(5) and π = ∅) that N reg is empty. Thus, to obtain an adapted pair for a given parabolic, one must at least show that N reg in non-empty, and this seems to be the hard part. Again, it can also happen that N reg is not irreducible (for example, if g = sl(3) and π = ∅) and then y + V cannot quite meet all the regular coadjoint orbits.
1.5.
In a previous paper we established our slice conjecture in the symmetric case, that is when π is stable under the non-trivial diagram automorphism j of π (which we are assuming of type A). Unless π = π , in this case N has two irreducible components [10, 8.12 ] of codimension index p E interchanged by j . (However, we were unable to show it has no other components.)
1.6.
In the present paper, we settle our conjecture in the case index p E = 1. By 2.3 this forces p to be maximal and moreover, g to be of type A, that is g ∼ = sl(n) for some n 2. Moreover, in that case, the Levi factor of p just consists of two blocks of sizes, say p, q with p + q = n. From 2.3 one further obtains index p E = gcd{p, q} and so we must require p, q to be coprime. In this case Y (p − E ) has a single generator z which is furthermore irreducible (by the remark in [6, 1.7] ). Hence N is irreducible and of codimension 1 by Krull's theorem. However, it is not obvious that N reg is non-empty. In [10, 7 .21] we already presented the solution for p = 1, so we may assume p, q > 1 from now on.
1.7.
It is clear that we may always choose h of the above pair to be π dominant. This seemed a natural choice especially since we have a uniqueness result [10, 8.12] in that case. However, when we do this in the above case, the result appeared [10, 7.20 ] to, and indeed does, involve a solution to the Bezout equation, namely the unique pair 0 < r q, 0 < s p such that rp − sq = −1. This uninvited intrusion of number theory, albeit elementary, seemed to make the problem intractable. However, it turns out that there is a more natural choice of h (which is not π dominant) that can be implicitly defined and even computed by, at most, n elementary steps. Finally, we show that translating h to be π dominant, which involves, at most, p!q! elementary permutations, produces the pair r, s.
1.8.
Given an adapted pair (h, y), one may show [11, 8.5 ] that there is a unique component N y of N , containing y. Moreover, N y = P − p < where p < is the sum of the eigenspaces of ad h having eigenvalue < 0. Obviously p < ⊂ N g ; but we remark that the action of P − is not a restriction of the action of G, so it is generally false that N y ⊂ N g . In the present case N is irreducible, so N = N y and consequently N is generated by its intersection with N g . We conjecture that this holds in complete generality (even when N reg is empty).
1.9.
Though there is no "closed" formula for a solution to the Bezout equation, appropriate application of the Euclid algorithm gives a solution after roughly log n steps, which can moreover be presented as a continued fraction [8, 10.6 ]. This method is probably more efficient than the present one. Here the main points are to exhibit the remarkable connection between the slice theorem and the Bezout equation and, above all, to show that the Bezout equation can be avoided by not taking h to be π dominant. The latter suggests that our general slice conjecture may be more tractable. 6 it is the identity and almost trivial in the latter two cases.) Similarly, −w π restricts to an involution i of π . We extend i to π as follows. If α ∈ π π and jα ∈ π π , set iα = jα. Otherwise let r be the smallest positive integer such that j (ij) r α ∈ π π and let iα be this element.
Some combinatorics
Define E(π, π ) to be the set of ij orbits in π . So far there is no known "closed" formula for |E| in type A. However, by construction, the number of ij orbits that meet π π equals |π π |. Thus |E| = 1 implies that p π is maximal and one may further easily check that π is of type A. Note further that α ∈ π π is an i fixed point. Thus ij orbits coincide with i, j orbits. The latter is a Coxeter group and it is an easy general fact (see [7, 6.3 .1], for example) that every i, j orbit has no fixed i, j fixed points, or has two (which may coincide). Thus, in the present case, any i, j orbit in π has a further i or j fixed point (which is again α if it is fixed by j ).
2.
3. Now suppose π of type A and |π π | = 1. Then the Levi factor of p π has two blocks, one of size p which we always place above, and one of size q, with p + q = n. In this case, we have the following lemma in which [u, v] denotes {α k : u k v}.
Lemma. |E| = gcd(p, q).
Proof. Let T s : s ∈ Z, denote translation to the right by s. One easily checks that ji
at exactly one point, whilst its intersection with [1, p] are q-translates mod p. The required assertion easily follows (from the Bezout equation!). 2 Remark 1. Note that if n is even, then α n/2 is a j fixed point and similarly α p/2 (resp. α n−q/2 ) is an i fixed point if p (resp. q) is even.
Remark 2.
The above result is noted in an equivalent form in [5, Ex. 10.1]. However, no details of proof are given there. See Appendix A for this equivalence which is not quite obvious.
2.4.
From now on we take n an integer 4 and g = sl(n) with p, q > 1 and p + q = n. Set π = π {α p }. We remark that p π ,E = p π in this case [7, 5.2.8] and so has codimension 1 in p π . Set h = h ∩ p π . By 2.3 one has index p π ,E = gcd{p, q} and index p π = index p π ,E − 1. In particular, index p π = 0, if and only if p, q are coprime.
2.5.
Recall [9, Section 2] the system B π of strongly orthogonal roots (the Kostant cascade). Proof. By the truth of Tauvel-Yu conjecture [7, 6.5] for parabolics and the above,
from which the assertion follows. 2
2.6.
The above result may also be verified directly. If p, q are coprime, then S π + S π = h * and is a direct sum. This is a key fact which makes this case easier. Moreover, recalling that we are in type A, it further implies that ZB π ⊕ ZB π = Zπ . We shall improve this below.
Proposition. Assume that p, q are coprime. Then up to signs the set B π ∪ B π is W π conjugate to π .
Proof.
Observe that the roots in B π (resp. B π ) are mutually orthogonal. We claim that every root in {B π ∪ B π } is not orthogonal to exactly two other roots except for two and these are not orthogonal to exactly one other root. Indeed, if we label the Kostant cascade coming from 
Since exactly one of the three integers {p, q, p + q} is even, this equals n − 2. Yet every β occurs at most twice and there are n − 1 of them (again under the above hypothesis). Hence the claim.
By the truth of the claim, we may decompose {B π ∪ B π } into one chain and possibly several t cycles so that the non-orthogonal roots are precisely mutual neighbours. Since in type A orthogonality implies strong orthogonality, this, and the conclusion of 2.5, implies that π decomposes into t + 1 components forcing t = 0. Thus {B π ∪ B π } forms a single chain in the above sense. Then starting at one end, we can successively change signs so that all the scalar products between neighbours are strictly negative. This means that up to signs the linearly independent set of roots {B π ∪ B π } form the roots of a simple root system.
Since we are in type A n−1 , every root subsystem of maximal rank n − 1 is the full root system. Hence the assertion. 2
Remark. As pointed out to me by G. Binyamini, the fact that B π ∪ B π forms a single chain also follows from the Dergachev-Kirillov computation (see Appendix A) of index p π , which equals 0 in the present case (see A.4).
2.7.
The above result is not needed to prove our slice Theorem 3.8. However, it does reflect on the solution to the Bezout equation. What we in fact need is the following
Corollary. Assume p, q coprime and express the elements of Δ as sums of the elements of
We note in Appendix A that this result only needs linear independence.
The construction of an adapted pair
Assume from now on q, p coprime.
3.1.
Observe that B π contains a simple root, namely α n/2 , if and only if n is even. Hence we have a distinguished simple root α which is α n/2 (resp. α p/2 , α p+q/2 ) if n (resp. p, q) is even. It is a j (resp. i) fixed point of π . 
Recall that z is defined to be a generator of Y (p
( * )
3.3.
Let {β i } now denote the set of elements of B π . By the first paragraph of 2.6, we may uniquely define h ∈ h by h(β i ) = −1, h(β i ) = 1 unless β i (or β i ) equals α . In that case we replace −1 (resp. 1) by d − 1 (resp. 1 − d ). A key fact is the following easy combinatorial
Lemma. h ∈ h if and only if
d = d .
Proof. It is enough to show that
Now recall that p − 1 must be even and by assumption h(
. Summing these expressions, we obtain
Recalling that d = s π + s π , the required assertion follows. The case n odd is similar except that d moves from the right-hand side of (1) to the right-hand side of (2), changing sign in the process. 2
3.4.
We take h of our adapted pair to be given by setting d = d in 2.6. We recall that we must have h ∈ h E which equals h := h ∩ p in the present case.
3.5.
Set S = B π ∪ −B π . If n is even, α ∈ B π ⊂ S and we set S = S {α }, V = g α . If n is odd −α ∈ −B π ⊂ S and we set S = S {−α } and V = g −α . (Here g α denotes the root subspace corresponding to the root α.)
Proof. By 2.2, the elements of S form a basis for h * . In particular p ∈ C S. As in the proof of 3.3, we obtain α + j (α) ∈ CS, as long as α = j (α). Again, if p ∈ CS, then, as in the proof of 3.3, we obtain α + i(α) ∈ CS, as long as α = i(α). Then if p ∈ CS, we may deduce that γ ∈ CS, for all γ in the i, j orbit generated by α p . However, since p, q are coprime, this orbit becomes π itself and so we obtain the contradiction Cπ = CS.
We conclude that p / ∈ CS. Yet, by 2.5, the elements of S, and hence of S, are linearly independent. Hence CS + C p = C S = Cπ . Recall that h E = ⊥ p and so if h ∈ h E vanishes on CS, it must be 0. Since |S| = dim h * E , the required assertion results. Proof. By a result of Tauvel and Yu [14, 3.9 , Remarque], this holds if y ∈ s is in "general position". It is clear from the proof (see also [11, 6.7] ), that we do not need α ∈ Supp y since the corresponding Heisenberg subalgebra is just Cx α and, in particular, does not meet o. On the other hand, if follows from 3.5 that the elements of s with support S, form a single H orbit. Thus we can assume y in general position without loss of generality, and the assertion follows. 2
3.7.
We can now prove the main result of this section.
Proposition. One has the direct sum
In particular, y is regular.
Proof. Let p = denote the sum of the non-zero root subspaces of p. One has p E = p = ⊕ h E . Set
for any set T of non-zero roots.
Then from 3.5 we obtain
and
Thus it remains to prove that
Hence, by the above,
Consequently,
which gives the required assertion. 
Theorem. Restriction of functions gives an isomorphism of Y (p
− E ) onto R[y + V ].
3.9.
Since N is irreducible, it follows from [10, 8.2, 8.7] that y + V is a slice to the regular orbits in p E .
3.10.
Suppose now that we are given a second pair (h , y ) ∈ h E × (p E ) reg satisfying (ad h )y = −y . Since N is irreducible, it follows from [10, 8.10 ] that (h , y ) can be conjugated into (h, y) through the diagonal action of P − E . Moreover, by [10, 8.11] we may further assert that h can be conjugated into h by just the action of W π . In particular, the eigenvalues of ad h on g are necessarily integral (since they are integral for ad h) and moreover, the eigenvalue of ad h on p E /(ad p − E )y is necessarily equal to d − 1. This is a situation for which the question raised in [10, 8.13 ] has a positive answer. <0 denote the sum of the ad h eigenvectors of p E of strictly negative eigenvalue. Then, since N is irreducible, we obtain from [10, 8.12, 8.14] that
Finally, let (p E )
In particular, every element of N can be conjugated under P − E into the nilpotent cone N g of g.
3.12.
In view of 3.2( * ), the conclusion of 3.8 should come as no surprise. Indeed, a monomial in the leading term of z given in 3.2( * ) has the form
with exponents that the reader may easily compute. In particular one checks that the exponent corresponding to α equals 1. Suppose, for example, that n is even, then this suggests that the monomial
E is dual to y in an appropriate sense, more exactly in the precise sense used in the proof of [12, Theorem 3.11] .) However, this is just the conclusion of 3.8. (We refer the reader to [12, 3.6] for more details on this point.) Briefly, we guessed the form to give to y by examining an expected leading term of the generator of Y (p − E ). This is not so easy in case of Y (p − E ) has several generators even though their possible leading terms are known. Essentially one needs to find subsets S, T of the roots of p π , so that the generators admit monomials in the x α : α ∈ S ∪ T , with those in T occurring with multiplicity one. This involves some delicate compromises!
The Bezout equation

4.1.
Fix positive integers p, q coprime and set p + q = n. The Bezout equation has a trivial solution if p or q equals 1 and so we assume that p, q > 1. Then the classical Bezout theorem, which anticipated combinatorial group theory, asserts that there exist integers r, s such that rp − sq = −1.
Assuming 1 r < q, 1 s < p assures their uniqueness.
There are no known "closed formulae" for r, s. Here we present an algorithm (seemingly not too efficient) but which obtains naturally from the present invariant theory.
4.2.
As before we view p, q as defining a maximal subset π of π of type A n−1 , precisely π = π {α p }. As before, set α = α s , where s = {p + q/ 2 , p/ 2 , q+p 2 } depending on which member of the triple {q, p, q + p} is even.
We now describe how to assign an integer to each α ∈ π . Recall 2.3, and in particular, that π is a single i, j orbit and that i, j are involutions. Recall that α is a fixed point of i or j (depending on whether n is odd or even). Also i, j is a Coxeter group, and let (·) denote its usual length function. Thus we have a unique sequence α s = k s α , where k s ∈ i, j is the unique element of length s starting on the right from the generator which stabilizes α , so α 1 = α . Now we define inductively an integer h(α s ): s ∈ {1, 2, . . . , n − 1} and hence an element h ∈ h * .
Set ε s = −1 (resp. 1) if jα s = α s+1 (resp. iα s = α s+1 ).
Let d be a positive integer and set h(α )
If α s , α s+1 : s 1 are not neighbours (to themselves) nor neighbours to α in the Dynkin diagram, set h(α s+1 ) + h(α s ) = 0. If they are neighbours (to themselves), set h(α s+1 ) + h(α s ) = ε s . If they are neighbours to α , set h(α s+1 )
It is immediate that this (strange?) procedure has been concocted to ensure that h so defined coincides with that of 3. Observe that there is a unique integer r such that α r , α r+1 are neighbours to α . A key fact is the following
Lemma. r is even.
Proof. Suppose that n is odd. Then α ∈ π and is an i fixed point, whilst π has no j fixed points. Then α r , α r+1 being neighbours of α , forces i(α r ) = α r+1 . Consequently, α r = (j i) t α , for some positive integer t and then r = 2t. The case when n is even is similar. 
4.4.
We may also observe that the algorithm for h 0 (α s ) simplifies. Indeed, since r is even and the ε s alternate in sign, we conclude that
4.5.
We may obtain a good estimate of h(α) for α ∈ Δ through 2.7. First we remark that explicit computation using 3.2 shows that
In particular, d is large compared to n. By our choice made in 3.3 and 2.7, we obtain the following description of the "spectrum" of h.
Proposition. Let h be from our adapted pair. Then for all α ∈ Δ, either |h(α)| < n − 1 or ±h(α) < 0 and |h(α) ± d| < n − 1.
Remark. In particular, the values of the h(α) are bunched into three regions. We shall say that h(α) is small in the first case and large and positive (resp. negative), in the second two cases (as appropriate).
4.6.
We remark that the above result has a combinatorial consequence that we were unable to prove directly. Namely, consider the subsequence of simple roots {α s } r s=1 ordered via the Dynkin diagram. Then successive neighbours α s , α t satisfy s −t is an odd integer. (This immediately fails if r is replaced by r + 1.) The assertion obtains from the largeness of d and 4.5 because we must have appropriate cancellations. We may also express 4.5 in the form Corollary.
From 4.3 and 4.4 we may compute
. This algorithm is linear having n steps for all n. Of course, the resulting h is not π dominant. We may make it so through the action of W π . This may be viewed as permuting the elements of Δ and involves at most p!q! steps, hence as an algorithm, it is exponential (possibly it could be made more efficient). Proof. For all s, set
Let
The ad h invariant pairing defined by the Killing form implies that dim p
Then, since (ad h)y = −y, we conclude from 3.6 that
Since in the Levi factor r we have (in a similar notation) that dim r t = dim r −t , the above result also holds with p + replaced by its nilradical m + which is just the upper right block B. Let m S (m ±L ) denote the sum of the small (resp. large and positive, negative) ad h eigensubspaces of m + . Then the above assertion is just dim m 
Index of notation
Symbols used frequently are given below in the section where they are defined.
Appendix A
A.1. Let Δ be a root system of type A n . One can ask if Corollary 2.7 still holds when B π ∪ B π is replaced by any subset R = {β 1 , β 2 , . . . , β n } of linearly independent roots. Personally, I had never come across such a result and it turned out that neither had Kostant. However, he quickly came up with a construction which led to the following proof.
A.2. Define Δ, R as above. Let Γ ⊂ Δ be the set of all those roots which can be expressed as sums from R with coefficients in {0, 1, −1}. Then the required generalization of Corollary 2.7 can be formulated as the
Proof. Let π n = {α 1 , α 2 , . . . , α n } ⊂ Δ be defined as follows. Set α 1 = β 1 and assume π k = {α 1 , α 2 , . . . , α k } has been constructed. Let α k+1 be given by subtracting from β k roots from π k until no more subtractions are possible. Then π k is the simple root system for Z{β 1 , β 2 , . . . , β k } ∩ Δ with the inverse lexicographic ordering defined by <. Since Δ is of type A n , it is generated over Z by π n . Let {π k,s } be the indecomposable components of π k , chosen so that α k ∈ π k,1 . Then β k ∈ π k, 1 .
Let π k, , π k,r be the components of π k (possibly empty) obtained by removing α k+1 from π k+1, 1 .
Suppose γ ∈ (Nπ k+1 Nπ k ) ∩ Δ. Then γ ∈ π k+1,1 . Since the latter is of type A, it follows that γ − β k+1 is a sum of two roots (not necessarily non-zero nor positive), one from Zπ k, and one from Zπ k,r . Since roots one from each of the sets {β k+1 }, R ∩ Zπ k, , R ∩ Zπ k,r are of mutually disjoint support, the assertion results by induction on k. 2 A.3. As pointed out to me by A.G. Elashvili, the Dergachev-Kirillov [5] procedure to compute index q π 1 ,π 2 for a biparabolic subalgebra q π 1 ,π 2 in sl(n) though similar in spirit to ours [7, 11] (which works for arbitrary g semisimple or even affine), is rather different in detail. The fact that these procedures give the same result is therefore a little surprising and below we examine this point.
A. 4 . Assume π of type A n−1 . As in Bourbaki [1] , we embed π = {α 1 , α 2 , . . . , α k−1 } in a Euclidean space E with canonical basis {ε i } n i=1 setting α i = ε i − ε i+1 . Any subset π j ⊂ π defines an (unordered) partition {n 1 , n 2 , . . . , n k } of n and we let w π j (or simply w j ) denote the corresponding longest element in S n 1 × S n 2 × · · · × S n k which, in turn, is just the group W π j of the Levi factor defined by π j whose action is extended to E. Now consider the set F π 1 ,π 2 of w 1 w 2 orbits in N := {1, 2, . . . , n}. According to [5] , one has
Suppose q π 1 ,π 2 = p π , with π chosen as in 2.4. Then F π 1 ,π 2 is a single w 1 , w 2 orbit with altogether two w 1 or w 2 fixed points. The shortest word joining these two fixed points is naturally equivalent to the chain described in 2.6 with successive letters being elements of the chain.
A.5.
Recall that i j = −w j | π j : j = 1, 2 is an involution on π j . There is a natural way [11, Section 4] to extend i j to an involution of a slightly larger set π than π , and we let E π 1 ,π 2 denote the set of i 1 i 2 orbits in π so obtained. In general |E π 1 ,π 2 | is larger than index q π 1 ,π 2 and indeed, determines the number of generators of Sy(q π 1 ,π 2 ), rather than the number of generators in (Fract S(q π 1 ,π 2 ) ) q π 1 ,π 2 . The latter is less sensitive to the manner in which i 1 , i 2 are extended and here we simply extend i j to π π j by the identity. Let E k be the set of i 1 , i 2 orbits meeting π (π 1 ∩ π 2 ) in k points. Then E k = ∅, unless k 2. By a slight abuse of notation, let E 1 0 (resp. E 2 0 ) be the set of i 1 i 2 orbits lying in π 1 ∩ π 2 which are also (resp. are not) i 1 , i 2 orbits. Notice that if Γ ∈ E 2 0 , then i 1 Γ ∈ E 2 0 and Γ i 1 Γ is an i 1 , i 2 orbit. By [11, 5.9, 7 .16] one has index q π 1 ,π 2 
Notice that in these conventions
A.6. Let G be a finite group generated by two involutions j 1 , j 2 acting on some set S. Let Γ be a G orbit in S. By a slight abuse of conventions, we say that γ is a fixed point of Γ if either j 1 γ = γ or j 2 γ = γ . If both hold, we count this fixed point twice. Then (see [7, 8.2] , for example) either Γ is a union of two distinct j 1 , j 2 orbits with no fixed points or is a single j 1 j 2 orbit and has exactly two fixed points. A.8. We shall relate our two formulae for index q π 1 ,π 2 to the Tauvel and Yu [11, 6.8] expression. In the first case this relation was asserted by Tauvel and Yu [14] , but without details. In the second case, this relation was given in [11, 8.4] . Nevertheless, we shall repeat the details for comparison.
A.7. Set
A.9. For any set S and any finite Coxeter group G with standard length function (·), we say that s ∈ S is anti-invariant if gs = (−1) (g) s, ∀g ∈ G. Let S G (resp. S ∧G ) denote the set of invariant (resp. anti-invariant) elements of S.
A. 10 . One may easily check that S j := E ∧ w j = (Cπ j ) i j : j = 1, 2 and moreover (see [11, 6.6] ) that S j is just the space spanned by the Kostant cascade corresponding to π j . Consequently (see [11, 6. On the other hand,
Consequently (see [11, 6.6 
A.11. The counting of fixed points described in A.6. and the above, gives
Hence, by A.5( * ), since |N | = |π| + 1, we obtain index q π 1 ,π 2 = |π| − dim S 1 − dim S 2 + 2 dim(S 1 ∩ S 2 ),
which is the Tauvel-Yu assertion (for sl(n)).
A.12. Similarly, A.5( * ) also leads to ( * ). However, this is more subtle. First one has
Secondly, the fixed points of E 1 0 , half of those from E 1 and none of those from E 2 , come from π 
