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Abstract—A new reflectometry method called multicarrier re­
flectometry (MCR) for fault location in cables is proposed. MCR 
combines a weighted set of sinusoidal excitations into a signal that 
is sent down the wire. The reflected signal from the cable under 
test is analyzed in order to determine the length of the wire or pos­
sible location of a fault. In the frequency domain, the phase re­
sponse of the reflected signal contains the desired information. This 
method provides a system with greater flexibility than conventional 
frequency domain reflectometry, better noise immunity than time 
domain reflectometry, and the ability to employ frequency agility 
to avoid certain interference bands. This method introduces an ap­
proach to the generation of test signals that allows more control 
over the bandwidth of the test signal. All the data analysis can be 
done in the digital domain after the reflected wave is sampled, thus 
enabling the use of more meticulous digital signal processing tech­
niques. The major advantage of this method is the potential use in 
live cables carrying other signals such as power or data. The band­
width over which the test signals are transmitted can be chosen 
specifically to avoid the bandwidth of the live wire signal.
Index Terms—Fault location, reflectometry, wiring.
I. In t r o d u c t io n
T  N AN aging aircraft, the condition of the wires and cables 
M should be thoroughly and regularly inspected to avoid any 
problems. However, this is difficult and often impossible today. 
A short circuit, broken wire, or a fray can lead to an in-flight 
fire or other disastrous situation [1], Automated electronic tech­
niques such as the one that will be described in this paper are 
very much desired for this application. In particular, methods to 
locate small faults before they create system level problems are 
desired. These faults leave impedance discontinuities that are 
too small to detect with any of today’s reflectometry methods. 
Methods that can locate the fault when its impedance disconti­
nuity is larger, such as when water drips on a crack in the wire 
or when the wire vibrates against a metal structure have more 
promise of locating these anomalies. This requires being able 
to test the wires continuously while they are live and in flight, 
which requires a new class of reflectometry methods.
Several techniques and methods have been used successfully 
to locate faults on wiring. Some of these methods include time 
domain reflectometry (TDR) [2] phase detection frequency do­
main reflectometry (PD-FDR) [3], mixed-signal reflectometry
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(MSR) [4], and capacitance measurement [5], [18] for dead (not 
powered) wires. On the other hand, spread spectrum time do­
main reflectometry (SSTDR) and sequence time domain reflec­
tometry (STDR) have been shown to be feasible for use on live 
wires [6], [16].
The techniques mentioned above have been very successful 
for locating wiring faults. In PD-FDR [3], a set of stepped fre­
quency sine waves is sent down the cable. Then the reflected 
wave is separated from the incident wave using directional cou­
plers and mixed (multiplied) with the incident wave to produce a 
DC voltage (proportional to phase shift) that varies sinusoidally 
as the frequency is swept linearly. The DC function that is pro­
duced is sinusoidal, and the number of periods in the function 
is proportional to the length of the cable. MSR utilizes a similar 
concept but does not require directional couplers [4],
Multiple carrier reflectometry (MCR) is analytically similar 
to PD-FDR and MSR in the sense that it also uses multifre­
quency test signals. It is very different in practice, however. 
While PD-FDR and MSR utilize one frequency at a time, 
MCR combines all the frequencies in one periodic test signal. 
In other words, while PD-FDR and MSR follow a sequential 
testing mode, MCR effectively operates in a parallel testing 
mode. Thus, it can complete a measurement in a much shorter 
time, hopefully on a live wire while the fault is present. MCR 
also has some similarities to TDR. The step function that TDR 
transmits represents the limit where MCR uses an infinite band 
of simultaneous frequencies with phases aligned. Of course, 
such a system is not physically realizable.
The way MCR handles the signals leads to greater flexibility 
than PD-FDR and MSR systems, wider dynamic frequency 
agility, more control over the bandwidth of the test signal, 
deployment of sophisticated signal processing techniques, 
and implementation on digital hardware platforms such as 
digital signal processors (DSP), field programmable gate arrays 
(FPGA), and application-specific integrated circuits (ASIC). 
The most important feature of this method is its flexibility to 
test live wires. The bandwidth over which the test signal is 
transmitted can be chosen to avoid the bandwidth of the live 
wire signals (power or data). The reason that testing live wires 
is so important is that all reflectometry methods are limited by 
the magnitude of the reflection they can detect returning from a 
fault. Open and short circuits return all of the power (in and out 
of phase, respectively) and are, therefore, the easiest to detect. 
An impedance-matched load returns no power and is, therefore, 
impossible to detect. Small anomalies on the wire (insulation 
damage and even some conductor damage) produces reflections 
that are far too small to detect (generally less than 1%) [15], 
[19]. If, instead, the system can be used when the wire is live, an 
intermittent condition that caused a small-duration near-short 
or near-open condition could be detected.
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Fig. 1. Block diagram of system identification method from |7|.
This paper is organized as follows. Section II provides the 
basic theory behind MCR. Section III discusses the general 
setup of MCR. Section IV expounds on the modeling of the 
MCR signals and the optimization technique to analyze the 
observed data. Experimental setup of MCR is described and 
the corresponding results are presented in Section V. Live wire 
simulations are shown in Section VI. Section VII summarizes 
the paper and draws important conclusions.
Throughout this paper, the following notations are used. Low­
ercase bold letters are used for vectors. Uppercase bold letters 
are used to denote matrices. Scalar variables are denoted by non­
bold letters. The superscripts T  and H  denote transpose and 
Hermitian, respectively.
of yu and Uf; at the frequency samples which have nonzero ex­
citation, gives the frequency response of the plant at those fre­
quencies. Thus, the unknown plant is identified in the frequency 
domain. A conversion from the frequency domain to the time 
domain can subsequently be performed if the time domain re­
sponse of the plant is desired [7]. When the input and output 
are contaminated by additional signals (other than v,k and yk, 
respectively), the signals at the plant input and output may be 
averaged over a number of periods before performing DFT s. Av­
eraging suppresses the undesirable signals and results in a more 
accurate estimate of the plant response. Fig. I summarizes the 
above method in a schematic form. The DFTs are performed 
using fast Fourier transforms (FFT). The final result of the mea­
surement is an estimate of the plant frequency response at the 
points of excitations. This is denoted by
Pi 0j 2 i Y i / N (2 )
A. Time Delay and Cable Mode!
A simple delay model with transfer function P ( z ) =  z ~ T can 
be used to simulate the cable and replace the system in Fig. I. By 
efficiently calculating the time delay produced by the system, 
i.e., a cable, we can estimate the length (distance or length = 
time delay x velocity of propagation) [8]. The time delay r  is 
computed by estimating the group delay exhibited by the system 
at the frequencies present in the output signal. Group delay is 
a measure of the average delay of the system as a function of 
frequency. It is defined as the negative of the first derivative of 
the system phase response.
Therefore, the group delay (seconds) is defined as
II. B a s ic  T h e o r y  o i-' MCR
MCR is based on a system identification technique [7]. In 
[7], an excitation signal which is the summation of a number of 
harmonically related sine waves is used to identify an unknown 
plant. In particular, the excitation signal Uk (in the discrete-time 
domain) is chosen as
where the phases Oi of the sine waves comprising the test signal 
are chosen with the goal of minimizing the peak to root mean 
power of Uk, Ci are the magnitudes of the sine waves, and N  is 
the number of samples in the signal, and k denotes the sample 
index.
There are two characteristics of that shouldbe noted: I) 
is periodic and has the period N .  2) The coefficients q  can 
differ. In particular, they can be zero for a band that contains 
an existing signal on the wire that we wish to avoid. When Uk 
is applied to a plant P{z),  as shown in Fig. I, the associated 
output yk is also periodic and has the same period N .  If the plant 
is free of noise and any signals other than v,k, the sample-wise 
division of the discrete Fourier transforms (DFT) of one period
where </> is the phase response of the system in radians, and ui is 
the angular frequency in radians per second. We also define the 
normalized time delay
where T s is the sampling period (seconds).
ITT. MCR Se t u p
A typical MCR setup is shown in Fig. 2. The idea is to use an 
FPGA board that contains a digital to analog converter (D/A) 
and an analog to digital converter (A/D) channels in order to 
transmit and receive the test signals, respectively. This board 
can be interfaced with a PC in order to download and analyze the 
data acquired by the FPGA. The setup shown in Fig. 2 creates 
an undesirable and unavoidable branching or network of cables 
at the T-junction.
A BNC T-junction connector must be used as shown in Fig. 2 
in order to make the necessary connections. Fig. 3 shows the 
network created by such connections in detail for a 50-52 cable. 
One end of the connector is attached to the D/A of the board. The 
other end is connected to the A/D of the board, and the third end
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Fig. 2. MCR setup.
R 8{v) = 0-juj(2r) - j w ( 4 r )
From (6), the transfer function of the system setup in Fig. 3 
is obtained as
(uj) =  =  ao +  a i e - M 2r) + a 2e-j"(*r)'
(w) (7)
Through the procedure and test signal that were introduced in 
Section II, one can obtain the values of P ( u )  at the excitation 
frequencies. The parameters a 0 , a i , a 2 , and r  are subsequently 
optimized to match the measured response P ( w ) . An estimate of 
these parameters can be obtained when there are at least four ex­
citation frequencies. The presence of more excitation frequen­
cies allows a more accurate estimate of the parameters as ex­
plained below.
Taking into account the measurement noise n, define the 
column vector of the sampled transfer function
p =  p +  n (8)
where p =  [P{ui) P(oj2) • • • P(ujm)]T is the vector of the 
values P(ui) at the excited frequencies (called u i , 002 • • •, wm) 
and n  is the vector of the measurement noise samples. Defining 
the normalized frequencies fti =  u>iTs and recalling (4), from
(7), we obtain
Fig. 3. MCR test setup and resultant creation of a network.
is connected to the cable under test. As shown in Fig. 3, there 
are no reflections at junctions J 1 and J4, which act as the input 
and output ports of this test system since the load impedances 
at these junctions are matched to 50 Cl. Hence, the only reflec­
tions that occur are due to the cables. Also, the characteristic im­
pedances of the cables determine the reflection coefficient and 
transmission coefficient values shown in Fig. 3. These values 
scale the amplitudes of the transmitted and reflected signals at 
junctions J2 and J3, respectively. The reflections show up with 
the time delay exhibited by the cables. Because time is equal to 
distance divided by the velocity of propagation, the length of the 
cable and the time delay exhibited by the cable are directly pro­
portional. A detailed analysis of this network is presented in [8].
IV. M o d e l in g  a n d  O p t im iz a t io n  T e c h n iq u e  
The signal received by the A/D in Fig. 3 can be described as
where r s (t) is the received signal, x(t)  is the transmitted signal, 
a Q,ai ,  and ol^  are the coefficients that denote changes in the 
amplitude due to the transmission coefficient T  and reflection 
coefficient r  as shown in Fig. 3, and r  is the time delay pro­
portional to the length of the cable L  divided by the velocity of 
propagation.
Taking the Fourier transform of both the sides of (5), we 
obtain
P =
 ^ e- j 2Q1rD j4Qi T£>
 ^ e-j '2Q2rD e-j4Q2rD
(9)
In the least-squares optimization, the goal is to minimize the 
sum of squares of the elements of the error vector e =  p — p
[9]. Mathematically, this is formed by defining cost function
(10)
(where e H is the Hermitian of e) and finding the parameters a Q, 
a i ,  0L2 and T& that minimize -0 .
The cost function ^  is quadratic with the parameters a 0 , a \ ,  
a 2 , and, thus, for a given T£>, it has a single minimum that can 
be obtained as explained below. However, in terms of td ,  the 
form -0 is nontrivial and would exhibit a multimodal form. We
choose T£> from a dense grid of values within the expected range 
and minimize ip with respect to a Q, ol\, and a 2- The smallest 
value of -0 among these minimized values is the desired least 
squares solution, and the corresponding Tp is the desired time 







and a  =
g — j 2Q,M'T~E> g — j^MTD
Using the above and substituting (9) in (10), we obtain
(6 ) 1p = p Hp -  2a"  X "  p  +  a "  X "  X a. (ID
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Assuming that td and, hence, X is fixed, setting the gradient of 
^  with respect to a  to zero leads to the optimized solution
a opt =  [XHX ]_1 [XHp], (12)
After substituting this in (11), the minimum of 'ip is found as
V'min =  PHP ~  a HX Hp. (13)
Fig. 4. Experimental setup for the implementation of the MCR.
V. E x p e r im e n t a l  S e t u p  a n d  R e s u l t s
A. Experimental Setup
The implementation of the MCR requires five specific tasks:
1) generation of the desired signal in hardware;
2) transmission of this signal onto the cable under test;
3) sampling of the reflected signal;
4) carrying out the frequency domain analysis and, thus, esti­
mating the time delay r;
5) computing the length of the cable (distance to the fault) 
based on the estimated t .
These tasks can be accomplished by exploring different com­
binations of hardware/software configurations. This section de­
scribes the particular configuration that was most fruitful in our 
experimental setup [8].
For the purposes of the research presented in this paper, it 
was desired to implement the fault location hardware in a digital 
signal processing (DSP) oriented FPGA device. Xilinx’s DSP 
development board, Xtreme DSP Kit, was chosen. This devel­
opment board includes two A/Ds with a 65 mega samples per 
second (MSPS) data rate and two D/As with 160 MSPS data rate
[10]. The A/Ds and D/As are connected to the Xilinx Virtex-II 
FPGA device through a motherboard to form an efficient DSP 
board. The programming of the board is automated through a 
system-level design software called System Generator. With the 
aid of very high level design software such as System Generator 
and easy-to-use, well-integrated design flow, this board makes 
an excellent choice for fast and efficient transition from algo­
rithm concept to hardware verification and allows a suitable de­
bugging opportunity when a certain system model fails.
Due to an inherent conflict between the clock of the A/D or 
D/A and system model clock, the data transferred to the system 
model by the board (and vice a versa) became highly noisy 
and deformed (through both D/A and A/D). Therefore, a dig­
ital oscilloscope (Agilent 54 833A) with a sampling rate of 1 
Giga samples per second was substituted for the data acquisi­
tion. A wideband coupler was used for the synchronization. This 
scheme is presented in Fig. 4.
The algorithm was partially implemented on the FPGA board. 
Partial implementation included the generation of the test data 
and conversion of these data into a continuous test signal. Fig. 5 
shows an example of this test signal in the case where Oi =  0 
and Ci is constant for all frequency components in (1). This is not 
an optimal test signal; however, its use is instructive for better 
visualization of the time delays (e.g., Fig. 7).
The sum of sinusoidal samples was generated and stored in a 
look up table in the FPGA. The content of this table, addressed
T e st Signal
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Fig. 5. Test signal: one period of the sum of sinusoids with 6 =  0 in (1).
by using an TV-bit counter, was repeatedly sent to the cable under 
test through a D/A. The fundamental frequency of the generated 
periodic wave is
where f s =  1 /T S is the rate of samples at the D/A output. 2N =  
256 was chosen, and a summation of 2N/4  =  64 sinusoids was 
created, leaving a sufficient guard band for analog filtering and 
interpolation. This made f Q =  156.25 kHz. The amplitude of 
the sine waves was varied from —0.6to+0.6V . This amplitude 
range was chosen to provide a full two level transition for fixed- 
point arithmetic (e.g., rounding, truncation and saturation) used 
by the FPGA.
The major disadvantage of the type of test signal shown in 
Fig. 5 is that it contains impulsive samples at the beginning 
and end of the fundamental period. A periodic test signal 
for parameter estimation (e.g., finding frequency response or 
transfer function of a system) should have a low or minimum 
peak factor [7]. The peak factor of a signal is defined as the 
ratio of the difference of the maximum and the minimum value 
of the signal to its root-mean-square value [7]. The purpose of 
minimizing the peak factor is simply to maximize the signal 
power within the allowable amplitude range [11]. In other 
words, a minimum peak factor would distribute the energy of a 
wide-band signal over time [11]. For a given power spectrum, 
the peak factor of a periodic signal is also a function of the 
phase angles of the harmonics [12]. A minimum peak factor 
requires careful construction of the phase angles. For a signal
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Fig. 6 . Test signal: One period of the sum of sinusoids with randomized phase, 
i.e., no visible peak.
Fig. 7. Transmitted and received signals: 245-ft RG-58 coax with an open end.
with zero phase angle, such as the one shown in Fig. 5, the 
peak factor is generally large [12]. To minimize this peak factor 
further and to prevent impulsive transition, the sinusoids were 
summed up with randomized phase (using the “rand” function 
in Matlab). Hundreds of these different types of test signals 
were evaluated empirically to choose the test signal with the 
smallest peak factor, shown in Fig. 6 ; [11] and [12] contain 
additional information on other ways of reducing the peak 
factor. This signal has the appearance of pure noise, which 
has also been shown to be an effective test signal for fault 
location [13].
As shown in Fig. 4, the transmitted signal was stored in the 
digital oscilloscope. Then, a wideband — 20-dB down coupler 
(not shown), was used to separate the received signal (on 
Channel 1) from the transmitted signal (on Channel 2). Then, 
Channel 2 was used to trigger Channel 1 in order to synchronize 
the transmitted signal and the received signal.
The major advantage of an implementation that uses digital 
logic is that it can offer faster switching among different 
output frequencies, fine frequency resolution, and operation 
over a broad spectrum of frequencies. Storing values in a 
look-up table is also FPGA area-efficient and draws little 
power. This gives us the ability to accurately produce and 
control waveforms of various frequencies. A sum of sinusoids 
with randomized phase was chosen as the test signal, because 
it has no single peak value and can, therefore, be effectively 
“hidden” within the noise and/or existing signal on the cable. 
This way of generating a desired test signal is also convenient 
for fast hopping speed in tuning the output frequency. Since 
the values of the sinusoids are controlled by linearly increasing 
modulo-N counter output values, the frequency can hop with 
virtually no overshoot or undershoot or analog-related loop 
settling-time anomalies often encountered in components such 
as the voltage controlled oscillator (VCO). Moreover, the 
digital architecture of this scheme eliminates the need for the 
manual tuning and tweaking related to component aging and 
temperature drift in analog frequency synthesizer solutions, 
such as a VCO.
B. Results
The test setup shown in Fig. 4 inadvertently created a 
branching or network of the cables as discussed earlier in 
Section III. All the cables used in the tests were RG58 coax 
with a characteristic impedance of roughly Zo  =  50 fl. It was 
concluded that the transmission coefficient (T) and reflection 
coefficient (T) values shown in Fig. 3 (calculated from Zo) 
scaled the reflected signals as shown in Fig. 7. Therefore, the 
received signal can be described as the addition of the scaled 
transmitted signal and the delayed versions of the transmitted 
signal (i.e., multiple reflections) as mentioned in Section IV. 
Fig. 7 shows the time domain versions of both the transmitted 
signal and the received signal as observed in this test for 245-ft 
long RG-58 cable with an open end. The test signal is a periodic 
pulse with positive and negative parts (i.e., a two level signal). 
As a result, the reflections also contain the dipole or two-level 
transitions as seen in Fig. 7.
When the test signal is constructed by randomizing phases of 
each of the sinusoids as mentioned earlier, the two-level tran­
sition is no longer present in the time-domain (see Fig. 6). The 
reflections caused by the cable are still present in the received 
signal and can be obtained in the frequency domain by the op­
timization technique as discussed in Section IV. A number of 
minima points are observed as seen in Fig. 8 . It should be noted 
that these multiple minima are inherent in the optimization pro­
cessing. Equation (7) has two terms, each of which can con­
tribute to individual minima. The first minima in Fig. 8 oc­
curs when r  is half of its optimal value. The global minima 
(the second in Fig. 8) will occur when r  is optimal, so that 
both terms in (7) match the channel model. The global min­
imum determines the delay r  and the line length. If the cable is 
branched, multiple sets of both the local and global minima will 
be observed. Methods to identify the branched cable topology 
should use both minima when determining where a reflection 
occurs. [17]
To obtain a better estimate of the global minimum, the op­
timization was rerun near the estimated minimum. This time, 
the optimization was concentrated on a few points around the
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Fig. 8 . Results of the optimization for 129.6833-ft RG-58 cable: Circle shows 
the location of the global minimum at 80.8 (see Fig. 9).
Fig. 9. Results of further optimization on various minima: Global minimum is 
found at 81.
global minimum, and the values of td  were changed in incre­
ments of 0.1. This resulted in a better global minimum as shown 
in Fig. 9. This method saves the complexity of the calculations 
and efficiently finds a global minimum when multiple minima 
are present. The results shown in Fig. 8 and 9 correspond to a 
129-ft RG-58 coax cable. According to (8), the discrete-time 
delay exhibited by this cable would be 79 (twice as much), with 
the sampling frequency f s =  200 MHz, and the velocity of 
propagation Vp =  2 x 108 m/s. It should be noted that the 
accuracy of the measurements of this and any other reflectom­
etry system will be limited by how well one knows the velocity 
of propagation of the cable, and how consistent the velocity of 
propagation is over the length of the cable. Typically this error 
is 3%-5%.
The global minimum found by the optimization was 81. This 
small discrepancy (expected 79) can be due to the delay in­
troduced by the coupler, the improper synchronization of the 
test signal and the received signal while acquiring the data on 
the digital oscilloscope and/or the measurement (of the cable 
length), or error in the velocity of propagation.
Fig. 10. Subplot 1: Time domain versions of live and test signal. Subplot2: FFT 
of live and test signal. Subplot 3: FFT of the received signal.
In order to locate intermittent faults that may be on the order 
of a few milliseonds, the system should first compare the raw 
data from successive periods of the test signal. When a change is 
detected, the optimization is applied to determine the distance to 
fault. In practical applications envisioned today, the fault detec­
tion and data acquisition is needed in real time, but the optimiza­
tion used for calculation of distance to fault from this data can 
be done off-line when the fault is ready to be repaired. The op­
timization takes only a couple of seconds on a PC and is, there­
fore, highly suitable for directing maintenance actions.
VI. L iv e  W ir e  F a u l t  D e t e c t io n
It is possible to use MCR for locating faults on live wires with 
a signal containing power (low frequency) or digital data (high 
frequency). If we assume that the live signal that already exists 
on the cable is band-limited, then we can avoid using this band­
width while creating our test signal. The out-of-band noise ex­
hibited by these live signals can be minimized using averaging 
as mentioned in Section II. Preliminary simulations done in this 
area show promising results. To simulate these conditions, white 
noise was passed through a band-pass filter to obtain a partic­
ular band-limitation between 950 kHz to 1 MHz. Then, the test 
signal, shown in Fig. 10, was carefully constructed to use fre­
quencies below and above this bandwidth with amplitude well 
below the live signal (—15 dB down). It is clear that we have 
reduced the number of frequencies for the computations in the 
optimization algorithm. However, these frequencies are still suf­
ficient to approximate the delay and, hence, location to fault 
accurately.
Fig. 10 shows the FFT plots of test signal, the band-limited 
signal as the live signal, and the reflected signal that was ob­
tained by delaying and scaling the test signal to include two re­
flections and then adding the live signal to it. It is evident that 
by avoiding the bandwidth of the live signal, we can still ap­
proximate the time delay accurately as seen from Fig. 11. These 
results were obtained by using (12) and (13) as described in Sec­
tion IV. In Fig. 11, k =  2t£>.
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A>)vs- td
discrete Tq [ continuous T/ sampling time TJ-twice as much
Fig. 11. Results of optimization on livewire signals.
VII. C o n c l u s io n
A new reflectometry method called MCR is proposed. In this 
method, a test signal is constructed by summing up sinusoids of 
the desired frequencies. This test signal is sent onto the cable 
and then the received signal is examined to retrieve information 
regarding the reflections from the cable. A frequency domain 
analysis is used in order to approximate the time delay exhib­
ited by the cable reflections and, thus, the length of the cable 
the distance to the fault. The proposed MCR was tested in an 
experimental setup and shown to work effectively. Application 
of MCR to testing of live wires was also addressed, and its fea­
sibility was demonstrated through simulations.
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