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Abstract—We propose a strategy for experiment selection - in
the context of reinforcement learning - based on the idea that
the most interesting experiments to carry out at some stage are
those that are the most liable to falsify the current hypothesis
about the optimal control policy. We cast this idea in a context
where a policy learning algorithm and a model identification
method are given a priori. Experiments are selected if, using the
learnt environment model, they are predicted to yield a revision
of the learnt control policy. Algorithms and simulation results are
provided for a deterministic system with discrete action space.
They show that the proposed approach is promising.
I. INTRODUCTION
Many relevant decision problems in the field of engineering
[19], finance [12], medicine ([15], [16]) or artificial intelli-
gence [20] can be formalized as optimal control problems,
which are problems where one seeks to compute a control
policy so as to maximize a numerical performance criterion.
Often, for solving these problems, one has to deal with
an incomplete knowledge of the two key elements of the
optimal control problem, which are the system dynamics and
the reward function. A vast literature has already proposed
ways for computing approximate optimal solutions to these
problems when the only information available on these ele-
ments is in the form of a set of system transitions, where
every system transition is made of a state, the action taken
while being in this state, and the values of the reward function
and system dynamics observed in this state-action point. In
particular, researchers in the field of reinforcement learning
(RL) - where the goal was initially to design intelligent agents
able to interact with an environment so as to maximize a
numerical reward signal - have developed efficient algorithms
to address this particular problem, commonly known as batch
mode reinforcement learning (BMRL) algorithms.
In this paper, we consider the problem of choosing addi-
tional data gathering experiments on the real system in order to
complete an already available sample of system trajectories, so
as to improve the policy learned by a given BMRL algorithm
as much as possible, i.e. by using a minimum number of
additional data gathering experiments. Our strategy is based
on using a predictive model (PM) of the system performance
inferred from the already collected datasets. The PM allows
us to predict the outcome of new putative experiments with
the real system in terms of putative trajectories, and hence to
predict the effect of including these putative trajectories into
the sample used by the BMRL algorithm in terms of their
impact on the policy inferred by this algorithm. In order to
choose the next experiment, we suggest that a good strategy
is to select an experiment which (putatively) would lead to a
revision of the policy learned from the augmented dataset.
In essence, this strategy consists in always trying to find
experiments which are likely to falsify the current hypothesis
about the optimal control policy.
This approach relies on two intuitions backed by many
works/numerical experiments in the field of optimal control.
The first intuition is that if when adding a new system
transition to the set of existing ones, the BMRL algorithm run
on this new set outputs a policy that falsifies the previously
computed policy, then this new system transition may be
particularly informative. The second intuition is related to
the fact that for many problems, one may easily use the
already collected information on the dynamics and reward
function to build a PM of the system. Based on these two
observations, our approach (i) iteratively screens a set of
potential sampling locations, i.e. a set of state-action points
candidate for sampling, (ii) computes for each one of these
points a predicted system transition, and (iii) analyzes the
influence that each such predicted transition would have on the
policy computed by the BMRL algorithm when combined with
the “true” system transitions previously collected. The output
of this analysis is then used to (iv) select a sampling location
which is “predicted” to generate a new system transition that
falsifies the policy computed by the BMRL algorithm.
After detailing this approach and the context in which it
is proposed in sections II, III and IV, we report in section V
simulation results with the car-on-the-hill problem. Section VI
discusses related work and Section VII concludes.
II. PROBLEM STATEMENT
We consider a deterministic time-invariant system whose
discrete-time dynamics over T stages is described by
xt+1 = f(xt, ut) t = 0, 1, . . . , T − 1,
where for all t ∈ {0, . . . , T − 1}, the state xt is an element
of the normed state space (X , ‖.‖X ) and ut is an element of
a finite action space U =
{
a1, . . . , am
}
with m ∈ N0. T ∈
N0 denotes the finite optimization horizon. An instantaneous
reward
rt = ρ(xt, ut) ∈ R
is associated with the action ut ∈ U taken while being
in state xt ∈ X . We assume that the initial state of the
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system x0 ∈ X is known. For a given sequence of actions
u = (u0, . . . , uT−1) ∈ U
T , we denote by Ju(x0) the T−stage
return of the sequence of actions u when starting from x0,
defined as follows:
∀u ∈ UT , Ju(x0) =
T−1∑
t=0
ρ(xt, ut)
with xt+1 = f(xt, ut), ∀t ∈ {0, . . . , T − 1} . We denote by
J∗(x0) the maximal value of J
u(x0) over U
T :
J∗(x0) = max
u∈UT
Ju(x0) .
An optimal sequence of actions u∗ is a sequence for which
Ju
∗
(x0) = J
∗(x0) .
In the following, we call “system transition” a 4−tuple
(x, u, ρ(x, u), f(x, u)) ∈ X × U × R × X that gathers infor-
mation on the functions f and ρ in a point (x, u) of the state-
action space X×U . Batch mode RL algorithms ([17], [8], [19])
have been introduced to infer near optimal control policies
from the sole knowledge of a sample of system transitions
Fn =
{(
xl, ul, rl, yl
)}n
l=1
where rl = ρ(xl, ul) and yl = f(xl, ul). In the rest of
this paper, we denote by BMRL a generic batch mode RL
algorithm and by BMRL(Fn, x0) the policy it computes.
The problem we address is to find a sampling strategy which
allows to collect a set of system transitions Fn from which a
high quality sequence of actions u˜∗Fn ∈ U
T can be inferred
by BMRL, i.e. a sequence of actions u˜∗Fn ∈ U
T such that
J u˜
∗
Fn (x0) is as close as possible to J
∗(x0). The sampling
process is limited to Nmax ∈ N transitions, i.e. one can afford
to collect at most Nmax system transitions.
III. ITERATIVE SAMPLING STRATEGY TO COLLECT
INFORMATIVE SYSTEM TRANSITIONS
In this section we describe one way to implement the gen-
eral falsification strategy presented in Section I for addressing
the problem stated in Section II.
Assuming that we are given a batch-mode RL algorithm,
BMRL, a predictive model PM , and a sequence of numbers
Ln ∈ N0, we proceed iteratively, by carrying out the following
computations at any iteration n < Nmax:
• Using the sample Fn =
{(
xl, ul, rl, yl
)}n
l=1
of already
collected transitions, we first compute a sequence of
actions u˜∗Fn = BMRL(Fn, x0).
• Next, we draw a state-action point (x, u) ∈ X × U
according to a uniform probability distribution pX×U (·)
over the state-action space X × U .
• Using the sample Fn and the predictive model PM , we
then compute a “predicted” system transition by:
(x, u, rˆFn(x, u), yˆFn(x, u)) = PM(Fn, x, u) .
• Using (x, u, rˆFn(x, u), yˆFn(x, u)), we build the “pre-
dicted” augmented sample by:
Fˆn+1(x, u) = Fn ∪ {(x, u, rˆFn(x, u), yˆFn(x, u))} ,
and use it to predict the revised policy by:
uˆ
∗
Fˆn+1(x,u)
= BMRL(Fˆn+1(x, u), x0) .
– If uˆ∗
Fˆn+1(x,u)
6= u˜∗Fn , we consider (x, u) as in-
formative, because it is potentially falsifying our
current hypothesis about the optimal control pol-
icy. We hence use it to make an experiment on
the real-system so as to collect a new transition(
xn+1, un+1, rn+1, yn+1
)
with xn+1 = x, un+1 =
u, rn+1 = ρ(x, u) and yn+1 = f(x, u), and we
augment the sample with it:
Fn+1 = Fn ∪
{(
xn+1, un+1, rn+1, yn+1
)}
.
– If uˆ∗
Fˆn+1(x,u)
= u˜∗Fn , we draw another state-action
point (x′, u′) according to pX×U (·) and repeat the
process of prediction followed by policy revision.
– If Ln state-action points have been tried without
yielding a potential falsifier of the current policy,
we give up and merely draw a state-action point(
xn+1, un+1
)
“at random” according to pX×U (·),
and augment Fn with the transition(
xn+1, un+1, ρ(xn+1, un+1), f(xn+1, un+1)
)
.
Influence of the BMRL algorithm and the predictive
model PM . For this iterative sampling strategy to behave
well, the inference capabilities of the BMRL algorithm it
uses should obviously be as good as possible. Usually, BMRL
algorithms rely on the training of function approximators [4]
that either represent the system dynamics and the reward
function of the underlying control problem, a (state-action)
value function or a policy. Given the fact that here, at any
iteration of the algorithm, the only knowledge on the problem
is given in the form of a sample of system transitions,
we advocate using BMRL algorithms with non-parametric
function approximators such as, for example, nearest neighbor
or tree-based methods.
The best predictive model PM would be an algorithm that
would, given a state action pair (x, u), output a predicted
transition equal to (x, u, ρ(x, u), f(x, u)). Since predicting
with great accuracy ρ(x, u) and f(x, u) may be difficult,
one could also imagine an algorithm that computes a set of
predictions rather than a single “best guess”. Indeed, with
such a choice, it would be more likely that at least one of
these predicted transitions would also lead to a predicted
policy falsification if the exact one leads to a true policy
falsification. However, working with a large predicted set
may also increase the likelihood that a sampling location
would be predicted as a policy falsifier while it is actually
not the case. Notice also that if some prior knowledge on the
problem is available, it may be possible to exploit it to define
for a given sampling location, a set of transitions which is
“compatible” with the previous samples collected (see, e.g.,
[10] where a compatible set is defined when assuming that
41
the problem is Lipschitz continuous with known Lipschitz
constants). This could be used to increase the performance of
a prediction algorithm by avoiding incompatible predictions.
Influence of the Ln sequence of parameters. Ln sets the
maximal number of trials for searching a new experiment
when n transitions have already been collected. Its value
should be chosen large enough so as to ensure that, if there
exist transitions that indeed lead to a policy falsification, one
of those would be identified with high probability. It may
however happen that, at some iteration n, there doesn’t exist
any (predicted) transition that would lead to a (predicted)
policy falsification. In this case, our algorithm will conduct
Ln trials, which may be problematic from the computational
point of view if Ln is very large. Thus the choice of Ln is a
trade-off between the desirability to have at any iteration a high
probability to find a sample that leads to a policy falsification,
and the need to avoid excessive computations when such a
sampling location does not exist.
IV. BMRL/PM IMPLEMENTATION BASED ON
NEAREST-NEIGHBOUR APPROXIMATIONS
In this section, we present the batch-mode RL algorithm
BMRL and the predictive model PM to which our iterative
sampling strategy will be applied in the context of simulations
reported in Section V.
As BMRL algorithm, we have chosen a model learning–
type RL algorithm. It first approximates the functions f and
ρ from the available sample of system transitions, and then
solves “exactly” the optimal control problem defined by these
approximations. This algorithm is fully detailed in Section
IV-A. In Section IV-B, we present the PM used in our
experiments. It computes its predictions based on the same
approximations as those used by the BMRL algorithm.
A. Choice of the Inference Algorithm BMRL
Model learning–type RL. Model learning–type RL aims
at solving optimal control problems by approximating the
unknown functions f and ρ and solving the so approximated
optimal control problem instead of the unknown actual optimal
control problem. The values yl (resp. rl) of the function f
(resp. ρ) in the state-action points (xl, ul) l = 1 . . . n are
used to learn a function f˜Fn (resp. ρ˜Fn ) over the whole space
X ×U . The approximated optimal control problem defined by
the functions f˜Fn and ρ˜Fn is solved and its solution is kept
as an approximation of the solution of the optimal control
problem defined by the actual functions f and ρ.
Given a sequence of actions u ∈ UT and a model learning–
type RL algorithm, we denote by J˜uFn(x0) the approximated
T−stage return of the sequence of actions u, i.e. the T−stage
return when considering the approximations f˜Fn and ρ˜Fn :
∀u ∈ UT , J˜uFn(x0) =
T−1∑
t=0
ρ˜Fn (x˜t, ut)
with x˜t+1 = f˜Fn (x˜t, ut) , ∀t ∈ {0, . . . , T − 1} and x˜0 = x0.
We denote by J˜∗Fn(x0) the maximal approximated T−stage
return when starting from the initial state x0 ∈ X according
to the approximations f˜Fn and ρ˜Fn :
J˜∗Fn(x0) = max
u∈UT
J˜uFn(x0) .
Using these notations, model learning–type RL algorithms
aim at computing a sequence of actions u˜∗Fn ∈ U
T such that
J˜
u˜
∗
Fn
Fn
(x0) is as close as possible (and ideally equal to) to
J˜∗Fn(x0). These techniques implicitly assume that an optimal
policy for the learned model leads also to high returns on the
real problem.
Voronoi tessellation based RL algorithm. We describe here
the model-learning type of RL algorithm that will be used
later in our simulations. This algorithm approximates the
reward function ρ and the system dynamics f using piecewise
constant approximations on a Voronoi–like [2] partition of the
state-action space (which is equivalent to a nearest-neighbour
approximation) and will be referred to by the VRL algorithm.
Given an initial state x0 ∈ X , the VRL algorithm computes
an open-loop sequence of actions which corresponds to an
“optimal navigation” among the Voronoi cells.
Before fully describing this algorithm, we first assume that
all the state-action pairs
{
(xl, ul)
}n
l=1
given by the sample of
transitions Fn are unique, i.e.
∀l, l′ ∈ {1, . . . , n}, (xl, ul) = (xl
′
, ul
′
) =⇒ l = l′ .
We also assume that each action of the action space U has
been tried at least once, i.e.,
∀u ∈ U , ∃l ∈ {1, . . . , n}, ul = u .
The model is based on the creation of n Voronoi cells
{
V l
}n
l=1
which define a partition of size n of the state-action space.
The Voronoi cell V l associated to the element (xl, ul) of Fn
is defined as the set of state-action pairs (x, u) ∈ X × U that
satisfy:
(i) u = ul , (1)
(ii) l ∈ argmin
l′:ul′=u
{
‖x− xl
′
‖X
}
, (2)
(iii) l = min
l′
{
l′ ∈ argmin
l′:ul′=u
{
‖x− xl
′
‖X
}}
. (3)
One can verify that
{
V l
}n
l=1
is indeed a partition of the state-
action space X × U since every state-action (x, u) ∈ X × U
belongs to one and only one Voronoi cell.
The function f (resp. ρ) is approximated by a piecewise
constant function f˜Fn (resp. ρ˜Fn ) defined as follows:
∀l ∈ {1, . . . , n}, ∀(x, u) ∈ V l, f˜Fn(x, u) = y
l,
ρ˜Fn(x, u) = r
l .
Using the approximations f˜Fn and ρ˜Fn , we define a se-
quence of approximated optimal state-action value functions
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(
Q˜∗T−t
)T−1
t=0
as follows : ∀t ∈ {0, . . . , T − 1} , ∀(x, u) ∈
X × U ,
Q˜∗T−t(x, u) = ρ˜Fn(x, u)
+ argmax
u′∈U
Q˜∗T−t−1
(
f˜Fn(x, u), u
′
)
,
with Q∗1(x, u) = ρ˜Fn(x, u), ∀(x, u) ∈ X × U .
Using the sequence of approximated optimal state-action
value functions
(
Q˜∗T−t
)T−1
t=0
, one can infer an open-loop
sequence of actions u˜∗Fn = (u˜
∗
Fn,0
, . . . , u˜∗Fn,T−1) ∈ U
T
which is an exact solution of the approximated optimal control
problem, i.e. which is such that J˜
u˜
∗
Fn
Fn
(x0) = J˜
∗
Fn
(x0) as
follows:
u˜∗Fn,0 ∈ argmax
u′∈U
Q˜∗T (x˜
∗
0, u
′) ,
and, ∀t ∈ {0, . . . , T − 2} ,
u˜∗Fn,t+1 ∈ argmax
u′∈U
Q˜∗T−(t+1)
(
f˜Fn
(
x˜∗t , u˜
∗
Fn,t
)
, u′
)
where x˜∗0 = x0 and x˜
∗
t+1 = f˜Fn(x˜
∗
t , u˜
∗
t ), ∀t ∈ {0, . . . , T −1}.
All the approximated optimal state-action value functions(
Q˜∗T−t
)T−1
t=0
are piecewise constant over each Voronoi cell,
a property that can be exploited for computing them easily
as it is shown in Figure 1. The VRL algorithm has linear
complexity with respect to the cardinality n of the sample
of system transitions Fn, the optimization horizon T and the
cardinality m of the action space U . Furthermore, the VRL
algorithm has consistency properties in Lipschitz continuous
environments, for which the open-loop sequence of actions
computed by the VRL algorithm converges towards an optimal
sequence of actions when the sparsity of the sample of system
transitions converges towards zero [9].
B. Choice of the Predictive Model PM
Model learning–type RL uses a predictive model of the
environment. Our predictive model PM is thus given by
the approximated system dynamics f˜Fn and reward function
ρ˜Fn computed by the VRL algorithm. Given a sample of
transitions Fn and a state-action point (x, u) ∈ X × U ,
the PM algorithm computes a predicted system transition
(x, u, rˆFn(x, u), yˆFn(x, u)) = PM(Fn, x, u) such that:
∀(x, u) ∈ X × U : rˆFn(x, u) = ρ˜Fn(x, u) ,
yˆFn(x, u) = f˜Fn(x, u) .
V. EXPERIMENTAL SIMULATION RESULTS WITH THE
CAR-ON-THE-HILL PROBLEM
We propose in this section to illustrate the sampling strat-
egy proposed in the previous sections on the car-on-the-hill
problem [7] which has been vastly used as benchmark for
validating RL algorithms. First we describe the benchmark.
Afterwards we detail the experimental protocol and finally,
we present and discuss our simulation results.
Inputs: an initial state x0 ∈ X , a sample of transitions
Fn =
{(
xl, ul, rl, yl
)}n
l=1
;
Output: a sequence of actions u˜∗Fn and J˜
∗
Fn
(x0) ;
Initialization:
Create a n×m matrix V such that V (i, j) contains the index
of the Voronoi cell (VC) where
(
f˜Fn(x
i, ui), aj
)
lies ;
for i = 1 to n do
Q1,i ← r
i ;
end for
Algorithm:
for t = T − 2 to 0 do
for i = 1 to n do
l← argmax
l′∈{1,...,m}
{
QT−t−1,V (i,l′)
}
;
QT−t,i ← r
i +QT−t−1,V (i,l) ;
end for
end for
l ← argmax
l′∈{1,...,m}
QT,i′ where i
′ denotes the index of the VC
where (x0, a
l′) lies ;
l∗0 ← index of the VC where (x0, a
l) lies ;
J˜∗Fn(x0)← QT,l∗0 ;
i← l∗0 ;
u˜∗Fn,0 ← u
l∗0 ;
for t = 0 to T − 2 do
l∗t+1 ← argmax
l′∈{1,...,m}
{
QT−t−1,V (i,l′)
}
;
u˜∗Fn,t+1 ← a
l∗
t+1 ;
i← V (i, l∗t+1) ;
end for
Return: u˜∗Fn = (u˜
∗
Fn,0
, . . . , u˜∗Fn,T−1) and J˜
∗
Fn
(x0).
Fig. 1. The Voronoi Reinforcement Learning (VRL) algorithm. QT−t,l is
the value taken by the function Q˜∗
T−t
in the Voronoi cell V l.
A. The Car-on-the-hill Benchmark
In the car-on-the-hill benchmark, a point mass - which
represents a car - has to be driven past the top of a hill
by applying a horizontal force. For some initial states, the
maximum available force is not sufficient to drive the car
directly up the right hill. Instead, the car has to first be driven
up the opposite (left) slope in order to gather energy prior to
accelerating towards the goal. An illustration of the car-on-
the-hill benchmark is given below in Figure 2.
The continuous-time dynamics of the car is given by
z¨ =
1
1 +
(
dH(z)
dz
)2
(
u
mc
− g
dH(z)
dz
− z˙2
dH(z)
dz
d2H(z)
dz2
)
where z ∈ [−1, 1] is the horizontal position of the car
(expressed in m), z˙ ∈ [−3, 3] is the velocity of the car
(given in m/s), u ∈ {−4, 4} is the horizontal force applied to
the car (expressed in N ), g = 9.81m/s2 is the gravitational
acceleration and H denotes the slope of the hill:
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Fig. 7. Representation of the sample of system transitions F1
Nmax
(obtained
through inferred policy variations-based sampling strategy).
Fig. 8. Representation of the sample of system transitions G1
Nmax
(obtained
through uniform sampling strategy).
VI. RELATED WORK
The problem of sampling parsimoniously the state-action
space of an optimal control problem for identifying good
policies has already been addressed by several authors. The
approach detailed in [6] is probably the closest to ours. In
this paper, the authors propose a sequential sampling strategy
which also favors sampling locations that are predicted to
have a high-influence on the policy that will be inferred.
While we focus in this paper on deterministic problems with
continuous state spaces, their approach is particularized to
stationary stochastic problems with finite state spaces.
In [11], another sequential sampling strategy is proposed. It
works by computing bounds on the return of control policies
and selects as sampling area the one which is expected to lead
to the highest increase of the bounds’ tightness. The approach
requires the system dynamics and the reward function to be
Lipschitz continuous, and relies at its heart on the resolution
of a complex optimization problem.
Most of the works in the field of RL related to the gener-
ation of informative samples have focused on the problem of
controlling a system so as to generate samples that can be used
to increase the performance of the control policy while at the
same time generating high rewards. One common approach for
addressing this “exploration-exploitation” dilemma ([1], [5])
is to use a so-called -Greedy policy which is a policy that
deviates with a certain probability from the estimate of the
optimal one ([21], [13], [20]). The problem has been recently
well-studied for stochastic Markov Decision Processes having
one single state ([3]).
There is a considerable body of work in the field of adaptive
discretization techniques in dynamic programming which is
also related to our approach. In these works, the state-action
space is iteratively sampled so as to lead rapidly to an optimal
policy (see e.g., [14]). If at the inner loop of our approach,
exact samples rather than predicted samples were used, it could
certainly be assimilated to this body of work. The amount
of computation required by our approach to identify at every
iteration a new sample would however not make it necessarily
a good adaptive discretization technique. Indeed, the efficiency
of an adaptive discretization technique does not depend solely
only on the number of samples it uses to identify a good policy,
but well on its overall computational complexity.
Finally, it is worth mentioning that the problem of iden-
tifying a concise set of samples from which a good policy
can be inferred has also been addressed in other contexts than
the one considered in this paper. For example, [7] proposes
a strategy for extracting from a given sample of system
transitions, a much smaller subset that can still lead to a good
policy. The strategy relies on the computation of errors in
a Bellman equation and showed good results on problems
having a smooth environment. In [18], the authors focus on the
identification of a small sample of transitions that can lead to a
good policy when combined with a BMRL algorithm without
assuming any constraints on the number of samples that can be
generated. The simulation results given in this paper show that
for the car-on-the-hill benchmark, less than twenty well chosen
samples can lead to an optimal policy. However, for identifying
these samples, the state-action space had to be sampled a very
large number of times (about hundreds of thousands of times).
VII. CONCLUSIONS
We have proposed a sequential strategy for sampling in-
formative collections of system transitions for solving deter-
ministic optimal control problems in continuous state spaces.
This sampling strategy uses the ability of predicting system
transitions, in order to identify experiments whose outcome
would be likely to falsify the current hypothesis about the
solution of the optimal control problem. Algorithms have been
fully specified for the case of finite horizon deterministic
optimal control problems with finite action spaces, by using
nearest-neighbor approximations of the optimal control prob-
lem both in the RL algorithm and for predicting the outcome
of experiments in terms of hypothetical system transitions.
The simulations were carried out on the car-on-the-hill
problem and the results were promising. In particular, our
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sampling strategy was found to be much more efficient than a
uniform sampling one. These results motivate further study
of the algorithms proposed in this paper. In particular, it
would be interesting to establish under which conditions policy
falsification caused by new samples also corresponds to actual
policy improvements and what may be the influence of the
prediction errors done when generating the “predicted system
transitions” on the “predicted policy changes”. This should
be very helpful for analytically investigating the convergence
speed of the proposed sampling strategy towards a sample of
system transitions from which optimal or near-optimal policies
could be inferred.
Finally, while an instance of this policy falsification con-
cept for generating new experiments has been fully specified
and validated for deterministic problems with discrete action
spaces, we believe that it would also be interesting to investi-
gate ways to exploit it successfully in other settings.
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