Abstract. We study traveling wave solutions of a system of integro-differential equations which describe the activity of large scale networks of excitatory neurons on spatially extended domains. The independent variables are the activity level u of a population of excitatory neurons which have long range connections, and a recovery variable v. We have found a critical value of the parameter β (β * > 0) that appears in the equation for v, at which the eigenvalues of the linearization of the system around the rest state (u, v) = (0, 0) change from real to complex. In contrast to previous studies which analyzed properties of traveling waves when the eigenvalues are real, we examine the range β > β * where the eigenvalues are complex. In this case we show that there is a range of parameters over which families of wave fronts, 1-pulse and more general N-pulse waves can coexist as stable solutions. In two space dimensions our numerical experiments show how single-ring and multi-ring waves form in response to a gaussian shaped stimulus. With a spatially invariant coupling function outwardly propagating waves can be periodically produced when a ring-shaped wave receives an appropriately timed perturbation. When the coupling is inhomogeneous the periodic production of waves eventually breaks down and a stable, one-armed rotating spiral wave emerges and fills the entire domain. It is noteworthy that all of these phenomena can be initiated at any point in the medium, that they are not driven by an underlying time dependent periodic pacemaker, and they do not depend on the persistent or periodic presence of an external input.
1. Introduction. Functional behavior of the central nervous system includes such diverse phenomena as information processing from different receptor zones, sleep, and the control of vital autonomic functions [14, 29, 30, 39, 52] . These processes require cooperation between ensembles of cells organized into large scale, spatially extended neuronal networks. The physical laws that govern the behavior of large scale networks are different from those for a system consisting of small numbers of cells [13, 27, 34, 54] . Considerable attention has been given to the study of traveling waves of activity in spatially extended neuronal networks. This includes both experimental [3, 4, 5, 9, 17, 26, 33, 36, 37, 44, 45, 48, 51, 56] and theoretical [1, 11, 12, 16, 18, 19, 20, 22, 23, 25, 32, 38, 39, 41, 55, 57] studies.
In this paper we investigate properties of traveling wave solutions of the excitable, spatially extended neuronal field model ∂u(x,t) ∂t = −u(x, t) − v(x, t) + ∞ −∞ w(x − x )f (u(x , t) − θ)dx , ∂v(x,t) ∂t = (βu(x, t) − v(x, t)).
(1.1)
Systems of this form were introduced by Pinto and Ermentrout [41] to model the spread of excitation waves in slices of brain cortex in which synaptic inhibition is pharmacologically blocked [7, 9, 31, 56] . The variable u denotes the activity level of the population of excitatory neurons with long range connections. The equation for v represents a negative feedback recovery mechanism in which "the negative feedback could represent spike frequency adaptation, synaptic depression or some other process that limits excitation of the network" [41] . The coupling function w is positive, continuous and integrable. The firing rate function f is non-negative and sigmoidal shaped. The paramaters and β are positive and control the rate of change of v; θ is a positive constant which denotes the threshold level for u. In order to allow for comparison of our results with those of previous studies, we follow [18, 19, 41, 47] and assume for simplicity that the coupling and firing rate functions are w(x) = 1 2 e −|x| and f (u − θ) = H(u − θ) ∀x, u ∈ R, (1.2) where H is the Heaviside function defined by
Pinto and Ermentrout investigate the existence of 1-pulse traveling waves in parameter regimes such that the linearization of (1.1) around the rest state (u, v) = (0, 0) has real eigenvalues. Recently, Richardson, Schiff and Gluckman [47] make use of these results in their study of the effects of electric fields on 1-pulse traveling waves in mammalian cortex. The existence and stability of solutions for more general couplings has also been studied [11, 43, 53] .
In this paper we extend the results described above and analyze traveling waves in parameter regimes where the linearization of the system around the rest state has complex eigenvalues. In particular, when > 0 the eigenvalues of the linearization change from real to complex as β passes through the critical value β * = ( −1)
from below. We focus our attention on the range 0 < < 1 and β > β * , and find that the dynamics of (1.1) are richer than in the real eigenvalue case. Furthermore, these dynamics closely resemble electrophysiological phenomena observed in clinical and experimental studies [39] . Our specific aims and results are summarized below.
(I.) In one space dimension (Sections 2-5) we study families of wave fronts, 1-pulse and more general N-pulse traveling waves. There is a range of parameters where these different types of waves can coexist as stable solutions. Our analysis explains why multi-pulse waves are expected to exist only in the complex eigenvalue regime. Because the eigenvalues are now complex, technical difficulties arise which make existence proofs more challenging than in the real eigenvalue case. These difficulties lead
to several open problems which will be stated as we proceed.
(II.) We extend our investigation to two space dimensions in Section 6. In analogy with the one dimensional case, we study both single and multi-pulse traveling waves. Classical in-vivo experiments showed that such waves exist in feline cortex [3, 4, 5] , and recently they have been discovered, also in the intact brain of freely moving mice [17] . They have also been found in both tangential and coronal brain slice experiments [31, 56] . Our numerical experiments will show how single and multi-ring waves form and propagate outward from a point of initial stimulus. When an appropriately timed stimulus breaks one of these rings a new solution emerges which periodically emits ring shaped waves. When the coupling is inhomogeneous we will see how the periodic production of outwardly propagating waves eventually breaks down, and the solution evolves into a stable, one-armed spiral wave which fills the entire domain.
(III.) Conclusions and directions for future research are given in Section 7. The Appendix contains an analysis of asymptotic behavior of solutions in the real eigenvalue regime.
2. Traveling Waves. In this section we begin our study of traveling wave solutions of (1.1).
These have the form (u, v) = (U (z), V (z)) where z = x + ct, and satisfy
where
Linearizing (2.2) around the rest state U = 0, we obtain
Following [43] , we assume without loss of generality that c ≥ 0. When c > 0 the eigenvalues associated with (2.3) are
We restrict our attention to the regime 0 < < 1. From this and (2.4) it follows that
For real eigenvalues, properties of traveling waves were examined in [18, 19, 20, 41, 43, 47] . Here we extend these results and study traveling waves when µ ± are complex. When c > 0 we will make use of the quantities
When µ ± are complex, underlying oscillatory terms lead to technical difficulties which make rigorous existence proofs especially challenging. These difficulties suggest several open problems which will be discussed as we proceed.
Our investigation indicates that stable traveling waves exist when
The first two sets of inequalities in (2.7) are mild restrictions which allow technical arguments to be completed, and the third inequality means that µ ± are complex. Throughout the paper we perform numerical experiments for parameters which satisfy (2.7). An important implication of (2.7) is that
For example, in Section 3 we will see that a branch of wave fronts comes into existence at the critical value β = 1 2θ −1. In our analysis of 1-pulse traveling waves in Section 4 it is shown that infinitely many wave speeds are possible at this same value of β. More general N-pulse are described in Section 5.
Wave fronts.
In this section we analyze properties of wave front solutions when the eigenvalues µ ± are complex. These solutions satisfy
where c > 0, and
Thus far we do not have a complete proof of existence of wave fronts when µ ± are complex. However, a combination of analysis and numerical experiments suggests that two branches of solutions exist.
To understand how these results are obtained we devote the remainder of this section to the following:
• A. Analysis of solutions on (−∞, 0].
• B. Analysis of solutions on (0, ∞).
• C. Numerical evidence for the existence of two branches of solutions.
• D. Open problems.
A. Analysis of solutions on (−∞, 0]. To begin we recall that w(x) = 1 2 e −|x| . Then (3.1) becomes
On (−∞, 0] the general solution of (3.3) is U 0 (z) = b 1 e αz cos(γz) + b 2 e αz sin(γz) + P 0 (z), (3.5) where b 1 and b 2 are constants, and P 0 (z) is the particular solution
The oscillatory terms b 1 e αz cos(γz) and b 2 e αz sin(γz) in (3.5) are due to µ ± being complex. Recall from (2.6) that α = Re(µ ± ) < 0. Thus, to satisfy the condition U 0 (−∞) = U 0 (−∞) = 0, we conclude that b 1 = b 2 = 0, and (3.5)-(3.6) reduce to
Substituting the condition U 0 (0) = θ into (3.7) gives the algebraic equation
Note that (U 0 (−∞), U 0 (−∞)) = (0, 0), as required by (3.2). Furthermore, U 0 (z) has no oscillatory component and is strictly increasing on (−∞, 0] (Figure 3.1, left panel) .
B. Analysis of solutions on (0, ∞). When z > 0 the first step in analyzing solutions is to solve (3.8) for wave speed c. This gives the two values ( Figure 3 .1, right panel)
Recall from (2.7) that 0 < < 1 and 0 < θ < 1 4( +1) . This and (3.10)-(3.11) imply that When z > 0 the solution of (3.3) is
where α < 0 and γ > 0 are defined in (2.6), and P 1 (z) is the particular solution
To preserve continuity at z = 0 we require that (U 1 (0), U 1 (0)) = (U 0 (0), U 0 (0)). This and (3.13)- (3.14) show that k 1 and k 2 are uniquely defined by
To complete the proof that a solution satisfies all of the conditions in (3.2) for a traveling wave front we need to show that U 1 (z) (Figure 3 The Lower Branch. When c = c 1 it follows from (3.13), (3.14) and (3.15) that If U 1 (z) > θ ∀z > 0 then (3.17) implies that U 1 (z) → 0 as z → ∞, and therefore (3.16) holds. Thus, it is sufficient to show that
However, it is difficult to prove (3.18) since the oscillatory component k 1 e αz cos(γz) + k 2 e αz sin(γz) of (3.17) can cause U 1 (z) to dip below the threshold level θ at some point in (0, ∞). Our numerical experiments indicate that there is entire branch Γ − 0 (Figure 3. 2) of traveling wave front solutions satisfying
Along Γ − 0 it follows from (3.10) and (3.12) that . At this point the independent variable z = x + ct reduces to z = x, and we obtain the stationary solution
It follows from (3.21) that U is increasing on the entire interval (−∞, ∞), and that all of the requirements in (3.2) are satisfied. To determine the upper end of Γ − 0 we substitute the condition U (∞) ≥ θ into (3.19 ) and obtain U (∞) = 
where α, γ, k 1 and k 2 are evaluated at c = c 2 . As we noted above, to complete the proof that a solution is a wave front we need to prove that U (z) > 0 ∀z > 0. Again, this is difficult to prove when β > β * since the oscillatory component of (3.22) can cause the function U to dip below the threshold level θ at some positive z. In 
1-pulse traveling waves.
In this section we analyze properties of 1-pulse traveling waves when the eigenvalues µ ± are complex. These solutions satisfy
where c > 0, and can be written in the equivalent form
We make use of both (4.1) and (4.3) to analyze 1-pulse waves. The remainder of this section consists of the following:
• A. The construction of a family of stationary 1-pulse waves.
• B. The statement and proof of Theorem 4.1 concerning the coexistence of infinitely many 1-pulse waves for positive wave speeds.
• C.
A description of open problems based on the results of numerical experiments.
A. Stationary solutions. We set c = 0 in (4.1) and look for time independent solutions
which satisfy (4.2). Setting w(x − x ) = 
A similar family of stationary solutions was found by Pinto et al [43] . B. Positive wave speeds. When c > 0 our goal is to show that infinitely many 1-pulse traveling waves can coexist when the eigenvalues are complex. We prove the following result:
, and let β = 1 2θ − 1. There are infinitely many values c ∈ (c 1 , c 2 ) and a(c) > 0, and corresponding solutions U of (4.3)-(4.4) such that Furthermore, U (z) satisfies
Remarks. To prove that the solutions described in Theorem 4.1 are truly 1-pulse traveling waves we must also prove that z = 0 and z = a(c) are the only solutions of U (z) = θ, and that (U (z), U (z)) → On (−∞, 0) the general solution of (4.10) is
where P 2 (z) is the particular solution
We need to show that there are values c > 0 and a > 0 such that
Recall from (2.6) that α = Re(µ ± ) < 0. Thus, to satisfy the condition U 2 (−∞) = U 2 (−∞) = 0 we conclude that h 1 = h 2 = 0, and therefore
Substituting the requirement U 2 (0) = θ into (4.14) leads to The interval (0, a). On the interval (0, a) the problem (4.3)-(4.4) reduces to
The general solution of (4.16) is
αz cos(γz) + m 2 e αz sin(γz) + P 3 (z), (4.17) where α and γ are defined in (2.6), and P 3 is the particular solution
We need to show that there are values c > 0 and a = a(c) > 0 which satisfy the algebraic condition (4.15), such that
We begin by solving (4.15) for e −a . This gives
.5( + c) . To preserve continuity at z = 0 we require that (U 3 (0),
Combining this with (4.17) and (4.18) shows that the coefficients m 1 and m 2 in (4.17) are uniquely defined by
We need to show that there are infinitely many speeds c ∈ (c 1 , c 2 ), and corresponding values a = a(c) > 0 such that (
It follows from (3.11) and (2.7) that c 2 =
Remarks. The restrictions in (2.7) imply that 0 < θ < Finally, we show that m 1 is bounded away from 0 as c → c 
We c 2 ) . Thus, we we have proved that there are infinitely many c ∈ (c 1 , c 2 ) and a(c) > 0, and corresponding solutions U of (2.2), such that 44) where U 3 (z) is defined in (4.17)-(4.18), and satisfies
This completes the proof of Theorem 4.1.
C. Open problems. As mentioned earlier, to show that solutions are truly 1-pulse traveling waves we must also prove that z = 0 and z = a(c) are the only solutions of U (z) = θ, and that (U (z), U (z)) → (0, 0) as |z| → ∞. It follows from (4.44) that U (z) < 0 ∀z < 0, and (U (z), U (z)) → (0, 0) as z → −∞. Thus, the function U (z)−θ has no zeros on (−∞, 0). Our numerical experiments indicate that solutions satisfy U (z) > θ on the entire interval (0, a(c)). However, because the eigenvalues µ ± are complex, solutions have oscillatory tails which can cause U (z) to exceed the threshold level θ at some point in (a, ∞). This implies that the function U (z) − θ has at least three zeros, and therefore U (z) cannot be a 1-pulse wave. The solution at Q 2 is not a 1-pulse wave since it is tangent to U = θ at z ≈ 21. When β > 16 solutions rise above θ at the second maximum, and therefore cannot be 1-pulse waves. Thus, we conjecture that Γ Finally, we point out that numerical and analytical evidence suggests that 1-pulse traveling waves can also exist for parameter values where µ ± are real [18, 41, 47] . In this setting, although insightful approximations have previously been given, the proof that U (z) = θ exactly twice on (−∞, ∞) has not yet been completed. As a first step towards resolving this issue we again let w(x) = 1 2 e −|x| , and in the Appendix we develop a comparison method which shows that when µ ± are real then U (z) = θ has no solution on (a, ∞).
It remains an open problem to extend our technique and prove that U (z) = θ has no solution on (0, a). It also remains an open problem to extend our methods to the complex eigenvalue regime, and also to systems with more general coupling and firing rate functions.
N-pulse waves.
Finite wave trains have been observed in feline cortex [3, 4, 5] , in the brain of freely moving mice [17] , and also in tangential and coronal brain slice experiments [31, 56] . Thus, in this section our goal is to understand how N-pulse waves arise in the one-dimensional model. The insights we obtain provide a basis for the study of two-dimensional wave formation in Section 6.
In the Appendix we explain why N-pulse waves are not expected when µ ± are real. Thus, we focus our attention on the regime β > β * = In turn, this causes solutions of (1.1) to become more oscillatory as β increases, making it increasing likely that an intital perturbation will evolve into an N-pulse traveling wave. The remainder of this section is devoted to presenting numerical evidence for the existence of N-pulse waves. To gain insight we consider the representative parameter set ( , θ) = (.1, .1) and and study the dynamics of wave formation when β > β * = 2.025 At specific β values (see Figure 5 .1) we solve the initial value problem where the existence of N-pulse waves can be proved using topological shooting methods [28] . Finally, we note that our numerical experiments suggest that the traveling waves in Figure 5 .1 are all stable as solutions of (1.1). It would be of interest to develop Evans function methods to prove this conjecture.
6. Two dimensions. In this section we extend the one-dimensional model (1.1) to the twodimensional system
w(x, y, x , y )H(u(x , y , t) − θ)dx dy + ζ(x, y, t),
Here we have replaced the coupling function w(x − x ) = When g(x , y ) ≡ 1 the function w represents symmetric connections, whereas g(x , y ) = 1 corresponds to asymmetric connections. The function ζ(x, y, t) denotes external input. As a first step towards understanding the dynamics of wave formation we use a Fourier transform method developed in [35] and approximate (6.1) by the PDE system
where (A, B, M ) = (7, .52, −2.5). We solve (6.3) with an Euler time step of length ∆t = .35, and use finite differences to approximate the spatial derivatives on disk-shaped spatial domains Ω = As in Section 5, we restrict our attention to the representative parameter set ( , θ) = (.1, .1) and investigate the dynamics of wave formation when β > β * . Below we give a brief description of the results of our numerical experiments. These include
• (I) the formation and propagation of ring-shaped waves;
• (II) the periodic formation of traveling waves;
• (III) the formation of spiral waves.
(I) Ring-shaped waves. Here we let g(x , y ) ≡ 1 so that the function w defined in (6.2) describes symmetric connections. We assume that ζ(x, y, t) ≡ 0 (i.e. no external input), and that the initial conditions are given by
When β > β * axially symmetric ring-shaped traveling waves form and propagate outwards from (x, y) = (0, 0). Figure 6 .1 illustrates single-ring and double-ring waves when β = 3 and β = 6, respectively. As β increases further the number of rings in the solution also increases. Furthermore, when β = 6 our numerical experiments show that an initial condition of smaller magnitude evolves into a single-ring wave. This leads us to conjecture that multi-ring waves can coexist as stable solutions.
(II) The periodic formation of traveling waves. To understand how waves can periodically form we fix β at the representative value β = 3 and let the intial conditions be given by (6.5). As in (I), the solution evolves into a ring-shaped wave which propagates outwards from (x, y) = (0, 0) ( Figure 6 .1, left panel). At t = 10 we apply an external stimulus which causes a small break in the ring. Figure 6 .2 illustrates how the solution evolves when t > 10, and outwardly propagating waves are periodically produced (panels (e.) and (f.)) Since the system is translationally invariant this phenomenon can be initiated at any point in two-dimensional space. It depends only on the presence of connections and occurs without any persistent external input present. To our knowledge this mechanism for the periodic production of traveling waves has not previoulsy been reported for this type of model. (III) The formation of spiral waves. For brevity we only describe our numerical experiments when the coupling function is asymmetric. For this we set β = 3 and let g(x, y) be a small perturbation from g = 1 which, in polar form, is given by
We describe two ways in which spiral waves can form. First, one can proceed as in (II) and set ζ(x, y, 0) ≡ 0, assuming that the intial conditions are given by (6.5). A ring-shaped wave forms and propagates outwards from (x, y) = (0, 0), and at t = 10 we apply a perturbation which breaks the leading edge of a ring. As in (II), the two free ends of the break form into rotors. However, if the perturbation is of sufficiently large magnitude then the rotors cannot meet. Instead, the solution immediately evolves into a spiral wave which fills the entire two-dimensional domain. external stimulus is applied at t = t 12 = 4.2 while the region behind the leading edge of the wave is in the refractory state. A second wave forms and propagates outwards, and we apply the third timed stimulus at t = t 24 = 8.4 just before the recovery period for the formation of the second wave is complete. Because the coupling is slightly inhomogeneous there is a unique point on the leading edge of each wave where the amplitude of the activity is a miminmum. Repeated stimulation of the system during the recovery periods causes the leading edge of the waves to weaken at the point of minimal amplitude, and by t = t 96 = 33.6 a small break occurs at this point. Figure 6 .3 illustrates the evolution of the solution when t > t 96 . The asymmetry in the coupling causes one of the rotors to rotate slightly faster than the other, and eventually this prevents the two rotors from intersecting, and the solution evolves into a spiral wave which fills the entire two-dimensional region (panel (d.)).
Milton, Chu and Cowan [8] have numerically demonstrated that a sequence of timed stimuli produces a spiral wave in a discrete integrate-and-fire network.
7. Conclusions. In this paper we analyzed the dynamic behavior of a system of integro-differential equations that models the activity of excitatory neurons on large-scale, spatially extended domains.
The independent variables represent the activity level of a population of excitatory neurons with long range connections (u), and recovery (v). We considered positive connection functions and a Heaviside firing rate. Much of our focus has been on understanding the mechanisms responsible for the formation of traveling wave solutions. Such waves have been observed in feline cortex [3, 4, 5] , in the brain of freely moving mice [17] , and also in tangential and coronal brain slice experiments [31, 56] .
In one space dimension we assumed symmetric connections and examined the existence of traveling wave solutions in different parameter regimes such that the linearization of the system around the rest state (u, v) = (0, 0) has real or complex eigenvalues. When the eigenvalues are real both wave fronts and 1-pulse traveling waves can exist. In the Appendix we explain why multi-pulse traveling waves are not expected in the real eigenvalue case. By contrast, when the eigenvalues are complex the range of behavior is much richer. In particular, our analysis provides strong evidence for the coexistence of at least two families of wave fronts and in addition, infinitely many families of 1-pulse waves. To our knowledge this is the first description of infinitely many families of 1-pulse traveling waves for this class of nonlocal model. Furthermore, our numerical experiments suggest that wave fronts, 1-pulse waves and mutli-pulse waves can coexist as stable solutions. In all cases formidable technical difficulties preclude the completion of the the final step of existence proofs. However, for a particular coupling we developed a technique which overcomes some of the difficulties which arise in proving the existence of 1-pulse traveling waves in the real eigenvalue regime (Appendix).
It remains an open problem to extend our methods so that existence proofs can be completed for a wider range of parameters, and also for more general coupling and firing rate functions.
The one-dimensional results have facilitated our study of wave formation in two space dimensions.
Here we considered a PDE approximation to the nonlocal model which includes both symmetric and asymmetric couplings. For a representative symmetric coupling we showed numerically how singlering and double-ring shaped traveling waves can form. In addition, we demonstrated a mechanism in which an appropriately timed stimulus causes a break in a ring, and subsequently the solution periodically produces outgoing traveling waves. When the coupling is asymmetric we investigated how a sequence of appropriately timed stimuli focused at one point can cause ring-shaped waves to form, and how one of the rings eventually breaks at a point of minimal activity on the leading edge of the wave. Subsequently, the stimuli cease and the asymmetry in the coupling causes the solution to evolve into a spiral wave which fills the entire two-dimensional domain. Thus, we have demonstrated how appropriately timed stimuli can provide a natural pathway to the formation of spiral waves in a system which is intially at rest. Our results were obtained for the representative parameter set ( , θ, β) = (.1, .1, 3) where the (i) eigenvalues µ ± are complex, and (ii) there is no spatially independent periodic solution which can act as a periodic pacemaker. In addition, all of these phenomena can be initiated at any point in the medium, and they do not depend on the presence of an external input.
To our knowledge, this is the first demonstration of the periodic formation of traveling waves in the absence of an underlying spatially independent periodic solution for the class of integro-differential equations studied in this paper. The periodic formation of traveling waves is the result of the effects of large-scale connectivity and the complex eigenvalues. The analysis of the formation of spiral waves has practical significance since it has recently formed the basis for the prediction and discovery of rotating waves in the disinhibited cortex of a rat [31] . It remains an open problem to consider more general parameter regimes, firing rates and coupling functions, and to extend our results for the PDE system (6.3) to the full nonlocal model.
The numerical experiments described in this paper were performed when the firing rate is the Heaviside function. To test the robustness of our results we have considered more general, sigmoidal shaped firing rates of the form
When the firing rate is given by (7.1) or (7.2) we found that our numerical results continue to hold when M is of moderate size and R is large (e.g. K ≈ 1 and R ≥ 50). We have also verified that our main results hold for more general coupling functions such as
It remains an open problem to determine the maximal range of parameters, and generality of firing rate and coupling functions, over which the numerical results are valid.
It is of interest to contrast our results with [19, 20] where it is shown numerically that a breather exists when an appropriate external input is present. For some parameters the breather periodically emits traveling waves. When the external input is missing it is pointed out in [18] that " the homogeneous network does not support the existence of a breather that can act as a source of these waves." By contrast, our results indicate that the periodic production of traveling waves can occur without any persistent external input.
Our theoretical results might have important implications for experimental and clinical neurophysiology. In particular, our finding that the dynamics of the system undergo a qualitative transition when the eigenvalues of the linearization of the system around the rest state become complex offers a plausible explanation of trailing-end instabilities observed in cortical experiments [44, 45] . Further explanation of experimentally observed variablity in the trailing end of cortial waves might be provided by our finding of the coexistence of entire families of trveling wave solutions. The unpredictable behavior of the trailing end could be caused by the solutions switching from one member of the family to another. A possible biophysical mechanism of such switching may involve a variable neurohormonal concentration affecting neuronal recovery and strength of inter-cellular connections [31] .
Our observation that a bifurcation of the system behavior occurs at the critical value β = β * also has important practical correlates. It predicts that by lowering β below β * , or by pushing the system above β * , one can qualitatively change the system behavior and obtain a broad range of dynamical phenomena. One experimental example of such macrobehavior is an evoked response, which might persist long after the stimuls [45] . Understanding the cellular mechanisms responsible for such important functional changes in neuronal networks requires futher study.
8. Appendix. In Sections 3 and 4 we showed how technical difficulties can arise in completing the proof of existence of wave fronts and 1-pulse traveling waves. Here we focus on 1-pulse waves and develop a comparison argument which allows us to resolve some of the technical issues when µ ± are real and w(x) = 1 2 e −|x| .
Recall that 1-pulse traveling waves satisfy the following conditions:
U (0) = U (a) = θ, and z = 0, z = a are the only solutions of U (z) = θ,
In Section 4 we showed how difficulties can arise in proving the second condition, that z = 0 and z = a are the only solutions of U (z) = θ.
It follows from (8.1) that U (z) < θ ∀z < 0. Our goal here is to develop a technique which allows us to prove that U (z) < θ ∀z > a when µ ± are real.
It remains an open problem to extend our methods and show that U (z) > θ on the entire interval (0, a).
To understand how real eigenvalues arise, recall from Section 2 that the linearization of (2.2) around the rest state U = 0 is the homogeneous equation Remarks. (i) It follows from (8.7) that if c ≥ then U (z) cannot exceed U = θ anywhere on (a, ∞).
Thus, since multi-pulse waves must exceed U = θ more than twice, they cannot exist when µ ± are real and w(x) = We need to prove that z max = ∞ and that U 5 (z) satisfies (8.7). We consider two possiblities.
The first is that U 5 (z) < 0 ∀z ∈ [a, z max ). Because (8.8) is a linear, non-homogeneous equation which contains no discontinuous functions, we conclude that z max = ∞. It follows from (8.9) that (U 5 (z), U 5 (z)) → (0, 0) as z → ∞, as required.
The second possibility is that there is aẑ > a such that U 5 (z) < 0 ∀z ∈ [a,ẑ), and U 5 (ẑ) = 0. (8.11) Then U 5 (ẑ) ≥ 0. From this, equation (8.8 ) and the restriction c ≥ it follows that U 5 (ẑ) < 0.
Therefore, there is a value z 1 ∈ (a,ẑ) such that U 5 (z 1 ) = 0, and U 5 (z) < 0 ∀z ∈ [z 1 ,ẑ). (8.12) Suppose that U 5 (z) < 0 ∀z >ẑ. Then (8.9) holds for all z >ẑ, from which we again conclude that (U 5 (z), U 5 (z)) → (0, 0) as z → ∞, as required. Suppose, however, that there is a first z 2 >ẑ such that U 5 (z 2 ) = 0. Then U 5 (z) < 0 ∀z ∈ [ẑ, z 2 ), U 5 (z 2 ) = 0 and U 5 (z 2 ) ≥ 0. (8.13) To obtain a contradiction we let H denote the solution of (8.3) such that H(z 1 ) = U 5 (z 1 ) = 0 and H (z 1 ) = U 5 (z 1 ) < 0. (8.14) There are two parameter regimes to consider: At z = z 2 this gives U 5 (z 2 ) = H(z 2 ) < 0, contradicting the definition of z 2 . This completes the proof.
