The eigenvalues E d nℓ (a, c) of the d-dimensional Schrödinger equation with the Cornell potential V (r) = −a/r + c r, a, c > 0 are analyzed by means of the envelope method and the asymptotic iteration method (AIM). Scaling arguments show that it is sufficient to know E(1, λ), and the envelope method provides analytic bounds for the equivalent complete set of coupling functions λ(E). Meanwhile the easily-implemented AIM procedure yields highly accurate numerical eigenvalues with little computational effort.
I. INTRODUCTION
The Schrdinger equation with the Cornell potential is an important non-relativistic model for the study of quarkantiquark systems [1] [2] [3] [4] [5] [6] [7] [8] [9] . For example, it is used in describing the masses and decay widths of charmonium states. This Coulomb-plus-linear pair potential was originally proposed for describing quarkonia with heavy quarks [3] [4] [5] . It takes into account general properties expected from the interquark interaction, namely Coulombic behavior at short distances and a linear confining term at long distances [9] . By varying the parameters one can obtain good fits to lattice measurements for the heavy-quark-antiquark static potential [10] . Although such models have been studied for many years, exact solutions of Schrödinger's equation with this potential are unknown. Most of the earlier work either relies on direct numerical integration of the Schrödinger equation or various techniques for approximating the eigenenergies [2, 11, 12] . Without specific reference to a particular physical system, we present a simple and very effective general method for solving Schrödinger's equation to any degree of precision in arbitrary dimensional d > 1. We write the Cornell potential in the form V (r) = − a r + c r,
where a > 0 is a parameter representing the Coulomb strength, and c > 0 measures the strength of the linear confining term. The method we use do not require any particular constraint on the potential parameters and thus they are appropriate for any physical problem that may be modelled by this class of potential. The method of solution is based on a special application of the asymptotic iteration method (AIM, [13] ). AIM is an iterative algorithm originally introduced to investigate the analytic and approximate solutions of a second-order linear differential equation of the form
where λ 0 (r) and s 0 (r) are C ∞ −differentiable functions. It states [13] that: Given λ 0 and s 0 in C ∞ (a, b), the differential equation (2) has the general solution
where λ n and s n are given by
Applications of AIM to a variety of problems have been reported in numerous publications over the past few years. In most applications the functions λ 0 (r) and s 0 (r) are taken to be polynomials or rational functions. However, we show in this paper that the applicability of the method is not restricted to a particular class of differentiable functions. We consider the case where λ 0 (r) and s 0 (r) involve higher transcendental functions, specifically Airy functions. Provided the computer-algebra system employed has sufficient information about the functions and their derivatives, they present no difficulty. The paper is organized as follows. In section II, we set up the d-dimensional Schrödinger equation for the Cornell potential and present some analytical spectral bounds based on envelope methods [14] [15] [16] [17] [18] . In particular we generalize to d > 1 dimensions an analytical formula, first derived [12] for d = 3, which exhibits energy upper and lower bounds for all the discrete eigenvalues of the problem. In section III, we present an asymptotic solution that allows us to express Schrödinger's equation in a form suitable for the application of AIM. In section IV, we apply AIM to the Cornell potential and discuss some of its numerical results, in particular comparisons with the earlier results of Eichten et al. [4] and the recent work of Chung and Lee [2] .
II. FORMULATION OF THE PROBLEM AND ANALYTICAL ESTIMATES IN d DIMENSIONS
The d-dimensional Schrödinger equation, in atomic units = 2µ = 1, with a spherically symmetric potential V (r) can be written as
where
. In order to express (5) in terms of d-dimensional spherical coordinates (r, θ 1 , θ 2 , . . . , θ d−1 ), we separate variables using
is a normalized spherical harmonic [19] with characteristic value ℓ(ℓ + d − 2), and ℓ = ℓ 1 = 0, 1, 2, . . . (the principal angular-momentum quantum number). One obtains the radial Schrödinger equation as
where k = d+2ℓ. We assume that the potential V (r) is less singular than the centrifugal term so that for (k−1)(k−3) = 0 we have
Since d > 1 it follows that k > 1, and meanwhile k = 3 only when ℓ = 0 and d = 3. Thus in the very special case k = 3, u(r) ∼ Ar (as we have for the Hydrogen atom), and we see that Eq. (8) is also valid when k = 3. We note that the Hamiltonian and the boundary conditions of Eq. (7) are invariant under the transformation
thus, given any solution for fixed d and ℓ, we can immediately generate others for different values of d and ℓ. Further, the energy is unchanged if k = d + 2ℓ and the number of nodes n is constant: this point has been discussed, for example, by Doren [20] . Repeated application of this transformation produces a large collection of states. In the present work, we study the d-dimension Schrödinger eigenproblem
Because of the presence of the linear confining term in the potential, for c > 0 the spectrum of this problem is entirely discrete: a formal proof for d > 2 is given in Reed-Simon IV [21] .
If the parametric dependence of the eigenvalues on the potential coefficients a and c is written E = E(a, c), then elementary scaling arguments reduce the dimension of the parameter space to one by means of the equation
Since V (r) is at once a convex function of −1/r and a concave function of r 2 , the envelope method [14] [15] [16] [17] [18] can be used to derive lower and upper energy bounds based on the comparison theorem and the known exact solutions for the pure Hydrogenic and oscillator problems in d dimensions. It turns out [12] that the bounds can be expressed by a formula for λ as a function of E(1, λ). We have generalized the d = 3 result of Ref. [12] to d > 1 dimensions and we obtain:
which formula yields an upper bound when ν = 2n + ℓ + d/2 and a lower bound when ν = n + ℓ + (d − 1)/2. It is interesting that this entire set of lower and upper (energy) curves are all scaled versions, for example, of the single ground-state curve. Again, n = 0, 1, 2, . . . counts the nodes in the radial eigenfunction. Thus by using a computer solve routine to invert the function g(E) in Eq. (11) for each of the two values of ν, the energy bounds we can be written in the form
For the s-states, sharper upper bounds may be obtained (via envelopes of the linear potential) in terms of the zeros of the Airy function. This is about as far as we can go generally and analytically with this spectral problem.
III. ASYMPTOTIC SOLUTION
We note first that the differential equation (9) has one regular singular point at r = 0 with exponents given by the roots of the indicial equation
and an irregular singular point at r = ∞. For large r, the differential equation Eq.(9) assumes the asymptotic form
with a solution
where Ai(z) is the well-known Airy function [22] . Since the roots s of Eq.(13), namely,
determine the behavior of u d nl (r) as r approaches 0, only s > 1/2 is acceptable, since only in this case is the mean value of the kinetic energy finite [23] . Thus, the exact solution of (9) assumes the form
where we note that u d nl (r) ∼ r (k−1)/2 as r → 0. On insertion of this ansatz wave function into (9), we obtain the differential equation for the functions f n (r) as
IV. APPLICATION OF THE ASYMPTOTIC ITERATION METHOD
For arbitrary values of the potential parameters a and c, AIM is an effective method to compute the eigenvalues accurately as roots of the termination condition Eq.(3), which plays a crucial role. The AIM sequences λ n (r) and s n (r), n = 0, 1, . . . , depend on the (unknown) eigenvalue E and the variable r: thus δ n is an implicit function of E and r. If the eigenvalue problem is analytically solvable, the roots of the termination condition Eq.(3) are independent of the variable r in the sense that the roots of δ n = 0 are independent of any particular value of r. In this case, the eigenvalues are simple zeros of this function. For instance, in the case of a pure Coulomb potential V (r) = −a/r, a > 0, the exact solutions of Schödinger equation
By means of the asymptotic solutions near r = 0 and r = ∞, Eq.(18) assumes the form
where the functions f n satisfy the differential equation
for n = 0, 1, 2, . . . Thus, continuing the pure Coulomb case, with
we use AIM to compute the sequences λ n and s n , n = 0, 1, 2, . . . initiated with λ −1 (r) = 1 and s −1 (r) = 0. The termination condition is δ n = 0, n = 0, 1, 2, . . . We observe that if δ n = 0, then δ n+1 = 0 for all n. Direct computation implies
and in general
as the well-know eigenvalue formula for the Coulomb potential in d-dimensions. The situation is quite different in the case of c = 0. Here we use AIM with (see equation Eq. (17))
where the termination condition δ n = 0 is a function of both r and E, namely δ n ≡ δ n (E; r) = 0.
The problem is then finding an initial value r = r 0 that would stabilize the recursive computation of the roots by the termination condition Eq.(23) for all n. This is still an open problem with no general strategy to locate this initial value. A good choice for r 0 depends on the shape of the potential under consideration and sometimes on the asymptotic solution process itself. Thus two policies for the choice of r 0 are: (1) the point where the minimum of the potential occurs if it is not infinity; (2) the point where the maximum of the ground-state asymptotic solution occurs. For the Cornell potential, because of the attractive Coulomb term, the potential function is not bounded below and we therefore choose r 0 to be the location of the maximum of the ground-state wave function as follows. The asymptotic solution is given by:
and we suppose thatr is the position of the maximum of u as (r). We start with r 0 =r, then we gradually increase the value of r 0 until we reach stability in the computational process, in the sense that it converges in few iterations. Thus, once a suitable value is found for r 0 for a parameter patch, the actual eigenvalue calculations are extremely fast. We only found one difficulty with this approach for the present problem, namely when c is small so that the wave function is very spread out (like the pure Coulomb case). In order to deal wih this, we adopted the following strategy: we took r 0 as a point at which the tail of the asymptotic solution Eq.(24) starts to diminish rapidly. In Figure 1 , we show plots of u as for different values of c. These graphs suggest that the starting value of r 0 = 20 for the potential V (r) = −1/r + 0.01 r, the starting value of r 0 = 5 for the potential V (r) = −1/r + r, and r 0 = 1 for V (r) = −1/r + 100 r. and recorded in a subscript the minimum number of iterations required to reach this precision. The computation of the Airy function is straightforward, thanks to Maple, where the 'AiryAi' and its derivative are built-in functions. The eigenvalues reported in Table I were computed using Maple version 16 running on an Apple iMAC computer in a high-precision environment. In order to accelerate our computation we have written our own code for a rootfinding algorithm instead of using the default procedure Solve of Maple 16. The results of AIM may be obtained to any desired degree of precision: we have reported most of our results to twelve decimal places, and those of Table  III to fifteen places, as an illustration. Of course, once the energy eigenvalue has been determined accurately, it is straightforward to integrate Eq.(9) to find the corresponding wave function u(r) : we exhibit the result in Fig. 2 . for V (r) = −1/r + r. The initial value used by AIM is r0 = 5. The subscript N refers to the number of iteration used by AIM. In table II we report the eigenvalues for the Schrödinger equation with the potential V (r) = −1/r + 0.01 r. The Table IV we compare our AIM ground-state eigenenergies for the potential V (r) = −a/r + r and different values of the parameter a, with those computed earlier by Eichten et al. [4] using an interpolation technique and that of Chung and Lee [2] using the Crank-Nicholson method. Since the asymptotic solution Eq.(24) is independent of the Coulombic parameter a we use AIM with r 0 = 1, as shown in Figure 1 . for V (r) = −1/r + 100 r. The initial value used by AIM is r0 = 1 or as indicated. The subscript N refers to the number of iteration used by AIM. for ground state with the Coulombic parameter a in the potential V (r) = −a/r + r. The initial value used by AIM was fixed at r0 = 6. The subscript N refers to the number of iteration used by AIM. The solution procedure presented in this paper is based on the asymptotic iteration method and is very simple. It yields highly accurate eigenvalues with little computational effort. To our knowledge, this work is the first attempt to employ the asymptotic iteration method where the AIM sequences λ n and s n , n = 0, 1, 2, . . . , are computed in terms of higher transcendental functions, rather than polynomials or rational functions. This simple and practical method can easily be implemented with any available symbolic mathematical software to elucidate the dependence of the energy spectrum on potential parameters. Once accurate eigenvalues are at hand, it is straightforward to obtain the corresponding wave functions
