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Abstract  
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Contemporary approaches to natural language processing are predominantly based on 
statistical machine learning from large amounts of text, which has been manually annotated 
with the linguistic structure of interest. However, such complete supervision is currently only 
available for the world's major languages, in a limited number of domains and for a limited 
range of tasks. As an alternative, this dissertation considers methods for linguistic structure 
prediction that can make use of incomplete and cross-lingual supervision, with the prospect of 
making linguistic processing tools more widely available at a lower cost. An overarching 
theme of this work is the use of structured discriminative latent variable models for learning 
with indirect and ambiguous supervision; as instantiated, these models admit rich model featu-
res while retaining efficient learning and inference properties. 
The first contribution to this end is a latent-variable model for fine-grained sentiment ana-
lysis with coarse-grained indirect supervision. The second is a model for cross-lingual word-
cluster induction and the application thereof to cross-lingual model transfer. The third is a 
method for adapting multi-source discriminative cross-lingual transfer models to target langu-
ages, by means of typologically informed selective parameter sharing. The fourth is an am-
biguity-aware self- and ensemble-training algorithm, which is applied to target language adap-
tation and relexicalization of delexicalized cross-lingual transfer parsers. The fifth is a set of 
sequence-labeling models that combine constraints at the level of tokens and types, and an 
instantiation of these models for part-of-speech tagging with incomplete cross-lingual and 
crowdsourced supervision. In addition to these contributions, comprehensive overviews are 
provided of structured prediction with no or incomplete supervision, as well as of learning in 
the multilingual and cross-lingual settings. 
Through careful empirical evaluation, it is established that the proposed methods can be 
used to create substantially more accurate tools for linguistic processing, compared to both 
unsupervised methods and to recently proposed cross-lingual methods. The empirical support 
for this claim is particularly strong in the latter case; our models for syntactic dependency 
parsing and part-of-speech tagging achieve the hitherto best published results for a wide num-
ber of target languages, in the setting where no annotated training data is available in the target 
language. 
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1. Introduction
Language is our most natural and eective tool for expressing our thoughts.
Unfortunately, computers are not as comfortable with the natural languages
used by humans, preferring instead to communicate in formally specied and
unambiguous articial languages. The goal of natural language processing is
to change this state of aairs by endowing machines with the ability to ana-
lyze and ultimately “understand” human language. Although this may seem
very ambitious, the search engines, digital assistants and automatic transla-
tion tools that many of us rely on in our daily lives, suggest that we have
made at least some headway towards this goal.
Contemporary systems for linguistic processing are predominantly data-
driven and based on statistical approaches. That is, rather than being hard-
coded by human experts, these systems learn how to analyze the linguistic
structure underlying natural language from data. However, human guidance
and supervision is still necessary for teaching the system how to accurately
predict the linguistic structure of interest.1 This reliance on human expertise
forms a major bottleneck in the development of linguistic processing tools.
The question studied in this dissertation is therefore central to current re-
search and practice in natural language processing:
How can partial information be used in the prediction of linguistic structure?
This question is of considerable importance, as a constructive answer would
make the development of linguistic processing tools both faster and cheaper,
which in turn would enable the use of such tools in a wider variety of ap-
plications and languages. While the contributions in this dissertation by no
means constitute a complete answer to this question, a variety of modeling
approaches and learning methods are introduced that achieve state-of-the-
art results for several important applications. The thread shared by these
approaches is that they all operate in the setting where only partial infor-
mation is available to the system. More specically, the above question is
divided into the following two related research questions:
1. How can we learn to make predictions of linguistic structure using in-
complete supervision?
2. How can we learn to make predictions of linguistic structure in one
language using resources in another language?
1In this dissertation, the term linguistic structure prediction refers broadly to the automatic
attribution of some type of structure to natural language text.
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The supervision that can be derived from cross-lingual resources is often in-
complete; therefore answering the former question is integral to answering
the latter. In the course of this study, we will see that structured latent variable
models, that is statistical models that incorporate both observed and hidden
structure, form a versatile tool, which is well-suited for harnessing diverse
sources of incomplete supervision. Furthermore, it will be shown that incom-
plete supervision, derived from both monolingual and cross-lingual sources,
can indeed be used to eectively predict a variety of linguistic structures in
a wide range of languages.
In terms of specic applications, incomplete and cross-lingual supervi-
sion is leveraged for multilingual part-of-speech tagging, syntactic dependency
parsing and named-entity recognition. Furthermore, in the monolingual set-
ting, a method for ne-grained sentiment analysis from coarse-grained indi-
rect supervision is introduced. These contributions are spelled out in sec-
tion 1.3. The remainder of this chapter provides an introduction to the eld
of natural language processing and statistical machine learning, with a min-
imum of technical jargon. These subjects are aorded a more rigorous treat-
ment in subsequent chapters.
1.1 Analyzing Language with Statistical Methods
At a high level of abstraction, a linguistic processing system provides a map-
ping that species how the linguistic structure underlying natural language
text,2 such as parts of speech, or syntactic and semantic relations, is to be
uncovered from its surface form. In the early days of natural language pro-
cessing, this mapping was composed of hand-crafted rules that specied, for
example, how words with particular parts of speech t together in certain
syntactic relations. Instead, modern systems for linguistic analysis typically
employ highly complex rules that are automatically induced from data by
means of statistical machine learning methods.
One reason for relying on statistical learning is that human-curated rule
systems quickly become untenable due to the diculty of manually ensur-
ing the consistency of such systems as the number of rules grow large. Due
to the inherent ambiguity and irregularity of human natural languages, the
mapping provided by a high-accuracy linguistic processing system is neces-
sarily tremendously complex. The stride has therefore been towards replac-
ing rule-based systems with statistical ones in the construction of linguistic
processing tools. This trend has been especially strong since the early 1990s,
spurred by the availability of large data sets and high-power computational
resources.3
2Or speech, albeit this dissertation is focused purely on written text.
3The use of statistical methods for linguistic analysis is not new. As early as in the ninth century,
Arabic scholars employed crude statistics of letter distributions in cryptanalysis (Al-Kadi, 1992).
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While irregularity could in principle be handled by adding more specic
rules and by increasing the lexicon, resolving ambiguity typically requires a
more global scope on which dierent rules tend to interact in complex ways.
This is because, in order to successfully interpret an utterance, one is required
to interpret all of its parts jointly; it is not possible to interpret a sentence by
considering each of its words in isolation. While this is even more true at
the syntactic level (structural ambiguity), where interactions typically have
longer range, it is true already at the level of parts of speech (lexical ambigu-
ity).4
Consider the task of disambiguating the parts of speech of the following
English sentence:
I saw her duck under the table .
pron verb pron verb prep det noun punc
noun noun noun adj verb
adv
The potential parts of speech of each word, according to some — necessarily
incomplete — lexicon, are listed below each word. Although it is possible
for a human to specify rules for how to assign the parts of speech to each
word in this example (provided its context), it is very dicult to write main-
tainable rules that generalize to other utterances and to other contexts. Of
course, part-of-speech disambiguation — or part-of-speech tagging — is one
of the simpler forms of linguistic analysis; the complexity involved in syntac-
tic analysis and semantic interpretation is even more daunting. The last two
decades of natural language processing research almost unanimously suggest
that statistical learning is better suited to handle this immense complexity.
However, the use of statistical machine learning does not eradicate the
need for human labour in the construction of linguistic processing systems.
Instead, these methods typically require large amounts of human-curated
training data that has been annotated with the linguistic structure of interest,
to reach a satisfactory level of performance. For example, a typical super-
vised learning approach to building part-of-speech taggers requires tens of
thousands of sentences in which the part of speech of each word has been
manually annotated by a human expert. While this is a laborious endeavor,
the annotation work required for more complex tasks, such as syntactic pars-
ing, is even more daunting. This is not a factor that has inhibited the con-
struction of linguistic processing tools for the world’s major languages too
severely. However, the cost of creating the required resources is so high that
such tools are currently lacking for most of the world’s languages.
The work on Markov models and information theory by Alan Turing and others during World
War II, see MacKay (2003), and of Claude Shannon soon afterwards (Shannon, 1948, 1951),
represent two other early key developments towards modern day statistical approaches.
4Note that these levels of ambiguity often interact.
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1.2 Incomplete and Cross-Lingual Supervision
There are several ways in which knowledge can enter a linguistic processing
system. At a high level, we identify the following three sources of knowledge:
1. Expert rules: Human experts manually construct rules that dene a map-
ping from input text to linguistic structure. This is typically done in an
iterative fashion, in which the mapping is repeatedly evaluated on text
data to improve its predictions.
2. Labeled data: Human experts — or possibly a crowd of laymen — an-
notate text with the linguistic structure of interest. A mapping from
input text to linguistic structure is then induced by supervised machine
learning from the resulting labeled data.
3. Unlabeled data: Human experts curate an unlabeled data set consisting
of raw text and species a statistical model that uncovers structure in
this data using unsupervised machine learning. The inferred structure
is hoped to correlate with the desired linguistic structure.
Nothing prevents us from combining these types of knowledge sources. In
fact, much research has been devoted to such methods in the last decade
within the machine learning and natural language processing communities.
The class of combined methods that have received most attention are semi-
supervised learning methods, which exploit a combination of labeled and un-
labeled data to improve prediction. Methods that combine expert rules (or
constraints) with unlabeled data are also possible and are sometimes referred
to as weakly supervised. In these methods, the human-constructed rules are
typically used to guide the unsupervised learner towards mappings that are
deemed more likely to provide good predictions.
The methods proposed in this dissertation fall under the related concept
of learning with incomplete supervision. This adds an additional source of
knowledge situated between labeled and unlabeled data to the ones above:
4. Partially labeled data: Human experts — or possibly a crowd of laymen
— annotate text with some linguistic structure related to the structure
that ones wants to predict. This data is then used for partially supervised
learning with a statistical model that exploits the annotated structure
to infer the linguistic structure of interest.
Several dierent sources of incomplete supervision will be explored in this
dissertation. In particular, we will consider learning with cross-lingual su-
pervision, where (possibly incomplete) annotation in a source language is
leveraged to infer the linguistic structure of interest in a target language.
To exemplify, in chapter 10, we show that it is possible to construct ac-
curate and robust part-of-speech taggers for a wide range of languages, by
combining (1) manually annotated resources in English, or some other lan-
guage for which such resources are already available, with (2) a crowd-sourced
target-language specic lexicon, which lists the potential parts of speech that
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each word may take in some context, at least for a subset of the words. Both
(1) and (2) only provide partial information for the part-of-speech tagging
task. However, taken together they turn out to provide substantially more
information than either taken alone. While the source and type of partial
information naturally varies between tasks, our methods are grounded in a
general class of discriminative probabilistic models with constrained latent
variables. This allows us to make use of well-known, ecient and eective,
methods for inference and learning, freeing up resources to focus on model-
ing aspects and on assembling problem-specic knowledge-sources.
Besides a purely scientic and engineering interest, our interest in learn-
ing with incomplete supervision is a pragmatic one, motivated by the inher-
ent trade-o between prediction performance and development cost. Fully
labeled data is typically costly and time-consuming to produce and requires
specialist expertise, but when available typically allows more accurate pre-
diction. Unlabeled data, on the other hand, is often available at practically
zero marginal cost, but even when fed with massive amounts of data, unsu-
pervised methods can typically not compete with fully supervised methods
in terms of prediction performance. Partially labeled data allow us to strike
a balance between annotation cost and prediction accuracy.
1.3 Contributions
The contributions in this dissertation are all related to the use of partial infor-
mation in the prediction of linguistic structure. Specically, we contribute to
the understanding of this topic along the following dimensions:
1. We propose a structured discriminative model with latent variables, en-
abling sentence-level sentiment to be inferred from document-level senti-
ment (review ratings). While other researchers have improved on our
results since the original publication of this work, the models presented
in this dissertation still represent a competitive baseline in this setting.
2. We introduce the idea of cross-lingual word clusters, that is, morphosyn-
tactically and semantically informed groupings of words, such that the
groupings are consistent across languages. A simple algorithm is pro-
posed for inducing such clusters and it is shown that the resulting clus-
ters can be used as a vehicle for transferring linguistic processing tools
from resource-rich source languages to resource-poor target languages.
3. We show how selective parameter sharing, recently proposed by Naseem
et al. (2012), can be applied to discriminative graph-based dependency
parsers to improve the transfer of parsers from multiple resource-rich
source languages to a resource-poor target language. This yields the
best published results for multi-source syntactic transfer parsing to date.
4. We introduce an ambiguity-aware training method for target language
adaptation of structured discriminative models, which is able to lever-
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age automatically inferred ambiguous predictions on unlabeled target
language text. This brings further improvements to the model with se-
lective parameter sharing in item 3.
5. We introduce the use of coupled token and type constraints for part-of-
speech tagging. By combining type constraints derived from a crowd-
sourced tag lexicon with token constraints derived via cross-lingual su-
pervision, we achieve the best published results to date in the scenario
where no fully labeled resources are available in the target language.
In addition to these contributions, we give comprehensive overviews of ap-
proaches to learning with no or incomplete supervision and of multilingual
and, in particular, cross-lingual learning.
1.4 Organization of the Dissertation
The remainder of this dissertation is organized into the following four parts:
Part I: Preliminaries
Chapter 2 provides an introduction to the various types of linguistic struc-
ture that play a key part in the remainder of the dissertation: parts
of speech, syntactic dependencies, named entities, and sentiment. These
structures are described and motivated from a linguistic as well as from
a practical perspective and a brief survey of computational approaches
is given.
Chapter 3 introduces the framework of structured prediction on which all of
our methods are based. We describe how structured inputs and outputs
are represented and scored in a way that allows for ecient inference
and learning, and we discuss probabilistic models. In particular, we
show how dierent linguistic structures are represented in this frame-
work.
Chapter 4 provides an introduction to statistical machine learning for struc-
tured prediction, with a focus on supervised methods. Dierent evalua-
tion measures are described and an exposition of regularized empirical
risk minimization with dierent loss functions is given. Following this
is a brief discussion of methods for gradient-based optimization, and
some tricks of the trade for implementing these methods eciently.
Part II: Learning with Incomplete Supervision
Chapter 5 describes various ways to learn from no or incomplete supervi-
sion, including unsupervised, semi-supervised and, in particular, struc-
tured latent variable models. These key tools are described in gen-
eral terms in this chapter, while concrete instantiations are developed
in chapters 6 and 8 to 10. We further discuss related work, such as
constraint-driven learning and posterior regularization.
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Chapter 6 proposes the use of structured probabilistic models with latent
variables for sentence-level sentiment analysis with document-level su-
pervision. An extensive empirical study of an indirectly supervised and
a semi-supervised variant of this model is provided, in the common
scenario where document-level supervision is available in the form of
product review ratings. Additionally, the manually annotated test set,
which is used for evaluation, is described.
Part III: Learning with Cross-Lingual Supervision
Chapter 7 gives an overview of multilingual linguistic structure prediction,
with a focus on cross-lingual learning for part-of-speech tagging, syn-
tactic dependency parsing and named-entity recognition. Specically,
methods for annotation projection with word-aligned bitext and direct
model transfer by means of cross-lingual features are discussed. Again,
these methods are described in general terms, while our contributed
methods to this area are found in chapters 8 to 10.
Chapter 8 introduces the idea of cross-lingual word clusters for cross-lingual
transfer of models for linguistic structure prediction. First, monolingual
word clusters are evaluated for use in semi-supervised learning. Second,
an algorithm for cross-lingual word cluster induction is provided. Both
types of clusters are evaluated for syntactic dependency parsing, as well
as for named-entity recognition, across a variety of languages.
Chapter 9 studies multi-source discriminative transfer parsing by means of
selective parameter sharing, based on typological and language-family
characteristics. First, dierent ways of selective parameter sharing in a
discriminative graph-based dependency parser are described. Second,
the idea of ambiguity-aware self- and ensemble-training of structured
probabilistic models is introduced and applied to the selective sharing
model.
Chapter 10 considers the construction of part-of-speech taggers for resource-
poor languages, by means of constraints dened at the level of both to-
kens and types. Specically, coupled token and type constraints provide
an ambiguous signal, which is used to train both generative and discrim-
inative sequence-labeling models. The chapter ends with an empirical
study and a detailed error analysis, where the relative contributions of
type and token constraints are compared.
Part IV: Conclusion
Chapter 11 summarizes the dissertation and its main contributions. Finally,
we conclude with an outline of pertinent directions for future work.
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Part I:
Preliminaries

2. Linguistic Structure
This chapter introduces the four types of linguistic structure that are con-
sidered in the dissertation: parts of speech, syntactic dependencies, named
entities, and sentence- and document-level sentiment. The discussion is kept
brief and non-technical. Technical details on how these structures can be
represented, scored and inferred are given in chapter 3, while methods for
learning to predict these structures from fully annotated data are presented
in chapter 4. Chapter 5 discusses methods for learning to predict these struc-
tures from incomplete supervision, while chapter 7 discusses learning and
prediction in the multilingual and, in particular, learning with cross-lingual
supervision. Before introducing the linguistic structures, we provide a brief
characterization of natural language processing and what we mean by lin-
guistic structure.
2.1 Structure in Language
As a eld, natural language processing is perhaps best characterized as a di-
verse collection of tasks and methods related to the analysis of written human
languages. For scientic, practical and historical reasons, spoken language
has mostly been studied in the related, but partly overlapping, eld of speech
processing (Holmes and Holmes, 2002; Jurafsky and Martin, 2009).
A canonical linguistic processing system takes some textual representa-
tion, perhaps together with additional metadata, as its input and returns a
structured analysis of the text as its output. The output can be a formal rep-
resentation, such as in syntactic parsing. In other cases, both the input and
the output is in the form of natural language text, such as in machine transla-
tion and automatic summarization. In some cases, such as in natural language
generation, the input may be some formal representation, whereas the out-
put is in natural language. Following Smith (2011), we use the term linguistic
structure to collectively refer to any structure that the system is set out to
infer, even in cases when the structure in question may not be of the kind
traditionally studied by linguists.
Most work in natural language processing simply treat a text as a sequence
of symbols, although other dimensions, such as paragraph structure, layout
and typography, may be informative for some tasks. Throughout, we will
assume that the input text has been split into sentences, which have further
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been tokenized into words. However, we want to stress that in some lan-
guages, such as Chinese, segmenting a sequence of characters into words is
not at all trivial. In fact, the problem of word segmentation in these languages
is the subject of active research (Sproat et al., 1996; Maosong et al., 1998; Peng
et al., 2004). Sentence-boundary detection is also a non-trivial problem (Rey-
nar and Ratnaparkhi, 1997; Choi, 2000), in particular in less structured text
genres, such as blogs and micro-blogs, where tokenization can also be highly
problematic (Gimpel et al., 2011). In Thai, this is a notoriously dicult prob-
lem for any type of text (Mittrapiyanuruk and Sornlertlamvanich, 2000).
Of the four types of linguistic structure considered in this dissertation,
parts of speech and syntactic dependencies stand out in that they have a rich
heritage in syntactic theory and have been studied by grammarians at least
since antiquity (Robins, 1967). Broadly taken, the term syntax refers to “the
structure of phrases and sentences” (Kroeger, 2005, p. 26), or to the “princi-
ples governing the arrangement of words in a language” (Van Valin, 2001, p.
1). There are many theories and frameworks for describing and explaining
syntactic phenomena; a goal shared by most is to provide a compact abstract
description of a language that can still explain the surface realization of that
language (Jurafsky and Martin, 2009). Almost all syntactic theories take the
clause or the sentence as their basic object of study. The study of word struc-
ture and word formation is known asmorphology (Spencer and Zwicky, 2001),
whereas sentence organization and inter-sentential relations is the domain of
discourse (Marcu, 2000; Gee, 2011). Finally, semantics is the study of meaning
as conveyed in text (Lappin, 1997). While computational approaches to mor-
phology, discourse and semantics are all important parts of natural language
processing, we will not study these topics further. However, it is our belief
that most of the methods developed in this dissertation may be applicable to
the automatic processing of these aspects as well.
In addition to parts of speech and syntactic dependencies, we will also con-
sider named entities. While not strictly part of a syntactic analysis, named
entities are dened at the word/phrase level and closely related to syntactic
structure, whereas the nal type of structure, sentiment, will here be studied
at the level of full sentences and documents. Nevertheless, syntactic struc-
ture plays an important role in more ne-grained approaches to sentiment
analysis.
2.2 Parts of Speech
While frameworks for syntactic analysis often dier substantially in their
repertoire of theoretical constructs, most acknowledge the categorization of
words (lexical items) into parts of speech.1 This is an important concept in
1Other terms for this concept include word class and syntactic category. According to Van Valin
(2001), the term lexical category is preferred by most contemporary linguists. Nevertheless, we
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John quickly handed Maria the red book .
noun adv verb noun det adj noun punc
Figure 2.1. A sentence annotated with coarse-grained part-of-speech tags from the
tag set in Petrov et al. (2012).
theoretical linguistics, as parts of speech play a fundamental role, for example,
in morphological and syntactic descriptions (Haspelmath, 2001). In linguistic
processing applications, parts of speech are rarely of interest in themselves,
but they are still highly useful, as they are often relied upon for accomplishing
higher-level tasks, such as syntactic parsing, named-entity recognition and
machine translation. Figure 2.1 shows an example sentence, where each word
has been annotated with its part of speech. The particular set of part-of-
speech tags shown in this example are taken from the “universal” coarse-
grained tag set dened by Petrov et al. (2012).
Characterization
In traditional school grammar, the parts of speech are often dened seman-
tically, such that nouns are dened as denoting things, persons and places,
verbs as denoting actions and processes and adjectives as denoting properties
and attributes (Haspelmath, 2001). However, using semantic criteria to de-
ne parts of speech is problematic. When constrained to a single language,
these denitions may be appropriate for a set of prototypical words/concepts
(Croft, 1991), but there are many words that we undisputedly want to place
in these categories that do not t such semantic criteria. Instead, words are
delineated into parts of speech based primarily on morphosyntactic proper-
ties, while semantic criteria are used to name the resulting lexical categories
by looking at salient semantic properties of the words in each induced cate-
gory (Haspelmath, 2001). For example, a category whose prototypical mem-
bers are primarily words denoting things, is assigned the label nouns. Fur-
ther criteria may be involved; often a combination of semantic, pragmatic
and formal (that is, morphosyntactic) criteria are employed (Bisang, 2010).
Since there is large morphosyntactic variability between languages (Dryer
and Haspelmath, 2011), it follows that any grouping of lexical items by their
parts of speech must be more or less language specic. Moreover, only nouns,
verbs and, to some degree, adjectives, are generally regarded by linguists to
be universally available across the world’s languages (Croft, 1991; Haspel-
math, 2001). For the most part, we will consider the palette of parts of speech
as xed and given, so that our task is to learn how to automatically tag each
word in a text with its correct part of speech. This task is referred to as part-
of-speech tagging. However, we will briey return to the issue of linguistic
have decided to use the term part of speech, as this is the convention in the computational
linguistics community.
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universality when discussing cross-lingual prediction of linguistic structure
in chapter 7.
Computational approaches
The rst working computational approach to part-of-speech tagging was the
taggit system by Greene and Rubin (1971). This was a rule-based system,
whose functioning was determined by hand-crafted rules. Contemporary sys-
tems for part-of-speech tagging are instead based almost exclusively on sta-
tistical approaches, as pioneered — independently, it seems — by Derouault
and Merialdo (1986), Garside et al. (1987), DeRose (1988) and Church (1988).
These were all supervised systems, based on Hidden Markov Models (HMMs),
automatically induced from labeled corpora. Since this initial work, a wide
variety of approaches have been proposed to this task. For example, in the
1990s, Brill (1992, 1995) combined the merits of rule-based and statistical ap-
proaches in his framework of transformation-based learning and Ratnaparkhi
(1996) pioneered the use of maximum entropy models (Berger et al., 1996),
while Daelemans et al. (1996) popularized the use of memory-based learn-
ing (Daelemans and van den Bosch, 2005) for this and other tasks. Brants
(2000) returned to the HMM framework with the tnt tagger, based on a
second-order HMM. The tnt tagger is still in popular use today, thanks to
its eciency and robustness. Currently, part-of-speech tagging is commonly
approached with variants of conditional random elds (CRFs; Laerty et al.,
2001). As discussed in section 3.4, HMMs and CRFs are similar probabilistic
models that dier mainly in their model space and in their statistical inde-
pendence assumptions.
According to Manning (2011), contingent on the availability of a sucient
amount of labeled training data, supervised part-of-speech taggers for En-
glish now perform almost at an accuracy of 97%, which is claimed to be very
close to human-level performance. Manning argues that the remaining gap
to human-level performance should be addressed by improving the gold stan-
dard corpus annotations, rather than by improving tagging methods. Similar
points were raised by Källgren (1996), who argued for the use of underspeci-
ed tags in cases where human annotators cannot agree on a single interpre-
tation of an ambiguous sentence. At the time of writing, labeled corpora for
training supervised part-of-speech taggers are available for more than 20 lan-
guages with average supervised accuracies in the range of 95% (Petrov et al.,
2012). However, Manning also points out that these results only hold for the
in-domain setting, where the data used for both training and evaluating the
system belong to the same domain. When moving to other domains, for ex-
ample, when training the system on edited news text and then applying it
to general non-editorial text, there is typically a substantial drop in accuracy
for part-of-speech tagging systems; a drop in accuracy from above 95% down
to around 90% is not uncommon (Blitzer et al., 2006). This is a more general
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problem for any natural language processing system and domain adaptation
is therefore a topic of active research.
2.3 Syntactic Dependencies
Syntax is at the heart of formal linguistics and while typically not an end goal
in linguistic processing, automatic syntactic analysis — syntactic parsing — is
fundamental to many down-stream tasks such as machine-translation (Chi-
ang, 2005; Collins et al., 2005; Katz-Brown et al., 2011), relation-extraction
(Fundel et al., 2007) and sentiment analysis (Nakagawa et al., 2010; Councill
et al., 2010). Contemporary approaches to syntax, in formal as well as in com-
putational linguistics, are dominated by two frameworks, which are based on
the notion of constituency and of dependency, respectively.
For the most part of the last century, in particular in the Anglo-American
tradition, most linguists have focused on constituency grammars. Similar
to the morphosyntactic denition of parts of speech, a constituent can be
loosely dened as a grouping of words based on the distributional behavior
of the group, in particular with respect to word order (Kroeger, 2005). The
noun phrase (NP) is a canonical type of constituent, which in English can be
partly characterized by its tendency to directly precede verbs. For example,
in each of [the fox] jumps; [the quick fox] jumps; and [the quick brown fox]
jumps, the NP (in brackets) forms a unit with this characteristic, while only
the head noun (fox) of the NP shares this trait. In most constituency-based
syntactic formalisms, constituents are restricted to form contiguous spans.
For languages with strict word order, such as English, this is not a severe
restriction, whereas languages with freer word order, such as Czech, Russian,
or Finnish, are more dicult to describe in terms of constituents with this
restriction (Nivre, 2006). In dependency grammars, which is the syntactic
framework considered in this dissertation, the primary notion is instead that
of a binary (asymmetric) dependency relation between two words, such that
one word is designated as the head and the other word is designated as the
dependent, with the dependent being considered to be subordinate to its head
(Nivre, 2006). These relations are often visualized as directed arcs between
words, as shown in the example in g. 2.2. The direction of the arcs reects
the asymmetry of the relation; a common convention, adhered to here, is
that arcs are dened as pointing from the head word to its dependent(s). See
de Marnee and Manning (2008) for a description of the dependency types
(the labels above the arcs) used in gs. 2.2 and 2.3.
Characterization
Nivre (2006) summarizes a list of commonly used criteria for establishing the
distinction between head and dependent in a construction. As with parts of
speech, it is dicult to fully establish this distinction by formal criteria in
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John quickly handed Maria the red book .
noun adv verb noun det adj noun punc
nsubj
advmod
root
iobj
det
amod
dobj
punc
Figure 2.2. A sentence annotated with projective syntactic dependencies.
a way that covers every conceivable case, but these criteria are commonly
employed. In summary, the head may be loosely dened as the word that de-
termines the syntactic and semantic category of a construction; the head is a
word that may replace the construction, while the dependents provide a speci-
cation for, or a renement of, the construction; and nally the head is a word
that determines the form and position of its dependents. Similarly, Van Valin
(2001, p. 101), as several authors before him, makes a distinction between
three types of syntactic dependencies. He denes a bilateral dependence as
a relation where “neither the head nor the dependent(s) can occur without
the other(s)”; a unilateral dependence as one in which “the head can occur
without dependents in a particular type of construction, but the dependents
cannot occur without the head”, whereas a coordinate dependence, nally, is
treated as a special type of dependence between two co-heads. The proper
way of analyzing coordination in terms of dependency is a much debated
topic and there are several competing ways of analyzing such constructions
(Nivre, 2006). Some give coordination a dierent status from dependence (or
subordination) altogether, rather than shoehorning coordination into a depen-
dency relation (Tesniére, 1959; Hudson, 1984; Kahane, 1997). These decisions
are particularly problematic when we consider multilingual syntactic analy-
sis, where the use of dierent criteria in the creation of manually annotated
treebanks makes cross-lingual transfer, comparison and evaluation dicult.
See chapter 7 for further discussion of these issues.
An important concept in dependency grammars is that of valency (Tes-
niére, 1959),2 which captures how the head word, in particular verbs, con-
strain the morphosyntactic properties of their dependent(s). In addition, the
semantic interpretation of a verb places constraints on the number of seman-
tic roles that needs to be lled and the form of the dependent(s) that ll those
role(s). For example, the English transitive verb give is characterized by the
requirement of having a subject as well as a direct and an indirect object,
with constraints such that these words need to be placed in a certain order
and that the subject and the indirect object generally needs to be animate enti-
2This is similar to the concept of subcategorization in constituency theory (Sag et al., 2003).
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A hearing is scheduled on the issue today .
det noun verb verb adp det noun noun punc
det
prep
nsubj
cop
root
det
pobj
tmod
punc
Figure 2.3. A sentence annotated with non-projective syntactic dependencies.
ties. There are further connections between syntactic and semantic relations.
These connections have been exploited, for example, by Johansson (2008) and
Das (2012) in computational approaches to frame-semantic parsing (Fillmore,
1982).
Most dependency syntactic formalisms subscribed to in computational lin-
guistics enforce the fundamental constraint that the set of directed dependen-
cies (arcs) for a given sentence must form a connected directed rooted tree,
such that each word has a single head (Nivre, 2006).3 In graph-theoretic ter-
minology, a directed graph with this property is known as an arborescence
(Tutte, 2001). The head of the sentence, typically the nite verb, is repre-
sented by letting it be the dependent of an articial root word, as shown in
gs. 2.2 and 2.3
An important distinction is that between projective and non-projective de-
pendencies. Informally, a dependency tree for a sentence is projective only if
the dependencies between all its words — placed in their natural linear order
— can be drawn in the plane above the words, such that no arcs cross and
no arc spans the root of the tree. Equivalently, every subtree of a projective
dependency tree is constrained to have a contiguous yield. The dependency
tree in g. 2.2 is projective (not the non-crossing nested arcs), while g. 2.3
shows a non-projective dependency tree (note the crossing arcs). Languages
with rigid word order tend to be analyzed as having mostly projective trees,
while languages with more free word order tend to exhibit non-projectivity
to a higher degree (McDonald, 2006). Yet, even languages that give rise to
non-projective dependency analyses tend to be only mildly non-projective
(Kuhlmann, 2013). Though dierent in nature, (contiguous) constituent gram-
mars can often be converted to (projective) dependency structures by means
of a relatively small set of head percolation rules (Magerman, 1995; Collins,
1997). In fact, treebanks annotated with dependency structure are often pro-
duced by an automatic conversion of constituency structure based on such
head percolation rules (Yamada and Matsumoto, 2003).
3Albeit true of many dependency syntactic formalisms, this constraint is by no means subscribed
to by all dependency-based syntactic theories. See, for example, the word grammar of Hudson
(1984) and the meaning-text theory of Mel’c˘uk (1988).
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In the remainder, we will largely ignore linguistic issues and instead focus
on the problem of dependency parsing, assuming a given dependency syntac-
tic formalism as manifested in a manually annotated treebank. Furthermore,
we restrict ourselves to the case of projective dependencies. However, we
will briey return to some of these issues when discussing cross-linguistic
issues in dependency parsing in chapter 7.
Computational approaches
Just as early approaches to part-of-speech tagging were rule-based, early ap-
proaches to dependency parsing were based on hand-crafted grammars, for
example, Tapanainen and Järvinen (1997). Such approaches are still in active
use today. However, contemporary research on, and practical use of, depen-
dency parsing is completely dominated by data-driven approaches. In early
work on data-driven dependency parsing, Collins et al. (1999) exploited the
fact that a constituency tree can be converted into a projective dependency
tree, in order to use a constituency parser to predict dependency structure.
However, since constituency parsers are typically substantially more com-
putationally demanding than dependency parsers, later research focused on
native approaches to dependency parsing. These can largely be grouped into
the two categories of graph-based and transition-based parsing (McDonald
and Nivre, 2007), which dier mainly in the ways in which they decompose
a dependency tree when computing its score.
Graph-based parsers decompose the dependency tree either into individ-
ual arcs that are scored separately (Eisner, 1996; Ribarov, 2004; McDonald
et al., 2005; Finkel et al., 2008), or into higher-order factors in which several
arcs are treated as a unit with respect to scoring (McDonald and Pereira, 2006;
Carreras, 2007; Smith and Eisner, 2008; Koo and Collins, 2010; Zhang and Mc-
Donald, 2012). These units are assembled into a global solution, with the con-
straint that the result is a valid dependency tree. A related class of parsers
are based on integer linear programming (ILP; Schrijver, 1998), in which in-
teractions between arcs of arbitrary order can be incorporated (Riedel and
Clarke, 2006; Martins et al., 2009). While higher-order models can often yield
better results compared to lower-order models, and in particular compared
to rst-order (arc-factored) models, this comes at a substantial increase in
computational cost. This is particularly true of models based on ILP, for
which inference is NP-hard in general. Much research eort has therefore
been devoted to approximate methods that can reduce the computational
cost, hopefully at only a small cost in accuracy. This include coarse-to-ne
methods, such as structured prediction cascades (Weiss and Taskar, 2010),
where ecient lower-order models are used to lter the hypotheses that are
processed with a higher-level model (Rush and Petrov, 2012). Another ap-
proach is that of Smith and Eisner (2008), who cast the problem as a graph-
ical model (Wainwright and Jordan, 2008), in which approximate inference
is performed by belief propagation. In order to speed up ILP-based models,
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Martins et al. (2009) proposed to use a linear programming (LP) relaxation as
an approximation to the ILP. Variational inference (Martins et al., 2010) and
delayed column-generation (Riedel et al., 2012) are other recently proposed
techniques for speeding up inference with LP relaxations. Another recent
approximate inference method for higher-order models is that of Zhang and
McDonald (2012), who adopt the idea of cube-pruning, originally introduced
in the machine translation community (Chiang, 2007). Finally, dual decompo-
sition has recently gained popularity as a technique for performing inference
in higher-order models by combining two or more tractable subproblems via
Lagrangian relaxation (Koo et al., 2010; Martins et al., 2011).
One dimension of dependency grammar that profoundly constrains pars-
ing models is that of projectivity. When the dependencies are all assumed
to be projective, most graph-based models use variants of the chart-parsing
algorithm of Eisner (1996), a bottom-up dynamic programming algorithm,
similar to early algorithms of Hays (1964) and Gaifman (1965). In the non-
projective case, on the other hand, inference corresponds to the problem of
nding a maximum spanning tree (McDonald et al., 2005). This inference
problem can be solved exactly for arc-factored models, where the spanning
tree is composed directly from individual arcs, but was shown to be NP-hard
for higher-order models by McDonald (2006); see also the related result of
Neuhaus and Bröker (1997). For the case of second-order non-projective mod-
els, an approximate method was proposed by McDonald and Pereira (2006).
As discussed, in graph-based parsers a dependency tree is decomposed into
smaller parts that are scored individually and then combined in a way that
is (approximately) globally optimal. In transition-based parsing, on the other
hand, the dependency tree is instead built up step-by-step by the iterative ap-
plication of a small set of parser actions, where the action at each step is pre-
dicted by a classier trained with some machine learning method. Although
many dierent transition systems have been proposed, they most commonly
correspond to a shift-reduce style algorithm, where the sentence is traversed
in some pre-specied order, such as left-to-right. An early algorithm in this
vein is that of Covington (2001), which stands out in the transition-based
parsing literature in that it can directly handle non-projective dependencies.
Related shift-reduce style algorithms were given by Yamada and Matsumoto
(2003) and Nivre (2003). By employing a head-directed arc-eager strategy,
the latter is able to build a projective dependency tree in time linear in the
sentence length. Nivre and Nilsson (2005) later extended this method to the
case of non-projective dependencies by a pseudo-projective tree transforma-
tion, which annotates a projective tree with information that can be used to
recover non-projective dependencies in a post-processing step.
These early approaches to transition-based parsing were all based on a
greedy search strategy, in which only one action is taken at each step and
where there is no possibility to reconsider past actions. This makes these
approaches brittle and prone to error propagation, where an early mistake
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has a negative inuence on future actions. The most popular solution to this
problem is to use beam search, in which k hypotheses (partially constructed
trees) are simultaneously explored (Duan et al., 2007; Huang, 2008b; Zhang
and Clark, 2008; Zhang and Nivre, 2011; Huang et al., 2012a).4 While beam
search, like greedy search, is an inexact search strategy, Huang and Sagae
(2010) showed that transition-based parsing can also be cast as dynamic pro-
gramming by a clever state-merging technique. These results where recently
generalized by Kuhlmann et al. (2011). However, because beam search is so
straightforward to implement, it still dominates in practical use. It should
also be pointed out that in order to use tractable dynamic programming for
transition-based parsing, only quite crude features can be used. This is a
drawback, as rich features has been shown to be necessary for state-of-the-
art results with transition-based methods (Zhang and Nivre, 2011).
While scoring is an integral part of graph-based models (most approaches
use (log-)linear score functions, described in section 3.1), the classier used
in transition-based parsers is more or less independent of the transition sys-
tem employed. Many methods have been proposed to learn the action classi-
er used with greedy transition-based parsing. For example, Kudo and Mat-
sumoto (2000) and Yamada and Matsumoto (2003) used support vector ma-
chines (SVMs; Cortes and Vapnik, 1995), Nivre (2003) used memory-based
learning (Daelemans and van den Bosch, 2005), while Attardi (2006) used a
maximum-entropy (log-linear) model (Berger et al., 1996). When using beam
search, the structured perceptron (Collins, 2002) is the dominating learning al-
gorithm. Other learning algorithms that have been applied in this scenario
are learning as search optimization (LaSO; Daumé and Marcu, 2005), search-
based structured prediction (Searn; Daumé III et al., 2009) and the structured
perceptron with inexact search (Huang et al., 2012b).
Although graph-based and transition-based parsers may seem quite dif-
ferent, their merits have been combined (Zhang and Clark, 2008; Zhang and
Nivre, 2011). This can be benecial, as they have been shown to make slightly
dierent types of errors (McDonald and Nivre, 2007).
The more complex methods described above have provided signicant im-
provements in supervised dependency parsing. However, in the cross-lingual
projection and multilingual selective sharing scenarios that we consider in
this dissertation, the state of the art is still performing at a level substantially
below a supervised arc-factored model. We therefore restrict our attention to
arc-factored models with exact inference and transition-based models with
beam search inference. However, as the performance is raised in these sce-
narios, we may need to consider more complex models.
4At each step all transitions from the current k hypotheses are scored, whereafter the k most
likely hypotheses are kept for the next step.
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2.4 Named Entities
There are many ways in which a physical, or abstract, entity may be referred
to in text. For example, Stockholm, Sthlm and the capital of Sweden all denote
the same physical place. In the rst two of these expressions, the entity is
referred to by a proper name and we say that the entity in question is a named
entity. The automatic recognition and classication of such entities in text is
known as named-entity recognition (Nadeau and Sekine, 2007).
Initially, named-entity recognition was construed as a subtask of the more
ambitious task of information extraction (Cowie and Wilks, 2000), which in
addition to extracting and classifying named entities, aims at disambiguat-
ing the entities and to nd interesting relations between them. However, the
need for named-entity recognition also arises in applications where the enti-
ties themselves are rst class objects of interest, such as inWikication of doc-
uments (Ratinov et al., 2011), in which entities are linked to their Wikipedia-
page,5 and in applications where knowledge of named entities is not an end-
goal in itself, but where the identication of such entities can boost perfor-
mance, such as machine translation (Babych and Hartley, 2003) and question
answering (Leidner et al., 2003). For this reason, named-entity recognition is
an important task in its own right. The advent of massive machine readable
factual databases, such as Freebase and Wikidata,6 will likely push the need
for automatic extraction tools further. While these databases store informa-
tion about entities and relationships between entities, recognition of these
entities in context is still a non-trivial problem. As an example, Jobs may be
a named entity in some context, such as in Jobs created Apple, while not in
others, such as in Jobs created by Microsoft.
A related driving force behind research on named-entity recognition has
been the idea of the semantic web (Tim Berners-Lee and Lassila, 2001), which
as argued by Wilks and Brewster (2009) seems dicult, if not impossible, to
realize without the help of automatic tools. In this vein, “Web-scale” named-
entity recognition was proposed and explored by Whitelaw et al. (2008).
Characterization
While early research on recognition of named entities focused exclusively
on the recognition and classication of proper names, interest was quickly
expanded to the recognition of time expressions and expressions of numeri-
cal quantities, such as money (Nadeau and Sekine, 2007).7 In terms of entity
type categorization, the eld has since then retained a quite narrow focus
on a small number of fundamental entity types. A typical categorization can
be found in that dened by the Message Understanding Conferences (MUC;
5In many cases, this also requires that entities are disambiguated, so that the correct Wikipedia
page can be linked to.
6See hp://www.freebase.com/ and hp://www.wikidata.org/ — February 4, 2013.
7This section is largely based on the survey of Nadeau and Sekine (2007).
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[Steve Jobs]per created
[
Apple
]
org in [Silicon Valley]loc .
Steve Jobs created Apple in Silicon Valley .
b-per i-per o b-org o b-loc i-loc o
Figure 2.4. A sentence annotated with named entities. Top: entities annotated as
bracketed chunks. Bottom: the same entities annotated with the BIO-encoding.
Grishman and Sundheim, 1996), according to which entities are grouped into
persons, organizations and locations. This categorization was also used by
the CoNLL shared tasks on multilingual named-entity recognition (Tjong
Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003), where an additional
miscellaneous category was introduced, reserved for all entities that cannot
be mapped to any of the former three categories. A notable exception to
these coarse-grained categorizations can be found in the taxonomy proposed
by Sekine and Nobata (2004) specically for news text, which denes a hier-
archy of named entities with over 200 entity types. Another research direc-
tion that has led to more ne-grained entity categories can be found within
bioinformatics, in particular as embodied in the GENIA corpus (Ohta et al.,
2002). However, most work on named-entity recognition for general text is
still based on very coarse-grained categorizations; for practical reasons, this
is true of the present dissertation as well.
Typically, in order to simplify their denition and extraction, named en-
tities are restricted to form non-overlapping chunks of contiguous tokens,
such that each chunk is assigned an entity category. There are many dier-
ent ways to encode such non-overlapping chunks. The most used encoding
is the begin-inside-outside (BIO) encoding (Ramshaw and Marcus, 1995), in
which each lexical item is marked as constituting the beginning of a chunk
(b-x), as belonging to the inside of a chunk (i-x) or as being outside of any
chunk (o). Here, x is the category of the entity which the chunk denotes,
for example, per (person), loc (location), org (organization) or misc (miscel-
laneous). Figure 2.4 shows an example sentence, where each named entity
has been marked and categorized in this manner. Other encodings have been
proposed as well, as discussed by Ratinov and Roth (2009).
Computational approaches
Not surprisingly, early work on information extraction and named-entity
recognition was predominantly focused on methods based on rule-based pat-
tern matching (Andersen et al., 1986) and custom grammars (Wakao et al.,
1996). Such rule-based systems are still in active use today, a prominent ex-
ample being the recently released multilingual system by Steinberger et al.
(2011), which relies on high-precision rules that need to be hand-crafted sep-
arately for each language. These approaches tend to provide high precision
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at the expense of recall; see section 4.1.2 for denitions of precision and recall
and other evaluation measures.
While there are exceptions, such as Steinberger et al., contemporary ap-
proaches to named-entity recognition are predominantly based on supervised
machine learning methods. As with much work on statistical methods in
natural language processing, this line of work took o in the latter half of
the 1990s. Because of the sequential nature of named-entity recognition,
when restricted to non-overlapping chunks, the methods proposed for the
task largely follow the same trends as those for part-of-speech tagging. For
example, the system of Aberdeen et al. (1995) was based on transformation-
based learning (Brill, 1995), while Bennett et al. (1997) employed decision
trees (Quinlan, 1986), and Bikel et al. (1999) used HMMs. As with part-of-
speech tagging, these early models have now largely been surpassed by mod-
els based on CRFs, as rst proposed by McCallum and Li (2003) for this task.
2.5 Sentiment
The analysis and processing of subjective language, as manifested for exam-
ple in sentiments, beliefs and judgements, is a growing area within natural
language processing. Although some interest in this area can be traced to
the 1960s (Stone et al., 1966), there has been a surge of interest in the eld in
the last ten years, primarily thanks to the increasing signicance of informal
information sources, such as blogs and micro-blogs, user review sites and
the booming growth of online social networks; see Pang and Lee (2008) for a
comprehensive overview of this development.
Current research suggest that analyzing subjectivity in language is more
dicult, compared to more traditional tasks related to content or topicality
(Lee, 2004). Whether this is due to the immature nature of the eld or an
inherent aspect of the problem has not been settled. However, as we discuss
in chapter 6, the inter-annotator agreement is typically quite low for subjec-
tive aspects of language, compared to topical aspects, which suggests that
subjective language analysis is indeed an intrinsically harder problem.
Characterization
Wiebe et al. (2004), based on Quirk et al. (1985), dene the term subjective
language as referring to aspects of language use related to the expression of
private states, such as sentiments, evaluations, emotions or speculations. A
private state is characterized by a sentiment, possibly having a polarity of a
certain degree, a holder and a topic.8 Let the simple sentence John likes apples
a lot! serve as an example. Here a sentiment, liking, is held by a holder,
8There is little agreement on terminology in the literature on subjective language. Common
terms used for what we here call sentiment, include opinion, attitude and aect. The term
valence is often used for what I have termed polarity.
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John, towards a topic, apples. Liking further has a positive polarity, with
a degree indicated by a lot!.9 The aim of subjective language analysis is to
automatically uncover aspects such as these in free text.
Most research on subjective language has focused on sentiment in isola-
tion, or on sentiment in combination with polarity. Interest has commonly
been limited to the identication of sentiment, without any further distinc-
tion between dierent types of sentiments, their topics or holders; and to
classication of polarity into the categories of positive, negative and neutral
(Mulder et al., 2004; Bai et al., 2005; Sahlgren et al., 2007). Thus, even when ig-
noring the directional aspects of holder and topic, most work has been rather
coarse-grained in the characterization of private states. Some notable excep-
tions are the work by Bethard et al. (2004), Choi et al. (2005), Kim and Hovy
(2006a), Kim and Hovy (2006b), and more recently, Johansson and Moschitti
(2013), who also study methods for holder and topic identication.
Though most approaches to sentiment and polarity analysis have been
coarse-grained, there has been some attempts at more ne-grained analysis.
Liu et al. (2003) for example characterize sentiment in terms of Ekman’s six
fundamental categories of emotion: happy, sad, angry, fearful, disgusted and
surprised (Ekman, 1993), while Subasic and Huettner (2001) use what they call
“aect sets”, which comprise a set of attitudinal categories with attached cen-
tralities and intensities. Other characterizations are presented in the work of
Kim and Hovy (2006b), in which sentiments are characterized as judgements
and beliefs, and in Thomas et al. (2006) and Kwon et al. (2007), wherein claims
are identied and classied as to whether they are supporting or opposing an
idea, or whether they are proposing a new idea, in the context of political
discussions.
Most work in the area disregards the dicult aspect of topic and holder
and instead simply analyze a piece of text as being dominated by positive,
negative or neutral sentiment. This is the most well-studied scenario in the
subjective language analysis literature and is often referred to as sentiment
analysis or opinion mining (Pang and Lee, 2008). Typically, this analysis is
carried out at the word-level, at the document-level, or at the sentence-level.
The idea of words carrying attitudinal loading is usually attributed to Os-
good et al.’s theory of semantic dierentiation (Osgood et al., 1967). Accord-
ing to this theory, meaning is dened in a multidimensional semantic space,
in which dimensions are dened through pairs of antonymous adjectives and
direction and distance correspond to polarity and degree, respectively. Simi-
lar ideas were embodied in the General Inquirer (Stone et al., 1966), an early
system for linguistic analysis based on various lexicons. However, this is a
rather crude level of analysis, since context most certainly plays a part in
conveying sentiments. Still word-level sentiment analysis remains a popular
approach which has been amply studied (Subasic and Huettner, 2001; Turney
9Note how the exclamation mark carries important information in this case.
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[Rating: 3/5]dNEU
[This is my third Bluetooth device in as many years.]s1NEU
[The portable charger/case feature is great!]s2POS
[Makes the headset easy to carry along with cellphone.]s3POS
[Though the headset isn’t very comfortable for longer calls.]s4NEG
[My ear starts to hurt if it’s in for more than a few minutes.]s5NEG
Figure 2.5. A short product review annotated with both sentence-level and document-
level sentiment. The overall product rating (3/5) is mapped to a neutral document-level
sentiment.
and Littman, 2003; Rilo et al., 2003; Wiebe et al., 2004; Esuli and Sebastiani,
2006b).
Most work on subjective language analysis has been framed at the docu-
ment level. Some notable examples are Pang et al. (2002), Turney (2002) and
Bai et al. (2005), in which polarity classication is applied to movie reviews ac-
cording to a thumbs up/thumbs down classication scheme. Pang et al. (2002)
and Lee (2004) further suggest using polarity classication in business intel-
ligence applications, by analyzing free-form survey responses and for use in
recommendation systems. Other examples are Pang and Lee (2005) and Gold-
berg and Zhu (2006) who also classify movie reviews, but use a multi-point
rating scale instead of a bipolar classication. Dave et al. (2003) perform clas-
sication of online product reviews, in addition to mining sentiments towards
specic product features, while Yih et al. (2004) look at nding “hot deals” in
online deal forums.
There has also been work on sentence-level analysis, for example, applied
to product and movie review mining and summarization (Dave et al., 2003;
Pang and Lee, 2004; Hu and Liu, 2004a,b; Popescu and Etzioni, 2005; Kim and
Hovy, 2006b), classication of claims made in political discourse (Kwon et al.,
2007), classication of polarity of news headlines (Sahlgren et al., 2007), and
identication and analysis of judgements and beliefs (Kim and Hovy, 2006b).
In this dissertation, we will study the restricted case of product-review
sentiment, where we assume that the document is assigned an overall senti-
ment, or rating, from the set {pos, neg, neu} (positive, negative and neutral)
and each sentence of the document is assigned a sentiment, again in the set
{pos, neg, neu}. Figure 2.5 shows an example review with both of these lev-
els annotated. Notice how the document-level sentiment corresponds to the
average of the sentence-level sentiment. In chapter 6, we exploit the corre-
lation between the two levels, when we learn how to make predictions at
the sentence-level, using the document-level rating as a training signal from
which the sentence-level sentiment is induced. This is perhaps the simplest
form of ne-grained sentiment analysis and one could imagine performing
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a similar analysis at the clause or phrase level, as well as analyzing multiple
attributes of opinions beyond their polarity (Wiebe et al., 2005). Though our
methods could conceivably be applied to ner levels of granularity, for rea-
sons of simplicity, we focus exclusively on document-level and sentence-level
analysis.
Computational approaches
Most research on sentiment analysis can be categorized into one of two cat-
egories: lexicon-centric or machine-learning centric. In the former, large lists
of phrases are constructed, manually or automatically, which indicate the
polarity of each phrase in the list. This is typically done by exploiting com-
mon patterns in language (Hatzivassiloglou and McKeown, 1997; Rilo and
Wiebe, 2003; Kaji and Kitsuregawa, 2007), lexical resources such as Word-
Net or thesauri (Dave et al., 2003; Hu and Liu, 2004a; Wiebe et al., 2004; Kim
and Hovy, 2004; Mulder et al., 2004; Blair-Goldensohn et al., 2008; Rao and
Ravichandran, 2009; Mohammad et al., 2009), or via distributional similarity
(Wiebe, 2000; Turney, 2002; Sahlgren et al., 2007; Velikovich et al., 2010). In
the machine-learning centric approach, one instead builds statistical text clas-
sication models based on labeled data, often obtained via consumer reviews
that have been tagged with an associated star-rating (Pang et al., 2002; Pang
and Lee, 2004; Gamon et al., 2005; Goldberg and Zhu, 2006; Mao and Lebanon,
2006; Blitzer et al., 2007; Snyder and Barzilay, 2007).
Both approaches have their strengths and weaknesses. Systems that rely
on lexica can analyze text at all levels, including the clausal and phrasal level,
which is fundamental to building user-facing technologies such as faceted
opinion search and summarization (Beineke et al., 2003; Hu and Liu, 2004a;
Gamon et al., 2005; Popescu and Etzioni, 2005; Carenini et al., 2006; Blair-
Goldensohn et al., 2008; Titov and McDonald, 2008; Zhuang et al., 2006). How-
ever, lexica are typically deployed independent of the context in which men-
tions occur, which makes them brittle in the face of domain shifts and com-
plex syntactic constructions (Wilson et al., 2005; Choi and Cardie, 2009). The
machine-learning approach, on the other hand, can be trained on the millions
of labeled consumer reviews that exist on review aggregation websites, often
covering multiple domains of interest (Pang et al., 2002; Pang and Lee, 2004;
Blitzer et al., 2007). The downside is that the supervised learning signal is
often at a coarse level, most commonly the document level.
Attempts have been made to bridge this gap. The most common approach
is to obtain a labeled corpus at the granularity of interest in order to train
classiers that take into account the analysis returned by a lexicon and its
context (Wilson et al., 2005; Blair-Goldensohn et al., 2008). This approach
combines the best of both worlds: knowledge from broad-coverage lexical
resources in concert with highly tuned machine-learning classiers that take
into account context. The primary downside of such models is that they are
often trained on small data sets, since ne-grained sentiment annotations
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rarely exist naturally and instead require signicant annotation eort per
domain (Wiebe et al., 2005).
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3. Structured Prediction
This chapter provides an introduction to a general framework for structured
prediction, on which most of the methods presented in later chapters are
based. In this chapter, we describe how output structures such as the lin-
guistic structures introduced in chapter 2 can be represented and scored, in
a way that allows for the optimal structure to be eciently computed for
a given input, given some learned model parameters. Methods for learning
these model parameters from fully annotated data are described in chapter 4.
3.1 Predicting Structure
While a natural language processing system often consists of several intri-
cate software components, we will abstract away from this complexity and
instead view the system from a more formal angle. This allows us to describe
dierent linguistic structures and systems for predicting these structures in a
general and compact manner. At the most abstract level, we view the system
as providing a mapping yˆ:X → Y from a set of inputs X to a set of outputs
Y, such that yˆ(x ) ∈ Y is the output assigned to the input x ∈ X. We assume
that both the inputs and the outputs are objects with some non-trivial struc-
ture. Our goal is to induce this mapping from data, such that the predictions
provided by yˆ are as accurate as possible, according to some evaluation mea-
sure. This problem setup is referred to as structured prediction (Taskar, 2004;
Daumé III, 2006; Bakır et al., 2007; Smith, 2011).
3.1.1 Characteristics of Structured Prediction
Many tasks traditionally addressed with machine learning methods are cast
as binary, or multi-class, classication problems, where the goal is to learn to
predict the correct label from a restricted set, for example, spam vs. not-spam
in e-mail spam detection, or politics vs. culture vs. economy in topical text
classication (Mitchell, 1997). In structured prediction, on the other hand, the
output to be predicted is endowed with some internal structure and typically
there is a vast number of potential outputs for any given input. Specically,
for the linguistic structures considered in this dissertation, the output may be
a sequence of part-of-speech tags, a syntactic dependency tree, a segmenta-
tion into named entities or a joint assignment of sentiment to each sentence in
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a product review and to the review itself. Some of these structured prediction
problems can in principle be reduced to a collection of multi-class problems.
For example, we could treat the problem of part-of-speech tagging as one of
predicting the part of speech of each word in isolation. However, such a trivial
reduction is not possible in the case of syntactic dependency parsing, where
there are structural constraints that every dependency tree needs to obey; for
example, each tree needs to be an arborescence and further constraints may
apply, such as projectivity, as discussed in section 2.3.1 Although not consid-
ered in this dissertation, it should be pointed out that structured prediction
problems can also be reduced to a search process, where the prediction of
search actions are cast as binary, or multi-class, classication problems (Ya-
mada and Matsumoto, 2003; Daumé and Marcu, 2005; Daumé III et al., 2009;
Ratli, 2009).2 The incremental structured perceptron of Collins and Roark
(2004), which we employ in some of our experiments with transition-based
dependency parsing, can also be viewed in this context.
Even when a naïve reduction to binary, or multi-class, classication is pos-
sible, there are reasons to treat the problem as structured, since there may be
interactions between parts of the output structure that we can exploit. Con-
sider a naturally occurring sequence of parts of speech. In such a sequence,
the part of speech of a word is often highly predictive of the part of speech of
the next word and certain subsequences of parts of speech are highly unlikely
(Dietterich, 2002). Similarly, if a word is part of a named entity, the probabil-
ity that the next word is also part of a named entity is very dierent from the
corresponding probability when the current word is not a name. Regulari-
ties in the output structure such as these can help us make better predictions.
In particular, by making structured decisions we can design our models so
that observed parts of the structure can inuence and constrain unobserved
parts of the structure. We will use this as a key tool when learning to predict
linguistic structure from partial information.
On the other hand, performing inference — making decisions jointly over
a complex structure — is substantially more complex in structured predic-
tion, compared to making individual binary or multi-class decisions. We will
discuss inference algorithms for structured problems in more detail in sec-
tion 3.5. Briey put: although the size of the search space is typically ex-
ponential in the input size, as long as model dependencies between parts in
the structure have short range, ecient inference algorithms can be derived.
When taking long-range dependencies into account, we are on the other hand
forced to revert to slow and/or approximate algorithms. Much current work
1Of course, these are constraints that have been placed by us on the representation of the
linguistic structure at hand.
2Daumé III (2006) provides a more formal denition of what separates structured from non-
structured prediction problems. In particular, he argues that the class of structured prediction
problems should be restricted to those where the cost-function being optimized (see chapter 4)
do not decompose over the output structure.
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in natural language processing is devoted to devising fast and accurate ap-
proximation algorithms for complex structured prediction problems, in par-
ticular for syntactic dependency parsing; see section 2.3.
In order to make the above concepts more concrete, consider a system for
part-of-speech tagging. In essence such a system takes a sentence x ∈ X
as its input and returns a tagging y ∈ Y as its output, such that each of the
words in the input sentence are assigned some part of speech in the output
tagging. In this example, X is the set of all possible sentences, Y is the set of
all possible part-of-speech tag sequences and yˆ(x ) ∈ Y is the sequence of tags
assigned to the input x ∈ X. A natural measure of accuracy in this scenario
is the number of correctly predicted tags in yˆ(x ), that is, the reciprocal of the
Hamming distance metric; see section 4.1.2.
3.1.2 Scoring and Inference
At this stage, we place no restrictions on the input and output sets — we as-
sume that the mapping yˆ(x ) ∈ Y is dened for any input x ∈ X — and they
may therefore both be innite sets. Since the number of potential inputs is
unbounded, it is not feasible to represent the mapping yˆ explicitly. Rather,
for each input x the system needs to perform a search over the output set
Y to infer the most tting output yˆ(x ). In order to facilitate this inference,
we introduce a score function s:X × Y → R, such that s(x ,y) measures
the anity between the input x and the output y. For a xed input x , the
score function imposes a partial order on the output set, such that the re-
lation s(x ,y) > s(x ,y ′) corresponds to the belief that the output y is more
accurate than output y ′ for the input x , while s(x ,y) = s(x ,y ′) indicates no
preference between y and y ′. For a given input x , we thus predict the output
yˆ(x ) with the highest score:
(3.1)yˆ(x ) = arg max
y∈Y
s(x ,y) .
In this chapter, we will consider the score function as xed and given and
we will focus on a representation of inputs and outputs that facilitates an e-
cient solution of the inference problem in eq. (3.1), while the remainder of the
dissertation is focused on dierent scenarios for learning the score function
from data, such that the mapping yˆ is as accurate as possible, according to
some problem specic evaluation measure.
Clearly, although the score function provides a partial order on the output
set for a given input, it is not feasible to explore the innite output set. How-
ever, since the input will always be given, we only need to consider those
outputs that are valid for a particular input. Consider the part-of-speech tag-
ging example again. In this case we know from the problem denition that
the output should assign exactly one tag to each token. Consequently, we
only need to consider tag sequences of the same length as the input. Let
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Y(x ) ⊂ Y denote the set of valid outputs for an input x ∈ X and let us restrict
the mapping yˆ accordingly, so that yˆ(x ) ∈ Y(x ). We refer to the set Y(x ) as
the inference space and we say that the structures y ∈ Y(x ) span the input x .
By enforcing that s(x ,y) = −∞ for every output y 6∈ Y(x ), eq. (3.1) can be
reformulated as
(3.2)yˆ(x ) = arg max
y∈Y
s(x ,y) = arg max
y∈Y(x )
s(x ,y) .
While it is possible to dene structures such that the inference space is also
innite, for example, by allowing unbounded recursion, in this dissertation,
we will only consider structures for which the inference space is a nite set.
However, its size will typically be exponential in the size of the input, which
still poses a challenge for the construction of ecient inference algorithms.
Depending on the structure of the inference space, computing the arg max
in eq. (3.2) can be more or less computationally demanding. For all of the
models studied in this dissertation there are well-known ecient dynamic
programming algorithms with polynomial time and space requirements. We
will briey discuss dierent approaches to inference in section 3.5.
3.2 Factorization
Thus far, we have viewed the input and output spaces as abstract sets, with
elements of the output set being (implicitly) partially ordered by the score
function. From this perspective, there is no relationship between elements
in the output set, except for their order with respect to a specic input. In
order to facilitate the construction of ecient algorithms for exploring the
typically exponential inference space, we need to impose some additional
structure on the output space. To this end, we will henceforth assume that
each structure y ∈ Y can be decomposed into a set of smaller and simpler,
potentially overlapping, substructures. We already touched upon this idea
in the part-of-speech tagging example in the previous section, where we de-
scribed a sequence of tags spanning the input as being decomposable into
a set of position-specic tags. This decomposition of the tagging problem
is, however, not the only possible. For example, we could also decompose
the sequence of tags into sets of partially overlapping position-specic tag n-
grams, that is, into partially overlapping subsequences of n consecutive tags.
The latter decomposition has the advantage over the former that it allows for
modeling interactions between consecutive tags, such as the fact that adjec-
tives have a tendency to be followed by nouns in English. At the same time,
by allowing for partially overlapping substructures, the search for an optimal
sequence of tags is complicated, due to the constraint that the overlapping
tag n-gram assignments need to be consistent across the whole tag sequence.
The manner in which we decompose the outputs is of crucial importance for
the development of ecient inference algorithms, as we will discuss later.
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A natural way to describe the class of decomposable discrete structures just
sketched is by means of binary indicator vectors indexed by means of some
structured index set (Smith, 2011). Let I be an index set whose structure is
determined by the particular decomposition of the outputs. We dene the
output set Y as the set of structures that can be assembled from substructures
indexed by I. Correspondingly, Y(x ) is dened in terms of I(x ), where I(x ) is
restricted to indices of substructures in the span of x . The set of all indicator
vectors indexed by indices from the index set I is {0, 1} |I | . For a given output
y ∈ Y, we use the convention that y(i) = 1 for any index i ∈ I if and only
if the ith substructure is a part of the output y and we will use the notation
i ∈ y to refer to those indices that correspond to active substructures of y,
that is, { i : i ∈ y } = { i : i ∈ I ∧ y(i) = 1 }. However, since there are typically
some constraints on the elements of Y, for example, arborescence constraints
in the case of dependency trees, not every binary index vector corresponds
to a valid output and consequently, Y(x ) ⊂ {0, 1} |I(x ) | .
At this point it may not be clear what this decomposition into substruc-
tures aords us. We have mentioned that this allows us to search the infer-
ence space more eciently. However, this is only true for certain benign
combinations of index sets and output constraints. In the most general case,
nding the highest scoring output is an NP-hard problem. In addition to
a benign combination of index set and constraints, in order to achieve e-
cient inference, we need the score function to decompose into scores of sub-
structures, according to such an index set. Before discussing these issues, we
discuss how the linguistic structures from chapter 2 can be represented by
means of index sets. Following this, in section 3.3, we discuss how to express
the score function in terms of salient features of the input and the output.
3.2.1 Sequence Labeling
Part-of-speech tagging and named-entity recognition (described in section 2.2
and in section 2.4, respectively), can both be formulated as sequence-labeling
problems (Ratnaparkhi, 1996). We assume that the input text has been split
into sentences and that each sentence has been tokenized. Our task is to as-
sign a tag from the provided tag set to each lexical item (word/token) of a
given text. While possible (Rush et al., 2012), we do not assume that there
are any dependencies between sentences, so that we can process each sen-
tence separately. We cast this problem in the general structured prediction
framework as follows. Let x = (x1x2 . . . x |x |) ∈ X denote a sentence, where
xi denotes the ith token in x . Let y = (y1y2 , . . .y |x |) ∈ Y(x ) denote a tag se-
quence, where yi ∈ T is the tag assigned to the ith token in x and T is the tag
set used. The space of tag sequences Y(x ) can be expressed in terms of the
index set
Iseq(x ) = { (i , t ) : i ∈ [1, |x |], t ∈ T } ,
33
where y(i , t ) = 1 has the interpretation that the ith token in the sequence is
assigned the tth tag, while y(i , t ) = 0 means that the ith token is not assigned
the tth tag. We further have the constraint that each position is to be assigned
exactly one tag. In practice, we make sure that this and other structural con-
straints, such as arborescence and projectivity constraints in syntactic depen-
dency parsing, are obeyed by structuring the inference algorithm such that
only outputs that obey the constraints are explored; see section 3.5.
For now, we will leave details of language specic part-of-speech tag sets
aside and simply assume that we are provided with some set of tags T. As
an example, the coarse-grained “universal” part-of-speech tag set of Petrov
et al. (2012) consists of the following twelve tags: noun (nouns), verb (verbs),
adj (adjectives), adv (adverbs), pron (pronouns), det (determiners and par-
ticles), adp (prepositions and postpositions), num (numerals), conj (conjunc-
tions), prt (particles), punc (punctuation) and x (a catch-all category for
abbreviations, foreign words and so on). In named-entity recognition with
the CoNLL tag set (Tjong Kim Sang, 2002; Tjong Kim Sang and De Meul-
der, 2003) and a BIO encoding, we have the tag set T = {o} ∪ {b-x, i-x} for
x ∈ {per, org, loc,misc} (outside and begin/inside person, organization, lo-
cation, and miscellaneous).
The index set Iseq(x ) corresponds to a zeroth-order Markov factorization,
which is rich enough to express the space of all possible tag-sequences. When
the score function is factorized in terms of this index set, we have a model
in which each tag is independent of all other tags. However, in natural lan-
guages, there are often strong correlations between substructures. For ex-
ample, in English part-of-speech sequences, determiners tend to be immedi-
ately followed by nouns or adjectives, while adjectives tend to be followed
by nouns, and so on. In order to exploit such regularities of naturally occur-
ring sequences, we can instead make a kth-order Markov assumption when
factorizing the score function. This corresponds to the index set
Ikseq(x ) = { (i , ti−k :i ) : i ∈ [1, |x |], ti−k :i ∈ Tk+1 } ,
where the structured index (i , ti−k :i ) represents a sequence of k + 1 tags as-
signed to yi−k :i . In terms of indicator vectors, we thus have that yi−k :i =
ti−k :i ⇔ y(i , ti−k :i ) = 1.
Performing inference with the higher-order index set is more computa-
tionally demanding, because we need to take into account the fact that the
score function is expressed in terms of overlapping tag subsequences. Note
that Iseq = I0seq and that each index in a lower-order factorization subsumes
a set of indices in a higher-order factorization. This hierarchical relationship
between the index sets of various orders is exploited by coarse-to-ne meth-
ods (Charniak and Johnson, 2005; Weiss and Taskar, 2010; Rush and Petrov,
2012), where ecient lower-order models are used to prune the search space
of higher-order models.
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Joint document- and sentence-level sentiment analysis (see section 2.5) can
also be cast as a variant of sequence labeling. In this case, rather than hav-
ing sentences represented as sequences of tokens, we represent a document
as a sequence of sentences. Additionally, we model the document-level by
adding an extra sub-index that represents the sentiment label assigned at this
level. Thus, let x = (x1 , x2 , . . . , x |x |) be a document composed of a sequence
of sentences xi and let y = (yd ,ys1ys2 . . .ys|x |) ∈ Y(x ), where yd denotes the
document-level sentiment variable andysi denotes the ith sentence-sentiment
variable. The inference space is dened by the index set
Isent(x ) = { (i , s ,d) : i ∈ [1, |x |], s ∈ Ss , d ∈ Sd } ,
where i ranges over the sentence positions in the document, s ranges over
the set of sentence-level sentiment labels Ss and d ranges over the set of
document-level sentiment labels Sd . While other label sets are possible, we
will use the same set of labels for both the document level and the sentence
level. Specically, we let S = Ss = Sd = {pos, neg, neu} (positive, negative
and neutral).
Note that the document-level sentiment is xed for each sequence of as-
signments to the sentence-level. Thus, for each xed value of the document-
level sentiment, the problem is reduced to a standard sequence-labeling prob-
lem. Just as with part-of-speech tagging and named-entity recognition, there
may be sequential regularities in the data. Based on intuitions about dis-
course structure, we assume that sentences expressing a certain sentiment
are clustered, so that positive sentences and negative sentences tend to clus-
ter in dierent parts of the document. In order to exploit these posited reg-
ularities, we can again use a kth-order Markov factorization, corresponding
to the index set
Iksent(x ) = { (i , si−k :i ,d) : i ∈ [1, |x |], si−k :i ∈ Sk+1s , d ∈ Sd } .
3.2.2 Arc-Factored Dependency Parsing
We now turn to the framing of graph-based syntactic dependency parsing
(see section 2.3) as a structured prediction problem. Let x = (x1x2 . . . x |x |)
denote an input sentence, where xi denotes the ith token and let y ∈ Y(x )
denote a dependency tree, where Y(x ) is the set of well-formed dependency
trees spanning x .
As discussed in section 2.3, we will only consider rst-order arc-factored
models (Eisner, 1996; McDonald et al., 2005) in this dissertation. In the case of
labeled dependency parsing, where each head-dependent relation is labeled
with its grammatical relation, we can represent the inference space of the
rst-order factorization by means of the labeled arc index set
Iarc(x ) = { (h,d , r ) : h ∈ [0, |x |], d ∈ [1, |x |], r ∈ R } ,
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where the head-index h ranges over the token positions (including the zeroth
position, which correspond to the dummy root token), the dependent-index
d ranges over the token positions (excluding the root token) and r ranges
over the set of grammatical relations R.
Dierent syntactic annotations dene dierent relations. For example, the
annotation guidelines for the Stanford typed dependencies (de Marnee and
Manning, 2008) denes 53 dierent grammatical relations. For practical rea-
sons, discussed in more detail in chapter 7, we focus on unlabeled depen-
dencies in the multilingual scenario, because the syntactic annotations in dif-
ferent languages use dierent sets of grammatical relations, which makes it
dicult to evaluate and compare labeled models. For the corresponding un-
labeled arc-factored model, the relation label sub-index is simply dropped in
the unlabeled arc index set
Iuarc(x ) = { (h,d) : h ∈ [0, |x |], d ∈ [1, |x |] }
The rst-order factorization allows us to express all possible dependency
trees. However, it assumes that the score of a tree factors into scores of indi-
vidual arcs. This factorization is not powerful enough to reach state-of-the-
art results in the fully supervised case, because it cannot exploit any substruc-
ture regularities, such as those between sibling arcs and between parent and
grandparent arcs (McDonald and Pereira, 2006; Carreras, 2007; Smith and Eis-
ner, 2008; Koo and Collins, 2010; Zhang and McDonald, 2012). However, in
the scenarios that we consider in this dissertation, the performance is not yet
at the level of supervised parsing and the rst-order factorization is therefore
sucient for our purposes.
3.3 Parameterization
With the representation of inputs and outputs in place, let us discuss the
score function s(x ,y) in more detail. In order to achieve ecient inference
and learning, we seek a score function with the following three properties.
First, the score function should be amenable to ecient inference. That
is, we seek a score function that allows us to explore the inference space
as eciently as possible to nd, for example, the output with the highest
score, or the output with the k highest scores, for a particular input. One step
towards achieving this is by assuring that the score function decomposes over
the index set, that is, the score of an input-output pair can be expressed in
terms of the scores of substructures — additionally, the combination of index
set and output constraints should be such that the assembly of the scored
substructures into a coherent output can be performed eciently.
Second, the score function should be amenable to learning in the sense
that it can be adapted to the data. For learning to be tractable, the mapping
from inputs to outputs should behave nicely, in the sense that changes in
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the score function leads to predictable changes in the mapping. As discussed
in chapter 4, mathematically, this equates to the requirement that the score
function — in combination with a task specic cost function — should at least
be sub-dierentiable with respect to its parameters.
Third, the score function should be able to compactly represent the ani-
ties of an innite number of input-output pairs. As briey discussed in chap-
ter 4, such a compact representation is not only preferable for reasons of
computational eciency and storage eciency; from a learning theoretic per-
spective, a compact representation that still ts the data well tends to lead to
better generalization ability (Vapnik, 1998).
The simplest score function that satises these properties is a function lin-
ear in the representation of input-output pairs, such that the representation
decomposes over the index set.3 In order to dene such a score function,
our rst step is to represent pairs of inputs and outputs by means of their
salient features. This is accomplished with a vector-valued feature function
Φ:X × Y→ Rd , which maps each input-output pair to a d-dimensional real-
valued vector.4 We then parameterize the score function by a parameter vector
θ ∈ Θ. This gives us the score function s:X × Y × Θ → R, where sθ (x ,y)
denotes the score of (x ,y) ∈ X × Y, given parameters θ . Throughout, we
shall restrict ourselves to the case Θ = Rd and exclusively consider the linear
score function
(3.3)sθ (x ,y) = θ>Φ(x ,y) =
d∑
j=1
θ jΦj (x ,y) .
In other words, each feature Φj (x ,y) encodes a salient feature of the input-
output pair (x ,y), and each feature is paired with a parameter θ j . If we assume
that the elements of the feature vector are all non-negative, for a xed input,
we can increase the scores of those outputs for which the feature is active
by increasing the weight of the corresponding parameter. Analogously, we
can decrease the scores of the same outputs, by decreasing the weight of
the parameter. Thus, for a xed feature representation, the score function is
solely controlled by its parameters.
In order to pave the way for ecient inference, we further restrict the
feature function to decompose linearly over the index set I:
Φ(x ,y) =
∑
i∈I(x )
ϕ(x ,y , i) · 1 [y(i) = 1] = ∑
i∈y
ϕ(x ,y , i) ,
where ϕ(x ,y , i) ∈ Rd is a substructure feature function that extracts a fea-
ture vector representation of the combination of the input and the ith output
3The compactness property is not inherently satised by linear functions, but this can be
achieved by adding an appropriate regularizer during learning (see section 4.1.1).
4In practice, we only use feature vectors with binary elements. Categorical features with K
potential values are trivially binarized by using K binary elements, while real-valued features
can rst be appropriately “bucketed” into categorical features, which can then be binarized.
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substructure and 1[·] is the indicator function that evaluates to 1 when its ar-
gument is true and to 0 otherwise. This gives the following complementary
decomposition of the score function in terms of scores of substructures:
sθ (x ,y) =
∑
i∈y
θ>ϕ(x ,y , i) =
d∑
j=1
∑
i∈y
θ jϕ j (x ,y , i) .
The specic form of the substructure feature function ϕ(x ,y , i) is applica-
tion and model specic. The structured index i is used to address the parts
of the input-output pair (x ,y) ∈ X × Y that are accessible to ϕ(x ,y , i). The
substructure feature function is dened locally with respect to the index i
and cannot encode information that requires access to anything outside the
ith part of the output. In discriminative models, which are the type of mod-
els used primarily in this dissertation, each substructure feature function can
access the whole input, while in generative models each substructure feature
function is restricted to be local both in the input and the output; see sec-
tions 3.4.1 and 3.4.2. In the latter case, the structured index i is thus used to
address both parts of the input and parts of the output. Often, we can fur-
ther factor the substructure feature function into an input part φ(x , i) and an
output partψ (y , i):
ϕ(x ,y , i) = φ(x , i) ⊗ψ (y , i) ,
where a ⊗ b denotes the outer-product of the vectors a ∈ Rm and b ∈ Rn ,
followed by a projection that maps the outer product matrix to an m × n-
dimensional vector by concatenating the row vectors of the matrix. The up-
shot of this factorization, in terms of computational eciency, is discussed
further in section 3.5.
3.4 Probabilistic Models
The score function in eq. (3.3) maps each input-output pair to a real-valued
scalar. The scores are thus nite, but can grow without bounds in both the
positive and the negative direction. Moreover, the scores assigned to out-
puts given a particular input x are not directly comparable with the scores
assigned to outputs given another input x ′. This makes it dicult to use
these scores for things like condence estimation. It also makes the scores
less adequate for use in ensemble methods, Dietterich (2000), which combine
the predictions of dierent models for the same input; a technique that has
been shown to often improve results for various prediction tasks.
Probabilistic models provide a natural framework for reasoning about no-
tions such as condence and for performing model combination. Technical
details aside, a discrete probability distribution p(E) with respect to a random
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variable E taking values e ∈ E is a real-valued function with the property that
p(E = e) ≥ 0 ,∀e ∈ E and ∑
e ∈E
p(E = e) = 1 .
For ease of notation, we will subsequently take the random variable as im-
plicit and simply write p(e) in place of p(E = e). Treating the input and output
as random variablesX andY , respectively, let us rewrite the non-probabilistic
score function in terms of these variables as s(X ,Y ). For an arbitrary combi-
nation of input and output, that is, for any assignment X = x and Y = y,
the score s(x ,y) may grow unbounded. In contrast, the probability distribu-
tion p(X ,Y ) obeys the constraint that p(x ,y) ∈ [0, 1] for all (x ,y) ∈ X × Y.
Additionally, the distribution is normalized so that
∑
x ∈X ,y∈Y(x ) p(x ,y) = 1.
The distribution p(X ,Y ) is known as a joint distribution, because it mod-
els both the input and the output as random variables. Such distributions
are fundamental to generative models, which are commonly employed in un-
supervised and semi-supervised learning. In this dissertation, our focus will
mostly be on models based on a conditional distribution p(Y | X ), where
only the output is treated as a random variable, while the input is treated
as xed and always observed. Models based on conditional distributions are
employed in discriminative models. For further discussion on the generative-
discriminative distinction, see Ng and Jordan (2001); Minka (2005); Lasserre
et al. (2006).
The score function s(x ,y) makes no distinction between joint and condi-
tional models; it is simply dened as a function with domain X × Y. The
reason that we need to make this distinction explicit in probabilistic models
is the constraint that the distribution has to sum to one over its domain, that
is, for a joint model it is required that∑
x ∈X
∑
y ∈Y(x )
p(x ,y) = 1 ,
while in a conditional model, we have the constraint that∑
y ∈Y(x )
p(y | x ) = 1 ,∀x ∈ X .
We will return to these concepts in chapter 5, when we discuss learning from
partial information.
3.4.1 Globally Normalized Models
We focus on discrete distributions that can be expressed in terms of linear
score functions. However, rather than letting the parameterized distribution
pθ (Y | X ) be a function linear in its parameters θ , we let logpθ (Y | X ) be
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linear in θ . In the conditional case, the resulting distribution has the form
(3.4)pθ (y | x ) = exp
{
sθ (x ,y)
}
Zθ (x )
,
where the so called partition function Zθ (x ) is dened as
(3.5)Zθ (x ) =
∑
y ′∈Y(x )
exp
{
sθ (x ,y ′)
}
.
In the joint case, the distribution has the same form, with the dierence that
the partition function sums over both X and Y(x ):
(3.6)pθ (x ,y) =
exp
{
sθ (x ,y)
}
Zθ
,
where
(3.7)Zθ =
∑
x ′∈X
∑
y ′∈Y(x )
exp
{
sθ (x ′,y ′)
}
.
The exponentiation of the score function makes sure that the distribution
is non-negative, while normalizing by the partition function ensures that the
probability mass sums to one over the support of the distribution. The family
of distributions of the form in eq. (3.4) is known as the exponential family in
the statistics community (Wainwright and Jordan, 2008), while the terms log-
linear model and maximum-entropy model are more common in the natural
language processing community (Berger et al., 1996; Ratnaparkhi, 1996).
A nice aspect of these models is that we can use the underlying score func-
tion directly for prediction. Assume that we want to predict the most proba-
ble output yˆ(x ) ∈ Y(x ) for some input x ∈ X. Consider a conditional model,
where the probability of an arbitrary output y ∈ Y(x ) is given by
pθ (y | x ) ∝ logpθ (y | x ) = sθ (x ,y) − logZθ (x ) ∝ sθ (x ,y) .
The most probable output is thus strictly a function of the score sθ (x ,y):
yˆ(x ) = arg max
y∈Y(x )
pθ (y | x ) = arg max
y∈Y(x )
sθ (x ,y) .
Hence, for a xed parameter vector θ , the probabilistic model predicts the
same output as its non-probabilistic counterpart. Since computing the par-
tition function is typically more computationally demanding, compared to
only computing the highest scoring output, this is a useful correspondence.
The distributions in eqs. (3.4) and (3.6) are globally normalized distribu-
tions, in the sense that the partition function sums over complete outputs.
When the output factorization has a graph structure, these correspond to
undirected graphical models (Koller and Friedman, 2009). Specically, in this
case the conditional model in eq. (3.4) denes a conditional random eld (CRF;
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Laerty et al., 2001), while eq. (3.6) denes a Markov random eld (MRF; Kin-
dermann and Snell, 1980).5
3.4.2 Locally Normalized Models
In locally normalized models, the (joint or conditional) distribution factor-
izes into a product of local probability distributions; that is, the distribution
at each local factor is normalized. Typically, when a sucient amount of
labeled training data is available, globally normalized models are more pow-
erful, because they make less unwarranted independence assumptions. In
particular, globally normalized conditional models tend to outperform locally
normalized joint models, primarily because the former can use richer feature
denitions, such as features dened with respect to the whole input and parts
of the output jointly. In this dissertation, we will only consider locally nor-
malized distributions in the context of part-of-speech tagging. Specically,
we employ hidden Markov models (HMMs; Rabiner, 1989) for this problem
in chapter 10, where we show that globally normalized models can be more
eective than locally normalized models, even when only partially annotated
data is available for training.6
Let x = (x1x2 . . . x |x |) ∈ X denote a sequence of observations, where each
observation xi ∈ V is an instance of a type from the vocabulary V. Further,
let y = (y1y2 . . .y |x |) ∈ Y denote a tag sequence, where yi ∈ T is the tag
assigned to observation xi and T denotes the set of all possible tags. When
used for part-of-speech tagging, each observation xi is a token and the vocab-
ulary enumerates all word types (not necessarily restricted to types observed
during training). A kth-order HMM for sequence labeling corresponds to the
index set
Ikhmm{ (i ,v , ti−k :i ) : i ∈ [1, |x |], v ∈ V, ti−k :i ∈ Tk+1 } ,
with the interpretation x (i ,v) = 1 ⇔ xi = v and y(i , ti−k :i ) = 1 ⇔ yi−k :i =
ti−k :i . The joint distribution over X and Y factorizes into the product of emis-
sion distributions and transition distributions:
(3.8)pβ (x ,y) =
|x |∏
i=1
pβ (xi | yi )︸         ︷︷         ︸
emission
pβ (yi | yi−k :i−1)︸                 ︷︷                 ︸
transition
.
Traditionally, HMMs have been formulated in terms of categorical distri-
butions. In this case, the component distributions corresponds to conditional
probability tables βv ,t ∈ [0, 1] for all (v , t ) ∈ V × T representing the emis-
sion distribution and βt ,t−k :−1 ∈ [0, 1] for all (t , t−k :−1) ∈ T × Tk representing
5This terminology is slightly unfortunate, since Markov assumptions are typically used with
both CRFs and MRFs. The term conditional Markov randomeld would thus be more appropriate.
6Not that an HMM is both locally and globally normalized, since the local normalization
property, together with the model structure, in this case guarantees global normalization.
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the transition distribution, with the constraints that
∑
v∈V βv ,t = 1 for all
t ∈ T and ∑t ∈T βt ,t−k :−1 = 1 for all t−k :−1 ∈ Tk . However, recent work has
shown that using log-linear component distributions, as proposed by Chen
(2003), gives superior prediction performance in many natural language pro-
cessing applications (Berg-Kirkpatrick et al., 2010; Das and Petrov, 2011; Li
et al., 2012). This parameterization is preferable, because it allows for the
model parameters β to be shared across categorical events, which in particu-
lar increases the model’s ability to generalize to observations that were not
seen during training.
With a log-linear parameterization, the categorical emission and transition
events are instead represented by vector-valued feature functions ϕ(xi ,yi )
andϕ(yi ,yi−1 , . . . ,yi−k ). The parameters now form a vector β , in which each
element corresponds to a particular feature, and the log-linear component
distributions have the form
pβ (xi | yi ) = exp
{
β>ϕ(xi ,yi )
}∑
x ′i ∈V exp
{
β>ϕ(x ′i ,yi )
}
and
pβ (yi | yi−k :i−1) = exp
{
β>ϕ(yi ,yi−1 , . . . ,yi−k )
}∑
y ′i ∈T exp
{
β>ϕ(y ′i ,yi−1 , . . . ,yi−k )
} .
3.4.3 Marginalization and Expectation
In addition to the most likely output (and its probability) for some input, we
will be interested in the expectation of some function of a random variable
with respect to a particular distribution over that variable, as well as in the
marginal probability of a (set of) substructure(s).
Let E be a random variable taking values e ∈ E. The expectation of a
function f (e) with respect to a discrete distribution p(e) = p(E = e) is dened
as
E
p(e)
[
f (e)
]
=
∑
e∈E
f (e)p(e) .
Let {E1 , E2 , . . . , En} be a collection of random variables taking values ei ∈ Ei
for i = 1, 2, . . . ,n and let their joint distribution be p(e1 , e2 , . . . , en). The
marginal distribution of the ith variable is obtained by marginalizing — that
is, summing — over the joint distribution over all possible assignments of the
remaining variables:
p(Ei = e) =
∑
{ (e1 ,e2 , . . . ,en):(e1 ,e2 , . . . ,en)∈E1 ×E2 × . . .×En∧ei=e }
p(e1 , e2 , . . . , en)
Since the output y ∈ Y(x ) for an input x ∈ X corresponds to a joint as-
signment of the binary substructure variables indexed by I(x ), the marginal
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probability of substructure i ∈ I(x ) being active is
p(i | x ) = p(y(i) = 1 | x ) = ∑
{ y:y∈Y(x )∧y(i)=1 }
p(y | x ) = ∑
y∈Y(x )
y(i)p(y | x ) .
This marginal probability can also be dened in terms of the expectation of
the indicator function y(i) with respect to the distribution pθ (y | x ):
pθ (i | x ) = E
pθ (y |x )
[
y(i)
]
.
When learning with probabilistic conditional models (see section 4.2.2),
we will be interested in the expectation of the feature function Φ(x ,y) with
respect to pθ (y | x ):
E
pθ (y |x )
[
Φ(x ,y)
]
=
∑
y∈Y(x )
Φ(x ,y)pθ (y | x ) .
Since the feature function factors according to the index set I(x ), we will in
particular be interested in the expectation of the substructure feature func-
tion ϕ(x ,y , i) with respect to pθ (y | x ):
E
pθ (y |x )
[
ϕ(x ,y , i)
]
=
∑
y∈Y(x )
ϕ(x ,y , i)y(i)pθ (y | x ) =
∑
y∈Y(x )
ϕ(x ,y , i)pθ (i | x ) .
3.5 Inference
The methods that we consider in this dissertation require the solution of
two inference problems. First, in order to perform prediction with a xed
set of parameters, we need to be able to eciently compute the arg max in
eq. (3.1). Second, when working with probabilistic models, we need to com-
pute marginal distributions over substructures as described in the previous
section. In order to compute the marginals of globally normalized models, we
also need to eciently compute the partition function; see eqs. (3.5) and (3.7).
In the most general case, with a linear score function and linear output con-
straints, nding the arg max corresponds to solving an integer linear program
(ILP). There are many o-the-shelf ILP solvers that could potentially be used
for general inference. Unfortunately, computing the solution of a general ILP
is an NP-hard problem. Nevertheless, such an approach has been success-
fully used for a variety of natural language processing tasks (Punyakanok
et al., 2005; Riedel and Clarke, 2006; Denis and Baldridge, 2007; Martins et al.,
2009).
For the models that we consider in this dissertation, ecient exact algo-
rithms are available that exploit the specic form of the inference space. For
sequence-labeling models with a kth-order Markov factorization, the high-
est scoring tag sequence can be found with dynamic programming (Bellman,
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1957) in O(lk+1n) time, where l is the number of tags in the tag set and n is
the length of the tag sequence, using the classic Viterbi algorithm (Viterbi,
1967). Similarly, with these models, the partition function and marginal prob-
abilities can be computed with a dynamic programming algorithm known
as the forward-backward algorithm (Baum, 1972). The asymptotic time com-
plexity of the forward-backward algorithm is the same as that of the Viterbi
algorithm. These algorithms can be generalized to exact algorithms for tree
structured graphical models, where they are known as the max-product al-
gorithm and the sum-product algorithm, respectively (Yedidia et al., 2003).
Furthermore, these algorithms can both be expressed as special cases of dy-
namic programming algorithms over graphs, where the edge weights and
path aggregation operations constitute a semiring (Goodman, 1999; Mohri,
2002; Eisner, 2002).
When restricted to projective dependency trees, inference in labeled arc-
factored models can be solved with variants of the bottom up dynamic pro-
gramming algorithm of Eisner (1996). For arc-factored models, the computa-
tional complexity is O(n3l ), where n is the number of tokens in the sentence
and l is the number of grammatical relations. The derivations performed in
Eisner’s algorithm can be represented as a directed hypergraph (Gallo et al.,
1993; Klein and Manning, 2001) on which inference of the arg max and the
partition function can be performed with a generalization of the Viterbi al-
gorithm, using dierent semirings (Huang, 2008a). Similarly, marginals can
be computed eciently with a generalization of the inside-outside algorithm
(Baker, 1979) to hypergraphs.
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4. Statistical Machine Learning
In chapter 3, we described how to represent dierent types of linguistic struc-
ture and how to compute the most likely structure for an input, given some
model parameters. In this chapter, we describe how to learn these model pa-
rameters from fully annotated data. Methods for learning from partial infor-
mation are discussed in chapter 5, while methods for cross-lingual learning
and prediction are discussed in chapter 7. After introducing the framework of
regularized empirical risk minimization, we discuss dierent cost/loss func-
tions and regularizers. Following this, we discuss gradient-based optimiza-
tion methods and nally we give some tricks of the trade that we use to im-
plement the discussed algorithms eciently.
4.1 Supervised Learning
We now describe the fully supervised learning scenario in more detail. Let
us start by recapitulating the concepts and the notation from chapter 3. We
denote an input by x ∈ X and an output byy ∈ Y and we assume that there is
some ecient way of enumerating all valid outputs Y(x ) spanning an input x .
The goal of supervised learning is to learn a mapping yˆ:X→ Y from a nite
sample of input-output pairs, such that the mapping is optimal according to
some cost function. WhileX and Ymay have arbitrary complex structure, the
input-output pairs (x ,y) ∈ X × Y are mapped into a vector space by means
of a task-specic joint feature map Φ:X × Y → Rd+ . Moreover, we assume
a vector θ ∈ Θ of model parameters, with Θ = Rd , where parameter θ j is
paired with feature Φj (·). Finally, the score function s:X × Y × Θ → R is
taken to be the linear function sθ (x ,y) = θTΦ(x ,y), throughout. Each value
of the parameter vector θ ∈ Θ corresponds to a mapping yˆθ :X × Θ→ Y, via
the function
yˆθ (x ) = arg max
y∈Y(x )
sθ (x ,y) .
4.1.1 Regularized Empirical Risk Minimization
This representation provides us with a machinery for scoring potential out-
puts for a given input, such that we can increase or decrease the scores of
dierent outputs for a given input, by changing the elements of the model
parameters θ . It also endows the input-output space with a geometry, which
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allows us to talk about distances between pairs of inputs and outputs, for
example, via the Euclidian metric. However, for learning to be possible, we
need a way to signal to the learner which outputs are preferable and which
are not, so that it can adapt the parameters to better t the data. This is ac-
complished by a task specic cost function C:Y × Y → R+, where c(y ,y ′)
measures the cost of predicting y ′ when the correct output is y. We assume
that this cost is always nite, that C(y ,y) = 0 and that C(y ,y ′) > 0 for all
y 6= y ′. Overloading notation, we let C(x ,y , θ ) = c(y , yˆθ (x )) be a measure of
the cost of using the parameters θ for prediction, when the input is x and the
correct output is y ∈ Y(x ). We next assume that there is some (unknown) dis-
tribution p(X ,Y ) according to which input-output pairs (x ,y) are distributed.
We can think of this data-generating distribution as “reality”, such that the
probability of a pair (x ,y) occurring in “the real world” is given by p(x ,y).
With these preliminaries in place, we can treat the idea of nding a map-
ping that generalizes well more formally. What we seek to achieve is to min-
imize the expected risk of the hypothesis yˆθ :1
R(θ ) = E
p(x ,y)
[
C(x ,y , θ )
]
=
∑
X×Y
C(x ,y , θ )p(x ,y) ,
where the expectation is taken with respect to the unknown data-generating
distribution p(x ,y).2 Since we do not have access to p(X ,Y ), we cannot min-
imize the expected risk directly. However, assume that we have access to a
nite sampleD = {(x (j) ,y(j))} ⊂ (X × Y)m ofm instances assumed to be iden-
tically and independently distributed (iid) according to p(X ,Y ). With this data
set, we can perform empirical risk minimization, where we instead seek to
minimize the empirical risk of θ over the sample D:
Rˆ(θ ;D) = EˆD
[
C(x ,y , θ )
]
= 1
m
m∑
j=1
C(x (j) ,y(j) , θ ) .
In line with the learning-theoretical principle of structural risk minimiza-
tion (Vapnik and Chervonenkis, 1971; Vapnik, 1998), we add a regularizer
Ω:Θ → R+ that controls the capacity — the ability to t the data with com-
plex hypotheses — of the discriminant function sθ (·). This results in the reg-
ularized empirical risk
(4.1)RˆΩ(θ ;D) = Rˆ(θ ;D) + λΩ(θ ) ,
where the hyper-parameter λ controls the trade-o between “goodness-of-t”
against function complexity. Regularization is important, because if we allow
1Alternative learning frameworks exist. For example, learning with expert advice drops the
assumption of a data-generating distribution and the notion of expected risk is replaced with
that of the regret of the learner (Cesa-Bianchi and Lugosi, 2006).
2Here we have assumed that both X and Y are sets of discrete structures. If either of these
were continuous, the summation would be replaced by the corresponding integral.
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arbitrary complex discriminant functions, we could end up with a mapping
that achieves zero risk on the training set, while performing terribly on any
other data. In particular, this is an issue when the size of the training set is
small. There are learning-theoretical results that specify how the generaliza-
tion ability depends on the capacity of the hypothesis class and the sample
size (Vapnik, 1998). These results are nearly all based on the assumption that
we are learning from an unbiased sample from p(X ,Y ) (Haussler, 1992). Of
course, this is rarely a valid assumption, though in many cases we can come
reasonably close. However, in cross-domain or cross-lingual transfer, this
assumption is clearly violated, as discussed in chapter 7.
4.1.2 Cost Functions and Evaluation Measures
The most straight-forward sensible cost function is the 0/1 cost δ :Y × Y →
{0, 1}, which measures whether two outputs y ,y ′ ∈ Y are equivalent or not,
where Y ⊂ {0, 1} |I | (see section 3.2 for denitions of the various index sets):3
(4.2)δ (y ,y ′) = 1
[
y = y ′
]
= 1
[
y(i) = y ′(i), ∀i ∈ I] .
Another natural and more informative cost function can be formed by as-
signing a cost to each individual substructure. The normalized Hamming
cost ∆:Y × Y→ [0, 1] between y and y ′ is dened as the percentage of active
substructures on which y and y ′ dier:
(4.3)∆(y ,y ′) = 1
n
∣∣{ i ∈ I : y(i) 6= y ′(i) }∣∣ ,
where n =
∣∣{ i ∈ I : y(i) = 1 }∣∣ is the number of active substructures in I. Note
that this assumes that the number of active substructures is equal in y and
y ′. For all structures studied in this dissertation n is by denition constant
across every y ∈ Y.
From these cost functions we dene the evaluation measures that we use
to measure the performance of a learned predictor. The exact match score of a
prediction y ′ with respect to the correct output y is dened as the reciprocal
of the 0/1 cost:
(4.4)match(y ,y ′) = 1 − δ (y ,y ′) .
Similarly, the accuracy of the prediction is dened as the reciprocal of the
normalized Hamming cost:
(4.5)accuracy(y ,y ′) = 1 − ∆(y ,y ′) .
3Note that this assumes that there is a one-to-one correspondence between indices and output
structure. For transition-based parsing models this is not necessarily the case, since dierent
transition sequences may correspond to the same dependency tree. However, assuming a
mapping form transition sequences to an arc-factorization, the denition remains valid.
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The exact match score and accuracy of a set of predictions is simply the exact
match score and accuracy averaged over all the predictions in the set. These
averages computed over a separate test set is used to evaluate the perfor-
mance of a learned predictor. Averaging in this way, that is, computing the
accuracy per instance and then averaging these accuracies over a set of in-
stances, is referred to as macro-averaging. We may also treat the whole test
set prediction as one large structured output with an additional index that
picks up individual examples from the test set and then use the above cost
functions with this augmented index set. This is known as micro-averaging.
For sequence-labeling tasks with atomic labels, such as part-of-speech tag-
ging, we use eq. (4.4) and eq. (4.5) for evaluation, taking Iseq as the index set.
For dependency parsing we use two dierent evaluation measures, which
correspond to two dierent index sets. The labeled attachment score (LAS) is
dened as the percentage of tokens with correctly assigned labeled head at-
tachment (that is, taking Iarc as the index set), while the unlabeled attachment
score (UAS) is dened as the percentage of tokens with correctly assigned
heads, ignoring labels (that is, taking Iuarc as the index set).
For named-entity recognition, these cost functions and evaluation mea-
sures are somewhat problematic. The reason is that there are many more
tokens that are not part of a named entity, compared to the number of to-
kens that are. Therefore, by simply classifying all tokens as not being part
of a named entity, we could achieve a high accuracy, although the resulting
predictor would be useless. This is partly a problem for sentiment analysis
as well. For example, in a positive review, we are much more likely to nd
sentences that express a positive sentiment compared to those that express
a negative sentiment. Instead, we use the Fβ measure (van Rijsbergen, 1979),
which is more appropriate in the face of imbalanced classes:
Fβ (y ,y ′) = (1 + β2)
precision(y ,y ′) · recall(y ,y ′)
β2 · precision(y ,y ′) + recall(y ,y ′) .
When applied to named entities, we follow the convention of the CoNLL
shared tasks on multilingual named entity recognition (Tjong Kim Sang, 2002;
Tjong Kim Sang and De Meulder, 2003) and dene precision(y ,y ′) as the per-
centage of named entities in y ′ that are correct with respect to those in y
and recall(y ,y ′) as the percentage of gold-standard named entities that are
correctly predicted (again, taking y as the gold-standard and y ′ as the pre-
diction). For a named entity to be considered to be correctly predicted, we
require that all tokens that are part of the named entity are correctly pre-
dicted (including the entity type). For sentiment analysis, we use accuracy as
well as precision, recall and Fβ for evaluation, taking Isent as the index set.
In this dissertation, precision and recall are weighted equally, which is
achieved by letting β = 1. This leads to the F1 measure, which is the most
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commonly used evaluation measure for information extraction tasks:
F1(y ,y ′) = 2 · precision(y ,y
′) · recall(y ,y ′)
precision(y ,y ′) + recall(y ,y ′) .
Because the precision, recall and F1 measures do not decompose linearly
over the substructures, the corresponding cost functions are more dicult to
minimize, compared to the 0/1 cost and Hamming cost. It is possible to de-
vise cost functions such that minimizing eq. (4.1) corresponds to maximizing
the empirical precision, recall and Fβ measures (Joachims, 2005; Dembczyn-
ski et al., 2011). Methods for learning with arbitrary non-decomposable cost
functions were recently proposed by Tarlow and Zemel (2012) and Pletscher
and Kohli (2012). Since our focus is on learning with dierent types of incom-
plete information, to which the choice of cost function is largely orthogonal,
we only make use of the 0/1 cost in this dissertation — or rather surrogates
for it as described in the next section. When evaluating the learned predictor,
we of course use the task specic evaluation measures.
4.1.3 Surrogate Loss Functions
Unfortunately, even the linearly decomposable cost functions above are dif-
cult to optimize (Taskar et al., 2003; Tsochantaridis et al., 2005; McAllester
et al., 2010). In fact, the problem of minimizing 0/1 cost directly is known to
be NP-hard, except for the case when the training set is separable, which we
cannot assume to hold in general. The diculty is due to the fact that we are
working with discrete outputs, which means that the cost function is highly
discontinuous. The cost at a particular pointC(x ,y , θ ) thus provides very lit-
tle information on how to change the parameters θ to achieve lower risk. A
standard way to circumvent this issue is to instead use a surrogate loss func-
tion L:X×Y×Θ→ R+, where L(x ,y , θ ) is a continuous convex upper-bound
on the cost C(x ,y , θ ). A further assumption is that L is at least subdieren-
tiable with respect to θ . Since the sum of convex functions is convex (Boyd
and Vandenberghe, 2004), if we replace C with L in eq. (4.1), and assume a
convex regularizer, we obtain a convex upper-bound on the empirical risk:
(4.6)J (θ ;D) = 1
m
m∑
j=1
L(x (j) ,y(j) , θ ) + λΩ(θ ) .
Learning then amounts to nding the parameter vector θˆ that minimizes this
objective, given some data set D:
θˆ = arg min
θ
J (θ ;D) .
The convexity and sub-dierentiability of eq. (4.6) allows us to use simple
gradient-based methods for learning, as discussed in section 4.2.
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Surrogate losses for 0/1 cost
The simplest convex surrogate loss is the perceptron loss
(4.7)Lper(x ,y , θ ) = −
(
sθ (x ,y) − max
y ′∈Y(x )
sθ (x ,y ′)
)
= − (sθ (x ,y) − sˆθ (x )) .
This corresponds to the loss optimized by the perceptron algorithm (Rosen-
blatt, 1958) in the case of binary outputs, and by the structured perceptron
algorithm (Collins, 2002) in the case of structured outputs.
Replacing the max in the perceptron loss with the “soft-max” (log-sum-
exp), yields the log loss:
(4.8)Llog(x ,y , θ ) = − (sθ (x ,y) − logZθ (x )) ,
where the partition function
Zθ (x ) =
∑
y ′∈Y(x )
exp
{
sθ (x ,y ′)
}
.
Whereas the max is only subdierentiable, the soft-max is a dierentiable
upper bound on the max. This loss is of particular interest to us as it is equiv-
alent to the negative log-likelihood − logpθ (y | x ) of a globally normalized
conditional model; see section 3.4.1. Minimizing the log loss is thus equiv-
alent to maximizing the (log-)likelihood of the training data. For a detailed
theoretical analysis of the log loss, see Cesa-Bianchi and Lugosi (2006, ch. 9).
When applied to a locally normalized log-linear model (see section 3.4.2),
the log loss (the negative joint log-likelihood) decomposes into a sum of log
losses over local factors. For example, in the case of a kth-order Markov
model, we have that
− logpβ (x ,y) = −
 |x |∑
i=1
logpβ (xi | yi ) + logpβ (yi | yi−k :i−1)

=
|x |∑
i=1
Llog(xi ,yi , β) + Llog(yi ,yi−k :i−1 , β) .
Neither the perceptron loss nor the log loss can take cost functions other
than 0/1 cost into account, which somewhat limits their applicability. The
perceptron loss is particularly problematic, because with this loss the regu-
larization term in eq. (4.6) becomes vacuous. The reason is that since yˆθ (x ) =
yˆα ·θ (x ) for all α > 0, the regularization has no eect on the empirical risk; we
can always uniformly rescale the parameters by α to minimize the regularizer
and still get the same predictions. This is not a problem for the log loss, since
the partition function is scale-sensitive in this respect and regularization thus
has an eect on the empirical risk. In section 4.2 we discuss a way to partially
circumvent this problem for the perceptron loss, which involves letting θ be
the average of a collection of parameter vectors.
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Margin-based surrogate losses
There are multiple ways to incorporate arbitrary decomposable cost func-
tions into a surrogate loss function (Taskar et al., 2003; Tsochantaridis et al.,
2005). A particularly simple way to achieve this in the regularized empirical
risk minimization framework is to rescale the margin by the cost function, so
that outputs with a high cost are penalized more compared to outputs with a
lower cost and thus pushed further away from the decision boundary dened
by yˆθ (·). The margin of an example (x ,y) with respect to the parameters θ
is dened as the dierence in score between the correct label y and the best
incorrect label yˆ(x ):
m(x ,y , θ ) = sθ (x ,y) − sθ (x , yˆ(x )) = sθ (x ,y) − sˆθ (x ) ,
where
yˆ(x ) = arg max
y ′∈Y(x )\{y }
sθ (x ,y ′) .
Consequently,
sˆθ (x ) = max
y ′∈Y(x )\{y }
sθ (x ,y ′) .
The margin is a measure of how well the score function sθ (x , ·) predicts the
correct label y for a given θ . The margin is positive only if yˆθ (x ) = y, that is,
if x is classied correctly. The magnitude of a positive margin can be inter-
preted as a measure of how “safe” the classication is. If the margin is small, a
small random perturbation ofΦ(x , ·) or θ runs the risk of changing yˆθ (x ) to an
incorrect classication, while if the margin is large, larger perturbations are
required for this to occur. This intuitive notion of variance reduction can be
formulated more formally and there is a large body of learning theoretic re-
sults in which the margin concept plays a fundamental role in the derivation
of generalization bounds (Vapnik, 1998).
In margin-based learning methods, constraints are placed on the margins
of the examples in the training set, such that a minimal margin of separa-
tion is required. By linearly scaling these margin constraints by the value of
the cost function, we can bias the discriminant function to push away out-
puts with high cost from the outputs with lower cost. At the optimal θ , the
following constraint for all pairs (x ,y) ∈ D is thus enforced:
m(x ,y , θ ) ≥ C(y , yˆθ (x ))⇔ sθ (x ,y) −
[
sˆθ (x ) +C(y , yˆθ (x ))
] ≥ 0 .
Minimizing the regularized empirical risk subject to these constraints is equiv-
alent to plugging in the margin-scaled hinge loss
(4.9)Lhinge(x ,y , θ ) = − (sθ (x ,y) − sˆθ (x ,y ,C))
in eq. (4.6), where
(4.10)sˆθ (x ,y ,C) = max
y ′∈Y(x )
[
sθ (x ,y ′) +C(y ,y ′)
]
.
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In case of binary outputs, the hinge loss corresponds to a binary support vec-
tor machine (SVM; Cortes and Vapnik, 1995), while in the case of structured
outputs, it corresponds to the loss optimized in a max-margin Markov net-
work (M3N; Taskar et al., 2003), or equivalently the margin-rescaled version
of the structural SVM (Tsochantaridis et al., 2005). A restricted variant of this
formulation, where the cost function is xed to 0/1 cost, was proposed by Al-
tun et al. (2003). The problem of solving the max in eq. (4.10) is often referred
to as the loss augmented inference problem.
While margin-based loss function may sometimes be preferable, we only
use the perceptron loss and the log loss in this dissertation. There are two
reasons for this choice. First, in practice the above loss functions all tend to
perform similarly for the natural language processing tasks that we study,
with the caveat that we need to use an averaging trick to achieve good gen-
eralization performance in place of regularization with the perceptron loss,
as discussed above. Second, some of our methods rely on probabilistic quan-
tities and the log loss naturally equips the model with this capability, which
is not true for either the perceptron loss or the hinge loss. If cost sensitivity
is a major issue, Pletscher et al. (2010), Hazan and Urtasun (2010) and Gim-
pel and Smith (2010) independently proposed a cost-sensitive version of log
loss, which is derived by replacing the max in eq. (4.9) by the soft-max. All
our methods could easily be adapted to use this loss function instead, as long
as the cost function is decomposable according to the model structure. We
will return to margin-based loss functions when discussing related work for
learning with partial information in chapter 5.
4.1.4 Regularizers
With the loss function in place, all that is left to complete eq. (4.6) is to specify
the regularizer. Depending on which class of functions the hypothesis class
belongs to, dierent regularizers can be appropriate. When restricted to lin-
ear functions, as is the case here, the two most commonly used regularizers
are the `2-regulariser
(4.11)Ω`2 (θ ) = ‖θ ‖22 = θTθ
and the `1-regularizer
Ω`1 (θ ) = ‖θ ‖1 =
∑
i
|θi | .
These are both instances of the more general `p-regularizer
Ω`p (θ ) = ‖θ ‖pp =
∑
i
|θi |p .
Note that the `p-norm is non-convex for p < 1. The intuition behind these
regularizers is that by keeping the elements of θ small, we limit the expressiv-
ity of the corresponding linear discriminant function sθ (·) and in turn of the
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hypothesis class yˆθ (·). Since the `2-regularizer is both convex and continu-
ous, the minimization of the regularized empirical risk is simplied, and it is
therefore the most commonly used regularizer in practice. However, if sparse
solutions are preferred, that is, solutions in which as few elements of θ as pos-
sible are non-zero, the `1-regularizer is preferable. While the `1-regularizer
is convex, it is not continuous everywhere, which makes is slightly more dif-
cult to optimize.
When combined with the log loss, the `1- and `2-regularizers have natural
interpretations as Bayesian prior distributions on the parameters. Using the
`2-regularizer with the log loss corresponds to maximum a posteriori (MAP)
estimation in an exponential family model with a diagonal gaussian prior
distribution over the parameters (Chen and Rosenfeld, 1999), whereas the
`1-regularizer corresponds to MAP estimation with a Laplace distribution as
the prior distribution (Williams, 1995). These regularizers go by many names.
Another term for `2-regularization, when used for regression with square loss,
is Tikhonov regularization (Tikhonov and Arsenin, 1977) and in the case of `2-
regularized multiple linear regression it is known as ridge regression (Hoerl
and Kennard, 1970). In the statistics community, the `1-regularizer is also
known as the Lasso when used with square loss (Tibshirani, 1994), while a
combination of `2- and `1- regularization in MAP estimation is known as the
Elastic Net (Zou and Hastie, 2005).
4.2 Gradient-Based Optimization
As discussed, when a convex loss-function is combined with a convex regular-
izer, the regularized empirical risk in eq. (4.6) is also a convex function. A con-
vex dierentiable function f (v) has a unique minimal solution vˆ = minθ f (v).
In particular, if ∂∂v f (v) = 0, for some v , then it is guaranteed that v = vˆ ,
where ∂∂v f (v) is the vector of rst-order partial derivatives of f evaluated at
v (Boyd and Vandenberghe, 2004). For simple cases, such as a linear discrim-
inant function with the squared regression loss, the minimum has a closed
form solution. Unfortunately with the non-linear loss functions and regular-
izers that we consider, the regularized empirical risk has no closed-form so-
lutions, so we revert to iterative gradient-based optimization methods. There
are many dierent gradient-based methods for minimizing convex dieren-
tiable functions. The idea behind all is to exploit the curvature of the function,
represented by its partial derivatives, by iteratively modifying v such that
f (v) eventually shrinks to its minimum. Of course, we want the search for
the minimum to converge as fast as possible; however, there may be a trade-
o between algorithmic and computational complexity on the one hand, and
convergence rate on the other. Commonly, only the rst-order partial deriva-
tive is used to represent the curvature, while some methods make use of (ap-
proximations of) the second-order partial derivatives as well.
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4.2.1 Online versus Batch Optimization
In this dissertation, we make use of two standard optimization algorithms
for learning. The rst, stochastic gradient descent (SGD; Bottou and Bous-
quet, 2007), is a rst-order online learning method. The second, L-BFGS (Liu
and Nocedal, 1989), is a batch learning method, which exploits approximate
second-order information to improve convergence.
An online learning algorithm processes one example from the training set
at a time, while possibly making multiple passes over the data. This is in
contrast to batch learning algorithms, which process the whole training set
as a single unit at each iteration. Online methods have several advantages
(Bottou and Bousquet, 2007). First, by processing each example individually,
the memory requirements are typically small, compared to batch methods.
Second, online methods typically enjoy faster convergence rates than batch
methods, especially in early stages of the optimization (Agarwal et al., 2011).
Third, since examples are processed individually, online methods have the
potential to learn from innite streams of data and to incrementally adapt
to drift in the data-generating distribution, which is not possible with batch
methods (Shalev-Shwartz, 2012).
Thanks to their smaller memory requirements and often faster initial con-
vergence rates, interest in online algorithms has increased as training sets are
becoming ever larger (Zhang, 2004; Bottou and Bousquet, 2007). On the other
hand, online methods also have some disadvantages. Primarily, although the
rate of convergence is typically fast initially, after a sucient number of it-
erations batch methods can often reach somewhat better solutions. Mini-
batch algorithms try to balance this trade-o by aggregating the gradient
over a small subset of examples before performing an update to the parame-
ters. This approach also has the benet that the computation of the gradient
can be trivially parallelized over as many processors as there are examples in
each mini-batch (Gimpel et al., 2010). Purely online algorithms that process
one instance at a time are slightly more dicult to parallelize, but several
methods for accomplishing this has been proposed, for example, by McDon-
ald et al. (2010) and by Niu et al. (2011). Of course, each iteration of a full
batch algorithm is fully parallelizable, as the contribution to the gradient of
each instance can be computed on a separate processor. Other more involved
strategies have also been considered (Mann et al., 2009). The data sets con-
sidered in this dissertation for supervised and partially supervised learning
are all small enough, so that we do not need to employ parallel learning al-
gorithms. However, in chapter 8, we use a parallel algorithm to induce word
clusters from large amounts of raw text.
Next, we describe two variants of the SGD algorithm, but rst let us de-
rive the gradients of the loss functions and the regularizer that we use in the
dissertation. We refer the reader to Liu and Nocedal (1989) for an in depth
description of the L-BFGS algorithm.
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4.2.2 Gradients of Loss Functions and Regularizers
We will use the gradients of the perceptron loss, the log loss and the `2-
regularizer. We give the stochastic gradient for an example (x ,y) here, that
is, the part of the gradient contributed by that example. The gradient used
in batch methods is simply the sum of the stochastic gradients taken over all
examples in the training set.
Recall the perceptron loss Lper(x ,y , θ ) = − (sθ (x ,y) − sˆθ (x )). The stochas-
tic gradient of this loss with respect to θ is
∂
∂θ
Lper (x ,y , θ ) = −
(
∂
∂θ
sθ (x ,y) − ∂
∂θ
sˆθ (x )
)
= −
(
∂
∂θ
θ>Φ(x ,y) − ∂
∂θ
θ>Φ(x , yˆθ )
)
= − (Φ(x ,y) − Φ(x , yˆθ )) .
In other words, the gradient is the negative dierence between the feature
vector of the correct output and the feature vector of the output predicted by
the current parameter vector θ . Taking a step in the negative direction of the
gradient thereby alters the parameters such that the same example would be
more likely to be correctly classied after the update.
If the model predicts the correct example, the gradient vanishes. Using per-
ceptron loss with SGD is thus equivalent to the perceptron algorithm. Note
that since the gradient vanishes, when all examples are classied correctly, no
further updates will occur. This is in contrast to margin-based loss functions
and the log loss.
The log loss is dened as Llog(x ,y , θ ) = − (sθ (x ,y) − logZθ (x )), where
Zθ (x ) =
∑
y ′∈Y(x ) exp
{
sθ (x ,y ′)
}
. The stochastic gradient of this loss with re-
spect to θ can easily be derived by application of the chain rule to ∂∂θ logZθ (x ).
Recall that for any dierentiable function f :v → R it holds that
∂
∂v
log f (v) = 1
f (v)
∂
∂v
f (v) and ∂
∂v
exp
{
f (v)
}
= exp
{
f (v)
} · ∂
∂v
f (v) .
Applied to the gradient of the log-partition function, we nd that
∂
∂θ
logZθ (x ) =
1
Zθ (x )
∑
y ′∈Y(x )
exp
{
sθ (x ,y ′)
} ∂
∂θ
sθ (x ,y ′)
= 1
Zθ (x )
∑
y ′∈Y(x )
exp
{
sθ (x ,y ′)
} · Φ(x ,y ′)
=
∑
y ′∈Y(x )
pθ (y ′ | x ) · Φ(x ,y ′)
= E
pθ (y ′ |x )
[
Φ(x ,y ′)
]
.
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Algorithm 1 Stochastic Gradient Descent
1: D: Training set
2: L: Loss function
3: Ω: Regularizer
4: λ: Regularization trade-o hyper-parameter
5: T : Number of epochs
6: η: Sequence of step sizes η1 ,η2,. . .
7: procedure SGD(D, L, Ω, λ,T ,η)
8: θ ← 0
9: for t = 1, 2 . . .T do
10: (x ,y) ∼ D . Pick a random example
11: д ← ∂∂θ L(x ,y , θ ) + λ|D | ∂∂θ Ω(θ ) . Compute gradient
12: θ ← θ − ηtд . Take gradient step
13: end for
14: return θ . Return nal parameters
15: end procedure
Consequently, the gradient of the log loss is given by
(4.12)∂
∂θ
Llog(x ,y , θ ) = −
(
Φ(x ,y) − E
pθ (y ′ |x )
[
Φ(x ,y ′)
])
.
In other words, the gradient is the dierence between the observed feature
counts Φ(x ,y) and the expected feature counts Epθ (y ′ |x )
[
Φ(x ,y ′)
]
. Hence,
at the optimum θˆ , where the gradient is zero, the model exactly matches
the empirical distribution (in the sense that its moments match the empirical
moments). In a locally normalized model, the gradient instead takes the form
of a sum of the gradients of the log losses over local factors.
Finally, the gradient of the `2-regularizer is
(4.13)∂
∂θ
Ω`2 (θ ) =
1
2θ .
While the `2-regularizer is trivially optimized with gradient decent methods,
the `1-regularizer is more dicult to optimize, partly due to it not being dif-
ferentiable at θ = 0 (Andrew and Gao, 2007; Duchi et al., 2008; Tsuruoka et al.,
2009).
Stochastic gradient descent
A wide variety of online learning methods have been proposed in the liter-
ature (Kivinen and Warmuth, 1997; Crammer et al., 2006; Hazan et al., 2007;
Shalev-Shwartz et al., 2011). Stochastic gradient descent (SGD; Robbins and
Monro, 1951) is a general online optimization algorithm applicable to any
unconstrained optimization problem for which the gradient of the objective
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function can be decomposed over individual examples.4 The basic SGD al-
gorithm is very easy to implement. First, the parameters are initialized to
some random position of the search space, typically at θ = 0. The parameters
are then iteratively updated in the direction opposite to the gradient of the
minimization function, evaluated at each example. The general form of the
algorithm, for minimization problems, is shown in algorithm 1. Despite its
simplicity and the fact that it is quite a poor optimization algorithm (Bottou,
2004), it has proved to work remarkably well for solving learning problems,
as discussed extensively by Bottou and Bousquet (2007).
One issue with the SGD algorithm is that its convergence rate, that is, the
rate at which it approaches the minimum, is sensitive to the learning rate
sequence η1 ,η2 , . . .. A common choice is to use ηt ∝ ηt −1 < 1, for some
constant η (Robbins and Monro, 1951). Other learning rate sequences may
provide faster convergence, but for simplicity we have chosen to stick with
a constant learning rate ηt = η. The generalization error will often vary sub-
stantially with the specic value of η. We therefore use cross-validation to
select the value of η ∈ E that gives the best estimated generalization error,
using, for example, E = {0.00001, 0.0001, 0.001, 0.01, 0.1}. While this simple
scheme turns out to work quite well in practice, more complex approaches
have been proposed. In particular, there are methods that adapt the step size
automatically during learning, for example, stochastic meta-descent (Schrau-
dolph, 1999; Vishwanathan et al., 2006), AdaGrad (Duchi et al., 2011) and the
recent adaptive approach of Schaul et al. (2012).
The basic SGD algorithm as described here only applies to dierentiable
objective functions. For objectives that are only subdierentiable — such as
the hinge loss — stochastic subgradient descent can be used instead (Ratli
et al., 2007). The primary dierence from SGD is that rather than taking a step
in the opposite of the gradient direction, a subgradient step is instead taken.
There are also variants of SGD that can be used for learning in reproducing-
kernel Hilbert spaces (Kivinen et al., 2004). A kernelized version of the per-
ceptron algorithm was introduced by Freund and Schapire (1999).
Averaged stochastic gradient descent
As discussed in section 4.1.3, the perceptron loss makes the regularization
term in the regularized empirical risk vacuous. However, by a slight change
to the algorithm, SGD with the perceptron loss can be turned into a large-
margin classier, which is another way of controlling the capacity of the dis-
criminant function. While the standard SGD algorithm returns the nal pa-
rameter vector, the averaged stochastic gradient descent algorithm, shown in
algorithm 2,5 returns the average of the parameter vectors from each iteration
(Ruppert, 1988; Polyak and Juditsky, 1992). Another variant of this algorithm
4It can also be applied to non-convex problems, as discussed in chapter 5. However, in the
non-convex case, the solution is only guaranteed to be locally optimal.
5The cumulative averaging trick in algorithm 2 is described by, for example, Daumé III (2006).
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Algorithm 2 Averaged Stochastic Gradient Descent
1: D: Training set
2: L: Loss function
3: Ω: Regularizer
4: λ: Regularization trade-o hyper-parameter
5: T : Number of epochs
6: η: Sequence of step sizes η1 ,η2,. . .
7: procedure AveragedSGD(D, L, Ω, λ,T ,η)
8: θ ← 0
9: θ¯ ← 0
10: for t = 1, 2 . . .T do
11: (x ,y) ∼ D . Pick a random example
12: д ← ∂∂θ L(x ,y , θ ) + λ|D | ∂∂θ Ω(θ ) . Compute gradient
13: θ ← θ − ηtд . Take gradient step
14: θ¯ ← θ¯ − tηtд . Aggregate gradient step
15: end for
16: return θ − 1T θ¯ . Return averaged parameters
17: end procedure
based on voting rather than averaging was proposed by Freund and Schapire
(1999), for the special case of the perceptron loss. Empirically, using averag-
ing is critical to achieve good generalization ability with the perceptron loss
(Collins, 2002). However, for loss functions that are scale sensitive, the ben-
et of averaging is less clear. In some cases using averaging can be shown
to give better convergence rate, yet in others it can be shown to give worse
(Rakhlin et al., 2012). We therefore only use averaged SGD together with the
perceptron loss. When learning with log loss, we revert to the standard SGD
algorithm.
4.2.3 Tricks of the Trade
There are some simple tricks that facilitate a more ecient implementation of
learning algorithms. First, we can exploit sparseness in the gradient vectors.
Second, the form of the `2-regularizer allows for a simple parameter rescal-
ing. Third, a large part of the joint feature function can often be eciently
decomposed into an input and an output part. Fourth, and nally, we can use
feature hashing to perform fast computation of feature vectors and to x the
dimensionality of the feature space.
Sparse updates
While the parameter vector is generally dense, the feature vectors are often
very sparse. This sparseness is mainly an eect of the use of binarized lexical
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features and of the large number of possible substructures and combinations
of substructures in Y(x ). When implementing gradient-based learning with
gradients of the form Φ(x ,y) − Φ(x , yˆθ ), such as with the perceptron loss and
the hinge loss, we can use an ecient sparse representation of the dierence
vector. Unfortunately, this is not true for the log loss, for which the gradient
is much less sparse, due to the derivative of the soft-max.
Parameter rescaling with the `2-regularizer
As can be seen from eq. (4.13), the gradient of the `2-regularizer is dense.
However, note that this gradient simply corresponds to a uniform rescaling
of the parameters by the scalar
(
1 − ηt λ|D |
)
. This fact can be used to implement
the gradient update very eciently, which is of importance especially with
SGD where the gradient of the regularizer is included in the update for each
example. The trick is to represent the parameter vector as the combination of
a dense vector θ ′ and a scalar α , that is, by letting θ = αθ ′.6 The `2-regularizer
gradient step can thus be implemented simply by rescalingα , while the sparse
part of the gradient only aects θ ′. By factoring lines 11-12 of algorithm 1
(analogously, lines 12-14 of algorithm 2) into
θ ← θ − ηt ∂
∂θ
L(x ,y , θ ) − ηtλ|D|θ = (1 −
ηtλ
|D| )αθ
′ − ηt ∂
∂θ
L(x ,y , αθ ′) ,
we only need to perform the following updates at each iteration:
α ← α − ηtλ|D|
and
θ ′ ← θ ′ − ηt ∂
∂θ
(x ,y , αθ ′) .
Decomposing joint feature functions
Extraction of feature vectors — that is, the mapping of inputs and outputs to
a collection of elements of the feature space — often consumes a substantial
part of the runtime of a linguistic structure prediction system. Joint feature
functions enable encoding of statistical dependencies between input and sub-
structures of the output. However, for most feature templates the input part
of the feature function remains invariant, while some subset of the structured
index i ∈ I(x ) is varied. In such cases it makes practical sense to extract the
input features once and then combine them with each assignment of the rel-
evant output substructures. Recall the problem of sequence labeling with a
rst-order Markov assumption, where we have the sequence index set
I1seq(x ) = { (i , ti−1ti ) : i ∈ [1, |x |], ti−1 ∈ T, ti ∈ T } ,
6This trick is used, for example, in Leon Bottou’s highly ecient implementation of SGD,
available at hp://leon.boou.org/projects/sgd — January 15, 2013.
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where i is the position in the sequence, ti is the tag at position i , and ti−1 is
the tag at position i − 1. The joint feature function Φ(x ,y) can in this case be
decomposed into feature functions over the input ϕ(x , i) as well as over pairs
of active output substructuresψ (y ,yi−1); see Altun et al. (2003):7
Φ(x ,y) =
n∑
i=1
ϕ(x , i ,yi ,yi−1) =
n∑
i=1
ϕ(x , i) ⊗ψ (yi ,yi−1) ,
where yi ∈ T and yi−1 ∈ T are the labels at position i and i − 1, respectively,
and the cross-product operator ⊗maps each combination of input feature and
output feature to a unique element in Φ(x ,y). The upshot of this decomposi-
tion is that the cross-product operator can be implemented very eciently.
Feature hashing
With joint feature functions, the number of unique features may grow very
large. This is a potential problem when the amount of internal memory is
limited. Feature hashing is a simple trick to circumvent this problem (Wein-
berger et al., 2009). Assume that we have an original feature function Φ:X ×
Y → Rd . Let h:N+ → [1,n] be a hash function and let h−1(i) ⊆ [1,d] be the
set of integers such that j ∈ h−1(i) if and only ifh(j) = i . We now use this hash
function to map the index of each feature in Φ(x ,y) to its corresponding in-
dex in a hashed feature vector Φ′(x ,y), by letting Φ′i (x ,y) =
∑
j∈h−1(i) Φj (x ,y).
Each feature in Φ′(x ,y) may thus correspond to multiple features in Φ(x ,y).
Given a hash function with good collision properties, we can expect that the
subset of features mapped to any particular index in Φ′(x ,y) is small, and
composed of elements drawn at random from Φ(x ,y).
7Note that Φ(x ,y) might have a smaller number of components that do not factor in this way.
For example, we could have a joint feature that couples (xi ,yi−1 ,yi ). However, these features
will typically be few compared to the number of features that decompose into an input part
and and output part.
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Part II:
Learning with Incomplete Supervision

5. Learning with Incomplete Supervision
This chapter provides an overview of various learning scenarios in which
only incomplete supervision, or no supervision, is available to the learner.
After a non-technical overview, we turn to a more detailed technical descrip-
tion of structured latent variable models, which constitute the key modeling
tool in subsequent chapters. While these models are similar to the structured
prediction models in chapter 3, the loss functions from chapter 4 need to be
generalized to enable learning with no, partial and ambiguous supervision.
5.1 Types of Supervision
Before describing the methods employed in subsequent chapters in more tech-
nical detail, we provide a brief overview of dierent types of supervision that
have been proposed and studied in the literature on structured prediction and
classication. As in previous chapters, X denotes the input space and Y de-
notes the output space. In some of these learning scenarios, an additional
space of latent (hidden) structure Z is added to the input and output spaces.
The semantics of these spaces are that inputs are always observed and out-
puts are observed during learning, whereas latent structure is never observed.
The joint space of latent structure and output structure is sometimes denoted
by S = Y × Z.
Full supervision
In the fully supervised setting, which is described in chapter 4, the learner
is given access to a fully labeled training set Dl = { (x (j) ,y(j)) : (x (j) ,y(j)) ∈
X × Y, j ∈ [1, |Dl |] }, where each input-output pair is completely specied.
The goal is to learn a mapping yˆ:X → Y from the data set Dl , such that
the mapping generalizes well to data outside the training set. Typically, a
separate test set Dt = { (x (j) ,y(j)) : (x (j) ,y(j)) ∈ X × Y, j ∈ [1, |Dt |] } is used
to evaluate the induced mapping.
Provided that the training set is large enough and constitutes a suciently
unbiased sample, this is the most powerful learning setting. However, as
discussed in chapter 1, creating fully labeled training data is often expensive.
We therefore turn to learning with incomplete information, with the hope
that we will be able to compensate for the lack of supervision alternative
sources of information.
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No supervision
The most radical alternative to learning with full supervision is to learn di-
rectly from a set of raw unlabeled data Du = { x (j) : x (j) ∈ X, j ∈ [1, |Du |] }.
In unsupervised learning the goal is to discover some structure of interest inX,
using the sample Du . The canonical types of unsupervised learning are clus-
tering and dimensionality reduction (Ghahramani, 2004). In clustering, one
seeks a partitioning of the data points in X, such that the points are grouped
in some “natural” way, for example, into high-density regions separated by
regions of low density. In dimensionality reduction or low-dimensional em-
bedding, one seeks to embed the data in a subspace of the original input space,
such that the most important aspects of the data are retained. Another vari-
ant is manifold embedding (Saul and Roweis, 2003), in which one seeks to
embed the data on a low-dimensional manifold rather than in a subspace.
Both clustering and embedding can be used for dierent purposes, for exam-
ple, to discover underlying structure in the data or to perform compression
(Jain, 2010).
While these uses of unsupervised methods remain the most important, un-
supervised learning has also been proposed as a direct replacement for su-
pervised learning. In particular, much recent research in natural language
processing has been devoted to fully unsupervised methods applied to, for
example, part-of-speech tagging and syntactic dependency parsing. Since X
itself does not provide any direct information on the mapping yˆ:X→ Y, if the
goal is to replace supervised learning, the key information on the mapping
is encoded in the model structure (Goldwater and Johnson, 2005). Although
no labeled data is available during training, the learned mapping is typically
evaluated against the test set Dt , even in this scenario.
Semi-supervision
In semi-supervised learning, the learner has access to a small fully labeled data
setDl , together with a large unlabeled data setDu , whereDl andDu are de-
ned as above. Typically, one assumes that the unlabeled data set is orders of
magnitude larger than the labeled data set. In semi-supervised learning, the
goal is to make use of the structure of X (discovered using Du) to aid in the
learning of the mapping yˆ:X→ Y fromDl . The last decade has seen a steady
rise of interest in research on semi-supervised learning and a multitude of
novel algorithms and learning settings have been devised; see Chapelle et al.
(2006) for an overview. Not surprisingly, many semi-supervised learning
methods are based on a combination of supervised and unsupervised learn-
ing. These methods can be grouped into four common approaches.
The simplest approach is to apply an unsupervised learning method on
Du , such as clustering (Freitag, 2004; Miller et al., 2004) or embedding (Turian
et al., 2010; Dhillon et al., 2011), to discover informative features of the data,
which can subsequently be used for standard supervised learning on Dl .
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The oldest semi-supervised approach is to let the learner leverage its own
predictions in an iterative manner, a procedure known as self-training or boot-
strapping (Yarowsky, 1995). In its simplest form, an initial predictor is trained
on a small set of labeled data, which is then iteratively augmented with sub-
sets of the unlabeled data, labeled by the model’s own predictions. Usually a
condence-based selection strategy is used, such that only high-condence
predictions (according to some threshold) are added to the labeled data in
each iteration. As discussed by Abney (2004), this approach is closely related
to the expectation-maximization algorithm, which we briey describe in sec-
tion 5.2.2. This connection is also explicit in the classication EM algorithm
of Celeux and Govaert (1992), which is derived from the perspective of com-
bining clustering and classication. A related algorithm is the co-training
algorithm of Blum and Mitchell (1998). In co-training, the feature space is
partitioned into dierent views and separate classiers are trained on each
view, such that the classiers are regularized to agree on unlabeled data. This
algorithm was used to bootstrap a named-entity recognizer from a small set
of high-precision seed rules by Collins and Singer (1999). Yet another related
framework is that of (minimum) entropy regularization, in which the model is
regularized to produce predictions of low entropy on unlabeled data (Grand-
valet and Bengio, 2004; Jiao et al., 2006). We describe self-training methods
in more detail in chapter 9, where we propose a simple, yet eective, self-
training algorithm based on learning with ambiguous self-supervision.
Another common approach is to use the unlabeled data set to uncover the
underlying geometry of the data, either directly in the form of a (truncated)
graph of pairwise similarities between the data points, or by some manifold-
learning technique. The geometry can then be used for learning, for example,
by propagating the label information in Dl over the graph to the points in
Du (Zhou et al., 2003; Zhu et al., 2003). This approach is an instance of trans-
ductive learning, as it assumes access to the test set during learning. In other
words, whenever additional test data arrives, the test data has to be incor-
porated in the geometry and the propagation has to be repeated. There are,
however, inductive variants of these approaches as well, where the geome-
try induced from Du is used as a regularizer when performing supervised
learning onDl (Chapelle et al., 2003; Bousquet et al., 2004; Belkin et al., 2006).
Another variant is to learn the embedding and the predictor jointly using
Du ∪ Dl , for example, by means of a deep neural network as proposed by
Weston et al. (2008) and Collobert and Weston (2008).
Another alternative is to use a model in which the output is observed only
for instances in the labeled data set, while treated as latent structure for the in-
stances in the unlabeled data set (Nigam et al., 1999). Dierent loss functions
are used for the labeled and unlabeled instances: fully observed instances
are penalized by a loss function that takes all variables into account, while
unobserved instances are penalized by a loss function that only depends indi-
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rectly on the latent structure, via its inuence on the observations. The model
structure thus provides the link between the unlabeled and the labeled data.
Prototype supervision
In some cases, a list of prototypical members of some substructure type can
be assembled without much cost. For example, while annotating the part-of-
speech of each token in a corpus is costly, a set of prototypical members of
each part of speech can be easily listed by a native speaker of the language.
Such prototypes can be incorporated into models in dierent ways. For exam-
ple, Haghighi and Klein (2006) use prototypes in sequence labeling tasks by
aligning each word with its closest prototypes based on distributional simi-
larity. The set of prototypes to which each word is aligned is then encoded as
features in a Markov random eld (MRF) — a globally normalized generative
model; see Bishop (2006) — which is then trained using a standard unsuper-
vised learning method. Another example is Velikovich et al. (2010), who use
prototypical words of positive and negative polarity as constraints on the ver-
tex distributions in graph-based semi-supervised learning to induce a polarity
lexicon for sentiment analysis.
Prototypes can be dened a priori, a posteriori, or concurrently with learn-
ing. Examples of selecting prototypes a priori are the works cited above, as
well as the early work of Brill and Marcus (1992). A posteriori selection of
prototypes has typically been used in conjunction with word clustering. For
example, Schütze (1993) and Lamar et al. (2010) rst cluster all word types in
a corpus and then manually label the prototypical members of each cluster
with their prototypical part-of-speech tag. These prototypical labeled word
types are then used to label the remaining words, based on their similarity to
the prototypes.
In a sense, the bootstrapping methods of Yarowsky (1995) and Collins and
Singer (1999) can also be viewed as instances of learning with prototype su-
pervision. The small sets of high-precision rules leveraged by these authors
are designed to capture the most prototypical cases, for example, that the
string New York should always be tagged as location. While similar, the
approach of Haghighi and Klein (2006) is more exible compared to the boot-
strapping approaches, in the sense that the prototypes are only used as fea-
tures in an unsupervised model, so that the model is free to adapt to the data,
rather than being partly constrained by xed rules.
Indirect supervision
Sometimes we may not directly observe the structure that we seek to pre-
dict in the training set, but we may instead have access to some other signal,
which carries information on the structure of interest. For example, in chap-
ter 6, we seek to predict sentence-level sentiment, by learning form a training
set in which only the document-level labels are observed. In other words, the
learner has access to an indirectly labeled training setDp = { (x (j) ,y(j)) : x (j) ∈
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X,y(j) ∈ Y(x (j)), j ∈ [1, ∣∣Dp∣∣] }, where Y denotes the part of the output space
that corresponds to the structure that is observed during training. In addition
to the output space Y, we assume a space of latent output structure Z and our
goal is to learn the mapping zˆ:X 7→ Z from the indirectly labeled training set
Dp . In some cases, we may also want to learn the mapping (yˆ , zˆ):X 7→ Y × Z.
In case the structure in Y is known to always be observed at test time, our
goal may instead be to learn the mapping zˆ:X × Y 7→ Z. Note that the test
set Dt in this case contains gold standard labels, either for both y and z, or
only for z, if the output y is not of interest.
If the indirectly labeled data set Dp is combined with a fully labeled data
set Dl , a variant of the last type of semi-supervised learning above can be
performed, where the fully labeled data helps guide the learning of structure
that is only latent in the indirectly labeled data. This may be eective if the
indirectly labeled data set is considerably larger than the fully labeled data set,
so that learning only from the latter is likely to yield a suboptimal predictor.
Variants of this scenario for sentence-level sentiment analysis are explored
in chapter 6.
A special case of indirect supervision, where the observed signal comes
in the form of binary labels, was proposed by Chang et al. (2010). In this
scenario, the learner is provided with a large data set Db = { (x (j) ,b(j) : x (j) ∈
X,y(j) ∈ {−1, 1}, j ∈ [1, |Db |] }, where b = 1 indicates that there exists some
well-formed structure z ∈ Z(x ), whereas b = −1 indicates that none of the
potential structures inZ(x ) are well-formed. While learning is possible purely
from such binary indirect supervision, the authors also consider the semi-
supervised variant of this scenario, where a small set of fully labeled dataDl
is leveraged in addition to the large set of indirectly labeled data. It is easy
to show that the loss function proposed by Chang et al. (2010) is a special
case of the latent hinge loss function (see section 5.2.1) applied to indirectly
labeled data, where the observations are restricted to be binary variables.
Ambiguous supervision
In the indirectly supervised scenario, there is a separation between the ob-
served and the latent parts of the inference space, such that one part is al-
ways fully observed and the other part is always fully unobserved. A related
scenario is learning with ambiguous supervision, in which an arbitrary part of
the output may be only ambiguously specied. The learner thus is provided
with a ambiguously labeled training set Da = { (x (j) ,y(j)) : x (j) ∈ X,y(j) ⊆
Y(x (j)), j ∈ [1, |Da |] }, where the output y ⊆ Y(x ) is an ambiguous labeling
of the input x . Note that if y = Y(x ), the training set contains no constraints
on the output space, so that this scenario reduces to standard unsupervised
learning. From the perspective of inference and learning, there is no funda-
mental dierence between ambiguous and indirect supervision, as discussed
in more detail in section 5.2.
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In this dissertation, we leverage ambiguous supervision in two ways. First,
in chapter 9, we introduce a self-training algorithm that uses automatically
inferred ambiguous supervision, with application to syntactic dependency
parsing. Second, in chapter 10, we encode semi-automatically derived con-
straints on both tokens and types as ambiguous supervision for cross-lingual
part-of-speech tagging.
Higher-level constraints
In the above scenarios, supervision comes in the form of fully or partially
observed outputs. As we shall see in section 5.2.1, learning with such obser-
vations corresponds to guiding the learner away from unconstrained hypothe-
ses towards constrained hypotheses. In the fully supervised scenario, there is
only one unique hypothesis towards which to move, whereas in the ambigu-
ously supervised scenario, the learner is guided towards hypotheses that are
consistent with the ambiguous labeling y ⊆ Y(x ) — we refer to y as the obser-
vation inference space — at the expense of hypotheses in the unconstrained
inference space Y(x ). More generally, any (ambiguously) labeled substruc-
ture corresponds to a (set of) hard constraint(s) on the observation inference
space, such that the constraints decompose with the model structure.
However, just as many useful cost functions are non-decomposable (see
section 4.1.2), many constraints that are potentially useful for learning can-
not be expressed in terms of full or ambiguous supervision that decompose
with the model structure in this way. For example, the constraint that a part-
of-speech tag sequence should contain at least one verb corresponds to a fac-
tor that involves every position in the output sequence. Such higher-order
constraints may be particularly useful for guiding learning in the presence of
latent variables. Unfortunately, due to their non-local nature, higher-order
constraints are more dicult to incorporate into learning and inference.
Nevertheless, there has been a urry of work on methods for learning with
higher-level constraints. In almost all work, the constraints are assumed to
be linear in some non-decomposable model features. When combined with
a linear score function, this means that one can always revert to inference
based on integer linear programming (ILP). Since this is costly, other meth-
ods are often preferred, such as beam-search (Chang et al., 2007), variational
inference (Bellare et al., 2009; Liang et al., 2009; Ganchev et al., 2010), or dual
decomposition (Das et al., 2012). ILP-based inference was primarily used in
early work on learning sequence-models with structural constraints (Roth
and tau Yih, 2004; Punyakanok et al., 2004, 2005; Toutanova et al., 2005).
A more unied approach to learning with inference constraints was pro-
posed by Chang et al. (2008, 2012), under the term constrained-conditional
models (CCM). The constraint-driven learning (CODL) framework, proposed
by Chang et al. (2007), is a semi-supervised variant of CCM, which allows
combining inference constraints with unlabeled data. A variant of constraint-
driven learning which handles constrained latent structure was later intro-
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duced by Chang et al. (2010). Similar methods have also been proposed by
Mann and McCallum (2008) and Ganchev et al. (2010), under the names gener-
alized expectation criteria and posterior regularization, respectively. As shown
by Ganchev et al. (2010), all these methods correspond to dierent approxi-
mations to the fully Bayesian approach of Liang et al. (2009). Additional con-
nections between posterior regularization and constraint-driven learning are
made by Samdani et al. (2012), who show that these are specic cases of a gen-
eral algorithm based on variational EM, corresponding to dierent settings
of an entropy-controlling temperature parameter.
Finally, Hall et al. (2011) propose another related framework, which per-
mits general reranking loss functions to be applied to k-best lists in a self-
training algorithm. This enables learning with multiple loss functions, for
example, for adapting a syntactic parser specically to a machine translation
task (Katz-Brown et al., 2011). Since this approach is based on reranking
hypotheses in a k-best list, the loss function can be based on arbitrary con-
straints, with the caveat that one may need to set k arbitrarily large when
learning with loss functions that correspond to hard constraints, since at least
one hypothesis that obeys the constraints needs to be found among the k best
hypotheses.
5.2 Structured Latent Variable Models
Structured latent variable models constitute a key modeling tool in subse-
quent chapters. The key dierence from the models described in chapters 3
and 4 is that in addition to a space of inputs X and a space of outputs Y, we
assume a space of latent structure Z. The distinction between these spaces is
that the learner is assumed to always observe X, while Y is only assumed to
be observed during training and Z is assumed to never be directly observed.
In unsupervised learning, the model is thus specied by means of X and Z
alone and the model structure, that is, the relationship between X and Z, is
fundamental to successful learning. Since no outputs are observed, only gen-
erative models can be used for unsupervised learning.1 For example, in one
of the simplest structured latent variable models, the hidden Markov model
(HMM) for sequence labeling, X is the space of input sequences and Z is the
space of label sequences. By assuming that each input sequence is generated
by a latent label sequence and by maximizing the likelihood of the observed
sequences in the training set Du , according to this model of generation, a
mapping X → Z can be induced by application of Bayesian inversion. Simi-
larly, when Y only indirectly or ambiguously species what one seeks to pre-
dict, an additional space of latent structure Z can be included in the model.
1While out of scope for the present discussion, we note that there are alternative ways to train
unsupervised models, such as contrastive estimation (Smith and Eisner, 2005a,b)
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In this case, both generative and discriminative models can be used; in a gen-
erative model, the input is assumed to be generated by Y and Z jointly, while
in a discriminative model, the output Y is typically modeled as conditioned
on X and Z, or on X via Z.
Thus, latent variable models are highly exible and, as we show in subse-
quent chapters, these models can, despite their simplicity, be used to obtain
state-of-the-art results for several dierent tasks in natural language process-
ing. In summary, we apply latent variable models to the following tasks:
• In chapter 6, such models are used for learning to predict sentence-level
sentiment from indirect supervision in which only the document-level
sentiment is observed.
• In chapter 8, such models are used for inducing (cross-lingual) word
clusters for use in semi-supervised (cross-lingual) named-entity recog-
nition and syntactic dependency parsing.
• In chapter 9, such models are used for a novel self-training algorithm,
which is applied to target language adaptation in cross-lingual syntactic
dependency parsing.
• In chapter 10, such models are used to learn ambiguously supervised
cross-lingual part-of-speech taggers.
5.2.1 Latent Loss Functions
The structured prediction framework from chapter 3 can readily incorporate
latent structure. However, in order to achieve this, we need to redene the
score function slightly to score the input as well as the output and latent
structure jointly. Thus, rather than the score function s:X × Y × Θ → R,
which was assumed in previous chapters, we instead use a score function
s:X × Y × Z × Θ → R, where Z(x ) denotes the space of latent structures
spanning input x . The space of latent structures is dened in terms of sub-
structure indicator vectors, just like the space of (observed) output structure
Y, so that Y(x ) × Z(x ) ⊂ {0, 1}I(x ) for some index set I = IY ∪ IZ. The only
dierence betweeny ∈ Y and z ∈ Z is thaty is assumed to be observed during
training, while z is assumed to be unobserved. With ambiguous supervision,
the learner observes partially constrained outputs y ⊆ Y(x ), so that the space
of latent structure correspond to all hypotheses that are consistent with these
constraints.
While the representation remains the same, in order to learn in this setting,
the surrogate loss functions from section 4.1.3 need to be modied to incor-
porate latent structure. Since the loss functions are dened in terms of the
predictions of the model, we need to rst consider how latent structure may
be incorporated in prediction. Essentially, this can be achieved in two ways.
First, in maximum a posteriori (MAP) inference, a maximization is performed
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over both the output space and the latent space:
(5.1)(yˆ , zˆ)(x ) = arg max
(y ′ ,z ′)∈Y(x )×Z(x )
sθ (x ,y ′, z ′) .
Second, in marginal MAP inference, a maximization is performed over the
output, while simultaneously marginalizing over the space of latent structure:
yˆ(x ) = arg max
y∈Y(x )
∑
z ′∈Z(x )
exp
{
sθ (x ,y , z ′)
}
.
Unfortunately, while marginalizing over the latent structure for a xed in-
put y ∈ Y(x ) can often be performed eciently, exact joint maximization
and marginalization is often computationally intractable.2 This is, however,
not a concern for the models studied in this dissertation, since we are ei-
ther interested in both the latent structure and the output structure, or we
are assuming that the output is observed and we are seeking to predict the
optimal latent structure for this xed output. The latter occurs in the case
of sentence-level sentiment analysis (see chapter 6), where document-level
sentiment may sometimes be observed at test time. In that case we seek to
predict the MAP assignment of latent structure, for the xed observed doc-
ument label. In case the document label is not observed, we typically want
to predict it as well, although we could also consider marginalizing over its
possible assignments.
We now turn to the latent variants of the surrogate loss functions, assum-
ing that eq. (5.1) will be used for prediction at test time. The perceptron loss
in eq. (4.7) can be naturally generalized to incorporate latent variables as fol-
lows. First, the observed output y is replaced by a MAP assignment of the
latent structure zˆ(x ,y) ∈ Z(x ), keeping the input x and the observed output
y xed:
zˆ(x ,y) = arg max
z ′∈Z(x )
sθ (x ,y , z ′) .
Second, the prediction yˆ(x ) ∈ Y(x ) is replaced by the joint MAP assignment
in eq. (5.1). Combining these, we obtain the latent perceptron loss
Llat-per(x ,y , θ ) = − (sˆθ (x ,y) − sˆθ (x )) ,
where
sˆθ (x ,y) = sθ (x ,y , zˆ(x ,y))
and
sˆθ (x ) = sθ (x , yˆ(x ), zˆ(x )) .
Note that sˆθ (x ) overloads the notation from chapters 3 and 4.
2Ecient approximate algorithms for marginal MAP inference were recently proposed by Jiang
et al. (2011) and Liu and Ihler (2011).
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As with the log loss in eq. (4.8), we can replace the maximization in the
latent perceptron loss with the soft-max, which results in the latent log loss
(5.2)Llat-log(x ,y , θ ) = − (logZθ (x ,y) − logZθ (x )) ,
where
Zθ (x ,y) =
∑
z ′∈Z(x )
exp
{
sθ (x ,y , z ′)
}
is the partition function with x and y xed, and
Zθ (x ) =
∑
(y ′ ,z ′)∈Y(x )×Z(x )
exp
{
sθ (x ,y ′, z ′)
}
is the partition function with only x xed. Performing structural risk mini-
mization with the latent log loss corresponds to maximum likelihood estima-
tion — or maximum a posteriori estimation when a regularizer corresponding
to a prior distribution is used — in a probabilistic model with latent variables.
When the model structure factorizes according to an undirected graph, such a
model is often referred to as a hidden conditional random eld (HCRF; Quat-
toni et al., 2007).3
Analogously, the hinge loss in eq. (4.9) can be extended with latent vari-
ables to give the margin-scaled latent hinge loss
Llat-hinge(x ,y , θ ) = − (sˆθ (x ,y) − sˆθ (x ,y ,C)) ,
where
sˆθ (x ,y ,C) = max
(y ′ ,z ′)∈Y(x )×Z(x )
[
sθ (x ,y ′, z ′) +C(y ,y ′)
]
.
This loss corresponds to the margin-scaled variant of the latent structural
support vector machine (LSSVM; Yu and Joachims, 2009).
Recently, Pletscher et al. (2010) and Hazan and Urtasun (2010) generalized
both the latent hinge loss and the latent log loss, by introducing a temperature
term which controls the entropy of the conditional distribution pθ (y , z | x ).
Applying the latent log loss to this distribution results in a family of mod-
els, of which the LSSVM and the HCRF are special cases which correspond
to dierent values of the temperature term. Similar entropy regularization
variants were proposed by Samdani et al. (2012) in the context of constrained
models trained with expectation-maximization and by Tu and Honavar (2012)
in the context of constrained models for unsupervised syntactic dependency
parsing.
3In the natural language processing community, the term HCRF is often associated with a
particular model structure. However, in this dissertation we use the term more broadly to refer
to any structured model trained with the latent log loss.
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5.2.2 Learning with Latent Variables
In the remainder of this dissertation, the only latent loss function that we con-
sider is the latent log loss. This choice do not have a substantial impact on
the generality of our results. As with the standard log loss, we use gradient-
based optimization to minimize the resulting regularized empirical risk. Un-
fortunately, while the log loss is convex, this is not true of the latent log loss,
due to the marginalization over the latent structure. The same holds for all
loss functions that include latent structure. Therefore, any gradient-based
optimization method is only guaranteed to nd a local minimum of the ob-
jective function. In practice, this issue can be partly remedied by running
the optimization multiple times with dierent initial parameter vectors and
selecting the solution with the minimal regularized empirical risk. In some
cases, prior knowledge may be used to nd an initial parameter vector that
is closer to the global optimum. Below, we provide the gradients of the la-
tent log loss in the globally normalized discriminative case, as well as in the
locally normalized generative case.
The globally normalized discriminative case
The gradient of the latent log loss has a similar form as that of the standard log
loss in eq. (4.12). However, whereas the gradient of the log loss is expressed
as the dierence between observed and expected feature counts, the gradient
of the latent log loss involves a dierence between two expectations. The
gradient of the log-partition function logZθ (x ,y), where the outputy is xed
to its observed value, is given by the expected feature counts, conditioning
on x and y:
∂
∂θ
logZθ (x ,y) = E
pθ (z ′ |x ,y)
[
Φ(x ,y , z ′)
]
.
Similarly, the gradient of the log-partition function logZθ (x ) is given by the
expected feature counts, conditioning only on x :
∂
∂θ
logZθ (x ) = E
pθ (y ′ ,z ′ |x )
[
Φ(x ,y ′, z ′)
]
.
Putting these together, we obtain the gradient of the latent log loss
∂
∂θ
Llatentlog (x ,y , θ ) = −
(
E
pθ (z ′ |x ,y)
[
Φ(x ,y , z ′)
] − E
pθ (y ′ ,z ′ |x )
[
Φ(x ,y ′, z ′)
])
.
(5.3)
Note that although the latent structure is marginalized out in the latent log
loss, for reasons discussed above, after training the model, MAP inference is
typically used for prediction.
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The locally normalized generative case
In the supervised case (see section 4.1.3), when applied to a locally normalized
generative log-linear model (see section 3.4.2), the negative log-likelihood de-
composes into a sum of log losses over local factors. However, the marginal-
ization over latent variables complicates matters, since it prevents us from
directly decomposing the loss over individual factors. For ease of exposition,
let us ignore the observed outputsy ∈ Y and assume that we only have obser-
vations x ∈ X and latent structure z ∈ Z. The contribution of each instance
x to the negative log-likelihood is
− logpβ (x ) = − log
∑
z∈Z(x )
pβ (x , z) .
There are essentially two standard ways to minimize this loss function. The
most common approach is to use the expectation-maximization (EM) algo-
rithm (Dempster et al., 1977), which alternates between the following two
steps until convergence (note that minimizing the negative marginal log loss
is equivalent to maximizing the marginal log loss):
Expectation Fix the current parameters βold ← β and infer the conditional
distribution over the hidden variables: pβold (z | x ) =
pβold (x ,z)
pβold (x )
.
Maximization Find the new parameters β that maximize the expected joint
likelihood: β ← arg maxβ ′ Epβold (z |x )
[
pβ ′(x , z)
]
.
The parameters β are either initialized to some random value or based on
prior knowledge. It can be shown that the EM procedure corresponds to
coordinate ascent on iteratively rened lower bounds of the marginal likeli-
hood pβ (x ), and that this procedure is guaranteed to converge to a local maxi-
mum of the marginal likelihood (Neal and Hinton, 1999). As in the supervised
case, when the local factors are categorical distributions, the maximization
step has a simple close-form solution, whereas with a log-linear parameter-
ization, gradient-based optimization methods are typically employed in the
maximization step (Chen, 2003; Berg-Kirkpatrick et al., 2010).
Another approach, proposed by Salakhutdinov et al. (2003), is to apply
gradient-based optimization to directly minimize the negative marginal log-
likelihood. As observed by Salakhutdinov et al., the gradient of the marginal
log-likelihood can be expressed as the expectation of the gradient of the joint
log-likelihood with respect to the posterior distribution over the latent struc-
ture. This can be easily shown by application of the chain rule to the gradi-
ent of the negative marginal log-likelihood. Recall that for any dierentiable
function f :v → R it holds that
∂
∂v
log f (v) = 1
f (v)
∂
∂v
f (v) ⇔ ∂
∂v
f (v) = f (v) ∂
∂v
log f (v) .
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Consequently, we have that
∂
∂β
− logpβ (x ) = − 1
pβ (x )
∂
∂β
pβ (x )
= − 1
pβ (x )
∑
z ′∈Z(x )
∂
∂β
pβ (x , z ′)
= − 1
pβ (x )
∑
z ′∈Z(x )
pβ (x , z ′)
∂
∂β
logpβ (x , z ′)
= − ∑
z ′∈Z(x )
pβ (z ′ | x ) ∂
∂β
logpβ (x , z ′)
= E
pβ (z ′ |x )
[
∂
∂β
− logpβ (x , z ′)
]
.
By plugging in the gradient of the logarithm of the joint distribution, which
decomposes into gradients over local log losses (see section 4.1.3), this gradi-
ent is easily computed.
The direct gradient approach was popularized in the natural language pro-
cessing community by Berg-Kirkpatrick et al. (2010), who observed consid-
erably better results with this method compared to EM in a number of unsu-
pervised learning tasks. However, Li et al. (2012) report better results with
EM for a similar task, so the relative merit of these methods is still a topic
of debate. In this dissertation, we restrict ourselves to the direct gradient ap-
proach when learning locally normalized log-linear models in chapter 10, as
we observed better results with this approach compared to EM in a prelimi-
nary study. We note that Salakhutdinov et al. (2003) propose a procedure for
combining these methods, which could potentially lead to better results.
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6. Sentence-Level Sentiment Analysis with
Indirect Supervision
In the previous chapter, we described methods for learning with incomplete
supervision and we argued for the versatility of structured discriminative la-
tent variable models to this end. In this chapter, we study an application
of such models to the task of ne-grained sentiment analysis, a central task
in the eld of opinion mining and sentiment summarization; see chapter 2.
Specically, we propose to jointly model sentence- and document-level sen-
timent, treating the former as latent structure and the latter as indirect su-
pervision. Typical supervised learning approaches to sentence-level senti-
ment analysis rely on sentence-level supervision. While such ne-grained
supervision rarely exists naturally and thus requires labor intensive manual
annotation eort (Wiebe et al., 2005), indirect supervision is naturally abun-
dant in the form of online product-review ratings. Thus, learning to analyze
ne-grained sentiment strictly from indirect supervision, would allow us to
sidestep laborious annotation eort.
To provide some intuitions about what such a model ought to look like, we
rst describe the assemblage of a large data set of product reviews, where a
small subset of the reviews are manually annotated with sentence-level sen-
timent. This data set is used to empirically evaluate the various models intro-
duced in this chapter and has been made publicly available. After proposing
a set of natural baselines in this setting, based on polarity lexica as well as ma-
chine learning, we introduce our indirectly supervised structured latent vari-
able model. Empirical results suggest that sentence-level sentiment labels can
indeed be learned solely from document-level supervision to some degree —
the structured latent variable model outperforms all baselines — but that such
indirect supervision may be too weak. Based on the observed shortcomings of
the indirectly supervised model, we propose two semi-supervised extensions,
where the large amount of document-level supervision is complemented by a
small amount of sentence-level supervision. The semi-supervised models are
shown to rectify the most pressing shortcomings of the indirectly supervised
model. The chapter is concluded with a discussion of and comparison with
some recent related work.
Before moving on, note that this chapter only considers the monolingual
(English) setting, while the remainder of the dissertation is devoted to cross-
lingual learning methods (using similar structured latent variable models).
Although we do not study sentiment analysis in the cross-lingual setting,
the approaches developed in subsequent chapters may certainly be useful
for cross-lingual sentiment analysis as well.
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Table 6.1. Number of sentences per document sentiment category for each domain in a
large training sample. There are 9572 documents for each pair of domain and document
sentiment, for a total of 143 580 documents.
pos neg neu Total
Books 56 996 61 099 59 387 177 482
Dvds 121 740 102 207 131 089 355 036
Electronics 73 246 69 149 84 264 226 659
Music 65 565 55 229 72 430 193 224
Videogames 163 187 125 422 175 405 464 014
Total 480 734 430 307 522 575 1 416 415
6.1 A Sentence-Level Sentiment Data Set
There are several freely available data sets annotated with sentiment at var-
ious levels of granularity; comprehensive lists of references can be found in
Pang and Lee (2008) and Liu (2010). For training the models developed in this
chapter, a data set which is annotated both at the sentence-level and at the
document-level is required. The data set that was used in the empirical study
of McDonald et al. (2007) is close in spirit, but unfortunately it lacks neutral
documents. Since neutral reviews are abundant in most domains, this is an
unrealistic over-simplication. We therefore set out to collect a large corpus
of consumer reviews from a range of domains, where each review is anno-
tated with document-level sentiment automatically extracted from its star
rating. For evaluation purposes, we further set out to assemble a small set
of reviews, in which each review is additionally manually annotated at the
sentence level.
A training set was created by sampling a total of 150 000 positive, nega-
tive and neutral product reviews from ve dierent domains: books, dvds,
electronics, music and videogames. The reviews were labeled with document-
level sentiment, using the following scheme: reviews with 1 or 2 stars were
labeled as negative (neg), reviews with 3 stars were labeled as neutral (neu)
and reviews with 4 and 5 stars were labeled as positive (pos). After remov-
ing duplicate reviews, a balanced set of 143 580 reviews remained. Of course,
sampling reviews in this way is a simplication, as naturally occurring prod-
uct reviews are typically not balanced with respect to rating. Each review
was split into sentences using standard heuristics. As can be seen from the
detailed sentence level statistics in table 6.1, the total number of sentences
is roughly 1.5 million. Note that this training set only has labels at the doc-
ument level, as reviewers do not annotate more ne-grained sentiment in
consumer reviews.
The same procedure was used to create a smaller separate test set consist-
ing of 300 reviews, again uniformly sampled with respect to the domains and
document sentiment categories. After removing duplicates, 97 positive, 98
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Table 6.2. Number of documents per sentiment category (left) and number of sentences
per sentence-sentiment category (right) in the labeled test set, across domains.
Documents per category Sentences per category
pos neg neu Total pos neg neu Total
Books 19 20 20 59 160 195 384 739
Dvds 19 20 20 59 164 264 371 799
Electronics 19 19 19 57 161 240 227 628
Music 20 20 19 59 183 179 276 638
Videogames 20 20 20 60 255 442 335 1032
Total 97 99 98 294 923 1320 1593 3836
neutral and 99 negative reviews remained. Two annotators were assigned to
annotate each sentence in the test set with the following categories: positive
(pos), negative (neg), neutral (neu), mixed (mix), and not related (n/r).1
Annotation guidelines
The following annotation guidelines were provided for the annotators:
1. The categories pos and neg are to be assigned to sentences that clearly
express positive and negative sentiment, respectively.
2. The category neu is to be assigned to sentences that express sentiment,
but are neither clearly positive nor clearly negative, such as The image
quality is not good, but not bad either.
3. The category mix is to be assigned to sentences that express both pos-
itive and negative sentiment, such as The plot is great, but the acting
sucks!.
4. The n/r category is to be assigned to sentences that contain no senti-
ment, as well as to sentences that express sentiment about something
other than the target of the review.
5. All but the n/r category are to be assigned to sentences that either ex-
press sentiment by themselves, or that are part of an expression of sen-
timent spanning several sentences.
Regarding item 3, it would of course be preferable to perform an even more
ne-grained analysis, where each chunk of text is assigned a unique senti-
ment. The guideline in item 5 allows us to annotate, for example, Is this good?
No as negative, despite the fact that this expression is split into two sentences
in the preprocessing step. While this approach lets us circumvent such prob-
lematic cases, it does suggest that sentence-level sentiment may not always
be an adequate level of analysis.
1One half of the reviews were annotated by the author and the other half by Ryan McDonald,
with an overlap of 175 sentences in order to evaluate inter-annotator agreement, as further
discussed below.
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Table 6.3. Distribution of sentence-level sentiment labels (columns) by document-level
label (rows). Each cell shows the percentage of sentences in the test set that fall into the
corresponding category.
Sentence label
pos (%) neg (%) neu (%)
pos 53 8 39
neg 5 62 33
neu 14 35 51
Test set statistics
The total number of annotated sentences in the test set is close to 4000. In
order to simplify our experiments and make our evaluation more robust, we
subsequently merge the mix and n/r categories into the neu category; that
is, neu can be considered a type of “catch-all” category. Statistics of the test
set as per domain are found in table 6.2, while table 6.3 shows the distri-
bution of sentence-level sentiment for each document sentiment category.
From table 6.3, it is evident that the sentence-level sentiment is aligned with
the document-level sentiment. However, reviews from all categories contain
a substantial fraction of neutral sentences and a non-negligible fraction of
both positive and negative sentences.
Inter-annotator agreement
In order to estimate the inter-annotator agreement of the test set, where the
sentences in each document were annotated by a single annotator, we mea-
sured agreement on a separate set of 175 sentences, where each sentence was
annotated by both annotators. The overall raw agreement was 86%, with a
Cohen’s Kappa value (Cohen, 1960) of κ = 0.79. The class-specic agree-
ments, measured in terms of F1 score treating the labels from one annota-
tor as the gold standard, were respectively 83%, 93% and 82%, for the pos,
neg and neu category. The agreement is comparable to previously reported
agreement in this context. For example, Wilson et al. (2005) report a raw
agreement of 82% (κ = 0.72) when annotating utterances with positive, nega-
tive and neutral sentiment.2 The annotated test set is publicly available from
hps://github.com/oscartackstrom/sentence-sentiment-data.
6.2 Baseline Models
Before introducing the structured latent variable models, let us briey con-
sider a set of natural baselines in this setting. In addition to a baseline based
2Note that they assume that utterances are pre-classied as being subjective or objective.
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Table 6.4. Number of entries for each rating in the MPQA polarity lexicon.
Rating Number of entries
−1.0 3614
−0.5 1286
0.0 591
0.5 1001
1.0 1717
Total 8209
on rule-based matching against a polarity lexicon, we consider two similar
baselines based on supervised machine learning.
A polarity-lexicon baseline
As discussed in section 2.5, polarity lexica are commonly used for sentiment
analysis at dierent levels of granularity. As a rst experiment, we exam-
ine the potential use of the Multi-Perspective Question Answering (MPQA)
Subjectivity Lexicon (Wilson et al., 2005) for sentence-level sentiment predic-
tion.3 The MPQA lexicon is a polarity lexicon that rates a list of words (and
phrases) on a scale in the interval [−1.0, 1.0], where values less than zero is
assigned to words that are assessed to convey negative sentiment and values
above zero are assigned to words that are assessed to convey positive senti-
ment. It was rst used by Wilson et al. (2005) for expression-level sentiment
classication. The distribution of ratings in the lexicon is shown in table 6.4.
Our rst baseline VoteFlip, uses the MPQA lexicon as a source of word
polarities. In order to classify a sentence, each token in the sentence is rst
matched against the lexicon. These matches, along with their corresponding
polarities, are then fed into the vote-ip algorithm (Choi and Cardie, 2009), a
simple rule-based algorithm shown in algorithm 3. In essence, the polarity
of the sentence is predicted based on the number of positive and negative
lexicon matches, taking negations into account with a simple heuristic which
ips the polarity in case the sentence contains an odd number of negation
words.
As we shall see in section 6.4, applying the VoteFlip heuristic to the man-
ually annotated test set results in fairly low classication and retrieval per-
formance. This is not surprising, for several reasons. First, the lexicon is
not exhaustive, which means that many potential matches are missed. Sec-
ond, sentences such as It would have been good if it had better guitar will be
misclassied as neither context, nor syntactic/semantic structure are taken
into account. Third, a sentence may be positive or negative even when no
3Although lexica with a broader coverage can be found in the literature (Mohammad et al.,
2009; Velikovich et al., 2010), we use the MPQA lexicon, since it is publicly available. The
lexicon can be obtained from hp://mpqa.cs.pi.edu/ — February 19, 2013.
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Algorithm 3 Vote-Flip Heuristic
1: x : Input sentence (xi ∈ Xs )
2: P : Polarity lexicon (P :V→ [−1, 1])
3: N: Set of negation words (N ⊂ V)
4: procedure VoteFlip(x , P ,N)
5: pos← CountPositive(xi , P )
6: neg← CountNegative(xi , P )
7: ip← HasOddNumberNegations(xi ,N)
8: if (pos > neg ∧ ¬ip) ∨ (pos < neg ∧ ip) then
9: return pos
10: else if (pos > neg ∧ ip) ∨ (pos < neg ∧ ¬ip) then
11: return neg
12: else
13: return neu
14: end if
15: end procedure
individual word is considered to be polarized. For example, The book carries
you from the rst steps to far into the language is positive, although no single
phrase can be considered to be unambiguously positive in isolation. Fourth,
the same sentence may be positive in some contexts while negative in others
and this can not be captured by a generic polarity lexicon. For example, the
sentence It made me fall asleep expresses a negative sentiment when used to
describe a book or movie, but may express positive sentiment when used to
describe relaxation music. Sentences such as these need to be classied either
based on our world knowledge or with respect to the context in which they
occurs.
Furthermore, although a negation detector (Councill et al., 2010) may ad-
dress some scope problems, such as that in Nothing negative about it, there
are numerous other scoping issues that cause errors, such as identifying the
scope of the modal/hypothetical in It would have been good if it had better
guitar. Even with an exhaustive lexicon and perfect knowledge of negation
scope, simply ipping the polarity of the negated words is often not an ad-
equate strategy. Consider, for example, Well, I guess it’s not terrible, where
ipping the negative polarity of terrible yields an incorrect result. Phrase-
polarity lexica (Velikovich et al., 2010), could potentially handle some of these
problems.
Two machine-learning baselines
These considerations have led to the use of machine learning for classifying
ne-grained sentiment in context (Wilson et al., 2005; Choi and Cardie, 2009;
Blair-Goldensohn et al., 2008; Velikovich et al., 2010). In these approaches,
the sentence-level sentiment is learned using features from a lexicon in con-
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junction with both syntactic and context features. The downside is that these
approaches rely on the existence of a corpus of text labeled with sentiment
at the sentence level.
In this work, we instead aim to develop a model that can circumvent this re-
striction and learn to predict sentence-level sentiment from product reviews
which have been labeled only at the document level. Before describing our
proposed approach, we describe two simple machine-learning baselines for
learning with this level of supervision. The rst baseline, which we term
sentence-as-document (SentAsDoc), splits the training documents into sen-
tences and assigns each sentence the label of the document from which it
was extracted. This new training set is then used to train an unstructured
log-linear classier. Because documents often contain sentences with senti-
ment that diers from the overall document sentiment (see table 6.3), this
is a rather crude approximation. The second baseline, document-as-sentence
(DocAsSent), trains a log-linear document classier on the training data in
its natural form. This baseline can be seen as either treating training docu-
ments as long sentences — hence the name — or as treating test sentences
as short documents. Details of the features used to train the baseline models
are given in section 6.4. Results for the baselines are given in table 6.5, to-
gether with the results the structured latent variable models described in the
next section. While the machine learning baselines improves on the lexicon-
based VoteFlip baseline, both DocAsSent and SentAsDoc are based on the
unrealistic assumption that the observed document label is a good proxy for
all of the sentences in the document; this shortcoming is likely to degrade
prediction accuracy.
6.3 A Discriminative Latent Variable Model
The distribution of sentence-level sentiment in the annotated data (table 6.3)
suggests that reviews typically do contain sentences from one dominant class.
However, reviews from each group also contain a substantial fraction of sen-
tences that express a sentiment divergent from the dominant class. Specif-
ically, positive reviews primarily consist of positive sentences, as well as a
signicant number of neutral sentences and a small number of negative sen-
tences, while the opposite holds for negative reviews. Neutral documents, on
the other hand, are dominated by neutral sentences, followed by a little over
30% negative sentences and approximately 15% positive sentences. When
combined with the problems raised in the previous section, this observation
suggests a model where sentence level classications are correlated with the
observed document label, but have the exibility to disagree when evidence
from the sentence or local context suggests otherwise.
In order to devise such a model, we start with the supervised ne-to-coarse
sentiment model described by McDonald et al. (2007). Recapitulating from
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a)
yd
· · · ysi−1 ysi ysi+1 · · ·
· · · xi−1 xi xi+1 · · ·
b)
yd
· · · ysi−1 ysi ysi+1 · · ·
· · · xi−1 xi xi+1 · · ·
Figure 6.1. a) Outline of graphical model from McDonald et al. (2007). b) Identical
model with latent sentence level states. Grey nodes indicate variables observed during
training and light nodes indicate latent variables. The black sentence nodes are always
xed and observed. Dashed and dotted regions indicate the two maximal cliques
at position i . Note that the document and input nodes belong to dierent maximal
cliques in the right model, while they belong to the same maximal clique in the left
model.
section 3.2, let x = (x1 , x2 , . . . , x |x |) ∈ X be a document composed of a se-
quence of sentences xi ∈ Xs and let y = (yd ,ys ) ∈ Y(x ), where yd ∈ Yd (x )
denotes the document-level sentiment variable, so that X = X |x |s , and ys =
ys1y
s
2 . . .y
s|x | ∈ Ys (x ) denotes the sequence of sentence-level sentiment vari-
ables. As before, we assume a linear score function which scores all variables
jointly (see chapter 3):
sθ (x ,y) = θ>Φ(x ,y) = θ>Φ(x ,yd ,ys ) .
Based on the annotation scheme described above, yd and each ysi all take val-
ues in the set S = {pos, neg, neu}. Sometimes, we will write sθ (x ,yd ,ys ) in
place of sθ (x ,y) to highlight particular document- or sentence-level assign-
ments. We hypothesize that there is a sequential relationship over sentence-
level sentiment and that the document-level sentiment is inuenced by all
sentence-level sentiment (and vice versa). Figure 6.1a shows the undirected
graphical model (Koller and Friedman, 2009) reecting this idea. A rst order
Markov assumption is made, according to which each sentence variable ysi
is independent of all other variables, conditioned on the input xi , the docu-
ment variable yd and its adjacent sentences, ysi−1/ysi+1. This corresponds to
the following factorization of the feature function:
Φ(x ,y) =
|x |∑
i=1
ϕ(x ,yd ,ysi ,ysi−1) .
With this factorization, the problem is reduced to a sequence-labeling prob-
lem (see section 3.2), by viewing (yd ,ysi ) as a complex label and restricting
sentence-level transitions to keep the assignment ofyd xed (McDonald et al.,
2007). The strength of this model is that it allows sentence- and document-
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level classications to inuence each other while giving them freedom to dis-
agree when inuenced by the input. McDonald et al. showed that this model
can increase the accuracy of the predictions at both levels. Unfortunately, it
requires labeled data at both levels of analysis for training.
We are interested in the common case where document labels are avail-
able, for example, from star-rated consumer reviews, but sentence labels are
not. A modication to the model from g. 6.1a is to treat all the sentence sen-
timent variables as latent variables, as shown in g. 6.1b. When the underly-
ing model from g. 6.1a is a conditional random eld, the model in g. 6.1b
is often referred to as a hidden conditional random eld (HCRF); see chap-
ter 5. HCRFs are appropriate when there is a strong correlation between the
observed coarse-grained variable and the unobserved ne-grained variables.
We would expect to see positive, negative and neutral sentences in all types of
documents, but we are far more likely to see positive sentences than negative
sentences in positive documents.
Structured models with latent variables have previously been used for sen-
timent analysis, but only as a means to improve the prediction of the observed
variables (Nakagawa et al., 2010; Yessenalina et al., 2010). Our approach dif-
fers in that we introduce hidden sentence level variables not only as a means
to improve document sentiment predictions, but as a means for making mean-
ingful predictions at the sentence level. As indicated in g. 6.1b, there are two
maximal cliques at each position i in the graphical model: one involving only
the sentence xi and its corresponding latent variable ysi and one involving
the consecutive latent variables ysi , ysi−1 and the document variable yd .4 The
feature function thus factorizes as
Φ(x ,y) =
|x |∑
i=1
ϕ(xi ,ysi ) + ϕ(yd ,ysi ,ysi−1) ,
whereϕ(xi ,ysi ) andϕ(yd ,ysi ,ysi−1) are the feature functions for the two cliques
in g. 6.1b.
According to this factorization, the assignment of the document variable
yd is independent of the input x , when conditioned on the sequence of la-
tent sentence variables ys . This is in contrast to the original ne-to-coarse
model of McDonald et al. (2007), in which the document variable depends
directly on the sentence variables as well as on the input (as indicated by the
larger maximal clique). This distinction is important for learning predictive
latent variables as it creates a “bottleneck” between the input sentences and
the document label, which forces the model to generate good predictions at
the document level only through the predictions at the sentence level. Since
the input x is highly informative of the document sentiment, the model might
4In chapter 5, we used z to refer to the latent variables. For ease of notation, in this chapter, we
use ys for the sentence variables both when they are observed and when they are latent. The
correct interpretation should always be clear from context.
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otherwise circumvent the latent sentence variables. Preliminary experiments
conrmed this suspicion: when we allow the document label to be directly
dependent on the input, we observe a substantial drop in sentence-level ac-
curacy.
6.3.1 Learning and Inference
For training the models, we assume that we have access to a partially labeled
training set Dp = {(x (j) ,yd ( j) )}mpj=1 . While McDonald et al. (2007) used the
MIRA algorithm (Crammer and Singer, 2003) — an online learning algorithm
that optimizes a loss function similar to the structural SVM — for training
their fully supervised model, we instead use the latent log loss (see section 5.2)
optimized with stochastic gradient descent (see chapter 4). As in previous
chapters, we train these models by minimizing the regularized empirical risk
over the training set:
J (θ ;Dp) =
1
mp
mp∑
j=1
L(x (j) ,yd ( j) , θ ) + λ ‖θ ‖22 ,
where L(·) is a surrogate loss function. In addition to the standard latent log
loss, in which the latent variables are marginalized out, we also experimented
with a hard-assignment variant of this loss, where the maximum a posteriori
(MAP) assignment of the latent variables is used in place of marginalization.
The latent log loss with soft assignment has the following form:
Lsoftlog (x ,yd , θ ) = −
(
logZθ (x ,yd ) − logZθ (x )
)
,
where
Zθ (x ,yd ) =
∑
ys ∈Ys (x )
exp
{
sθ (x ,yd ,ys )
}
is the partition function with x and yd xed and
Zθ (x ) =
∑
y∈Y(x )
exp
{
sθ (x ,y)
}
is the partition function with only x xed. The latter is the same partition
function as in the standard log loss. Similarly, the latent log loss with hard
assignment has the following form:
Lhardlog (x ,yd , θ ) = −
(
sθ (x ,yd , yˆs (yd )) − log Ẑθ (x )
)
,
where the “MAP partition function” is given by
Ẑθ (x ) =
∑
yd ′ ∈Yd (x )
exp
{
sθ (x ,yd
′
, yˆs (yd ′))
}
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and the MAP assignment of the sentence variables, treating yd as xed, is
given by
yˆs (yd ) = arg max
ys ∈Ys (x )
sθ (x ,yd ,ys ) .
These models are subsequently referred to as HCRF (soft) and HCRF (hard),
respectively. We note that these models correspond to entropy regularization
of the inferred distributions.
Recall that due to the non-convexity of these loss functions, any gradient-
based optimization method is only guaranteed to nd a local minimum of
the objective function. Previous work on latent variable models for senti-
ment analysis by Nakagawa et al. (2010), and others, has reported on the
need for complex initialization of the parameters to overcome the presence
of local minima. We do not experience such problems and for all reported
experiments we simply initialize θ to the zero vector.
At test time, when predicting the document and sentence-level sentiment,
we can either use the global MAP assignment, or individually set each vari-
able to the value with the highest marginal probability. It seems intuitively
reasonable that the inference used at test time should match that used dur-
ing training. Our experimental results indicate that this is indeed the case,
although the dierences between the decoding strategies are quite small.
Note that in the HCRF model the latent states assigned to the sentence vari-
ables, ysi , are not identiable. We therefore need to nd a mapping from the
induced latent states to the labels that we are interested in, post-hoc. How-
ever, since the number of latent states is very small in our experiments, this
mapping can be easily found by evaluating the possible mappings on a small
set of annotated sentences. Alternatively, the HCRF may be seeded with val-
ues from the DocAsSent baseline, which directly xes the assignment of
latent variables to labels. Preliminary experiments suggest that this strategy
always nds the optimal mapping.
6.3.2 Feature Templates
Below we list the feature templates used for the clique feature functions
ϕ(x ,ysi ) and ϕ(yd ,ysi ,ysi−1). The same features, with the exception for the
structural features, are used for the SentAsDoc and DocAsSent baselines.
While we only condition on the ith sentence in these features, since the model
is discriminative, we could also condition on other parts of the input. We
hypothesize that this could, for example, be potentially useful for capturing
discourse, where certain words may signal sentiment shift.
Feature templates for the clique (x ,ysi ):5
5In the present feature model, we ignore all sentences but xi , so that instead of (x ,ysi ), we could
have written (xi ,ysi ). We keep to the more general notation; since the model is conditional, we
could in principle look at any part of the input.
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• Tokens(xi ) ⊗ ysi
• NegatedTokens(xi ) ⊗ ysi
• VoteFlip(xi ) ⊗ ysi
• 1 [NumPositive(xi ) > NumNegative(xi )] ⊗ ysi
• 1 [NumPositive(xi ) > 2 · NumNegative(xi )] ⊗ ysi
• 1 [NumNegative(xi ) > NumPositive(xi )] ⊗ ysi
• 1 [NumNegative(xi ) > 2 · NumPositive(xi )] ⊗ ysi
• 1 [NumPositive(xi ) = NumNegative(xi )] ⊗ ysi
Helper functions used for the above templates:
• Tokens(xi ): The set of tokens in sentence xi .
• NegatedTokens(xi ): The set of tokens in sentence xi that are in the
scope of a negation.
• NumPositive(xi ): The number of tokens in sentence xi that are listed
as positive in the lexicon.
• NumNegative(xi ): The number of tokens in sentence xi that are listed
as negative in the lexicon.
• VoteFlip(xi ): The output of the vote-ip algorithm (see algorithm 3)
for sentence xi .
All lexicon matches are against the MPQA polarity lexicon. The method de-
scribed by Councill et al. (2010) is used to classify whether or not a token is
in the scope of a negation.
In addition to these features, there is a simple set of structural feature tem-
plates for the clique (yd ,ysi ,ysi−1), which only involve various combinations
of the document- and sentence-sentiment variables.
Feature templates for the clique (yd ,ysi ,ysi−1):
• yd
• ysi
• yd ⊗ ysi
• yd ⊗ ysi ⊗ ysi−1
6.4 Experiments with Indirect Supervision
We now turn to a set of experiments in which we assess the viability of
the proposed HCRF model compared to the VoteFlip, SentAsDoc and Do-
cAsSent baselines described in section 6.2.
6.4.1 Experimental Setup
In order to make the underlying statistical models as similar as possible across
systems, SentAsDoc and DocAsSent are also optimized with log loss using
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stochastic gradient descent. These models thereby belong to the same model
family as the HCRF model, except that they do not employ any latent vari-
ables to model document structure. With regards to the HCRF model, results
are reported for both the soft and the hard variants of the latent log loss.
Except where noted, results are reported using MAP inference for the hard
model, and using marginal inference for the soft model. We also measure
the benet of observing the document label at test time. This is a common
scenario in, for example, consumer-review summarization and aggregation
(Hu and Liu, 2004a). Note that for this data set the baseline of predicting all
sentences with the observed document label, denoted DocOracle, is a com-
petitive baseline in terms of sentence-level sentiment accuracy. However, we
shall see later that the HCRF models are much more informative.
The SentAsDoc, DocAsSent and HCRF models all depend on three hyper-
parameters during training: the stochastic gradient descent learning rate η,
the regularization trade-o parameter λ, and the number of training epochs;
see section 4.1.1 and section 4.1.4. We allow a maximum of 75 epochs and pick
values for the hyper-parameters that maximize macro-averaged F1 on the doc-
ument level for all models, as measured on a separate development data set.
No manual sentence-level supervision is used during any point of training for
any of the models. Sentence-level annotations are only used in order to iden-
tify the latent states when evaluating the trained models. As discussed above,
the latent states could also be identied by using the DocAsSent model. The
three models use identical feature sets when possible (see section 6.3.2), the
single exception being that SentAsDoc and DocAsSent do not use any struc-
tural features, such as adjacent sentence label features, since they are not
structured predictors. For all models, a 19-bit hash kernel is used to map the
feature template instantiations to feature space elements; see section 4.2.3.
Except for the lexicon-based model, the training of all models is stochastic in
nature. To account for this, we train each model ten times, each time with
a dierent random seed. In each training run a dierent split of the training
data is used for tuning the hyper-parameters. We then gather the results by
applying each model to the test data described in section 6.1 and bootstrap-
ping the median and 95% condence intervals of the statistic of interest (Efron
and Tibshirani, 1993). Since the iid assumption cannot reasonably be assumed
to hold for sentence-level sentiment predictions, due to intra-document de-
pendencies, we use a hierarchical bootstrap (Davison and Hinkley, 1997).
6.4.2 Results and Analysis
Table 6.5 shows the results for each model in terms of sentence-level and
document-level accuracy, as well as macro-averaged F1-scores for each sen-
tence sentiment category. Results are given as median accuracy and F1-score,
with accuracy scores supplemented by their 95% bootstrapped condence in-
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Table 6.5. Sentence- and document-level results for the large data set. The bootstrapped
median result and 95% condence interval is shown for each model. Above mid-line:
without observed document label. Below mid-line: with observed document label. Bold-
faced: Statistically signicant compared to the best comparable baseline, according to a
hierarchical bootstrap test (p < 0.05).
Sentence pos neg neu Document
Accuracy Sent. F1 Sent. F1 Sent. F1 Accuracy
VoteFlip 41.5 (-1.8, 1.8) 45.7 48.9 28.0 –
SentAsDoc 47.6 (-0.8, 0.9) 52.9 48.4 42.8 –
DocAsSent 47.5 (-0.8, 0.7) 52.1 54.3 36.0 66.6 (-2.4, 2.2)
HCRF (soft) 53.9 (-2.4, 1.6) 57.3 58.5 47.8 65.6 (-2.9, 2.6)
HCRF (hard) 54.4 (-1.0, 1.0) 57.8 58.8 48.5 64.6 (-2.0, 2.1)
DocOracle 54.8 (-3.0, 3.1) 61.1 58.5 47.0 –
HCRF (soft) 57.7 (-0.9, 0.8) 61.5 62.0 51.9 –
HCRF (hard) 58.4 (-0.8, 0.7) 62.0 62.3 53.2 –
terval. From these results it is clear that the HCRF models signicantly out-
perform all the baselines with quite a wide margin. When document labels
are provided at test time, results are even better compared to the machine
learning baselines, but compared to the DocOracle baseline, the error reduc-
tions are more modest. These dierences are all statistically signicant at
p < 0.05 according to a (hierarchical) bootstrap test.
Specically, in terms of relative error reduction, the HCRF with hard esti-
mation reduces the error compared to the pure lexicon approach by 22% and
by 13% compared to the best machine learning baseline. When document
labels are provided at test time, the corresponding error reductions are 29%
and 21%. In the latter case the reduction compared to the strong DocOracle
baseline is only 8%. However, as we shall see subsequently, the probabilistic
predictions of the HCRF are much more informative than this simple baseline.
On average, hard estimation for the HCRF slightly outperforms soft estima-
tion; however, this dierence is not statistically signicant.
In terms of document accuracy, the DocAsSent model seems to slightly
outperform the latent variable models (again the dierence is not statisti-
cally signicant). This is contrary to the results reported in Yessenalina et al.
(2010), in which latent variables on the sentence level was shown to improve
document predictions. Note, however, that our model is restricted when
it comes to document level classication, due to the lack of connection be-
tween the document variable and the input in the graphical model. If we let
the document sentiment be directly dependent on the input, which is simi-
lar to a probabilistic formulation of the max-margin approach proposed by
Yessenalina et al. (2010), we would expect the document accuracy to improve.
However, experiments with such connected HCRF models actually showed
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Table 6.6. Sentence-level sentiment classication results per document category
(columns). Each cell contains pos / neg / neu sentence-level F1-scores.
pos documents neg documents neu documents
VoteFlip 59 / 19 / 27 16 / 61 / 23 40 / 51 / 32
SentAsDoc 67 / 18 / 45 15 / 60 / 36 43 / 42 / 45
DocAsSent 67 / 20 / 35 14 / 68 / 29 45 / 49 / 41
HCRF (soft) 69 / 14 / 45 7 / 70 / 37 33 / 49 / 55
HCRF (hard) 69 / 14 / 47 6 / 71 / 36 34 / 48 / 56
DocOracle 69 / 0 / 0 0 / 77 / 0 0 / 0 / 67
HCRF (soft) 70 / 1 / 39 2 / 76 / 29 20 / 36 / 66
HCRF (hard) 72 / 0 / 44 0 / 76 / 23 3 / 38 / 66
a slight decrease in document level accuracy compared to the disconnected
models, while sentence level accuracy dropped even below the SentAsDoc
and DocAsSent models. By initializing the HCRF models with the parame-
ters of the DocAsSent model, better results were obtained, but still not on
par with the disconnected models.
Looking in more detail at table 6.5, we observe that all models perform
best in terms of F1-score on positive and negative sentences, while all models
perform much worse on neutral sentences. This is not surprising, since neu-
tral documents are particularly bad proxies for sentence-level sentiment, as
can be seen from the distributions of sentence-level sentiment per document
category in table 6.3. The lexicon based approach has diculties with neutral
sentences, since the lexicon contains only positive and negative words and
there is no way of determining if a mention of a word in the lexicon should
be considered as carrying sentiment in a given context.
A shortcoming of the HCRF model, compared to the baselines, is suggested
by table 6.6: the former tends to over-predict positive sentences in positive
documents (and analogously for negative sentences in negative documents)
and to under-predict positive sentences in neutral documents. In other words,
it only works well for the two dominant sentence-level categories for each
document category. This is a problem shared by the baselines, but it is more
prominent in the HCRF model. A plausible explanation resides in the fact that
we are optimizing the ability to predict document-level sentiment; in order to
learn whether a review is positive, negative or neutral, it will often suce to
nd the dominant sentence-level sentiment and to identify the non-relevant
sentences of the review. Therefore, the model might need more constraints
in order to learn to predict the minority sentence-level sentiment categories.
In section 6.5, we show that a semi-supervised approach provides a partial
solution to these issues.
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Table 6.7. Sentence-level sentiment accuracy with training sets of varying sizes. Number
of documents used for training: Small: 1500; Medium: 15 000; and Large: 143 580.
The bootstrapped median result and 95-percent condence interval is shown for each
model. Bold: Statistically signicant compared to all comparable baselines, according to
a bootstrap test (p < 0.05).
Small Medium Large
VoteFlip 41.5 (-1.8, 1.8) 41.5 (-1.8, 1.8) 41.5 (-1.8, 1.8)
SentAsDoc 42.4 (-2.0, 1.3) 46.3 (-1.2, 1.0) 47.6 (-0.8, 0.9)
DocAsSent 43.8 (-0.9, 0.8) 46.8 (-0.6, 0.7) 47.5 (-0.8, 0.7)
HCRF (soft) 44.9 (-1.7, 1.5) 50.0 (-1.2, 1.2) 53.9 (-2.4, 1.6)
HCRF (hard) 43.0 (-1.2, 1.3) 49.1 (-1.4, 1.5) 54.4 (-1.0, 1.0)
DocOracle 54.8 (-3.0, 3.1) 54.8 (-3.0, 3.1) 54.8 (-3.0, 3.1)
HCRF (soft) 54.5 (-1.0, 0.9) 54.9 (-1.0, 0.8) 57.7 (-0.9, 0.8)
HCRF (hard) 48.6 (-1.6, 1.4) 54.3 (-1.9, 1.8) 58.4 (-0.8, 0.7)
The impact of more data
In order to study the impact of varying the size of the training data, we cre-
ate additional training sets, denoted Small andMedium, by sampling 1500 and
15 000 documents, respectively, from the full training set, denoted Large. We
then perform the same experiment and evaluation as with the full training set
with these smaller sets. As in the previous experiments, dierent training set
samples are used for each run of the experiment. From table 6.7, we observe
that adding more training data consistently improves all models. For the
small data set, there is no signicant dierence between the learning-based
models, but starting with the medium data set, the HCRF models outperform
the baselines. Furthermore, while the improvement from adding more data
is relatively small for the baselines, the improvement is substantial for the
HCRF models. We therefore expect that the gap between the latent variable
models and the baselines will continue to increase with increasing training
set size. Training sets with millions of product reviews are not inconceivable.
There are no signicant technical barriers to training our models on such
large data sets, although we may be forced to employ parallelized learning
algorithms; see section 4.2.1.
Trading o precision against recall
Although MAP inference slightly outperforms marginal inference for the
hard HCRF in terms of classication performance, using marginal inference
for prediction has the advantage that we can tune per-label precision ver-
sus recall based on the sentence-level marginal distributions. This exibility
is yet another reason for preferring statistical approaches to rule-based ap-
proaches, such as VoteFlip and the DocOracle baseline. Figure 6.2 shows
sentence-level precision–recall curves for the HCRF models (with and with-
out observed document labels), SentAsDoc and DocAsSent, together with
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Figure 6.2. Interpolated precision–recall curves with respect to positive and neg-
ative sentence-level sentiment. SaD: SentAsDoc. DaS: DocAsSent. Each curve
corresponds to the bootstrapped median of average precision over ten runs.
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Table 6.8. Sentence- and document-level results for the large data set with neutral
documents excluded. The bootstrapped median result and 95-percent condence interval
is shown for each model. Above line: without observed document label. Below line:
with observed document label. Boldfaced: Statistically signicant compared to best
comparable baseline, according to a bootstrap test (p < 0.05).
Sentence pos neg neu Document
Method Accuracy Sent. F1 Sent. F1 Sent. F1 Accuracy
VoteFlip 41.5 (-1.9, 2.0) 48.2 47.7 25.0 –
SentAsDoc 49.0 (-1.2, 1.2) 57.7 59.7 11.1 –
DocAsSent 48.3 (-0.9, 0.9) 57.3 60.7 0.0 87.5 (-1.5, 1.6)
HCRF (soft) 57.6 (-1.3, 1.2) 63.6 66.9 39.4 88.4 (-1.9, 1.6)
HCRF (hard) 53.7 (-1.5, 1.7) 62.8 68.8 0.0 87.8 (-1.5, 1.5)
DocOracle 57.3 (-4.0, 3.6) 67.1 72.5 – –
HCRF (soft) 60.6 (-1.0, 1.0) 68.2 71.5 38.2 –
HCRF (hard) 57.6 (-1.4, 1.6) 66.2 71.7 16.0 –
the x points of VoteFlip and DocOracle. Each is formed from the boot-
strapped median of precision for each recall level, computed over ten runs
with dierent random seeds. Based on these plots, it is evident that the HCRF
models dominate the other models in terms of sentence-level predictions at
nearly all levels of recall, in particular for positive sentences.
Ignoring neutral documents
Although the results seem low across the board — below 60% sentence-level
accuracy and below 70% document-level accuracy — they are comparable
with those of McDonald et al. (2007), who report 62.6% sentence-level accu-
racy for a model trained with both document- and sentence-level supervision,
and evaluated on a data set that did not contain neutral documents. In fact,
the primary reason for the low scores presented in this work is the inclusion
of neutral documents and sentences in our data. This makes the task much
more dicult than 2-class positive-negative polarity classication, but also
more representative of real-world use-cases.
To support this claim, we perform the same experiments as above while
excluding neutral documents from the training and test data. Table 6.8 con-
tains detailed results for the two-class experiments, while g. 6.3 shows the
corresponding precision–recall curves. In this scenario the best HCRF model
achieves a document accuracy of 88.4%, which is roughly on par with re-
ported document accuracies for the two-class task in state-of-the-art systems
(Blitzer et al., 2007; Nakagawa et al., 2010; Yessenalina et al., 2010). As men-
tioned in section 6.1, inter-annotator agreement is only 86% for the three-
class problem, which can be viewed as an upper bound on sentence-level
accuracy. Interestingly, while excluding neutral documents improve accura-
cies and F1-scores of positive and negative sentences, which is not unexpected
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Figure 6.3. Interpolated precision–recall curves with respect to positive and negative
sentence-level sentiment with neutral documents excluded. SaD: SentAsDoc. DaS:
DocAsSent. Each curve corresponds to the bootstrapped median of average precision
over ten runs.
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since the task is made simpler, F1-scores for neutral sentences are much lower.
In the DocAsSent and hard HCRF cases, the models completely fail to pre-
dict any neutral sentence-level sentiment. This is not surprising, since we
are learning solely from positive and negative document-level sentiment in
these experiments. Nevertheless, the soft HCRF model is able to learn to pre-
dict neutral sentences to some degree even in this case.
6.5 Two Semi-Supervised Models
While the HRCF model surpasses a set of natural baselines with quite a wide
margin, it has its shortcomings, as highlighted in our empirical study. Most
notably, due to the loose constraints provided by the document-level supervi-
sion, it tends to only predict the two dominant sentence-level sentiment cate-
gories well for each document-level sentiment category. That is, it deems al-
most all sentences in positive documents as positive or neutral, and similarly
for negative documents. As a way of overcoming these shortcomings, we
propose two semi-supervised variants of the HCRF model, both of which are
based on a combination of the partially supervised HCRF model and the fully
supervised ne-to-coarse model of McDonald et al. (2007). In addition to the
large partially labeled training set Dp = {(x (j) ,yd ( j) )}mpj=1 , we assume that we
have access to a training set of fully labeled instancesDf = {(x (j) ,y(j))}m fj=1 . Be-
low, we rst describe the two model variants; we then verify experimentally
that they both yield signicantly improved sentence-level sentiment predic-
tions, compared to all baselines.
6.5.1 A Cascaded Model
A straightforward way of fusing the partially supervised and the fully su-
pervised models is by means of a cascaded model, where the predictions of
the partially supervised model are used to derive additional features for the
fully supervised model. As before, the former is trained by minimizing the
latent log loss, while the latter is trained by minimizing the standard log loss.
Subsequently, let θp denote the parameters of the partially supervised model
and let θ f denote the parameters of the fully supervised model. Denote the
corresponding objective functions by Jp(θp ;Dp) and Jf (θ f ;Df ), respectively.
While more complex schemes are possible, the meta-features generated for
each sentence are based solely on operations on the estimated conditional dis-
tributions pθp (yd ,ysi | x ). For each sentence xi , we encode the following dis-
tributions as discrete features by uniform bucketing into {0, 0.1, 0.2, . . . , 1.0}:
the joint distribution pθp (yd ,ysi | x ), the marginal document-level distribu-
tion pθp (yd | x ), and the marginal sentence-level distribution pθp (ysi | x ). The
MAP assignments of these distributions are also encoded; that is, for each dis-
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Table 6.9. Sentence-level results for varying numbers of fully labeled (Df ) and partially
labeled (Dp) reviews. The bootstrapped median result and 95-percent condence interval
is shown for each model. Bold: signicantly better than the FineToCoarse model
according to a bootstrap test (p < 0.05). ∣∣Dp∣∣ = 15 000∣∣Df ∣∣ = 60 ∣∣Df ∣∣ = 120 ∣∣Df ∣∣ = 240
FineToCoarse 49.3 (-1.3, 1.4) 53.4 (-1.8, 1.7) 54.6 (-3.6, 3.8)
HCRF (soft) 49.6 (-1.5, 1.8) 49.6 (-1.5, 1.8) 49.6 (-1.5, 1.8)
Cascaded 39.7 (-6.8, 5.7) 45.4 (-3.1, 2.9) 42.6 (-6.5, 6.5)
Interpolated 54.3 (-1.4, 1.4) 55.0 (-1.7, 1.6) 57.5 (-4.1, 5.2)
∣∣Dp∣∣ = 143 580∣∣Df ∣∣ = 60 ∣∣Df ∣∣ = 120 ∣∣Df ∣∣ = 240
FineToCoarse 49.3 (-1.3, 1.4) 53.4 (-1.8, 1.7) 54.6 (-3.6, 3.8)
HCRF (soft) 53.5 (-1.2, 1.4) 53.5 (-1.2, 1.4) 53.5 (-1.2, 1.4)
Cascaded 55.6 (-2.9, 2.7) 55.0 (-3.2, 3.4) 56.8 (-3.8, 3.6)
Interpolated 56.0 (-2.4, 2.1) 54.5 (-2.9, 2.8) 59.1 (-2.8, 3.4)
tribution p(e | x ) we also encode arg maxe∈E p(e | x ) as a feature. In the case
where the document labels are observed at test time, we additionally encode
the sentence-level distribution conditioned on the observed document label
pθp (ysi | x ,yd ), as well as the MAP assignment of this conditional distribution.
Finally, all pairwise combinations of the above features are also added to the
feature set.
The upshot of this cascaded approach is that it is very simple to imple-
ment and ecient to train. The downside is that only the partially supervised
model inuences the fully supervised model; there is no reciprocal inuence
between the models. Given the non-concavity of the latent log loss, such in-
uence could be benecial, as the fully labeled data provides the strongest
possible constraints on the sentence-level variables. Furthermore, although
the features derived from the partially supervised model are much less sparse,
compared to the other features in the fully supervised model, the former are
also less exible and the sentence-level signal is still restricted as the fully
labeled training set remains small, which makes it prone to overt.
6.5.2 An Interpolated Model
A more exible way of fusing the two models is to interpolate their respective
objective functions. This facilitates the direct combination of document-level
and joint supervision in a single model. Such a combination can be easily
achieved by constraining the parameters, such that θ = θ f = θp , and by
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interpolating the objective functions Jf (θ ;Df ) and Jp(θ ;Dp), appropriately
weighted by a hyper-parameter α :
J (θ ;Df ,Dp) = α Jf (θ ;Df ) + (1 − α )Jp(θ ;Dp) .
A straightforward way of optimizing this objective function is to use stochas-
tic gradient descent with learning rate η. At each step, we pick a fully labeled
instance (x ,y) ∼ Df with probability α and, consequently, we pick a partially
labeled instance (x ,yd ) ∼ Dp with probability (1 − α ). We then update the
parameters θ according to the gradients ∂∂θ Jf (θ ;Df ) and
∂
∂θ Jp(θ ;Dp), respec-
tively. In principle we could use dierent learning rates ηf and ηp as well as
dierent regularization hyper-parameters λf and λp , but in what follows we
set them equal. Note that since both component models share the same pa-
rameters, they need to use the same features and identical graphical models,
that is, the one outlined in g. 6.1b.
6.6 Experiments with Semi-Supervision
We next compare the two proposed semi-supervised models (Cascaded and
Interpolated) to the supervised ne-to-coarse model (FineToCoarse), as
well as to the soft indirectly supervised HCRF model (HCRF (soft)).
6.6.1 Experimental Setup
For these experiments, we x the learning rate of stochastic gradient descent
to η = 0.001, while we tune the regularization hyper-parameter λ using cross-
validation on the training set. Each model is trained for a maximum of 30
epochs. When sampling according to α during optimization of J (θ ;Df ,Dp),
we cycle through Df and Dp deterministically, while shuing the sets be-
tween epochs. For simplicity, we x the interpolation factor to α = 0.1; tun-
ing this could potentially improve the results of the interpolated model.
In order to assess the impact of fully labeled versus partially labeled data,
we took stratied samples without replacement of 60, 120, and 240 reviews,
respectively, from the fully labeled data, and of sizes 15 000 and 143 580 re-
views from the partially labeled data. For evaluation, we perform a 5-fold
stratied cross-validation over the fully labeled data set, while using strat-
ied samples of the partially labeled data. As in the previous experiments,
statistical signicance is assessed by a hierarchical bootstrap test.
6.6.2 Results and Analysis
Table 6.9 lists sentence-level median accuracies along with the 95% boot-
strapped condence interval for all tested models. From these results, we
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Table 6.10. pos / neg / neu sentence-level F1-scores per document sentiment category,
with
∣∣Dp∣∣ = 143 580 and ∣∣Df ∣∣ = 240.
pos documents neg documents neu documents
FineToCoarse 35 / 11 / 59 33 / 76 / 42 29 / 63 / 55
HCRF (soft) 70 / 14 / 43 11 / 71 / 34 43 / 47 / 53
Cascaded 43 / 17 / 61 0 / 75 / 49 10 / 64 / 50
Interpolated 73 / 16 / 51 42 / 72 / 48 54 / 52 / 57
observe that the interpolated model dominates all other models in terms of
accuracy. Comparing the two semi-supervised models, we see that while the
cascaded model requires both large amounts of fully labeled and partially la-
beled data, the interpolated model is able to take advantage of both types of
data on its own and jointly. Comparing the fully supervised and the partially
supervised models, the superior impact of fully labeled over partially labeled
data is evident. Turning to the precision–recall curves in gs. 6.4 and 6.5,
when all data is used, the cascaded model outperforms the interpolated model
for some recall values, and vice versa. Both models dominate the supervised
approach for the full range of recall values, with the exception of high recall
values, in the case of observed document labels as seen from g. 6.5; in this
case the purely supervised model achieves higher precision compared to the
interpolated model.
As discussed earlier, and conrmed again by the results in table 6.10, the
partially supervised model only performs well on the predominant sentence-
level categories for each document category. The supervised model handles
negative and neutral sentences well, but perform poorly on positive sentences
even in positive documents. The interpolated model, while still better at cap-
turing the predominant category, achieves higher F1-scores overall.
6.7 Discussion
Structured latent variable models for sentiment analysis have recently been
investigated in related work. Nakagawa et al. (2010) presented a sentence-
level model where the observed information is the polarity of a sentence and
the latent variables correspond to nodes in the syntactic dependency tree for
the sentence. They showed that such a model can improve sentence-level
polarity classication, when the sentence-level polarity is observed during
training. Yessenalina et al. (2010) presented a document-level model where
the latent variables are binary predictions over sentences. These variables
indicate whether the sentence should be considered when classifying the
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Figure 6.4. Interpolated precision–recall curves with respect to positive and negative
sentence-level sentiment.
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Figure 6.5. Interpolated precision–recall curves with respect to positive and negative
sentence-level sentiment with the document label observed at test time.
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document or if it should be disregarded.6 In both of these approaches, the
primary goal is to improve the performance of the model on the supervised
annotated signal. The latent variables themselves are never used for predic-
tion, although the authors suggest that the variables should correlate with the
sub-sentence or sub-document sentiment of the text under consideration.
In this chapter, we instead focus on using latent variables directly for pre-
diction and we invert the evaluation in an attempt to assess the accuracy
of the latent structure induced from the observed coarse supervision. In fact,
one could argue that learning ne-grained sentiment from document-level la-
bels is the more relevant question for multiple reasons. First, document-level
annotations are the most common naturally observed sentiment signal, for
example, in the form of consumer reviews with ratings. Second, ne-grained
annotations often require large annotation eorts (Wiebe et al., 2005), which
have to be undertaken on a domain-by-domain basis. Third, document-level
sentiment analysis is too coarse-grained for most sentiment applications, es-
pecially those that rely on aggregation across ne-grained topics (Hu and Liu,
2004a).
Recent work by Chang et al. (2010) had the similar goal of inducing latent
structure from binary indirect supervision indicating whether each instance
(in our case, each review) is valid or not, though they did not specically
investigate sentiment analysis. As discussed in chapter 5, their model is a
special case of the structured latent variable model presented in this chapter.
The generalization to non-binary labels is important, since there is no natural
notion of invalid instances in the sentiment analysis task and since the model
needs to distinguish between multiple sentiment categories.
After the original publication of this work, Qu et al. (2012) proposed a
similar model based on learning with multiple experts. They include a graph-
based regularizer, which makes use of sentence similarity to propagate in-
formation from sentences that are likely to be correctly classied by a base
predictor, for example a lexicon, to similar sentences for which the base pre-
dictor is less condent. Empirically, this more complex model was shown to
outperform the authors’ reimplementation of the indirectly supervised and
semi-supervised models presented in this chapter.
Since we are interpolating (or cascading) discriminative models, we need
at least partial observations of each instance. This is in contrast to generative
topic models, which have been amply used for unsupervised (Mei et al., 2007;
Titov and McDonald, 2008; Lin and He, 2009) and weakly supervised senti-
ment analysis (He, 2011; Lin et al., 2012). Methods for blending discrimina-
tive and generative models (Lasserre et al., 2006; Suzuki et al., 2007; Agarwal
and Daumé, 2009; Sauper et al., 2010), would enable the incorporation of ad-
ditional fully unlabeled data. It is certainly possible to extend the proposed
6While the original report on this work (Täckström and McDonald, 2011a) was published after
that of Yessenalina et al. (2010), our work was performed independently.
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model along these lines. However, in practice, partially labeled product re-
view data is so abundant on the web that incorporating unlabeled data seems
superuous in our setting. Furthermore, the proposed discriminative models
with shared parameters allow rich overlapping features, while inference and
estimation remain simple and ecient.
Finally, we note that the approach that we propose in this chapter is or-
thogonal to semi-supervised and unsupervised induction of prior polarity
lexica (Turney, 2002; Kim and Hovy, 2004; Esuli and Sebastiani, 2006a; Rao
and Ravichandran, 2009; Velikovich et al., 2010). The output of such models
could readily be incorporated as features in the proposed model.
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Part III:
Learning with Cross-Lingual Supervision

7. Learning with Cross-Lingual Supervision
The previous two chapters described learning with dierent types of incom-
plete supervision. While general in nature, the empirical study of this setting
in the previous chapter was restricted to English data. This chapter, instead
considers the prediction of linguistic structure in the multilingual setting. In
particular, an overview is provided of dierent ways of sharing and transfer-
ring linguistic knowledge across languages. This chapter provides the prereq-
uisites for chapters 8 to 10, where we develop novel approaches to learning
with cross-lingual supervision.
7.1 Multilingual Structure Prediction
As discussed in chapter 1 and chapter 5, access to core natural language pro-
cessing tools is still lacking for most languages, due to the reliance on fully
supervised learning methods, which require large quantities of manually an-
notated training data. Most natural language processing research has con-
sequently been focused on Indo-European and East Asian languages and in
particular on English, since it is the language for which most annotated re-
sources are available. Notable exceptions include the CoNLL shared tasks
(Tjong Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003; Buchholz and
Marsi, 2006; Nivre et al., 2007) and subsequent studies on this data, as well as
a number of focused studies on one or two specic languages, as discussed
by Bender (2011); see also the proceedings of the SPMRL workshops (Sed-
dah et al., 2010, 2011). While annotated resources for syntactic parsing and
several other tasks are available in a number of languages, we cannot expect
to have access to fully annotated resources for all tasks in all languages any
time soon. Hence, we need to explore alternatives to methods that rely on
full supervision in each target language.
In chapter 5, we discussed methods for overcoming this hurdle by leverag-
ing incomplete supervision, or no ostensive supervision at all. However, al-
though partial or ambiguous supervision may be acquired for some types of
linguistic structure, for example, sentiment (see chapter 6) and parts of speech
(see chapter 10), such supervision is in many cases not naturally available. Un-
supervised methods are therefore appealing, since they do not even require
incomplete supervision and since they are often inherently language inde-
pendent (although the results of a particular unsupervised learning method
often vary substantially across languages). This is borne out by, for example,
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the many recent studies on unsupervised part-of-speech tagging and syn-
tactic parsing that include evaluations covering a number of languages (Co-
hen and Smith, 2009; Gillenwater et al., 2010; Naseem et al., 2010; Spitkovsky
et al., 2011, 2012; Tu and Honavar, 2012). However, the performance of un-
supervised methods is still substantially below that of supervised systems
and recent work has established that the performance is also well below sim-
ple methods of cross-lingual learning (McDonald et al., 2011; Das and Petrov,
2011), which are the focus of this chapter.
The rationale for cross-lingual learning is that, rather than starting from
scratch when creating a linguistic processing system for a resource-poor tar-
get language, we should take advantage of any corresponding annotation that
is available in one or more resource-rich languages. Typically, this is achieved
either by projecting annotations, or by transferring models, from source lan-
guage(s) to target language(s). Recently, such methods have appeared as a
promising route to overcoming the lack of annotated data in, for example,
part-of-speech tagging (Yarowsky et al., 2001; Das and Petrov, 2011) and syn-
tactic dependency parsing (Hwa et al., 2005; Ganchev et al., 2009; McDonald
et al., 2011; Naseem et al., 2012) and named-entity recognition (Kim et al.,
2012). While these methods do not reach up to the accuracy of fully super-
vised approaches, they have been shown to drastically outperform both un-
supervised methods (Klein and Manning, 2004) and methods that learn from
weak constraints (Naseem et al., 2010; Berg-Kirkpatrick and Klein, 2010).
Next, we briey characterize dierent multilingual learning scenarios and
we discuss a variety of cross-lingual resources and their use in cross-lingual
learning. In section 7.2, we discuss and compare the two primary means for
cross-lingual learning in more detail. This is followed by a brief discussion
of learning with multiple source languages and some additional cross-lingual
learning methods. The chapter ends with a discussion of the diculties in-
volved in evaluating linguistic processing systems in the cross-lingual setting.
7.1.1 Multilingual Learning Scenarios
There are essentially three dierent scenarios to linguistic structure predic-
tion when taking multilinguality into account: either supervision is available
in all languages of interest, supervision is available in none of the languages,
or supervision is available only in a subset of the languages. We will sub-
sequently focus on the latter scenario, but let us rst briey discuss these
scenarios, focusing in particular on methods for leveraging cross-lingual re-
lationships between the languages to guide learning.
A theme common to these approaches is that dierent constructions in dif-
ferent languages provide the model with constraints that can guide learning.
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An often cited example, in the context of multilingual syntactic parsing,1 is
the fact that while PP-attachment — the problem of disambiguating which
part of an utterance a prepositional phrase modies, for example, where to
attach with the binoculars in She saw the man with the binoculars — is no-
toriously dicult in English and other Indo-European languages, it is trivial
and non-ambiguous in, for example, Chinese (Fossum and Knight, 2008; Chen
et al., 2010) and Urdu (Snyder et al., 2009). Therefore, when parsing an English
sentence, if a translation of the sentence is available to a language which is
non-ambiguous in this respect, one could leverage the syntactic structure of
the translated sentence to inform the parsing of the English sentence. Since
dierent constructions tend to be ambiguous in dierent languages, jointly
inferring the syntactic structure of two (or more) languages can be advanta-
geous.
To this end, generative bilingual models have been proposed, such as the
inversion transduction grammars (ITGs) introduced by Wu (1997), and the
stochastic bilingual multitext grammars (2-MTGs) of Melamed (2003), which
were used for joint bilingual parsing by Smith and Smith (2004). Another
variant is the hierarchical phrase-based model of Chiang (2007). Burkett et al.
(2010) proposed a weakly synchronized discriminative model, where the syn-
tactic structure of two languages is modeled jointly with an alignment be-
tween the structures. In contrast to ITGs and 2-MTGs, which tightly couple
the two syntactic structures, the structures are rather encouraged to agree
with each other via the alignment. Inference in this model is performed with
a variational mean-eld approximation to the full joint model. Unfortunately,
the computational complexity of parsing with these joint bilingual models is
prohibitively high, for example, O(n8) for 2-MTGs and O(n6) for ITGs, ig-
noring large grammar constants.2 Focus has therefore been on approximate
inference (Burkett et al., 2010) and on reranking methods (Burkett and Klein,
2008). An even more common approach is to take the structure of one lan-
guage as xed and given, and use this to inform the prediction of structure
in the other language. This is the approach taken in subsequent chapters, as
our aim is to create systems that can be applied to monolingual text, while
the models discussed above are only applicable to parsing of bitext, that is, to
pairs of sentences that are translations of each other.
All languages supervised
In the most trivial — and practically implausible — scenario, full supervision
is available for all languages of interest. This scenario has been studied, for
example, in the CoNLL shared tasks, in which supervised named-entity recog-
nizers were evaluated across four Indo-European languages (Tjong Kim Sang,
1In this section we focus on syntactic parsing, but similar methods may be applicable to other
tasks as well.
2Inference in linear transduction grammars (LTGs), a restricted linearized variant of ITGs, can
be performed inO(n4) time (Saers, 2011).
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2002; Tjong Kim Sang and De Meulder, 2003) and supervised syntactic depen-
dency parsers across 19, primarily Indo-European, languages (Buchholz and
Marsi, 2006; Nivre et al., 2007). The results of these studies show a rather large
spread in performance across languages. Learning to predict linguistic struc-
ture in multiple languages more generally remains a challenge even when
full supervision is available for each language, since dierent languages of-
ten benet from dierent features, models and algorithms. While tools such
as the automatic model and feature optimizer for syntactic dependency pars-
ing of Ballesteros and Nivre (2012) can be used to at least partially automate
the process of tuning these aspects to each language, developing truly mul-
tilingual systems remains an open challenge, as discussed at length by Ben-
der (2011). Part of the challenge is that certain phenomena are intrinsically
more dicult to analyze in some languages, such as PP-attachment in Indo-
European languages, word segmentation in Chinese and sentence-boundary
detection in Thai, as discussed above and in section 2.1.
Despite the fact that fully supervised systems typically constitute highly
competitive baselines, given enough labeled training data, this scenario has
been considered in a number of recent studies of bilingual syntactic parsing
(Smith and Smith, 2004; Burkett and Klein, 2008; Fossum and Knight, 2008;
Huang et al., 2009; Fraser et al., 2009; Burkett et al., 2010; Chen et al., 2010;
Haulrich, 2012). A primary motivation behind this work is to improve syntax-
based machine translation systems, where one needs to infer the syntactic
structure, as well as alignments between these structures, for a pair of parallel
sentences. Another common motivation is to enable the use of resource-rich
languages with large amounts of fully labeled data to guide the learning of
less resource-rich languages.
No language supervised
In the converse of the previous scenario, supervision is available for none
of the languages for which the model should be applied. This setting has
been considered in a number of recent studies, where it has been shown that
leveraging cross-lingual relationships in the unsupervised learning process
can provide substantial improvements, compared to treating each language
separately.
Many of these approaches are based on the idea of decomposing the model
into one component which is shared between all languages and a language
specic component for each language. During learning, the model is then
encouraged to use the shared part to explain as many phenomena as possible
in the dierent languages, so that the language specic parts of the model
are only used when required to explain cross-lingual divergences. The as-
sumption is thus that the surface realizations of dierent languages to a large
extent are bound by regularities that hold universally across the world’s lan-
guages. This assumption is often entrenched in the model structure, such as
in the factored generative models (Snyder et al., 2008, 2009; Naseem et al.,
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Table 7.1. The manually specied universal syntactic dependency rules of Naseem
et al. (2010). Each rule (head→ dependent) species which pairs of parts of speech are
universally allowed to engage in a dependency relation.
Root→ Auxiliary Noun→ Adjective
Root→ Verb Noun→ Article
Verb→ Noun Noun→ Noun
Verb→ Pronoun Noun→ Numeral
Verb→ Adverb Preposition→ Noun
Verb→ Verb Adjective→ Adverb
Auxiliary→ Verb
2009; Chen et al., 2011) and in models with partially shared parameters (Co-
hen and Smith, 2009; Berg-Kirkpatrick and Klein, 2010) for syntactic pars-
ing, as well as in similar models for morphological segmentation (Snyder and
Barzilay, 2008) and semantic role labeling (Titov and Klementiev, 2012). Oth-
ers make this assumption explicit in the use of manually crafted universal
rules, such as those shown in table 7.1, which were proposed for syntactic
dependency parsing by Naseem et al. (2010). While these rules do not specify
how to parse a particular sentence, they capture the most pertinent grammat-
ical relations from a high level. By suitably constraining the parser to obey
these constraints, either for every sentence or in expectation, the model can
be biased towards sensible analyses. Kuhn (2004) proposed a dierent type
of manually crafted rules, which specify how automatically induced word
alignments (see below) restrict the syntactic constituency structure of dier-
ent languages. Another example is the work of Schone and Jurafsky (2001),
who use language universals, such as the fact that word classes exhibit simi-
lar frequency distributions across languages, to label automatically inferred
word clusters with part-of-speech tags. See also the recent work of Zhang
et al. (2012), who perform a similar experiment as part of their study of meth-
ods for automatically mapping ne-grained language specic part-of-speech
tag sets onto a universal coarse-grained tag set. Note that the latter two are
not strictly unsupervised approaches, as they require partial knowledge of
part-of-speech tag characteristics.
A subset of languages supervised
In between the two previous scenarios, we have the scenario where supervi-
sion is available for a subset of the languages of interest. Since the seminal
work by Yarowsky and Ngai (2001) and Yarowsky et al. (2001), this has been
the most commonly studied setting. Assumptions similar to those discussed
above are typically made in this setting as well. However, since the super-
vision is highly asymmetrical, these approaches typically focus on using the
information available in the resource-rich language(s) to learn models for the
111
resource-poor language(s), rather than performing joint learning across both
supervised and unsupervised languages.
This is the scenario considered in subsequent chapters and we return to a
more detailed discussion of the two dominant approaches in this scenario in
section 7.2. But rst, let us motivate why we believe that this scenario is the
most interesting one to study.
7.1.2 Arguments For Cross-Lingual Learning
The purely unsupervised scenario has given rise to many interesting struc-
tured models and algorithms. However, we believe that the focus on purely
unsupervised methods is somewhat problematic for two reasons.
First, although these methods are often quite involved from a modeling per-
spective and require cutting-edge inference and learning techniques, in most
studies they have not been shown to perform much better than quite impov-
erished unsupervised baselines, with performance far below simple super-
vised baselines trained with small amounts of labeled data. This is true even
after considering the improvements from learning with multiple languages
discussed above. For example, in many studies on unsupervised syntactic
parsing these methods fare only marginally better than a naïve left/right-
branching baseline. This is the case, for example, with the dependency model
with valence (DMV) and constituent-context model (CCM) (Klein and Man-
ning, 2002, 2004; Klein, 2005), which are commonly used as baselines in stud-
ies on unsupervised dependency and constituency parsing, respectively. An-
other severe restriction in many studies is that accuracy is typically measured
only on sentences of ten or less words. When all sentence lengths are con-
sidered, a substantial drop in accuracy is often observed. This eect can be
observed in the recent PASCAL shared task on unsupervised part-of-speech
tagging and syntactic parsing (Gelling et al., 2012).3 For the case of syntactic
dependency parsing, the results show that the unlabeled attachment score
of the best participating system drops from 63% on sentences of length 10 or
less to 51% when considering all sentence lengths. The corresponding drop in
accuracy for the best participating part-of-speech tagging system, when mea-
sured with an optimistic many-to-one mapping, is from 82% to 76%. Further-
more, as shown by Headden III et al. (2008), in the context of unsupervised
part-of-speech tagging, there is little correlation between the performance of
unsupervised methods, as measured by commonly used evaluation metrics,
and the utility of the induced tags for down-stream tasks, such as syntactic
parsing. On these grounds, the practical usefulness of purely unsupervised
approaches to linguistic structure prediction can be questioned.
3See the updated version of Gelling et al. (2012), as table 3 in the original version of the paper
conated the results for dierent sentence lengths.
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Second, the scenario where no supervision is available in any language
may be unrealistic in practice. For example, for both part-of-speech tagging
and syntactic parsing, which are the most commonly studied tasks in this
context, fully annotated resources are available in a number of languages.
The same holds for virtually any task studied by the natural language pro-
cessing community, not least since the common evaluation protocol is based
on comparison of predictions against manually created gold standards. We
would even venture to argue that if a task, which in the end is to be measured
against human accuracy, truly has practical importance, then someone will
produce at least some labeled data in the world’s major languages. Clearly,
if our goal is to create models and methods that are practically useful, we
should strive to take advantage of this rich source of linguistic information.
The scenario where supervision is available in all languages is also un-
likely to occur for most, if not all, natural language processing tasks. For
these reasons and because we believe it has the most practical potential, we
subsequently focus solely on the scenario where supervision is available in a
subset of languages. Furthermore, in order for our evaluations to be as real-
istic as possible, we include sentences of all lengths in our evaluations, with
one exception: In the empirical study in chapter 9, we restrict ourselves to
sentences of 50 words or less in order to facilitate comparison to closely re-
lated prior work that made this restriction. Since the average sentence length
— at least in general English — is less than 25 words (Kummerfeld et al., 2012),
this is a much less severe restriction than the common restriction to sentences
of at most ten words.
7.2 Annotation Projection and Model Transfer
We next describe the two major approaches to cross-lingual learning with su-
pervision available in a subset of languages: annotation projection (Yarowsky
and Ngai, 2001; Yarowsky et al., 2001; Diab and Resnik, 2002; Hwa et al., 2005;
Fossum and Abney, 2005; Padó and Lapata, 2006; Ganchev et al., 2009; Spreyer
and Kuhn, 2009; Smith and Eisner, 2009; Das and Petrov, 2011) and model
transfer (Zeman and Resnik, 2008; Øvrelid, 2009; McDonald et al., 2011; Sø-
gaard, 2011; Cohen et al., 2011; Naseem et al., 2012; Søgaard and Wul, 2012).
In the former, the aim is to project annotations from resource-rich source
language(s) to resource-poor target language(s), while in the latter, the aim is
instead to directly transfer a model trained on the source language(s) to the
target language(s).
Both of these approaches are employed in subsequent chapters as follows:
• In chapter 8, we introduce the idea of cross-lingual word clusters for
model transfer; specically, these clusters are evaluated for transfer of
syntactic dependency parsing and named-entity recognition models.
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John gave Maria the book .
noun verb noun det noun punc
nsubj
root
iobj
dobj
det
punc
Ο Τζόν έδοσε στην Μαρία το βιβλίο .
det noun verb adp noun det noun punc
det nsubj
root
prep pobj
iobj
dobj
det
punc
Figure 7.1. Projection of parts of speech and syntactic dependencies from English to
Greek, based on the direct correspondence assumption (Hwa et al., 2005). The word
alignments are derived from high-condence intersected bidirectional alignments.
Boldface part-of-speech tags indicate correctly projected tags. Remaining target
language tags are left undetermined. Black solid arcs indicate correctly projected
dependencies, while red solid arcs indicate incorrectly projected dependencies. Dotted
arcs indicate gold dependencies that are left undetermined, while red dotted arcs
indicate gold dependencies in which the head-attachment was erroneously projected.
• In chapter 9, we show how typological features can be used for selec-
tive parameter sharing in multi-source cross-lingual transfer (see sec-
tion 7.2.3) of dependency parsing models.
• In chapter 10 we propose a method where annotation projection is uti-
lized as part of a token and type constrained approach to cross-lingual
part-of-speech tagging.
7.2.1 Annotation Projection
The most common approach to leverage linguistic annotations in a resource-
rich language is by means of bitext which has been manually or automati-
cally aligned, typically at the word level. Figure 7.1 shows an example of
an English–Greek sentence pair which has been aligned in this way. The
gure also shows how the part-of-speech and syntactic dependency annota-
tions have been projected from the English side to the Greek side, via the
word alignments. This way of projecting linguistic structure via bitext align-
ments was pioneered by Yarowsky and Ngai (2001) and Yarowsky et al. (2001),
who leveraged word alignments to project predicted parts of speech, syntactic
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chunks, named entities and morphological analyses from English to French,
Chinese, Czech and Spanish.
Direct linguistic correspondence
The assumption that linguistic structure can be directly projected via word
alignments in this way is often referred to as the direct correspondence assump-
tion, a term introduced by Hwa et al. (2002, 2005). In essence, this assumption
says that if a linguistic relation holds between two lexical items in the source
language, then the same relation should hold between the corresponding lexi-
cal items in the target language translation, where the lexical correspondence
is given by the alignments. Hwa et al. (2005) provide a formal statement of
this assumption in the context of transfer of syntactic structure. However,
the term has since often been used informally to refer to the general idea of
naïvely projecting linguistic structure via word alignments. As discussed by
several authors, there are a number of problems with this assumption (Bouma
et al., 2008; Spreyer, 2011).
First, and foremost, translation is often non-literal, which means that there
may not even exist any direct correspondence between the lexical items in a
source text and its translation. Therefore, one may need to mine large quan-
tities of translated text in order to nd a sucient amount of literal trans-
lations. While the automatic discovery and extraction of bitext suitable for
lexical alignment and the inference of alignments in the extracted bitext is in
itself a highly complex problem, this process is treated more or less as a black
box in this dissertation. We refer the interested reader to Tiedemann (2011),
who provides a comprehensive overview of the rich eld of bitext alignment.
Second, even in literal translations, there is seldom a direct correspondence
between all lexical items in the source and target languages. This is especially
problematic in the case of function words, since these exhibit a high-degree
of cross-lingual variability. There is a rich literature on structural and lexical
variability. Spreyer (2011) provides a more detailed overview of this interest-
ing topic. See also Stymne (2012), who discusses strategies for cross-lingual
text harmonization in the context of machine translation, with a focus on
compounding, deniteness and word order.
Figure 7.1 illustrates two instances of cross-lingual variability: in Greek,
proper names in nominal subject position often take a determiner (Ο Τζόν),
which is not the case in English (John); furthermore, in this example, the indi-
rect object (Maria) in English corresponds to the prepositional phrase (στην
Μαρία) in Greek. Due to these syntactic divergences, only parts of the lin-
guistic structure is directly projected correctly from English to Greek (and
vice versa). In this particular example, the projected part-of-speech annota-
tion has a precision of 100% and a recall of 75% (6 correct and 2 undetermined
tags), while the projected syntactic dependency annotation has a precision of
83% and a recall of 63% (5 correct, 1 incorrect and 2 undetermined dependen-
cies). Note that in this example, the named entities John and Maria happen
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to transfer perfectly between English and Greek; however, this cannot be ex-
pected in general, especially for named entities that span multiple tokens. In
general, linguistic structure that span multiple tokens, such as dependency re-
lations, phrase structure and, in some cases, named entities, can be expected
to be less directly transferrable via word alignments, compared to token level
structure, such as parts of speech. This is suggested by the dierence in the
score of the projected part-of-speech annotation and the projected depen-
dency annotation in the above example. Note that the transfer example in
g. 7.1 is overly simplistic. In the study of Spreyer (2011) on a realistic cor-
pus of English–German bitext, where syntactic dependencies projected from
English are compared against gold standard annotation on the German side,
the authors observe a precision of 67% and a recall of 36% (an F1-score of 46%).
Similarly, Hwa et al. (2005) report F1-scores slightly below 40% for transfer
of manually annotated syntactic dependencies from English to Spanish and
Chinese, via manually created alignments, while Yarowsky and Ngai (2001)
report a part-of-speech transfer accuracy of 85% using manually created align-
ments from English to French.4
Third, even in the case of literal translations with perfect lexical correspon-
dence, noise may enter the transfer process via erroneous word alignments,
when an automatic aligner is used, as well as via erroneous source side an-
notations, when these are automatically predicted. For example, Yarowsky
and Ngai (2001) report a drop in part-of-speech tagging transfer accuracy
from 85% to 76% when automatically induced word alignments are used in
place of manually created alignments. We would expect structures involving
multiple tokens to be more likely to be negatively impacted by both of these
types of error. However, we are not aware of any study that has veried this
hypothesis empirically.
Filtering, smoothing and relaxed correspondence
A range of dierent methods have been proposed for coping with the limi-
tations of the direct correspondence assumption. These can be divided into
those that work by correcting or ltering the incomplete and noisy annota-
tions, those that apply smoothing techniques when training target side mod-
els on the projected annotation and those that relax the strong direct corre-
spondence assumption.
In projecting syntactic dependencies from English to Spanish and Chinese,
Hwa et al. (2005) showed that the accuracy of projected syntactic dependen-
cies can be dramatically improved by employing a set of a dozen or so man-
ually constructed post-projection transformation rules. As an example, one
of the rules states that “The word preceding the token di should be labeled
as an adverb, and modies di, and di modies the verb to its right.” Despite
4It is unclear from Yarowsky and Ngai (2001) whether the reported accuracy corresponds to
precision or recall.
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their simplicity, these rules are quite eective. After application to the syn-
tactic dependencies projected from English to Spanish and Chinese, they ob-
serve an improvement in F1-scores from 37% to 70% and from 38% to 67%,
respectively. Since the specication of such rules requires non-trivial linguis-
tic competence in the target language — as well as manual inspection of the
projected syntactic annotation — this approach may not scale so well to a
truly multilingual scenario.
In addition to post-transformation rules, Hwa et al. (2005) apply a simple
heuristic, which lters the automatically aligned bitext. The lter places a
lower threshold on the fraction of source and target words that are required
to be aligned, in order for a sentence to be used for annotation projection
(between 70% to 80% of the tokens are required to be aligned, based on per-
formance on a held-out development data set). Similar ltering strategies are
evaluated by Spreyer (2011) for the transfer of syntactic dependencies from
English to German. These ltering strategies drastically reduce the amount
of bitext that can be used for annotation projection. Hwa et al. (2005) report
that only about 20% of the aligned sentences remain after ltering, while only
between 2% to 4% of the sentences remain after application of the most restric-
tive lter proposed by Spreyer (2011). Clearly, much information is lost when
such aggressive ltering is employed. Spreyer (2011) therefore proposed to
use a less restrictive lter, which leaves many of the projected dependency
trees incompletely specied (an example of such incomplete transfer is illus-
trated in g. 7.1). Instead, she introduced simple methods for training pars-
ing models with incomplete trees. In contrast to the approach that we take
in chapter 10 to cross-lingual part-of-speech tagging, where we marginalize
over incompletely specied structure, her methods simply ignore any incom-
plete structure during training; they thereby lose the potential to leverage
structural constraints and feature correlations for imputing the missing struc-
ture.
Filtering the bitext is a simple way to obtain word alignments of higher
quality and thereby higher-quality annotation projection. However, as dis-
cussed above, even with perfect alignments, the projected annotation is likely
to be noisy. Several methods for ltering the resulting annotation have there-
fore been proposed. One approach is to use an ensemble method, where
multiple transfer sources are combined, with the hope that dierent trans-
fer sources incur dierent errors, so that the errors may cancel out when
the dierent sources are combined. In this vein, Yarowsky et al. (2001) used
dierent translations of each sentence in the Bible for ltering annotation
noise in cross-lingual transfer of morphology. Fossum and Abney (2005) sim-
ilarly combined part-of-speech annotations projected from multiple source
languages. Rather than using multiple translations of the same sentence for
ltering, the latter aggregated information over the projected annotations;
this aggregated information was then used used to lter the individual anno-
tations. Similarly, Bouma et al. (2008) used multiple source languages for cor-
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recting and ltering projected syntactic annotation. If the dierent sources
have dierent biases, which is particularly likely when projecting from mul-
tiple languages, such ltering is able to lter out not only random noise, but
also the systematic errors incurred when projecting from a single language.
We return to the topic of multi-source cross-lingual learning in section 7.2.3.
Another ltering and smoothing approach was recently proposed by Das
and Petrov (2011), who aggregate over projected part-of-speech annotation
to create a type-level tag dictionary that restricts the set of potential parts
of speech to which a word can be assigned. The dictionary is subsequently
pruned with a simple thresholding heuristic, which removes low-condence
tags, after which the ltered tag dictionary is expanded to out-of-vocabulary
words by means of label propagation (Zhu et al., 2003). A target language part-
of-speech tagger is subsequently induced on unlabeled target text, treating
the expanded dictionary as ambiguous supervision. In chapter 10, we propose
another way to lter part-of-speech annotation projected from English to a
range of other languages, by means of a crowd sourced tag dictionary. Our
approach diers from those above in that we use the type-level dictionary
to lter the token-level annotation, which like multi-source transfer is able
to conquer both random and systematic noise; we then use both token-level
and type-level supervision to train a target language part-of-speech tagger.
Noise can also be conquered by applying aggressive smoothing when t-
ting the parameters of the target language model, to prevent the model from
overtting to the noisy projected annotation (Yarowsky and Ngai, 2001; Moon
and Baldridge, 2007). The method of Ganchev et al. (2009) can be seen as a
way to relax the direct correspondence assumption and as a form of smooth-
ing. They use projected incomplete syntactic dependency trees as soft con-
straints on posterior moments (Ganchev et al., 2010) when training a target
language model; the use of soft in place of hard constraints reduces the risk
of overtting. Note that these smoothing and ltering approaches are un-
likely to reduce noise resulting from systematic cross-lingual divergence and
systematic alignment errors.
As pointed out by Hwa et al. (2005), the direct correspondence assump-
tion also underlies synchronous grammars (Lewis and Stearns, 1968; Aho
and Ullman, 1972), such as ITGs and 2-MTGs and hierarchical phrase-based
models. Burkett et al. (2010) motivated their weakly synchronized joint pars-
ing and alignment model as a way to relax the rigid direct correspondence
assumption. Similar motivations were given by Eisner (2003) in proposing
synchronous tree substitution grammars and by Smith and Eisner (2009) for
their bilingual model based on quasi-synchronous grammar (Smith and Eis-
ner, 2006). These synchronous and quasi-synchronous grammars could all
theoretically be used for annotation projection, by inducing the joint genera-
tive model of source and target side syntax, while treating the source syntax
as xed and observed. However, to our knowledge, Smith and Eisner (2009)
are the only ones to use this approach for annotation projection.
118
Finally, we note that there are also eorts to create parallel treebanks of
two or more languages, where sentences in all included languages are both
aligned and annotated with linguistic structure (Buch-Kromann et al., 2009;
Ma, 2010; Adesam, 2012; Li et al., 2012; Haulrich, 2012).
7.2.2 Model Transfer
In contrast to annotation projection, most approaches to model transfer do
not require the availability of aligned bitext (Zeman and Resnik, 2008; Mc-
Donald et al., 2011; Cohen et al., 2011; Søgaard, 2011). Instead, a model is
trained on annotations in a source language, relying solely on features which
are available in both the source and the target language. Typically, this in-
volves removing all lexical features, a process referred to as delexicalization.5.
Since all the features used by the model are also available in the target lan-
guage, the model can be directly applied to the target language. At the time of
writing, features that have been used in this way include “universal” coarse-
grained part-of-speech tags (Zeman and Resnik, 2008; Naseem et al., 2010;
Petrov et al., 2012), type-level lexical translation features (glosses) automati-
cally extracted from word aligned bitext (Zeman and Resnik, 2008) and from
bilingual dictionaries (Durrett et al., 2012), as well as cross-lingual distributed
representations (Klementiev et al., 2012). In chapter 8, we introduce an addi-
tional feature type in the form of cross-lingual word clusters, that is, a group-
ing of words in two (or more languages), such that the groups are consistent
across languages. Note that the cross-lingual distributed representations and
the cross-lingual word clusters both rely on the availability of word aligned
bitext. The above features are all word-level. In contrast, Øvrelid (2009) em-
ploys higher-level syntactic and morphological features for cross-lingual an-
imacy classication.
There are three basic assumptions underlying model transfer approaches.
First, that models for predicting linguistic structure, for example, syntactic
dependencies, can be learned reliably using coarse-grained statistics, such
as part-of-speech tags, in place of ne-grained statistics such as lexical word
identities.6 Second, that the parameters of features over coarse-grained statis-
tics are in some sense language independent; in syntactic dependency pars-
ing, for example, that a feature which indicates that adjectives modify their
closest noun is useful in all languages. Third, that these coarse-grained statis-
tics are robustly available across languages.
Considering the substantial dierences between languages at the gram-
matical and lexical level, the prospect of directly applying a model trained on
5When transferring between very closely related languages, such as the Scandinavian languages,
this may not be necessary (Skjærholt and Øvrelid, 2011)
6Note that the transferred model can be “relexicalized” by self-training on target language text
with lexical features reinstated; see chapter 9.
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Ο Τζόν έδοσε στην Μαρία το βιβλίο .
(The) (John) (gave) (to-the) (Maria) (the) (book) .
det noun verb adp noun det noun punc
det nsubj
root
prep pobj
dobj
det
punc
Figure 7.2. The same Greek sentence as in g. 7.1, which is correctly parsed with a
delexicalized dependency parser trained on annotated English text. Note that this
assumes that the part-of-speech tags are available both in the source language and
the target language.
one language to another language may seem bleak, even when such coarse-
grained features are aligned across the languages. However, recent work has
shown that a language independent syntactic dependency parser can indeed
be created by training on a delexicalized treebank and by only incorporating
features dened on coarse-grained “universal” part-of-speech tags (Zeman
and Resnik, 2008; McDonald et al., 2011; Cohen et al., 2011; Søgaard, 2011).
For languages with similar typology, this method can be quite accurate, espe-
cially when compared to purely unsupervised methods. To give an example,
a syntactic parser trained on English with only coarse-grained part-of-speech
tag features can correctly parse the Greek sentence in g. 7.2, even without
knowledge of the lexical items, since in this case the sequence of tags deter-
mines the syntactic structure almost unambiguously. Furthermore, as argued
by McDonald et al. (2011), the selectional preferences learned by the model
over part-of-speech tags is often sucient to overcome minor dierences in
word order. Currently, the performance of even the simplest model transfer
systems for syntactic dependency parsing far exceeds that of unsupervised
systems for this task (Cohen et al., 2011; McDonald et al., 2011; Søgaard, 2011).
Recall further that the direct correspondence assumption fails to properly
transfer the correct annotation from the corresponding English translation
in this case, as shown in g. 7.1.
7.2.3 Multi-Source Transfer
Several studies have shown that combining multiple languages can benet
multilingual and cross-lingual learning (Cohen and Smith, 2009; Snyder and
Barzilay, 2010; Berg-Kirkpatrick and Klein, 2010). We mentioned above how
multiple source languages were used for ltering projected annotation by
Fossum and Abney (2005) and Bouma et al. (2008). Annotations in multiple
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languages can also be combined for model transfer, as long as the model fea-
tures are available in all source languages as well as in the target language.
This idea was rst explored by McDonald et al. (2011), who showed that tar-
get language accuracy can be improved signicantly by simply concatenating
delexicalized treebanks in multiple languages when training a delexicalized
transfer parser. Similar approaches were proposed independently by Cohen
et al. (2011) and Søgaard (2011). The former uses a mixture model in which the
parameters of a generative target language parser are expressed as a linear in-
terpolation of source language parameters, where the interpolation weights
are estimated using expectation-maximization on unlabeled target data. and.
Søgaard (2011) instead uses an n-gram language model trained on the tar-
get language to selectively subsample training sentences from the source
languages’ training data. The idea is that the perplexity of the source sen-
tences according to the target language model can be used to sample source
sentences that are more similar to the target language. Recently, Søgaard
and Wul (2012) proposed additional methods for source language instance
weighting.
These multi-source model transfer methods assume that the target lan-
guage can be expressed as a linear combination of source languages. As we
discuss in chapter 9, this assumption is not realistic, as dierent languages
tend to share varied typological traits. Inspired by another recent method of
Naseem et al. (2012), we introduce a method which makes use of typological
information to selectively share parameters, such that the target language
model shares dierent features with dierent source languages. The typolog-
ical information is extracted from a publicly available database (Dryer and
Haspelmath, 2011).
7.3 Cross-Lingual Evaluation
As discussed, cross-lingual divergence can be both a blessing (by enabling
ambiguity resolution, in particular in the multi-source setting) and a curse
(by introducing errors and incomplete annotation projection). These diver-
gences notwithstanding, there may be multiple ways of analyzing the same
linguistic construction, such that there is no consensus as to which analysis
is preferable. Dierent treebanks therefore typically have more or less di-
verging annotation guidelines. Naturally, treebanks for dierent languages
typically disagree to a larger extent compared to multiple treebanks in the
same language. However, even in the same language dierences in annota-
tion guidelines between treebanks can be an issue (Smith and Eisner, 2009).
For example, dierent treebanks often dene diering part-of-speech tag sets,
both in terms of tag granularity and in terms of broader tag distinctions. An-
other example is annotation of syntactic dependencies, where some syntactic
constructions, such as coordination (Nivre, 2006; Maier et al., 2012), are no-
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“Mel’c˘uk” “Stanford” “Prague”
X Conj Y X Conj Y X Conj Y
Figure 7.3. Treatment of coordinating conjunctions in dierent syntactic dependency
annotation schemes. Figure inspired by Spreyer (2010).
toriously aorded competing analyses in dierent treebanks. The latter is
illustrated in g. 7.3, which shows three dierent ways of annotating coor-
dination: according to (left) “Mel’c˘uk”-style rules (Nilsson et al., 2007); (cen-
ter) “Stanford”-style conversion rules (de Marnee and Manning, 2008); and
(right) “Prague”-style rules (Böhmová et al., 2003). Spreyer (2010), from which
g. 7.3 is adapted, analyzes which syntactic constructions dier most across
treebanks in English, German, Dutch and Italian. In addition to coordination,
she nds that the most diverging constructions are prepositional phrases with
embedded noun phrases, auxiliary verb constructions, subordinating clauses
and relative clauses. Since these are all common constructions, one can ex-
pect substantial cross-lingual divergence resulting from incompatible anno-
tation guidelines. This is a problem in particular for the evaluation of trans-
ferred models or annotations against a target language gold standard. Prefer-
ably, divergence that is caused by more or less arbitrary annotation guideline
decisions, should be separated from true linguistic divergence. This issue can
be addressed in two dierent ways: either by harmonizing the annotation of
the source and the target language, or by relaxing the evaluation measure, so
that it becomes agnostic to treebank-specic annotation choices.
The approach of Ganchev et al. (2009) belongs to the former category. They
use a small number of rules to harmonize syntactic dependency annotation
transferred from English to Bulgarian and Spanish, respectively. They ob-
serve a relative error reduction of more than 30% for Bulgarian and 5% for
Spanish, compared to using the raw projected annotation, when evaluating
against the target language gold standard. The dramatic impact on Bulgarian
is attributable to the harmonization of auxiliary verb constructions. The rules
seem to have been designed partly by considering dierences in annotation
guidelines and in analyzing transfer errors. Another example is Hwa et al.
(2005), who use post-transformation rules, which partly correct the projected
annotation. These rules do not seem to be based directly on treebank diver-
gence considerations, but rather on an analysis of transfer errors. A more
linguistically principled attempt to harmonize the syntactic annotations of
treebanks in multiple languages is currently being undertaken by Zeman et al.
(2012). While incomplete at the time of writing, this eort should become a
highly useful resource in cross-lingual learning research upon completion.
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In the context of cross-lingual part-of-speech tagging, more progress has
been made in this regard, with several dierent “universal” tag sets available
(Zeman and Resnik, 2008; Naseem et al., 2010; Petrov et al., 2012). These
specify a dozen or so coarse-grained tags available across languages, together
with mappings from more ne-grained language specic tag sets to the set
of coarse-grained tags. While these mappings have been manually specied,
based on inspection of annotation guidelines, Zhang et al. (2012) propose an
automatic way of mapping ne-grained tags to a common coarse-grained
representation.
In addition to these harmonization and post-transfer error correction at-
tempts, there are two recent related proposals on using relaxed evaluation
measures to mitigate the issues of cross-annotation evaluation of syntactic
dependency parsers. Schwartz et al. (2011) suggest a simple evaluation mea-
sure insensitive to direction, that is, a measure which is agnostic to the desig-
nation of head and dependent in a dependency relation. Tsarfaty et al. (2011)
go further and develop a more general framework for evaluation across lin-
guistic formalisms. They propose a family of evaluation measures based on
tree transformations coupled with a cost function formulated in terms of tree
edit distance. Both of these approaches allow downplaying dierences in, for
example, phrase-internal structure, such as coordination, where annotation
decisions are more or less arbitrary.
While these evaluation methods may certainly have their use, there are
considerations to be made when switching to such relaxed measures in place
of the rigid evaluation measures currently used, since it is unclear exactly
how much information is lost in the process. Instead, we believe that it would
be preferable to dene harmonized annotation guidelines for as many lan-
guages as possible, since this would make it more clear exactly what is lost
when transferring between dierent languages. Unfortunately, such a harmo-
nization is not yet available, although Zeman et al. (2012) is an encouraging
eort towards this goal. Rather than following previous work, such as Hwa
et al. (2005) and Ganchev et al. (2009), when studying cross-lingual transfer
methods for dependency parsing, we only evaluate against the existing tree-
bank annotations. The cross-lingual results presented in subsequent chapters
are therefore likely to be somewhat underestimating the actual performance
of the transfer systems. This hypothesis is partly conrmed in chapter 8,
where we perform an additional evaluation against a small German treebank,
which has been annotated according to the same guidelines as the English
source parser. This comparison shows that evaluating against the native Ger-
man annotation substantially underestimates the transfer parser’s true ability
to predict syntactic dependencies.
When studying cross-lingual part-of-speech tagging in chapter 10, we eval-
uate against the coarse-grained universal tag set of Petrov et al. (2012). Dis-
regarding the issue of potential errors in the mappings from ne-grained
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treebanks specic tag sets to the universal coarse-grained tags, these results
should not suer from underestimation.
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8. Cross-Lingual Word Clusters
for Model Transfer
The previous chapter provided an overview of dierent approaches to multi-
lingual and, in particular, cross-lingual prediction of linguistic structure. Be-
fore this, chapter 5 discussed methods for structured prediction with incom-
plete or no supervision. This chapter integrates these settings by leveraging
unsupervised feature induction and word-aligned bitext for improved cross-
lingual model transfer.
It has been established that incorporating features based on word clus-
ters induced from large unlabeled text corpora can signicantly improve pre-
diction of linguistic structure. Previous studies on such features for semi-
independent learning have typically focused only on a small set of languages
and tasks. The rst half of this chapter describes how monolingual word clus-
ters can be induced with an unsupervised class-based language model, and
how the induced clusters can be used as features for semi-supervised learning.
Empirically, these features are shown to be robust across 13 languages for de-
pendency parsing and across 4 languages for named-entity recognition. This
is the rst study with such a broad view on this subject, in terms of language
diversity. As we will see in chapter 10, these word clusters are also highly
useful for learning part-of-speech taggers with ambiguous supervision in a
multilingual setting.
Encouraged by the results in the monolingual learning setting, we turn to
the cross-lingual transfer setting. Recall the delexicalized transfer approach
from section 7.2.2, where features derived solely from “universal” part-of-
speech tags are typically employed. These features are often too coarse-
grained to capture many linguistic phenomena, such as selectional restric-
tions; see section 2.3. In the second half of this chapter, we consider the use
of word-cluster features as a way to address the problem of feature granu-
larity in this scenario. To this end, we develop an algorithm which gener-
ates cross-lingual word clusters; that is, clusters of words that are consistent
across (pairs of) languages. This is achieved by coupling two instances of
the class-based language model used in the monolingual setting — one for
each language — via word-aligned bitext through which cross-lingual word-
cluster constraints are enforced. We show that the inclusion of features de-
rived from these cross-lingual clusters signicantly improves the accuracy
of cross-lingual model transfer of syntactic dependency parsers and named-
entity recognizers.
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8.1 Monolingual Word Clusters
Word-cluster features have been shown to be useful in various tasks in natu-
ral language processing, including syntactic dependency parsing (Koo et al.,
2008; Haari et al., 2011; Tratz and Hovy, 2011), syntactic chunking (Turian
et al., 2010), and named-entity recognition (Freitag, 2004; Miller et al., 2004;
Turian et al., 2010; Faruqui and Padó, 2010). The eectiveness of word-cluster
features derives from their ability to aggregate local distributional informa-
tion from large unlabeled corpora, which aids in conquering data sparsity in
supervised training regimes as well as in mitigating cross-domain generaliza-
tion issues (provided that the unlabeled data span multiple domains). Hith-
erto, most studies on the use of word-cluster features in NLP have focused
only on English, though there have been exceptions, such as Faruqui and
Padó (2010) who looked at German named-entity recognition and Koo et al.
(2008) who studied Czech dependency parsing. In the next sections, we ad-
dress this issue by examining the versatility of word clusters for dependency
parsing and named-entity recognition across a range of languages. We will
see that such clusters are indeed almost universally useful. This is encourag-
ing for the second half of the chapter, in which we adapt the model described
in this section to the cross-lingual setting.
In line with much previous work on word clusters for tasks such as depen-
dency parsing and named-entity recognition, for which local syntactic and
semantic constraints are of importance, we induce word clusters by means
of an unsupervised class-based language model. Models of this type employ
latent variables and Markov assumptions to eectively model sequences of
words. By constraining the latent variables to a single state for each word
type, a hard clustering over the words is achieved. Rather than the more
commonly used model of Brown et al. (1992), we employ the predictive class
bigram model introduced by Uszkoreit and Brants (2008). The two models are
very similar, but whereas the former takes class-to-class transitions into ac-
count, the latter directly models word-to-class transitions. By ignoring class-
to-class transitions, an approximate maximum-likelihood clustering can be
computed eciently. This is a useful property, as we later develop an al-
gorithm for inducing cross-lingual word clusters that calls this monolingual
algorithm as a subroutine and because we will cluster datasets with billions of
tokens. While the use of class-to-class transitions can lead to more compact
models, which is often useful for conquering data sparsity, when clustering
large data sets we can get reliable statistics directly on the word-to-class tran-
sitions (Uszkoreit and Brants, 2008).
More formally, let Z : V 7→ [1,K] denote a (hard) latent clustering func-
tion that maps each word type from the vocabulary V to one of K cluster
identiers. Let start be a designated start-of-segment symbol and let x =
(x1 , x2 , . . . , |x |) ∈ X be a sequence of word tokens, with xi ∈ V ∪ {start}.
With the model of Uszkoreit and Brants (2008), the joint probability of a se-
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quence of tokens and a cluster assignment of these tokens factorizes as
(8.1)p(x ,Z ) =
|x |∏
i=1
p(xi | Z (xi ))p(Z (xi ) | xi−1) .
When the cluster assignment is unknown, this is a special case of the struc-
tured generative latent variable models described in section 5.2.2, in which
the latent variables have been constrained to form a hard type-level cluster-
ing and where instead of marginalizing over the latent variables, we con-
sider their MAP assignment. Let Z(x ,V) be the set of latent variable assign-
ments which satisfy the hard clustering constraint that Z (xi ) = Z (v) for all
i ∈ [1, |x |] and v ∈ V such that xi = v . Treating all the data as a long to-
ken sequence, the optimal clustering is that which minimizes the negative
log-likelihood of this constrained model:
(8.2)Ẑ = arg min
Z ∈Z(x ,V)
J (x ;Z ) = arg min
Z ∈Z(x ,V)
[− logp(x ,Z )] .
Uszkoreit and Brants (2008) showed that one can optimize this objective func-
tion with a highly ecient distributed algorithm.
The dierence between this model and that of Brown et al. (1992) becomes
more clear when considering the model structure of the latter:
p(x ,Z ) =
|x |∏
i=1
p(xi | Z (xi ))p(Z (xi ) | Z (xi−1)) .
Whereas the former conditions the cluster assignment of the current token on
the previous token, the latter conditions the cluster assignment on the cluster
assignment of the previous token. This cluster-cluster coupling, makes the
latter more dicult to optimize eciently.
In addition to these class-based clustering models, a number of additional
word clustering and embedding variants have been proposed (Schütze, 1993,
1995; Globerson et al., 2007; Maron et al., 2010; Lamar et al., 2010). The use
of such models for semi-supervised learning has recently been explored. For
example, Turian et al. (2010) assessed the eectiveness of the word embed-
ding techniques of Mnih and Hinton (2007) and Collobert and Weston (2008)
along with the word-clustering method of Brown et al. (1992) for syntactic
chunking and named-entity recognition. Dhillon et al. (2011) proposed a
word embedding method based on canonical correlation analysis that obtains
state-of-the art results for word-based semi-supervised learning for English
named-entity recognition; see also the recent follow-up paper by Dhillon et al.
(2012). Another recent approach is the marginalized denoising autoencoders
introduced by Chen et al. (2012), who report highly encouraging results for
domain adaptation for sentiment analysis. Finally, as an alternative to the
above word-based methods, Lin and Wu (2009) proposed a phrase-clustering
method that currently attains the best published result for English named-
entity recognition.
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8.2 Monolingual Experiments
Before moving on to the multilingual setting, we conduct a set of monolingual
experiments where we evaluate the use of the monolingual word clusters
described in the previous section as features for syntactic dependency parsing
and named-entity recognition.
8.2.1 Experimental Setup
Below we detail the experimental setup used in the monolingual experiments.
These languages and data sets are also used for the cross-lingual experiments
in section 8.4.
Languages and treebanks for dependency parsing
In the parsing experiments, we study the following thirteen languages: Dan-
ish (da), German (de), Greek (el), English (en), Spanish (es), French (fr), Italian
(it), Korean (ko), Dutch (nl), Portugese (pt), Russian (ru), Swedish (sv) and
Chinese (zh). These languages represent the Chinese, Germanic, Hellenic,
Romance, Slavic, Altaic and Korean genera.1 The two-letter abbreviations
from the ISO 639-1 standard (in parentheses; see appendix A) are used when
referring to these languages in tables and gures.
The following treebanks are used for these experiments. For Danish, Ger-
man, Greek, Spanish, Italian, Dutch, Portuguese and Swedish, we use the
predened training and evaluation data sets from the CoNLL 2006/2007 data
sets (Buchholz and Marsi, 2006; Nivre et al., 2007). For English we use sec-
tions 02-21, 22, and 23 of the Penn WSJ Treebank (Marcus et al., 1993) for
training, development and evaluation. For French we used the French Tree-
bank (Abeillé and Barrier, 2004) with splits dened by Candito et al. (2010).
For Korean we use the Sejong Korean Treebank (Han et al., 2002) randomly
splitting the data into 80% training, 10% development and 10% evaluation. For
Russian we use the SynTagRus Treebank (Boguslavsky et al., 2000; Apresjan
et al., 2006) randomly splitting the data into 80% training, 10% development
and 10% evaluation. For Chinese we use the Penn Chinese Treebank v6 (Xue
et al., 2005) using the proposed data splits from the documentation. Both En-
glish and Chinese are converted to dependencies using v1.6.8 of the Stanford
Converter (De Marnee et al., 2006). French is converted using the procedure
dened in Candito et al. (2010). Russian and Korean are native dependency
treebanks. For the CoNLL data sets we use the part-of-speech tags provided
with the data. For all other data sets, we train a part-of-speech tagger on the
training data and automatically tag the development and evaluation data.
1The particular choice of languages for this empirical study was based purely on data availability
and institution licensing.
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Languages and data sets for named-entity recognition
In the named-entity recognition experiments, we study German, English and
Dutch (three Germanic languages) and Spanish (a Romance language). For
all four languages, we use the training, development and evaluation data
sets from the CoNLL 2002/2003 shared tasks (Tjong Kim Sang, 2002; Tjong
Kim Sang and De Meulder, 2003). The data set for each language consists
of newswire text annotated with four entity categories: Location (loc), Mis-
cellaneous (misc), Organization (org) and Person (per). We use the part-of-
speech tags supplied with the data, except for Spanish where we instead use
universal part-of-speech tags (Petrov et al., 2012), since the Spanish CoNLL
data lacks part-of-speech annotation.
Unlabeled data for clustering
The unlabeled data for inducing the monolingual clusters is extracted from
one year of newswire articles from multiple sources from a news aggregation
website. This data consists of between 800 million (Danish) and 121.6 billion
(English) tokens per language.
For all experiments we x the number of clusters to 256 as this performed
best on held-out data. While combining dierent cluster granularities has
been shown to be useful (Turian et al., 2010; Razavi, 2012), for reasons of
simplicity, we only consider one level of granularity in these experiments.
Furthermore, we only cluster the one million most frequent word types in
each language for reasons of eciency and in order to conquer data sparsity.
However, even when not all word types are clustered, all word types are in-
cluded as context in the bigram statistics used for estimating the clustering
model in eq. (8.1).2 For languages where the unlabeled data does not contain
at least one million word types, all word types are included in the clustering.
Dependency parsing model
All of the parsing experiments reported in this empirical evaluation are based
on the transition-based dependency parsing paradigm (Nivre, 2008). For all
languages and settings, we use an arc-eager decoding strategy with beam-
search inference, using a beam of eight hypotheses, and we train the model
for ten epochs with the averaged structured perceptron algorithm (Zhang and
Clark, 2008). The parser is treated more or less as a black box in this chapter,
although we do modify its feature model in the next section to incorporate
word clusters. We refer the reader to Nivre (2008) for a detailed description of
transition-based parsing and we note that a post-study experiment with an
arc-factored graph-based parser on the same data sets suggest that the two
types of parsing models give comparable results.
2This is another virtue of the model of Uszkoreit and Brants (2008), compared to the model of
Brown et al. (1992), as the latter requires that all word types that are used as contexts in the
clustering model are also clustered.
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Table 8.1. Additional cluster-based parser features. These features are added to the ones
proposed by Zhang and Nivre (2011), whose notation we adapt and extend with clusters
here. Si and Ni : the ith tokens in the stack and buer (indexing starts at 0). p: the
part-of-speech tag of the token. c : the cluster of the token. vl : the valence of the left
set of children. vr : the valence of the right set of children. l : the dependency label of
the (dependent) token under consideration. d : distance between the words on the top
of the stack and buer. S0h , S0r and S0l : the head, right-most dependent and left-most
dependent of the token at the top of the stack. S0h2, S0l2, S0r2: the head of S0h , the second
leftmost dependent and the second rightmost dependent of S0. S0l2: the second leftmost
dependent of N0.
Single words S0c , S0cp, N0c , N0cp, N1cp, N1c , N2cp, N2c
Word pairs S0cpN0cp, S0cN0cp, S0cpN0c , S0cN0c , S0pcN0p S0pN0pc ,
S0wN0c , S0cN0w , N0cN1c , N1cN2c
Word triples N0cN1cN2c , S0cN0cN1c , S0hcS0cN0c , S0cS0lcN0c ,
S0cS0rcN0c , S0cN0cN0lc
Distance S0cd , N0cd , S0cN0cd
Valency S0cvl , S0cvr , N0cS0vl
Unigrams S0hc , S0lc , S0rc , N0lc
Third-order S0h2c , S0l2c , S0r2c , N0l2c
Labels S0cS0ll , S0cS0r l , N0cN0ll , N0cN0r l
Named-entity recognition model
For all named-entity recognition experiments, we use a rst-order linear-
chain conditional random eld; see section 3.4.1. For training the model, we
use the log loss together with an `2-regularizer, setting λ = 1; see section 4.1.1
and section 4.1.4. Optimization is performed with the gradient-based L-BFGS
algorithm (see section 4.2.1) until ϵ-convergence, with ϵ = 0.0001. Conver-
gence is typically reached after less than 400 iterations.
8.2.2 Cluster-Augmented Feature Models
We extend the state-of-the-art feature model introduced by Zhang and Nivre
(2011) by adding an additional word cluster based feature template for each
word based template. Additionally, we add templates where one or more part-
of-speech feature is replaced with the corresponding cluster feature. The
resulting set of additional feature templates are shown in table 8.1. The ex-
panded feature model includes all of the feature templates dened by Zhang
and Nivre (2011), which we also use as the baseline model, whereas table 8.1
only shows our new templates.
The feature model used for the named-entity tagger is shown in table 8.2.
These are similar to the features used by Turian et al. (2010), with the main
dierence that we do not use any long range features and that we add tem-
plates that conjoin adjacent clusters and adjacent tags as well as templates
that conjoin label transitions with tags, clusters and capitalization features.
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Table 8.2. Cluster-augmented named-entity recognition features. Hyp: Word contains
hyphen. Cap: First letter is capitalized. Trans ⊗ f : First-order label transition from
previous to current label, conjoined with feature f . x :j : j-character prex of x . x − j::
j-character sux of x . fi : Feature f at relative position i . fi , j : Union of features at
positions i and j. fi:j : Conjoined feature sequence between relative positions i and j
(inclusive). Bias: Constant bias features.
Word & bias x−1 ,0 ,1, x−1:0, x0:1, x−1:1, Bias
Prex x :1−1 ,0 ,1, x :2−1 ,0 ,1, x :3−1 ,0 ,1, x :4−1 ,0 ,1, x :5−1 ,0 ,1
Sux x −1:−1 ,0 ,1, x −2:−1 ,0 ,1, x −3:−1 ,0 ,1, x −4:−1 ,0 ,1, x −5:−1 ,0 ,1
Orthography Hyp−1 ,0 ,1, Cap−1 ,0 ,1, Cap−1:0, Cap0:1, Cap−1:1
Part of speech p−1 ,0 ,1, p−1:0, p0:1, p−1:1, p−2:1, p−1:2
Cluster c−1 ,0 ,1, c−1:0, c0:1, c−1:1, c−2:1, c−1:2
Transition Trans ⊗ p−1 ,0 ,1,Trans ⊗ c−1 ,0 ,1,Trans ⊗ Cap−1 ,0 ,1,Trans ⊗ b
8.2.3 Results
The results of the parsing experiments, measured with labeled attachment
score (LAS, see section 4.1.2) on all sentence lengths, excluding punctuation,
are shown in table 8.3. The baselines are all comparable to the state of the
art. On average, the addition of word-cluster features results in a 6% rela-
tive reduction in error, with a relative reduction upwards of 15% for Russian.
All languages improve, except French, which sees neither an increase nor a
decrease in LAS. We observe an average absolute increase in LAS of approx-
imately 1%, which is in line with previous observations by, for example, Koo
et al. (2008). It is not surprising that Russian sees a large gain as it is a highly
inected language, making observations of lexical features far more sparse.
Some languages, for example, French, Dutch and Chinese see much smaller
gains. One likely culprit is a divergence between the tokenization schemes
used in the treebank and in our unlabeled data, which for Indo-European lan-
guages is closely related to the Penn Treebank tokenization. For example, the
Dutch treebank contains many multi-word tokens that are typically broken
apart by our automatic tokenizer.
The results for named-entity recognition, in terms of the F1 measure (see
section 4.1.2), are listed in table 8.4. Introducing word-cluster features for
named-entity recognition reduces relative errors on the test set by 21% (39%
on the development set) on average. Broken down per language, reductions
on the test set vary from substantial for Dutch (30%) and English (26%), down
to more modest for German (17%) and Spanish (12%). The addition of clus-
ter features most markedly improves recognition of the per category, with
an average error reduction on the test set of 44%, while the reductions for
org (19%), loc (17%) and misc (10%) are more modest, but still signicant.
Although our results are below the best reported results for English and Ger-
man (Lin and Wu, 2009; Faruqui and Padó, 2010), the relative improvements
of adding word clusters are in line with previous results on named-entity
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Table 8.3. Results of supervised parsing, as measured with labeled attachment score
(LAS) on the test set. All improvements are statistically signicant (p < 0.05), except for
French (fr) and Dutch (nl).
Language no clusters clusters
da 84.3 85.8
de 88.9 89.5
el 76.1 77.3
en 90.3 90.7
es 82.8 83.6
fr 85.7 85.7
it 81.4 82.2
ko 82.0 83.6
nl 77.2 77.8
pt 86.9 87.6
ru 83.5 86.0
sv 84.7 86.5
zh 74.9 75.5
avg 83.0 84.0
recognition for English. Miller et al. (2004); Turian et al. (2010) report error
reductions of approximately 25% by adding word-cluster features. Slightly
higher reductions where achieved for German by Faruqui and Padó (2010),
who report a reduction of 22%. Note that we did not tune hyper-parameters
of the supervised learning methods and of the clustering method, such as the
number of clusters (Turian et al., 2010; Faruqui and Padó, 2010), and that we
did not apply any heuristic for data cleaning such as that used by Turian et al.
(2010).
8.3 Cross-Lingual Word Clusters
All results of the previous section rely on the availability of large quanti-
ties of language specic annotations for each task. Cross-lingual transfer
methods have recently been shown to hold promise as a way to at least par-
tially sidestep the demand for labeled data; see chapter 7. The aim of these
methods is to use knowledge induced from labeled resources in one or more
resource-rich source languages to construct systems for resource-poor target
languages in which no or few such resources are available.
As discussed in chapter 7, an eective way to achieve this — in particular
in the case of syntactic dependency parsing — is by means of delexicalized
model transfer (Zeman and Resnik, 2008; McDonald et al., 2011). The ap-
proach works as follows: for a given training set, the learner ignores all lex-
ical identities and only observes features over other characteristics, such as
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Table 8.4. Results of supervised named-entity recognition, as measured with F1-score on
the CoNLL 2002/2003 development and test sets.
de en es nl avg
no clusters 65.4 89.2 75.0 75.7 76.3
clusters 74.8 91.8 81.1 84.2 83.0
↑ development set ↓ test set
no clusters 69.1 83.5 78.9 79.6 77.8
clusters 74.4 87.8 82.0 85.7 82.5
“universal” part-of-speech tags and direction of syntactic attachment. Since
the model is trained strictly with features that are available across languages,
a model trained on an annotated source language data set can directly be ap-
plied to target language text. This simple approach has been shown to outper-
form a number of state-of-the-art unsupervised and transfer-based baselines.
However, the strict reliance on coarse-grained non-lexical features limits its
eectiveness.
In the remainder of this chapter, we seek to address this issue by supple-
menting the restricted set of coarse-grained features with features derived
from cross-lingual word clusters. A cross-lingual word clustering is a cluster-
ing of words in two languages, such that the clusters correspond to meaning-
ful cross-lingual properties. For example, prepositions from both languages
should be in the same cluster, proper names from both languages in another
cluster, and so on. By adding features dened over these clusters, we can
to some degree robustly re-lexicalize the delexicalized models, while main-
taining the “universality” of the features. Figure 8.1 outlines our approach
as applied to syntactic dependency parsing. Assuming that we have an al-
gorithm for generating cross-lingual word clusters (see section 8.3), we can
augment the delexicalized parsing algorithm to use these word-cluster fea-
tures at training and testing time.
In order to further motivate the proposed approach, consider the accuracy
of the supervised English parser. A parser with lexical, part-of-speech and
cluster features achieves a LAS of 90.7; see table 8.3. If we remove all lexical
and cluster features, the same parser achieves 83.1%. However, if we add back
just the cluster features, the accuracy jumps back up to 89.5%, which is only
1.2% below the fully lexicalized parser. Thus, if we can accurately learn cross-
lingual clusters, there is hope of regaining some of the accuracy lost due to
the delexicalization process. We hypothesize that this is especially important
for recovering dependency label information. While unlabeled dependencies
are largely determined by part-of-speech information, successful prediction
of relations such as subj and obj is likely to require more ne-grained in-
formation. This is likely an issue particularly in the cross-lingual transfer
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setting, where the parser is not able to rely on word-order information to the
same degree.
8.3.1 Cluster Projection
Our rst method for inducing cross-lingual clusters has two stages. First,
the word types of a source language (S) is clustered as in the monolingual
case; see section 8.1. We then project these monolingual source language
clusters to a target language (T), using word-aligned bitext. Assume that
we are given two aligned token sequences x S = (x S1 , x S2 , . . . , x Sm) and xT =
(xT1 , xT2 , . . . , xTn ), where m =
∣∣x S ∣∣ and n = ∣∣xT ∣∣. Let AT |S be a set of scored
and ltered word-alignments from the source language sequence to the tar-
get language sequence, where (xTi , x Sai , si ,ai ) ∈ AT |S is an alignment from
the ai th source token to the ith target token, with alignment score si ,ai ≥ δ .
Here, the alignment score corresponds to the conditional alignment proba-
bility p(xTi | x Sai ), provided by the alignment model. Throughout, we ignore
all ϵ-alignments — that is, all unaligned tokens are ignored — and we use
δ = 0.95. The shorthand i ∈ AT |S is used to denote the target tokens xTi that
are aligned to some source token x Sai .
Provided a monolingual source language clustering Z S , the target word
type vT ∈ VT is simply assigned to the cluster with which it is most often
aligned, taking alignment scores into account:
(8.3)ZT (vT ) = arg max
k∈[1 ,K]
∑
i∈AT |S
1
[
xTi = vT ∧ Z S (x Sai ) = k
]
si ,ai ,
where we treat the whole bitext as one long sequence of aligned tokens, so
that AT |S is the set of all alignments in the full bitext. We refer to the cross-
lingual clusters assembled in this way as projected clusters.
8.3.2 Joint Cross-Lingual Clustering
The simple projection approach just described has two potential drawbacks.
First, it only provides a clustering of those target language words that occur in
the word-aligned bitext, which is typically orders of magnitude smaller than
our monolingual data sets. Second, the mapped clustering may not necessar-
ily correspond to an acceptable target language clustering in terms of mono-
lingual likelihood. In order to address these issues, we propose the following
more complex model. First, to nd clusterings that are good according to both
the source and target language, and to make use of more unlabeled data, we
model token sequences in each language by the monolingual language model
in eq. (8.1). Denote the objective functions — corresponding to eq. (8.2) —
of these monolingual models by JS (x S ;Z S ) and JT (xT ;ZT ), respectively. Sec-
ond, we constrain the clusterings dened by these individual models to agree
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Algorithm 4 Cross-Lingual Word Clustering
Randomly initialize source and target clusterings Z S and ZT .
for n = 1 . . .N do
1. Find Ẑ S ≈ arg minZ S ∈Z(x S ,VS ) JS (x S ;Z S ). (†)
2. Project Ẑ S to ZT using eq. (8.3).
— keep cluster of non-projected words in ZT xed.
3. Find ẐT ≈ arg minZT ∈Z(xT ,VT ) JT (xT ;ZT ). (†)
4. Project ẐT to Z S using eq. (8.3).
— keep cluster of non-projected words in Z S xed.
end for
† Equation (8.2) optimized with the exchange algorithm, keeping the clus-
ter assignment from the projection step xed.
via the word alignments. This is achieved with the simple alternating proce-
dure outlined in algorithm 4, in which we iteratively minimize JS (x S ;Z S ) and
JT (xT ;ZT ) with respect to the source- and target-language clusterings, while
simultaneously enforcing the cross-lingual cluster constraints. In this way we
can generate cross-lingual clusterings using all the monolingual data while
still making sure that the clusters are consistent between both languages. We
refer to the clusters induced with this method as x-lingual clusters.
In practice we found that each unconstrained monolingual run of the ex-
change algorithm (lines 1 and 3) tends to move the clustering away from one
that obeys the word alignment constraints, which makes the procedure prone
to diverge. Fixing the clustering of the words that are assigned clusters in the
projection stages (lines 2 and 4) and only clustering the remaining words give
more stable results. However, we found that iterating the procedure has little
eect on model transfer performance and we therefore set N = 1 for all sub-
sequent experiments. In this case the monolingual target language model is
only used to expand the projected clustering, which has the eect of increas-
ing coverage to word types in the target language that do not occur in the
much smaller bitext.
8.4 Cross-Lingual Experiments
We next conduct an empirical evaluation of cross-lingual word-cluster fea-
tures for cross-lingual model transfer. As in the rst part of the chapter, we
consider the use of these clusters for both syntactic dependency parsing and
named-entity recognition.
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8.4.1 Experimental Setup
In our rst set of experiments on using cross-lingual cluster features, we eval-
uate the use of model transfer of a parser trained with English as the source
language to the ten Indo-European languages listed in section 8.2. The En-
glish source-parser is trained on Stanford-style dependencies (De Marnee
et al., 2006). We exclude Korean and Chinese from this study, as initial exper-
iments proved model transfer a poor technique when transferring parsers
between such diverse languages. However, see chapter 9 for methods that
facilitate transfer between more diverse languages.
We study the impact of using cross-lingual cluster features by comparing
the strong delexicalized baseline model of McDonald et al. (2011), which only
has features derived from universal part-of-speech tags, projected from En-
glish with the method of Petrov et al. (2012), to the same model when adding
features derived from cross-lingual clusters. In both cases the feature models
are the same as those used in section 8.2.2, except that they are delexicalized
by removing all lexical word-identity features. We evaluate both the pro-
jected clusters and the x-lingual clusters.
For these experiments we train the averaged structured perceptron for
only ve epochs. This is done in order to prevent over-tting, which is an
acute problem in this setting, due to the divergence between the source and
target languages. Furthermore, in accordance with standard practice in stud-
ies on cross-lingual transfer, we only evaluate the unlabeled attachment score
(UAS, see section 4.1.2). This is due to the fact that each treebank uses a dif-
ferent — possibly non-overlapping — label set, as discussed in chapter 7.
In our second set of experiments, we evaluate model transfer of a named-
entity recognition system trained on English to German, Spanish and Dutch.
We use the same feature models as in the monolingual case, with the excep-
tion that we use universal part-of-speech tags, automatically predicted with
the method of Das and Petrov (2011), for all languages. Furthermore, the
capitalization feature is removed when transferring from English to German.
Capitalization is both a prevalent and a highly predictive feature of named
entities in English, Spanish and Dutch. However, it is even more prevalent
in German, but has very low predictive power, since all nouns in German are
capitalized.
Interestingly, while delexicalization has shown to be important for model
transfer of dependency parsers (McDonald et al., 2011), we noticed in pre-
liminary experiments that it substantially degrades performance for named-
entity recognition. We hypothesize that this is because word features are pre-
dictive of common proper names and that these are often translated directly
across languages, at least in the case of newswire text. As for the transfer
parser, when training the source named-entity recognition model, we regu-
larize the model more heavily by setting the regularization hyper-parameter
to λ = 10.
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Table 8.5. Results of model transfer for dependency parsing from English in terms of
unlabeled attachment score (UAS). only subject/object – UAS measured only over
words marked as subject/object in the evaluation data.
all relations only subject/object
Lang. no cl. projected x-lingual no cl. projected x-lingual
da 36.7 38.9 38.7 44.6 49.8 49.2
de 48.9 50.3 50.7 56.7 57.1 59.0
el 59.5 61.1 63.0 67.2 72.2 72.5
es 60.2 62.6 62.9 60.7 65.9 65.9
fr 70.0 71.6 72.1 77.4 80.4 80.9
it 64.6 68.6 68.8 64.6 70.5 72.7
nl 52.8 54.5 54.3 59.5 67.0 65.7
pt 66.8 70.7 71.0 53.3 62.6 62.5
ru 29.7 32.9 34.4 29.3 34.6 37.2
sv 55.4 57.0 56.9 57.3 65.0 64.4
avg 54.5 56.8 57.3 57.1 62.5 63.0
All word alignments for the cross-lingual clusterings were produced with
the dual-decomposition aligner of DeNero and Macherey (2011) using 10.5
million (Danish) to 12.1 million (French) sentences of general aligned web
data, from sources such as news text, consumer review sites, and so on.
8.4.2 Results
Table 8.5 lists the results of the transfer experiments for dependency pars-
ing. The baseline results are comparable to those in McDonald et al. (2011)
and thus also signicantly outperform the results of recent unsupervised ap-
proaches (Berg-Kirkpatrick and Klein, 2010; Naseem et al., 2010). Importantly,
cross-lingual cluster features are helpful across the board and give a rela-
tive error reduction ranging from 3% for Danish to 13% for Portuguese, with
an average reduction of 6%, in terms of unlabeled attachment score (UAS).
This shows the utility of cross-lingual cluster features for syntactic transfer.
However, x-lingual clusters provides roughly the same performance as
projected clusters suggesting that even simple methods of cross-lingual
clustering are sucient for model transfer dependency parsing.
Remember from the discussion in chapter 7 that due to the divergences
between source and target language annotation style, these results are likely
to be under-estimating the parsers’ actual ability to predict Stanford-style
dependencies in the target languages. To highlight this point we run two
additional experiments. First, linguists who are also uent speakers of Ger-
man, re-annotated the German test set to make the annotation consistent
with Stanford-style dependencies. Using this data, no clusters obtains 60.0%
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Table 8.6. Results of model transfer for named-entity recognition from English in terms
of average F1-score on the CoNLL 2002/2003 development and test sets.
de es nl avg
no clusters 25.4 49.5 49.9 41.6
projected clusters 39.1 62.1 61.8 54.4
x-lingual clusters 43.1 62.8 64.7 56.9
↑ development set ↓ test set
no clusters 23.5 45.6 48.4 39.1
projected clusters 35.2 59.1 56.4 50.2
x-lingual clusters 40.4 59.3 58.4 52.7
UAS, projected clusters 63.6% and x-lingual clusters 64.4%. When com-
pared to the scores on the original data set (48.9%, 50.3% and 50.7%, respec-
tively) we can see not only that the baseline system is doing much better,
but that the improvement from cross-lingual clustering is much more pro-
nounced. Next, we investigated the accuracy of subject and object dependen-
cies, as these are often annotated in similar ways across treebanks, typically
modifying the main verb of the sentence. The right half of table 8.5 shows the
scores when restricted to such dependencies in the gold data. We measure the
percentage of dependents in subject and object relations that modify the cor-
rect word. Indeed, here we see the dierence in performance become clearer,
with the cross-lingual cluster model reducing errors by 14% relative to the
non-cross-lingual model and upwards of 22% relative for Italian. These nd-
ings support the hypothesis that the results in table 8.5 are under-estimating
the eectiveness of the transfer models.
We now turn to the results of the transfer experiments for named-entity
recognition, shown in table 8.6. While the performance of the transfer sys-
tems is very poor when no word clusters are used, adding cross-lingual word
clusters give substantial improvements across all languages. The simple pro-
jected clusters work well, but the x-lingual clusters provide even larger
improvements. On average the latter reduce errors on the test set by 22% in
terms of F1 and up to 26% for Spanish. We also measure how well the trans-
ferred named-entity recognition systems are able to detect entity boundaries
(ignoring the entity categories). Here, on average, the best clusters provide a
24% relative error reduction on the test set (75.8 versus 68.1 F1).
To our knowledge there are no comparable results on transfer learning
of named-entity recognition systems. Although the results of the transfer
systems are substantially below those of fully supervised systems, two points
should be raised: First, the comparison to supervised results might be slightly
unfavorable, since while the domains in the supervised case are in perfect
alignment, this is not the case for the transfer systems (although all data sets
studied here belong to the genre of news text). Second, looking at the results
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of entity boundary detection of the transfer systems (based on evaluations
not included here), it seems plausible that the label-specic predictions could
be substantially improved by using manually, or automatically, constructed
language specic gazetteers.
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9. Target Language Adaptation of
Discriminative Transfer Parsers
In the previous chapter, we studied the use of cross-lingual word clusters
as a way to extend the delexicalized features typically employed in cross-
lingual model transfer. While these features were shown to be useful for
cross-lingual transfer of both syntactic dependency parsers and named-entity
recognizers, the method used for inducing the cross-lingual clusters relies
on the availability of bitext (or potentially other resources such as bilingual
dictionaries). This somewhat restrict its applicability, as such resources may
not always be available in large enough quantities, if at all. Furthermore,
for a given target language, bitext is typically available only with a small
number of source languages (predominantly English) and as we observed in
the previous chapter, transfer across typologically divergent languages tend
to not work very well.
In contrast, this chapter considers extensions to delexicalized model trans-
fer which do not rely on any bitext or other bilingual resources. Specically,
we consider the multi-source transfer setting briey discussed in section 7.2.3,
focusing on methods for target language adaptation of delexicalized discrim-
inative graph-based dependency parsers. We rst show how recent insights
on selective parameter sharing, based on typological and language-family fea-
tures, can be applied to discriminative parsers by carefully decomposing the
features of the parser. We then show how the parser can be relexicalized and
adapted using unlabeled target language data and a learning method that can
incorporate diverse knowledge sources through ambiguous labelings. In the
latter scenario, we exploit two sources of knowledge: arc marginals derived
from the base parser in a self-training algorithm, and arc predictions from
multiple transfer parsers in an ensemble-training algorithm. Our nal model
outperforms the state of the art in multi-source transfer parsing on 15 out of
16 evaluated languages.
9.1 Multi-Source Delexicalized Transfer
Learning with multiple languages has been shown to benet unsupervised
learning (Cohen and Smith, 2009; Snyder and Barzilay, 2010; Berg-Kirkpatrick
and Klein, 2010). Annotations in multiple languages can be combined in
delexicalized transfer as well, as long as the parser features are available
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Table 9.1. Typological features from WALS (Dryer and Haspelmath, 2011) proposed
for selective sharing by Naseem et al. (2012). Feature 89A has the same value for all
studied languages, while 88A diers only for Basque. Both of these features are therefore
subsequently excluded.
Feature Description
81A Order of Subject, Object and Verb
85A Order of Adposition and Noun
86A Order of Genitive and Noun
87A Order of Adjective and Noun
88A Order of Demonstrative and Noun
89A Order of Numeral and Noun
across the involved languages. This idea was explored by McDonald et al.
(2011), who showed that target language accuracy can be improved by sim-
ply concatenating delexicalized treebanks in multiple languages. In similar
work, Cohen et al. (2011) proposed a mixture model in which the parameters
of a generative target language parser is expressed as a linear interpolation
of source language parameters, whereas Søgaard (2011) showed that target
side language models can be used to selectively subsample training sentences
from the source languages to improve accuracy. Recently, inspired by the
phylogenetic prior of Berg-Kirkpatrick and Klein (2010), Søgaard and Wul
(2012) proposed — among other ideas — a typologically informed weight-
ing heuristic for linearly interpolating source language parameters. How-
ever, this weighting did not provide signicant improvements over uniform
weighting.
The aforementioned approaches work well for transfer between similar
languages. However, their assumptions cease to hold for typologically diver-
gent languages; a target language can rarely be described as a linear combina-
tion of data or model parameters from a set of source languages, as languages
tend to share varied typological traits. This critical insight is discussed fur-
ther in section 9.3.
To account for this issue, Naseem et al. (2012) recently introduced a novel
generative model of dependency parsing, in which the generative process is
factored into separate steps for the selection of dependents and their ordering.
The parameters used in the selection step are all language independent, cap-
turing only head-dependent attachment preferences. In the ordering step,
however, parameters are selectively shared between subsets of source lan-
guages based on typological features of the languages extracted from WALS
— the World Atlas of Language Structures (Dryer and Haspelmath, 2011).1
Table 9.1 lists the typological features used, while table 9.2 shows the values
of these features for the languages studied by Naseem et al., as well as in the
1WALS is available at hp://wals.info/ — December 9, 2012.
142
Table 9.2. Values of the typological features from WALS for the studied languages.
Lang. 81A 85A 86A 87A
ar VSO Prepositions Noun-Genitive Noun-Adjective
bg SVO Prepositions No dominant Adjective-Noun
ca SVO Prepositions Noun-Genitive Noun-Adjective
cs SVO Prepositions No dominant Adjective-Noun
de No dominant Prepositions Noun-Genitive Adjective-Noun
el No dominant Prepositions Noun-Genitive Adjective-Noun
en SVO Prepositions No dominant Adjective-Noun
es SVO Prepositions Noun-Genitive Noun-Adjective
eu SOV Postpositions Genitive-Noun Noun-Adjective
hu No dominant Postpositions Genitive-Noun Adjective-Noun
it SVO Prepositions Noun-Genitive Noun-Adjective
ja SOV Postpositions Genitive-Noun Adjective-Noun
nl No dominant Prepositions Noun-Genitive Adjective-Noun
pt SVO Prepositions Noun-Genitive Noun-Adjective
sv SVO Prepositions Genitive-Noun Adjective-Noun
tr SOV Postpositions Genitive-Noun Adjective-Noun
zh SVO No dominant Genitive-Noun Adjective-Noun
experiments presented later in this chapter. In the transfer scenario, where
no supervision is available in the target language, this parser achieves state-
of-the-art-performance across a number of languages; in particular for target
languages with a word order divergent from the source languages.
However, the generative model of Naseem et al. is quite impoverished.
In the fully supervised setting, it obtains substantially lower accuracies com-
pared to a standard arc-factored graph-based parser (McDonald et al., 2005).
On average, over 16 languages,2 the generative model trained with full su-
pervision on the target language obtains an accuracy of 67.1%. A comparable
lexicalized discriminative arc-factored model (McDonald et al., 2005) obtains
84.1%. Even when delexicalized, this model achieves 78.9%. As shown in
table 9.3, this gap in supervised accuracy holds for all 16 languages. Thus,
while selective sharing is a powerful device for transferring parsers across
languages, the underlying generative model used by Naseem et al. (2012) re-
stricts its potential performance.
9.2 Basic Models and Experimental Setup
Inspired by the superiority of discriminative graph-based parsing in the su-
pervised scenario, we investigate whether the insights of Naseem et al. (2012)
on selective parameter sharing can be incorporated into such models in the
2Based on the results presented in Naseem et al. (2012), excluding English.
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Table 9.3. Supervised accuracies of the generative selective sharing model (Table 2,
column “MLE” in Naseem et al. (2012)) versus discriminative arc-factored log-linear
models with delexicalized features and lexicalized features.
Arc-Factored
Language Generative Delexicalized Lexicalized
ar 64.2 74.0 82.6
bg 71.0 86.5 90.0
ca 72.1 86.3 91.7
cs 58.9 68.8 83.4
de 58.0 83.0 86.6
el 70.5 79.3 83.1
es 65.3 78.7 84.3
eu 51.6 64.8 68.7
hu 61.6 77.1 79.9
it 72.3 81.7 83.9
ja 75.6 84.2 92.2
nl 58.0 70.8 76.3
pt 79.6 86.2 88.3
sv 73.0 84.0 87.3
tr 67.6 73.2 78.4
zh 73.5 83.6 89.3
avg 67.1 78.9 84.1
transfer scenario. This section reviews the basic graph-based parser frame-
work and the experimental setup that will be used throughout. Section 9.3
delves into details on how to incorporate selective sharing in this model. Fi-
nally, section 9.4 describes how learning with ambiguous labelings in this
parser can be used to further adapt the parser to the target language, both
through self-training and through ensemble-training.
9.2.1 Discriminative Graph-Based Parser
Recall the discriminative arc-factored parsing model from section 3.2.2 and
the discriminative probabilistic formulation described in section 3.4. Let x ∈
X denote an input sentence and lety ∈ Y(x ) denote a dependency tree, where
Y(x ) is the set of well-formed trees spanning x . In what follows, we will
restrict Y(x ) to be the set of projective trees spanning x , but all our methods
are equally applicable in the non-projective case.3 Provided a vector of model
parameters θ , the probability of a dependency tree y ∈ Y(x ), conditioned on
3We do however hypothesize that projectivity constraints may be useful for guiding learning
in the case of ambiguous supervision, as discussed in section 9.4.1.
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a sentence x , has the standard log-linear conditional form:
pθ (y | x ) = exp
{
θ>Φ(x ,y)
}∑
y ′∈Y(x ) exp
{
θ>Φ(x ,y ′)
} .
Without loss of generality, we restrict ourselves to rst-order models, where
the feature function Φ(x ,y) factors over individual arcs in y, such that
Φ(x ,y) =
∑
(h ,d)∈y
ϕ(x ,h,d) ,
where h ∈ [0, |x |] and d ∈ [1, |x |] are the indices of the head word and the
dependent word of the arc, respectively, with h = 0 representing a dummy
root token. Taking log loss as the surrogate loss function for empirical risk
minimization (see section 4.1.3), the model parameters are estimated by min-
imizing the negative log-likelihood of the training data D = {(x (j) ,y(j))}mj=1:
J (θ ;D) = −
m∑
j=1
logpθ (y(j) | x (j)) .
The standard gradient-based L-BFGS algorithm (Liu and Nocedal, 1989) is
used to maximize the log-likelihood, while Eisner’s algorithm (Eisner, 1996)
is used for inference of the Viterbi parse and arc-marginals. When using
delexicalized features there is no need to apply a regularizer (see section 4.1.1)
as these features are too coarse for the model to overt.
9.2.2 Data Sets and Experimental Setup
To facilitate comparison with the state of the art, we use the same treebanks
and experimental setup as Naseem et al. (2012). Notably, we use the map-
ping proposed by Naseem et al. (2010) to map from ne-grained treebank
specic part-of-speech tags to coarse-grained “universal” tags, rather than
the more recent mapping proposed by Petrov et al. (2012). For each target
language evaluated, the treebanks of the remaining languages are used as
labeled training data, while the target language treebank is used for testing
only (in section 9.4 a dierent portion of the target language treebank is addi-
tionally used as unlabeled training data). We refer the reader to Naseem et al.
(2012) for detailed information on the dierent treebanks. Due to divergent
treebank annotation guidelines, which makes ne-grained evaluation di-
cult, all results are evaluated in terms of unlabeled attachment score (UAS).
Following Naseem et al. (2012), we use gold part-of-speech tags and evaluate
only on sentences of length 50 or less excluding punctuation. The two-letter
abbreviations from the ISO 639-1 standard (see appendix A) are used when
referring to the languages in tables.
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Delexicalized MSTParser
dir ⊗ len
[dir ⊗ len] ⊗ h.p
[dir ⊗ len] ⊗ d.p
[dir ⊗ len] ⊗ h.p ⊗ d.p
[dir ⊗ len] ⊗ h.p ⊗ h+1.p ⊗ d−1.p ⊗ d.p
[dir ⊗ len] ⊗ h−1.p ⊗ h.p ⊗ d−1.p ⊗ d.p
[dir ⊗ len] ⊗ h.p ⊗ h+1.p ⊗ d.p ⊗ d+1.p
[dir ⊗ len] ⊗ h−1.p ⊗ h.p ⊗ d.p ⊗ d+1.p
h.p ⊗ between.p ⊗ d.p
Bare
len; [len] ⊗ h.p; [len] ⊗ d.p; [len] ⊗ h.p ⊗ d.p
Selectively shared
dir ⊗ wals.81A ⊗ 1 [h.p = VERB ∧ d.p = NOUN]
dir ⊗ wals.81A ⊗ 1 [h.p = VERB ∧ d.p = PRON]
dir ⊗ wals.85A ⊗ 1 [h.p = ADP ∧ d.p = NOUN]
dir ⊗ wals.85A ⊗ 1 [h.p = ADP ∧ d.p = PRON]
dir ⊗ wals.86A ⊗ 1 [h.p = NOUN ∧ d.p = NOUN]
dir ⊗ wals.87A ⊗ 1 [h.p = NOUN ∧ d.p = ADJ]
Figure 9.1. Feature templates used in the arc-factored parser models. Direction: dir ∈
{LEFT, RIGHT}. Dependency length: len ∈ {1, 2, 3, 4, 5+}. Part of speech of head /
dependent / words between head and dependent: h.p / d.p / between.p ∈ {NOUN,
VERB, ADJ, ADV, PRON, DET, ADP, NUM, CONJ, PRT, PUNC, X}; token to the left / right
of x: x−1 / x+1; WALS features: wals.Y for Y = 81A, 85A, 86A, 87A (see tables 9.1
and 9.2). [·] denotes an optional template; for example, [dir ⊗ len] ⊗ h.p ⊗ d.p
expands to templates dir ⊗ len ⊗ h.p ⊗ d.p and h.p ⊗ d.p, that is, the template also
falls back on its undirectional variant.
9.2.3 Baseline Models
We compare our models to two multi-source baseline models. The rst base-
line, NB&G, is the generative model with selective parameter sharing from
Naseem et al. (2012).4 This model is trained without target language data,
but we investigate the use of such data in section 9.4.2. The second baseline,
Delex, is a delexicalized projective version of the well-known graph-based
MSTParser (McDonald et al., 2005). The feature templates used by this model
are shown in the top of g. 9.1. Note that there is no selective sharing in this
model.
4Model “D-,To” in Table 2 from Naseem et al. (2012).
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The second and third columns of table 9.4 show the unlabeled attachment
scores of the baseline models for each target language. We see that Delex per-
forms well on target languages that are related to the majority of the source
languages. However, for languages that diverge from the Indo-European
majority family, the selective sharing model, NB&G, achieves substantially
higher accuracies.
9.3 Feature-Based Selective Sharing
The results for the baseline models are not surprising considering the feature
templates used by Delex. There are two fundamental issues with these fea-
tures when used for direct transfer. First, all but one template include the arc
direction. Second, several features are sensitive to local word order. As an
example, consider the feature template
[dir ⊗ len] ⊗ h.p ⊗ h+1.p ⊗ d−1.p ⊗ d.p ,
which models direction (dir) and length (len), as well as word order in the
local contexts of the head (h.p⊗h+1.p) and the dependent (d−1.p⊗d.p). Such
features do not transfer well across typologically diverse languages.
In order to verify that these issues are the cause of the poor performance
of the Delex model, we remove all directional features and all features that
model local word order from Delex. The feature templates of the resulting
Bare model are shown in the middle of g. 9.1. These features only model
selectional preferences and dependency length, analogously to the selection
component of Naseem et al. (2012). The performance of Bare is shown in the
fourth column of table 9.4. The removal of most of the features results in a
performance drop on average. However, for languages outside of the Indo-
European family, Bare is often more accurate, especially for Basque, Hungar-
ian and Japanese, which supports our hypothesis.
9.3.1 Sharing Based on Typological Features
After removing all directional features, we now carefully reintroduce them.
Inspired by Naseem et al. (2012), we make use of the typological features
from WALS (Dryer and Haspelmath, 2011), listed in table 9.1, to selectively
share directional parameters between languages. As a natural rst attempt
at sharing parameters, one might consider forming the cross-product of all
features of Delex with all WALS properties, similarly to a common domain
adaptation technique (Daumé III, 2007; Finkel and Manning, 2009). However,
this approach has two issues. First, it results in a huge number of features,
making the model prone to overtting. Second, and more critically, it ties
together languages via features for which they are not typologically similar.
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Table 9.4. Unlabeled attachment scores of the multi-source transfer models. Boldface
numbers indicate the best result per language. Underlined numbers indicate languages
whose group is not represented in the training data (these default to Share under Similarity
and Family). NB&G is the “D-,To” model in Table 2 from Naseem et al. (2012).
Discriminative Arc-Factored Models
Language NB&G Delex Bare Share Similar Family
ar 57.2 43.3 43.1 52.7 52.7 52.7
bg 67.6 64.5 56.1 65.4 62.4 65.4
ca 71.9 72.0 58.1 66.1 80.2 77.6
cs 43.9 40.5 43.1 42.5 45.3 43.5
de 54.0 57.0 49.3 55.2 58.1 59.2
el 61.9 63.2 57.7 62.9 59.9 63.2
es 62.3 66.9 52.6 59.3 69.0 67.1
eu 39.7 29.5 43.3 46.8 46.8 46.8
hu 56.9 56.2 60.5 64.5 64.5 64.5
it 68.0 70.8 55.7 63.5 74.6 72.5
ja 62.3 38.9 50.6 57.1 64.6 65.9
nl 56.2 57.9 51.6 55.0 51.8 56.8
pt 76.2 77.5 63.0 72.7 78.4 78.4
sv 52.0 61.4 55.9 58.8 48.8 63.5
tr 59.1 37.4 36.0 41.7 59.5 59.4
zh 59.9 45.1 47.9 54.8 54.8 54.8
avg 59.3 55.1 51.5 57.4 60.7 62.0
Consider English and French, which are both prepositional and thus have the
same value for WALS property 85A. Among other features, these languages
would end up sharing a parameter for the feature
[dir ⊗ len] ⊗ 1 [h.p = NOUN] ⊗ 1 [d.p = ADJ] ⊗ wals.85A ;
yet they have the exact opposite direction of attachment preference when it
comes to nouns and adjectives. This problem applies to any parameter mixing
method that treats all the parameters as equal.
Like Naseem et al. (2012), we instead share parameters more selectively.
Our strategy is to use the relevant part-of-speech tags of the head and de-
pendent to select which parameters to share, based on very basic linguistic
knowledge. The resulting features are shown in the bottom of g. 9.1. For
example, there is a shared directional feature that models the order of Sub-
ject, Object and Verb by conjoining WALS feature 81A with the arc direction
and an indicator feature that res only if the head is a verb and the depen-
dent is a noun. These features would not be very useful by themselves, so
we combine them with the Bare features. The accuracy of the resulting Share
model is shown in column ve of table 9.4. Although this model still performs
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worse than NB&G, it is an improvement over the Delex baseline and actually
outperforms the former on 5 out of the 16 languages.
9.3.2 Sharing Based on Language Groups
While Share models selectional preferences and arc directions for a subset of
dependency relations, it does not capture the rich local word order informa-
tion captured by Delex. We now consider two ways of selectively including
such information based on language similarity. While more complex sharing
could be explored (Berg-Kirkpatrick and Klein, 2010), we use a at structure
and consider two simple groupings of the source and target languages.
First, the Similar model consists of the features used by Share together
with the features from Delex in g. 9.1. The latter are conjoined with an
indicator feature that res only when the source and target languages share
values for all the WALS features in table 9.1. This is accomplished by adding
the template
f ⊗ [wals.81A ⊗ wals.85A ⊗ wals.86A ⊗ wals.87A ⊗ wals.88A]
for each feature template f in Delex. This groups: 1) Catalan, Italian, Por-
tuguese and Spanish; 2) Bulgarian, Czech and English; 3) Dutch, German and
Greek; and 4) Japanese and Turkish. The remaining languages do not share all
WALS properties with at least one source language and thus revert to Share,
since they cannot exploit these grouped features.
Second, instead of grouping languages according to WALS, the Family
model is based on a simple subdivision into Indo-European languages (Bul-
garian, Catalan, Czech, Greek, English, Spanish, Italian, Dutch, Portuguese,
Swedish) and Altaic languages (Japanese, Turkish). This is accomplished
with indicator features analogous to those used in Similar. The remaining
languages are again treated as isolates and revert to Similar.
The results for these models are given in the last two columns of table 9.4.
We see that by adding these rich features back into the fold, but having them
re only for languages in the same group, we can signicantly increase the
performance — from 57.4% to 62.0% on average when considering Family. If
we consider our original Delex baseline, we see an absolute improvement
of 6.9% on average and a relative error reduction of 15%. Particular gains
are seen for non-Indo-European languages. For example, Japanese increases
from 38.9% to 65.9%. Furthermore, Family achieves a 7% relative error reduc-
tion over the NB&G baseline and outperforms it on 12 of the 16 languages.
This shows that a discriminative graph-based parser can achieve higher ac-
curacies compared to generative models when the features are carefully con-
structed.
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9.4 Target Language Adaptation
While some higher-level linguistic properties of the target language have
been incorporated through selective sharing, so far no features specic to
the target language have been employed. Cohen et al. (2011) and Naseem
et al. (2012) have shown that using expectation-maximization (EM) to this
end can in some cases bring substantial accuracy gains. For discriminative
models, self-training has been shown to be quite eective for adapting mono-
lingual parsers to new domains (McClosky et al., 2006), as well as for relexical-
izing delexicalized parsers using unlabeled target language data (Zeman and
Resnik, 2008). Similarly Täckström (2012) used self-training to adapt a multi-
source cross-lingual named-entity recognizer to dierent target languages,
“relexicalizing” the model with word cluster features native to the target lan-
guage. However, as discussed in the next section, standard self-training is
suboptimal for such target language adaptation.
9.4.1 Ambiguity-Aware Training
In this section, we propose a related training method based on ambiguous su-
pervision; see section 5.1. In this setting a discriminative probabilistic model
is induced from automatically inferred ambiguous labelings over unlabeled
target language data, in place of gold-standard dependency trees. The am-
biguous labelings can combine multiple sources of evidence to guide the es-
timation or simply encode the underlying uncertainty from the base parser.
This uncertainty is marginalized out during training. The structure of the out-
put space, for example, projectivity and single-headedness constraints, along
with regularities in the feature space, can together guide the estimation, sim-
ilar to what occurs with the expectation-maximization algorithm.
Core to this method is the idea of an ambiguous labeling y˜(x ) ⊂ Y(x ), which
encodes a set of possible dependency trees for an input sentence x . In sub-
sequent sections we describe how to dene such labelings. Critically, y˜(x )
should be large enough to capture the correct labeling, but on the other hand
small enough to provide concrete guidance for model estimation. Ideally, y˜(x )
will capture heterogenous knowledge that can aid the parser in target lan-
guage adaptation. In a rst-order arc-factored model, we dene y˜(x ) in terms
of a collection of ambiguous arc sets A(x ) = {A(x ,d)} |x |d=1, where A(x ,d) de-
notes the set of ambiguously specied heads for the dth token in x . Then,
y˜(x ) is dened as the set of all projective dependency trees spanning x that
can be assembled from the arcs in A(x ).
Methods for learning with ambiguous labelings have previously been pro-
posed in the context of multi-class classication (Jin and Ghahramani, 2002),
sequence-labeling (Dredze et al., 2009), log-linear lexical-functional grammar
(LFG) parsing (Riezler et al., 2002), as well as for discriminative reranking of
generative constituency parsers (Charniak and Johnson, 2005). In contrast to
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Dredze et al. (2009), who allow weights to be assigned to partial labels, we
assume that the ambiguous arcs are weighted uniformly. For target language
adaptation, these weights would typically be derived from unreliable sources
and we do not want to train the model to simply mimic their beliefs. Further-
more, with this assumption we can directly apply the latent log loss (see sec-
tion 5.2.1), which means that learning is achieved by minimizing the negative
marginal log-likelihood of the ambiguous training set D˜ = {(x (j) , y˜(x (j))}mj=1:
J (θ ; D˜) = −
m∑
j=1
log
 ∑
y∈y˜(x ( j))
pθ (y | x (j))
 + λ ‖θ ‖22 .
In minimizing the negative marginal log-likelihood, the model is free to dis-
tribute probability mass among the trees in the ambiguous labeling to its
liking, as long as the marginal log-likelihood improves. The same objective
function was used by Riezler et al. (2002) and Charniak and Johnson (2005).
A key dierence is that in these works, the ambiguity is constrained through
a supervised signal, while ambiguity is here used as a way to achieve self-
training, leveraging the base-parser itself, or some other potentially noisy
knowledge source as the sole constraints. Note that we have introduced an
`2-regularizer, weighted by λ. This is important as we are now training lex-
icalized target language models which can easily overt. In all experiments,
we optimize parameters with L-BFGS; see section 4.2.1. Recall that the neg-
ative marginal log-likelihood is non-convex, so that we are only guaranteed
to nd a local minimum.
Ambiguity-aware self-training
In standard self-training — hereafter referred to as Viterbi self-training — a
base parser is used to label each unlabeled sentence with its most probable
parse tree to create a self-labeled data set, which is subsequently used to train
a supervised parser. There are two reasons why this simple approach may
work. First, if the base parser’s errors are not too systematic and if the self-
training model is not too expressive, self-training can reduce the variance on
the new domain. Second, self-training allows for features in the new domain
with low support — or no support in the case of lexicalized features — in the
base parser to be “lled in” by exploiting correlations in the feature represen-
tation. However, a potential pitfall of this approach is that the self-trained
parser is encouraged to blindly mimic the base parser, which leads to error
reinforcement. This may be particularly problematic when relexicalizing a
transfer parser, since the lexical features provide the parser with increased
power and thereby an increased risk of overtting to the noise. To overcome
this potential problem, we propose an ambiguity-aware self-training (AAST)
method that is able to take the noise of the base parser into account.
We use the arc-marginals of the base parser to construct the ambiguous
labeling y˜(x ) for a sentence x . For each token d ∈ [1, |x |], we rst sort the set
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of arcs where d is the dependent, {(h,d)} |x |h=0, by the marginal probabilities of
the arcs:
pθ (h,d | x ) =
∑
{ y:y∈Y(x )∧(h ,d)∈y }
pθ (y | x ) .
We next construct the ambiguous arc setA(x ,d) by adding arcs (h,d) in order
of decreasing probability, until their cumulative probability exceeds σ , that
is, until ∑
(h ,d) ∈A(x ,d)
pθ (h,d | x ) ≥ σ .
Lower values of σ result in more aggressive pruning, with σ = 0 correspond-
ing to including no arc and σ = 1 corresponding to including all arcs. We
always add the highest scoring tree yˆ to y˜(x ) to ensure that it contains at
least one complete projective tree.
Figure 9.2 outlines an example of how (and why) AAST works. In the
Greek example, the genitive phrase Η piαραμονή σκαφών (the stay of vessels)
is incorrectly analyzed as a at noun phrase. This is not surprising given that
the base parser simply observes this phrase as det noun noun. However,
looking at the arc marginals we can see that the correct analysis is available
during AAST, although the actual marginal probabilities are quite misleading.
Furthermore, the genitive noun σκαφών also appears in other less ambiguous
contexts, where the base parser correctly predicts it to modify a noun and not
a verb. This allows the training process to add weight to the corresponding
lexical feature pairing σκαφών with a noun head and away from the feature
pairing it with a verb. The resulting parser correctly predicts the genitive
construction.
Ambiguity-aware ensemble-training
While ambiguous labelings can be used as a means to improve self-training,
any information that can be expressed as hard arc-factored constraints can
be incorporated, including linguistic expert knowledge and annotation pro-
jected via bitext. Here we explore another natural source of information: the
predictions of other transfer parsers. It is well known that combining sev-
eral diverse predictions in an ensemble often leads to improved predictions.
However, in most ensemble methods there is typically no learning involved
once the base learners have been trained (Sagae and Lavie, 2006). An excep-
tion is the method of Sagae and Tsujii (2007), who combine the outputs of
many parsers on unlabeled data to train a parser for a new domain. How-
ever, in that work the learner is not exposed to the underlying ambiguity of
the base parsers; it is only given the Viterbi parse of the combination system
as the gold standard. In contrast, we propose an ambiguity-aware ensemble-
training (AAET) method that treats the union of the ensemble predictions for
a sentence x as an ambiguous labeling y˜(x ). An additional advantage of this
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Η piαραμονή σκαφών εpiιτρέpiεται μόνο τη μέρα
det noun noun verb adv det noun
0.55
0.44
0.62
0.36
0.10
0.87
Η piαραμονή σκαφών εpiιτρέpiεται μόνο τη μέρα
det noun noun verb adv det noun
Η piαραμονή σκαφών εpiιτρέpiεται μόνο τη μέρα
det noun noun verb adv det noun
Figure 9.2. An example of ambiguity-aware self-training (AAST) on a sentence from
the Greek self-training data. The sentence roughly translates to The stay of vessels
is permitted only for the day. Top: Arcs from the base model’s Viterbi parse (yˆ(x))
are shown above the sentence. When only the part-of-speech tags are observed, the
parser tends to treat everything to the left of the verb as a head-nal noun phrase. The
dashed arcs below the sentence are the correct arcs for the true genitive construction
stay of vessels. These arcs and the corresponding incorrect arcs in the Viterbi parse
are marked with their marginal probabilities. Middle: The ambiguous labeling y˜(x),
which is used as supervision in AAST. Additional non-Viterbi arcs are present in y˜(x );
for clarity, these are not shown. When learning with AAST, probability mass will be
pushed towards any tree consistent with y˜(x). Marginal probabilities are ignored at
this stage, so that all arcs in y˜(x ) are treated as equals. Bottom: The Viterbi parse of
the AAST model, which has selected the correct arcs from y˜(x ).
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approach is that the ensemble is compiled into a single model and therefore
does not require multiple models to be stored and used at runtime.
It is straightforward to construct y˜(x ) from multiple parsers. First, let
Ak (x ,d) be the set of arcs for the dth token in x according to the kth parser
in the ensemble. When arc-marginals are used to construct the ambiguity set
for the kth parser, |Ak (x ,d)| ≥ 1, whereas when the Viterbi-parse is used,
Ak (x ,d) is a singleton. Next form A(x ,d) =
⋃
k Ak (x ,d) as the ensemble arc
ambiguity set from which y˜(x ) is assembled. In this study, the arc sets of two
base parsers are combined: rst, the arc-marginal ambiguity set of the base
parser and second, the Viterbi arc set from the NB&G parser of Naseem et al.
(2012) in table 9.4.5 Thus, the latter will have singleton arc ambiguity sets,
but when combined with the arc-marginal ambiguity sets of our base parser,
the result will encode uncertainty derived from both parsers.
9.4.2 Adaptation Experiments
We now study the dierent approaches to target language adaptation empir-
ically. As in Naseem et al. (2012), we use the CoNLL training sets, stripped
of all dependency information, as the unlabeled target language data in our
experiments. We use the Family model as the base parser, which is used to
label the unlabeled target data with the Viterbi parses as well as with the am-
biguous labelings. The nal model is then trained on this data using standard
lexicalized features (McDonald et al., 2005). Since labeled training data is un-
available in the target language, we cannot tune any hyper-parameters and
simply set λ = 1 and σ = 0.95 throughout.6 Although the latter may suggest
that y˜(x ) contains a high degree of ambiguity, in reality, the marginal distri-
butions of the base model have low entropy and after ltering with σ = 0.95,
the average number of potential heads per dependent ranges from 1.4 to 3.2,
depending on the target language.
The ambiguity-aware training methods — ambiguity-aware self-training
(AAST) and ambiguity-aware ensemble-training (AAET) — are compared to
three baseline systems. First, NB&G+EM is the generative model of Naseem
et al. (2012) trained with expectation-maximization on additional unlabeled
target language data. Second, Family is the best model from the previous
section. Third, Viterbi is the basic Viterbi self-training model. The results of
each of these models across languages are shown in table 9.5.
There are a number of things that can be observed. First, Viterbi self-
training helps slightly on average, but the gains are not consistent and there
are even drops in accuracy for some languages. Second, AAST outperforms
5We do not have access to the marginals of NB&G; otherwise they could be included as well.
6Since we assume the availability of multiple source languages, it would in principle be possible
to perform cross-validation on held-out source language data. However, for simplicity, we
simply x these parameters a priori and use the same setting for all target languages.
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Table 9.5. Results of the target-language adaptation experiments. AAST: ambiguity-
aware self-training. AAET: ambiguity-aware ensemble-training. Boldface numbers
indicate the best result per language. Underlined numbers indicate the best result,
excluding AAET. NB&G+EM is the “D+,To” model from Naseem et al. (2012).
Target Language Adaptation
Language NB&G+EM Family Viterbi AAST AAET
ar 59.3 52.7 52.6 53.5 58.7
bg 67.0 65.4 66.4 67.9 73.0
ca 71.7 77.6 78.0 79.9 76.1
cs 44.3 43.5 43.6 44.4 48.3
de 54.1 59.2 59.7 62.5 61.5
el 67.9 63.2 64.5 65.5 69.6
es 62.0 67.1 68.2 68.5 66.9
eu 47.8 46.8 47.5 48.6 49.4
hu 58.6 64.5 64.6 65.6 67.5
it 65.6 72.5 71.6 72.4 73.4
ja 64.1 65.9 65.7 68.8 72.0
nl 56.6 56.8 57.9 58.1 60.2
pt 75.8 78.4 79.9 80.7 79.9
sv 61.7 63.5 63.4 65.5 65.5
tr 59.4 59.4 59.5 64.1 64.2
zh 51.0 54.8 54.8 57.9 60.7
avg 60.4 62.0 62.4 64.0 65.4
the Viterbi variant on all languages and nearly always improves on the base
parser, although it sees a slight drop for Italian. AAST improves the accu-
racy over the base model by 2% absolute on average and by as much as 5%
absolute for Turkish. Comparing this model to the NB&G+EM baseline, we
observe an improvement by 3.6% absolute, outperforming it on 14 of the
16 languages. Furthermore, ambiguity-aware self-training appears to help
more than expectation-maximization for generative (unlexicalized) models.
Naseem et al. observed an increase from 59.3% to 60.4% on average by adding
unlabeled target language data and the gains were not consistent across lan-
guages. AAST, on the other hand, achieves consistent gains, rising from 62.0%
to 64.0% on average. Third, as shown in the rightmost column of table 9.5,
ambiguity-aware ensemble-training is indeed a successful strategy — AAET
outperforms the previous best self-trained model on 13 and NB&G+EM on
15 out of 16 languages. The relative error reduction with respect to the base
Family model is 9% on average, while the average reduction with respect to
NB&G+EM is 13%.
Before concluding, two additional points are worth making. First, further
gains may potentially be achievable with feature-rich discriminative models.
While the best generative transfer model of Naseem et al. (2012) approaches
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its upper-bounding supervised accuracy (60.4% vs. 67.1%), our relaxed self-
training model is still far below its supervised counterpart (64.0% vs. 84.1%).
One promising statistic along these lines is that the oracle accuracy for the
ambiguous labelings of AAST is 75.7%, averaged across languages, which sug-
gests that other training algorithms, priors or constraints could improve the
accuracy substantially. Second, relexicalization is a key component of self-
training. If we use delexicalized features during self-training, we only ob-
serve a small average improvement from 62.0% to 62.1%.
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10. Token and Type Constraints for
Part-of-Speech Tagging
The previous two chapters focused on cross-lingual model transfer; via cross-
lingual word clusters in chapter 8 and via selective parameter sharing com-
bined with ambiguity-aware training in chapter 9. Part of the motivation
for considering model transfer in these chapters was the application of these
methods to linguistic structure spanning multiple tokens. As discussed in
chapter 7, this is a setting where annotation projection is less likely to suc-
ceed, due to both cross-lingual divergences and to alignment errors. For struc-
ture dened at the token level, such as parts of speech, annotation projection
may on the other hand be more viable. However, even for such structure, typ-
ically only parts of the target-side structure will be specied by the projected
annotation and these parts are still susceptible to transfer noise.
Based on these considerations, this chapter turns to cross-lingual learning
of part-of-speech taggers. To conquer the incomplete and noisy nature of the
token-level constraints specied by the projected annotation, we propose to
incorporate additional type-level constraints derived from crowdsourced lex-
ica. While prior work has successfully considered both token- and type-level
projection across word-aligned bitext for estimating the model parameters
of generative tagging models (Yarowsky and Ngai, 2001; Xi and Hwa, 2005),
a key observation underlying the approach described in this chapter is that
token- and type-level information oer dierent and complementary signals.
On the one hand, token-level annotation projected via high-condence align-
ments oer precise constraints on a tag in a particular context, while type-
level constraints merely specify the parts of speech that a word may possibly
embody in some context. On the other hand, manually created type-level
dictionaries can have broad coverage and do not suer from word-alignment
errors. They can therefore be used to lter both systematic and random token-
level projection noise; as we shall see, such ltering is necessary for achieving
good performance with projected token-level tags.
By coupling these constraints, an ambiguous labeling of the target lan-
guage text is achieved, which can subsequently be used as supervision for
a discriminative conditional random eld (CRF) model with latent variables;
see section 5.2.1. As discusses in chapter 3, the use of a discriminative model
makes it possible to incorporate arbitrary features over the input. In addition
to standard (contextual) lexical features and tag transition features, monolin-
gual target language word-cluster features (see chapter 8) are shown to be
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particularly useful in this setting. Most of these features can also be used
for training a generative log-linear hidden Markov model (HMM, see sec-
tion 5.2.1) with ambiguous supervision. However, the best results are ob-
tained with the discriminative CRF model. This is an important nding, as
most previous work on weakly supervised part-of-speech tagging has been
restricted to generative models.
To evaluate the proposed approach, empirical results are presented and
analyzed for standard publicly available data sets in 15 languages: eight Indo-
European languages previously studied in this context by Das and Petrov
(2011) and Li et al. (2012), together with 7 additional languages from dierent
families, for which no comparable study has been performed.
10.1 Token and Type Constraints
Type-level information has been amply used in ambiguously supervised part-
of-speech tagging, either via manually crafted tag dictionaries (Smith and Eis-
ner, 2005a; Ravi and Knight, 2009; Garrette and Baldridge, 2012, 2013), noisily
projected tag dictionaries (Das and Petrov, 2011), or through crowdsourced
lexica, such as Wiktionary (Li et al., 2012).1 At the other end of the spec-
trum, there have been attempts at projecting token-level information across
word-aligned bitext (Yarowsky and Ngai, 2001; Xi and Hwa, 2005). However,
systems that combine both sources of information in a single model have yet
to be fully explored. The following three subsections provides a brief outline
of token and type constraints and our overall approach for coupling these
two types of information to build robust part-of-speech taggers that do not
require any direct supervision in the target language.
10.1.1 Token Constraints
Fully supervised approaches to part-of-speech tagging are by denition based
on complete token-level constraints. Although a recent study by Garrette and
Baldridge (2013) suggests that annotating word types rather than tokens can
in some instances be more useful, at least when the time allotted for annota-
tion is severely limited, token-level constraints are the most powerful source
of supervision available as it is the only level which permits full disambigua-
tion of linguistic structure in context. Therefore, we should strive towards
obtaining token-level information, as long as it can be obtained at suciently
high quality.
For many resource-poor languages, which lack native token-level supervi-
sion, there is at least some bitext with a resource-rich source language avail-
able.2 It is then natural to consider using an annotation projection approach,
1hp://www.wiktionary.org/ — April 6, 2013.
2For simplicity, we choose English as our source language in all subsequent experiments.
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where a supervised tagger is used to predict the parts of speech of the to-
kens in the source side of the bitext, which are subsequently projected to the
target side via automatic word alignments; see chapter 7 for an overview of
cross-lingual annotation projection methods. As discussed in section 7.2.1,
various approaches to handle the noise resulting from this process have been
proposed. Importantly, attempts that use only one source of projected anno-
tation or that use the same source of information to lter out the projection
noise are only able to lter out random noise, as the systematic bias that
arise from dierent source language annotations and syntactic divergences
still remains.
10.1.2 Type Constraints
It is well known that given a tag dictionary, even if it is incomplete, it is pos-
sible to learn accurate part-of-speech taggers (Smith and Eisner, 2005a; Gold-
berg et al., 2008; Ravi and Knight, 2009; Naseem et al., 2009). While widely
diering in their respective model structures and learning objectives, all of
these approaches achieve excellent results, although they still perform sub-
stantially below fully supervised approaches. Unfortunately, they all rely on
tag dictionaries extracted directly from the underlying treebank data. Such
dictionaries provide in-depth coverage of the test domain and they moreover
list all inected word forms; such knowledge is dicult to obtain and unreal-
istic to expect for resource-poor languages.3
In contrast, Das and Petrov (2011) automatically create type-level tag dic-
tionaries by aggregating over projected token-level information extracted
from bitext. To handle the noise in these automatic dictionaries, they use
label propagation on a similarity graph to smooth (and also expand) the label
distributions. While their approach produces good results and is applicable
to resource-poor languages, it requires a complex multi-stage training proce-
dure including the construction of a large distributional similarity graph.
Recently, Li et al. (2012) presented a simple and viable alternative: crowd-
sourced dictionaries from Wiktionary. While noisy and sparse in nature, Wik-
tionary dictionaries are available for 170 languages.4 Furthermore, their qual-
ity and coverage is growing continuously (Li et al., 2012). By incorporating
type constraints from Wiktionary into a log-linear HMM (Berg-Kirkpatrick
et al., 2010), Li et al. (2012) were able to obtain the best published results in
3A number of approaches to learning part-of-speech taggers with neither token-level supervi-
sion nor tag dictionaries has been considered (Brill et al., 1990; Brill and Marcus, 1992; Brown
et al., 1992; Finch and Chater, 1992; Schütze, 1993, 1995; Maron et al., 2010; Lamar et al., 2010;
Dhillon et al., 2012); see also the survey by Christodoulopoulos et al. (2010) and the recent PAS-
CAL shared task on unsupervised grammar induction (Gelling et al., 2012). These approaches
all perform substantially below approaches that utilize tag-dictionaries.
4hp://meta.wikimedia.org/wiki/Wiktionary — April 6, 2013.
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this setting, surpassing the results of Das and Petrov (2011) on eight Indo-
European languages.
10.1.3 Coupled Token and Type Constraints
Rather than relying exclusively on either token or type constraints, we pro-
pose to leverage the complementary strengths of both sources of information
during training. For each sentence in our training set, a partially constrained
lattice of tag sequences is constructed as follows:
1. For each token whose type is not in the tag dictionary, we allow the
entire tag set.
2. For each token whose type is in the tag dictionary, we prune all tags not
licensed by the dictionary and mark the token as dictionary-pruned.
3. For each token that has a tag projected via a high-condence bidirec-
tional word alignment: if the projected tag is still present in the lattice,
then we prune every tag but the projected tag for that token; if the
projected tag is not present in the lattice, which can only happen for
dictionary-pruned tokens, then we ignore the projected tag.
Note that only step 3 requires word-aligned bitext. Figure 10.1 provides a
running example. The lattice shows tags permitted after constraining the
words to tags licensed by the dictionary (up until Step 2 above). There is
only a single token Jordbruksprodukterna (the farming products) not in the
dictionary; in this case the lattice permits the full set of tags. With token-
level projections (Step 3; nodes with bold border in g. 10.1), the lattice can
be further pruned. In most cases, the projected tag is both correct and is in
the dictionary-pruned lattice. We thus successfully disambiguate such tokens
and shrink the search space substantially.
There are two cases we highlight in order to show where our model can
break. First, for the token Jordbruksprodukterna, the erroneously projected
tag adj will eliminate all other tags from the lattice, including the correct
tag noun. Second, the token några (any) has a single dictionary entry pron
and is missing the correct tag det. In the case where det is the projected
tag, we will not add it to the lattice and simply ignore it. This is because
we hypothesize that the tag dictionary can be trusted more than the tags
projected via noisy word alignments. As we will see in section 10.3, taking
the union of tags performs worse, which supports this hypothesis.
For the discriminative CRF model, we need to dene two lattices: one that
the model moves probability mass towards and another one dening the over-
all search space (or partition function); see section 10.2.2. In traditional super-
vised learning without a dictionary, the former is a trivial lattice containing
the gold standard tag sequence and the latter is the set of all possible tag
sequences spanning the tokens. With our best model, we will move mass to-
wards the coupled token- and type-constrained lattice, such that the model
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Figure 10.2. Wiktionary and projection dictionary coverage per language. The bars
show the percentage of tokens in the target side of the bitext that are covered by
Wiktionary (black), that have a projected tag (grey), and that have a projected tag
after intersecting the two (white).
can freely distribute mass across all paths consistent with these constraints.
The lattice dening the partition function consists of the full set of possible
tag sequences when no dictionary is used. When a dictionary is used it con-
sists of all dictionary-pruned tag sequences (that is, the lattice achieved by
skipping Step 3 above). The full set of possibilities are shown in g. 10.1 for
our running example.
For the generative HMM model, we need to dene only one lattice; see
section 10.2.1. For our best generative model, this turns out to be the coupled
token- and type-constrained lattice. At prediction time, in both the discrimi-
native and the generative cases, we nd the most likely label sequence using
Viterbi inference; see section 3.5.
As further motivation, let us look at what token- and type-level coverage
we can achieve with our proposed approach. Figures 10.2 and 10.3 provide
statistics regarding the supervision coverage and remaining ambiguity when
coupling type constraints from Wiktionary with projected token constraints.
Figure 10.2 shows that more than two thirds of all tokens in our training data
belong to word types that are covered by Wiktionary; see section 10.3.1 for
details on the data and the version of Wiktionary used. However, there is
considerable variation between languages: Spanish has the highest coverage
with over 90%, while Turkish, an agglutinative language with a vast number
of word forms, has less than 50% coverage. Figure 10.3 shows that there is
substantial uncertainty left after pruning with Wiktionary, since tokens are
rarely fully disambiguated: 1.3 tags per token are allowed on average for
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of the bitext, for types in Wiktionary.
word types in Wiktionary. Of course, for tokens of types not in Wiktionary,
the tag ambiguity is substantially higher — for the coarse tag set considered
in this chapter, there are 12 potential tags per token.
Figure 10.2 further shows that high-condence alignments are available for
about half of the tokens for most languages (Japanese is a notable exception
with less than 30% of the tokens covered). Intersecting the Wiktionary tags
and the projected tags (Step 2 and 3 above) lters out a small fraction of
potentially erroneous tags, but preserves the majority of the projected tags;
the remaining, more accurate projected tags cover almost half of all tokens,
greatly reducing the search space that the learner needs to explore.
10.2 Models with Coupled Constraints
Let us describe more formally how the token and type constraints are coupled
and how the resulting coupled constraints are used to train probabilistic tag-
ging models. Recalling the notation from chapter 3, let x = (x1x2 . . . x |x |) ∈ X
denote a sentence, where each token xi ∈ V is an instance of a word type
from the vocabulary V and let y = (y1y2 . . .y |x |) ∈ Y denote a tag sequence,
where yi ∈ T is the tag assigned to token xi and T denotes the set of possible
part-of-speech tags. We denote the lattice of all admissible tag sequences for
the sentence x by Y(x ). This is the inference search space in which the tagger
operates. As our empirical results will show, it is crucial to constrain the size
of this lattice in order to guide the model during training. Here, we achieve
this by means of coupled token and type constraints.
Type constraints are provided by a tag dictionary, which maps a word type
xi ∈ V to a set of admissible tags T(xi ) ⊆ T. For word types not in the
dictionary we allow the full set of tags T (while possible, in this chapter we
do not attempt to distinguish closed-class versus open-class words). When
provided with a tag dictionary, the lattice of admissible tag sequences for a
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sentence x is given by Y(x ) = T(x1) × T(x2) × . . . × T(x |x |). In the scenario
where no tag dictionary is available, the inference space is instead given by
the full lattice Y(x ) = T |x | .
Type constraints can drastically reduce the inference space. However, as
shown in g. 10.3, a signicant amount of ambiguity remains even after prun-
ing with the dictionary. To disambiguate further, we therefore consider pro-
jected token-level constraints. Let y˜ = (y˜1y˜2 . . . y˜ |x |) be the projected tags for
the sentence x , such that {y˜i } = ∅ for tokens without a projected tag. Note
that we here assume that each token has at most one projected tag. This
is not a fundamental restriction and we hypothesize that it may be possible
to achieve better results by maintaining some ambiguity in the projection
step. Indeed, recall from chapter 9 that at least in the context of graph-based
syntactic dependency parsing, preserving ambiguity for training with noisy
inputs can be benecial.
Next, we dene a piecewise operator _ that couples y˜ and Y(x ) with re-
spect to every sentence index, resulting in a token- and type-constrained lat-
tice. The operator behaves as follows, coherent with the high-level descrip-
tion in section 10.1.3:
T̂(xi , y˜i ) = y˜i _ T(xi ) =
{
{y˜i } if {y˜i } 6= ∅ ∧ y˜i ∈ T(xi )
T(xi ) otherwise
.
We denote the token- and type-constrained lattice by Ŷ(x , y˜) = T̂(x1 , y˜1) ×
T̂(x2 , y˜2) × . . . × T̂(x |x | , y˜ |x |). Note that when token-level projections are not
used, the dictionary-pruned lattice and the lattice with coupled constraints
are identical, that is, Ŷ(x , y˜) = Y(x ).
The next subsections describe the structured probabilistic latent variable
models that we consider for training with type, token, and coupled type and
token constraints. We have already seen the denition of these models in
section 3.4, whereas training of these models with ambiguous labelings was
described in section 5.2.2. Below, we recapitulate these models in terms of
the above constrained lattices.
10.2.1 HMMs with Coupled Constraints
Recall the HMM model with log-linear emission and transition distributions
from section 3.4.2. A rst-order HMM,5 denes the joint distribution of a
sentence x ∈ X and a tag-sequence y ∈ Y(x ) as
pβ (x ,y) =
|x |∏
i=1
pβ (xi | yi )︸         ︷︷         ︸
emission
pβ (yi | yi−1)︸            ︷︷            ︸
transition
,
5Although Li et al. (2012) observed improved results with a second-order HMM in the type-
supervised setting, for simplicity, we will subsequently only consider rst-order models.
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where the emission and transition factors are both local log-linear models.
The lattice Ŷ(x , y˜) corresponds to an ambiguous labeling. As described
in chapter 5, the latent log loss is therefore a good t for training. Equiva-
lently, we seek to maximize the likelihood of the observed parts of the data,
marginalizing over the ambiguity. For this we need the joint marginal distri-
butionpβ (x , Ŷ(x , y˜)) of a sentence x , and its coupled constraints lattice Ŷ(x , y˜),
which has the simple form
pβ (x , Ŷ(x , y˜)) =
∑
y∈Ŷ(x ,y˜)
pβ (x ,y) .
If there are no projections and no tag dictionary, then Ŷ(x , y˜) = T |x | , and con-
sequently pβ (x , Ŷ(x , y˜)) = pβ (x ), which reduces to fully unsupervised learn-
ing. Given a constrained training set D = {(x (j) , y˜(j))}mj=1, where {y˜(j)i } = ∅
for tokens x (j)i whose tag is unconstrained, our objective is to minimize the
`2-regularized negative marginal joint log-likelihood
(10.1)J (β ;D) = −
m∑
j=1
logpβ (x (j) , Ŷ(x (j) , y˜(j))) + λ
∥∥β∥∥22 .
We take a direct gradient approach for optimizing eq. (10.1), as described in
section 5.2.2.6 Recall that since the negative marginal log-likelihood is non-
convex, we are only guaranteed to nd a local minimum of the objective
function.
10.2.2 CRFs with Coupled Constraints
Recall the CRF model from section 3.4.1. Again, restricting ourselves to a
rst-order model, the conditional probability of a tag sequence y ∈ Y(x ) for
a sentence x ∈ X is given by
pθ (y | x ) = exp
{
θ>Φ(x ,y)
}∑
y ′∈Y(x ) exp
{
θ>Φ(x ,y ′)
} ,
where Y(x ) is the dictionary-pruned lattice without the token constraints
when a tag dictionary is used. Again, as described in section 5.2.2 we seek
to minimize the latent log loss of the conditional model, or equivalently to
maximize the marginal conditional log-likelihood of the observed parts of the
data. For this, we need to marginalize over all sequences consistent with the
lattice Ŷ(x , y˜):
pθ (Ŷ(x , y˜) | x ) =
∑
y∈Ŷ(x ,y˜)
pθ (y | x ) .
6We trained the HMM with EM as well, but achieved better results with the direct gradient
approach. We therefore only use the direct gradient approach for our empirical study.
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Note that if there are no projections and no tag dictionary, pθ (Ŷ(x , y˜) | x ) = 1
and no learning is possible in this model. In our empirical study, we will see
that it is crucial to keep the level of ambiguity of the observations low when
training with this conditional model. Given the constrained training set D,
the parameters of the constrained CRF are estimated by minimizing the `2-
regularized negative marginal conditional log-likelihood of the constrained
data:
(10.2)J (θ ;D) = −
m∑
j=1
logpθ (Ŷ(x (j) , y˜(j)) | x (j)) + λ‖θ ‖22 .
Again, since the negative marginal conditional log-likelihood is non-convex,
we are only guaranteed to nd a local minimum of eq. (10.2).
10.3 Empirical Study
We now present a detailed empirical study of the models proposed in the pre-
vious sections. In addition to comparing with the state of the art in Das and
Petrov (2011) and Li et al. (2012), we present models with several combina-
tions of token and type constraints, additional features incorporating word
clusters, and explore both generative and discriminative models.
10.3.1 Experimental Setup
Before delving into the experimental details and results, a description is pro-
vided of the experimental setup in terms of corpora, tag set, bitext, Wik-
tionary denitions, model features and optimization settings.
Languages
We evaluate on the eight target languages used in the previous work of Das
and Petrov (2011) and Li et al. (2012): Danish (da), German (de), Greek (el),
Spanish (es), Italian (it), Dutch (nl), Portuguese (pt) and Swedish (sv). In addi-
tion, we add the following seven languages: Bulgarian (bg), Czech (cs), French
(fr), Japanese (ja), Slovene (sl), Turkish (tr) and Chinese (zh). Since the former
eight languages all belong to the Indo-European family, we thereby broaden
the coverage to language families more distant from the source language. For
all languages, English is used as the source language. We use the treebanks
from the CoNLL shared tasks on dependency parsing (Buchholz and Marsi,
2006; Nivre et al., 2007) for evaluation.7 The two-letter abbreviations from the
ISO 639-1 standard (in parentheses above; see appendix A) are used when re-
ferring to these languages in tables and gures.
7For French we use the treebank of Abeillé et al. (2003).
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Tag set
In all cases, the language-specic part-of-speech tags are mapped to univer-
sal tags using the mapping of Petrov et al. (2012).8 Since we use ambiguous
supervision via projected tags or Wiktionary, and since the number of model
states equals the number of tags, the model states induced by all models corre-
spond one-to-one to part-of-speech tags. This allows us to compute tagging
accuracy without a greedy one-to-one or many-to-one mapping.
Bitext
For all experiments, we use English as the source language. Depending on
availability, there are between 1M and 5M parallel sentences for each lan-
guage. The majority of the parallel data is gathered automatically from the
web using the method of Uszkoreit et al. (2010). We further include data
from Europarl (Koehn, 2005) and from the UN parallel corpus (UN, 2006),
for languages covered by these corpora. The English side of the bitext is
tagged with parts of speech, using a standard supervised CRF tagger, trained
on the Penn Treebank (Marcus et al., 1993), with tags mapped to universal
tags. The parallel sentences are word aligned with the aligner of DeNero
and Macherey (2011). Intersected high-condence alignments (condence
> 0.95) are extracted and aggregated into projected type-level dictionaries.
For purely practical reasons, the training data with token-level projections
is created by randomly sampling target-side sentences with a total of 500K
tokens.
Wiktionary
We use a snapshot of the Wiktionary word denitions, and follow the heuris-
tics of Li et al. (2012) for creating the Wiktionary dictionary, by mapping the
Wiktionary tags to universal part-of-speech tags.9
Features
For all models, we use only an identity feature for tag-pair transitions. We use
ve features that couple the current tag and the observed word (analogous to
the emission in an HMM): word identity, suxes of up to length 3, and three
indicator features that re when the word starts with a capital letter, contains
a hyphen or contains a digit. These are the same features as those used by Das
and Petrov (2011). Finally, for some models we add a word cluster feature that
couples the current tag and the word cluster identity of the word. The same
(monolingual) clustering model as in chapter 8 is used in these experiments;
again setting the number of clusters to 256 across all languages. The clusters
for each language are learned on a large monolingual newswire corpus.
8We use version 1.03 of the mappings available at hp://code.google.com/p/universal-pos-tags
— February 12, 2013.
9The denitions were downloaded from hp://toolserver.org/∼enwikt/definitions — August 31,
2012. This snapshot is more recent than that used by Li et al. (2012).
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Table 10.1. Tagging accuracies for type-constrained HMMmodels. YHMM is the “Feature-
HMM” model (trained without any type-constraints) and D&P is the “With LP” model,
both from Table 2 of Das and Petrov (2011), while LG&T is the “SHMM-ME” model in
Table 2 of Li et al. (2012). YHMMproj. , Y
HMM
wik. and Y
HMM
union are HMMs trained solely with type
constraints derived from the projected dictionary, from Wiktionary and from the union
of these dictionaries, respectively. YHMMunion+C is equivalent to Y
HMM
union with additional word
cluster features. All models are trained on the treebank of each language, stripped of
gold labels. Results are averaged over the eight languages common to the studies of Das
and Petrov (2011) and Li et al. (2012), denoted avg (8), as well as over the full set of 15
languages, denoted avg.
Prior work HMM with type constraints
Lang. YHMM D&P LG&T YHMMproj. YHMMwik. YHMMunion YHMMunion+C
bg – – – 84.2 68.1 87.2 87.9
cs – – – 75.4 70.2 75.4 79.2
da 69.1 83.2 83.3 87.7 82.0 78.4 89.5
de 81.3 82.8 85.8 86.6 85.1 80.0 88.3
el 71.8 82.5 79.2 83.3 83.8 86.0 83.2
es 80.2 84.2 86.4 83.9 83.7 88.3 87.3
fr – – – 88.4 75.7 75.6 86.6
it 68.1 86.8 86.5 89.0 85.4 89.9 90.6
ja – – – 45.2 76.9 74.4 73.7
nl 65.1 79.5 86.3 81.7 79.1 83.8 82.7
pt 78.4 87.9 84.5 86.7 79.0 83.8 90.4
sl – – – 78.7 64.8 82.8 83.4
sv 70.1 80.5 86.1 80.6 85.9 85.9 86.7
tr – – – 66.2 44.1 65.1 65.7
zh – – – 59.2 73.9 63.2 73.0
avg (8) 73.0 83.4 84.8 84.9 83.0 84.5 87.3
avg – – – 78.5 75.9 80.0 83.2
Optimization settings
For all experiments, we use the L-BFGS batch algorithm (see section 4.2.1) to
optimize the objective functions in eqs. (10.1) and (10.2). Since there is a large
number of models to train, we only run L-BFGS for 100 iterations for each
model, rather than to convergence. Preliminary experiments showed that
there is little to no improvement in accuracy after this number of iterations.
Since we lack labeled data to tune the regularization parameter, we simply
set λ = 1 for all models.
10.3.2 Type-Constrained Models
To examine the eect of type constraints in isolation, we experiment with
the HMM, drawing constraints from three dierent dictionaries. Table 10.1
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compares the performance of our models to the best results of Das and Petrov
(2011) and Li et al. (2012), denoted D&P and LG&T, respectively. In addition to
these type-constrained baselines, the fully unsupervised HMM model of Das
and Petrov (2011), denoted YHMM, is included for comparison. As in previous
work, training is done exclusively on the training portion of each treebank,
stripped of any manual linguistic annotation.
We rst use all of our parallel data to generate projected tag dictionaries:
the English part-of-speech tags are projected across word alignments and ag-
gregated to tag distributions for each word type. As in Das and Petrov (2011),
the distributions are then ltered with a threshold of 0.2 to remove noisy
tags and to create an unweighted tag dictionary. We refer to this model as
YHMMproj. . Its average accuracy of 84.9% on the eight languages is higher than
the 83.4% of D&P and on par with LG&T (84.8%).10 Our next model (YHMMwik. )
simply draws type constraints from Wiktionary. It slightly underperforms
LG&T (83.0%), presumably because they used a second-order HMM. As a
simple extension to these two models, we take the union of the projected
dictionary and Wiktionary to constrain an HMM, which we name YHMMunion.
This model performs somewhat worse on the eight Indo-European languages
(84.5%), compared to YHMMproj. (84.9%), but gives an improvement over the pro-
jected dictionary when evaluated across all 15 languages (80.0% versus 78.5%).
We next add monolingual cluster features to the model with the union
dictionary. This model, YHMMunion+C, signicantly outperforms all other type-
constrained models, demonstrating the utility of word-cluster features.11 For
further exploration, we train the same model on the data sets containing 500K
tokens sampled from the target side of the parallel data (YHMMunion+C+L); this is
done to explore the eects of large data during training. From table 10.2, we
nd that training on these data sets result in an average accuracy of 87.2%
which is comparable to the 87.3% reported for YHMMunion+C in table 10.1. This
shows that the dierent source domain and amount of training data do not
inuence the performance of the HMM signicantly. Compared to the ba-
sic fully unsupervised YHMM, which is trained without any type constraints,
YHMMunion+C achieves a relative error reduction of 53%, averaged across the eight
Indo-European languages.
Finally, we train multiple CRF models where we treat type constraints as
a partially observed lattice and use the full unpruned lattice for computing
the partition function (results not shown in table 10.1). We observe similar
trends in these results, but on average, accuracies are much lower compared
to the type-constrained HMM models; the CRF model with the union dictio-
nary along with cluster features achieves an average accuracy of 79.3% when
10This model corresponds to the weaker “No LP” model of Das and Petrov (2011), which eschews
the label propagation step used by these authors after the projection and aggregation step. We
found that label propagation was only benecial when small amounts of bitext were available.
11Note that these are monolingual clusters. Bilingual clusters as described in chapter 8 might
bring additional benets.
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trained on same data. This result is not surprising. First, the CRF’s search
space is fully unconstrained. Second, the dictionary only provides a weak set
of observation constraints, which do not provide sucient information to
successfully train a discriminative model. However, as we will observe next,
coupling the dictionary constraints with token-level information solves this
problem.
10.3.3 Token-Constrained Models
We now proceed to add token-level information, focusing in particular on
coupled token and type constraints. Since it is not possible to generate pro-
jected token constraints for our monolingual treebanks, all models in this
subsection are trained on the 500K-tokens bitext data sets used at the end
of the previous section. As a baseline, we rst train HMM and CRF mod-
els that use only projected token constraints (y˜HMM+C+L and y˜CRF+C+L). As
shown in table 10.2, these models underperform the best type-level model
(YHMMunion+C+L).12 This conrms that projected token constraints are not reli-
able on their own, which is in line with similar projection models previously
examined by Das and Petrov (2011).
We then study models with coupled token and type constraints. These
models use the same three dictionaries as used in section 10.3.2, but addition-
ally couple the derived type constraints with projected token constraints; see
the caption of table 10.2 for a list of these models. Note that since we only
allow projected tags that are licensed by the dictionary (Step 3 of the lattice
construction; see section 10.1.3), the actual token constraints used in these
models vary with the dierent dictionaries.
From table 10.2, we see that coupled constraints are superior to token con-
straints, when used both with the HMM and the CRF. However, for the HMM,
coupled constraints do not provide any benet over type constraints alone,
in particular when the projected dictionary or the union dictionary is used to
derive the coupled constraints (ŶHMMproj. +C+L and ŶHMMunion+C+L). We hypothesize
that this is because these dictionaries (in particular the former) have the same
bias as the token-level tag projections, so that the dictionary is unable to cor-
rect the systematic errors in the projections (see section 10.1.1). Since the to-
ken constraints are stronger than the type constraints in the coupled models,
this bias may have a substantial impact. With the Wiktionary dictionary, the
dierence between the type-constrained and the coupled-constrained HMM
is negligible: YHMMunion+C+L and ŶHMMwik. +C+L both average at an accuracy of
82.8%.
The CRF model, on the other hand, is able to take advantage of the comple-
mentary information in the coupled constraints, provided that the dictionary
12Note that to make the comparison fair vis-a-vis potential divergences in training domains, we
compare to the best type-constrained model trained on the same 500K tokens training sets.
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Figure 10.4. Relative inuence of token and type constraints on tagging accuracy in
the ŶCRFwik.+C+L model. Word types are categorized according to a) their number of
Wiktionary tags (0,1,2 or 3+ tags, with 0 representing no Wiktionary entry; top-axis)
and b) the number of times they are token-constrained in the training set (divided
into buckets of 0, 1-9, 10-99 and 100+ occurrences; x-axis). The boxes summarize the
accuracy distributions across languages for each word type category as dened by
a) and b). The horizontal line in each box marks the median accuracy, the top and
bottom mark the rst and third quantile, respectively, while the whiskers mark the
minimum and maximum values of the accuracy distribution.
is able to lter out the systematic token-level errors. With a dictionary de-
rived from Wiktionary and projected token-level constraints, ŶCRFwik.+C+L per-
forms better than all the remaining models, with an average accuracy of 88.8%
across the eight Indo-European languages available to D&P and LG&T. Av-
eraged over all 15 languages, its accuracy is 84.5%. Compared to the fully
unsupervised YHMM, the relative error reduction is 59%, averaged over the
eight Indo-European languages.
10.3.4 Analysis
In this section, we provide a detailed analysis of the impact of token versus
type constraints on ŶCRFwik.+C+L and study the pruning and ltering mistakes
resulting from incomplete Wiktionary tag dictionary entries in detail. In or-
der to not “contaminate” the treebank test sets with such detailed error anal-
ysis, this analysis is based on the training portion of each treebank. Note that
the annotation of the training portion is only used for the purpose of analysis
— as above, no target treebank annotation is ever used for training.
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Figure 10.5. Average pruning accuracy (line) across languages (dots) as a function of
the number of (hypothetically) corrected Wiktionary entries for the most frequent
word types. E.g., position 100 on the x-axis corresponds to manually correcting
the entries for the 100 most frequent types. Position 0 corresponds to experimental
conditions.
Inuence of token and type constraints
The empirical success of the model trained with coupled token and type con-
straints conrms that these constraints indeed provide complementary sig-
nals. Figure 10.4 provides a more detailed view of the relative benets of each
type of constraint. We observe several interesting trends. First, word types
that occur with more token constraints during training are generally tagged
more accurately, regardless of whether these types occur in Wiktionary. The
most common scenario is for a word type to have exactly one tag in Wik-
tionary and to occur with this projected tag over 100 times in the training
set (facet 1, rightmost box). These common word types are typically tagged
very accurately across all languages. Second, the word types that are am-
biguous according to Wiktionary (facets 2 and 3) are predominantly frequent
ones. The accuracy is typically lower for these words compared to the un-
ambiguous words. However, as the number of projected token constraints
is increased from zero to 100+ observations, the ambiguous words are eec-
tively disambiguated by the token constraints. This shows the advantage of
intersecting token and type constraints. Furthermore, projection generally
helps for words that are not in Wiktionary, although the accuracy for these
words never reach the accuracy of the words with only one tag in Wiktionary.
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Figure 10.6. Prevalence of pruning mistakes per part-of-speech tag, when pruning the
inference search space with Wiktionary.
Wiktionary pruning mistakes
The error analysis by Li et al. (2012) showed that the tags licensed by Wik-
tionary are often valid. When using Wiktionary to prune the search space
of our constrained models and to lter token-level projections, it is also im-
portant that correct tags are not mistakenly pruned because they are missing
from Wiktionary. While the accuracy of ltering is more dicult to study,
due to the lack of a gold standard tagging of the bitext, pruning errors are eas-
ily studied by looking at the target language treebank. Figure 10.5 (position
0 on the x-axis) shows that search space pruning errors are not a major issue
for most languages; on average the pruning accuracy is almost 95%. However,
for some languages such as Chinese and Czech the correct tag is pruned from
the search space for nearly 10% of all tokens. When using Wiktionary as a
pruner, the upper bound on accuracy for these languages is therefore only
around 90%. However, g. 10.5 also shows that with some manual eort we
might be able to remedy many of these errors. For example, by adding miss-
ing valid tags to the 250 most common word types in the worst language,
the minimum pruning accuracy would rise above 95% from below 90%. If
the same was to be done for all of the studied languages, the mean pruning
accuracy would reach over 97%.
Figure 10.6 breaks down pruning errors resulting from incorrect or incom-
plete Wiktionary entries across the correct part-of-speech tags. From this we
observe that, for many languages, the pruning errors are highly skewed to-
wards specic tags. For example, for Czech over 80% of the pruning errors are
caused by mistakenly pruned pronouns. This suggests that some of these er-
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rors may be treebank specic or caused by mistakes in the language specic
mappings from the ne-grained tags, used in the treebanks, to the universal
tags predicted by our models (see section 10.3.1).
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Part IV:
Conclusion

11. Conclusion
The statistical revolution in natural language processing has allowed rapid
development of linguistic processing tools that are often more accurate, com-
pared to the manually crafted tools of yore. However, the reliance on fully
labeled training data still hinders the widespread availability of these tools
for less privileged languages, as well as restricting the accuracy of these tools
on non-traditional domains. In this dissertation, we have therefore explored
to what extent we can instead train these tools with incomplete and cross-
lingual supervision. An overarching theme of this work has been the use of
ecient and eective structured discriminative latent variable models.
In summary, we have established that this class of models can be used
to create substantially more accurate tools, compared to both unsupervised
methods and to recently proposed cross-lingual methods, provided that care
is taken both with respect to the model structure and the type of supervi-
sion used. The empirical support for this claim is particularly strong in the
cross-lingual learning setting; at the time of writing, the cross-lingual mod-
els for syntactic dependency parsing and part-of-speech tagging, described
in chapters 9 and 10, correspond to the hitherto best published results in the
setting where no annotated training data is available in the target language,
as evaluated on standardized data sets for a wide variety of languages.
In this chapter, we rst look back at our main contributions to the study
of linguistic structure prediction with incomplete and cross-lingual supervi-
sion; we then outline what we consider to be the most pertinent directions
for future research. In addition to further research into more eective mod-
els and richer cross-lingual feature representations, we believe that there is
signicant understanding still to be gained of this learning setting.
11.1 Summary and Main Contributions
Part I (chapters 2 to 4) provides an introduction to linguistic structure and the
automatic prediction of such structure from natural language text by means
of supervised statistical machine learning. Part II concerns structured predic-
tion with no or incomplete supervision, of which an overview is provided in
chapter 5. Finally, Part III is focused on cross-lingual learning, with chapter 7
providing an overview of the major approaches employed in this setting.
The main contributions of this dissertation are found in Part II (chapter 6)
and in Part III (chapters 8 to 10). The rst contribution is a discriminative la-
tent variable model for ne-grained sentiment analysis with coarse-grained
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supervision (chapter 6). The second is a model for cross-lingual word cluster
induction and the application thereof to cross-lingual model transfer (chap-
ter 8). The third is a method for adapting multi-source discriminative cross-
lingual transfer models to target languages, by means of typologically in-
formed selective parameter sharing (chapter 9). The fourth is an ambiguity-
aware self- and ensemble-training algorithm, which is applied to target lan-
guage adaptation and relexicalization of delexicalized cross-lingual transfer
parsers (chapter 9). The fth is a set of sequence-labeling models which com-
bine constraints at the level of tokens and types, and an instantiation of these
models for cross-lingual part-of-speech tagging (chapter 10).
Each of the methods contributed in chapters 6 and 8 to 10 are accompanied
by a thorough empirical evaluation and analysis. Finally, a publicly available
data set of product reviews, manually annotated at the sentence-level, is pro-
vided as part of the study on ne-grained sentiment analysis.
Learning with incomplete supervision
Building on the preliminaries in chapters 3 and 4, where the focus is on su-
pervised approaches to linguistic structure prediction, chapter 5 presents an
attempt at a typology of learning scenarios in which the restrictive assump-
tion of full supervision is relaxed. Many of these scenarios can be instanti-
ated by means of structured latent variable models and consequently most
of the chapter is devoted to a detailed description of this class of models. In
particular, the latter half of the chapter describes how such models can be
used for learning to predict linguistic structure in the unsupervised, partially
supervised and semi-supervised settings. In contrast to their generative coun-
terparts, where all features need to decompose strictly with the model factor-
ization, discriminative latent variable models admit the use of rich feature
representations that decompose arbitrarily over the input.1
Sentence-level sentiment analysis with document-level supervision
Chapter 6 considers the use of indirect supervision, in the form of document-
level product ratings, to induce sentence-level sentiment. The latter is treated
as a latent structure which is placed between the input text and the document-
level observations in a hidden conditional random eld. We are not the rst to
propose the use of structured discriminative models with latent variables for
learning to make ne-grained predictions with coarse-grained supervision.
However, albeit straightforward, the application of such models to sentiment
analysis is novel and we are among the rst to explicitly consider using the
ne-grained latent variable analysis itself for prediction.2
1Decomposition with respect to the output is restricted even in discriminative models, but they
are typically more exible compared to their generative counterparts in this respect as well).
2This work was performed independently of the closely related work of Yessenalina et al. (2010)
and Chang et al. (2010).
180
In order to verify the viability of this approach empirically, a data set of
product reviews manually annotated with sentence-level sentiment was pro-
duced. This data set is made publicly available and has since its release been
used by other researchers, for example, Qu et al. (2012). Our empirical study
shows that while sentence-level sentiment can to some degree be induced
successfully from document-level sentiment alone, including a small amount
of additional data labeled at both levels of granularity results in a substan-
tial performance boost. Importantly, these results suggest that the addition
of larger amounts of both types of data lead to further improvements. This
result is encouraging, as training the model on millions of product reviews
should be quite feasible on commodity hardware with standard parallel opti-
mization methods, such as those discussed in section 4.2.1.
Learning with cross-lingual supervision
Following the study of learning with incomplete monolingual supervision,
the remainder of the dissertation is devoted to the multilingual setting, in
particular to learning with cross-lingual supervision. The same general class
of structured latent variable models is used in both settings. Chapter 7 sets the
stage for subsequent chapters by discussing multilingual structure prediction
in general and by providing a systematic overview of dierent scenarios and
approaches to learning with cross-lingual supervision in particular. A com-
mon motivation for many of these approaches is the tendency of dierent
languages to be ambiguous with respect to dierent linguistic constructions,
which means that the linguistic structure in one language can help disam-
biguate that in another language. This argument is most commonly made in
the scenario where full supervision is available in all languages and in the
scenario where no supervision is available in any language.
We argue that the most promising — and at the same time the most plau-
sible — scenario is that where supervision in a subset of languages is used
to guide the prediction of linguistic structure in a set of resource-poor lan-
guages. In this setting, the key assumption is rather the universality of many
linguistic phenomena. This assumption of universality underlies the two key
approaches to cross-lingual transfer: annotation projection and model trans-
fer. In the former, annotation in a resource-rich source language is projected
to a resource-poor language, typically via word aligned bitext. In the lat-
ter, a model is trained to predict the linguistic structure of a resource-rich
language, using only cross-lingual features, whereafter the model is applied
directly to a resource-poor target language. As discussed in chapter 7, both
of these approaches have their shortcomings, some of which are addressed
in subsequent chapters.
Cross-lingual word clusters for model transfer
Several studies have shown that coarse-grained non-lexical features carry
information which is useful for cross-lingual model transfer for syntactic de-
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pendency parsing. However, much information is lost when moving from
a fully lexicalized model to a model based solely on coarse-grained part-of-
speech tags. It is therefore natural to consider whether more informative
cross-lingual features can be induced and leveraged for model transfer.
In chapter 8, we propose to complement the “universal” part-of-speech
tags used in prior work with features dened with respect to cross-lingual
word clusters. A cross-lingual word clustering is loosely dened as a group-
ing of words in two languages, such that the groups are consistent across
both languages. We provide a simple and ecient algorithm for inducing
such clusters from large amounts of monolingual source and target language
text together with a smaller amount of word-aligned bitext. The resulting
word clusters can readily be incorporated in any transfer model alongside
other non-lexical features. In addition to cross-lingual syntactic dependency
parsing, we test the viability of these features for cross-lingual named-entity
recognition, a task which, to our knowledge, has not been previously con-
sidered for model transfer. We show empirically that the inclusion of cross-
lingual word clusters yields signicantly higher accuracy for both tasks, com-
pared to the delexicalized baseline models; in many cases the improvement
is substantial.
In addition to these contributions, this chapter presents an extensive em-
pirical study of the usefulness of monolingual word clusters for parsing and
named-entity recognition in the fully supervised monolingual setting. The
results of this study conrm that features derived from word clusters provide
consistent improvements for both tasks across language families and that
these features are particularly useful for named-entity recognition. Given
previous studies of monolingual word cluster features, these results are not
too surprising. However, this is the rst study to consider such a broad scope
in terms of both tasks and languages. Based on these results, it is clear that
practitioners should, by default, use word cluster features in any model that
already uses lexical and part-of-speech features.
Target language adaptation of discriminative transfer parsers
Cross-lingual word cluster features rely on the availability of word-aligned
bitext with a resource-rich source language. While such bitext can be found
for many of the world’s major languages, it may not be available for ev-
ery target language of interest.3 Another way to gain improvement over
the basic single-source delexicalized transfer model is to combine multiple
resource-rich source languages. Most previous approaches to multi-source
model transfer for dependency parsing have assumed that the target language
model can be expressed as a linear combination of source language model
3Moreover, when considering linguistic structure involving multiple lexical items, such as
syntactic dependency parsing, the direct correspondence assumption holds to an even lesser
extent, which reduces the potential usefulness of annotation projection methods for such
structure.
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parameters. This assumption generally holds for closely related languages.
However, it does not hold in general, as languages often share dierent sub-
sets of typological traits with dierent groups of languages. For example,
whereas Arabic is similar to both Indo-European and to Romance languages
in that they are all prepositional, it diers from Indo-European languages in
that adjectives are placed after their head noun; nally, it diers from both
with respect to the order of subject, object and verb; see table 9.2.
In chapter 9, we follow recent work by Naseem et al. (2012) and propose
to use typological features to selectively share subsets of model features with
dierent source languages. Our contribution to this setting is the incorpo-
ration of selective parameter sharing in a discriminative graph-based parser,
whereas previous work has been restricted to generative models with strong
independence assumptions. In order to accomplish this, some care needs to
be taken when combining model features and typological features, but the
resulting model is conceptually simple and retains the eciency of the graph-
based model on which it is based; learning and inference can be performed
with standard algorithms. We show empirically that the discriminative model
with selectively shared features is substantially more accurate in comparison
to its generative counterpart, with the exception of a few of the evaluated
languages.
Although the model is to some extent adapted to the target language via
the typological features, all model features are still solely based on coarse-
grained “universal” part-of-speech tags. Previous work has suggested that
self-training, in which the transfer model is retrained on its own predictions
on target language text, may be useful for further adapting the model to the
characteristics of the target language. We argue that standard Viterbi self-
training is inappropriate, because too much faith is placed on the model’s
own predictions. Instead, we introduce an ambiguity-aware self-training al-
gorithm, in which some of the uncertainty of the transfer model is maintained
in the form of an ambiguous self-labeling. A fully lexicalized discriminative
latent-variable parser is subsequently trained with the generated ambiguous
supervision, marginalizing over the preserved uncertainty. This method is
exible; in addition to self-training, we show how it can be used to combine
ambiguous predictions from multiple sources in an ensemble model. Empir-
ically, ambiguity-aware self-training and ensemble training both yield sig-
nicant and consistent improvements over the delexicalized discriminative
transfer model with selective parameter sharing. This is in contrast to regular
Viterbi self-training, which is not robust across languages and only obtains a
negligible improvement on average.
Token and type constraints for cross-lingual part-of-speech tagging
Most approaches to annotation projection rely on the assumption of direct
correspondence between the linguistic structures of two languages; an as-
sumption which rarely holds in practice. Furthermore, errors in source-side
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predictions and automatic word alignments render the projected annotation
both incomplete and noisy. Prior work has shown that ltering the projected
annotations is crucial to reducing this noise. However, the improved preci-
sion of the projected annotation generally comes at the expense of recall.
Chapter 10 presents a solution to this issue, based on a combination of
noisy cross-lingual token-level supervision and ambiguous type-level super-
vision. The latter is used to lter the transferred token-level annotation. Both
levels of constraints are then combined and encoded as an ambiguous la-
beling, which can subsequently be used to train sequential latent variable
models. In particular, the strength of the derived constraints is sucient for
training discriminative models, whereas prior work in this setting has been
restricted to generative models. A detailed empirical study shows that this
is indeed a successful strategy. Averaged over a variety of languages, we ob-
serve a relative error reduction of 25 percent, compared to the prior state of
the art. The improvement is consistent across the majority of the languages
considered in the evaluation. Additionally, it is shown that monolingual word
clusters can in many cases provide a substantial boost in accuracy in this set-
ting. Considered together with the results in chapter 8, this further corrob-
orates the wide applicability of word cluster features for linguistic structure
prediction. In fact, even the purely type-supervised model using Wiktionary
and monolingual word clusters substantially outperforms the previous state-
of-the-art in this setting.
11.2 Future Directions
We have considered a number of dierent approaches to linguistic struc-
ture prediction with incomplete and cross-lingual supervision. Yet, much un-
charted territory remains to be explored in this area. We end the dissertation
by outlining some interesting and promising directions for future research.
Indirect supervision for sentiment analysis
Despite its simplicity, our model for learning sentence-level sentiment predic-
tions from indirect document-level supervision is quite successful. Neverthe-
less, there are several ways in which this model could potentially be improved.
One possibility that may be worth considering is to include additional con-
straints on the sentence-level sentiment distributions, using techniques such
as posterior regularization (Ganchev et al., 2010). For example, we can ex-
pect a positive/negative review to have a certain fraction of positive/negative
sentences. The empirical study in chapter 6 suggests that the model trained
solely with document-level supervision fails to properly capture this prop-
erty; the average distribution of sentence-level sentiment diverges consider-
ably from that observed in the test set. We hypothesize that constraining the
model’s distribution of sentence-level sentiment to be close to this observed
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distribution — which could be estimated from a small amount of labeled data
— might push the model into a better local optimum during learning. Polar-
ity lexica are another natural source of constraints on sentence-level distri-
butions, as explored by He (2011) in the context of generative topic models.
One could also consider adding additional levels of latent variables to the
simple model. For example, one may consider adding latent word-level vari-
ables and induce a polarity lexicon jointly with the document- and sentence-
level model. If a polarity lexicon is available, the word-level variables could be
xed (or just initialized) to the polarity listed in the lexicon. An even more am-
bitious route would be to include syntax or discourse into the model, similar
to what Nakagawa et al. (2010) proposed for fully supervised sentence-level
sentiment analysis. Finally, one could model syntax- or discourse-like struc-
ture as latent variables, similar to how such latent structure was encoded in
the question-answering model of Liang et al. (2011).
Cross-lingual features
We have shown the usefulness of cross-lingual word cluster features for model
transfer in both syntactic dependency parsing and named-entity recognition.
Recently, Klementiev et al. (2012) showed that cross-lingual distributed word
representations can similarly be used for transfer of text classication mod-
els. This opens up the question whether cross-lingual clusters or distributed
representations (embeddings) are preferable. The upshot of clusters is their
simplicity and eciency when used as features, since each word is typically
assigned to exactly one cluster, which results in a sparse feature represen-
tation. This sparseness is also a potential curse, as the clustering can only
capture a single salient aspect of each word, whereas embeddings can poten-
tially capture several dierent aspects. An alternative to embeddings may be
to use multiple clusterings; this scenario was recently investigated by Razavi
(2012) for syntactic dependency parsing. For further discussion on the use of
clusters versus embeddings, see Turian et al. (2010).
Another open question is what type of elements to cluster or embed for
dierent tasks. For example, one could consider inducing cross-lingual clus-
ters of phrases rather than of words. Monolingual phrase clusters have pre-
viously been shown to be useful for named-entity recognition (Lin and Wu,
2009), but have not yet been considered in the cross-lingual setting. Klemen-
tiev et al. (2012) also point towards the possibility of using cross-lingual dis-
tributed representations over phrases; such embeddings were considered in
the monolingual setting by Socher et al. (2011). A similar potential direction
is to extend the marginalized denoizing autoencoders of Chen et al. (2012) to
the cross-lingual setting and to elements other than words.
One of the primary benets of model transfer with “universal” part-of-
speech tags is that no bitext is required. Perhaps the most important question
with regard to cross-lingual feature representations is therefore whether it is
possible to induce such representations without bitext. Potential points of
185
departure towards such representations could be kernelized sorting, applied
to comparable corpora by Jagarlamudi et al. (2010) or the “translation as deci-
pherment” model proposed by Ravi and Knight (2011) for machine translation
without bitext.
Selective parameter sharing
We showed in chapter 9 that resource-rich source languages can be combined
for transfer of graph-based dependency parsers via typologically informed
selective parameter sharing. One could of course consider this approach for
other types of linguistic structure as well. However, it is not clear whether
the typological features employed in this work, which specically capture
syntactic characteristics, can be successfully used for other types of linguistic
structure. It seems reasonable that these features would be useful for part-of-
speech tagging as well, but we are not aware of any attempts in this direction.
Within the context of selective sharing for syntactic parsing, we have thus
far only considered a small number of typological features and quite simple
ways of selectively sharing model features. More research is needed on which
typological features to use and how to encode the selective sharing using
these features. In this work only a small number of model features were se-
lectively shared based on typological features; the majority of model features
— those encoding word order-dependent local context — were shared based
on a division of languages according to a simple notion of familiarity. More
rened ways of sharing these features could be considered, such as phyloge-
netic hierarchies as previously explored by Berg-Kirkpatrick and Klein (2010)
for unsupervised dependency parsing. A more complicated approach would
be to encode the sharing dynamically, such that the features for each sen-
tence is shared selectively, based on the likelihood that the sentence shares
certain typological traits with the dierent source languages. Søgaard (2011)
and Søgaard and Wul (2012) recently explored such ideas. However, rather
than dynamic selective sharing, they performed a dynamically weighted lin-
ear interpolation of all source model parameters, which for reasons discussed
in chapter 7 cannot work well for typologically diverse languages.
The usefulness of linguistically motivated typological features seems clear.
Another option would be to treat these features as latent variables. This was
previously considered by Naseem et al. (2012) in their generative model, but
could also be incorporated in our discriminative model. The scenarios com-
pared by Naseem et al. were those in which all typological features are ob-
served and in which no typological features are observed. A more promising
route may be to treat the typological features as observed, but to add latent
variables which encode additional potential typological relationships. Latent
variables could also be used as a way to dynamically encode groupings of lan-
guages according to family, either in terms of a at structure or hierarchically
as discussed above.
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Annotation projection
There are a number of potential avenues for future research on annotation
projection. First, in cases where the direct correspondence assumption holds
to a sucient degree, improved alignment models are likely to give direct
boosts in accuracy of the projected annotation (Yarowsky and Ngai, 2001).
This is already an active area of research within the eld of statistical ma-
chine translation. The word alignments used in this dissertation were in-
duced with the state-of-the-art alignment model of DeNero and Macherey
(2011); while we have not investigated the impact of word alignment errors,
we hypothesize that improvements in word alignment will in general trans-
late to improved annotation projection.
In addition to more accurate alignments, we believe that better calibration
of the marginal alignment distributions would be useful for annotation pro-
jection. Currently, annotation is typically transferred only via high-condent
bidirectional alignments, which results in improved alignment precision at a
substantial cost of recall. A better approach should be to maintain all the un-
certainty in the alignments during the transfer and subsequently marginal-
ize out this uncertainty when training the model on the projected annota-
tion. We considered this approach in preliminary work; however, we ob-
served that the entropy of the marginal alignment distributions were ex-
tremely low, so that the distribution contained very little information above
that of the Viterbi alignments. With properly calibrated alignment distribu-
tions, it would be possible to properly take the uncertainty of the alignments
into consideration when projecting the annotation. In addition to using align-
ment marginals, when a probabilistic model is used to annotate the source
language, one could consider transferring the marginal distributions over sub-
structures rather than Viterbi predictions. Thereby, all the uncertainty in the
projected annotation would be available for marginalization when training
the target model.
Both annotation projection and model transfer have been considered in
this dissertation. However, the question of when one of these approaches
is preferable to the other remains open. As discussed at length, the direct
correspondence assumption used in naïve annotation projection is awed, in
particular when applied to structures involving multiple lexical items. Based
on this consideration — and on preliminary unsuccessful attempts at annota-
tion projection for dependency syntax — we chose to use annotation projec-
tion for part-of-speech tagging and model transfer for dependency parsing.
Still, methods that relax the direct correspondence assumption, such as the
quasi-synchronous grammars of Smith and Eisner (2009) and the soft poste-
rior regularization of Ganchev et al. (2009), have been quite successful for
transfer of syntactic structure. Although the results on multi-source model
transfer with selective sharing in chapter 9 represent the best published so
far in this context, annotation projection may still have something to oer for
cross-lingual learning of syntax. An alternative to choosing between these
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methods may be to simply combine them, for example, via ambiguity-aware
ensemble training or via posterior regularization.
11.3 Final Remarks
In conclusion, we have provided constructive armative answers to both of
the research questions posed in chapter 1 and conrmed our thesis that in-
complete and cross-lingual supervision can eectively be leveraged to predict
linguistic structure of dierent types in a wide range of languages, by means
of simple and ecient discriminative latent variable models. While results
are still substantially below those attainable with full supervision, the mod-
els proposed in this dissertation outperform unsupervised approaches with a
wide margin. We argue that, for any linguistic processing task of real value,
some amount of fully or incompletely labeled data is likely to be available at
least in some languages, while creating such supervision for all the world’s
languages is infeasible. Hence, in addition to its academic merits, this disser-
tation should also be of value to the natural language processing practitioner.
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Appendix A. Language Codes
The table below lists the two-letter ISO 639-1 code for each language studied
in the dissertation.1
Code Language
ar Arabic
bg Bulgarian
ca Catalan
cs Czech
da Danish
de German
el Greek
en English
es Spanish
eu Basque
fr French
hu Hungarian
it Italian
ja Japanese
ko Korean
nl Dutch
pt Portuguese
ru Russian
sl Slovene
sv Swedish
tr Turkish
zh Chinese
1Obtained from hp://www.loc.gov/standards/iso639-2 — February 14, 2013.
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