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iAbstract
We study the invariant measures and fluctuation limits of discrete-time harness processes in one
spatial dimension. We construct one essential ergodic (under spatial shifts) invariant measure of the
increment process derived from harness process, and all other ergodic invariant measures can be ob-
tained by adding constants. We also show that the weak limit of the one dimensional height fluctuations
starting from the increments under several translation-invariant ergodic measures will obey Edwards-
Wilkinson equation, and the finite-dimensional marginal convergence can be extended to a process
level convergence.
ii
Acknowledgements
The finalization of my Ph.D. dissertation indicates a five-year odyssey full of unforgettable memo-
ries has nearly come to an end. I remember when I landed in the United States the very first time, five
years was like an infinite time to me. Now putting the first letter in my thesis is just like a yesterday’s
thing. When I look back upon this wildest adventure in my life, I see obstacles of all kinds, heavy stress
from study and research. I am glad that those challenges never destroyed me but rather helped me to
mentally and techically prepare for the future.
Here I would like to express the deepest appreciation to all those who have helped me during my
Ph.D. study. Without their support, I could not have achieved where I am today. First, I want to give
a special and heartfelt gratitude to my co-advisors Professor Timo Seppa¨la¨inen and Professor Brian
Yandell, who are the most knowledgable, considerate and patient Ph.D. advisors I have ever seen.
As an advisor, Timo has been constantly happy to discuss whenever I get stuck in my research. He
always provides me with good and accurate insights, which not just help me to solve the obstacles but
also point out a clear direction of my research. Timo has also put a great deal of effort in assisting
me to polish my dissertation. He read every word in each version and gave tons of useful suggestions
on mathematics, organization, latex tips and even grammar. Aside from research, when I was teaching
assistant the very first time, Timo took time to observe my class and taught me how to teach. He himself
is a great teacher. I once took his large deviation course. I must say his lessons are not just lessons but
artworks. With Timo, I have learned not just the beauty of probability theory or how to do research but
also the conscientious attitude toward every task in front of us. For this, I can not thank him enough.
Brian, on the other hand, has supported me on many administrative matters. He is the one who
helped me to build a solid bridge to the probability group in mathematics department and find a way
in doing probability research “legally” as a statistics Ph.D. student. In addition, he has provided me
iii
with excellent guidance on Ph.D. regulations like choosing minor, credits requirement etc. In order
to help me pass the preliminary exam smoothly, Brian also managed to oraganize a dry run for me to
practice. I would like to thank Professor Brian Yandell for his consistent effort in making my Ph.D. life
comfortable and well-organized.
I am very grateful to Professor Benedek Valko´, Professor David Anderson and Professor Philip
Wood for being my thesis committee members. They brought up many interesting questions and
insightful ideas which offered different aspects in looking at the problems and inspired my further
thinking.
Last but not least, I would like to thank my parents for their unconditional love, understanding and
support. I would like to thank Jing Kong for listening all my complaints, cheering me up, cooking
delicious meals and delighting my Ph.D. life. A special thanks goes to my friend Jin Qian who has
shared his wisdom in any linear algebra problems I have.
iv
Notation and Symbols
Here is a collection of some notations we use throughout the thesis.
• Z is the set of all integer numbers.
• Z+ is the set of all nonnegative integer numbers.
• N is the set of all positive integer numbers.
• Zd is the d-dimensional integer lattice.
• R is the set of all real numbers.
• R+ is the set of all nonnegative real numbers.
• |x| is either the absolute value if x is a number or the Euclidean norm if
x is a vector.
• ı is the imaginary unit which equals to √−1.
• C is a positive finite constant, the value of which may vary from line to
line.
• X ∼ µ means the random variable X has distribution µ.
• σ(X1,X2, . . . ,Xn) is the σ-algebra generated by random variables X1,X2, . . . ,Xn.
• P is the generic probability function.
• E is the expectation under probability measure P.
• P,E are the probability measure and expectation of the random walk Xit
vcoming from the dual representation of the harness processes.
• Eν is the expectation under initial distribution ν.
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1Chapter 1
Introduction
In statistical mechanics, for 1+1 dimensional surface growth models, it is believed that even though
the microscopic evolutions of different models may be different in general, macroscopic behaviors
are often similar and usually can be categorized into two classes based on the macroscopic flux: the
Edwards-Wilkinson (EW) and the Kardar-Parisi-Zhang (KPZ) universality classes (more details can
be found in Baraba´si and Stanley (1995)). A central model in the KPZ class is the well-known KPZ
equation:
ht = vhxx +
1
2
λ(hx)
2 +
√
DW˙, (1.0.1)
where W˙ is the space-time white noise. It is predicted but not completely proved that the order of
universal height fluctuation is t1/3 where t is the time parameter (see Corwin (2012) for a survey).
In the EW universality class, on the other hand, the limit of the height fluctuation can be described
as the solution of the stochastic heat equation with additive noise (often called Edwards-Wilkinson
(EW) equation (see Edwards and Wilkinson (1982))):
Zt = vZxx +
√
DW˙ . (1.0.2)
And the order of macroscopic height fluctuation (scaling time and space by some functions of n) is ex-
pected to be n1/4. This conjecture is supported by past work in independent random walks (Seppa¨la¨inen
(2005) and Kumar (2008)), independent random walks in static and dynamical random environment
(RWRE) (Peterson and Seppa¨la¨inen (2010) and Joseph et al. (2011)), random average process (RAP)
(Bala´zs et al. (2006)) and a recent model under continuous space and time setting from the Howitt-
Warren flows (Yu (2014)). In this paper, we consider a specific surface growth model called harness
2process, the one space dimensional version of which obeys EW universality.
Harness processes were first named and studied by J. M. Hammersley around 1956 when he
was looking at a problem on long-range misorientation in the crystalline structure of metals (see
Hammersley (1967)). Later on, Hsiao (1982) has investigated the continuous-time harness processes
where the weight vector is symmetric, unnormalized and infinite while the random noises are normally
distributed. He has proved the convergence to the equilibrium state from the initial configuration under
various conditions. A few years later, Hsiao (1985) generalized his results for asymmetric but finite
weight vector and non-gaussian random noises, and proved both the existence and uniqueness of the
translation-invariant equilibrium state. Interestingly, he has also pointed out that if the weight is nor-
malized, in one-dimensional case, the order of the height fluctuations is exactly t1/4, but the order
decreases to (log t)1/2 in two-dimensional case, and the height fluctuations become bounded for higher
dimensions.
Under the same continuous time setting, Ferrari and Niederhauser (2006) have introduced the ran-
dom walk representation of the harness processes, through which they constructed an invariant measure
as the limit of the process starting from the flat configuration. They have shown that with Gaussian
noises and finite support assumption on the transition kernel, for d ≥ 3, the invariant measures of
harness processes are Gaussian Gibbs fields (also called harmonic crystals), which has been studied
in Caputo and Deuschel (2000) and Caputo (2000). For lower dimensions (d = 1, 2), the invariant
measure for the process itself on the entire Zd lattice may not exist in general, but still they have found
the stationary measure for the process “pinned at the origin” (ht(0) ≡ 0) or “viewed from the height
at the origin” (ht(·) − ht(0)). Toom (1997) studied the influence of the tail distribution of the noises
on the convergence of the harness process under the discrete time setting. He also gave the connection
between the decay rates of the noise distribution and the limit distribution.
In this thesis, we study the discrete-time version of harness process in one spatial dimension, which
has some connections with independent random walks model in Kumar (2008) and one dimensional
3RAP model in Bala´zs et al. (2006). Chapter 2 will first give a detailed description of the model (Sec-
tion 2.1) and then discuss the main results ( Section 2.2 and Section 2.3). Section 2.2 focuses on
finding the invariant measure for the increment process derived from the harness model. We appeal
to Ferrari and Niederhauser (2006), provide an invariant measure as the distribution of the limit of an
L2-martingale and show that it is indeed the unique ergodic (spatially speaking) measure with finite
first moment. Unlike the product form invariant distributions stated in Kumar (2008) and Bala´zs et al.
(2006), the invariant distribution for the increment process in our case does have non-zero correlations
(except in some special cases). Section 2.2 will provide asymptotic results for the scaled height fluc-
tuations. We will show that the fluctuation is subdiffusive (O(n1/4)), and the scaled hight fluctuations
starting from i.i.d., invariantly distributed and strongly mixing initial increments will converge to two-
parameter Gaussian processes in the sense of convergence of finite-dimensional distributions. More
interestingly, the time marginal of the limit process in the second case is a fractional Brownian motion
with Hurst parameter 1/4. In addition, the process-level tightness of the convergence will be achieved.
Chapter 3 will cover all the proofs. Appendix A will discuss some useful properties of the potential
kernel of one dimensional recurrent random walks. Appendix B provides a proof of Local Central
Limit Theorem (LCLT) and several applications.
4Chapter 2
The harness process and the main results
2.1 The model
For fixed dimension d ∈ N, the harness processes is a collection {ht : t ∈ Z+} where each ht is a
real-valued random height function on Zd, the evolution of which obeys the following rule,
ht+1(i) =
∑
k∈Zd
w(k)ht(i+ k) + ξt+1(i), i ∈ Zd, t ∈ Z+, (2.1.1)
where {w(k)}k∈Zd is a fixed weight vector with the following properties
0 ≤ w(k) < 1, for all k ∈ Zd,
∑
k∈Zd
w(k) = 1 and the support supp(w) = {k ∈ Zd : w(k) > 0}
is finite. (2.1.2)
The mean (vector) of w is denoted by µ1 =
∑
k∈Zd kw(k). In dimension d = 1, we write the variance
as
σ21 =
∑
k∈Z
(k − µ1)2w(k). (2.1.3)
Assumption (2.1.2) implies that 0 < σ21 <∞.
{ξt(k)}k∈Zd,t∈Z are assumed to be i.i.d. random noise variables with mean zero and variance
Var
(
ξ0(0)
)
= σ2ξ <∞. (2.1.4)
Roughly speaking, (2.1.1) can be viewed as a discrete version of the EW equation in (1.0.2). Note
that the evolution of random average process (RAP) is quite similar to (2.1.1) except two differences:
5it does not have the noise term ξ and the weight vector {w(k)}k∈Zd is a random vector called random
environment (see Seppa¨la¨inen (2010)).
We will think of the weight vector {w(k)}k∈Zd as the transition probability of a discrete-time
random walk on Zd. We will denote this transition kernel by
p(i, j) = w(j − i), i, j ∈ Zd, (2.1.5)
and multistep transition probabilities by
pk(i, j) =
∑
i1,i2,...,ik−1∈Zd
p(i, i1)p(i1, i2) · · · p(ik−1, j), i, j ∈ Zd, k ∈ Z+, (2.1.6)
where p0(i, j) = 1{i = j}, p1(i, j) = p(i, j). The random walk on Zd with transition probability
p(i, j) and initial position i is denoted by {Xit}t∈Z+ .
For future use, we denote another transition kernel
q(i, j) =
∑
z∈Zd
w(z)w(j − i+ z), i, j ∈ Zd. (2.1.7)
We use {Y it }t∈Z+ to represent the random walk with transition probability q(i, j) and starting point i.
Notice that Y it is a symmetric random walk, the distribution of which is the same as X˜it − X0t (see
the proof of Lemma 2.3) where X˜it and X0t are independently distributed random walks with transition
probability p(·, ·). The multistep transitions
qk(i, 0) =
∑
z∈Zd
pk(i, z)pk(0, z), i ∈ Zd, k ∈ Z+. (2.1.8)
Under assumption (2.1.2), q will also be finitely supported and nondegenerate.
As an analogue of the Harris graphical construction in Ferrari and Niederhauser (2006), the harness
process {ht}t∈Z+ has the following random walk representation.
Lemma 2.1. For all t ∈ Z+, i ∈ Zd,
ht(i) = E
[
h0(X
i
t)
]
+
t∑
k=1
E
[
ξk(X
i
t−k)
]
. (2.1.9)
6Notice that the initial state {h0(i) : i ∈ Zd} and the noise variables {ξk(i) : i ∈ Zd, k ∈ N} remain
random in the expectation above. We assume that {h0(i)}i∈Zd is independent of {ξk(i)}i∈Zd ,k∈N.
For surface growth models, on the macroscopic and deterministic scale, the height equation should
be a Hamilton-Jacobi equation: ∂v∂t+H(∇v) = 0. The slope satisfies conservation law, and the function
H is called the flux. If the flux is linear, then the model falls into EW class. If the flux is strictly convex
or concave, then the system is in KPZ class. For harness process, by applying (2.1.9), we can show
that the flux is linear. To be specific, the macroscopic height function ht is simply translated by speed
b = −µ1.
Theorem 2.2. Assume (2.1.2) and (2.1.4). Suppose {hnt (i) : t ∈ Z+, i ∈ Zd}n∈N is a sequence of
independent harness processes and 1nh
n
0 (⌊nx⌋) converges in probability to a continuous function u(x)
with u(0) = 0 uniformly on any bounded set as n goes to infinity, i.e.
lim
n→∞P
(
sup
|x|≤R
∣∣∣∣ 1nhn0 (⌊nx⌋)− u(x)
∣∣∣∣ > ǫ
)
= 0, ∀ǫ,R > 0. (2.1.10)
Then, for all x ∈ Rd,
1
n
hn⌊nt⌋(⌊nx⌋)
p→ u(x− bt), as n→∞. (2.1.11)
The limit in (2.1.11) is called “hydrodynamic limit” of the process. And v(x, t) = u(x− bt) is the
unique solution of the linear transport equation
vt + bvx = 0, with initial condition v(x, 0) = u(x). (2.1.12)
This is the dynamics of the macroscopic harness process. The lines x(t) = x + bt are called the
characteristics of (2.1.12). This hydrodynamic limit suggests that the harness process should obey EW
universality.
From now on, we restrict to dimension d = 1 and further assume the probability vector {w(i)}i∈Z
to have span 1, i.e.
max{k ∈ Z+ : ∃ℓ ∈ Z, s.t. supp(w) ⊂ ℓ+ kZ} = 1. (2.1.13)
7The new assumption (2.1.13) guarantees that the transition kernel q(i, j) will also have span 1. We
summarize the properties of q below.
Lemma 2.3. Assume d = 1, (2.1.2) and (2.1.13). q-walk is symmetric (and hence recurrent), irre-
ducible and has span 1. The mean and variance of the one-step transition are
∑
x∈Z
xq(0, x) = 0,
∑
x∈Z
x2q(0, x) = 2σ21 . (2.1.14)
2.2 Invariant measures
The proofs for the results in this section can be found in Section 3.2.
Because of the nonexistence of invariant distributions of the harness process ht in one space di-
mension (see Seppa¨la¨inen and Zhai (2015)), in this section, we will mainly forcus on the construction
and the uniqueness of the ergodic (spatially speaking) invariant measures of the increment process
{ηt(x) : x ∈ Z}t∈Z+ which is defined below.
ηt(i) = ht(i) − ht(i− 1), i ∈ Z, t ∈ Z+. (2.2.1)
From the dynamics of harness processes (2.1.1), we can derive the evolution of the increments ηt.
ηt+1(i) =
∑
k∈Z
w(k)ηt(i+ k) + ξt+1(i) − ξt+1(i− 1), i ∈ Z, t ∈ Z+. (2.2.2)
For the invariant distributions of the general increment processes in higher dimensions (d ≥ 2), please
see Seppa¨la¨inen and Zhai (2015).
We would like to set up some basic terminology before we move on to any specific result. Let M
be the space of probability measures on RZ. A measure ν ∈M is said to be invariant for the process ηt
defined in (2.2.1) if η0 ∼ ν implies η1 ∼ ν. The convex set of all invariant measures of ηt is denoted by
I . Let {θx}x∈Z be the set of shift operators in space. As an example, for η ∈ RZ, (θxη)(i) = η(i+ x),
∀i ∈ Z. A measure ν ∈ M is said to be shift invariant in space if ν(θxA) = ν(A) for all Borel sets
A ⊆ RZ and x ∈ Z. The collection of all shift invariant measures in M is denoted by J . A Borel set
8B ⊆ RZ is invariant if θxB = B for all x ∈ Z. A shift-invariant measure ν ∈ J is ergodic if ν(B) = 0
or 1 for every invariant Borel set B ⊆ RZ.
For the construction of the invariant measures of ηt, we first define a harness process {h[s,t](i) :
i ∈ Z}t≥s starting at time s with a flat configuration, i.e. h[s,s](i) = 0, ∀i ∈ Z. Then, from the dual
representation (2.1.9), at time t > s, the heights h[s,t](·) can be represented as
h[s,t](i) =
∑
j∈Z
t∑
k=s+1
ξk(j)p
t−k(i, j), i ∈ Z, t > s. (2.2.3)
In addition, we can also define a harness process hς[s,t] starting at time s with configuration ς , i.e.
hς[s,s](i) = ς(i), ∀i ∈ Z. Then, we can also write hς[s,t] as
hς[s,t](i) =
∑
j∈Z
t∑
k=s+1
ξk(j)p
t−k(i, j) +
∑
j∈Z
ς(j)pt−s(i, j), i ∈ Z, t > s. (2.2.4)
We can show that
Theorem 2.4. Assume d = 1, (2.1.2), (2.1.4) and (2.1.13).
1. For each fixed i ∈ Z, and t ∈ Z+, the process {h[t−s,t](i) − h[t−s,t](i − 1) : s ∈ Z+} is
an L2-martingale with respect to the filtration (Fs)s≥0 where Fs = σ
(
ξt−s+1(·), . . . , ξt(·)
)
.
Furthermore, the martingale h[t−s,t](i) − h[t−s,t](i − 1) converges both almost surely and in
L2-norm as s→∞. We denote the limit by ∆t(i), i ∈ Z.
2. {∆t}t∈Z+ is a stationary Markov process. The distribution of ∆0 is an ergodic (space-wise)
invariant measure for the increment process ηt(·).
The representation (2.2.3) suggests that the process ∆t can be written as
∆t(i) =
∑
j∈Z
∞∑
k=0
ξt−k(j)
[
pk(i, j) − pk(i− 1, j)
]
, i ∈ Z, t ∈ Z+. (2.2.5)
By (2.2.5), one can easily check that the process {∆t}t∈Z+ obeys evolution (2.2.2) and hence itself is
an increment process of a harness process.
9Let us denote the distribution of ∆0 by π0 ∈ I ∩ J . Since π0 is ergodic, it is one extreme point of
I . The mean and covariances of π0 are described below.
Proposition 2.5. Assume d = 1, (2.1.2), (2.1.4) and (2.1.13). π0 has mean zero and covariance V0(·, ·)
given by
V0(i, j) = σ
2
ξ [a(i− j − 1) + a(i− j + 1)− 2a(i − j)], i, j ∈ Z, (2.2.6)
where a(x) is the potential kernel,
a(x) =
∞∑
k=0
[qk(0, 0) − qk(x, 0)], x ∈ Z, (2.2.7)
and the associated transition kernel q is defined in (2.1.7).
Notice that the convergence of the infinite series in (2.2.7) is guaranteed by assumption (2.1.2) and
(2.1.13) (see either Lemma 3.4 in Section 3.2 below or P28.8 in Spitzer (1976)).
Now we can see that the invariant measure π0 is not degenerate since a(0) = 0 and a(x) > 0 for all
x 6= 0 due to Lemma 3.5 in the proof of Theorem 2.4. The potential kernel a(x) has been well studied
in Spitzer (1976). And some of the useful results are listed in Appendix A. From the properties of the
potential kernel a(x), we can make a few comments on the covariance function V0(0, x).
Corollary 2.6. Assume d = 1, (2.1.2), (2.1.4) and (2.1.13).
1. The spectral density function (see definition below, the details can be found in Chapter 4 of
Brockwell and Davis (2002)) of V0(0, x) can be written as
f(θ) =
σ2ξ
π
· 1− cos(θ)
1−∑k∈Z q(0, k)eıkθ ; (2.2.8)
2. There exist constants A, c > 0 such that
|V0(0, x)| ≤ Ae−c|x|, ∀x ∈ Z; (2.2.9)
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3. ∑
k∈Z
V0(0, k) =
σ2ξ
σ21
, (2.2.10)
The series in (2.2.10) is called the series of covariances, and it converges absolutely.
Definition 2.7. A function f defined on (−π, π] is the unique spectral density of a stationary process
{Xt}t∈Z with covariance V (·, ·) if
• f(θ) ≥ 0 for all θ ∈ (−π, π],
• V (0, k) = ∫ π−π eıkθf(θ)dθ, for all k ∈ Z.
Now let us further investigate the invariant measure π0. First, let us give the following definitions.
Definition 2.8. A mean-zero real-valued stochastic process {η(x)}x∈Z that is stationary in the wide
sense (covariance-stationary) is called linearly regular if the space
H(−∞,−∞) =
⋂
x
H(−∞, x)
is trivial, where H(a, b) is the mean square closed linear hull of {η(y) : a ≤ y ≤ b}, i.e. H(a, b) is the
minimal closed set in L2(P) that contains the linear span of {η(y) : a ≤ y ≤ b}.
More details about the space H(a, b) can be found in Ibragimov and Rozanov (1978) (see Chapter
I.5).
Definition 2.9. A mean-zero real-valued stochastic process {η(x)}x∈Z that is stationary in the wide
sense (covariance-stationary) is called completely linearly regular if
ρ(x) = sup
φ1∈H(x,∞),φ2∈H(−∞,0)
‖φ1‖2=‖φ2‖2=1
|E [φ1φ2] | → 0, as x→∞.
{ρ(x)}x∈Z+ are called the coefficients of complete linear regularity.
The linear regularity condition has been introduced and well-studied in Ibragimov and Rozanov
(1978), and it plays an important role in the prediction theory of stationary random processes (see
Rozanov (1967) for detail). Here we will show that π0 is indeed completely linearly regular.
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Theorem 2.10. Assume d = 1, (2.1.2), (2.1.4) and (2.1.13). The π0-distributed process {η(x)}x∈Z is
completely linearly regular with linear regularity coefficient
ρ(x) = o(x−n), for all n ∈ Z+.
More interestingly, if we set the noise ξ to be Gaussian in (2.2.5), the result can be stronger.
Definition 2.11. A stationary stochastic process {η(x)}x∈Z is called completely regular if
̺(x) = sup
φ1∈L2(F∞x ),φ2∈L2(F0−∞)
‖φ1‖2=‖φ2‖2=1
|Cov(φ1, φ2)| → 0, as x→∞.
where Fnm = σ{η(x) : m ≤ x ≤ n}, and {̺(x)}x∈Z+ are called the coefficients of complete regularity.
Corollary 2.12. Assume d = 1, (2.1.2), (2.1.4), (2.1.13) and {ξt(i)}i∈Z,t∈Z have i.i.d. Gaussian distri-
bution. Then π0 is a centered Gaussian field (also called Gauss measure) with the covariance function
V0(·, ·). π0-distributed process {η(x)}x∈Z is stationary and completely regular with regularity coeffi-
cient
̺(x) = o(x−n), for all n ∈ Z+.
For the uniqueness of the ergodic (spatially speaking) invariant measure of the increment process
{ηt}t∈Z+ , we have the following theorem.
Theorem 2.13. (Uniqueness) Assume d = 1, (2.1.2), (2.1.4) and (2.1.13). Let ν ∈ I ∩ J satisfy
the following properties. ν is an ergodic measure, Eν |η(0)| < ∞ and Eν [η(0)] = c. Denote the
distribution of {c+∆0(x)}x∈Z by πc. Then,
ν = πc.
More results about the structure of I can be found in Seppa¨la¨inen and Zhai (2015).
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2.3 Limits for height fluctuations
The proofs for the results in this section can be found in Section 3.3.
In this section, we assume that the initial height function h0 : Z → R is normalized by h0(0) =
0. The distribution of the initial increment process {η0(x)}x∈Z is assumed to be shift invariant and
ergodic. We denote the mean, the variance and the series of covariances of the initial increments by
µ0 = E [η0(0)] , σ
2
0 = Var [η0(0)] , ς
2 =
∑
x∈Z
Cov [η0(0), η0(x)] . (2.3.1)
The convergence of the series above will be guaranteed by condition (a), (b) and (c) in Theorem 2.15
below. One can show that ς2 is the limit of n−1Var [η0(1) + η0(2) + · · ·+ η0(n)] and hence nonneg-
ative (see Lemma 1.1 in Rio (2013)).
We are interested in the fluctuation on the marcroscopic characteristic line x(t) = bt with spatial
scaling
√
n (note that b = −µ1). We find that the magnitude of this fluctuation is n1/4. To be more
specific, we are studying the weak limit of the following subdiffusive-scaled fluctuation:
hn(t, r) = n
−1/4 {h⌊nt⌋(⌊r√n⌋+ ⌊ntb⌋)− µ0r√n} . (2.3.2)
From Lemma 2.1, hn(t, r) has the following dual representation
hn(t, r) = n
−1/4

E
[
h0(X
y(n)
⌊nt⌋ )
]
+
⌊nt⌋∑
k=1
E
[
ξk(X
y(n)
⌊nt⌋−k)
]
− µ0r
√
n

 , (2.3.3)
where y(n) = ⌊ntb⌋ + ⌊r√n⌋, and {Xik}k∈Z+ is a random walk on Z starting from site i ∈ Z with
transition kernel p(x, y) defined in (2.1.5). The expectation E only acts on the random walk Xy(n)

.
Our main work is to show that the process {hn(t, r)}t∈R+,r∈R will converge weakly to the weak
solution of an Edwards-Wilkinson equation (1.0.2). We will study the fluctuation limits under three
circumstances: the initial increments {η0(x) : x ∈ Z} are (a) i.i.d. (b) π0-distributed, or (c) a strongly
mixing stationary sequence. The strong mixing condition is defined below.
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Definition 2.14. Let {η(i) : i ∈ Z} be a stochastic sequence and Fmn = σ(η(i), n ≤ i ≤ m). We say
that the sequence η is strong mixing if α(n)→ 0 as n→∞ where the strong mixing coefficient is
α(n) = sup
k
α(Fk−∞,F∞k+n), (2.3.4)
where
α(A,B) = sup
A∈A,B∈B
|P(A ∩B)− P(A)P(B)| (2.3.5)
for two sub-σ-algebras A and B on a probability space (Ω,F , P ).
For the properties of strong mixing conditions(e.g. the differences and relations between strong
mixing and completely regular), we refer to Bradley (2005).
Now let us depict the limit process. Let us denote the centered Gaussian p.d.f and c.d.f with variance
ν2 by
ϕν2(x) =
1√
2πν2
exp
(
− x
2
2ν2
)
and Φν2(x) =
∫ x
−∞
ϕν2(y)dy, (2.3.6)
and define the Gaussian process {Z(t, r) : t ∈ R+, r ∈ R} to be the sum of two stochastic integrals
Z(t, r) =
σξ
σ1
∫ ∫
[0,t]×R
ϕσ21(t−s)(r − x)dW (s, x) + ς
∫
R
ϕσ21t(r − x)B(x)dx, (2.3.7)
where {W (t, r) : t ∈ R+, r ∈ R} is a two-parameter Brownian motion and {B(r) : r ∈ R} is a two-
sided Brownian motion. W and B are independent. In fact, Z(t, r) is also the unique mild solution
(Walsh (1986)) of the following EW equation on R+ × R:
∂Z
∂t
=
σ21
2
∂2Z
∂r2
+
σξ
σ1
W˙ , Z(0, r) = ςB(r). (2.3.8)
The process {Z(t, r)}t∈R+ ,r∈R has zero mean and covariance
E
[
Z(s, q)Z(t, r)
]
=
σ2ξ
σ21
Γ1
(
(t, r), (s, q)
)
+ ς2Γ2
(
(t, r), (s, q)
)
, (2.3.9)
where Γ1, Γ2 are given as follows. First define the function
Ψν2(x) = ν
2ϕν2(x)− x (1− Φν2(x)) . (2.3.10)
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Then, the two functions Γ1, Γ2 are expressed as
Γ1
(
(s, q), (t, r)
)
= Ψσ21(t+s)(r − q)−Ψσ21 |t−s|(r − q), (2.3.11)
and
Γ2
(
(s, q), (t, r)
)
= Ψσ21s(−q) + Ψσ21t(r)−Ψσ21(t+s)(r − q). (2.3.12)
Theorem 2.15. Assume d = 1, (2.1.2), (2.1.4), (2.1.13), E [ξ0(0)4] <∞, and that one of the following
conditions is true.
(a) {η0(x) : x ∈ Z} is an i.i.d. sequence with finite second moment;
(b) {η0(x) : x ∈ Z} obeys the invariant measure π0 of the sequence {∆0(x)}x∈Z defined in (2.2.5);
(c) {η0(x) : x ∈ Z} is a strongly mixing stationary sequence, and there exists a δ > 0 such that
E|η0(0)|2+δ <∞, and the strong mixing coefficients of {η0(x)}x∈Z satisfy
∞∑
j=0
(j + 1)2/δα(j) <∞. (2.3.13)
Then, the series of covariances ∑x∈ZCov(η0(0), η0(x)) converges absolutely. The fluctuation process
{hn(t, r)}t∈R+,r∈R will converge weakly to the Gaussian process {Z(t, r)}t∈R+,r∈R in the sense of fi-
nite dimensional distributions, i.e. for any fixed integer N > 0, any pairs (t1, r1), (t2, r2), . . . , (tN , rN ) ∈
R
+ × R,
(
hn(t1, r1), hn(t2, r2), . . . , hn(tN , rN )
)⇒ (Z(t1, r1), Z(t2, r2), . . . , Z(tN , rN )) , as n→∞.
(2.3.14)
Remark 2.16. 1. In (2.3.9), we can see that the covariance of the limit process Z has two parts, the
Γ1 part comes from the dynamical fluctuations (i.e. the randomness caused by the noise variables
{ξk(x)}k∈Z+,x∈Z), while the Γ2 part is contributed by the initial fluctuations (the randomness of
the initial increments {η0(x)}x∈Z).
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2. In case (a), ς2 = σ20 . In case (b), from (2.2.10), ς2 =
σ2ξ
σ21
.
3. In case (c), it is possible that ς2 = 0. If that happens, the randomness of the initial increments
will not have any impact on the limit process.
4. If the noise terms {ξk(x)}k∈Z,x∈Z are normally distributed, then case (b) is covered by case(c)
due to Corollary 2.12 and the fact that complete regularity is stronger than strong mixing, i.e.
α(x) ≤ ̺(x), ∀x ∈ Z+ (see Bradley (2005)).
5. In case (b), at r = 0, the limit process {Z(t, 0)}t∈R+ is a fractional Brownian motion with Hurst
parameter 1/4. The covariance has the form
E [Z(s, 0)Z(t, 0)] =
σ2ξ√
2πσ21
(
√
s+
√
t−
√
|t− s|). (2.3.15)
Notice that the fluctuation process {hn(t, r)}t∈R+,r∈R lives in a 2-parameter cadlag path space
(continuous from right above and have limits from other directions). Let us denote this 2-parameter
cadlag function space with Skorohod’s topology by (see Definition 2.17, more details can be found in
Bickel and Wichura (1971))
D2 =D2(Q,R)
:={f : Q→ R s.t. for ∀(t0, r0) ∈ Q, lim
(t,r)∈Qi
(t0,r0)
(t,r)→(t0,r0)
f(t, r) exists for i = 1, 2, 3, 4,
and lim
(t,r)∈Q1
(t0,r0)
(t,r)→(t0,r0)
f(t, r) = f(t0, r0)}.
where Q = [0, T ]× [−R,R], and Qi(t0,r0), i = 1, 2, 3, 4 are four quadrants of Q:
Q1(t0,r0) := {(t, r) ∈ Q : t ≥ t0, r ≥ r0}, Q2(t0,r0) := {(t, r) ∈ Q : t ≥ t0, r < r0},
Q3(t0,r0) := {(t, r) ∈ Q : t < t0, r < r0}, Q4(t0,r0) := {(t, r) ∈ Q : t < t0, r ≥ r0}.
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Definition 2.17. Let Λ be the set of all transformations λ : Q→ Q of the form λ(t, r) = (λ1(t), λ2(r))
where both λ1 and λ2 are strictly increasing, continuous bijections. We define the Skorohod distance
between x, y ∈ D2 to be
dS(x, y) = inf
λ∈Λ
max(‖x− yλ‖, ‖λ‖),
where ‖x− yλ‖ = supu∈Q |x(u)− y(λ(u))| and ‖λ‖ = supu∈Q |λ(u) − u|.
We will show that under stronger assumptions on the moments of {η0(x)}x∈Z and {ξk(x)}k,x∈Z
and the strong mixing coefficients {α(k)}k∈Z+ , the weak convergence in finite dimensional distribu-
tions of hn(·, ·) in Theorem 2.15 can be strengthened into a process level convergence.
Theorem 2.18. Assume d = 1, (2.1.2), (2.1.4), (2.1.13), E [ξ0(0)12] <∞, and that one of the follow-
ing conditions is true.
(a) {η0(x) : x ∈ Z} is an i.i.d. sequence with finite 12th moment;
(b) {η0(x) : x ∈ Z} has the distribution π0 of the sequence {∆0(x)}x∈Z defined in (2.2.5);
(c) {η0(x) : x ∈ Z} is a strongly mixing stationary sequence, and there exists ε0 > 0 such that
E
[|η0(0)|12+ε0] <∞ and the strong mixing coefficients {α(x)}x∈Z+ satisfy
∞∑
i=0
(i+ 1)10+132/ε0α(i) <∞. (2.3.16)
Then the fluctuation process {hn(t, r)}t∈R+,r∈R converges weakly to {Z(t, r)}t∈R+,r∈R on D2 in the
Skorokhod topology, i.e.
lim
n→∞Ef(hn) = Ef(Z)
for all Skorokhod-continuous bounded functions f : D2 → R.
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Chapter 3
Proofs
3.1 Proofs of the initial preparations
Proof of Lemma 2.1. According to the evolution (2.1.1) and (2.1.5),
ht(i) =
∑
k∈Zd
w(k)ht−1(i+ k) + ξt(i) = E
[
ht−1(Xi1)
]
+ ξt(i)
=E
[
E
(
ht−2(Xi2) | Xi1
)
+ ξt−1(Xi1)
]
+ ξt(i)
=E
[
ht−2(Xi2)
]
+Eξt−1(Xi1) + ξt(i)
= . . .
=E
[
h0(X
i
t)
]
+
t∑
k=1
Eξk(X
i
t−k). (3.1.1)
Proof of Theorem 2.2. From the dual representation (2.1.9),
1
n
hn⌊nt⌋(⌊nx⌋) =
1
n
E
[
hn0 (X
⌊nx⌋
⌊nt⌋ )
]
+
1
n
⌊nt⌋∑
k=1
E
[
ξnk (X
⌊nx⌋
⌊nt⌋−k)
]
.
Thus, for all ǫ > 0, x ∈ Rd,
P
(∣∣∣∣ 1nhn⌊nt⌋(⌊nx⌋)− u(x− bt)
∣∣∣∣ > ǫ
)
≤ P

∣∣∣∣ 1nE
[
hn0 (X
⌊nx⌋
⌊nt⌋ )
]
− u(x− bt)
∣∣∣∣+
∣∣∣∣∣∣
1
n
⌊nt⌋∑
k=1
E
[
ξnk (X
⌊nx⌋
⌊nt⌋−k)
]∣∣∣∣∣∣ > ǫ


≤ P
(∣∣∣∣ 1nE
[
hn0 (X
⌊nx⌋
⌊nt⌋ )
]
− u(x− bt)
∣∣∣∣ > ǫ2
)
+ P


∣∣∣∣∣∣
1
n
⌊nt⌋∑
k=1
E
[
ξnk (X
⌊nx⌋
⌊nt⌋−k)
]∣∣∣∣∣∣ >
ǫ
2

 . (3.1.2)
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For the first part in (3.1.2),
P
(∣∣∣∣ 1nE
[
hn0 (X
⌊nx⌋
⌊nt⌋ )
]
− u(x− bt)
∣∣∣∣ > ǫ2
)
= P


∣∣∣∣∣∣
1
n
∑
i∈Zd
p⌊nt⌋(⌊nx⌋, i)hn0 (i)− u(x− bt)
∣∣∣∣∣∣ >
ǫ
2


≤ P
(∣∣∣∣∑
i∈Zd
p⌊nt⌋(⌊nx⌋, i) [hn0 (i)/n − u(i/n)]
∣∣∣∣+
∣∣∣∣∑
i∈Zd
p⌊nt⌋(⌊nx⌋, i)u(i/n) − u(x− bt)
∣∣∣∣ > ǫ2
)
≤ P

∑
i∈Zd
p⌊nt⌋(⌊nx⌋, i) |hn0 (i)/n − u(i/n)| >
ǫ
4


+ 1


∣∣∣∣∑
i∈Zd
p⌊nt⌋(⌊nx⌋, i)u(i/n) − u(x− bt)
∣∣∣∣ > ǫ4


≤ P
(
sup
|y|≤Mt+|x|+1
|hn0 (⌊ny⌋)/n − u(y)| >
ǫ
4
)
+ 1
{∣∣∣∣E [u(X⌊nx⌋⌊nt⌋ /n)]− u(x− bt)
∣∣∣∣ > ǫ4
}
,
where the last inequality is because from the assumption (2.1.2), we can find large enough constant
M > 0 such that w(x) = 0 for all |x| > M .
The condition (2.1.10) directly implies that
lim
n→∞P
(
sup
|y|≤Mt+|x|+1
|hn0 (⌊ny⌋)/n − u(y)| >
ǫ
4
)
= 0.
And by LLN and the continuity of u(x), one can easily show that
lim
n→∞1
{∣∣∣∣E [u(X⌊nx⌋⌊nt⌋ /n)]− u(x− bt)
∣∣∣∣ > ǫ4
}
= 0.
Therefore, we have proved that
lim
n→∞P
(∣∣∣∣ 1nE
[
hn0 (X
⌊nx⌋
⌊nt⌋ )
]
− u(x− bt)
∣∣∣∣ > ǫ2
)
= 0. (3.1.3)
For the second part in (3.1.2), by Markov Inequality, we have
P


∣∣∣∣∣∣
1
n
⌊nt⌋∑
k=1
Eξnk (X
⌊nx⌋
⌊nt⌋−k)
∣∣∣∣∣∣ >
ǫ
2

 = P


∣∣∣∣∣∣
⌊nt⌋∑
k=1
∑
i∈Zd
p⌊nt⌋−k(⌊nx⌋, i)ξnk (i)
∣∣∣∣∣∣ >
ǫn
2


≤ 4
ǫ2n2
E



⌊nt⌋∑
k=1
∑
i∈Zd
p⌊nt⌋−k(⌊nx⌋, i)ξnk (i)


2
 = 4σ
2
ξ
ǫ2n2
⌊nt⌋∑
k=1
∑
i∈Zd
[
p⌊nt⌋−k(⌊nx⌋, i)
]2
=
4σ2ξ
ǫ2n2
⌊nt⌋−1∑
k=0
qk(0, 0) ≤ 4σ
2
ξ⌊nt⌋
ǫ2n2
→ 0, as n→∞. (3.1.4)
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The transition kernels p and q are defined in (2.1.5) and (2.1.7) respectively.
Combine (3.1.3) and (3.1.4) together, we get
lim
n→∞P
(∣∣∣∣ 1nhn⌊nt⌋(⌊nx⌋)− u(x− bt)
∣∣∣∣ > ǫ
)
= 0,
which completes the proof of Theorem 2.2.
Proof of Lemma 2.3. Let X˜0t and X0t be two independently distributed random walks with transition
probability p in (2.1.5). We first check that the random walk Y 0t = X˜0t − X0t has the transition
probability q.
For ∀k ∈ Z+, x, y ∈ Z,
P(Y 0k+1 = y|Y 0k = x) =
P(Y 0k+1 = y, Y
0
k = x)
P(Y 0k = x)
=
P
(
X0k+1 − X˜0k+1 = y,X0k − X˜0k = x
)
P(X0k − X˜0k = x)
=
∑
u∈Z
∑
v∈Z P
(
X0k+1 = y + u, X˜
0
k+1 = u,X
0
k = x+ v, X˜
0
k = v
)
∑
v∈Z P(X
0
k = x+ v)P(X˜
0
k = v)
=
∑
u∈Z
∑
v∈Z w(y + u− x− v)w(u − v)P(X0k = x+ v)P(X˜0k = v)∑
v∈Z P(X
0
k = x+ v)P(X˜
0
k = v)
z=u−v
=
∑
v∈Z
∑
z∈Zw(y − x+ z)w(z)P(X0k = x+ v)P(X˜0k = v)∑
v∈Z P(X
0
k = x+ v)P(X˜
0
k = v)
=
∑
z∈Z
w(y − x+ z)w(z) = q(x, y).
The symmetry is because
q(x, y) =
∑
z∈Z
w(y − x+ z)w(z) u=z−x+y=
∑
u∈Z
w(u)w(u + x− y) = q(y, x).
The equivalence of mean zero and recurrence for one dimensional random walks can be found in
Spitzer (1976) (T3.1, page 33).
For span 1 and irreducibility, we use Be´zout’s Identity and its corollary.
Lemma 3.1. Be´zout’s Identity Let a1, a2, . . . , an be integers, not all zero, let d be their greatest com-
mon divisor, i.e. d = gcd(a1, a2, . . . , an). Then there are integers x1, x2, . . . , xn such that
d =
n∑
i=1
aixi.
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Corollary 3.2. Let a1, a2, . . . , an be integers, not all zero, let d = gcd(a1, a2, . . . , an). Then
{kd : k ∈ Z} = {
n∑
i=1
aixi : x1, x2, . . . , xn ∈ Z}.
The proof of the case n = 2 can be found in Burton (1980) (see Theorem 2-3 and its corollary on
page 25), the multi-dimensional case (n > 2) can be proved by using the result of the case n = 2.
Note that supp(q) = supp(p)− supp(p). Let us denote all the elements in supp(p)− supp(p) by
supp(p)− supp(p) = {i− j : i, j ∈ supp(p)} def= {a1, a2, . . . , am}.
The irreducibility of q is equivalent to {t1a1+ t2a2+ . . .+ tmam : ti ∈ Z+} = Z. Moreover, we can
easily see that {t1a1 + t2a2 + . . .+ tmam : ti ∈ Z+} = {t1a1 + t2a2 + . . . + tmam : ti ∈ Z} due
to the symmetry of supp(q).
From Corollary 3.2,
{t1a1 + t2a2 + . . .+ tmam : ti ∈ Z} = dZ,
where d = gcd(a1, a2, . . . , am).
Since p has span 1, d = 1. Therefore, q is irreducible. Also, since 0 ∈ supp(q), d = 1 implies that
q also has span 1.
The variance of the jump can be calculated by simply noticing Var(Y 01 ) = Var(X01 )+Var(X˜01 ) =
2σ21 .
Thus, the proof of Lemma 2.3 is complete.
3.2 Proofs of invariant distributions
3.2.1 The construction of the invariant distributions
Proof of Theorem 2.4. First, we would like to show that for all fixed i ∈ Z, and t ∈ Z+, the process
{h[t−s,t](i) − h[t−s,t](i− 1) : s ∈ Z+} is an L2-martingale.
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For all 0 ≤ s ≤ r, from (2.2.3),
E
[
h[t−r,t](i)− h[t−s,t](i)|Fs
]
=E

∑
j∈Z
t∑
k=t−r+1
ξk(j)p
t−k(i, j) −
∑
j∈Z
t∑
k=t−s+1
ξk(j)p
t−k(i, j)
∣∣∣∣Fs


=E

∑
j∈Z
t−s∑
k=t−r+1
ξk(j)p
t−k(i, j)
∣∣∣∣Fs

 = 0.
The last equation is because ξt−r+1(·), ξt−r+2(·), . . . , ξt−s(·) are independent ofFs. After some simple
manipulations on the equation above, we can show the martingale property of the process {h[t−s,t](i)−
h[t−s,t](i − 1)}s∈Z+ . In order to check the L2 boundedness, we first give an explicit formula for the
2nd moment of h[t−s,t](i)− h[t−s,t](i− 1). Recall that the transition probability q is defined in (2.1.7).
Lemma 3.3. Assume (2.1.2) and (2.1.4). For −∞ < s ≤ t, i, j ∈ Z,
E
[
h[s,t](i)
]
= 0, E
[
h[s,t](i)
]2
= σ2ξ
t−s−1∑
k=0
qk(0, 0); (3.2.1)
E
[(
h[s,t](j) − h[s,t](i)
)2]
= 2σ2ξ
t−s−1∑
k=0
[
qk(0, 0) − qk(j − i, 0)], j 6= i, (3.2.2)
where q0(i, 0) = 1{i = 0}.
Proof.
E
[
h[s,t](i)
]
= E

∑
j∈Z
t∑
k=s+1
ξk(j)p
t−k(i, j)

 = 0.
E
[
h[s,t](i)
]2
=E

∑
j∈Z
t∑
k=s+1
ξk(j)p
t−k(i, j)


2
= σ2ξ
∑
j∈Z
t∑
k=s+1
pt−k(i, j)2
=σ2ξ
t∑
k=s+1
qt−k(0, 0) = σ2ξ
t−s−1∑
k=0
qk(0, 0).
Notice that
E
[
h[s,t](j)− h[s,t](i)
]2
= E
[
h[s,t](j)
]2
+ E
[
h[s,t](i)
]2 − 2E[h[s,t](i)h[s,t](j)]. (3.2.3)
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From (3.2.1),
E
[
h[s,t](j)
]2
= E
[
h[s,t](i)
]2
= σ2ξ
t−s−1∑
k=0
qk(0, 0). (3.2.4)
For the last term in (3.2.3),
E
[
h[s,t](i)h[s,t](j)
]
= E
{[∑
k∈Z
t∑
n=s+1
ξn(k)p
t−n(j, k)
] [∑
k∈Z
t∑
n=s+1
ξn(k)p
t−n(i, k)
]}
=σ2ξ
∑
k∈Z
t∑
n=s+1
pt−n(j, k)pt−n(i, k) = σ2ξ
t∑
n=s+1
qt−n(j − i, 0) = σ2ξ
t−s−1∑
k=0
qk(j − i, 0). (3.2.5)
Plug (3.2.4) and (3.2.5) into (3.2.3), we show that
E
[
h[s,t](j) − h[s,t](i)
]2
= 2σ2ξ
t−s−1∑
k=0
[
qk(0, 0) − qk(j − i, 0)].
One can show that the sum on the right hand side of (3.2.2) converges as s goes to −∞ under the
assumption (2.1.13). In fact,
Lemma 3.4. Assume (2.1.2) and (2.1.13). For ∀i ∈ Z, there exists a constant c0(i) <∞, s.t.
∞∑
k=s
[
qk(0, 0) − qk(i, 0)] ≤ c0(i)s−1/2, ∀s ∈ Z+. (3.2.6)
Proof. First, we give some useful properties of the transition probability q.
Lemma 3.5. Assume (2.1.2). Then
qk(i, 0) < qk(0, 0), qk+1(0, 0) ≤ qk(0, 0), ∀k > 0, i 6= 0. (3.2.7)
Proof. From (2.1.8),
qk(i, 0) =
∑
j∈Z
pk(i, j)pk(0, j) ≤
∑
j∈Z
1
2
[(
pk(i, j)
)2
+
(
pk(0, j)
)2]
=
∑
j∈Z
(
pk(0, j)
)2
= qk(0, 0),
where p is the transition probability defined in (2.1.5). We can see that qk(i, 0) = qk(0, 0) if and only
if
pk(0, j − i) = pk(0, j), for all j ∈ Z. (3.2.8)
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Suppose that there exists i 6= 0 such that qk(i, 0) = qk(0, 0). Notice that qk(0, 0) > 0 due to
q(0, 0) > 0. Hence, qk(i, 0) > 0. Then, there exists ℓ ∈ Z such that pk(0, ℓ − i) > 0, pk(0, ℓ) > 0.
According to (3.2.8), we have
pk(0, ℓ −mi) = pk(0, ℓ) > 0, for all m ∈ Z.
This contradicts the assumption that p has finite range.
The second inequality can be proved by using the first one,
qk+1(0, 0) =
∑
j∈Z
qk(0, j)q(j, 0) ≤
∑
j∈Z
qk(0, 0)q(j, 0) = qk(0, 0).
As an analogue to Kolmogorov Backwards Equation, we can rewrite the probability of the random
walk Y 0

returning to site 0 at time s as
qs(0, 0) =
∞∑
k=s
∑
i∈Z
q(0, i)
[
qk(0, 0) − qk(i, 0)]. (3.2.9)
In fact,
∞∑
k=s
∑
i∈Z
q(0, i)
[
qk(0, 0) − qk(i, 0)] = ∞∑
k=s

∑
i∈Z
q(0, i)qk(0, 0) −
∑
j∈Z
q(0, j)qk(j, 0)


=
∞∑
k=s
[
qk(0, 0) − qk+1(0, 0)] = qs(0, 0).
Note that every term in the summation (3.2.9) is nonnegative because of Lemma 3.5.
For qs(0, 0) in (3.2.9), we have the following bound.
Lemma 3.6. Assume (2.1.2).
∃C > 0, s.t. qs(0, x) ≤ Cs−1/2, ∀s ∈ Z+, x ∈ Z. (3.2.10)
The proof of Lemma 3.6 can be found in Spitzer (1976) (P7.6, page 72).
For q(0, j) > 0, from (3.2.9) and (3.2.10), we have
q(0, j)
∞∑
k=s
[
qk(0, 0) − qk(j, 0)] ≤ qs(0, 0) ≤ Cs−1/2.
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Let c0(j) = Cq(0,j) . Then
∞∑
k=s
[
qk(0, 0) − qk(j, 0)] ≤ c0(j)s−1/2.
For q(0, j) = 0, since the random walk Y 0

is irreducible under assumption (2.1.13) (Lemma 2.3), thus,
∃d > 1, s.t. qd(0, j) 6= 0. Then, we can use the method above with qd(0, j) instead of q(0, j). Again,
by an analogue to Kolmogorov Backwards Equation, we have the following equation:
∞∑
k=s
∑
i∈Z
qd(0, i)
[
qk(0, 0) − qk(i, 0)] = s+d−1∑
k=s
qk(0, 0). (3.2.11)
Combining (3.2.10) and (3.2.11), we have
qd(0, j)
∞∑
k=s
[
qk(0, 0) − qk(j, 0)] ≤ s+d−1∑
k=s
qk(0, 0) ≤ dCs−1/2.
Let c0(j) = dCqd(0,j) . Then
∞∑
k=s
[
qk(0, 0) − qk(j, 0)] ≤ c0(j)s−1/2.
The proof of Lemma 3.4 is complete.
Combine (3.2.2) and (3.2.6) together, we can find a constant C > 0 such that for all i ∈ Z and
s, t ∈ Z+,
E
[(
h[t−s,t](i)− h[t−s,t](i− 1)
)2] ≤ C. (3.2.12)
Hence, we have shown that {h[t−s,t](i) − h[t−s,t](i − 1) : s ∈ Z+} is an L2-martingale. By the
Martingale convergence Theorem (see, e.g. Theorem 5.4.5 in Durrett (2010)), (3.2.12) implies the
almost sure and L2 convergence of h[t−s,t](i)− h[t−s,t](i− 1) as s goes to ∞. Lemma 3.4 gives an L2
speed of convergence.
Notice that h[t−s,t](i) − h[t−s,t](i − 1) =
∑
j∈Z
∑t
k=t−s+1 ξk(j)
[
pt−k(i, j) − pt−k(i− 1, j)].
Taking s to infinity, we can represent the limit ∆t(i) as
∆t(i) =
∑
j∈Z
∞∑
k=0
ξt−k(j)
[
pk(i, j) − pk(i− 1, j)
]
, i ∈ Z, t ∈ Z+.
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The stationarity of ∆t(·) can be seen directly from the construction. And the Markov property can
be derived from the Markov property of the harness processes. In fact, according to the setting (2.1.1),
h[t−s,t+1](i)−h[t−s,t+1](i−1) =
∑
j∈Z
w(j)
[
h[t−s,t](i+ j)− h[t−s,t](i+ j − 1)
]
+ξt+1(i)−ξt+1(i−1).
Let s→∞, we have
∆t+1(i) =
∑
j∈Z
w(j)∆t(i+ j) + ξt+1(i)− ξt+1(i− 1). (3.2.13)
Also from (3.2.13), we see that the evolution of the process {∆t}t∈Z+ is the same as the increment
dynamic (2.2.2). Therefore, ∆

is an increment process and surely its distribution is the invariant
measure of the increment process {ηt}t∈Z+ defined in (2.2.1).
Next, let us prove the ergodicity. Notice that from (2.2.3),
h[t−s,t](x)−h[t−s,t](x−1) =
∑
j∈Z
t∑
k=t−s+1
ξk(j+x)
[
pt−k(0, j) − pt−k(0, j + 1)
]
= fs(θxξ), x ∈ Z,
where fs(ξ) =
∑
j∈Z
∑t
k=t−s+1 ξk(j)
[
pt−k(0, j) − pt−k(0, j + 1)], and θ is the space-shift operator.
Let us denote f¯(ξ) = lim sups→∞ fs(ξ). Since lims→∞ h[t−s,t](i) − h[t−s,t](i − 1) = ∆t(i) a.s.,
f¯(θiξ) = ∆t(i) a.s. Also, according to the settings, {ξk(j) : k ∈ Z, j ∈ Z} are i.i.d. Therefore, by
Theorem 7.1.3 in Durrett (2010), we may conclude that the sequence ∆t(·) is ergodic under spatial
translations.
Thus, Theorem 2.4 has been proved.
Proof of Proposition 2.5. E[∆t(i)] = 0 is due to the fact that ∆t(i) is the L2-limit of h[t−s,t](i) −
h[t−s,t](i− 1) as s→∞.
For the covariance,
E [∆t(i)∆t(j)] = lim
s→∞E
[(
h[t−s,t](i)− h[t−s,t](i− 1)
) (
h[t−s,t](j)− h[t−s,t](j − 1)
)]
=σ2ξ
∞∑
k=0
[
2qk(i− j, 0) − qk(i− j − 1, 0) − qk(i− j + 1, 0)
]
=σ2ξ [a(i − j − 1) + a(i− j + 1)− 2a(i− j)], i, j ∈ Z,
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where the second equality comes from (3.2.5).
Proof of Corollary 2.6. (2.2.8), (2.2.9) are from Lemma A.3 in the Appendix. And Lemma A.5 implies
(2.2.10).
3.2.2 Properties of the invariant distributions
Proof of Theorem 2.10. This result is a direct application of Theorem 8 from Ibragimov and Rozanov
(1978) (page 181, section V.6). The theorem is stated as a lemma below.
Lemma 3.7. A necessary and sufficient condition for
ρ(x) = O(x−r−β), where 0 < β < 1,
is that the spectral density f(λ) permits a representation of the form
f(λ) = |P (eiλ)|2w(λ),
where P (z) is a polynomial with zeros on |z| = 1 and the function w(λ) is strictly positive, i.e.
infλ∈(−π,π]w(λ) > 0, and r times differentiable with the rth derivative satisfying a Ho¨lder condition
of order β.
In our case, according to (2.2.8), the spectral density function f(λ) = σ
2
ξ
π · 1−cos(λ)1−∑k∈Z q(0,k)eikλ . From
the proof of Lemma A.3, we can see that f(λ) is infinitely differentiable and f(0) = σ
2
ξ
2πσ21
> 0 (hence
strictly positive). Let P (z) = 1 and w(λ) = f(λ) in Lemma 3.7, we finish the proof of Theorem
2.10.
Proof of Corollary 2.12. Proving π0 to be a Gaussian field is trivial due to the fact that π0 is non-
degenerate, ∆t(·) is the limit of h[t−s,t](·)−h[t−s,t](·−1) and h[t−s,t](·) are jointly Gaussian distributed.
For Gaussian processes, the coefficients of complete linear regularity are equal to the coefficients
of complete regularity (see page 249 in Rozanov (1967)), i.e.
ρ(x) = ̺(x), ∀x ≥ 0.
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By Theorem 2.10, the proof is complete.
Proof of Theorem 2.13. Suppose there exist two invariant (by time) and ergodic (under spatial trans-
lations) distributions with same finite mean for the increment process {ηt}t∈Z+ . Let us denote them
by π1, π2 ∈ I ∩ J . Then we can define two initial increments: π1-distributed {η10(x) : x ∈ Z} and
π2-distributed {η20(x) : x ∈ Z}. Let us assume that η10 and η20 are coupled in the way that the dif-
ference process {η10(x) − η20(x)}x∈Z is also ergodic, and the increment process {η1t (x) : x ∈ Z}t∈Z+
and {η2t (x) : x ∈ Z}t∈Z+ evolve from initial increments η10 and η20 respectively with the same noise
{ξt(i) : t ∈ N, i ∈ Z}. The existence of such coupling method can be proved by the following lemma.
Lemma 3.8. For i = 1, 2, let Ωi be a complete separable metric space with Borel σ-algebra Fi, and Ti
be a measurable transformation on (Ωi,Fi). Let us suppose that for i = 1, 2, νi is an ergodic invariant
measure on (Ωi,Fi) w.r.t. Ti. Then, there exists an ergodic invariant measure µ on the product space
(Ω1 × Ω2,F1 ⊗F2) w.r.t. T1 × T2, such that for all A ∈ F1, B ∈ F2,
µ(A× Ω2) = ν1(A), µ(Ω1 ×B) = ν2(B).
Proof. Note that the product measure ν = ν1 ⊗ ν2 is an invariant measure on (Ω1 × Ω2,F1 ⊗ F2)
w.r.t. T1 × T2. By the Ergodic Decomposition Theorem, there exists a probability measure ρν on the
set of ergodic measures Me on (Ω1 × Ω2,F1 ⊗F2) w.r.t. T1 × T2, such that
ν =
∫
Me
πρν(dπ),
Note that
ν1(·) = ν(· × Ω2) =
∫
Me
π(· × Ω2)ρν(dπ), (3.2.14)
ν2(·) = ν(Ω1 × ·) =
∫
Me
π(Ω1 × ·)ρν(dπ). (3.2.15)
And one can easily show that for all π ∈ Me, the marginals π(· ×Ω2) and π(Ω1 × ·) are also ergodic.
Thus, (3.2.14) and (3.2.15) are in fact ergodic decomposition of ν1 and ν2 respectively. Since ν1 and
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ν2 are ergodic, we have for ρν-almost every π ∈ supp(ρν),
π(· × Ω2) ≡ ν1(·), π(Ω1 × ·) ≡ ν2(·), (3.2.16)
where supp(ρν) = {π ∈ Me : for ∀ open neighbourhood Nπ ⊆Me of π, ρν(Nπ) > 0}.
The proof for Lemma 3.8 is complete by picking up µ from supp(ρν) such that (3.2.16) holds.
Using (2.1.9) and (2.2.1), the increment processes η1t and η2t can have the following expressions
ηit(j) =
∑
x∈Z
pt(j, x)ηi0(x) +
t∑
k=1
∑
x∈Z
pt−k(j, x) [ξk(x)− ξk(x− 1)] , j ∈ Z, t ∈ Z+, i = 1, 2.
(3.2.17)
Let us denote the difference of the two increment processes by ζt(·), i.e.
ζt(i) = η
1
t (i)− η2t (i), i ∈ Z, t ∈ Z+, (3.2.18)
and the underlying ergodic distribution of {ζ0(i) : i ∈ Z} as ν. Notice that Eν [ζ0(x)] = 0 due to the
assumption Eπ1
[
η10(x)
]
= Eπ
2 [
η20(x)
]
.
From (3.2.17),
ζt(i) =
∑
x∈Z
pt(i, x)ζ0(x), i ∈ Z, t ∈ Z+. (3.2.19)
For x ∈ Z, t ∈ Z+, and ζ ∈ RZ, let us set
ζr = {ζr(i) = (−r) ∨ (ζ(i) ∧ r)}i∈Z, r > 0,
gt(x, ζ) =
∑
y∈Z
pt(x, y)ζ(y), gt(x, ζ, r) =
∑
y∈Z
pt(x, y)ζr(y).
and the characteristic function of the transition p
φX(θ) =
∑
y∈Z
p(0, y)eıθy , θ ∈ R.
First, we will show that for every fixed r > 0, gt(x, ζ, r) converges to a constant in L2(ν) as
t→∞. Then, we will prove that such convergence implies the convergence of gt(x, ζ) in L1(ν).
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Note that the covariance V rν (x) = Eν[ζr(0)ζr(x)] is a positive definite sequence (i.e.
∑
x,y V
r
ν (x−
y)zxzy ≥ 0, for any choice of finitely many complex numbers {zn}). By Herglotz’ Theorem (see
Chapter XIX.6 in Feller (1971)), there exists a bounded measure γr on [−π, π) such that
V rν (x) =
∫
e−ıxθγr(dθ), x ∈ Z.
Let {Xt}t∈Z+ and {X˜t}t∈Z+ be two i.i.d. copies of the random walk with transition probability p.
We use them to compute the covariance of gt(x, ζ, r) and gs(x, ζ, r) under measure ν.∫
gt(x, ζ, r)gs(x, ζ, r)ν(dζ) =
∫
E
x[ζr(Xt)]E
x[ζr(X˜s)]ν(dζ)
=E(x,x)
∫
ζr(Xt)ζ
r(X˜s)ν(dζ) = E
(x,x)
[
V rν (X˜s −Xt)
]
=E(x,x)
∫
e−ıθ(X˜s−Xt)γr(dθ) =
∫
ExeıθX˜s ·ExeıθXtγr(dθ)
=
∫
[φX(θ)]
s[φX(θ)]
tγr(dθ). (3.2.20)
If we switch the position of s and t above, we can further get
∫
[φX(θ)]
s[φX(θ)]
tγr(dθ) =
∫
[φX(θ)]
s[φX(θ)]
tγr(dθ). (3.2.21)
Apply (3.2.20) and (3.2.21), we can get
∫
[gt(x, ζ, r)− gs(x, ζ, r)]2 ν(dζ) =
∫ [
gt(x, ζ, r)
2 − 2gt(x, ζ, r)gs(x, ζ, r) + gs(x, ζ, r)2
]
ν(dζ)
=
∫ [
|φX(θ)|2t − 2φX(θ)sφX(θ)t + |φX(θ)|2s
]
γr(dθ) =
∫ ∣∣φX(θ)t − φX(θ)s∣∣2 γr(dθ)
=
∫
θ 6=0
∣∣φX(θ)t − φX(θ)s∣∣2 γr(dθ). (3.2.22)
Notice that (2.1.13) makes sure that |φX(θ)| < 1, ∀θ ∈ [−π, π)\{0} (Lemma B.4 in the Appendix).
Thus, the integrand
∣∣φX(θ)t − φX(θ)s∣∣2 in (3.2.22) will converge to zero as s, t→∞ for θ ∈ [−π, π)\
{0}. From Bounded Convergence Theorem, we may conclude that for any fixed x ∈ Z, r > 0,
{gt(x, ζ, r)}t∈Z+ is a Cauchy sequence in L2(ν). Hence, there exists a L2(ν) limit
g(x, ζ, r) = lim
t→∞ gt(x, ζ, r), x ∈ Z. (3.2.23)
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Next, we will prove that g(x, ζ, r) is nothing but a constant function of x for ν-almost every fixed
ζ .
Lemma 3.9. Under the conditions in Theorem 2.13, for all fixed r > 0 and ν-almost every fixed ζ ,
there exists a constant C(ζ, r) such that
g(x, ζ, r) ≡ C(ζ, r), for all x ∈ Z.
Proof. Notice that
|gt(x, ζ, r)| ≤
∑
y∈Z
pt(x, y)|ζr(y)| ≤ r, t ∈ Z+, x ∈ Z, ζ ∈ RZ.
Thus, for ν-almost every fixed ζ ,
|g(x, ζ, r)| ≤ r, x ∈ Z.
Also, letting s→∞ in gs+t(x, ζ, r) =
∑
y∈Z p
t(x, y)gs(y, ζ, r) shows that
g(x, ζ, r) =
∑
y∈Z
pt(x, y)g(y, ζ, r), t ∈ Z+. (3.2.24)
functions with property (3.2.24) are called p-harmonic. So far we have shown that g(x, ζ, r) is a
bounded p-harmonic function w.r.t. x. The proof is complete by the following lemma.
Lemma 3.10. Assume (2.1.2) and (2.1.13). Bounded p-harmonic functions are constants.
Proof. Suppose h(x) is a p-harmonic function, i.e. h(x) = ∑z∈Z p(x, z)h(z), x ∈ Z. If p(x, y) >
0, one can use the coupling described on page 69 of Liggett (1985) to show that h(x) = h(y). If
p(x, y) = 0, from assumption (2.1.13), we can find a path x = x0, x1, x2, . . . , xm−1, xm = y on Z
such that p(xi, xi+1) + p(xi+1, xi) > 0, i = 0, 1, . . . ,m − 1, and hence h(x) = h(x1) = · · · =
h(xm−1) = h(y).
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Now we have shown that for ν-almost every fixed ζ , the limit g(x, ζ, r) is independent of x. Then
we look at gt(x, ζ).
E
ν |gt(x, ζ)− gs(x, ζ)| ≤Eν |gt(x, ζ)− gt(x, ζ, r)|+ Eν |gs(x, ζ)− gs(x, ζ, r)|
+ Eν |gt(x, ζ, r)− gs(x, ζ, r)|
≤2Eν |ζ(0)− ζr(0)| +
{
E
ν [gt(x, ζ, r)− gs(x, ζ, r)]2
}1/2
.
From the finite first moment assumption on π1 and π2, limr→∞ Eν |ζ(0)− ζr(0)| = 0. Thus, {gt(x, ·)}
is a Cauchy sequence in L1(ν). Let us denote the limit
g(x, ζ) = lim
t→∞ gt(x, ζ), x ∈ Z. (3.2.25)
Since
E
ν |g(x, ζ)− g(x, ζ, r)| ≤ Eν |g(x, ζ)− gt(x, ζ)|+ Eν |ζ(0)− ζr(0)| + Eν |gt(x, ζ, r)− g(x, ζ, r)| .
Letting t→∞ above shows that
E
ν |g(x, ζ) − g(x, ζ, r)| ≤ Eν |ζ(0)− ζr(0)| → 0, as r→∞. (3.2.26)
This implies that for ν-almost every fixed ζ ,
g(0, ζ) = g(x, ζ), ∀x ∈ Z. (3.2.27)
On the other hand, by the translation-invariant property of pt(·, ·),
gt(x, ζ) =
∑
y∈Z
pt(x, y)ζ(y) =
∑
y∈Z
pt(0, y − x)ζ(y) =
∑
z∈Z
pt(0, z)ζ(z + x) = gt(0, θxζ).
Letting t→∞ leads to
g(x, ζ) = g(0, θxζ), x ∈ Z, ν − a.s. (3.2.28)
Combine this with (3.2.27), we see that for ν-almost all ζ ,
g(0, ζ) = g(0, θxζ), ∀x ∈ Z. (3.2.29)
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By the ergodicity of ν, we have
g(0, ζ) =
∫
g(0, ζ)ν(dζ) = lim
t→∞
∫
gt(0, ζ)ν(dζ) = 0, ν − a.s. (3.2.30)
Note that the second equation is due to the convergence of gt(0, ζ) in L1(ν).
Recall that gt(x, ζ0) = ζt(x) = η1t (x)− η2t (x). Thus, we have proved that
η1t (x)− η2t (x)
L1(ν)→ 0. (3.2.31)
For any finite set Λ = {x1, x2, . . . , xm} ⊂ Z, let function f : Rm → R be any bounded Lipschitz
function. We have
∣∣∣Eπ1f(η(Λ)) − Eπ2f(η(Λ))∣∣∣ ≤ Eν |f(η1t (Λ)) − f(η2t (Λ))| ≤ CEν
{[ m∑
i=1
(
η1t (xi)− η2t (xi)
)2]1/2}
≤C
m∑
i=1
E
ν
∣∣η1t (xi)− η2t (xi)∣∣→ 0, as t→∞.
This implies that the marginal distributions of π1 and π2 on Λ are the same. And, thus, π1 = π2 which
contradicts the assumption that π1 and π2 are two different probability measures.
One can easily check that πc ∈ I ∩ J and it is ergodic with mean c. Thus, the proof of Theorem
2.13 is complete.
3.3 Proofs of the distributional limits
3.3.1 Convergence of finite-dimensional distributions
Proof of Theorem 2.15. Let us define
Hn(t, r) = n
−1/4
(
E(X
y(n)
⌊nt⌋ )− r
√
n
)
; (3.3.1)
Sn(t, r) = n
−1/4∑
i∈Z
(
η0(i)− µ0
) {
1{i>0}P
(
i ≤ Xy(n)⌊nt⌋
)− 1{i≤0}P(i > Xy(n)⌊nt⌋ )} ; (3.3.2)
Fn(t, r) = n
−1/4
⌊nt⌋∑
k=1
E
[
ξk(X
y(n)
⌊nt⌋−k)
]
. (3.3.3)
Then we can rewrite hn(t, r) as
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Lemma 3.11.
hn(t, r) = µ0Hn(t, r) + Sn(t, r) + Fn(t, r). (3.3.4)
Proof. From (2.3.3), we just need to show that n−1/4
{
E
[
h0(X
y(n)
⌊nt⌋ )
]
− µ0r
√
n
}
= µ0Hn(t, r) +
Sn(t, r).
n−1/4
{
E
[
h0(X
y(n)
⌊nt⌋ )
]
− µ0r
√
n
}
=n−1/4

E

1{Xy(n)⌊nt⌋>0}
X
y(n)
⌊nt⌋∑
i=1
η0(i)− 1{Xy(n)⌊nt⌋<0}
0∑
i=X
y(n)
⌊nt⌋+1
η0(i)

 − µ0r√n


=n−1/4


∑
i>0
η0(i)P
(
i ≤ Xy(n)⌊nt⌋
)
−
∑
i≤0
η0(i)P
(
i > X
y(n)
⌊nt⌋
)
− µ0r
√
n


=µ0Hn(t, r) + Sn(t, r).
The last equality can be reached by adding and subtracting µ0 from each term and doing some rear-
rangements.
Note that
E(X
y(n)
⌊nt⌋ ) = µ1⌊nt⌋+ y(n) = ⌊r
√
n⌋+O(1).
Thus,
µ0Hn(t, r) = O(n
−1/4), (3.3.5)
and limn→∞ µ0Hn(t, r) = 0 uniformly over (t, r).
For Sn(t, r) and Fn(t, r), they are independent and we will treat them separately in Lemma 3.12
and Lemma 3.20. We start with Sn.
Let {S(t, r) : t ∈ R+, r ∈ R} be a mean-zero Gaussian process with the following covariance:
E
[
S(t, r)S(s, q)
]
= ς2Γ2
(
(t, r), (s, q)
)
, t, s ∈ R+, r, q ∈ R. (3.3.6)
Then, for Sn(t, r), we have
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Lemma 3.12. Under the conditions in Theorem 2.15, {Sn(t, r)}t∈R+,r∈R will converge weakly (in the
sense of finite dimensional distributions) to the Gaussian process {S(t, r)}t∈R+,r∈R as n→∞.
Remark 3.13. In the proof of the above lemma, we use the following alternative definition of Γ2:
Γ2
(
(s, q), (t, r)
)
=
∫ 0
−∞
P(Bσ21s > q − x)P(Bσ21t > r − x)dx
+
∫ ∞
0
P(Bσ21s ≤ q − x)P(Bσ21t ≤ r − x)dx, (3.3.7)
where {Bt}t∈R+ is a standard 1-dimensional Brownian motion.
Proof. Notice that in order to show the convergence of finite-dimensional distributions of Sn(·, ·), we
only need to show that for each fixed N ∈ N, {(tj , rj) ∈ R+ × R : j = 1, . . . , N} and {θj ∈ R : j =
1, . . . , N}, we have
N∑
j=1
θjSn(tj , rj)⇒
N∑
j=1
θjS(tj , rj), as n→∞.
Note that
N∑
j=1
θjSn(tj , rj) =n
−1/4
N∑
j=1
θj
∑
i∈Z
(
η0(i)− µ0
){
1{i>0}P
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)
− 1{i≤0}P
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)}
=n−1/4
∑
i∈Z
(
η0(i) − µ0
) N∑
j=1
θj
{
1{i>0}P
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)
− 1{i≤0}P
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)}
.
Let us denote
an,i = n
−1/4

1{i>0}
N∑
j=1
θjP
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)− 1{i≤0} N∑
j=1
θjP
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
) .
(3.3.8)
Then,
N∑
j=1
θjSn(tj , rj) =
∑
i∈Z
an,i
(
η0(i)− µ0
)
. (3.3.9)
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Let us consider the three cases in Theorem 2.15 separately.
Case (a): If η0(x)’s are i.i.d., let ℓ(n) be any increasing function of n such that limn→∞ ℓ(n) =∞,
we will show that only ℓ(n)
√
n number of terms matters in the above summation (3.3.9). To be specific,
Lemma 3.14.
lim
n→∞E
∣∣∣ ∑
|i|>ℓ(n)√n
an,i
(
η0(i) − µ0
)∣∣∣2 = 0. (3.3.10)
Proof. Notice that
E
∣∣∣ ∑
|i|>ℓ(n)√n
an,i
(
η0(i)− µ0
)∣∣∣2 = ∑
|i|>ℓ(n)√n
E
[
a2n,i
(
η0(i)− µ0
)2]
= n−1/2σ20
{ ∑
i<−ℓ(n)√n
[ N∑
j=1
θjP
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)]2
+
∑
i>ℓ(n)
√
n
[ N∑
j=1
θjP
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)]2}
≤ Cn−1/2
N∑
j=1
θ2j

 ∑
i<−ℓ(n)√n
P
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)
+
∑
i>ℓ(n)
√
n
P
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
) .
By standard large deviation theory, for any ǫ > 0, there exist constants Kj > 0, j = 1, . . . , N such
that when i < ⌊rj
√
n⌋,
P
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
) ≤


exp{−Kj(i− ⌊rj
√
n⌋)2/ntj} if |i− ⌊rj
√
n⌋| ≤ ntjǫ,
exp{−Kj |i− ⌊rj
√
n⌋|} if |i− ⌊rj
√
n⌋| > ntjǫ,
(3.3.11)
and when i > ⌊rj
√
n⌋,
P
(
i ≤ X⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
) ≤


exp{−Kj(i− ⌊rj
√
n⌋)2/ntj} if |i− ⌊rj
√
n⌋| ≤ ntjǫ,
exp{−Kj |i− ⌊rj
√
n⌋|} if |i− ⌊rj
√
n⌋| > ntjǫ.
(3.3.12)
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Hence, we can further bound the second moment of
∑
|i|>ℓ(n)√n an,i
(
η0(i)− µ0
)
by
E
∣∣∣ ∑
|i|>ℓ(n)√n
an,i
(
η0(i)− µ0
)∣∣∣2 ≤ Cn−1/2 N∑
j=1
θ2j
[ ∑
m∈I1(j)
e−Kjm
2/ntj +
∑
m∈I2(j)
e−Kj |m|
]
≤ C
N∑
j=1
θ2j
[∫ −ℓ(n)−rj+1
−∞
e−Kjx
2/tjdx+
∫ ∞
ℓ(n)−rj−1
e−Kjx
2/tjdx+
1√
n
e−Kjntjǫ
]
→ 0, as n→∞,
where I1(j) = [−ntjǫ,−ℓ(n)
√
n−⌊rj
√
n⌋)∪(ℓ(n)√n−⌊rj
√
n⌋, ntjǫ], and I2(j) = (−∞,−ntjǫ)∪
(ntjǫ,∞).
Thus, the proof for Lemma 3.14 is complete.
And for the main part
∑
|i|≤ℓ(n)√n an,i
(
η0(i)−µ0
)
, we will use the Lindeberg-Feller Central Limit
Theorem to show the convergence.
Theorem 3.15. (Lindeberg-Feller) For each n > 0, assume that {Xn,j, j = 1, 2, . . . , J(n)} are inde-
pendent, mean-zero, square-integrable random variables, and let Tn =
∑J(n)
j=1 Xn,j . Let us suppose
the following two conditions hold:
1. limn→∞
∑J(n)
j=1 E(X
2
n,j) = σ
2;
2. for all ǫ > 0, limn→∞
∑J(n)
j=1 E
(
X2n,j1{|Xn,j | ≥ ǫ}
)
= 0.
Then, Tn will converge weakly to a Gaussian random variable with mean 0 and variance σ2.
Now let us first check the limit of E
[∑
|i|≤ℓ(n)√n an,i
(
η0(i) − µ0
)]2
. Notice that
E

 ∑
|i|≤ℓ(n)√n
an,i
(
η0(i)− µ0
)
2
=n−1/2σ20
∑
−ℓ(n)√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
) (3.3.13)
+n−1/2σ20
∑
0<i≤ℓ(n)√n

 N∑
j1,j2=1
θj1θj2P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
) . (3.3.14)
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Let us consider the first part (3.3.13). Let M > 0 be any fixed positive number such that M < ℓ(n).
We can further break (3.3.13) into two parts.
n−1/2σ20
∑
−ℓ(n)√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= n−1/2σ20
∑
−M√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
) (3.3.15)
+ n−1/2σ20
∑
−ℓ(n)√n≤i<−M√n

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
) .
(3.3.16)
For (3.3.15), we can rewrite it into integral form,
n−1/2σ20
∑
−M√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= σ20
N∑
j1,j2=1
θj1θj2
∫ 0
−M−1
1{x≥−(⌊M√n⌋+1)/√n}
[
P
(⌈√nx⌉/√n > X⌊ntj1 b⌋+⌊rj1√n⌋⌊ntj1 ⌋ /√n)
·P(⌈√nx⌉/√n > X⌊ntj2 b⌋+⌊rj2√n⌋⌊ntj2 ⌋ /√n)
]
dx.
(3.3.17)
Notice that from CLT, we have
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋ − r
√
n
)
/
√
n⇒ Bσ21t. Thus, let n→∞ in (3.3.17)
and use Bounded Convergence Theorem, we have
lim
n→∞n
−1/2σ20
∑
−M√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= σ20
N∑
j1,j2=1
θj1θj2
∫ 0
−M
[
P
(
Bσ21tj1
< x− rj1
)
P
(
Bσ21tj2
< x− rj2
)]
dx.
(3.3.18)
For the remaining part in (3.3.16), we will show that it is negligible as M goes to ∞. Recall from
(3.3.11), suppose M > maxj{|rj |}. Then,
n−1/2σ20
∑
−ℓ(n)√n≤i<−M√n

 N∑
j1,j2=1
|θj1 | · |θj2 |P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
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≤ Cn−1/2
N∑
j=1
∑
i<−M√n
P
(
i > X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋
)
≤ Cn−1/2
N∑
j=1

 ∑
⌊rj
√
n⌋−ntjǫ≤i<−M
√
n
e−Kj(i−⌊rj
√
n⌋)2/ntj +
∑
i<⌊rj
√
n⌋−ntjǫ
e−Kj |i−⌊rj
√
n⌋|


≤ C
N∑
j=1
[∫ −M−rj+1
−∞
e−Kjx
2/tjdx+
1√
n
e−nKjtjǫ
]
. (3.3.19)
Let n →∞ first and then m→∞ in (3.3.15) and (3.3.16), and use (3.3.18), (3.3.19). We can see
that
lim
n→∞n
−1/2σ20
∑
−ℓ(n)√n≤i≤0

 N∑
j1,j2=1
θj1θj2P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= σ20
N∑
j1,j2=1
θj1θj2
∫ 0
−∞
[
P
(
Bσ21tj1
< x− rj1
)
P
(
Bσ21tj2
< x− rj2
)]
dx.
By the same token, one can show that
lim
n→∞n
−1/2σ20
∑
0<i≤ℓ(n)√n

 N∑
j1,j2=1
θj1θj2P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= σ20
N∑
j1,j2=1
θj1θj2
∫ ∞
0
[
P
(
Bσ21tj1
≥ x− rj1
)
P
(
Bσ21tj2
≥ x− rj2
)]
dx. (3.3.20)
Thus, we have shown that
lim
n→∞
∑
|i|≤ℓ(n)√n
E
[
an,i
(
η0(i) − µ0
)]2
=
N∑
i,j=1
θiθjσ
2
0Γ2
(
(ti, ri), (tj , rj)
)
.
For the second condition in Theorem 3.15, we need to pick ℓ(n) in a smart way. Note that from (3.3.8),
|an,i| ≤ n−1/4
N∑
j=1
|θj| def= c0n−1/4.
Then,
∑
|i|≤ℓ(n)√n
E
[
a2n,i(η0(i)− µ0
)2
1{|an,i
(
η0(i)− µ0
)| ≥ ǫ}]
≤ Cℓ(n)E
[
(η0(0) − µ0
)2
1{|(η0(0)− µ0)| ≥ n1/4ǫ/c0}] .
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Since η0(0) has finite 2nd moment, the expectation above will vanish as n→∞. We can pick ℓ(n) so
that it grows slowly enough. For example
ℓ(n) =
{
E
[
(η0(0)− µ0
)2
1{|(η0(0) − µ0)| ≥ n1/8}]}−1/2 .
Therefore, in sum, we have shown that
∑
|i|≤ℓ(n)√n
an,i
(
η0(i)− µ0
)⇒ N∑
j=1
θjS(tj , rj), as n→∞.
Combining this with Lemma 3.14, the first case has been proved.
Case (b): Under the condition that {η0(x)}x∈Z is π0-distributed, according to (2.2.5), η0(·) has the
following representation.
η0(i) =
∑
j∈Z
∞∑
k=0
ξ−k(j)
[
pk(i, j) − pk(i− 1, j)
]
, i ∈ Z. (3.3.21)
Thus, we can rewrite
∑N
j=1 θjSn(tj, rj) into
N∑
j=1
θjSn(tj , rj) =
∑
i∈Z
∑
j∈Z
an,i
∞∑
k=0
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)
,
where an,i is defined in (3.3.8).
Now let ℓ(n) be any increasing function of n such that limn→∞ n/
√
ℓ(n) = 0. Similar to Case
(a), we would like to show that
Lemma 3.16.
lim
n→∞E
∣∣∣∑
i∈Z
∑
j∈Z
an,i
∞∑
k=ℓ(n)
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)∣∣∣2 = 0. (3.3.22)
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Proof.
E
∣∣∣∑
i∈Z
∑
j∈Z
an,i
∞∑
k=ℓ(n)
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)∣∣∣2
= σ2ξ
∑
i1∈Z
∑
i2∈Z
an,i1an,i2
∞∑
k=ℓ(n)
∑
j∈Z
(
pk(i1, j) − pk(i1 − 1, j)
) (
pk(i2, j)− pk(i2 − 1, j)
)
= σ2ξ
∑
i1∈Z
∑
i2∈Z
an,i1an,i2
∞∑
k=ℓ(n)
[
2qk(i2 − i1, 0)− qk(i2 − i1 + 1, 0) − qk(i2 − i1 − 1, 0)
]
≤ σ2ξ
∑
j∈Z
∣∣∣∣∣∣
∞∑
k=ℓ(n)
[
2qk(j, 0) − qk(j + 1, 0) − qk(j − 1, 0)
]∣∣∣∣∣∣ ·
∣∣∣∣∣
∑
i∈Z
an,ian,i+j
∣∣∣∣∣
= σ2ξ
∑
j∈Z
∣∣∣∣∣∣
∞∑
k=ℓ(n)
1
2π
∫ π
−π
φkY (ϑ)
(
2e−ıjϑ − e−ı(j+1)ϑ − e−ı(j−1)ϑ
)
dϑ
∣∣∣∣∣∣ ·
∣∣∣∣∣
∑
i∈Z
an,ian,i+j
∣∣∣∣∣
=
σ2ξ
π
∑
j∈Z
∣∣∣∣∣
∫ π
−π
φ
ℓ(n)
Y (ϑ) (1− cos ϑ)
1− φY (ϑ) e
−ıjϑdϑ
∣∣∣∣∣ ·
∣∣∣∣∣
∑
i∈Z
an,ian,i+j
∣∣∣∣∣ . (3.3.23)
where φY (ϑ) =
∑
j∈Z q(0, j)e
ıjϑ
. Notice that the integrand in (3.3.23) is a nonnegative and integrable
function due to the fact that φ
ℓ(n)
Y (ϑ)(1−cosϑ)
1−φY (ϑ) is an analytic function (see the proof of Lemma A.3) and
φY (ϑ) = |φX(ϑ)|2 where φX(ϑ) =
∑
j∈Zw(j)e
ıjϑ
. Thus, the integral in (3.3.23) has the following
bound.∣∣∣∣∣
∫ π
−π
φ
ℓ(n)
Y (ϑ) (1− cos ϑ)
1− φY (ϑ) e
−ıjϑdϑ
∣∣∣∣∣ ≤ C
∫ π
−π
φ
ℓ(n)
Y (ϑ)dϑ = Cq
ℓ(n)(0, 0) ≤ C√
ℓ(n)
. (3.3.24)
where the last inequality is from (3.2.10).
For the last summation in (3.3.23), due to assumption (2.1.2), we have #{j ∈ Z :∑i∈Z an,ian,i+j 6=
0} = O(n). Furthermore, we can show that
Lemma 3.17. For all k ∈ Z,
lim
n→∞
∑
i∈Z
an,ian,i+k =
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) . (3.3.25)
In addition, we can find a constant A > 0, such that∣∣∣∣∣
∑
i∈Z
an,ian,i+k
∣∣∣∣∣ ≤ A, ∀k ∈ Z, n ∈ N. (3.3.26)
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Proof.
∑
i∈Z
an,ian,i+k
= n−1/2
N∑
j1=1
N∑
j2=1
θj1θj2
∑
i>0,i+k>0
P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
− n−1/2
N∑
j1=1
N∑
j2=1
θj1θj2
∑
i>0,i+k≤0
P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
− n−1/2
N∑
j1=1
N∑
j2=1
θj1θj2
∑
i≤0,i+k>0
P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
+ n−1/2
N∑
j1=1
N∑
j2=1
θj1θj2
∑
i≤0,i+k≤0
P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
.
For the first term and the fourth term above, one can use the same technique we have used in proving
(3.3.20) to show that
lim
n→∞n
−1/2 ∑
i>0,i+k>0
P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
=
∫ +∞
0
P(Bσ21tj1
≤ rj1 − x)P(Bσ21tj2 ≤ rj2 − x)dx,
and
lim
n→∞n
−1/2 ∑
i≤0,i+k≤0
P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
=
∫ 0
−∞
P(Bσ21tj1
> rj1 − x)P(Bσ21tj2 > rj1 − x)dx.
For the second term,
n−1/2
∑
i>0,i+k≤0
P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= n−1/2
−k∑
i=1
P
(
i ≤ X⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k > X
⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
≤ |k|n−1/2 → 0, as n→∞.
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By the same token, one can show that
lim
n→∞n
−1/2 ∑
i≤0,i+k>0
P
(
i > X
⌊ntj1 b⌋+⌊rj1
√
n⌋
⌊ntj1 ⌋
)
P
(
i+ k ≤ X⌊ntj2 b⌋+⌊rj2
√
n⌋
⌊ntj2 ⌋
)
= 0.
In sum, we have shown that
lim
n→∞
∑
i∈Z
an,ian,i+k
=
N∑
j1=1
N∑
j2=1
θj1θj2
[∫ +∞
0
P(Bσ21tj1
≤ rj1 − x)P(Bσ21tj2 ≤ rj2 − x)dx
+
∫ 0
−∞
P(Bσ21tj1
> rj1 − x)P(Bσ21tj2 > rj1 − x)dx
]
=
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) .
For the inequality (3.3.26), it is simply concluded from the limit (3.3.25) and the fact that
∑
i∈Z
|an,ian,i+k| ≤
∑
i∈Z
a2n,i, k ∈ Z.
Combine (3.3.24) and (3.3.26) together, we can find a constant C > 0 to further bound (3.3.23).
E
∣∣∣∑
i∈Z
∑
j∈Z
an,i
∞∑
k=ℓ(n)
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)∣∣∣2 ≤ C n√
ℓ(n)
→ 0, as n→∞.
Thus, the proof of Lemma 3.16 is complete.
For the main part
∑
i∈Z
∑
j∈Z an,i
∑ℓ(n)−1
k=0 ξ−k(j)
(
pk(i, j) − pk(i− 1, j)), again we will use the
Lindeberg Feller CLT to show the convergence. First, let us check the variance. Notice that
E

∑
i∈Z
∑
j∈Z
an,i
ℓ(n)−1∑
k=0
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)
2
= σ2ξ
∑
j∈Z
ℓ(n)−1∑
k=0
[
2qk(j, 0) − qk(j + 1, 0) − qk(j − 1, 0)
]∑
i∈Z
an,ian,i+j
= σ2ξ
∑
j∈Z
[a(j − 1) + a(j + 1)− 2a(j)]
∑
i∈Z
an,ian,i+j
− σ2ξ
∑
j∈Z
∞∑
k=ℓ(n)
[
2qk(j, 0) − qk(j + 1, 0) − qk(j − 1, 0)
]∑
i∈Z
an,ian,i+j.
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where a(x) is defined in (2.2.7). By the absolute convergence of ∑j∈Z [a(j − 1) + a(j + 1)− 2a(j)]
(Lemma A.5) and the uniform boundedness of ∑i∈Z an,ian,i+j from (3.3.26), we can use Absolute
Convergence Theorem to show that
lim
n→∞σ
2
ξ
∑
j∈Z
[a(j − 1) + a(j + 1)− 2a(j)]
∑
i∈Z
an,ian,i+j
= σ2ξ
∑
j∈Z
[a(j − 1) + a(j + 1)− 2a(j)] lim
n→∞
∑
i∈Z
an,ian,i+j
=
σ2ξ
σ21
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) .
where the last equality is from (3.3.25) and (A.0.8).
Combine this with (3.3.22), we have shown that
lim
n→∞E

∑
i∈Z
∑
j∈Z
an,i
ℓ(n)−1∑
k=0
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)
2
=
σ2ξ
σ21
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) . (3.3.27)
Lastly, we would like to check the Lindeberg condition. Let us denote
Un,k(j) = ξ−k(j)
∑
i∈Z
an,i
[
pk(i, j) − pk(i− 1, j)
]
.
For all ǫ > 0,
∑
j∈Z
ℓ(n)−1∑
k=0
E
[
U2n,k(j)1 {|Un,k(j)| ≥ ǫ}
] ≤∑
j∈Z
ℓ(n)−1∑
k=0
{
E
[
U4n,k(j)
]}1/2 {P(|Un,k(j)| ≥ ǫ)}1/2
≤ 1
ǫ2
∑
j∈Z
ℓ(n)−1∑
k=0
E
[
U4n,k(j)
]
=
E
[
ξ40(0)
]
ǫ2
∑
j∈Z
ℓ(n)−1∑
k=0
[∑
i∈Z
an,i
(
pk(i, j) − pk(i− 1, j)
)]4
.
where the first inequality is from Cauchy-Schwarz inequality, and the second is from Chebyshev’s
inequality.
Notice that from the definition of an,i in (3.3.8), we can find a constant C > 0 such that |an,i| ≤
Cn−1/4. Thus,
∑
i∈Z
|an,i| ·
∣∣∣pk(i, j) − pk(i− 1, j)∣∣∣ ≤ Cn−1/4∑
i∈Z
∣∣∣pk(i, j) − pk(i− 1, j)∣∣∣ ≤ 2Cn−1/4.
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Therefore,
∑
j∈Z
ℓ(n)−1∑
k=0
E
[
U2n,k(j)1 {|Un,k(j)| ≥ ǫ}
]
≤ 4C
2E
[
ξ40(0)
]
ǫ2n1/2
∑
j∈Z
ℓ(n)−1∑
k=0
[∑
i∈Z
an,i
(
pk(i, j) − pk(i− 1, j)
)]2
→ 0, as n→∞. (3.3.28)
where the convergence of
∑
j∈Z
∑ℓ(n)−1
k=0
[∑
i∈Z an,i
(
pk(i, j) − pk(i− 1, j))]2 is from (3.3.27).
Combine (3.3.27) and (3.3.28) together, we have shown that
∑
i∈Z
∑
j∈Z
an,i
ℓ(n)−1∑
k=0
ξ−k(j)
(
pk(i, j) − pk(i− 1, j)
)
⇒ N

0, σ2ξ
σ21
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2))

 , as n→∞.
Combine this with Lemma 3.16, the second case has been proved.
Case (c): For the last case, we assume that the initial increments {η0(x)}x∈Z are a strongly mixing
stationary sequence such that ∃ δ > 0 s.t. E|η0(0)|2+δ <∞, and the strong mixing coefficients of η0(·)
satisfy
∑∞
j=0(j + 1)
2/δα(j) <∞.
We first investigate the variance σ¯2n = Var
[∑
i∈Z an,i
(
η0(i)− µ0
)]
. Notice that
σ¯2n =
∑
j,k∈Z
an,jan,kCov [η0(j), η0(k)] =
∑
ℓ∈Z
Cov [η0(0), η0(ℓ)]
∑
k∈Z
an,kan,ℓ+k. (3.3.29)
To show the limit of σ¯2n, we need to show that the series of covariances
∑
k∈ZCov (η0(0), η0(k)) is
absolutely convergent. In order to achieve that, we use the following lemma which is part of Theorem
1.1 in Rio (2013),
Lemma 3.18. Suppose X and Y are two integrable real-valued r.v.’s. Let us assume that XY is also
integrable and denote α = α (σ(X), σ(Y )) in (2.3.5). Then
|Cov(X,Y )| ≤ 4
∫ α
0
QX(u)QY (u)du, (3.3.30)
where QX(u), QY (u) are the quantile functions of |X| and |Y | respectively (i.e. QX(u) = inf{x ∈
R
+ : P(|X| > x) ≤ u}, 0 ≤ u ≤ 1).
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Let us denote the quantile function of |η0(0)− µ0| by Qη(u). Then
∑
ℓ∈Z
|Cov [η0(0), η0(ℓ)]| ≤ 4
∑
ℓ∈Z
∫ α(|ℓ|)
0
[Qη(u)]
2 du ≤ 4
∫ 1
0
∑
ℓ∈Z
1{u≤α(|ℓ|)} [Qη(u)]
2 du
≤ 4
[∫ 1
0
(∑
ℓ∈Z
1{u≤α(|ℓ|)}
)(2+δ)/δ
du
]δ/(2+δ)
·
[∫ 1
0
(Qη(u))
2+δ du
]2/(2+δ)
.
Note that α(n)ց 0 as n→∞. Thus,
∫ 1
0
(∑
ℓ∈Z
1{u≤α(|ℓ|)}
)(2+δ)/δ
du =
∞∑
j=0
∫ α(j)
α(j+1)
(2j + 1)(2+δ)/δdu
=
∞∑
j=0
(2j + 1)(2+δ)/δ [α(j) − α(j + 1)].
And we have,
n∑
j=0
(2j + 1)(2+δ)/δ [α(j) − α(j + 1)]
= α(0) − (2n+ 1)(2+δ)/δα(n+ 1) +
n∑
j=1
[
(2j + 1)(2+δ)/δ − (2j − 1)(2+δ)/δ
]
α(j)
≤ α(0) − (2n+ 1)(2+δ)/δα(n+ 1) + C
n∑
j=1
(j + 1)2/δα(j).
Let n go to ∞ above,
∞∑
j=0
(2j + 1)(2+δ)/δ [α(j) − α(j + 1)] ≤ α(0) + C
∞∑
j=1
(j + 1)2/δα(j) <∞.
Also, ∫ 1
0
(Qη(u))
2+δ du = E
[
|η0(0)− µ0|2+δ
]
<∞,
where the equality is because if U is uniformly distributed on (0, 1), then Qη(U) has the same distri-
bution as |η0(0)− µ0|. In fact, for x ∈ R+,
P(Qη(U) > x) =P
(
inf{y ∈ R+ : P(|η0(0)− µ0| > y) ≤ U} > x
)
=P {P(|η0(0) − µ0| > x) > U} = P(|η0(0)− µ0| > x).
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Therefore, we have shown that
∑
ℓ∈Z
|Cov [η0(0), η0(ℓ)]| ≤ C
( ∞∑
j=0
(j + 1)2/δα(j)
)δ/(2+δ) (
E
[
|η0(0) − µ0|2+δ
])2/(2+δ)
<∞.
(3.3.31)
Thus, from (3.3.25) and (3.3.26), we can let n go to ∞ in (3.3.29) and apply Dominated Conver-
gence Theorem to conclude that
lim
n→∞ σ¯
2
n = ς
2
N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) . (3.3.32)
Since limn→∞ σ¯2n = 0 directly implies that
∑N
j=1 θiSn(tj , rj) converges weakly to zero. For
the rest, we assume that
∑N
j1=1
∑N
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2)) > 0, and use Theorem 2.2(c)
(restated below) in Peligrad and Utev (1997) to complete the proof.
Theorem 3.19. Let {bn,i : −mn ≤ i ≤ mn, n ∈ Z+} be a triangular array of real numbers such that
lim sup
n→∞
∑
i∈Z
b2n,i <∞, (3.3.33)
lim
n→∞maxi∈Z
|bn,i| = 0. (3.3.34)
where bn,i = 0, if |i| > mn.
Also, we assume that {η¯(i) : i ∈ Z} is a centered, strongly mixing and non-degenerate (i.e.
Var(η¯(0)) > 0) stationary sequence such that
Var
(
mn∑
i=−mn
bn,iη¯(i)
)
= 1, (3.3.35)
and there exists δ > 0 so that E
{|η¯(0)|2+δ} <∞ and ∑∞j=0(j + 1)2/δα(j) <∞.
Then,
mn∑
i=−mn
bn,iη¯(i)⇒ N (0, 1), as n→∞. (3.3.36)
In our case, we can let bn,i = an,i/σ¯n, η¯(i) = η0(i)−µ0, i ∈ Z. To use Theorem 3.19, it is enough
to show that {bn,i} satisfies conditions (3.3.33) and(3.3.34).
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For condition (3.3.33), from (3.3.25) and (3.3.32), we see that
lim
n→∞
∑
i∈Z
b2n,i =
1
ς2
<∞.
For condition (3.3.34), from (3.3.8),
|an,i| ≤ n−1/4
N∑
j=1
|θj |, i ∈ Z.
Therefore,
max
i∈Z
|bn,i| ≤ 1
n1/4σ¯n
N∑
j=1
|θj | → 0, as n→∞.
Apply Theorem 3.19, we have
1
σ¯n
∑
i∈Z
an,i
(
η0(i)− µ0
)⇒ N (0, 1).
Combine this with (3.3.32), we may conclude that
N∑
j=1
θiSn(tj , rj)⇒ N

0, ς2 N∑
j1=1
N∑
j2=1
θj1θj2Γ2 ((tj1 , rj1), (tj2 , rj2))

 .
Thus, the third case has been proved and the proof of Lemma 3.12 is complete.
Now we turn to the remaining term Fn(t, r) in (3.3.4), let us define another mean-zero Gaussian
process {F (t, r) : t ∈ R+, r ∈ R} which is independent of process {S(t, r)}t∈R+ ,r∈R and has covari-
ance
E
[
F (t, r)F (s, q)
]
=
σ2ξ
σ21
Γ1
(
(t, r), (s, q)
)
, t, s ∈ R+, r, q ∈ R. (3.3.37)
We can show that
Lemma 3.20. Under the assumptions in Theorem 2.15, {F n(t, r)}t∈R+,r∈R will converge weakly (in
the sense of finite dimensional distributions) to the Gaussian process {F (t, r)}t∈R+ ,r∈R as n goes to
∞.
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Remark 3.21. Here we gave two equivalent expressions for the Γ1 function defined in (2.3.11) which
may be used in the following context.
Γ1
(
(s, q), (t, r)
)
=
∫ ∞
−∞
[
P(Bσ21s ≤ q − x)P(Bσ21t > r − x)− P(Bσ21s ≤ q − x,Bσ21t > r − x)
]
dx,
(3.3.38)
and
Γ1
(
(s, q), (t, r)
)
=
1
2
∫ σ21(t+s)
σ21 |t−s|
1√
2πv
exp
{− 1
2v
(r − q)2}dv, (3.3.39)
for s, t ∈ R+ and q, r ∈ R.
Proof. Note that Fn(t, r) can be rewritten as
Fn(t, r) = n
−1/4
⌊nt⌋∑
k=1
E
[
ξk(X
y(n)
⌊nt⌋−k)
]
= n−1/4
⌊nt⌋∑
k=1
∑
x∈Z
ξk(x)P
(
X
y(n)
⌊nt⌋−k = x
)
, (3.3.40)
Recall that Xi

is defined to be a random walk starting from site i with transition probability p defined
in (2.1.5).
Thus, we immediately have EFn(t, r) = 0.
Now let us take a look at the covariance. Suppose X⌊ntb⌋+⌊r
√
n⌋

and X⌊nsb⌋+⌊q
√
n⌋

are two inde-
pendent random walks with transition probability p.
For the case s = t, r 6= q, let us denote xn = ⌊r
√
n⌋ − ⌊q√n⌋. Then,
E
[
Fn(t, r)Fn(t, q)
]
=n−1/2
⌊nt⌋∑
k=1
∑
x∈Z
σ2ξP
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)
P
(
X
⌊ntb⌋+⌊q√n⌋
⌊nt⌋−k = x
)
=n−1/2σ2ξ
⌊nt⌋∑
k=1
q⌊nt⌋−k(xn, 0) = n−1/2σ2ξ
⌊nt⌋−1∑
k=0
qk(0, xn). (3.3.41)
The second equality above is because q can be viewed as the transition probability of X⌊ntb⌋+⌊r
√
n⌋

−
X
⌊ntb⌋+⌊q√n⌋

(see the proof of Lemma 2.3).
Combine (3.3.41) with (B.0.7) in the Appendix,
lim
n→∞E
[
Fn(t, r)Fn(t, q)
]
=
σ2ξ
2σ21
∫ 2σ21t
0
1√
2πv
exp
{−(r − q)2
2v
}
dv
=
σ2ξ
σ21
Γ1
(
(t, q), (t, r)
)
.
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For the case s 6= t, we suppose s < t and let xn = X⌊ntb⌋+⌊r
√
n⌋
⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q
√
n⌋. Then, the
covariance can be written as
E
[
Fn(t, r)F n(s, q)
]
=n−1/2σ2ξ
⌊ns⌋∑
k=1
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k −X
⌊nsb⌋+⌊q√n⌋
⌊ns⌋−k = 0
)
=n−1/2σ2ξE
[⌊ns⌋∑
k=1
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k −X
⌊nsb⌋+⌊q√n⌋
⌊ns⌋−k = 0
∣∣X⌊ntb⌋+⌊r√n⌋⌊nt⌋−⌊ns⌋ )
]
=n−1/2σ2ξE
[⌊ns⌋∑
k=1
q⌊ns⌋−k
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q
√
n⌋, 0
)]
=n−1/2σ2ξE
[⌊ns⌋−1∑
k=0
qk (0, xn)
]
.
Note that the 3rd equality is because of the Markov property of random walks.
Similar to the case s = t, we will use Corollary B.3 in the Appendix to derive the limit. By CLT,
we have
n−1/2xn ⇒ Bσ21 |t−s| + (r − q), as n→∞.
We can pick random variables {Xˆ⌊ntb⌋+⌊r
√
n⌋
⌊nt⌋−⌊ns⌋ }n∈N such that Xˆ
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋
d
= X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋ , n ∈ N
and n−1/2xˆn = n−1/2
(
Xˆ
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q
√
n⌋
)
a.s.→ Bσ21 |t−s| + (r − q) as n → ∞ (see
Theorem 3.2.2 in Durrett (2010)).
Then, by (B.0.7),
lim
n→∞n
−1/2
⌊ns⌋−1∑
k=0
qk (0, xˆn) =
1
2σ21
∫ 2σ21s
0
1√
2πv
exp
{
−
(Bσ21 |t−s| + r − q)2
2v
}
dv, a.s.
Also, by (3.2.10),
n−1/2
⌊ns⌋−1∑
k=0
qk (0, xˆn) ≤ n−1/2

1 + ⌊ns⌋−1∑
k=1
Ck−1/2

 = O(1).
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Hence, we can apply Dominated Convergence Theorem and get
lim
n→∞E
[
Fn(t, r)Fn(s, q)
]
= lim
n→∞n
−1/2σ2ξE
{⌊ns⌋−1∑
k=0
qk (0, xˆn)
}
= σ2ξE
[
1
2σ21
∫ 2σ21s
0
1√
2πv
exp
{
−
(Bσ21 |t−s| + r − q)2
2v
}
dv
]
=
σ2ξ
2σ21
∫ +∞
−∞
∫ 2σ21s
0
1√
2πv
exp
{−(x+ r − q)2
2v
} 1√
2πσ21 |t− s|
exp
{− x2
2σ21 |t− s|
}
dvdx
=
σ2ξ
2σ21
∫ 2σ21s
0
1√
2π(v + σ21|t− s|)
exp
{− (r − q)2
2(v + σ21|t− s|)
}
dv
=
σ2ξ
2σ21
∫ σ21(t+s)
σ21 |t−s|
1√
2πv
exp
{−(r − q)2
2v
}
dv =
σ2ξ
σ21
Γ1
(
(t, r), (s, q)
)
.
So far we have shown that,
lim
n→∞E
[
Fn(t, r)F n(s, q)
]
=
σ2ξ
σ21
Γ1
(
(t, r), (s, q)
)
, (t, r), (s, q) ∈ R+ × R. (3.3.42)
Again, the next step will be applying Lindeberg Feller Central Limit Theorem to complete the
proof.
For any fixed N ∈ N, {(tj , rj) ∈ R+ ×R : j = 1, . . . , N}, and {θj ∈ R : j = 1, . . . , N}, without
losing generality, let us suppose that t1 ≤ t2 ≤ . . . ≤ tN . We will rewrite
∑N
j=1 θjFn(tj , rj) into a
sum of independent random variables. Notice
N∑
j=1
θjFn(tj, rj) =n
−1/4
N∑
j=1
θj
⌊ntj⌋∑
k=1
E
[
ξk(X
⌊ntjb⌋+⌊rj
√
n⌋
⌊ntj⌋−k )
]
=n−1/4
N∑
j=1
θj
⌊ntj⌋∑
k=1
∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
=
N−1∑
ℓ=0
⌊ntℓ+1⌋∑
k=⌊ntℓ⌋+1
n−1/4
N∑
j=ℓ+1
θj
∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
=
⌊ntN ⌋∑
k=1
n−1/4
N∑
j=ℓ(k)+1
θj
∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x) .
where we denote t0 = 0 and ℓ(k) = i iff ⌊nti⌋+ 1 ≤ k ≤ ⌊nti+1⌋.
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Let us also denote
Vn,k = n
−1/4
N∑
j=ℓ(k)+1
θj
∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x) , k ∈ {1, 2, . . . , ⌊ntN⌋}.
N∑
j=1
θjFn(tj, rj) =
⌊ntN ⌋∑
k=1
Vn,k.
The random variables {Vn,k}1≤k≤⌊ntN ⌋ are independent. Due to (3.3.42), we can directly check that
the first condition in Lindeberg-Feller CLT (Theorem 3.15) holds
lim
n→∞
⌊ntN ⌋∑
k=1
EV 2n,k =
N∑
i,j=1
θiθj
σ2ξ
σ21
Γ1
(
(ti, ri), (tj , rj)
)
. (3.3.43)
Now let us check the second condition. For every fixed ǫ > 0,
⌊ntN ⌋∑
k=1
E
(
V 2n,k1{|Vn,k| ≥ ǫ}
) (3.3.44)
≤ n−1/2
⌊ntN ⌋∑
k=1
C
N∑
j=ℓ(k)+1
θ2jE


[∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
]2
1{|Vn,k| ≥ ǫ}


≤ Cn−1/2
⌊ntN ⌋∑
k=1
N∑
j=ℓ(k)+1
θ2j

E
[∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
]4

1/2
{P(|Vn,k| ≥ ǫ)}1/2 .
(3.3.45)
For the moment in the last inequality above, note that by assumption, ξ has finite 4th moment. We
have
E
[∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
]4
≤ C
∑
x,y∈Z
[
p⌊ntj⌋−k
(⌊ntjb⌋+ ⌊rj√n⌋, x)]2 [p⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, y)]2
+ C
∑
z∈Z
[
p⌊ntj⌋−k
(⌊ntjb⌋+ ⌊rj√n⌋, z)]4
≤ C
[
q⌊ntj⌋−k (0, 0)
]2
+ Cq⌊ntj⌋−k (0, 0)
∑
z∈Z
[
p⌊ntj⌋−k
(⌊ntjb⌋+ ⌊rj√n⌋, z)]2
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≤ C
[
q⌊ntj⌋−k (0, 0)
]2 ≤


C
⌊ntj⌋−k , if k < ⌊ntj⌋,
C, if k = ⌊ntj⌋.
where the last inequality is from (3.2.10).
For the last term in (3.3.45), we can use Markov inequality,
P(|Vn,k| ≥ ǫ) ≤ 1
nǫ4
E


N∑
j=ℓ(k)+1
θj
∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)


4
≤ C
nǫ4
N∑
j=ℓ(k)+1
θ2jE
[∑
x∈Z
ξk(x)p
⌊ntj⌋−k (⌊ntjb⌋+ ⌊rj√n⌋, x)
]4
≤ C
nǫ4
N∑
j=ℓ(k)+1
θ2j
1
(⌊ntj⌋ − k) ∨ 1 .
Thus, (3.3.44) can be further bounded by
⌊ntN ⌋∑
k=1
E
(
V 2n,k1{|Vn,k| ≥ ǫ}
)
≤ C
ǫ2n
⌊ntN ⌋∑
k=1
N∑
j=ℓ(k)+1
1
(⌊ntj⌋ − k)1/2 ∨ 1

 N∑
i=ℓ(k)+1
1
(⌊nti⌋ − k) ∨ 1


1/2
≤ C
ǫ2n
⌊ntN ⌋∑
k=1

 N∑
j=ℓ(k)+1
1
(⌊ntj⌋ − k)1/2 ∨ 1


2
≤ C
ǫ2n
⌊ntN ⌋∑
k=1
N∑
j=ℓ(k)+1
1
(⌊ntj⌋ − k) ∨ 1
=
C
ǫ2n
N∑
j=1
⌊ntj⌋∑
k=1
1
(⌊ntj⌋ − k) ∨ 1 ≤
C
ǫ2n
N∑
j=1
log{(ntj) ∨ 1} → 0, as n→∞.
We have checked the second condition in Theorem 3.15, and hence the proof for Lemma 3.20 is
complete.
By Lemma 3.12, Lemma 3.20 and the independence of {Sn(t, r)}t∈R+ ,r∈R and {F n(t, r)}t∈R+,r∈R,
the proof of Theorem 2.15 is complete.
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3.3.2 Process-level tightness
Proof of Theorem 2.18. For simplicity, let us replace Q with [0, 1]2. Theorem 2 in Bickel and Wichura
(1971) gives a necessary and sufficient condition for the weak convergence of a D2-valued process Xn:
1. Convergence of finite-dimensional distributions: For every finite set {(ti, ri)}Ni=1 ⊂ [0, 1]2, we
have
(
Xn(t1, r1), . . . ,Xn(tN , rN )
)⇒ (X(t1, r1), . . . ,X(tN , rN )), as n→∞;
2. Tightness: ∀ǫ > 0,
lim
δ→0
lim sup
n→∞
P{w′δ(Xn) ≥ ǫ} = 0,
where the modulus w′δ is defined as
w′δ(x) = inf
∆
max
G∈∆
sup
(t,r),(s,q)∈G
|x(t, r)− x(s, q)|,
in which ∆ is any partition of [0, 1]2 formed by finitely many lines parallel to the coordinate axes
such that any element G of ∆ is a left-closed, right-open rectangle with diameter at least δ.
We have already proved the marginal convergence in Theorem 2.15. For the tightness part, instead
of using w′δ, we use the following modulus:
wδ(x) = sup
(t,r),(s,q)∈[0,1]2
‖(t,r)−(s,q)‖<δ
|x(t, r)− x(s, q)|. (3.3.46)
One can easily show that for every fixed 0 < δ < 1, w′δ/2(x) ≤ wδ(x), ∀x ∈ D2. Thus, it is sufficient
to show that
lim
δ→0
lim sup
n→∞
P{wδ(Xn) ≥ ǫ} = 0, ∀ǫ > 0,
which can be proved by checking the following sufficient conditions given in Kumar (2008)(Proposition
2):
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Lemma 3.22. Suppose {Xn} is a sequence of D2-valued processes such that for all n > 0, there exists
a decreasing sequence δn ց 0 s.t.
1. there exist β > 0, κ > 2, and C > 0 such that for all large enough n,
E(|Xn(t, r)−Xn(s, q)|β) ≤ C|(t, r)− (s, q)|κ (3.3.47)
holds for all (t, r), (s, q) ∈ [0, 1]2 with Euclidean distance |(t, r)− (s, q)| > δn;
2. ∀ǫ, γ > 0, there exists n0 > 0 such that for all n ≥ n0,
P{wδn(Xn) > ǫ} < γ. (3.3.48)
Then, for every fixed ǫ, γ > 0, there exist 0 < δ < 1 and integer n0 > 0 such that
P{wδ(Xn) ≥ ǫ} ≤ γ, ∀n ≥ n0.
Now let us check the first tightness condition. We set β = 12 and δn = n−γ.
Lemma 3.23. Assume the assumptions in Theorem 2.18. There exists constant C > 0 s.t. for all
sufficiently large n,
E(|hn(t, r)− hn(s, q)|12) ≤ C|(t, r)− (s, q)|κ (3.3.49)
holds for all t, s, r, q ∈ [0, 1] with |(t, r) − (s, q)| > n−γ , where κ and γ can be any fixed numbers
satisfying 2 < κ < 3 and 0 < γ ≤ 3κ .
Proof. Recall from (3.3.4),
hn(t, r) = µ0Hn(t, r) + Sn(t, r) + Fn(t, r), (t, r) ∈ R+ × R.
By Minkowski Inequality,
[
E
(|hn(t, r)− hn(s, q)|12)]1/12 ≤ |µ0| [E (|Hn(t, r)−Hn(s, q)|12)]1/12
+
[
E
(|Sn(t, r)− Sn(s, q)|12)]1/12 + [E (|F n(t, r)− Fn(s, q)|12)]1/12 . (3.3.50)
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For the first term on the right of (3.3.50), recall from (3.3.5), Hn(t, r) has the uniform bound
∣∣Hn(t, r)∣∣ ≤ Cn−1/4, ∀(t, r) ∈ R+ × R.
Therefore,
|µ0|
[
E
(|Hn(t, r)−Hn(s, q)|12)]1/12 ≤ Cn−1/4. (3.3.51)
For the second term on the right of (3.3.50), from (3.3.2),
Sn(t, r)− Sn(s, q)
= n−1/4
∑
i>0
(
η0(i) − µ0
) [
P
(
i ≤ X⌊ntb⌋+⌊r
√
n⌋
⌊nt⌋
)−P(i ≤ X⌊nsb⌋+⌊q√n⌋⌊ns⌋ )]
− n−1/4
∑
i≤0
(
η0(i)− µ0
) [
P
(
i > X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋
)−P(i > X⌊nsb⌋+⌊q√n⌋⌊ns⌋ )]
= n−1/4
∑
i<0
(
η0(−i)− µ0
) [
P
(
Xi⌊nt⌋ ≥ −⌊ntb⌋ − ⌊r
√
n⌋) −P(Xi⌊ns⌋ ≥ −⌊nsb⌋ − ⌊q√n⌋)]
− n−1/4
∑
i≥0
(
η0(−i)− µ0
) [
P
(
Xi⌊nt⌋ < −⌊ntb⌋ − ⌊r
√
n⌋)−P(Xi⌊ns⌋ < −⌊nsb⌋ − ⌊q√n⌋)] .
(3.3.52)
Denote the events
A1,i =
{
Xi⌊nt⌋ ≥ −⌊ntb⌋ − ⌊r
√
n⌋,Xi⌊ns⌋ < −⌊nsb⌋ − ⌊q
√
n⌋
}
,
A2,i =
{
Xi⌊nt⌋ < −⌊ntb⌋ − ⌊r
√
n⌋,Xi⌊ns⌋ ≥ −⌊nsb⌋ − ⌊q
√
n⌋
}
.
Then, we can rewrite (3.3.52) as
Sn(t, r)− Sn(s, q) = n−1/4
∑
i∈Z
(
η0(−i)− µ0
) [
P
(
A1,i
)−P(A2,i)] . (3.3.53)
We give an intermediate bound for the 12th moment of Sn(t, r) − Sn(s, q) that work for all three
cases (a), (b) and (c) in Theorem 2.18.
Lemma 3.24. Assume that the initial increments {η0(x)}x∈Z satisfy either (a), (b) or (c) in Theorem
2.18. Then ∃ C > 0 s.t.
E
{[
Sn(t, r)− Sn(s, q)
]12} ≤ Cn−3
{
1 +
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)]}6
, ∀n ∈ N. (3.3.54)
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Proof. We first state a lemma which will be used several times in the following context.
Lemma 3.25. Let I be an index set. Suppose {Xi}i∈I is an i.i.d. sequence with finite 12th moment,
and {ai}i∈I is an bounded fixed sequence, i.e. ∃ constant M > 1 s.t. |ai| ≤ M , ∀i ∈ I . Then, there
exists constant C <∞, such that
E

(∑
i∈I
aiXi
)12 ≤ C
(
1 +
∑
i∈I
a2i
)6
. (3.3.55)
Proof.
E


(∑
i∈I
aiXi
)12 = ∑
i1,i2,...,i12∈I
ai1ai2 · · · ai12E [Xi1Xi2 · · ·Xi12 ]
≤ C
6∑
k=1
∑
ℓ1+ℓ2+...+ℓk=12
ℓj≥2,j=1,2,...,k
k∏
j=1
(∑
i∈I
a
ℓj
i
)
≤ CM10
6∑
k=1
∑
ℓ1+ℓ2+...+ℓk=12
ℓj≥2,j=1,2,...,k
(∑
i∈I
a2i
)k
≤ C
6∑
k=1
(∑
i∈I
a2i
)k
≤ C
(
1 +
∑
i∈I
a2i
)6
.
Case (a): Assume that {η0(x)}x∈Z are i.i.d. with 12th finite moment. Notice that
∣∣P(A1,i)−P(A2,i)∣∣ ≤ 1, ∀i ∈ Z.
By (3.3.55),
E
{[
Sn(t, r)− Sn(s, q)
]12}
= n−3E
{∑
i∈Z
(
η0(−i)− µ0
) [
P
(
A1,i
)−P(A2,i)]
}12
≤ Cn−3
{
1 +
∑
m∈Z
[
P
(
A1,m
)−P(A2,m)]2
}6
≤ Cn−3
{
1 +
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)]}6
.
Case (b): Assume {η0(x) : x ∈ Z} is π0-distributed. From (3.3.53) and (2.2.5), we have
Sn(t, r)− Sn(s, q)
= n−1/4
∑
j∈Z
∞∑
k=0
ξ−k(j)
∑
i∈Z
[
pk(0, j + i)− pk(0, j + i+ 1)
]
· [P(A1,i)−P(A2,i)] .
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Note
∑
i∈Z
∣∣∣pk(0, j + i)− pk(0, j + i+ 1)∣∣∣ · ∣∣P(A1,i)−P(A2,i)∣∣
≤
∑
i∈Z
[
pk(0, j + i) + pk(0, j + i+ 1)
]
= 2, ∀j ∈ Z, k ∈ Z+.
Again, from (3.3.55),
E
{[
Sn(t, r)− Sn(s, q)
]12}
≤ Cn−3

1 +
∑
j∈Z
∞∑
k=0
(∑
i∈Z
[
pk(0, j + i)− pk(0, j + i+ 1)
] [
P
(
A1,i
)−P(A2,i)]
)2

6
.
Furthermore,
∑
j∈Z
∞∑
k=0
(∑
i∈Z
[
pk(0, j + i)− pk(0, j + i+ 1)
] [
P
(
A1,i
)−P(A2,i)]
)2
=
∑
j∈Z
∞∑
k=0
∑
i1,i2∈Z
[
pk(0, j + i1)− pk(0, j + i1 + 1)
]
·
[
pk(0, j + i2)− pk(0, j + i2 + 1)
]
· [P(A1,i1)−P(A2,i1)] [P(A1,i2)−P(A2,i2)]
=
∑
i∈Z
∑
ℓ∈Z
∑
j∈Z
∞∑
k=0
[
pk(0, j + i)− pk(0, j + i+ 1)
]
·
[
pk(0, j + i+ ℓ)− pk(0, j + i+ ℓ+ 1)
]
· [P(A1,i)−P(A2,i)] · [P(A1,i+ℓ)−P(A2,i+ℓ)]
=
∑
i∈Z
∑
ℓ∈Z
[a(ℓ− 1) + a(ℓ+ 1)− 2a(ℓ)] · [P(A1,i)−P(A2,i)] · [P(A1,i+ℓ)−P(A2,i+ℓ)]
≤
∑
ℓ∈Z
[a(ℓ− 1) + a(ℓ+ 1)− 2a(ℓ)]
∑
i∈Z
1
2
{[
P
(
A1,i
)−P(A2,i)]2 + [P(A1,i+ℓ)−P(A2,i+ℓ)]2}
=
1
σ21
∑
i∈Z
[
P
(
A1,i
)−P(A2,i)]2 ≤ 1
σ21
∑
i∈Z
∣∣P(A1,i)−P(A2,i)∣∣ ≤ 1
σ21
∑
i∈Z
[
P
(
A1,i
)
+P
(
A2,i
)]
.
where the potential kernel a(x) is defined in (2.2.7) and the last equality is from Lemma A.5 in the
Appendix.
Therefore, we can find constant C <∞, such that
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E
{[
Sn(t, r)− Sn(s, q)
]12} ≤ Cn−3
{
1 +
∑
i∈Z
[
P
(
A1,i
)
+P
(
A2,i
)]}6
.
Case (c): Assume {η0(x)}x∈Z is a strongly mixing stationary sequence satisfying the following
condition. There exists ε0 > 0 such that E
[|η0(0)|12+ε0] < ∞ and the strong mixing coefficients
{α(x)}x∈Z+ should have
∑∞
i=0(i+ 1)
10+132/ε0α(i) <∞.
We will use the following bound borrowed from Rio (2013) (see Theorem 2.2 and the derivation of
equation C.6).
Lemma 3.26. Let m > 0 be an integer and {Xi}i∈N be a sequence of centered real valued random
variables with finite momemts of order 2m. Let Sn =
∑n
k=1Xk. Then there exists two positive
constants am, bm <∞ such that
E
(
S2mn
) ≤am
(∫ 1
0
n∑
k=1
[α−1(u) ∧ n]Q2k(u)du
)m
+ bm
n∑
k=1
∫ 1
0
[α−1(u) ∧ n]2m−1Q2mk (u)du,
where Qk(u) is the quantile function of |Xk|, α−1(u) =
∑
i≥0 1{u < α(i)} and {α(k)}k≥0 are the
strong mixing coeffients of {Xi}i∈N.
Furthermore, in general, for r > p ≥ 1, suppose {Xi}i∈N have finite rth moment. Then, there
exists a constant cp <∞ such that
n∑
k=1
∫ 1
0
[α−1(u) ∧ n]p−1Qpk(u)du
≤ cp
(
n∑
i=0
(i+ 1)(pr−2r+p)/(r−p)α(i)
)1−p/r n∑
k=1
(E|Xk|r)p/r . (3.3.56)
Let us denote kn = #{i ∈ Z : P
(
A1,i
) − P(A2,i) 6= 0}. Then kn = O(n) due to assump-
tion (2.1.2). Based on Lemma 3.26 above, let Qi(u) be the quantile function of
∣∣η0(−i) − µ0∣∣ ·
59
∣∣P(A1,i)−P(A2,i)∣∣, i ∈ Z and m = 6, we have
E
{[
Sn(t, r)− Sn(s, q)
]12}
≤ Cn−3


(∑
i∈Z
∫ 1
0
[α−1(u) ∧ kn]Q2i (u)du
)6
+
∑
j∈Z
∫ 1
0
[α−1(u) ∧ kn]11Q12j (u)du

 .
Let p = 2, r = 12 in (3.3.56), we can get an upper bound for ∑i∈Z ∫ 10 [α−1(u) ∧ kn]Q2i (u)du,
∑
i∈Z
∫ 1
0
[α−1(u) ∧ kn]Q2i (u)du
≤ c2
(
kn∑
i=0
(i+ 1)1/5α(i)
)5/6∑
j∈Z
(
E|η0(−j)− µ0
∣∣12)1/6 [P(A1,j)−P(A2,j)]2
≤ C
(
kn∑
i=0
(i+ 1)1/5α(i)
)5/6∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)] ≤ C∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)]
.
By the same token, let p = 12, r = 12 + ε0 in (3.3.56), we can show that
∑
j∈Z
∫ 1
0
[α−1(u) ∧ kn]11Q12j (u)du
≤ C
(
kn∑
i=0
(i+ 1)10+132/ε0α(i)
)ε0/(12+ε0)∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)]
≤ C
∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)]
.
Hence,
E
{[
Sn(t, r)− Sn(s, q)
]12}
≤ Cn−3



∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)]
6
+
∑
j∈Z
[
P
(
A1,j
)
+P
(
A2,j
)]
≤ Cn−3
{
1 +
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)]}6
.
The proof of Lemma 3.24 is complete.
Now let us bound the summation
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)]
.
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Lemma 3.27. ∃ C <∞, s.t.
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)] ≤ C [√(t− s)n+ |r − q|√n+ 1] . (3.3.57)
Proof. Suppose t ≥ s. Note that
∑
m∈Z
P
(
A1,m
)
=
∑
m∈Z
P
(
X0⌊nt⌋ ≥ −⌊ntb⌋ − ⌊r
√
n⌋ −m,X0⌊ns⌋ < −⌊nsb⌋ − ⌊q
√
n⌋ −m)
=
∑
m∈Z
∑
ℓ>m
P
(
X0⌊ns⌋ = −⌊nsb⌋ − ⌊q
√
n⌋ − ℓ)
·P(X0⌊nt⌋−⌊ns⌋ ≥ ⌊nsb⌋ − ⌊ntb⌋+ ⌊q√n⌋ − ⌊r√n⌋ −m+ ℓ)
k=ℓ−m
=
∑
m∈Z
∑
k>0
P
(
X0⌊ns⌋ = −⌊nsb⌋ − ⌊q
√
n⌋ − k −m)
·P(X0⌊nt⌋−⌊ns⌋ ≥ ⌊nsb⌋ − ⌊ntb⌋+ ⌊q√n⌋ − ⌊r√n⌋+ k)
=
∑
k>0
P
(
X0⌊nt⌋−⌊ns⌋ ≥ ⌊nsb⌋ − ⌊ntb⌋+ ⌊q
√
n⌋ − ⌊r√n⌋+ k). (3.3.58)
Similarly, one can show that
∑
m∈Z
P
(
A2,m
)
=
∑
k≤0
P
(
X0⌊nt⌋−⌊ns⌋ < ⌊nsb⌋ − ⌊ntb⌋+ ⌊q
√
n⌋ − ⌊r√n⌋+ k). (3.3.59)
Combine (3.3.58) and (3.3.59) together,
∑
m∈Z
[
P
(
A1,m
)
+P
(
A2,m
)]
=
∑
k>0
P
(
X0⌊nt⌋−⌊ns⌋ − ⌊nsb⌋+ ⌊ntb⌋ − ⌊q
√
n⌋+ ⌊r√n⌋ ≥ k)
+
∑
k<0
P
(
X0⌊nt⌋−⌊ns⌋ − ⌊nsb⌋+ ⌊ntb⌋ − ⌊q
√
n⌋+ ⌊r√n⌋ ≤ k)
=
∑
k>0
P
(∣∣X0⌊nt⌋−⌊ns⌋ − ⌊nsb⌋+ ⌊ntb⌋ − ⌊q√n⌋+ ⌊r√n⌋∣∣ ≥ k)
= E
∣∣∣X0⌊nt⌋−⌊ns⌋ − ⌊nsb⌋+ ⌊ntb⌋ − ⌊q√n⌋+ ⌊r√n⌋∣∣∣
≤ E
∣∣∣X0⌊nt⌋−⌊ns⌋ − ⌊nsb⌋+ ⌊ntb⌋∣∣∣+ |r − q|√n+ 1
≤ C
[√
(t− s)n+ |r − q|√n+ 1
]
.
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Combine (3.3.54) and (3.3.57) together, we can get the following bound for the second term in
(3.3.50):
[
E
(|Sn(t, r)− Sn(s, q)|12)]1/12 ≤ Cn−1/4 [(√|t− s|+ |r − q|)√n+ 1]1/2 . (3.3.60)
For the third term on the right of (3.3.50), from (3.3.40), suppose t ≥ s,
Fn(t, r)− Fn(s, q)
= n−1/4
⌊ns⌋∑
k=1
∑
x∈Z
ξk(x)
[
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)−P(X⌊nsb⌋+⌊q√n⌋⌊ns⌋−k = x)]
+ n−1/4
⌊nt⌋∑
k=⌊ns⌋+1
∑
x∈Z
ξk(x)P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)
.
From (3.3.55),
E
{[
Fn(t, r)− Fn(s, q)
]12}
≤ Cn−3
{
1 +
⌊ns⌋∑
k=1
∑
x∈Z
[
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)−P(X⌊nsb⌋+⌊q√n⌋⌊ns⌋−k = x)]2
+
⌊nt⌋∑
k=⌊ns⌋+1
∑
x∈Z
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)2}6
. (3.3.61)
For the two summations on the right of (3.3.61),
⌊ns⌋∑
k=1
∑
x∈Z
[
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)−P(X⌊nsb⌋+⌊q√n⌋⌊ns⌋−k = x)]2 +
⌊nt⌋∑
k=⌊ns⌋+1
∑
x∈Z
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)2
=
⌊nt⌋∑
k=1
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k − X˜
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = 0
)
+
⌊ns⌋∑
k=1
P
(
X
⌊nsb⌋+⌊q√n⌋
⌊ns⌋−k − X˜
⌊nsb⌋+⌊q√n⌋
⌊ns⌋−k = 0
)
− 2
⌊ns⌋∑
k=1
P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k − X˜
⌊nsb⌋+⌊q√n⌋
⌊ns⌋−k = 0
)
=
⌊nt⌋−1∑
k=0
qk(0, 0) +
⌊ns⌋−1∑
k=0
qk(0, 0) − 2E


⌊ns⌋−1∑
k=0
qk
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q
√
n⌋, 0)


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=
⌊nt⌋−1∑
k=⌊ns⌋
qk(0, 0) + 2E


⌊ns⌋−1∑
k=0
[
qk(0, 0) − qk(X⌊ntb⌋+⌊r√n⌋⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q√n⌋, 0)]

 . (3.3.62)
From (3.2.10), the first term in (3.3.62) can be bounded by
⌊nt⌋−1∑
k=⌊ns⌋
qk(0, 0) ≤
⌊nt⌋−1∑
k=⌊ns⌋
C√
k
≤
⌊nt⌋−⌊ns⌋∑
k=1
C√
k
≤ C
[
1 +
√
(t− s)n
]
. (3.3.63)
By inequality (3.2.7), the second term in (3.3.62) is bounded by
E


⌊ns⌋−1∑
k=0
[
qk(0, 0) − qk(X⌊ntb⌋+⌊r√n⌋⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q√n⌋, 0)]


≤ E
[
a
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q
√
n⌋
)]
≤ CE
∣∣∣X⌊ntb⌋+⌊r√n⌋⌊nt⌋−⌊ns⌋ − ⌊nsb⌋ − ⌊q√n⌋
∣∣∣
≤ C
[
(
√
|t− s|+ |r − q|)√n+ 1
]
, (3.3.64)
where a(x) is defined in (2.2.7) and the second inequality is due to (A.0.1).
Combine (3.3.63) and (3.3.64), we can get a bound for (3.3.62). And therefore the third term on
the right of (3.3.50) can be bounded by
[
E
(|Fn(t, r)− Fn(s, q)|12)]1/12 ≤ Cn−1/4 [(√|t− s|+ |r − q|)√n+ 1]1/2 . (3.3.65)
As a conclusion from (3.3.51), (3.3.60) and (3.3.65), there exists constant C <∞ such that
E
(|hn(t, r)− hn(s, q)|12) ≤Cn−3 [(√|t− s|+ |r − q|)√n+ 1]6
≤C (|t− s|3 + |r − q|6 + n−3) . (3.3.66)
This bound has exactly the same form as the one found in Kumar (2008).
Since t, s, r, q ∈ [0, 1] are bounded and 2 < κ < 3, we can further bound (3.3.66) by
E
(|hn(t, r)− hn(s, q)|12) ≤ C (|t− s|κ + |r − q|κ + n−3) . (3.3.67)
Note that δκn = n−γκ ≥ n−3 and |(t, r)− (s, q)| > δn, we can get
E
(|hn(t, r)− hn(s, q)|12) ≤ C (|t− s|κ + |r − q|κ) , (3.3.68)
which proves Lemma 3.23.
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The second tightness condition can be verified as following.
Lemma 3.28. Under the settings in Lemma 3.23, for any fixed 1 < γ < 3/2 and ǫ > 0,
lim
n→∞P

 sup
(t,r),(s,q)∈[0,1]2
‖(t,r)−(s,q)‖<n−γ
|hn(t, r)− hn(s, q)| > ǫ

 = 0.
Proof. Let us define the interval I(k) := [(k − 1)n−γ , (k + 1)n−γ ] ∩ [0, 1]. For all fixed ǫ > 0,
P

 sup
(t,r),(s,q)∈[0,1]2
‖(t,r)−(s,q)‖<n−γ
|hn(t, r)− hn(s, q)| > ǫ


≤ P

⌊nγ⌋⋃
k1=1
⌊nγ⌋⋃
k2=1
{
sup
t∈I(k1),r∈I(k2)
|hn(t, r)− hn(k1n−γ , k2n−γ)| ≥ ǫ
2
}
≤
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P
(
sup
t∈I(k1),r∈I(k2)
|hn(t, r)− hn(k1n−γ , k2n−γ)| ≥ ǫ
2
)
. (3.3.69)
Similar as before, we can break hn(·, ·) into three parts. Since
|hn(t, r)− hn(k1n−γ , k2n−γ)|
≤ |µ0Hn(t, r)− µ0Hn(k1n−γ , k2n−γ)|+ |Sn(t, r)− Sn(k1n−γ , k2n−γ)|
+ |F n(t, r)− Fn(k1n−γ , k2n−γ)|,
one can further bound (3.3.69) by three terms.
P

 sup
(t,r),(s,q)∈[0,1]2
‖(t,r)−(s,q)‖<n−γ
|hn(t, r)− hn(s, q)| > ǫ


≤
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P
(
sup
t∈I(k1),r∈I(k2)
|µ0Hn(t, r)− µ0Hn(k1n−γ , k2n−γ)| ≥ ǫ
6
)
(3.3.70)
+
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P
(
sup
t∈I(k1),r∈I(k2)
|Sn(t, r)− Sn(k1n−γ , k2n−γ)| ≥ ǫ
6
)
(3.3.71)
+
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P
(
sup
t∈I(k1),r∈I(k2)
|F n(t, r)− Fn(k1n−γ , k2n−γ)| ≥ ǫ
6
)
. (3.3.72)
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For the first term (3.3.70), we have observed that Hn(t, r) can be uniformly bounded by Cn−1/4.
Thus, for large enough n,
P
(
sup
t∈I(k1),r∈I(k2)
|µ0Hn(t, r)− µ0Hn(k1n−γ, k2n−γ)| ≥ ǫ
6
)
= 0.
As a result, the summation in (3.3.70) vanishes as n→∞.
For the second term (3.3.71) and third term (3.3.72), recall from (3.3.53),
Sn(t, r)− Sn(k1n−γ , k2n−γ)
= n−1/4
∑
i∈Z
(
η0(−i)− µ0
) [
P
(
A1,i(t, r, k1n
−γ , k2n−γ)
) −P (A2,i(t, r, k1n−γ , k2n−γ))] ,
(3.3.73)
where
A1,i(t, r, s, q) =
{
Xi⌊nt⌋ ≥ −⌊ntb⌋ − ⌊r
√
n⌋,Xi⌊ns⌋ < −⌊nsb⌋ − ⌊q
√
n⌋
}
,
A2,i(t, r, s, q) =
{
Xi⌊nt⌋ < −⌊ntb⌋ − ⌊r
√
n⌋,Xi⌊ns⌋ ≥ −⌊nsb⌋ − ⌊q
√
n⌋
}
.
And
Fn(t, r)− Fn(k1n−γ , k2n−γ) =n−1/4
⌊nt⌋∑
k=1
∑
x∈Z
ξk(x)P
(
X
⌊ntb⌋+⌊r√n⌋
⌊nt⌋−k = x
)
− n−1/4
⌊k1n1−γ⌋∑
k=1
∑
x∈Z
ξk(x)P
(
X
⌊k1n1−γb⌋+⌊k2n1/2−γ⌋
⌊k1n1−γ⌋−k = x
)
.
Note that for large enough n, and any t ∈ I(k1), r ∈ I(k2),
|nt− k1n1−γ | =n|t− k1n−γ | ≤ n1−γ < 1/2,
|ntb− k1n1−γb| =n|b| · |t− k1n−γ | ≤ |b|n1−γ < 1/2,
|r√n− k2n1/2−γ | =n1/2|r − k2n−γ | ≤ n1/2−γ < 1/2.
This means that for t ∈ I(k1) and r ∈ I(k2), each one of ⌊nt⌋, ⌊ntb⌋ and ⌊r
√
n⌋ can only have at
most one jump. For example, ⌊nt⌋ can only jump from ⌊k1n1−γ⌋ − 1 to ⌊k1n1−γ⌋ or from ⌊k1n1−γ⌋
to ⌊k1n1−γ⌋+ 1. As a result, Sn(t, r) and Fn(t, r) can only have at most 8 values on I(k1)× I(k2).
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Suppose that Sn(t, r) has exactly m0 ≤ 8 values on the interval I(k1) × I(k2). Let us pick one
point from each value of Sn(t, r) on I(k1)× I(k2) and denote them by (ti, ri), i = 1, . . . ,m0. Then,
P
(
sup
t∈I(k1),r∈I(k2)
|Sn(t, r)− Sn(k1n−γ, k2n−γ)| ≥ ǫ
6
)
≤
m0∑
i=1
P
(
|Sn(ti, ri)− Sn(k1n−γ , k2n−γ)| ≥ ǫ
6
)
≤ C
m0∑
i=1
E|Sn(ti, ri)− Sn(k1n−γ , k2n−γ)|12
n3
≤ C
m0∑
i=1
[(√|ti − k1n−γ |+ |ri − k2n−γ |)√n+ 1]6
n3
≤ C
[(
n−γ/2 + n−γ
)√
n+ 1
]6
n3
≤ Cn−3.
where the second inequality is from Markov inequality, and the third inequality comes from (3.3.60).
Therefore, for any 1 < γ < 3/2, we have
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P

 sup
t∈I(k1)
r∈I(k2)
|Sn(t, r)− Sn(k1n−γ , k2n−γ)| ≥ ǫ
6


≤ C
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
n−3 ≤ Cn2γ−3 → 0, as n→∞.
From inequality (3.3.65), one can use the same method to show that
⌊nγ⌋∑
k1=1
⌊nγ⌋∑
k2=1
P

 sup
t∈I(k1)
r∈I(k2)
|Fn(t, r)− Fn(k1n−γ , k2n−γ)| ≥ ǫ
6

 ≤ Cn2γ−3 → 0, as n→∞.
In sum, we have proved that (3.3.70), (3.3.71) and (3.3.72) will vanish when n goes to ∞, and
hence Lemma 3.28 has been proved.
The proof for Theorem 2.18 is complete.
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Appendix A
Potential Kernel
Let q(x, y) be the transition kernel defined in (2.1.7). For the following, we assume (2.1.2) and
(2.1.13). P28.8 in Spitzer (1976) shows that the potential kernel
a(x) =
∞∑
k=0
[qk(0, 0) − qk(x, 0)]
is well-defined for every x ∈ Z. And it has the following properties.
Lemma A.1. The potential kernel a(x) is an even function with order |x| as x→∞. To be specific,
lim
x→+∞
a(x)
x
=
1
2σ21
. (A.0.1)
Proof. See P28.4 in Spitzer (1976) (page 345, Chapter VII).
Lemma A.2. For k ∈ Z, we have
lim
x→+∞
[
a(x+ k)− a(x)] = k
2σ21
; (A.0.2)
lim
x→−∞
[
a(x+ k)− a(x)] = − k
2σ21
. (A.0.3)
Proof. See P29.2 in Spitzer (1976) (page 354, Chapter VII).
Lemma A.3. The potential kernel a(x) satisfies the following equations:
(a) ∑
j∈Z
q(i, j)a(k − j) = a(k − i) + 1{i = k}, i, k ∈ Z, (A.0.4)
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(b)
a(x− 1) + a(x+ 1)− 2a(x) = 1
π
∫ π
−π
1− cos(θ)
1− φY (θ) e
ıxθdθ, x ∈ Z, (A.0.5)
where φY (θ) =
∑
x∈Z q(0, x)e
ıθx
.
(c) There exist positive constant A, c <∞ such that for all x ∈ Z,
|a(x− 1) + a(x+ 1)− 2a(x)| ≤ Ae−c|x|. (A.0.6)
Remark A.4. Note that we can also write (A.0.5) in terms of the characteristic function of transition
p. Let us denote φX(θ) =
∑
x∈Z p(0, x)e
ıθx
. Then
a(x− 1) + a(x+ 1)− 2a(x) = 1
π
∫ π
−π
1− cos(θ)
1− |φX(θ)|2 e
ıxθdθ, x ∈ Z. (A.0.7)
Proof. For the first equation, see T28.1 in Spitzer (1976) (page 352, Chapter VII).
The second equation is a simple application of the inversion formula. The detail can be found in
the proof of P29.5 in Spitzer (1976) (page 355, Chapter VII).
For the third part, let h(θ) = 1−cos(θ)1−φY (θ) , θ ∈ [−π, π]. From (A.0.5), we can see that h is a real
function. Also, h is a periodic funcion with period 2π. We will show that h is indeed analytic.
Let us naturally extend the function h to the complex plane, i.e.
h(z) =
1− cos(z)
1− φY (z) , z ∈ C.
Since 1− cos(z) and 1−φY (z) are entire functions (analytic over the whole complex plane), h(z)
is meromorphic on the whole complex plane and point z = 0 is its pole.
Also note that q has span 1, thus we can show that for θ ∈ [−π, π], φY (θ) = 1 if and only if θ = 0
(see Lemma B.4 in the Appendix).
Therefore, h(z) is analytic on [−π, π] \ {0}, and hence we only need to show that z = 0 is a
removable singularity.
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Note that 1− cos(z) and 1− φY (z) have the following Taylor expansion:
1− cos(z) =1
2
z2 +
∞∑
k=2
(−1)k+1
(2k)!
z2k, z ∈ C.
1− φY (z) =σ21z2 +
∞∑
k=2
(−1)k+1m2k
(2k)!
z2k, z ∈ C.
where mk =
∑
x∈Z x
kq(0, x) (note that m2k−1 = 0 since q is symmetric).
Thus, we have the following limit,
lim
z→0
h(z) = lim
z→0
1− cos(z)
1− φY (z) = limz→0
1
2z
2 +
∑∞
k=2
(−1)k+1
(2k)! z
2k
σ21z
2 +
∑∞
k=2
(−1)k+1m2k
(2k)! z
2k
= lim
z→0
1
2 +
∑∞
k=2
(−1)k+1
(2k)! z
2k−2
σ21 +
∑∞
k=2
(−1)k+1m2k
(2k)! z
2k−2
=
1
2σ21
.
Therefore, h(z) is analytic. And by (A.0.5), we can think of a(x−1)+a(x+1)−2a(x) as the xth
Fourier coefficient of h. From results in Fourier Analysis (see Proposition 1.2.20 in Pinsky (2009)), we
conclude that the decay of a(x− 1) + a(x+ 1)− 2a(x) is exponentially fast.
Thus, the proof for Lemma A.3 is complete.
Lemma A.5. The series
∑
j∈Z
[
a(j − 1) + a(j + 1)− 2a(j)] is absolutely convergent and
∑
j∈Z
[
a(j − 1) + a(j + 1)− 2a(j)] = 1
σ21
. (A.0.8)
Proof. The first part is a direct result from (A.0.6).
For the second part, for any fixed M,N > 0,
N∑
j=−M
[
a(j − 1) + a(j + 1)− 2a(j)] = a(N + 1)− a(N) + a(−M − 1)− a(−M).
Let M,N →∞, and by (A.0.2) and (A.0.3), we have
∑
j∈Z
[
a(j − 1) + a(j + 1)− 2a(j)] = lim
N→∞
[
a(N + 1)− a(N)]+ lim
M→∞
[
a(−M − 1)− a(−M)]
=
1
2σ21
+
1
2σ21
=
1
σ21
.
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Appendix B
Local Central Limit Theorem
For the following, let us consider a transition probability p(x, y) for a discrete-time random walk
{Xt}t∈Z+ on Z. Throughout this section, we assume p to be translate invariant, has finite range and
span 1, i.e.
p(0, x) = p(y, x+ y), ∀x, y ∈ Z, (B.0.1)
#supp(p) <∞, (B.0.2)
max{k ∈ Z+ : ∃ℓ ∈ Z, s.t. supp(p) ⊂ ℓ+ kZ} = 1, (B.0.3)
where supp(p) = {x ∈ Z : p(0, x) > 0}.
For convenience, we denote p(x) = p(0, x). We also denote the mean and variance by
µ1 =
∑
x∈Z
xp(x), σ21 =
∑
x∈Z
(x− µ1)2p(x).
The following Local Central Limit theorem generalizes Theorem 2.3.5 in Lawler and Limic (2010)
to the case µ1 6= 0.
Theorem B.1. (Local Central Limit Theorem) Assume (B.0.1), (B.0.2) and (B.0.3). There exists a
constant C <∞, such that
∣∣pt(x)− ϕ¯t(x)∣∣ ≤ C
t
, ∀x ∈ Z, t ∈ Z+. (B.0.4)
where
ϕ¯t(x) =
1√
2πσ21t
exp
{
−(x− tµ1)
2
2tσ21
}
. (B.0.5)
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As applications to Theorem B.1, we list two corollaries. The first corollary is an generalization of
Theorem 2.3.6 in Lawler and Limic (2010). The second corollary is stated in Lemma 4.2 in Seppa¨la¨inen
(2010).
Corollary B.2. Assume (B.0.1), (B.0.2) and (B.0.3). Let ∇ denote the differences in the x variable,
∇pt(x) = pt(x+ 1)− pt(x), ∇ϕ¯t(x) = ϕ¯t(x+ 1)− ϕ¯t(x).
There exists a constant C <∞, such that
∣∣∇pt(x)−∇ϕ¯t(x)∣∣ ≤ C
t3/2
, ∀x ∈ Z, t ∈ Z+. (B.0.6)
Corollary B.3. For a mean 0, span 1 random walk Sn on Z with finite variance σ2, a ∈ R and points
an ∈ Z s.t. limn→∞ an/
√
n = a, then
lim
n→∞
1√
n
⌊nt⌋−1∑
k=0
P(Sk = an) =
1
σ2
∫ σ2t
0
1√
2πv
exp
{−a2
2v
}
dv. (B.0.7)
Proof of Theorem B.1. The characteristic function of the transition p is φ(θ) =∑k∈Z p(k)eıkθ . Since
p has finite range, φ(θ) is the sum of finitely many exponential functions and hence, analytic. We can
also define a “normalized” characteristic function φ˜(θ) = φ(θ)e−ıθµ1 =
∑
k∈Z p(k)e
ı(k−µ1)θ
, which is
also analytic.
Let us first provide a lemma which gives bounds for the characteristic function φ˜(θ).
Lemma B.4. Under the assumptions in Theorem B.1,
(a) For every fixed ǫ > 0,
sup{|φ˜(θ)| : θ ∈ [−π, π], |θ| ≥ ǫ} < 1. (B.0.8)
(b) There is a constant b > 0 such that
|φ˜(θ)| ≤ 1− bθ2, ∀θ ∈ [−π, π]. (B.0.9)
In particular, for r > 0,
|φ˜(θ)|r ≤ [1− bθ2]r ≤ exp{−brθ2}, ∀θ ∈ [−π, π]. (B.0.10)
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Proof. For part (a), since |φ˜(θ)| = |φ(θ)|, and by continuity and compactness, we only need to show
that |φ(θ)| < 1 for any θ ∈ [−π, π] \ {0}, which is proved by Theorem 3.5.1 in Durrett (2010).
For part (b), note that φ˜(θ) has the following Taylor expansion:
φ˜(θ) = 1− σ
2
1θ
2
2
+ h˜(θ), (B.0.11)
where h˜(θ) = O(|θ|3) as θ → 0.
We can pick an ǫ1 > 0 such that for all |θ| < ǫ1, |h˜(θ)| ≤ σ
2
1θ
2
4 . Let ǫ0 = ǫ1 ∧
√
2
σ1
. Then, for
∀|θ| < ǫ0,
|φ˜(θ)| ≤ |1− σ
2
1θ
2
2
|+ |h˜(θ)| ≤ 1− σ
2
1θ
2
2
+
σ21θ
2
4
= 1− σ
2
1θ
2
4
.
For every π ≥ |θ| ≥ ǫ0, by the result in part (a), let 1− a = sup{|φ˜(θ)| : θ ∈ [−π, π], |θ| ≥ ǫ0} <
1. Then 0 < a ≤ 1 and
|φ˜(θ)| ≤ 1− a ≤ 1− a
π2
θ2.
Let b = σ
2
1
4 ∧ aπ2 and we are done.
Next, let us give an approximation to
[
φ˜
(
θ/
√
t
)]t
.
Lemma B.5. Assume the assumptions in Theorem B.1, there exist ǫ > 0 and c < ∞ such that for all
positive integers t and all |θ| < ǫ√t,
(a) We define g˜(θ, t) and F˜t(θ) as following:
[
φ˜
(
θ√
t
)]t
= exp
{
−σ
2
1θ
2
2
+ g˜(θ, t)
}
= [1 + F˜t(θ)] exp
{
−σ
2
1θ
2
2
}
. (B.0.12)
(b)
|g˜(θ, t)| ≤
(
σ21θ
2
4
)
∧
(
c|θ|3
t1/2
)
. (B.0.13)
(c)
|F˜t(θ)| ≤ exp
{
σ21θ
2
4
}
+ 1. (B.0.14)
72
Proof. For part (a), by the continuity of φ˜, there exists δ > 0 such that |φ˜(θ)− 1| ≤ 12 , for all |θ| ≤ δ.
And thus, g˜(θ, t) and F˜t(θ) are well-defined if the inequality |θ| < δ
√
t holds.
For part (b), from (B.0.11) and Taylor expansion, we get
log φ˜(θ) = log
(
1− [1
2
σ21θ
2 − h˜(θ)]
)
=− 1
2
σ21θ
2 + h˜(θ)− 1
2
[
1
2
σ21θ
2 − h˜(θ)]2 +O(|θ|6)
=− 1
2
σ21θ
2 + h˜(θ)− 1
8
σ41θ
4 +O(|θ|5).
Hence,
t log φ˜
(
θ√
t
)
= −1
2
σ21θ
2 + t · h˜
(
θ√
t
)
− σ
4
1θ
4
8t
+ t ·O
( |θ|5
t5/2
)
.
Compare it with t log φ˜
(
θ√
t
)
= −σ21θ22 + g˜(θ, t), we can get an estimate for g˜(θ, t),
g˜(θ, t) = t · h˜
(
θ√
t
)
− σ
4
1θ
4
8t
+ t ·O
( |θ|5
t5/2
)
= t · h˜
(
θ√
t
)
+ t · O
( |θ|4
t2
)
= t · o
( |θ|2
t
)
.
Thus, there exists 0 < ǫ1 < δ, such that for all t > 0 and all |θ| < ǫ1
√
t,
|g˜(θ, t)| ≤ 1
4
σ21t ·
θ2
t
=
1
4
σ21θ
2. (B.0.15)
Moreover, since h˜
(
θ√
t
)
= O
( |θ|3
t3/2
)
, g˜(θ, t) = t · O
( |θ|3
t3/2
)
. We can find 0 < ǫ2 < δ and
0 < c <∞, such that for all positive integer t and all |θ| < ǫ2
√
t,
|g˜(θ, t)| ≤ ct · |θ|
3
t3/2
=
c|θ|3
t1/2
. (B.0.16)
Take ǫ = ǫ1 ∧ ǫ2, (B.0.13) is achieved.
Part (c) is a straightforward result from part (b) by using the fact that |ez| ≤ e|z|.
The next lemma studies the error term of the normal approximation for the multi-step transition
probability pt(x).
Lemma B.6. Assume the assumptions in Theorem B.1. Let us define bt(x, r) by the equation
pt(x) = ϕ¯t(x) + bt(x, r) +
1
2π
√
t
∫
|s|≤r
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds, (B.0.17)
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where ϕ¯t(x) = 1√
2πσ21t
exp
{
− (x−tµ1)2
2tσ21
}
. Then, there exist ǫ > 0, 0 < c <∞ and ζ > 0 such that
|bt(x, r)| ≤ ct−1/2e−ζr2 , ∀0 ≤ r ≤ ǫ
√
t. (B.0.18)
Proof. We set ǫ to be the same as in Lemma B.5.
By the inversion formula,
pt(x) =
1
2π
∫ π
−π
[φ(θ)]te−ıxθdθ s=
√
tθ
=
1
2π
√
t
∫ √tπ
−√tπ
[
φ
(
s√
t
)]t
e
− ıx√
t
s
ds
=
1
2π
√
t
∫ √tπ
−√tπ
[
φ˜
(
s√
t
)]t
eı
√
tµ1se
− ıx√
t
s
ds. (B.0.19)
From (B.0.8), there exists β1 > 0 such that
|φ˜(θ)| ≤ e−β1 , π ≥ |θ| ≥ ǫ.
Let us split the integral (B.0.19) into two parts:
pt(x) =
1
2π
√
t
∫
ǫ
√
t≤|s|≤π√t
[
φ˜
(
s√
t
)]t
eı
√
tµ1se
− ıx√
t
s
ds
+
1
2π
√
t
∫
|s|<ǫ√t
[
φ˜
(
s√
t
)]t
eı
√
tµ1se
− ıx√
t
s
ds.
Note that the first integral in the above equation has the following bound.∣∣∣∣∣ 12π√t
∫
ǫ
√
t≤|s|≤π√t
[
φ˜
(
s√
t
)]t
eı
√
tµ1se
− ıx√
t
s
ds
∣∣∣∣∣ ≤ 12π√t
∫
ǫ
√
t≤|s|≤π√t
∣∣∣∣φ˜
(
s√
t
)∣∣∣∣
t
ds
≤ 1
2π
√
t
∫
ǫ
√
t≤|s|≤π√t
∣∣∣∣φ˜
(
s√
t
)∣∣∣∣
t
ds ≤ 1
2π
√
t
∫
ǫ
√
t≤|s|≤π√t
e−β1tds =
π − ǫ
π
e−β1t.
By using the inversion formula, we can similarly split ϕ¯t(x) into two parts:
ϕ¯t(x) =
1
2π
∫ +∞
−∞
e−ıxθeıtµ1θ−
1
2
tσ21θ
2
dθ
s=
√
tθ
=
1
2π
√
t
∫ +∞
−∞
e
− ıxs√
t eı
√
tµ1s− 12σ21s2ds
=
1
2π
√
t
∫
|s|≥ǫ√t
e
− ıxs√
t eı
√
tµ1s− 12σ21s2ds+
1
2π
√
t
∫
|s|<ǫ√t
e
− ıxs√
t eı
√
tµ1s− 12σ21s2ds.
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Again, same as before, the first term goes to zero exponentially fast.∣∣∣∣∣ 12π√t
∫
|s|≥ǫ√t
e
− ıxs√
t eı
√
tµ1s− 12σ21s2ds
∣∣∣∣∣ ≤ 12π√t
∫
|s|≥ǫ√t
e−
1
2
σ21s
2
ds
s=
√
tθ
=
1
2π
∫
|θ|≥ǫ
e−
1
2
σ21tθ
2
dθ
=
1
π
∫ +∞
ǫ
e−
1
2
σ21tθ
2
dθ ≤ 1
π
∫ +∞
ǫ
θ
ǫ
· e− 12σ21tθ2dθ
=
1
πǫσ21t
e−
1
2
σ21ǫ
2t. (B.0.20)
Thus, we can pick β2 > 0 such that
1
2π
√
t
∫
|s|≥ǫ√t
e
− ıxs√
t eı
√
tµ1s− 12σ21s2ds = O
(
e−β2t
)
.
Let β = β1 ∧ β2. Then
pt(x)− ϕ¯t(x) =O
(
e−βt
)
+
1
2π
√
t
∫
|s|<ǫ√t
{[
φ˜
(
s√
t
)]t
− e− 12σ21s2
}
eı
√
tµ1se
− ıx√
t
s
ds
=O
(
e−βt
)
+
1
2π
√
t
∫
|s|<ǫ√t
F˜t(s)e
− 1
2
σ21s
2
eı
√
tµ1se
− ıx√
t
s
ds.
By simply choosing ζ to be strictly less than β/ǫ2, we prove the result for r = ǫ
√
t. For 0 ≤ r <
ǫ
√
t, we use the estimate (B.0.14).∣∣∣∣∣
∫
r<|s|<ǫ√t
F˜t(s)e
− 1
2
σ21s
2
eı
√
tµ1se
− ıx√
t
s
ds
∣∣∣∣∣ ≤
∫
r<|s|<ǫ√t
|F˜t(s)|e−
1
2
σ21s
2
ds
≤
∫
r<|s|<ǫ√t
[
e
σ21s
2
4 + 1
]
e−
1
2
σ21s
2
ds ≤ 2
∫ +∞
r
e−
σ21s
2
4 ds. (B.0.21)
In order to get a bound better than the one in (B.0.20), we use the following inequality (see Formula
7.1.13 in Abramowitz and Stegun (1984)).
Lemma B.7. For any r ≥ 0, we have
1
r +
√
r2 + 2
< er
2
∫ ∞
r
e−s
2
ds ≤ 1
r +
√
r2 + 4π
. (B.0.22)
We get
∣∣∣∣∣
∫
r<|s|<ǫ√t
F˜t(s)e
− 1
2
σ21s
2
eı
√
tµ1se
− ıx√
t
s
ds
∣∣∣∣∣ ≤ 4e
−σ
2
1r
2
4
σ21r/2 + σ1
√
(σ1r/2)2 + 4/π
≤ 2
√
π
σ1
e−
σ21r
2
4 .
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Hence,
pt(x)− ϕ¯t(x) =O
(
e−βt
)
+
1
2π
√
t
∫
r<|s|<ǫ√t
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds
+
1
2π
√
t
∫
|s|≤r
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds
=O
(
e−βt
)
+O
(
t−1/2e−
σ21r
2
4
)
+
1
2π
√
t
∫
|s|≤r
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds.
We can choose ζ to be strictly less than βǫ2 ∧
σ21
4 . And hence, the proof for Lemma B.6 is complete.
Now let us prove the main theorem. Let us take r = t1/12 in Lemma B.6, we have
pt(x) = ϕ¯t(x) +O
(
t−1/2e−ζt
1/6
)
+
1
2π
√
t
∫
|s|≤t1/12
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds. (B.0.23)
Notice that from (B.0.13),
∣∣∣F˜t(θ)∣∣∣ = ∣∣∣eg˜(θ,t) − 1∣∣∣ ≤ C |g˜(θ, t)| ≤ C|θ|3
t1/2
, |θ| ≤ t1/12.
where the first inequality is because ex − 1 = O(x) for all x in a bounded set.
Thus, ∣∣∣∣∣ 12π√t
∫
|s|≤t1/12
e
− ıxs√
t eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds
∣∣∣∣∣ ≤ C2π√t
∫
|s|≤t1/12
|s|3
t1/2
e−
σ21s
2
2 ds
≤ C
2πt
∫
s∈R
|s|3e−
σ21s
2
2 ds = O(t−1).
Therefore,
pt(x)− ϕ¯t(x) = O (t−1) .
And the proof of Theorem B.1 is complete.
Proof of Corollary B.2. From (B.0.23) in the proof of Theorem B.1,
∇pt(x) =∇ϕ¯t(x) +O
(
t−1/2e−ζt
1/6
)
+
1
2π
√
t
∫
|s|≤t1/12
(
e−ı(x+1)s/
√
t − e−ıxs/
√
t
)
eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds. (B.0.24)
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Notice that for |s| ≤ t1/12,
∣∣∣e−ı(x+1)s/√t − e−ıxs/√t∣∣∣ = ∣∣∣e−ıs/√t − 1∣∣∣ ≤ |s|√
t
.
Then, ∣∣∣∣∣ 12π√t
∫
|s|≤t1/12
(
e−ı(x+1)s/
√
t − e−ıxs/
√
t
)
eı
√
tµ1se−
σ21s
2
2 F˜t(s)ds
∣∣∣∣∣
≤ C
2π
√
t
∫
|s|≤t1/12
|s|4
t
e−
σ21s
2
2 ds ≤ C
2πt3/2
∫
s∈R
|s|4e−
σ21s
2
2 ds = O(t−3/2).
Hence,
∇pt(x) = ∇ϕ¯t(x) +O(t−3/2).
This proves Corollary B.2.
Proof of Corollary B.3. First, One can use LCLT to show that
lim
m→∞ supx∈Z
√
m
∣∣∣∣P(Sm = x)− 1√
2πmσ2
exp
{
− x
2
2mσ2
}∣∣∣∣ = 0. (B.0.25)
Then,
1√
n
⌊nt⌋−1∑
k=0
P(Sk = an) =
1√
n
⌊nt⌋−1∑
k=1
[
1√
2πkσ2
exp
{
− a
2
n
2kσ2
}
+ o(k−1/2)
]
=
1
n
⌊nt⌋−1∑
k=1
1√
2π(k/n)σ2
exp
{
−(an/
√
n)2
2(k/n)σ2
}
+ o(1)
=
∫ t
0
1{u ≤ (⌊nt⌋ − 1)/n}√
2π(⌈nu⌉/n)σ2 exp
{
− (an/
√
n)2
2(⌈nu⌉/n)σ2
}
du+ o(1). (B.0.26)
Notice that the integrand in (B.0.26) is bounded by 1√
2πuσ2
. By Dominated Convergence Theorem, we
have
lim
n→∞
1√
n
⌊nt⌋−1∑
k=0
P(Sk = an) =
∫ t
0
1√
2πuσ2
exp
{
− a
2
2uσ2
}
du.
The proof is complete by substitution v = uσ2.
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