There is increasing current discussion in the literature concerning the lack of reproducibility in science (Wasserstein and Lazar, 2016; Ioannidis, 2018; Smith, 2018; Trafimow et al., 2018; Van Calster et al., 2018) , especially in preclinical animal research (Voelkl et al., 2018) . Some authors claim that this might be due to low statistical standards and suggested that the significance level should be set at p < 0.005 in order to lower the number of false positive results (Benjamin et al., 2018; Ioannidis, 2018) . But this suggestion has drawbacks, since larger sample sizes are required in order to maintain the statistical test power. We performed 400 computer simulations for Pearson correlations and one-way analyses of variance (ANOVA) applying the programs Primer of Biostatistics and Winstat 3.1 to calculate the increase of the necessary sample sizes at a test-power of 80% after lowering the threshold from p < 0.05 to p < 0.005. For Pearson's correlation coefficient "r", the percentage of additional cases could be approximated by the formula: increase [%] = (0.77 -0.326 x r) x 100. For r = 0.7 the increase was about 50%, for r = 0.5 about 60% and for r = 0.2 approximately 69% of the initial sample size. When further lowering the threshold to p < 0.001 an estimate was given by: increase [%] = (1.32-0.64 x r) x 100. Then, for a correlation coefficient of r = 0.7 we have to add about 86%, for r = 0.5 about 100% and for r = 0.2 even about 116% of the original sample size.
Regarding ANOVA, we defined "q" as the quotient between the expected standard deviation of residuals and the minimal detectable difference, with 0.5 ≤ q ≤ 2 in our simulations. Reducing the significance threshold to p < 0.005, we got the following results: for 2 groups, the amount of additional cases varied between 50% and 75%. With a higher number of groups this value dropped to 57-67% (n = 3 or 4) and converged to values between 50 and 55% for n = 7.
These simulations showed that a new threshold of p = 0.005 would make investigations far more expensive. In experimental studies, the number of animals needed would increase consid-differences may have a significant p-value when the sample size is large and vice versa (Smith, 2018) . Furthermore, it is necessary to add the 95% confidence interval (CI95%). The CI95% is defined in the following way: repeating the investigation many times with other samples, 95% of the CI95%s would include the "true" effect size of the whole population. The width of the CI95% is an estimate of the uncertainty of the effect, even when a result is statistically significant, and can thus indicate whether larger studies are necessary. Overlapping confidence intervals indicate areas of agreement between studies, even if in one of them the p-value for hypothesis testing was not significant (Smith, 2018) . Furthermore, graphical representations of the data would be helpful, since they help to identify outliers which may hamper the results (Smith, 2018; van Calster et al., 2018) .
In summary, hypothesis testing based on the p-value approach has disadvantages. Lowering the p-value to p = 0.005 conflicts with the 3R principles. The calculation of the effect size together with its CI95% and graphical demonstrations are good alternatives.
