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Abstract
This thesis is dedicated to the design of practical and efficient models and algorithms
for the production processes. The key addressed issue are the alternative process
plans, supporting much more flexible definition of the scheduling problems.
With respect to the state of the art in the scheduling area, this thesis aims to cover
the gap for the solution approaches that incorporate both the selection of process plan
and the fine scheduling within a single model. Consequently, there are two main
goals of the thesis - first, to propose a suitable mathematical model capable to cover
standard scheduling problems together with the definition of the alternative process
plans and second, to design, implement and evaluate algorithms for three different
problems with alternative process plans, emerging from real production processes.
The mathematical model for the considered scheduling problems is based on
the well known Resource Constrained Project Scheduling Problem (RCPSP) which
is combined with the formalism of Nested Temporal Networks With Alternatives
(NTNA). Such a model reflects the typical structure of the production processes and it
keeps most of the assumptions and constraints from the powerful RCPSP framework.
The proposed model involves renewable resources with non-unary capacity, sequence
dependent setup times, release times and deadlines of activities and generalized tem-
poral constraints. Thus, it allows very general and flexible definition of the scheduling
problems with many realistic constraints.
Three different scheduling problems with alternative process plans are then in
more detail. The first studied problem involves negative time-lags and the goal is to
minimize the total schedule length. For such a problem we have developed construc-
tive heuristic algorithm where the activities are being scheduled and un-scheduled
according to their dynamic priorities. The second studied problem is motivated by the
production processes where the goal is to utilize the expensive machines as much as
possible and, therefore, the time spent by setting up such machines is minimized. The
solution approach is based on the iterative method with separation of a schedule into
time-disjunctive parts where the local search is applied. The criterion for the third
considered problem is the minimization of the total production cost consisting of the
costs corresponding to the selected production operations (activities) and penalization
for late jobs. Two different evolutionary based heuristic algorithms are used to solve
such a problem and their results are thoroughly compared in extensive performance
evaluation.
Since there are no standard benchmarks for the proposed scheduling model, we
have used the new generated instances specific for each problem under study as well
as the existing instances for the similar problems from the literature. Although the
available instances usually cover only a part of our approach, all the designed algo-
rithms showed very good performance. In most cases, the results were competitive or
even better when compared to the algorithms designed to the specific sub-problems
of the general concept used in this thesis.
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Abstrakt
Tato disertacˇnı´ pra´ce se veˇnuje na´vrhu a implementaci efektivnı´ch modelu˚ a algo-
ritmu˚ pro rˇesˇenı´ prakticky´ch proble´mu˚ z oblasti optimalizace vy´robnı´ch procesu˚. Po-
zornost je veˇnova´na hlavneˇ problematice alternativnı´ch vy´robnı´ch postupu˚, ktere´ s
sebou prˇina´sˇejı´ mozˇnost velmi flexibilnı´ho zada´nı´ pro rozvrhovacı´ u´lohy.
S ohledem na analy´zu souvisejı´cı´ch pracı´ v oblasti kombinatoricke´ optimalizace
je cı´lem te´to pra´ce rozsˇı´rˇit portfolio existujı´cı´ch prˇı´stupu˚ o rˇesˇenı´, ktere´ spojuje vy´beˇr
konkre´tnı´ho vy´robnı´ho postupu a samotne´ rozvrhova´nı´ vybrany´ch operacı´ v jednom
spolecˇne´m modelu. Pra´ce se tak veˇnuje prˇedevsˇı´m dveˇma propojeny´m tematu˚m -
zaprve´ vytvorˇenı´ vhodne´ho modelu pro zvoleny´ typ rozvrhovacı´ch u´loh a zadruhe´
na´vrhu, implementaci a testova´nı´ optimalizacˇnı´ch algoritmu˚ pro rˇesˇenı´ rozvrhova´cı´ch
proble´mu˚ s alternativami, ktere´ jsou motivova´ny realny´mi vy´robnı´mi procesy.
Matematicky´ model pro uvazˇovane´ proble´my vycha´zı´ z notace Resource Con-
strained Project Scheduling Problem (RCPSP), ktera´ je da´le rozsˇı´rˇena o definici alter-
nativnı´ch vy´robnı´ch postupu˚ s vyuzˇitı´m formalismu Nested Temporal Networks With
Alternatives (NTNA). Navrzˇeny´ model odpovı´da´ typicke´ strukturˇe vy´robnı´ch procesu˚
a prˇitom zachova´va´ veˇtsˇinu prˇedpokladu˚ a omezenı´ pro RCPSP. Model zahrnuje ob-
novitelne´ zdroje s libovolnou diskre´tnı´ kapacitou, prˇestavbove´ cˇasy a zobecneˇna´ tem-
pora´lnı´ omezenı´ (minima´lnı´ a maxima´lnı´ cˇasove´ intervaly mezi zacˇa´tky operacı´ v
rozvrhu). Dı´ky tomu umozˇnˇuje navrzˇeny´ model velmi flexibilnı´ prˇı´stup k definici
u´loh pro rozvrhova´nı´ vy´robnı´ch procesu˚ s mnoha cˇasto pouzˇı´vany´mi omezenı´mi.
Pra´ce se da´le veˇnuje detailneˇ trˇem ru˚zny´m rozvrhovacı´m u´loha´m s alternativnı´mi
vy´robnı´mi postupy. Prvnı´ u´loha zahrnuje kladne´ a za´porne´ hrany mezi operacemi,
krite´riem je minimalizace de´lky cele´ho rozvrhu. Pro tento proble´m byla vytvorˇena
konstruktivnı´ heuristika, ve ktere´ jsou jednotlive´ operace prˇida´va´ny a odebı´ra´ny z
rozvrhu na za´kladeˇ dynamicky´ch priorit. Motivacı´ pro druhou u´lohu jsou vy´robnı´
procesy, ve ktery´ch hrajı´ za´sadnı´ roli drahe´ stroje, u nichzˇ je potrˇeba minimalizovat
financˇneˇ na´kladne´ prˇestavby. ˇResˇenı´ je v tomto prˇı´padeˇ zalozˇeno na iterativnı´ heuris-
tice, ktera´ vyuzˇı´va´ loka´lnı´ optimalizaci pro cˇasoveˇ disjunktnı´ cˇa´sti rozvrhu. Krite´riem
ve trˇetı´ u´loze je minimalizace celkovy´ch na´kladu˚ spojeny´ch s vy´robnı´m pla´nem. Ty
jsou da´ny zaprve´ cenou samotny´ch vy´robnı´ch operacı´ a za druhe´ penalizacı´ za pozdeˇ
dokoncˇene´ zaka´zky. Pro rˇesˇenı´ jsou vytvorˇeny dva odlisˇne´ evolucˇnı´ algoritmy, jejichzˇ
vy´konnost je du˚kladneˇ porovna´na velky´m mnozˇstvı´m testu˚.
Jelikozˇ je model uvazˇovany´ v te´to pra´ci inovativnı´ a prozatı´m neexistujı´ zˇa´dna´
stadardizovana´ testovacı´ data, bylo pro vsˇechny testy pouzˇito dvou zdroju˚ dat - zaprve´
noveˇ vygenerovane´ instance pro kazˇdou uvazˇovanou rozvrhovacı´ u´lohu a zadruhe´ in-
stance podobny´ch proble´mu˚ z literatury. Prˇestozˇe tyto instance reflektujı´ jen urcˇitou
cˇa´st na´mi uvazˇovane´ problematiky, vsˇechny vytvorˇene´ algoritmy ukazujı´ velmi do-
brou vy´konnost. Ve veˇtsˇineˇ prˇı´padu˚ jsou jejich vy´sledky srovnatelne´ nebo i lepsˇı´ nezˇ
vy´sledky uva´deˇne´ v literaturˇe.
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Goals and Objectives
This thesis is dedicated to the scheduling problems where some parts of the considered
processes can be performed in more, alternative, ways. Three problems based on the
same model are studied and both the exact solution and the heuristic algorithm are
developed for each of them. The problems differ in the considered constraints as well
as in the objective function, which determines the goal of the optimisation. The goals
of this thesis were set as follows:
1. Propose a common representation for the scheduling problems that include al-
ternative processes.
2. For each studied problem, establish a mathematical formulation using the pro-
posed representation.
3. Develop an algorithm to solve large instances for each of the problems.
4. Compare the proposed solution methods with the similar works from the litera-
ture.
5. Propose the methodology for evaluation and comparison of different solution
approaches.
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Chapter 1
Introduction
In the recent years, manufacturing (and other) processes are becoming more and more
complex and flexible. On one hand, the companies need to utilize expensive produc-
tion resources - machines, workforce, additional tools - to make the production ef-
fective in terms of their expenses. On the second hand, they need to satisfy all the
demands of the current market, which is very dynamic. Therefore, it is very bene-
ficial, if not even necessary, to define the process plans as precisely as possible and
then let an artificial system to resolve which operations and in which order will be
performed according to the resource environment and the given jobs.
This thesis is focused on the scheduling problems, for which there is a high flex-
ibility in the problem definition. The most of the work is dedicated to the scheduling
problems with the alternative process plans, especially the problems related to the
production processes. In case of the alternative process plans, the operations can
be performed in various ways, using fully automated machines, semi-automated ma-
chines or performed manually with some special equipment. Three related problems
with the alternative process plans are addressed in detail.
The first studied problem is the scheduling of the wire harnesses production,
which involves the alternative process plans, generalized temporal constraints (pos-
itive and negative time-lags) and sequence dependent setup times. The goal is to
minimize the total schedule length. For the second studied problem, the goal is to
maximize the utilization of the expensive machines in the production of electrical
contacts and, therefore, the time spent by setting up such resources is minimized. The
goal in the third studied problem, motivated by the production in the printing com-
pany, is to minimize the total production cost. In this case, the hard constraints (like
deadlines) are substituted by the soft constraints that are reflected in the objective
function.
9
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1.1 Contribution and Outline
The main contribution of this thesis is the formulation of the novel scheduling prob-
lem, where the resource constrained project scheduling problem is extended by the
definition of the alternative process plans - denoted as RCPSP-APP. Such alternative
process plans specify the rules for the selection of activities, i.e. which activities will
be present in the schedule and which will be not. Therefore, a new decision variable
has to be established and, consequently, the search space is more complex. Although
there were several attempts to incorporate the alternative choices into the scheduling
process, there is no particular work dedicated to the general concept of the problem
as considered in this thesis.
The proposed model encapsulates shared resources with an arbitrary discrete ca-
pacity, selection constraints defined via the alternative process plans, generalized tem-
poral constraints among activities and sequence dependent setup times. For the con-
sidered problem, we propose a formal representation based on the existing approaches
from the literature. Finally, the mathematical formulation of the common constraints
is formulated as the mixed integer linear programming model.
The second contribution is the consideration of three different specific problems
based on the proposed RCPSP-APP problem. Each particular problem is motivated
by the different needs of the production companies and, therefore, an objective func-
tion as well as several specific constraints and assumptions are adjusted separately.
Therefore, the mathematical model is formulated for each specific problem separately
as well.
The third contribution is represent by the heuristic solution approach for each
considered problem. The algorithms are designed with intention to solve the large
instances for which the exact methods are not able to find the solution of the desired
quality in a reasonable time. For the first two problems, we have developed new con-
structive algorithms and for the third one, two different evolutionary algorithms are
adapted. The proposed algorithms are evaluated on a variety of instances, including
the new generated benchmarks as well as the existing datasets for the similar problems
from the literature.
The fourth contribution lies in an evaluation metric for the characterisation of the
instances and in the consequent methodology of testing different algorithms with re-
spect to the proposed evaluation metric. The main focus is paid to the structural prop-
erties closely related to the definition of the alternative process plans. Such a metric
enables one to distinguish between the effectiveness of the proposed algorithms for
different types of instances, reflecting e.g. the ratio of the alternative/parallel parts or
the tightness of the temporal constraints. The proposed evaluation metric is a neces-
sary prerequisite for a fair comparison (not only) of the proposed heuristic algorithms,
since the complexity of the instance is dependent on many factors, not only on the
number of activities.
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The main contributions of this thesis are, namely:
a) formulation of the novel scheduling problem with alternative process plans
based on the RCPSP formalism,
b) consideration of three related problems with different criteria together with a
mathematical formulation,
c) a heuristic algorithm for each considered problem designed for solving of the
large scale instances,
d) an evaluation metric for instances and a testing methodology for the comparison
of different solution approaches.
The thesis is organized as follows: Section 1.2 provides the literature overview
related to the problems considered in this thesis. Chapter 2 is dedicated to the de-
scription of the general scheduling model, including the formal classification. The
next three chapters contain the specific problems from the area of scheduling with
alternative process plans. The RCPSP with alternative process plans and generalized
temporal constraints is studied in Chapter 3, where the definition of the evaluation
metric for the instances and the testing methodology for different solution approaches
is included as a part of the computational experiments. Next, the total setup time
minimization objective function is considered in Chapter 4 and finally, Chapter 5 is
dedicated to the problem where the total production cost is being minimized. Chap-
ter 6 concludes the work.
1.2 Related Work
To address the problem involving alternative ways how to select and assign activities
(operations, tasks) to the schedule, several modeling approaches can be found in the
literature. In the most cases, some type of special graph is used to model the presence
of alternatives in the scheduling problem. To avoid any misunderstandings, let us
assume that the notions activity, operation and task have the same meaning and the
term activity we will be used in this thesis. Furthermore, to address the presence
of alternatives in the scheduling, the term alternative process plans will be used in
the rest of the work. The benefit of the alternative process plans definition for the
production processes is shown in Usher (2003), where the need of having an effective
solution methodology is appointed and emphasized by the experimental results.
Beck and Fox (2000) established the Modified Temporal Graph with so called
XorNodes, AndNodes and ActivityNodes to model the possibility of choice among the
alternative process plans that are interconnected via the aforementioned nodes. Each
activity has a certain probability to be assigned (selected) into the final schedule and
the authors proposed a propagation technique for the probability values through the
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graph with both the parallel parts (delimited by AndNodes) and the alternative parts
(delimited by XorNodes).
Another approach to model the alternative process plans in scheduling, similar
to the Modified Temporal Graph methodology, was presented by Barta´k (2004) and
Barta´k and ˇCepek (2007, 2008). The authors used a special type of graph called Tem-
poral Network with Alternatives, which is a directed acyclic graph where the nodes
represent activities and the arcs correspond to temporal constraints. Logical con-
straints, which represent alternative process plans, are specified through the input and
output labels of each node. If only the structure of the network is considered, i.e. tem-
poral constraints are ignored, we obtain the Parallel/Alternative Graph (P/A Graph).
Both Beck and Fox (2000) and Barta´k and ˇCepek (2007, 2008) focused on the repre-
sentation of the alternative process plans, the construction of the schedule itself is not
considered.
Kis (2003) studied a job shop scheduling problem with processing alternatives
where the goal is to minimize the makespan. Each job is represented by a special
graph consisting of two types of subgraphs - and-subgraphs and or-subgraphs, which
are both composed by more routes. A route is a directed path from the first node to
the last node of the subgraph. All routes have to be scheduled for each and-subgraph
while exactly one route has to be selected for each or-subgraph.
Finally, Shao et al. (2009), Leung et al. (2010) and Li et al. (2010) dealt with the
problem of integrated planning and scheduling (IPPS), which is close to the job shop
problem with alternative process plans, since each job includes more alternative ways
(process plans) to complete the product. The goal is to select a process plan for each
job and to schedule job activities such that the schedule length is minimized. The
IPPS problem was studied also in Moon et al. (2002) where the problem is extended
by the unit loads of products and transportation times among the machines.
Capacho and Pastor (2006, 2008) and Capacho et al. (2009) studied an assembly
line balancing problem with alternatives, where certain parts can be processed in sev-
eral alternative modes and the goal is to balance the workload of the available re-
sources.
1.2.1 Resource Constrained Project Scheduling Problem
The resource constrained project scheduling problem (RCPSP) is well known NP-
hard (see Blazewicz et al. (1983)) problem, with many real applications. Several exact
solution procedures have been proposed by Demeulemeester and Herroelen (1992),
Mingozzi et al. (1998), Brucker et al. (1998) and Dorndorf et al. (2000). For larger
problem instances, heuristic and metaheuristic solution procedures have been pro-
posed, see e.g. an overview published by Kolisch and Hartmann (2006). Other
overviews of the problem can be found in Icmeli et al. (1993), ¨Ozdamar and Ulusoy
(1995), Blazewicz et al. (1996), Herroelen et al. (1998), Brucker et al. (1999a) and
Kolisch and Padman (2001).
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Herroelen et al. (1999) and Brucker et al. (1999a) summarized the notation of
the RCPSP problems and their extensions using the well-known α|β|γ notation
(Blazewicz et al. (1983)). Hartmann and Briskorn (2010) published an extensive sur-
vey with many various forms and extensions of the resource constrained project
scheduling problem. The concept of activities, temporal constraints, resource con-
straints and objective functions are discussed and the state of the art literature is sum-
marized.
1.2.2 Extensions of the RCPSP
One of the existing extensions of the RCPSP problem is the multi-mode resource
constrained project scheduling problem (MRCPSP) where each activity can be exe-
cuted in one of several alternative modes with different processing times and resource
demands (see De Reyck and Herroelen (1999); Neumann et al. (2003)). Moreover,
multi-mode problem includes also the definition of non-renewable resources in gen-
eral case. The basic goal of the problem is to determine a mode and a start time for
each activity, such that the total duration of the project is minimized.
De Reyck and Herroelen (1999) proposed a local search based methodology for
MRCPSP with generalized precedence constraints with objective to minimize the
project duration. Neumann et al. (2003) formulated a mathematical model and a gen-
eral algorithm scheme for the MRCPSP problem. Deblaere et al. (2011) proposed an
exact scheduling procedure based on the Branch & Bound algorithm and also pro-
posed a tabu search heuristic for the MRCPSP with a criterion to minimize the project
duration. The currently best known search procedure for the problem MRCPSP is
the scatter search presented in Van Peteghem and Vanhoucke (2011). An overview of
all the available metaheuristic solution procedures for this problem can be found in
Van Peteghem and Vanhoucke (2014).
Salewski et al. (1997) considered the RCPSP with mode identity constraints,
which is a generalization of the multi-mode case where the set of all jobs is parti-
tioned into disjoint subsets while all activities forming one subset have to be processed
in the same mode. Kuster et al. (2006) proposed the extended resource constrained
project scheduling problem (x-RCPSP), which incorporates the concept of alterna-
tive activities. The authors prove that any multi-mode RCPSP can be formulated
as an x-RCPSP, since each mode of an activity can be represented as an alternative
with exactly one activity. The authors focused on the rescheduling problem, which
is used for a comprehensive disruption management. Kellenbrink (2012) presented
the RCPSP with a flexible project structure (RCPSP-PS), which is is a generaliza-
tion of the RCPSP-APP in terms of the structure and logical constraints. The problem
involves the non-renewable resources but there are no additional constraints like time-
lags or setup times; considered objective function is the makespan.
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Chapter 2
Scheduling Model
This chapter is dedicated to the description of the new proposed model for the schedul-
ing with alternative process plans. The motivation for the research is, in the first place,
the scheduling of the production processes which typically involve more than one way
how to complete the product. Not only are the resource requirements different, but
the processing times, precedence relations and also the number of activities in each
process plan can differ in general as well.
The process plan defines a set of activities such that their execution leads to the
completion of a product. Each process plan is formed by a set of disjunctive activities
where no activity can be included more than once in a process plan. On the other
hand, an activity can be included in an arbitrary number process plans. We use the
term alternative process plans since there are more process plans in the studied prob-
lem while only one of them has to be executed. Hence the goal of the scheduling
is to choose a subset of all activities that forms one process plan and schedule them
according to the given criterion.
Traditional scheduling algorithms, according to Blazewicz et al. (1996); Brucker
(2007), assume exactly given set of activities to be scheduled, i.e. only one process
plan is defined. In this thesis, the traditional scheduling approach is extended by a
definition of alternative process plans, i.e. the traditional time scheduling and the
decision which process plan will be executed are both integrated into one problem.
The studied problem is formulated as an extension of the resource constrained
project scheduling problem (RCPSP). Although the RCPSP is a well-studied prob-
lem, there were only a few attempts to include the alternatives into the scheduling
process. However, the alternative process plans can be found as a natural part of the
production processes and therefore we have decided to extend the RCPSP problem
by the definition of the alternative process plans. The following sections provide a
detailed description of the new proposed model for the resource constrained project
scheduling problem with alternative process plans.
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2.1 Overall Problem Statement
The general problem studied in this thesis is identified by the set of activities, the
set of resources, the set of constraints and the objective function. For each of three
specific problems in this thesis, there are some differences in the definition, which are
described in more detail. This section provides a general overview of the common part
of the proposed scheduling model. First, the overall description of the problem is pro-
vided, then the detailed definition of the nested temporal networks with alternatives,
used for the problem representations, is stated. Subsequently, all the considered con-
straints are described, the objective function is discussed and finally, the classification
of the studied problem is provided.
Let the production consist of n indivisible operations performed on the specified
machines according to the process plan. Consequently, there is a set of n + 2 non-
preemptive activities A = {0, . . . n + 1} to be scheduled on a set of m resource
types R = {R1 . . . Rm} where each resource type Rk ∈ R has a discrete capacity
θk ≥ 1, i.e. θk resource units are available for resource type Rk. Each activity i is
characterized by the processing time pi ≥ 0, the release time ri ≥ 0 and the resource
demand Rki ≥ 0 for the resource type Rk ∈ R. Only mono-resource activities are
considered in this thesis, meaning that each activity demands exactly one resource,
i.e.
∑
∀Rk∈R:Rik>0
(1) = 1 for all i ∈ {1 . . . n}. The processing time of the activity
specifies the time needed for its execution, which must be performed without preemp-
tion (interruption). Release time determines the earliest time where the activity can
be scheduled. Activities 0 and n + 1 with p0 = pn+1 = 0 and Rk0 = Rkn+1 = 0 for
all Rk ∈ R denote dummy activities such that activity 0 is a predecessor and activity
n + 1 is a successor of all other activities. Precedence relations together with the
definition of alternative process plans are specified using an NTNA formalism (see
Section 2.3).
In the rest of the thesis, the problem defined in the previous paragraph is ad-
dressed as the resource constrained project scheduling problem with alternative pro-
cess plans (RCPSP-APP). Since all the activities demand for, at most, one resource
type and there are no additional resources, the problem can be addressed also as the
machine scheduling problem (see Rand (1977); Blazewicz et al. (1991)). Nonethe-
less, the term RCPSP-APP will be used in this thesis, since the scheduling model is
designed with intention to establish a general notation for the problems with alterna-
tive process plans.
2.2 Goal of the Scheduling
The goal of the scheduling for the problem described in the previous section is to
select a subset AS ⊆ A of all activities (i.e. one process plan) and then to schedule
AS to a given set of resources while the value of the objective function is minimized.
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To represent the schedule, three types of variables are considered:
• vi ∈ {0, 1} - determines the presence of the activity in the schedule. If vi = 1,
then activity i is present in the schedule and it is called selected activity; if
vi = 0, then the activity i is not in the schedule and it is called rejected activity.
• si ∈ N
0
- determines the start time of the activity in the schedule. If the activity
is rejected (vi = 0), then its start time is arbitrary and it has no significance.
• ziqk ∈ {0, 1} - determines whether activity i is assigned to a resource unit q of
resource type Rk. As for the start time, if activity i is rejected, then ziqk = 0.
The values of the of all the variables are mutually constrained by a set set of
selection, temporal and resource constraints. The constraints for selection of activities
are defined in Section 2.4, the temporal constraints are given in Section 2.5 and finally,
the resource constraints are defined in Section 2.6. The objective function, as well
some additional constraints, are defined for each considered problem separately.
2.3 Problem Structure Representation
The structure of the scheduling problems is, in the most cases, represented by the
Activity-on-Node (AoN) networks. The nodes of the AoN graph represent activities
and edges represent precedence relations. On the contrary, in the representation using
the Activity-on-Arc (AoA) networks, activities are represented by the arcs of the net-
work and the nodes represent events, i.e. completion of some activities and, therefore,
also the precedence relations. Any problem represented by the AoN (AoA) instance
can be transformed to a problem represented by the AoA (AoN) instance, i.e. there
is a mutual transformation for any problem. The similarities and differences of both
approaches are summarized in Kolisch and Padman (2001). Both representations for
the same instance are depicted in Figure 2.1.
The representation of the problems studied in this thesis is based on the Activity-
on-Node model, each activity therefore corresponds to one node. The classic AoN
networks are designed for the problems, where all the underlying activities have to be
scheduled and, therefore, an extended model have to be used in the case of the alter-
native process plans. The attempts to propose a modeling approach for the scheduling
problems with alternative process plans have been made in Beck and Fox (2000), Kis
(2003) and Chryssolouris et al. (1985), but the models are too restrictive and/or not
enough general for the representation of the RCPSP-APP problem.
2.3.1 Nested Temporal Networks with Alternatives
Another approach to deal with the (not only) scheduling problems with alternative
process plans in general has been proposed by Barta´k and ˇCepek (2007), who pro-
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Fig. 2.1: Example of the AoN and AoA representation of the same instance
posed the Temporal Networks with Alternatives (TNA). The TNA is an acyclic directed
graph where nodes represent activities and edges represent temporal constraints.
Each node i of the graph (corresponding to activity i) has an input label ini and an
output label outi, denoting the type of input and output branching, which can be either
parallel or alternative. If there is a parallel branching at the output (input) of node
i, then outi = 0 (ini = 0) and, vice versa, if there is a alternative branching at the
output (input) of node i, then outi = 1 (ini = 1). If activity i has only one predecessor
(successor), then ini = 0 (outi = 0). Furthermore, each node i is assigned a binary
value vi, indicating whether the corresponding activity will be present in the schedule
(vi = 1) or not (vi = 0).
According to Barta´k and ˇCepek (2007), the problem in assignment of vi values
for the TNA instance is NP-complete in case that some values are predefined. In other
words, if some activities are selected a priory, then the decision whether there exists a
feasible assignment of vi values for the whole instance is NP-complete problem. The
solution, motivated by the real processes, lies in the more restrictive form of the TNA
called Nested Temporal Networks with Alternatives (NTNA). The assignment of the vi
values for the NTNA instances is proved to be a problem with polynomial complexity
(see Barta´k and ˇCepek (2008)).
The NTNA is a special form of the TNA, where the parallel and alternative branch-
ings are arbitrary nested one in another but no other interaction among the branch-
ings is allowed. Let G = {V,E} be a directed acyclic graph, where V ≡ A and
E =
{
∀ (i, j) ∈ V 2 : i is a direct predecessor of j
}
. Furthermore, let V (G) be in a
topological order, i.e. i < j for all (i, j) ∈ E (G) (see e.g. Korte and Vygen (2000)).
Finally, let a ∈ V (G) be a node with out-degree δ+a > 1 and b ∈ V (G) be a node
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with out-degree δ−b > 1. Then a connected component of G delimited by nodes a and
b is called a branching if and only if all the following properties hold:
• a < b
• a ∈ P[0,b] for each directed path P[0,b] from node 0 to node b in G
• b ∈ P[a,n+1] for each directed path P[a,n+1] from a to n+ 1 in G
• outa = inb
• b is minimal for a given a
A branching in the NTNA instance, delimited by nodes a and b, is denoted as
Ba,b =
{
∀i ∈ V (G) : ∃P[a,i] ∧ ∃P[i,b]
}⋃
{a, b}. If for each a ∈ V (G) : δ+a > 1
there is a corresponding b ∈ V (G) such that Ba,b is a branching as defined in the
previous paragraph, then graph G corresponds to the NTNA instance. Each branching
consists of a set of branches Ba,b = {B1 . . . Bδ+(a)}, where Bk denotes the k-th
branch of such a branching. Each branch Bk ∈ Ba is a set of activities that form a
connected component of graph G, starting by some successor of node a and ending
by the corresponding predecessor of node b.
PAR
PAR
ALT
ALT
ALT
ALTALT
ALT
0
1
2
7
3
4 5
6
8
9
10
11
12
14
13
15
out=1
3
out =0
0
1
out =1
10
in =1
6
in =1
8
in =1
14
in =0
15
out =1
Fig. 2.2: Example of the NTNA instance
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An example of the NTNA instance is depicted in Figure 2.2. For a better illustra-
tion, parallel branchings are denoted as PAR and alternative branchings are denoted
as ALT. The meaning of the parallel branching is the same as for the scheduling prob-
lems without alternatives - after the first activity is scheduled, all the successors have
to be scheduled as well. In case of the alternative branching only one successor has
to be scheduled, i.e. only one path through the corresponding part of the graph has to
be selected. With respect to the scheduling model, the constraints for the selection of
activities for each branching Ba,b are:
• both activities a and b are selected/rejected simultaneously,
• all successors of a and predecessors of b in the parallel branching are se-
lected/rejected simultaneously,
• only one successor of a and one predecessor of b are selected if a and b are
selected in the alternative branching,
• all successors of a and predecessors of b are rejected if a and b are rejected in
the alternative branching,
The constraints for the selection of activities (represented by vi values) resulting
from the NTNA instance are stated in Section 2.4. The presented NTNA formalism
is used for the representation of the problem structure for all scheduling problems
considered in this thesis.
2.4 Selection Constraints
The selection constraints determine which activities will be selected to be a part of the
schedule and which will be rejected. The selection constraints are derived from the
NTNA instance as follows:
1. When there is a parallel branching at the input/output of selected activity i (ini/
outi = 0), all its direct predecessors/successors have to be selected. If activity
i is rejected, all its direct predecessors/successors have to be rejected.
2. When there is an alternative branching at the input/output of selected activity
i (ini/outi = 1), exactly one of its direct predecessors/successors has to be
selected. If activity i is rejected, all its direct predecessors/successors have to
be rejected.
3. When there is a simple precedence between activities i and j (i has only one
successor j and vice versa j has only one predecessor i), both activities have to
be selected/rejected simultaneously.
4. Dummy activities 0 and n+ 1 have to be always scheduled.
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The resulting constraints are:
vi =
∑
∀j∈succ(i)
vj ∀i ∈ A : outi = 1 (2.1)
vi =
∑
∀j∈pred(i)
vj ∀i ∈ A : ini = 1 (2.2)
vi = vj ∀ (i, j) ∈ A
2 : outi = 0 ∧ inj = 0 ∧ j ∈ succ (i) (2.3)∑
i∈A
vi ≥ 1 (2.4)
where :
succ (i) = {∀j ∈ A : (i, j) ∈ E (G)} , pred (i) = {∀j ∈ A : (j, i) ∈ E (G)}
Any assignment of vi values that fulfills the equations (2.1)-(2.4) corresponds to
one process plan. The existence of a non-empty solution is always ensured thanks
to the nested structure of the NTNA instance (see Barta´k and ˇCepek (2008)). The
selection constraints are the same for all the scheduling problems considered in this
thesis. A feasible assignment of vi values and the resulting selection of activities
corresponding to a feasible process plan is shown in Figure 2.3. The assignment of
vi values and the resulting process plan formed by selected activities is one of the six
feasible process plans that can be found for the considered instance.
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Fig. 2.3: Feasible assignment of vi and the resulting process plan
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2.5 Temporal Constraints
The formalism of the Nested Temporal Networks with Alternatives allows also to
define the temporal constraints for all precedence-related nodes (activities). A pair
of real numbers [ai,j , bi,j ] is assigned to each edge (i, j) ∈ E (G), where ai,j is the
minimal time distance of start times of activities i and j in the schedule and bi,j is the
maximal time distance of the start times. In this thesis, the constraint for the minimal
time distance ai,j is involved in each of the considered problems. More precisely, the
concept of general temporal constraints in the form of positive and negative time-lags,
is considered.
The positive and negative time-lags (shortly time-lags) are defined such that si +
lij ≤ sj for all (i, j) ∈ A2, where lij ∈ R is the length of the time-lag and si is the
start time of activity i in the schedule. The constraints imposed by ai,j and bi,j in the
NTNA instance form a special case of the time-lags, since they are restricted to the
precedence-related activities only. In this thesis, we consider lij ≥ 0 and lji ≤ 0 for
all (i, j) ∈ E (G), i.e. the successor cannot never start before its predecessor in the
NTNA instance. If there is no temporal constraint for a pair of activities (i, j) ∈ A2,
then lij = −∞.
Some specific assumptions with respect to the time-lags are given for each
scheduling problem separately. The common assumption is that there is no cycle
with a positive length in the time-lags definition for any process plan. For this
purpose, let AS ⊆ A represent a subset of activities corresponding to a feasible
process plan. Furthermore, let Gtemp be a graph with nodes V
(
Gtemp
)
= AS
and edges E
(
Gtemp
)
=
{
∀ (i, j) ∈ V
(
Gtemp
)
× V
(
Gtemp
)}
where each edge
eij ∈ E
(
Gtemp
)
has the weight (length) equal to lij . To detect the cycle with a
positive length in Gtemp, the longest paths are calculated by Floyd’s algorithm (see
e.g. Korte and Vygen (2000)). If Gtemp contains any cycle with a positive length,
then there will be at least one node for which the longest path to itself is greater then
zero. On the contrary, if the graph does not contain any positive cycle, then the longest
paths for each node to itself is equal or less then zero. We assume that there is no pos-
itive cycle for any AS ⊆ A. In case that there was a positive cycle for a process plan,
there would be no feasible solution for such a process plan.
The common temporal constraints for all the problems studied in this thesis are as
follows:
si ≥ ri − UB · vi ∀i ∈ A (2.5)
sj ≥ si + lij − UB · (2− vi − vj) ∀ (i, j) ∈ A
2 (2.6)
UB >
∑
∀i∈A
max
(
pi + max
∀j∈A
(stij) ,max
∀j∈A
(lij)
)
(2.7)
Formula (2.5) ensures that no selected activity is scheduled before its release time.
Thanks to the high positive constant UB, the release times for rejected activities are
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always satisfied. Formula (2.6) defines the positive time-lags for all pairs of selected
activities. The positive time-lag is considered if and only if both activities are selected
and, therefore, the rejected activities do not influence the schedule at all.
2.6 Resource Constraints
The resource constraints are based on the commonly used assumption that each re-
source unit can process, at most, one activity at the time. In other words, any pair
of activities cannot overlap on the same resource unit in the same time. The second
straightforward resource constraint is that each selected activity is assigned the ap-
propriate number of resource units of the specified resource type. In other words, the
resource demand of each selected activity is satisfied. The resource demands of the
rejected activities need not satisfied, since such activities are not in the schedule at all.
In addition to the before mentioned assumptions, we consider the sequence de-
pendent setup times (also called changeover times) that represent an additional time
needed for setting up the resource between the consequently scheduled activities. A
setup time stij ≥ 0 determines the minimal time distance between the completion
time of activity i and start time of activity j if i and j are scheduled consequently
on the same resource type and they share at least one unit of such resource type. We
presume that the setup times satisfy the triangular inequality stij + stjk ≥ stik for all
{i, j, k} ∈ A3 (Brucker, 2007).
The resource constraints, including the setup times, are then specified as follows:
θk∑
v=1
zivk = R
k
i · vi ∀i ∈ V , ∀k ∈ R (2.8)
zivk + zjvk − 1 ≤ 1− yij ∀ (i, j) ∈M, ∀k ∈ R, ∀v ∈ {1 . . . θk} (2.9)
− xij + yij ≤ 0 ∀ (i, j) ∈M (2.10)
si + pi + stij ≤ sj + UB · (1− xij + yij) + UB · (2− vi − vj)
∀ (i, j) ∈M (2.11)
sj + pj + stji ≤ si + UB · (xij + yij) + UB · (2− vi − vj)
∀ (i, j) ∈M (2.12)
where :
xij , yij ∈ {0, 1};M =
{
(i, j) ∈ A2 : i < j ∧ ∃k : Rki > 0 ∧ R
k
j > 0
}
For the purpose of the resource constraints definition, two auxiliary variables have
to be introduced. First, let xij be a binary decision variable such that xij = 1 if activity
i is followed by activity j on the same resource type and xij = 0 otherwise. Second,
let yij be a binary decision variable such that yij = 1 if activities i and j do not
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share any resource unit on any resource in the schedule and, therefore, the resource
constraints need not to be considered and yij = 0 otherwise, i.e. there is at least one
resource unit of the given resource type assigned to both i and j. Furthermore, let M
be a set of all activity pairs for which there is a potential resource conflict between the
two activities in such a pair.
Equation (2.8) ensures that the resource demand of each selected activity is sat-
isfied while there are no assigned resource units for the rejected activities. Formula
(2.9) determines the pairs of activities (values of yij) for which there might be a re-
source conflict, i.e. activities that share at least one resource unit of the same resource
type. Formula (2.10) only determine the xij values for all pairs of activities for which
there cannot be an actual resource conflict. Finally, the assumption of no-overlapping
activities on the same resource unit in the same type is defined using a double in-
equality (2.11) and (2.12). For each pair of activities i and j competing for the same
resource unit of the same resource type, either i precedes j (si + pi + stij ≤ sj) or j
precedes i (sj + pj + stji ≤ si).
2.7 Classification of the problem
For the classification of the problem described in the previous text, we use the
well known α|β|γ notation (see Blazewicz et al. (1996)), where α defines the re-
source environment, β stands for the specification of activities and additional con-
straints and γ defines the objective function. According to Brucker et al. (1999a), the
above described problem can be classified as PS|nestedAlt, temp, STSD|− where
PS stands for the resource constrained project scheduling problem, temp denotes
the generalized temporal constraints and STSD represents the sequence dependent
setup times. According to Herroelen et al. (1999), the problem can be specified as
m, 1|nestedAlt, gpr, sij |− where m, 1 defines the renewable resources with constant
availability in time, gpr represents the generalized temporal constraints and sij de-
notes sequence dependent setup times.
For both classifications, the β field is extended by the term nestedAlt to denote
the presence of the alternative process plans in the nested form (see Section 2.3). In
this thesis, we will address the considered problem as the resource constrained project
scheduling problem with alternative process plans - RCPSP-APP. Since there are no
additional resources, the problem can be addressed also as the machine scheduling
problem, yet the term RCPSP-APP will be used throughout the thesis.
The objective function is not specified in the classification since the criterion is
specified for each of the considered scheduling problems separately. In all the cases,
the objective function is a convex function dependent on the selection of activities and
their start times and order on the resources.
Chapter 3
RCPSP-APP with positive and
negative time-lags
The motivation for the research is the scheduling of production processes which typ-
ically involve more than one way how to complete the product. Such alternative pro-
cess plans occur in the production of wire harnesses, where operations to produce
a wire harness can be performed in various ways, using fully automated machines,
semi-automated machines or manually operated ones with special equipment. The
problem can be formalized as an extension of the PS|temp, STSD|Cmax problem.
Therefore, we deal with the resource constrained project scheduling problem which
is further extended by the positive and negative time-lags, sequence dependent setup
times and alternative process plans. Time-lags (also called generalized temporal con-
straints) are useful to specify the relative time position of two activities in general.
Sequence dependent setup times serve to cover the time needed to change the equip-
ment or set up a machine between two different operations. The optimality criterion is
to minimize the schedule length. The combination of generalized temporal constraints
and logical constraints (in form of alternative process plans) makes the problem even
more difficult since we have to introduce new decision variables into the problem.
This chapter presents the resource constrained project scheduling problem with
alternative process plans (RCPSP-APP) motivated by the real production of wire
harnesses. Section 3.1 contains the statement and the mathematical model of the
PS|nestedAlt, temp, STSD|Cmax problem with the representation based on the
RCPSP-APP formalism. The model also considers sequence dependent setup times
and generalized temporal constraints (positive and negative time-lags). A heuristic
method, where the choice of process plan and traditional scheduling are executed si-
multaneously, is described in Section 3.2. Computational experiments together with
the novel evaluation metric for the instances and the testing methodology for different
algorithms are provided in Section 3.3. Section 3.4 concludes the work.
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3.1 Problem Statement
The major part of the problem considered in this chapter is defined in the overall
problem statement in Chapter 2. Therefore, the problem includes the set of activities
A, the set of resources R and the selection, temporal and resource constraints as
defined in Chapter 2. In addition to this, each activity i ∈ A has a deadline d˜i ≥ 0,
which is the hard constraint for the activity completion time in any schedule. The
key part of the problem statement are the positive and negative time-lags that can be
defined for any pair of activities.
To represent the problem structure, the formalism of the Nested Temporal Net-
works with Alternatives is used as described in Section 2.3.1. An example of the
NTNA instance with all the necessary data for the scheduling problem is depicted in
Figure 3.1. In addition to the temporal constraints imposed by the direct precedence
relations, there are two further minimal time-lags l9 7 = 3 and l11 14 = 6 and one
maximal time-lag l9 0 = −16. The setup times are given for each resource separately;
there are no setup times for resource R3 since it is dedicated to dummy activities only.
The goal is to minimize the total schedule length, also called makespan, which is
denoted as Cmax and is equal to the completion time of the last activity in the sched-
ule. The described problem can be classified as PS|nestedAlt, temp, STSD|Cmax
or m, 1|nestedAlt, gpr, sij |Cmax using the same classification schemes as in Sec-
tion 2.7. In the rest of the chapter, only the first notation will be used.
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p=[0, 8, 2, 1, 3, 2, 1, 5, 6, 4, 3, 7, 4, 3, 6, 0]
r=[0, 0, 0, 6, 6, 6, 6, 5, 0, 0, 2, 5, 5, 5, 0, 0]
d=[5, 9, 9, 9, 9, , 9, 15, 25, 15, 21, 25, 23, 26, 30, 30]9
res=[3, 1, 1, 2, 2, 1, 1, 1, 2, 2, 2, 1, 2, 1, 2, 3]
=[0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0]
~
R i i
k
R1 3 4 8 9 10 12 14
3 0 0 2 2 2 1 1
4 0 0 2 2 2 1 1
8 2 2 0 0 2 1 1
9 2 2 0 0 0 1 1
10 2 2 2 0 0 1 1
12 1 1 1 1 1 0 0
14 1 1 1 1 1 0 0
R2 1 2 5 6 7 11 13
1 0 0 0 0 2 2 2
2 0 0 0 0 2 2 2
5 0 0 0 0 2 2 2
6 0 0 0 0 0 2 2
7 2 2 2 0 0 0 0
11 2 2 2 2 0 0 0
13 2 2 2 2 0 0 0
Fig. 3.1: Example of the NTNA instance
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3.1.1 Mathematical Model
In this section, the mathematical model for the PS|nestedAlt, temp, STSD|Cmax
problem is formulated. Except the constraints imposed by the deadlines of activities
(3.1), all the formulas in the mathematical model below are taken over from Chapter 2.
All the parameters, constants and variable domains are the same as in Chapter 2 as
well. The objective is to minimize the makespan, which is defined as the maximal
completion time over all the activities in the schedule.
min
(
max
∀i∈A
(si + pi)
)
subject to:
(2.1)− (2.12)
si + pi ≤ d˜i + UB · (1− vi) ∀i ∈ A (3.1)
3.1.2 Problem Complexity
Let us focus on the complexity of the problem considered in this chapter. The problem
PS|temp, STSD|Cmax, i.e. the case without alternative process plans, is NP-hard
since it is a generalization of the 1|rj , d˜j |Cmax problem (see reduction of this problem
from a 3-partition problem in Lenstra et al. (1977)). If the resource constraints are
omitted, we have a PS∞|temp|Cmax problem, which can be solved in polynomial
time (e.g. using linear programming while eliminating the resource constraints). On
the other hand, the problem PS∞|nestedAlt, temp|Cmax, is NP-hard, despite the
resource constraints relaxation, see ˇCapek et al. (2012) for more details. This leads
to the observation that the computation of the earliest start times for all activities
i ∈ A is an NP-hard for the problem PS|nestedAlt, temp, STSD|Cmax since the
PS∞|nestedAlt, temp|Cmax problem is a sub-problem of finding the earliest start
times for all activities.
3.2 Heuristic Algorithm
Since PS|nestedAlt, temp, STSD|Cmax is an NP-hard problem, the optimal solution
can be obtained, in reasonable amount of time, only for small instances. For large in-
stances, we propose a heuristic algorithm that does not ensure finding an optimal
solution, but it is able to handle instances with a significantly larger amount of activ-
ities. The idea of this algorithm, called Iterative Resource Scheduling with Alterna-
tives (IRSA), is based on an IRS algorithm for PS|temp, stij |Cmax inspired by soft-
ware pipe-lining and presented by Rau (1994) and extended by Hanza´lek and ˇSu˚cha
(2009) who focused on the acyclic scheduling problem and introduced so called take-
give resources into the problem. It is a constructive method where activities are
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being added to the schedule according to their actual priority or being removed if
the partial schedule is not feasible. The input of the algorithm is an instance of the
PS|nestedAlt, temp, STSD|Cmax problem. The output of the algorithm is a sched-
ule S determined by the selected activities, their start times and assigned resource
units, i.e. S = [s, v, z]. The main purpose of the proposed heuristic is to deal with
the problems where a feasible schedule cannot be found in polynomial time in general
case. The optimization of the Cmax criterion is achieved by the gradual tightening of
the constraint for the schedule length.
3.2.1 Initialization
The algorithm starts with the estimation of the bounds for the schedule length.
The upper bound is computed as CUBmax =
∑
∀i∈A
max
(
pi +max
∀j∈A
(stij) ,max
∀j∈A
(lij)
)
(see Brucker et al., 1999b). The lower bound is computed as CLBmax = sLBn+1, i.e.
the lower bound of the earliest start time of activity n + 1. For this purpose, let
Gtemp be a directed graph with nodes V (Gtemp) = A and edges E
(
Gtemp
)
={
(i, j) ∈ V (Gtemp)× V (Gtemp) : lij 6= −∞
}
with weights equal to lij . Further-
more, let Gprec be a directed graph with nodes V (Gprec) = V (Gtemp) and
E (Gprec) = {(i, j) ∈ E
(
Gtemp
)
: i is a direct predecessor of j in the NTNA}.
Then the estimated CLBmax is equal to the shortest path length between nodes 0 and
n+ 1 in Gprec computed by Dijkstra’s algorithm (Korte and Vygen, 2000).
In the original IRS algorithm, the priority of an activity is equal to its longest
path length to the terminal activity n + 1. Due to NP-hardness of the longest path
lengths computation in our case, we use only the estimation retrieved from Gtemp, i.e.
negative time-lags are omitted. Moreover, we have to distinguish priorities according
to alternative process plans. Therefore, the priority of an activity increases with its
estimated distance to the end of the schedule and decreases with the length of the
alternative branch in which the activity is included. To compute priorities, we first set
apriori = c1 · ui,n+1 − c2 · uopen,close for each activity i where ui,j is the longest
path length between nodes i and j in Gtemp, the open and close are activities that
start and terminate the minimal alternative branch containing activity i and c1 and
c2 are constants. Minimal alternative branch for activity i is the alternative branch
(see Section 3.1) containing activity i such that there is no other alternative branch
containing activity i with the lower number of activities. In the example in Figure 3.1,
the open and close for activity 5 are activities 3 and 6 respectively. For activity 2,
the open and close are activities 1 and 8. Based on the algorithm testing on various
instances, the best performance is achieved when the longest path length to the end
of the schedule is given higher influence on the priority value (we use c1/c2 = 5/3).
Finally, the priority priorityi of each activity i is set to a value equal to the position of
its apriori value in the ascending order of all aprior values. In other words, activity
with the lowest aprior value will have priority equal to 1, next activity will have
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priority equal to 2 and the activity with the highest aprior value will have priority
equal to n+ 2.
3.2.2 Main loop
In each iteration of the main loop, the function findSchedule tries to find the sched-
ule with the given upper bound while the number of steps is limited by the param-
eter budget that is usually set as a number of activities multiplied by the parameter
budgetRatio. If a feasible schedule is found, all activities are shifted to the left by
the label-correcting algorithm (see Brucker and Kunst, 2006) so that the constraints
and the order of activities in S are kept. A new upper bound of the schedule length is
computed as CUBmax = Ccurrentmax −1 and the next iteration of the loop is performed. If a
feasible schedule S is not found for the given schedule length, the algorithm modifies
the priority according to the returned partial schedule.
Algorithm 1 IRSA(budgetRatio, maxModifications, instance)
compute CLBmax and CUBmax;
set initial priorities;
budget = budgetRatio · n;
actualModifications = 0;
while CUBmax ≥ CLBmax
S = findSchedule
(
CUBmax, priority, budget
)
;
if S is feasible
s = shiftLeft (S) ;
CUBmax = sn+1 − 1;
else
if actualModifications < maxModifications
priority = modifyPriority (priority, S);
actualModifications = actualModifications+ 1;
else
break;
end
end
end
A general observation for heuristic algorithms is that more incorrect decisions are
made at the beginning and, therefore, the priority of the earliest scheduled activities
and activities that have been added to the schedule more often is decreased. The func-
tion findSchedule is then called for the same upper bound CUBmax using the modified
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priorities. If the schedule was not found and the maximum number of priority mod-
ification steps determined by the parameter maxModifications is exhausted, the
algorithm returns the best schedule.
3.2.3 Inner loop
In the inner loop of the IRSA algorithm, priorities are updated in the function
updatePriority (see Algorithm 2) such that the priority is increased for the activ-
ities marked as selected and proportionally decreased to the number of inclusions
of the activity into the schedule. This update of priorities allows the heuristic to
switch between alternative branches instead of staying in the same selection for the
whole run of the algorithm. For each activity i, the priority is updated such that
priorityi = priorityi + 0.5 · vi − 0.5 · nAddsi where nAddsi denotes the num-
ber of inclusions of activity i to the schedule. Activity k with the highest priority is
Algorithm 2 Inner loop of IRSA
findSchedule
(
CUBmax, priority, budget
)
scheduled = {} ;
nAddsi = 0 ∀i ∈ A;
si = 0 ∀i ∈ A;
vi = 0 ∀i ∈ A;
while budget ≥ 0
priority = updatePriority (priority, nAdds, v);
k = max
∀j∈A:j /∈scheduled∧j /∈rejected
(priorityj) ;
sLBk = max
∀j∈scheduled
(sj + ljk) ;
sUBk = C
UB
max − pk;
[conflicts, sk] = findSlot
(
k, scheduled, sLBk , s
UB
k
)
;
nAddsk = nAddsk + 1;
[s, scheduled] = insertActivity (k, sk, conflicts) ;
v = findSelected (v, scheduled) ;
if schedule is complete
return S;
end
budget = budget− 1;
end
return S;
end
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found among the set of not yet scheduled activities and a time window
〈
sLBk , s
UB
k
〉
where activity k can be scheduled is computed. The lower bound for start time sLBk
is calculated as the minimum time such that all temporal constraints sj + ljk ≤ sk
for all j ∈ scheduled : ljk ≥ 0 are satisfied, where scheduled is a set of activities
that forms the current partial schedule. The start time upper bound sUBk is set to the
maximal value such that the activity is completed before the given CUBmax.
The function findSlot tries to find the earliest time slot within the given time
window with respect to the resource constraints. In other words, the time interval
given by sLBk and sUBk is explored while searching for a time point where the given
activity can be scheduled without violating any resource constraint. Sequence de-
pendent setup times are also considered. If no feasible time position is found, then
the time slot is set to sLBk if the activity is being added to the schedule for the first
time. If the activity has been already included into the schedule in previous step, its
time slot is set to sLBk + 1 to avoid cycling of the algorithm. The function findSlot
then returns all conflicting activities, i.e. activities that cannot be kept in the schedule
without violating any resource or temporal constraint with respect to the last included
activity.
Activity k is then inserted into the partial schedule and all activities marked as
conflicting are removed in order to keep the partial schedule feasible at any time. If
an unscheduled activity (i.e. activity actually removed from the schedule) is a member
of some alternative branch, then all activities in the same alternative branch are also
removed. The list of the selected/rejected activities is then updated; the scheduled
activities are marked as selected, activities belonging to the same alternative branch
are also marked as selected activities and all activities that cannot be added to the
schedule without violating propagation rules from the mathematical model are marked
as rejected activities. The selection/rejection of other activities is not decided yet.
If each activity is already scheduled or marked as rejected, then the schedule S is
complete.
3.2.4 Example of the IRSA Algorithm Progress
Figure 3.2 illustrates one iteration of the IRSA main loop for the instance depicted
in Figure 3.1, considering three resource types with capacity equal to one . In the
initialization, the algorithm sets priority = (16 15 10 9 7 8 6 11 14 13 12 5 3 2 4 1)
and consequently it starts with the addition of activity 0 into the schedule. Then
activity 1 is added to the schedule and its start time is set to its lower bound , i.e.
s1 = 0 (step 1 in Figure 3.2). Then activity 8 is scheduled and the next not yet
scheduled activity with the highest priority is 9, which has to be scheduled to the
same resource as activity 8. Its time window is given as sLB9 = 8 and sUB9 = 16,
resulting from l09 = 8 and l90 = −16. Within the given time window, there is no
space to schedule activity 9 without violation of resource constraints and therefore
activity 8 is marked as conflicting in function findSlot and then removed from the
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Fig. 3.2: Example of the IRSA algorithm progress
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schedule in function insertActivity (step 3). Activity 9 is scheduled instead and its
start time is set to 8. In the following step, activity 10 is added and then activity 8 is
added back to the schedule. Then the algorithm adds the activities one by one up to
the last activity n + 1 and the schedule is complete, since each activity is marked as
scheduled or rejected.
3.3 Computational Experiments
This section presents extensive computational experiments for the problem defined in
Section 3.1. First, the performance evaluation for the mathematical model proposed
in Section 3.1.1 is shown. Two different solution approaches have been used for the
mathematical model, namely the mixed integer linear programming (MILP) and the
constraint programming (CP).
The optimal solutions obtained by both mathematical solvers are then used for the
first evaluation of the IRSA algorithm. The heuristic algorithm is further evaluated
on the instances of integrated process planning and scheduling (IPPS) problem from
Shao et al. (2009), which is a specific sub-problem of the problem considered in this
chapter. Furthermore, the instances of the job shop scheduling problem with process-
ing alternatives from Kis (2003) are used to test slightly modified version of the IRSA
algorithm.
Section 3.3.6 is dedicated to the description of the evaluation metric for the char-
acterisation of the instances for the RCPSP-APP problem. The statistical methods
used for the comparison of the different solution approaches and for the determina-
tion of the important instance properties are described in the same section. Finally,
the results of the heuristic algorithm are compared with CP solver and discussed with
respect to the proposed evaluation metric.
All experiments were performed on a PC with 2x Intel Core 2 Quad CPU at
2.83GHz with 8GB of RAM. The IRSA algorithm was implemented in C# language
and the MILP and CP models have been developed and tested in the IBM ILOG
CPLEX Optimization Studio 12.4.
3.3.1 Generated Instances
Up to our knowledge, there are no available standard benchmarks for the consid-
ered PS|nestedAlt, temp, STSD|Cmax problem. Therefore, randomly generated in-
stances have been used to test both solvers of the mathematical model and the IRSA
algorithm. The datasets with 30 (denoted as D30), 50 (D50), 100 (D100) and 200
(D200) activities per instance were generated, each dataset containing 100 random
instances. The datasets are formed by very diverse instances, both the structure of the
NTNA instance and the attributes of resources and activities are generated from the
random distributions with wide range of values.
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The number of resource types for each instance is randomly generated from inter-
val 〈1, Rmax〉 where Rmax is 2 for D30 activities, 3 for D50 activities and 5 for D100
and D200 activities. The capacity of each resource type is randomly generated from
interval θk ∈ 〈1, 5〉. Each setup time is randomly generated from the interval 〈5, 10〉.
The parameters of the activities were generated from the uniform distribution
with the following boundaries: processing time pi ∈ 〈1, 10〉 and resource demand
Rki ∈ 〈1, 3〉 for one resource type Rk ∈ R. Release times and deadlines are
generated based on the estimation of the schedule length and adjusted by the re-
lease time factor RF and the deadline factor DF , similarly to the method used in
Vanhoucke et al. (2001). First, the minimal schedule length is estimated as a max-
imum from two numbers - the critical path length lCP and the schedule length es-
timate based on the resources availability lRA. Then the release times are gener-
ated from the interval ri ∈
〈
0, max(lCP ,lRA)RF
〉
and the deadlines from the interval
d˜i ∈ 〈0, DF ·max (lCP , lRA)〉. Finally, the release times and deadlines are sorted in
non-decreasing order and assigned to the activities based on the precedence relations
from activity 0 towards activity n+ 1.
The critical path length lCP is computed as the minimal schedule length while
the resource constraints are relaxed, i.e. only the temporal constraints are considered.
Since the considered problem remains NP-hard even if the resource constraints are not
considered (see Section 3.1.2), only the non-negative time-lags are considered for the
lCP calculation. To calculate lRA, the processing time of each activity is multiplied
by its resource demand and the resulting values are summed up for each resource type
separately. A schedule length estimate for each resource is then calculated as the total
consumption demand over the capacity of a resource. Finally, the highest estimate
over all resource types is considered, i.e. lRA = max
∀k∈{1...m}
( ∑
∀i∈V
pi·Rki
θk
)
.
3.3.2 Mathematical Model Complexity
To handle the mathematical model formulated in Section 3.1.1, we use two different
approaches, namely the mixed integer linear programming (MILP) and the constraint
programming (CP). Solvers for both the MILP and the CP problem formulations have
been developed and tested in the IBM ILOG CPLEX Optimization Studio 12.4. Both
solvers were tested on four datasets D30, D50, D100 and D200, described in the
previous section.
Two performance indicators were used in order to determine the respective effec-
tiveness of the solvers. First, the ratio of the optimal solutions with respect to the
assigned solution time has been observed, i.e. the number of instances solved to the
optimum by the particular solver in a certain time limit is calculated for each dataset.
Then the time limit is increased and the same instances are solved again; the total
range of the time limit was set from 1 to 300 seconds. Second, the mean value of the
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Dataset D30 D50 D100 D200
tCPU MILP CP MILP CP MILP CP MILP CP
1 51 29 36 18 9 4 6 3
10 72 56 47 27 17 8 11 5
30 80 76 58 36 22 15 14 9
60 98 97 60 42 25 17 19 14
300 100 100 62 45 30 21 21 19
Table 3.1: The ratio of optimal solutions for the mathematical solvers
objective function over each dataset is observed for both solvers.
The ratio of the instances solved to the optimum depending on the given time
limit for both solvers is depicted in Table 3.1 where row Dataset denotes the set
of instances, column tCPU contains the time limits for both solvers in seconds and
columns MILP and CP denote the ratios of the instances solved to the optimum
in percent. The mean objective values for both solvers with respect to the assigned
time limit are then shown in Table 3.2 where the abbreviations has the same meaning
and the values in columns MILP and CP denote the mean value of the objective
function over all instances with the same number of activities.
Although the results achieved by both solvers may seem similar and the depen-
dency on the assigned time limit comparable at first sight, several important facts can
be derived from the experiments. First, the ratio of instances solved to the optimum is
always higher for the MILP solver. On the contrary, the mean value of the objective
function is, in the most cases, lower (i.e. better) for the CP solver. The reason is in the
different search strategies for both approaches. The MILP solver is based on a branch
and bound method while the CP solver uses the restarted mechanism with the local
search optimization. The same holds for the increase in the ratio of optimal solutions
and for the mean objective value if the time limit is being increased.
We can conclude that both solvers represent a solution methodology providing
very good results for instances with up to 50 activities. For the instances with more
than 100 activities, the tested solvers do not represent approach useful for real appli-
cations where the response is needed in a short term.
3.3.3 Performance Evaluation of IRSA algorithm
The IRSA algorithm was evaluated using the same set of instances as for the MILP
and CP solvers in the previous section. The parameters of the algorithm were set to
budgetRatio = 6 and maxModifications = 2. Two performance measurements
were used to test the effectiveness of the IRSA algorithm. First, we consider the num-
ber of the instances for which IRSA found a feasible solution and second, the mean
difference of the IRSA algorithm from the optimal values is observed. The overall
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Dataset D30 D50 D100 D200
tCPU MILP CP MILP CP MILP CP MILP CP
1 148 145 242 237 510 501 1002 990
10 139 137 229 228 494 491 982 974
30 136 135 226 223 480 475 973 969
60 133 132 222 220 465 460 968 962
300 132 132 221 218 459 455 965 958
Table 3.2: The mean objective values for the mathematical solvers
Dataset D30 D50 D100 D200
feas [%] 97 98 95.1 96.8
diff [%] 2.12 2.45 4.24 6.51
Table 3.3: Overall performance evaluation of the IRSA algorithm
results are summarized in Table 3.3 where Dataset denotes the set of instances, feas
stand for the ratio of the feasible solutions and diff denotes the mean difference of
the IRSA results from the optimal values for a particular dataset.
Due to the complexity of the mathematical model of the considered problem, the
optimal can be found only for a subset of all instances in datasets D100 and D200 in a
reasonable time (4 hours time limit). Therefore, the IRSA algorithm is evaluated only
on the instances for which the optimal solution has been found using the MILP and
CP solvers. The total number of feasible solutions is 82 for the dataset D100 and 64
for the dataset D200.
In conjunction to the overall performance evaluation of the IRSA algorithm, we
have tested the influence of the algorithm settings on the quality of the results and on
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Fig. 3.3: Performance evaluation of IRSA algorithm and MILP model
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n 10 50 100 250 500 1000 2000
t [s] 0.01 0.06 0.12 0.31 1.07 2.55 5.72
Table 3.4: Solving time for IRSA algorithm
the respective solution time. The influence of the budgetRatio parameter is illustrated
in Figure 3.3(a) where the mean difference from the optimum and the solution time
are depicted in dependence on the given budget for the algorithm. Figure 3.3(b) shows
the influence of the maxModifications parameter. The tests were performed using
the D100 dataset as proposed in Section 3.3.1.
Finally, we have evaluated the average running time of the IRSA algorithm for the
instances with a wide range of the number of activities. The mean solving time for
the IRSA algorithm with regard to the number of activities is shown in Table 3.4. For
each number of activities, 20 feasible instances with were generated. The parameters
of the algorithm were the same as in previous paragraphs, i.e. budgetRatio = 6 and
maxModifications = 2.
3.3.4 Integrated process planning and scheduling
The Integrated process planning and scheduling (IPPS) problem studied in Shao et al.
(2009) is used to prove the effectiveness of our algorithms for the scheduling problems
containing alternatives. IPPS is again a subproblem of the problem considered in this
chapter. The goal is to select and schedule a subset of all activities based on the
precedence graph containing alternative routes and alternative machine assignment
such that the makespan is minimized.
Instance 1 2 3 4 5 6 7
Shao et al. (2009) 116 116 95 93 116 116 162
IRSA 117 119 98 93 119 117 171
Table 3.5: Comparison of IRSA algorithm with Shao et al. (2009)
In Shao et al. (2009) there are six small instances (1-6) of IPPS and one bigger
instance (7) obtained by joining all small instances into one graph. The comparison
of the reported objective values and the values obtained by the IRSA algorithm for all
seven instances is depicted in Table 3.5. It should be appointed out that the objective
value for the first instance indicated in Shao et al. (2009) is not possible, since the
optimal value is 117 instead of 116. The mean solution time reported in Shao et al.
(2009) is 1 second for small instances, while for the bigger one there is no solution
time at all. The algorithm was coded in C++ language and run on a machine with 2.40
GHz Pentium IV. The mean running times for the IRSA algorithms is 12 ms for small
instances and 2s for the bigger one.
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As can be seen from Table 3.5, the IRSA algorithm is competitive with the evolu-
tionary algorithms proposed in Shao et al. (2009). Therefore we can conclude that the
solution methodology is eligible to solve the problems with alternative process plans.
3.3.5 Evaluation on AJSP instances
Finally, we have evaluated the IRSA algorithm on the instances of the job-shop
scheduling problem with processing alternatives (AJSP) proposed by Kis (2003). We
have decided to solve such instances since our problem is the generalized version of
the AJSP problem. The results are depicted in Table 3.6 where columns GA, TABU
and RAND contain the results found by algorithms proposed by Kis (2003) and col-
umn IRSA contains the results found by the IRSA algorithm, diff is the ratio of the
schedule length found by the given algorithm over the lower bound estimated by the
MILP solver and t is the average computational time in seconds.
As we can see, the results found by the algorithms proposed by Kis (especially
TABU algorithm) are superior than the results found by the IRSA algorithm. On the
other hand, the increase in the computational time in dependence on the number of
activities is more crucial for algorithms proposed by Kis. The total computational
time for each instance is also much lower in case of the IRSA algorithm, although the
comparison is not straightforward since Kis (2003) reported that C++ language was
used and the tests were performed on a machine with Pentium II 400 MHz.
GA TABU RND IRSA
Instances diff t [s] diff t [s] diff t [s] diff t [s]
a01-a03 1.025 3.812 1.021 2.331 1.023 3.308 1.062 0.07
a04-a06 1.042 17.04 1.011 11.38 1.024 16.78 1.096 0.16
a07-a09 1.042 40.52 1.012 30.76 1.095 42.98 1.077 0.39
a10-a12 1.042 78.67 1.005 67.68 1.093 87.04 1.137 0.62
a13-a15 1.020 27.55 1.014 71.29 1.098 29.92 1.251 0.14
a16-a18 1.051 67.57 1.012 49.27 1.135 77.41 1.263 0.27
a19-a21 1.068 124.8 1.015 97.14 1.149 153.1 1.235 0.67
a22-a24 1.072 60.31 1.042 43.23 1.136 72.02 1.299 0.31
a25-a27 1.123 147.8 1.058 131.4 1.203 191.6 1.364 1.11
a28-a30 1.145 274.3 1.025 274.1 1.212 386.3 1.259 1.02
a31-a33 1.152 100.5 1.083 82.76 1.249 130.8 1.341 0.85
a34-a36 1.157 243.6 1.060 253.8 1.261 347.7 1.381 1.93
a37-a39 1.151 457.7 1.036 327.6 1.232 709.5 1.258 2.42
Table 3.6: Comparison of IRSA algorithm with Kis (2003)
The problem assumed in this chapter is more general than the problem described
by Kis. The main difference is that positive time-lags are restricted to be equal to
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processing times of activities and there are no negative time-lags at all in the AJSP
instances. We also assume more general definition of alternative process plans where
the alternative and parallel branchings can be arbitrary nested one in another. Further-
more, we do not focus on the particular situation where activities are joined in jobs
with the specific precedence relations and resource assignment. Finally, there are no
sequence dependent setup times in the AJSP problem.
To solve the AJSP instances, we have slightly modified function findSlot in the
IRSA algorithm. Each job in the AJSP problem is a sequence of activities where at
most one activity can be in process at each time but the order of activities in and-
subgraphs is not specified. Therefore, the function findSlot has to check one more
constraint during the search for the feasible time position, i.e. the feasible time po-
sition of an activity has to satisfy three type of constraints - temporal constraints,
resource constraints and job constraints.
3.3.6 Evaluation Metric for Instances
In this section, the evaluation metric for the characterisation of the instances for the
problem described in Section 2.1 is proposed. The instances can be described by the
resource availability, parameters of activities and structure properties of the corre-
sponding Nested Temporal Network with Alternatives (NTNA) instance. Each prop-
erty for each instance is represented by a numerical value that is later used for the
comparison of different solution approaches.
3.3.6.1 Resource environment
For the evaluation of the generated instances, we use two properties with respect
to the resource environment for each instance. First, the Number of Resource
Types (#res) #res is the number of resources types for the particular instance,
equal to m according to the problem statement in Section 2.1. Second, the Re-
sources Constrainedness (RC) is a measure related to the average consumption of
resources by activities over all resource types, used e.g. in Demeulemeester et al.
(2003). The value of the resource constrainedness for resource type Rk is calculated
as RCk =
1
θk
· 1n ·
∑
∀i∈AR
k
i , i.e. it is an average demand of all activities that require
resource type Rk over its capacity. The overall resource constrainedness is then given
as an average over all resources RC = 1m ·
∑
∀k∈{1...m}RCk. A higher number indi-
cates a more resource constrained problem where activities have to be ordered more
sequentially on resources than for a lower RC value.
3.3.6.2 Structural properties
The structure of the NTNA instance is generated based on many input factors like the
minimum and maximum number of branches in both parallel and alternative branch-
ings, the ratio of the alternative branchings, etc. For the computational experiments,
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we propose a set of structural properties that can be measured for each generated
instance:
The Total Order Strength (TOS) is the order strength of the NTNA instance regard-
less of the types of branchings. The order strength of a directed acyclic graph with n
nodes is calculated as the actual number of edges in the transitive closure of the graph
over the maximal number of edges, i.e. TOS = 2 · |Eclosure| /n · (n− 1). The tran-
sitive closure of a graph is a graph, where nodes i and j are connected by the edge if
and only if there is a directed path from i to j in the original graph. An instance with
a higher value of the order strength is usually easier to solve since the order of more
activities is given in advance. For the instance in Figure 3.1, the value is calculated as
TOS = 2 · 64/ (16 · 15) = 0.53.
The Number of Alternative Branchings (#AB) is the actual number of alterna-
tive branchings in an instance, i.e. it is equal to the number of nodes in NTNA that
have the alternative output label. In the example in Figure 3.1, there are 3 alternative
branchings.
The Number of Alternative Process Plans (#APP ) is the total number of selection-
feasible process plans that can be derived for a particular instance. In other words, it is
a total number of unique combinations of selected activities that will satisfy the rules
for parallel and alternative branchings. The higher number of process plans, the larger
the solution space, since there are more possibilities how to create a schedule. There
are 6 different process plans that can be found in the example in Figure 3.1.
The Average Order Strength (AOS) is computed in a similar way as TOS, but
instead of calculating one value of the order strength for the whole instance, AOS
represents the average value computed over all process plans separately. To calculate
the order strength of a process plan, a subgraph induced by the activities selected
in the process plans is taken into account. As can be seen from the experiments in
Section 3.3.8, the AOS value is, in most cases, slightly higher than the TOS value.
On the other hand, a counter-example where AOS is lower than TOS can be also
found. The TOS value for the example in Figure 3.1 is an average value over 6
process plans, resulting in AOS = 0.62.
The Average Number of Activities per Process Plan (PPAct) is given as an average
number of selected activities over all possible process plans. Generally, the higher
number the more difficult instances, since the resulting RCPSP problem contains more
activities. The average number of activities per process plan in Figure 3.1 is PPAct =
67/6 = 11.17.
The Maximal Level of Nested Alternative Branching (NL) is the highest level of
nesting with respect to alternative branchings. For the instances without alternatives,
the value of NL is zero. For the instance depicted in Figure 3.1, the value of NL is
2 since the alternative branching determined by activities 3 and 6 is nested in another
one.
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3.3.6.3 Attributes of activities
For each generated instance, the Average Activity Slack (AAS) is calculated as a
difference between the latest and the earliest start time of an activity in the sched-
ule. The earliest start time esti is derived from the release time of activity i and the
precedence relations among the activities from the first activity towards the last one.
Similarly, the latest start time lsti is derived from the deadline of activity i and the
precedence relations from the last activity towards the first one. The activity slack is
then calculated as ASi = lsti − esti and the average activity slack is then given as
AAS = 1n ·
∑
∀i∈AASi.
3.3.7 Evaluation Methodology
The metric composed of TOS, AOS, #AB, #APP , PPAct, NL, #res, RC and
AAS introduced in the previous paragraphs is used to characterize all instances and
find out which type of problem structure is better to solve by which specific algo-
rithm. In other words, our intention is to determine whether each property plays an
important role if a different solution approaches are applied. To find out the most im-
portant properties that, we first separate the instances into three sets for each dataset
- instances where the CP algorithm was able to find a better solution, instances where
the IRSA algorithm was better and instances where the objective value was the same
for both. Then we use Two-sample t-test for equal means (see Snedecor and Cochran
(1989)) to distinguish between statistically important factors and factors that do not
have an important influence on the solution quality.
The two-sample t-test for equal means (t-test for short) is a statistical method
how to determine whether two sets with the same distribution have the same mean
value at a given significance level. In our case, we want to determine whether there
is an important relationship between the values of a specific measured property and
the solution quality of two different solution approaches. For this purpose, the t-test
is used for two sets of instances for each dataset - instances where IRSA found better
results and instances where CP is better. The output of the t-test is the so called p-
value which represents the significance that the mean values of both compared sets are
the same. A higher p-value corresponds to a higher significance that the mean values
are identical and, vice versa, a low number means that the mean values are different.
If the mean values are different, then we can conclude that the tested property has an
important influence on the effectiveness of the different solution approaches.
The assumption for the t-test is either a normal distribution or at least sufficient
amount of data (at least 30 elements), which is satisfied in our case, since we gener-
ate 100 instances per dataset. The calculations within the t-test not only consider the
mean values, but also the standard deviation of the values. The results we are looking
for are those where the p-value is low, then the mean values are different and, there-
fore, the property significantly influences the effectiveness of the given approaches.
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3.3.8 Experiments for Evaluation Metric
The evaluation metric for the characterization of the instances and the corresponding
evaluation methodology proposed in the previous text are tested using the IRSA algo-
rithm and the CP solver. In addition to the datasets defined in Section 3.3.1, two new
datasets with 50 activities per instance were generated, differing in the assignment of
release times and deadlines. Dataset D50L contains loose instances where the release
times and deadlines do not form a difficult constraint for finding a feasible solution.
On the contrary, release times and deadlines for dataset D50T are very tight, which
is reflected in the number of feasible solutions found. Release times and deadlines
for the former dataset D50 represent the intermediate step between the former two.
The rationale to generate new datasets is to examine the dependency of the solution
approaches on the temporal constraints in more detail, since they directly influence
the ratio of the feasible solutions as well as the value of the objective function.
The settings (i.e. the solving time) for the CP solver were adjusted such that
the results are comparable with the results achieved by the IRSA algorithm in the
terms of the objective values. Thus, the impact of the properties of the instances
can be evaluated for the similar quality of the results. Furthermore, two different
search limits of the CP solver and the IRSA heuristic were used for the datasets
D100 and D200. Therefore, datasets denoted as D100a and D100b in the follow-
ing tables contains the results for the same instances, only the settings of the al-
gorithms were changed. The fail limit for the CP solver was increased from 5000
(D100a) to 10000 (D100b) and the parameters of the IRSA algorithm were set to
budgetRatio = 6 and maxModifications = 2 (D100a) and to budgetRatio = 12
and maxModifications = 4 (D100b). The same situation is then for D200a and
D200b, where the same dataset D200 is used.
The overall results of both the CP approach and the IRSA heuristic are shown in
Table 3.7. Column feasible denotes the number of the feasible solutions (out of 100),
Constraint Programming IRSA
Dataset feasible best tcpu [ms] feasible best tcpu [ms]
D30 100 36 967 97 37 18
D50L 100 33 1121 100 35 49
D50 100 36 1095 98 32 60
D50T 84 5 3066 79 6 59
D100a 79 31 2026 78 34 86
D100b 83 40 4699 79 8 180
D200a 54 12 5969 62 28 199
D200b 61 29 10085 62 7 372
Table 3.7: Results for new datasets
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D30 TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.46 0.46 1.17 4.7 26.9 0.82 1.26 0.87 229.13
IRSA 0.48 0.46 1.14 5.56 27.61 0.77 1.38 0.68 227.41
p-value 0.51 0.95 0.82 0.55 0.05 0.46 0.01 0 0.59
D50L TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.41 0.41 1.89 11.96 43.72 1.09 1.2 0.9 675.3
IRSA 0.47 0.46 2.11 13.09 41.76 1.19 1.34 0.67 662.31
p-value 0.01 0.01 0.14 0.34 0.01 0.19 0.2 0 0
D50 TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.45 0.45 1.83 8.31 43.81 1.05 1.28 0.85 167.82
IRSA 0.46 0.46 2.09 15.87 41.19 1.08 1.29 0.67 164.52
p-value 0.5 0.8 0.1 0 0 0.64 0.77 0 0.37
D50T TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.37 0.42 2.41 18.59 36.68 1.36 1.68 0.87 57.82
IRSA 0.41 0.47 2.75 24.11 32.07 1.75 1.43 0.64 52.71
p-value 0.54 0.39 0.39 0.37 0.09 0.28 0.08 0 0.56
D100a TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.42 0.44 3.48 50.58 84.7 1.5 1.93 0.81 1701.2
IRSA 0.46 0.47 3.88 116.74 81.63 1.52 2.1 0.78 1632.8
p-value 0.22 0.36 0.12 0.01 0.12 0.86 0.17 0.09 0.56
D100b TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.41 0.41 3.64 97.62 83.76 1.48 2.02 0.81 1743.4
IRSA 0.43 0.42 3.82 77.97 83.94 1.53 2.09 0.67 1524.2
p-value 0.52 0.71 0.62 0.39 0.94 0.66 0.69 0 0.2
D200a TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.37 0.37 8.34 1002.3 160.34 2.24 2.13 0.85 2099.9
IRSA 0.39 0.4 8.15 1594.2 159.95 2.18 2.43 0.74 2340.5
p-value 0.47 0.37 0.67 0.21 0.92 0.58 0.2 0 0.09
D200b TOS AOS #AB #APP PPAct NL #res RC AAS
CP 0.36 0.37 8.05 1485.2 161.24 2.1 2.25 0.8 2200.7
IRSA 0.42 0.42 8.63 2186.6 161.42 2.37 2.2 0.72 2278.1
p-value 0.19 0.21 0.29 0.29 0.97 0.25 0.82 0 0.67
Table 3.8: Evaluation of properties for new datasets
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column best denotes the number of the solutions where the corresponding solution
method found strictly better solution than the other one. Finally, column tcpu shows
the computation time in milliseconds. Generally, the IRSA heuristic is faster but it
does not significantly improve the solutions with the increasing solution time. The
constraint programming solver needs a longer time to obtain the same quality of the
solutions, but then, with increasing time limit, it is still able to considerably improve
the solutions. The prove can be found in comparison of results for D100a vs D100b
and D200a vs D200b.
The evaluation of the properties importance is shown in Table 3.8. For each tested
property, we can derive the following conclusion based on the obtained results:
- The total order strength (TOS) and the average order strength (AOS) are closely
related in both the values and the influence for the solution approach. The im-
portance of both properties is rather low, with the exception for D50a dataset. In
general, we can conclude that the CP approach is slightly better for instances with
lower order strength (regardless total or average), i.e. for more parallel instances.
- The number of alternative branchings (#AB) and the number of alternative process
plans (#APP ) are also quite related to each other, since each alternative branching
rises the number of process plans. Both factors have a high influence on the differ-
ent solution approaches. With a growing number of the alternative branchings and
especially with a growing number of alternative process plans, the IRSA heuristic
usually becomes more effective than the CP approach. The reason may lie in the
limited branching strategy of the CP solver, which is then not able to explore more
alternatives of the activities selection.
- The average number of activities per process plan (PPAct) seems to be important
for the smaller instances, where the constraint programming approach is more ef-
fective for a higher number of activities per process plan. For the larger instances,
the property looses its importance.
- The maximal level of nested alternative branching (NL) does not show any signif-
icant importance for the effectiveness of the solution approaches. If any, the CP
approach is better for a lower number, i.e. less nested instances.
- The number of resources (#res) also does not have a high importance for the qual-
ity of the solutions of both approaches. On the other hand, the resources con-
strainedness (RC) became the most important factor with respect to the results of
the t-tests over all the instances. The CP approach is always better for a higher
value, i.e. for the instances where the activities have higher resource demands and
the resources become a more critical constraint of a problem.
- The average activity slack (AAS) is an important factor for 3 datasets while for
the others the influence is not conclusive. The CP approach is usually better for a
Chapter 3 RCPSP-APP with positive and negative time-lags 45
higher average activity slack, but not with a great significance and moreover, for
the largest dataset, the opposite progress is shown.
Based on the experiments, we can conclude that the CP approach is more effective
for the instances with lower ratio of alternative parts (properties #AB, #APP and
NL), less predefined order of activities in the schedule (properties TOS and AOS)
and more constrained resource environment (properties #res and RC). The impact
of the property AAS is not straightforward from the experiments.
The CP approach can be used also for instances with more than 200 activities, but
such instances are not included in this thesis since the difference in the solution time
to achieve comparable results is becoming too high.
3.4 Conclusion
This chapter is dedicated to the resource constrained project scheduling problem with
alternative process plans PS|nestedAlt, temp, STSD|Cmax, motivated by the pro-
duction of the wire harnesses in Styl Plzenˇ. We have decided to represent the struc-
ture of the problem by Nested Temporal Networks with Alternatives and for such
representation, the mathematical model able to solve, in a reasonable amount of time,
instances with up to 50 activities per resource time is presented.
In order to solve larger problems in the nested form, we have developed the heuris-
tic algorithm IRSA. Computational experiments demonstrate good performance of
this algorithm with a mean difference from the optimal value of the makespan less
than 7%, while solving time for instances with 200 activities within 300 millisec-
onds. Instances with up to 2000 activities can be solved in the order of a few seconds.
Moreover, the instances of two related problems have been used for the algorithm
evaluation and the experiments showed that the IRSA algorithm is able to solve much
more specific problems with good quality of solutions in very short time.
Finally, we have presented a novel metric for the characterization of the instances
of scheduling problems with alternative process plans. Such a metric is used for the
comparison of the different solution approaches, namely the constraint programming
solver and the IRSA algorithm. The results of the experiments are evaluated by the
statistical methods and the important properties are derived and discussed.
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Chapter 4
RCPSP-APP under minimization
of the total setup time
This chapter is dedicated to the RCPSP-APP problem where the goal is to minimize
the total setup time (TST), which is equal to the sum of the overall performed setup
time in the schedule. The main motivation for the research is the manufacturing of the
small electrical connectors, where the reconfiguration of the machinery is very costly
and the correct order of jobs is crucial. Up to our knowledge, there is no existing
solution approach for such a problem and therefore, a new model and a new heuristic
algorithm is proposed for the considered problem with the intention to solve large
instances with up to 1000 activities.
Sequence dependent setup times (also called changeovers) are crucial for the prob-
lems where the resources are very expensive in terms of wasting their time by unnec-
essary setups. Setup times represent the time necessary to reconfigure the resource or
to change its functionality. During this time period, no work on the resources can be
performed, which can cause the entire process flow to be inefficient. The problem in
minimisation of the total setup time is a part of many manufacturing processes (we
“sell the machinery time”). Yet the setup times are almost always considered only
as a problem constraint, not as a part of the criterion. One of the main goals of this
research is to fill the gap in this area, i.e. to propose a generic approach to deal with
the minimisation of the total setup time.
Allahverdi et al. (2008) dealt with the setup times in general and published a sur-
vey in which many different problems related to the setup times are summarised. The
authors also reported on solution approaches and proposed a notation for all of these
problems. Yuan et al. (2004) published a study for a metal casting company concern-
ing the minimisation of the total setup costs in which the authors demonstrate the
importance of setup times by calculating the savings to the company. Focacci et al.
(2000) dealt with the general shop problem with the sequence dependent setup times.
The authors proposed a two phase Pareto heuristic to minimise the makespan and the
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total setup costs. In the first phase, the makespan is minimised and, in the second
phase, the total setup costs are minimised, while the makespan is not allowed to get
worse. Wang and Wang (1997) focused on a single machine earliness tardiness prob-
lem with sequence dependent setup times. The objective function is to minimise the
total setup time, earliness and tardiness. Mirabi (2010) proposed a hybrid simulated
annealing algorithm for the single machine problem with sequence dependent setup
times. The objective function is given by the sum of the setup costs, delay costs and
holding costs.
The main contribution of this chapter is the formulation of the novel problem,
incorporating the criterion based on the performed setup times into the area of the
resource constrained project scheduling problems with alternative process plans. Such
a problem has not been studied before in this range. There were only a few attempts
to deal with the scheduling problems where the criterion reflects the setup times. The
closest problem that can be found in the literature, when compared to the approach
studied in this chapter, was published by Focacci et al. (2000) who focused on the
job shop problem with the alternative machines while the makespan and the total
setup time is minimised. Compared to the problem studied in Focacci et al. (2000),
the model proposed in this chapter is developed for more general problems, namely
for non-unary resources, deadlines of activities and more complex precedence rules
including alternative process plans.
The second contribution lies in the newly developed algorithm able to solve the
instances of the RCPSP-APP problem with up to 1000 activities. The effectiveness of
the algorithm is evaluated using the datasets published in Brucker and Thiele (1996)
while the proposed algorithm outperforms the results presented in Focacci et al.
(2000). Moreover, the algorithm presented in this chapter is able to solve instances
with 1000 activities within dozens of seconds.
The rest of the chapter is organised as follows: Section 4.1 provides a definition of
the considered problem for which the mathematical model is presented in Section 4.2.
A new heuristic algorithm is proposed in Section 4.3. Section 4.4 presents the results
of the performance evaluation of the developed algorithm and Section 4.5 concludes
the work.
4.1 Problem statement
In conjunction to the common definition in Chapter 2, each each activity i ∈ A has a
deadline d˜i ≥ 0. The temporal constraints are given as the non-negative start to start
time-lags restricted to the precedence-constrained activities only, i.e. lij ≥ 0 for all
(i, j) ∈ E (G) and li,j = −∞ otherwise; G represents the NTNA instance as defined
in Section 2.5.
The instance of the problem considered in this chapter is depicted in Figure 4.1.
Several time-lags are used to demonstrate how the temporal constraints are defined,
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Fig. 4.1: Nested temporal network with alternatives - example
see e.g. time-lag l17 = 8 that forces activity 7 to start at least 8 time units after the
start time of activity 1. All the parameters related to the activities are also included.
The goal of the scheduling process is to minimize the total setup time, denoted as
TST, which is equal to the sum of all the setup times performed in the schedule. In
addition to the variables for the schedule representation defined in Section 2.2 variable
fij ∈ {0, 1} is defined as follows: If activities i and j are scheduled subsequently on
the same resource type and they share at least one unit of its resource capacity, then
fij = 1; fij = 0 otherwise.
The setup time from activity i to activity j is always considered only once in the
objective function, regardless the actual number of the resource units which are shared
by both activities. Lets assume that activity i requires three units of a certain resource
type and activity j also requires three units of the same resource types. Furthermore,
lets assume that activity i is assigned to resource units {1, 2, 4} and activity j is as-
signed to resource units {2, 3, 4}. Although the activities share two resource units, the
setup time from i to j will be added to the value of the objective function only once.
The considered problem is denoted as PS|nestedAlt, lminij , STSD, rj , d˜j |TST
or as m1|nestedAlt,min, STSD, rj , d˜j |TST using the same extended notation of
Brucker et al. (1999a) and Herroelen et al. (1999), respectively as in Section 2.7. The
term rj stands for the release times and d˜j denotes the deadlines.
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4.2 Mathematical formulation
The mathematical formulation using the mixed integer linear programming (MILP)
for the problem defined in the previous section is formulated below. For a higher
efficiency of the model, variable zivk is substituted by variable ziu, i.e. only one index
u is used to reference the assigned resource units of a certain resource type. The
mutual conversion between (v, k) and u is given as follows:
u =
k−1∑
q=1
θq + v (4.1)
k = argmin
k


k∑
q=1
θq ≥ u

 ; v = u−
k−1∑
q=1
θq (4.2)
In addition to variables si, vi, fij and zivk (ziu) defined in the previous sec-
tion, auxiliary binary variables gijk, xijk and yijk are used. Variable gijk determines
whether activities i and j are selected and assigned to the same resource unit k such
that i is a direct predecessor of j on such resource unit. Similarly, variable xijk deter-
mines whether activities i and j are selected and assigned to the same resource unit
k such that i is an arbitrary (direct or propagated) predecessor of j on such resource
unit. Finally, variable yijk determines whether both activities i and j are assigned to
resource unit k.
min
∑
∀i∈A
∑
∀j∈A
fij · stij
subject to:
(2.1)− (2.7), (3.1)
C+θq∑
u=C+1
ziu = R
q
i · vi ∀i ∈ A; ∀q ∈ {1 . . .m};C =
q−1∑
j=1
θj (4.3)
sj + pj + stji ≤ si + UB · (xiju + 1− yiju) + UB · (2− vi − vj)
∀(i, j) ∈ A2 : i 6= j; ∀u ∈ {1 . . .K} (4.4)
si + pi + stij ≤ sj + UB · (2− xiju − yiju) + UB · (2− vi − vj)
∀(i, j) ∈ A2 : i 6= j; ∀u ∈ {1 . . .K} (4.5)
z0u = 1 ∀u ∈ {1 . . .K} (4.6)
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zn+1u = 1 ∀u ∈ {1 . . .K} (4.7)
yiju ≥ ziu + zju − 1 ∀(i, j) ∈ A
2 : i 6= j; ∀u ∈ {1 . . .K} (4.8)
yiju ≤ ziu ∀(i, j) ∈ A
2 : i 6= j; ∀u ∈ {1 . . .K} (4.9)
xiju ≤ yiju ∀(i, j) ∈ A
2 : i 6= j; ∀u ∈ {1 . . .K} (4.10)
n+1∑
j=1
giju = ziu ∀i ∈ A; ∀u ∈ {1 . . .K} (4.11)
n∑
i=0
giju = zju ∀j ∈ A; ∀u ∈ {1 . . .K} (4.12)
giju ≤ xiju ∀(i, j) ∈ A
2; ∀u ∈ {1 . . .K} (4.13)
fij · UB ≥
∑
∀u∈{1...K}
giju ∀(i, j) ∈ A
2 (4.14)
where :
fij , ziu, giju, xiju, yiju ∈ {0, 1};K =
m∑
q=1
θq;
The constraints for the selection of the activities and the temporal constraints are
taken over from Chapter 2. New formulas (4.3)-(4.14) serve to define the resource
constraints in a similar way as for formulas (2.8)-(2.12). The key issue is that new
formulated constraints allow to reflect the performed setup times in the objective func-
tion.
Formulas (4.4) and (4.5) prevent more activities (from overlapping) on one re-
source unit in one moment. Equation (4.3) ensures that the number of the assigned
resource units is equal to the resource demand for each activity. Equations (4.6) and
(4.7) are used to assign dummy activities 0 and n + 1 to each resource unit of each
resource type, which then ease the definition of the constraints related to the setup
times. Formulas (4.8) and (4.9) constrain the value of variable yijk - if both activities
are scheduled on the same resource unit, then yijk is equal to 1; 0 otherwise. Formula
(4.10) determines the value of variable xijk - if both activities i and j are assigned to
the same resource unit k, they must be scheduled sequentially. Equation (4.11) forces
each activity to have only one direct successor on each assigned resource unit. Simi-
larly, Equation (4.12) forces each activity to have only one direct predecessor on each
resource unit. Formula (4.13) prevents the cycles in values of variable gijk for each
resource unit. Finally, Formula (4.14) determines whether a particular setup time has
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to be taken into consideration in the objective function, i.e. whether activities i and j
are scheduled subsequently on the same resource unit.
4.3 Heuristic algorithm
This section is dedicated to the description of the heuristic algorithm designed to solve
the large instances of the problem defined in Section 4.1. The goal is to find a schedule
determined by the selection of activities (variable vi), their start times (variable si) and
their assignment to resources (variable zivk) such that all the constraints are satisfied
and the total setup time (TST) value is minimised.
The basic scheme of the proposed heuristic algorithm, called STOAL (Setup Time
Optimization ALgorithm), consists of two phases - the initial phase to find any feasible
solution and the local search for the improvement of the objective value. The initial
phase is inspired by the IRSA algorithm presented in Section 3.2 and the local search,
based on a time separation technique, is inspired by the work of Focacci et al. (2000).
If a feasible solution is not found (due to the presence of deadlines) in the initial phase,
the local search is not started at all and the algorithm is terminated.
4.3.1 Initial solution
In the first phase, the STOAL algorithm tries to find any feasible solution by the grad-
ual construction of a schedule with a simple backtracking scheme for recovering from
infeasible solutions. The activities are added into the schedule one by one according
to the priority rules, which resolve both the selection of activities and their sequenc-
ing on the resources. Since the goal is to find any feasible schedule, the schedule is
constructed without considering the value of the objective function. Once a feasible
solution is found, the initial phase is terminated. The basic procedure for the initial
phase of the algorithm is shown in Algorithm 3.
4.3.1.1 Propagation of release times and deadlines
The first step of the initial solution is the propagation of the release times and the
deadlines among all the activities using the structure of the instance. The propagation
serves for tightening the absolute time windows of the activities, resulting in more
accurate estimates of their priorities for adding to the schedule.
The propagation of the release times among the activities is performed from ac-
tivity 0 towards activity n + 1 using the temporal constraints defined by the NTNA
instance. The release time for activity i is calculated as ri = max (ri, r̂i). If there is
an alternative branching ending in activity i (ini = 1), then r̂i = min
∀j:(j,i)∈E
(rj + lji);
r̂i = max
∀j:(j,i)∈E
(rj + lji) otherwise.
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Algorithm 3 Initial phase of the STOAL algorithm
Propagate release times and deadlines
Establish priorities of branches for schedule construction
Add activity 0 to ready set
Set the maximum number of backtracking steps
while (ready set is not empty)
i = select activity from ready set
Try to schedule activity i and update release times of activities in ready set
if (activity i is not successfully scheduled)
Apply backtracking scheme
if (maximum number of backtracking steps reached)
End with failure
end if
end if
Update ready set
end while
Return solution
Similarly, the propagation of the deadlines among the activities is performed
from activity n + 1 towards activity 0. The deadline of activity i, using the tempo-
ral constraints defined by the NTNA instance, is calculated as d˜i = min
(
d˜i, d̂i
)
.
If there is an alternative branching starting in activity i (outi = 1), then d̂i =
max
∀j:(i,j)∈E
(d˜j − pj − lij + pi); d̂i = min
∀j:(i,j)∈E
(d˜j − pj − lij + pi) otherwise.
The values of the release time and the deadline for each activity are updated using
the described propagation technique and for the rest of the algorithm run, the new
values are considered.
4.3.1.2 Priorities of branches for schedule construction
After the propagation of the temporal constraints, the priorities of all the activities
are calculated. For this purpose, we define the flexibility of activity i as flexi =
d˜i − pi − ri. The lower flexibility values correspond to the activities that have a more
tight time window and, therefore, they are more critical in the scheduling process. The
flexibility is used to determine the selection of the activities as well as to determine
the actual order in which the activities are added into the schedule.
The priority of the branches in each alternative branching is determined as follows.
Let Bab = {B1...Bδ+(a)} be the set of all branches of the alternative branching that
begins in node a and ends in node b, δ+(a) is the out-degree of node a. Each branch
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Bj ∈ Bab consists of activities that form a subgraph starting by some successor of
activity a and ending by the corresponding predecessor of activity b. The average
flexibility of all the activities in Bab is then given as flexa = average(flexi) for all
i ∈ Bj , Bj ∈ Bab. To estimate the probability that a branch would be successfully
scheduled with respect to the temporal constraints, the activities with the flexibility
lower than the average flexibility of the alternative branching are the most critical.
Therefore, to calculate the total flexibility of branch Bj ∈ Bab, the following formula
is used flexBj =
∑
(flexa − flexi) for all i ∈ Bj : flexi ≤ flexa.
Once the total flexibility of each branch in the alternative branching is calculated,
the branches are sorted in each alternative branching for later schedule construction.
To distinguish the order between two branches of the same alternative branching, the
total flexibility is used - the branch with a lower flexBj value has a higher priority. If
two branches have the same total flexibility, then the branch with a lower number of
activities has a higher priority. Finally, if even the number of activities is the same, we
use the branch starting by the activity with the lower number (to keep the deterministic
nature of the algorithm).
4.3.1.3 Schedule construction
The schedule is constructed by adding one activity from the ready set in each itera-
tion according to the serial generation scheme (SGS) described by Kolisch (1996), i.e.
each activity is scheduled to the earliest possible time point with respect to the tem-
poral and the resource constraints. The ready set is a set of all the activities for which
all the required predecessors are already scheduled. The order in which the activities
are added to the schedule is determined by their flexibility (defined in the previous
section), which is being updated after each change in the schedule. If an activity is
scheduled, then it is removed from the ready set and the ready set is further updated as
follows: if there is an output alternative branching defined for the current scheduled
activity, its direct successor belonging to the branch with the highest priority is added
to the ready set; otherwise all direct successors of the current scheduled activity are
added to the ready set. At the beginning, the ready set only contains activity 0.
To select a particular activity from the ready set, an attempt to schedule each ready
activity is first evaluated and then the activity with the lowest evaluation is scheduled.
An attempt to schedule the activity and its evaluation is carried out in the following
way: First, activity i from the ready set is taken and the earliest time is calculated
as si = max
(
stempi , s
res
i
)
where stempi = max
(
ri, max
∀j:(j,i)∈E
sj + lji
)
and sresi is
the earliest start time with respect to the resource constraints. The assessment of the
schedule attempt is then calculated as Ci = min
∀j:(i,j)∈E
(
d˜j − pj − (si + lij)
)
. Finally,
the activity with the lowest assessment is selected to be scheduled. We try to schedule
the most critical activity first and since the Ci value represents the minimal flexibil-
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ity of all the successors of activity i, the lower values correspond to more critical
activities.
If si+pi > d˜i holds for any activity from the ready set, then the activity cannot be
scheduled and a backtracking scheme (see Section 4.3.1.4) is applied. The rationale
is straightforward - if activity i from the ready set cannot be scheduled currently,
it cannot be scheduled even later. Since all the activities from the ready set have
to be scheduled sooner or later, there is no way how to obtain a feasible schedule
with respect to the partial schedule and the current set of ready activities. Therefore,
recovering from such a dead-end is achieved by the backtracking scheme.
Activity i, selected from the ready set, is always assigned at the end of the sched-
ule on the demanded resource type Rk. In other words the activity is assigned to
the Rki resource units such that it is the last scheduled activity (with the highest start
time) on each of the assigned resource units. For this purpose, the algorithm keeps
the information about the last activity on each resource unit for each resource type.
Let lastq = argmax
j∈A:zjqk=1
{sj} be the last activity on the q-th unit of resource type Rk
and L = {last1 . . . lastθk} be the set of the last activities over all units of resource
type Rk. Then the algorithm searches for a set of Rki resource units J ∈ L such that
si = max
j∈J
{sj + pj + stji} is minimal. Such a task can be easily accomplished by
sorting and selecting an appropriate number of resource units. Finally, activity i is
assigned to all resource units from J and its start time is set to si. As soon as activity
i is scheduled, the ready set is updated as described before.
4.3.1.4 Backtracking scheme
The backtracking scheme is used for recovering from the situation when no further
activity can be scheduled with the satisfaction of all the defined constraints. The back-
tracking scheme used in this chapter consists of unscheduling a part of the schedule
and updating the ready set and release times of the activities. Then there are two ways
how to continue with schedule construction in another direction - first, the selection
of the activities can be changed and second, the sequence of the activities on some
resources can be modified. After the backtracking scheme is applied, the schedule
construction continues in the same way as described in the previous section.
If activity i cannot be scheduled at some point of the schedule construction, then
the backtracking method is chosen up to the structure of the NTNA instance (see
Section 4.1). If activity i is a part of the alternative branching (i.e. the most nested
branching, in which the alternative is included, is the alternative branching), then a
change in the selection of activities is used. Otherwise, the change in the sequencing
of activities on the resources is used. Even with the backtracking method applied it
may happen that, activity i still cannot be successfully scheduled. Then the whole
branching, in which the activity is nested, is unscheduled and we apply the backtrack-
ing method for the activity that starts such a branching. If further backtracking is not
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possible (backtracking from activity 0), the entire algorithm ends with failure.
4.3.1.5 Change of the selection of activities
Let activity i be a part of branch Bx in alternative branching that consists of N
branches Bab = {B1 . . . Bx . . . BN}. The change of the activities selection imposed
by backtracking for activity i starts by unscheduling all the activities preceding activ-
ity i in the same branch, i.e. ∀j ∈ Bx : there is a directed path from j to i in the NTNA
instance. Then the first activity of branch By is added to the ready set where By is
the next branch after Bx with respect to the priorities defined in Section 4.3.1.2. If
there is no such branch By, then the backtracking is not successful and the algorithm
continues with the backtracking for the activity that starts the alternative branching
Bab. The priorities of the branches in Bab are then reset to the initial state.
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Fig. 4.2: Change of the activities selection in the schedule
An example of the backtracking by the change of the selection of activities is de-
picted in Figure 4.2, which is based on the example presented in Figure 4.1. The next
activity from the ready set to be added into the schedule in Figure 4.2a is activity 13
(demanding resource R3), which cannot be scheduled within its deadline. Therefore,
the selection is changed such that the branch formed by activities 12 and 13 is re-
moved from the schedule and the branch containing activity 11 is selected. The result
with scheduled activity 11 is shown in Figure 4.2b.
4.3.1.6 Change of the sequence on resources
In the case when activity i is a part of the parallel branching, the change of the activi-
ties sequencing on the resources is used as the backtracking method. First, activity j
scheduled on the same resource type as is demanded by activity i is found such that
there is no directed path from j to i in the NTNA instance and j has the maximal
start time. Activity j and all its successors in NTNA are unscheduled (both direct and
propagated successors). Activity j is added to the ready set and the schedule on all the
resources is updated by shifting the activities to the left, since a part of the resources
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Fig. 4.3: Change of the sequencing of activities on the resource
capacity is released by unscheduling activity j and all its successors in NTNA. Finally,
the algorithm continues with a new attempt to schedule activity i.
An example of the backtracking by the change of activities sequencing on the
resource is shown in Figure 4.3, based on the example presented in Figure 4.1 again.
The next activity from the ready set to be added into the schedule in Figure 4.3a
is activity 10 (demanding resource R2), but its addition to the last position on the
resource would violate its deadline. Therefore, the sequencing of activities on the
resource is changed such that activity 4 is unscheduled, activity 10 is scheduled first
and then activity 4 is scheduled. The resulting schedule is depicted in Figure 4.3b
Regardless of the type of the backtracking scheme used, the partial schedule is
kept feasible and the set of ready activities is up to date. Then the algorithm continues
with the schedule construction as described in the previous section. The maximal
number of the applied backtracking steps can be set as an input parameter of the
algorithm.
4.3.2 Schedule improvement
The aim of the second phase of the STOAL algorithm is to improve the value of the
objective function of the schedule found in the initial phase of the algorithm. The
basic idea is to divide the whole schedule into more independent parts and then to
optimise each part separately, while the rest of the schedule has to stay intact. The
time-separation design for schedule improvement has been proposed in Focacci et al.
(2000) where the goal is to minimise the makespan and then the total setup time for
the general shop problem. The model defined in Section 4.1 is a generalisation of
the problem studied in Focacci et al. (2000) and, therefore, the heuristic algorithm
described in this section uses only the basic idea of time-separation while most of the
algorithm is redesigned for the needs of the problem studied in this chapter.
To improve the value of the objective function, only the sequencing of activities
on the resources is modified, the selection of activities is not changed. In other words,
the second phase of the algorithm works with the fixed set of selected activities. The
basic scheme of the second phase of the STOAL algorithm is depicted in Algorithm 4
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where numberOfRepetitions specifies the number of repetitions of the local search
procedures over the whole schedule.
Algorithm 4 Second phase of the STOAL algorithm
for (i = 1 . . . numberOfRepetitions)
Determine the first time window
while (not reached the end of the schedule)
Determine activities for the time window
Determine set of ready activities
Optimise the time window
if (objective value improved)
Integrate time window into overall schedule
end if
Determine the next time window
end while
end for
4.3.2.1 Time window
The principle of the time-separation technique is to divide the whole schedule into
more disjunctive parts, called time windows, and to optimise the value of the ob-
jective function for each time window such that the rest of the schedule is not
changed at all. The time window is formed by a set of all scheduled activi-
ties for which the start time and the completion time lie in the same time inter-
val 〈timeLB, timeRB〉 where timeLB is the time window left border and timeRB
is the time window right border. A time window is therefore defined as W =
{∀i ∈ A : si ≥ timeLB ∧ si + pi ≤ timeRB}. To determine the left and the right
border, the maximal number of activities per resource type in a time window is used,
i.e. the activities are being added into the time window until the the predefined num-
ber of activities is met for any resource. Using such an approach, all the time windows
will be of the similar complexity (a similar number of possible resource conflicts to
resolve) even though the absolute time-length of the windows can be quite different.
For each i ∈ W the window release time and the window deadline is calculated
such that if activity i is scheduled within this interval, the rest of the schedule is not
influenced at all. For this purpose, both the temporal and the resource constraints
have to be considered. Since the problem studied in this chapter includes non-unary
resources, the window release time and deadline of an activity is different for each
resource unit. The window release time of activity i for resource unit q is given
as r̂iq = max
(
r̂ tempi , r̂
res
iq
)
where r̂ tempi = max
∀j /∈W:(j,i)∈E
(sj + lji) and r̂ resiq =
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Fig. 4.4: Example of the optimisation within the time window
max
∀j∈A:sj<timeLB∧zjq=1
(sj + pj + stji). The window release time of the activity i is
calculated as the minimum time such that scheduling of activity i will never affect any
activity before the current time window. Therefore, only the activities that are prior to
the time window are considered for the window release time computation.
Similarly, the window deadline of activity i for resource unit q is given as
d̂iq = min
(
d̂ tempi , d̂
res
iq
)
where d̂ tempi = min
∀j /∈W:(i,j)∈E
(sj − lij) and d̂ resiq =
max
∀j∈A:sj+pj>timeRB∧zjq=1
(sj − pi − stij). As for the window release time, the win-
dow deadline of activity i is calculated such that the activity will never influence the
schedule after the time window.
After the optimisation of a time window, the next time window is set such that
there is one-half overlapping with the current time window in terms of the included
activities. Let
{
s1 . . . s|W|
}
be the start times of all the activities from the current time
window sorted in non-decreasing order, |W | is the number of activities in the time
window. Then the left border of the next time window is calculated as timeLB =
s⌈|W|/2⌉. The right border is then set with respect to the maximal number of activities
per resource type.
Figure 4.4 depicts an example of the time window before (Figure 4.4a) and after
(Figure 4.4b) the optimisation. The example is not related to the instance depicted in
Figure 4.1, a bigger instance is used instead to show a meaningful time window. The
time window is delimited by the left border (vertical dashed line at time 6) and the
right border (time 19). All the activities that start and end within the time window
are included into the optimisation process while the rest of the schedule (activities
without numbers) is not allowed to be modified at all. The left border for the next
time window is depicted in Figure 4.4b at time 11.
4.3.2.2 Selection from ready set
The schedule construction method is quite similar to the one used in the initial phase,
only the rules to choose an activity to be scheduled and also the backtracking scheme
are different. The optimisation of the schedule in a time window begins by unschedul-
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ing all the activities in this time window. Then the set of ready activities, which can
be currently added into the schedule, is established, similar to the initial phase of the
algorithm. The set of ready activities contains (in each time moment) all the activities,
for which all predecessors are already scheduled. For this purpose, we assume that
the selection of the activities is fixed, i.e. the rejected activities are not considered
at all. The ready set is updated after each step of the algorithm - after each schedul-
ing/unscheduling of an activity.
To select one activity from the set of ready activities, the algorithm tries to sched-
ule each activity from the ready set and then the activity, which caused the minimal
increase in the total setup time, is selected and actually scheduled. The assignment
of an activity to the resource type demanded is handled also with respect to the min-
imal increase of the objective value. Therefore, activity i is always scheduled to the
resource units where the setup time is the lowest, with respect to the temporal con-
straints given by r̂iq and d̂iq. In case that the activity cannot be scheduled within the
specified release time and deadline, the activities are being rescheduled in a different
order. If the activity is successfully scheduled within r̂iq and d̂iq, then it is assured
that no temporal constraints are violated considering the schedule outside the time
window.
4.3.2.3 Limited discrepancy search
The method selecting an activity from the ready set, described in the previous section,
is used in combination with the limited discrepancy search (LDS). Limited discrep-
ancy search proposed by Harvey and Ginsberg (1995) is a special kind of the branch
and bound (B&B) algorithm where the total number of the tested nodes is very lim-
ited. Generally, an activity from the ready set to be scheduled is chosen by some
heuristic rule and a schedule is constructed while following that rule. In case of the
limited discrepancy search, there are some points in the schedule construction (called
discrepancies) where the heuristic rule is not used, which can lead to a different sched-
ule. The process of finding the solution for the single time window is repeated several
times, while the discrepancy is used in different moments of the schedule construc-
tion.
In the branch and bound algorithm, the actual schedule is determined by the cur-
rent node in the search tree. A search tree is a directed acyclic graph (more precisely
out-tree graph), where each node corresponds to a (partial) schedule determined by
the order in which the activities are added to the schedule, using the serial generation
scheme. Each node has the number of successors equal to the number of ready ac-
tivities with respect to the current schedule. A complete schedule is represented by
each leaf of the search tree, the rest of the nodes represent the partial schedules. A full
branch and bound algorithm basically enumerates all feasible schedules with possible
cuts in the tree dues to an estimation of the upper and lower bounds.
The limited discrepancy search is based on the same principle with the exception
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Algorithm 5 Optimisation of the time window schedule
bestSchedule = current schedule
for (h = 0 . . . n)
Unschedule n− h activities
Determine ready activities
Select activity i by discrepancy on level h
while (activity i can be scheduled)
Update ready activities
if (ready set is empty)
break
end if
Select activity i by heuristic rule
end while
if (new best schedule found)
bestSchedule = current schedule
end if
end for
return bestSchedule
that instead of constructing the full search tree, a heuristic rule is always used to
determine only one successor of each node, which is further expanded. Then, for some
predefined nodes in the graph, the discrepancy is used to search in another direction,
which means that the heuristic rule is not used and a different direction is chosen.
The nodes where the discrepancy is used and also the number of discrepancies can be
chosen in a wide range. In our case, we always use, at most, one discrepancy per one
schedule construction.
Let the time window consists of n activities. Then the depth of the search tree (the
number of decision points) is equal to n. The attempt to construct a schedule follows
the heuristic rule (described in the previous section) in each decision point. Then each
attempt contains exactly one discrepancy on level h ∈ {1 . . . n} and the heuristic rule
is used in all other nodes. As a consequence there are n + 1 attempts to construct a
schedule within one time window. Each attempt is evaluated in terms of the objective
function and at the end, the best schedule is compared with the original schedule and
if the improvement in the objective value is achieved, the time window schedule is
embedded into the overall schedule.
The activity to be scheduled in cases of discrepancy is chosen as follows: Instead
of selecting the activity, which causes the minimal increase in the objective value,
activity i with the lowest value of d̂i − pi − si is used. This way, the least flexible
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Fig. 4.5: Example of the limited discrepancy search
activity is added into the schedule at a node where the discrepancy is used.
If activity i, selected from the ready set, cannot be scheduled due to a violation of
the temporal constraints, the current attempt to construct the schedule is terminated.
The algorithm then continues with the next attempt while the level of discrepancy
used is increased by one. To save the time wasted by unnecessary scheduling and
unscheduling steps, the h-th iteration of the limited discrepancy search always starts
from the schedule, where h − 1 activities are already scheduled from the previous
iteration. The overall scheme of the limited discrepancy search is depicted in Algo-
rithm 5.
An example of the limited discrepancy search for the time window depicted in
Figure 4.4 is shown in Figure 4.5. For each iteration of the local search, the discrep-
ancy is used in different level (denoted as h) and, therefore, also the sequence in which
the activities are scheduled is modified.
4.4 Performance evaluation
Two sources of instances have been used for the performance evaluation of the algo-
rithm proposed in Section 4.3, designed to solve the problems with alternative process
plans. First, the STOAL algorithm is evaluated on randomly generated instances and
compared with the IRSA algorithm proposed in Section 3.2. Second, the standard
benchmarks of Brucker and Thiele (1996) are used and the results of the STOAL al-
gorithm are compared with the results reported in Focacci et al. (2000). Furthermore,
various settings of the STOAL algorithm are discussed and tested on large instances
of the problem (up to 1000 activities). The STOAL algorithm was implemented in the
C# language and the experiments were performed on a PC with an Intel Core 2 Quad
CPU at 2.83GHz with 8GB of RAM.
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Dataset D30 D50 D100 D200
IRSA feas [%] 98 100 96 97
TST 120 254 494 942
Cmax 148 243 521 1054
tcpu 5 36 112 322
STOAL feas [%] 99 100 98 98
TST 101 215 427 824
Cmax 171 282 618 1263
tcpu 3 12 77 141
TST impr [%] 15.84 15.35 13.56 12.53
Cdetmax [%] 13.46 13.83 15.71 16.55
Table 4.1: Comparison with IRSA algorithm using new random instances
4.4.1 Comparison with IRSA algorithm on random instances
The datasets D30, D50, D100 and D200, introduced in Section 3.3.1, are used to
compare the STOAL algorithm with the IRSA algorithm described in Chapter 3. Ta-
ble 4.1 shows the comparison of the results obtained by the IRSA algorithm and by
the STOAL algorithm. Columns represent datasets, rows contain objective values
and other performance indicators. Abbreviation feas determines the percentage ratio
of feasible solutions found by each algorithm, TST contains an arithmetic average
value of the objective function for instances that were successfully solved by both al-
gorithms, time determines the average computational time (in milliseconds) to solve
a single instance, TST impr states the improvement of the STOAL algorithm over the
IRSA algorithm in terms of the TST value and, finally, Cdetmax denotes the deteriora-
tion of the makespan value achieved by the STOAL algorithm over the result achieved
by the IRSA algorithm.
The number of feasible solutions found is almost the same for both tested algo-
rithms, but the STOAL algorithm outperforms the IRSA algorithm in both the TST
value and the solution time. The fact that the success rate in finding feasible solutions
is equal proves that the STOAL algorithm is very effective for the considered tempo-
ral constraints, since the IRSA algorithm was developed with the main aim to find any
feasible solution.
4.4.2 Comparison with algorithm of Focacci et al. (2000)
For a further evaluation of the STOAL algorithm, the instances of the general job
shop problem proposed by Brucker and Thiele (1996) are used. As a reference, the
results for such instances reported in Focacci et al. (2000) are considered. The prob-
lem studied in Brucker and Thiele (1996) is a sub-problem of the problem defined
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Focacci STOAL
Dataset TST Cmax TST Cmax TST impr [%] Cdetmax [%]
t2-ps12 1 530 1 445 1 010 1 920 33.99 32.87
t2-ps13 1 430 1 658 1 330 1 872 7.00 18.93
t2-pss12 1 220 1 362 950 1 599 22.13 17.4
t2-pss13 1 140 1 522 1 140 1 610 0 5.78
average 1 330 1 497 1 110 1 825 16.54 18.74
Table 4.2: Comparison with Focacci et al. (2000)
in Section 4.1 since there are no release times or deadlines, no alternative process
plans and the resources are considered to be unary. The objective function reported
in Focacci et al. (2000) is twofold, first the makespan in minimised and then the total
setup time is being minimised without a deterioration of the makespan value.
Table 4.2 shows the comparison of the STOAL algorithm with the one published
by Focacci et al. (2000). The meaning of the abbreviations in the table is the same as
for Table 4.1. Compared with the algorithm described by Focacci et al. (2000), the
STOAL algorithm improved the value of the total setup time by more than 16% in
average. The price for the better value of the TST is the higher value of the makespan,
by almost 19% in average. Such a trade-off between the makespan and the total setup
time shows the good efficiency of the STOAL algorithm proposed in terms of the total
setup time criterion.
4.4.3 Configuration of the STOAL algorithm
As described in Section 4.3, there are three main input parameters of the algorithm,
which influence both the solution quality and the running time. Namely the maxi-
mum number of backtracking steps, the maximum number of activities per resource
in a time window and the number of repetitions of the sliding windows local search
procedure. To determine the influence of the settings on the quality of the solutions
and the running time of the algorithm, the following set of additional experiments was
performed.
For each of the algorithm settings, three different values are tested on four
datasets, each containing 100 instances. The medium datasets with 50 and 200 activ-
ities from Section 4.4.1 together with two further datasets with 500 and 1000 activities
per instance are used. The number of resource typesm is randomly chosen from inter-
val 〈1, 10〉 for both datasets with 500 and 1000 activities while the rest of the instances
properties is the same as in Section 4.4.1.
First, the influence of the maximal number of backtracking steps on the num-
ber of the feasible solutions is evaluated. For this purpose, only the initial phase
of the algorithm is executed and the number of feasible solutions (out of 100) for
each dataset and the average solution time in milliseconds is observed. The maximal
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#backtracks 0.1 · n 0.3 · n 0.5 · n
n feas t [ms] feas t [ms] feas t [ms]
50 54 1 60 4 60 7
200 39 2 62 7 63 16
500 42 10 57 54 61 107
1000 37 24 59 118 62 252
Table 4.3: Influence of the backtracking scheme settings
#resActivities 10 15 20
n TST t [ms] TST t [ms] TST t [ms]
50 221 15 221 14 223 16
200 663 110 662 112 662 115
500 1500 470 1497 484 1495 501
1000 2677 1140 2672 1325 2665 1578
Table 4.4: Influence of the number of activities per resource
number of backtracking steps, denoted as #backtracks, is calculated as a multi-
ple of the number of activities and for the evaluation, three values have been used:
#backtracks = {0.1 · n, 0.3 · n, 0.5 · n}. The overall test results are depicted in
Table 4.3 where n denotes the number of activities, feas determines the number of
feasible solutions (out of 100) found by the STOAL algorithm and t [ms] denotes
the average solution time in milliseconds. Based on the results in Table 4.3 we can
conclude that the optimal number of backtracking steps lies below half the number of
the activities. A further increase of the number of backtracks does not increase the
number of feasible solutions.
Second, the influence of the maximal number of activities per resource within
a time window, denoted as #resActivities, on the solution quality is determined.
The same four datasets as in the previous case are used and three different values are
considered: #resActivities = {10, 15, 20}. Table 4.4 contains the results of the
evaluation, TST determines the average value of the objective function. For smaller
instances, there is no significant influence of the number of activities per resource on
the solution quality. For larger instances, the higher number of activities per resource
leads to a better solution quality while there is also a minor growth in the solution
time.
Finally, the influence of the number of the local search procedure repetitions, de-
noted as #repetitions, on the solution quality is studied. Again, the same datasets as
in both previous experiments are used. As for the previous parameters, three different
values are considered: #repetitions = {1, 2, 4}. The results in Table 4.5 show the
high importance of the number of the sliding windows repetitions on both the solution
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#repetitions 1 2 4
n TST t [ms] TST t [ms] TST t [ms]
50 224 7 221 14 220 29
200 668 58 662 112 659 213
500 1504 253 1497 484 1491 956
1000 2692 685 2672 1325 2659 2428
Table 4.5: Influence of the sliding windows repetitions
quality and the solution time. Naturally, the higher number of repetitions results in a
better quality while the increase in the solution time is more or less linear with respect
to the number of repetitions.
4.5 Conclusion
The content of this chapter fills the gap in the literature, where only very few pieces
of work have been dedicated to scheduling problems with setup times as a part of the
criterion. The setup times are usually considered only as a constraint. The proposed
innovative model combines the RCPSP problem with the alternative process plans and
the criterion to minimise the total setup time in the schedule. Furthermore, The model
includes the release time and deadline for each activity and the non-negative start to
start time-lags for precedence constrained activities. For such a model, of the studied
problem, the mathematical formulation, using the mixed integer linear programming
(MILP), is proposed.
The two-phase heuristic algorithm is then developed to solve the large instances
of the considered problem. The goal of the algorithm first phase is to find any feasible
solution and the second phase, based on the time separation of the schedule, is dedi-
cated to improve the existing schedule in terms of the total setup time. The STOAL
algorithm is compared with the existing approaches for similar problems. The exper-
iments show a very good performance of the STOAL algorithm in both the quality of
the solutions and the running time. Finally, various settings of the algorithm and their
influence on the obtained results are evaluated using the instances with up to 1000
activities.
Chapter 5
Minimization of the total
production cost for the
RCPSP-APP
The main motivation for this research is the production process optimisation in a print-
ing company, where the scheduling problem involves alternative process plans and the
goal is to minimise the total production cost given by both the processing costs of pro-
duction operations and the penalties caused by late jobs. In our approach, both parts of
the objective function are optimised simultaneously using the concept of alternative
process plans. We propose a model and a solution approach that covers alternative
process plans as well as the realistic criterion composed of two different parts. To
cover the needs of the printing production, we consider resources with non-unary ca-
pacities, sequence dependent setup times and generalised temporal constraints in the
form of non-negative start to start time lags.
In literature, there are only a few attempts to introduce a tardiness-based objec-
tive function into the area of the resource constrained project scheduling problem.
Ballestı´n et al. (2006) studied the RCPSP where the criterion is to minimise the total
tardiness of all activities. Vanhoucke et al. (2001) proposed a branch-and-bound algo-
rithm for the RCPSPWET problem that is a resource constrained project scheduling
problem with the minimisation of the total weighted earliness-tardiness as a criterion.
Franck and Schwindt (1995) mentioned a MRCPSP with the objective to minimise
the sum of the earliness and tardiness values. Pinedo and Singer (1999), Essafi et al.
(2008), Zhou et al. (2009), Bu¨lbu¨l (2011) and Zhang and Wu (2011) dealt with the job
shop scheduling problem, with the total weighted tardiness as an objective function.
Naderi et al. (2009) focused on the flow shop problem where the objective function is
the minimisation of the total weighted tardiness.
The presence of the cost of activities in the scheduling is mainly represented
by the discrete time/cost trade-off problem (DTCTP) where each activity has a fi-
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nite set of modes given by the duration and processing cost. Shabtay and Steiner
(2007) published a survey dedicated to scheduling problems with discretely con-
trollable processing times of activities. Vanhoucke and Debels (2007) presented a
metaheuristic solution procedure for the DTCTP and based on the computational re-
sults, the authors concluded that, due to the efficient character of the exact algorithm
of Demeulemeester et al. (1999), the metaheuristic solutions for the DTCTP can not
compete with the truncated solutions found by the exact algorithm.
The first contribution of this chapter is the novel scheduling problem, where the
RCPSP problem with alternative process plans (RCPSP-APP) is enhanced by the re-
alistic criterion composed of two different parts, namely the total weighted tardiness
and the total processing costs. The combination of the alternative process plans with
the objective function reflecting two different sources of the production costs is a nat-
ural step towards the demands of the modern production. The approach to minimise
the makespan for whatever price used in Chapter 3 can be applied only for special
cases with the hard temporal constraints where the main goal is to find any feasible
schedule. In this chapter, we consider the general case where the goal is to meet the
customer demands (due dates) and, in the same time, minimise the processing costs.
The inclusion of both demands in the objective function is supported by the presence
of the alternative process plans, which allow to reflect the cost of the actual selection
in a straightforward manner.
The IRSA algorithm proposed in Chapter 3 cannot be directly applied to solve
the problem considered in this chapter since it does not include due dates and pro-
cessing costs of activities. Furthermore, the search method in the IRSA algorithm
is rather straightforward and strongly dependent on the temporal constraints that go
hand in hand with the makespan criterion. Therefore, we use two different heuristic
algorithms to solve the considered problem. The second contribution of this chapter
is the adaptation and the detailed comparison of two algorithms, while each of them
uses unique model and search strategies. To prove the effectiveness of the algorithms,
the job shop instances presented in Bu¨lbu¨l (2011) are used as well as the instances of
the integrated process planning and scheduling presented in Shao et al. (2009).
The chapter is organised as follows: The problem statement, including the math-
ematical model, is given in Section 5.1. Section 5.2 is dedicated to the description of
two heuristic algorithms for the considered problem. The performance evaluation of
both algorithms is given in Section 5.3 and Section 5.4 concludes the work.
5.1 Problem statement
The definition of the problem studied in this chapter is based on the problem state-
ment in Section 2.1. In addition to this, each activity i ∈ A has a due date di ≥ 0,
tardiness cost wi ≥ 0 and processing cost ci ≥ 0. All the new activity parame-
ters are reflected in the objective function. In this chapter we consider only non-
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Fig. 5.1: Example of the NTNA instance
negative time-lags lij ≥ 0 for all (i, j) ∈ A; if there is no temporal constraint, then
lij = −∞. The goal of the scheduling is to minimize the total production cost equal
to the sum of the total processing costs and the total weighted tardiness TPC =∑
cj · vj +
∑
wj · Tj where Tj = max (sj + pj − dj , 0) is the tardiness of an ac-
tivity. The considered problem can be denoted as PS|nestedAlt, lij , STSD|TPC
or m1|min, ρj , δj , nestedAlt, sjk|TPC using the same classification schemes as in
Section 2.7.
The instance of the problem considered in this chapter is depicted in Figure 5.1.
Several time-lags are used to demonstrate how the temporal constraints are defined,
see e.g. time-lag l17 = 8 that forces activity 7 to start at least 8 time units after the
start time of activity 1. All the parameters related to the activities are also included.
5.1.1 Mathematical model
The mathematical model for the studied problem is based on the definition given in
Chapter 2. In addition to this, formula (5.1) serves to determine the tardiness of each
activity. If the activity i is rejected (vi = 0) then the tardiness Ti = 0. Note that
there is no particular rule for the start times of the rejected activities. A constraint to
force the start times of the rejected activities to be equal to zero could be added into
the model but it would be of no benefit for the solution. Therefore, the actual values
70 5.2 Heuristic algorithms
of the start times for the rejected activities are let to be decided by a particular solver
search method. The goal is to minimise the total production cost given by the total
processing cost and the total weighted tardiness.
Min.
∑
∀i∈A
ci · vi +
∑
∀i∈A
wi · Ti
subject to:
(2.1)− (2.12)
Ti ≥ si + pi − di − UB · (1− vi) ∀i ∈ A (5.1)
5.2 Heuristic algorithms
To solve large scale instances of the problem considered in Section 5.1, we have de-
veloped two heuristic algorithms, namely the discrete differential evolution (DDE) al-
gorithm and the scatter search (ScS) algorithm. Both algorithms are population-based
methods and they can search a large solution space while the local search procedures
are used to improve the quality of the solutions found. However, each algorithm uses
different solution representations and search strategies.
5.2.1 DDE algorithm
The DDE algorithm used for the solution of the problem considered in this chapter
is inspired by the work of Tasgetiren et al. (2009) who used DDE to minimise the
total weighted tardiness for the single machine problem. The basic principle of the
DDE algorithm is similar to a genetic algorithm - first, the initial population has to be
established and then, mutation and crossover operators are performed for the selected
individuals and for a defined number of iterations. However, there are some important
differences. The emphasis is put on the quality of individual members of the solution
population. Therefore, a local search, using the knowledge of the problem, is used
to improve individuals. Furthermore, all operations (mutation, crossover and local
search) are performed as incremental modifications over an existing schedule instead
of generating the schedule from scratch after any change.
5.2.1.1 Individual representation
Each individual represents one schedule, i.e. it contains information about the se-
lection, start times and resource assignment of activities. We intend to utilize local
search procedures and the mutation and crossover operators will also employ some
routines from the local search procedures. Therefore, the representation of an individ-
ual should be designed such that these modifications of the schedule will be performed
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in an effective way. Furthermore, since the considered problem includes precedence
relations, the feasibility of each schedule modification has to be verified as well. For
this purpose, two representations of a schedule are used simultaneously.
First, an activities order of all selected activities is used. An activities order is
an ordered set of selected activities from which the schedule is obtained by the se-
rial schedule generation scheme (see Kolisch, 1996). A feasible activities order is an
order that results in a feasible schedule, with respect to both resource and temporal
constraints. In other words, a feasible activities order is an order such that if a serial
generation scheme is applied while scheduling activities as soon as possible, the re-
sulting schedule is time and resource feasible. An activities order is assigned to each
individual.
Second, a set of resource sequences is assigned to each individual. A resource
sequence ψk =
(
i ∈ V : vi = 1 ∧ Rki > 0
)
is an ordered set of selected activities as-
signed to resource type k. If activity j is the next element in ψk after activity i, then
j is called a direct resource successor of i and, vice versa, i is called a direct resource
predecessor of j. A resource sequence can be understood as a subset of the activities
order such that all activities in a resource sequence are assigned to the same resource
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type. The activities in the resource sequence are in the same order as in the activi-
ties order representation. For each resource type, there is a corresponding resource
sequence for each individual.
The advantage of simultaneous utilization of both representations is that an ac-
tivities order serves for a fast and effective feasibility check while the resource
sequences are used to eliminate inefficient local modifications of the schedule in
mutation and crossover operators and local search methods. A set of activities
corresponding to one process plan is depicted in Figure 5.2a and a schedule is
shown in Figure 5.2b. The activities order representation of such a schedule is
(0, 1, 7, 9, 10, 12, 8, 13, 14, 15) and the representation by the resource sequences is
{ψ1 = (1, 10) , ψ2 = (7, 9) , ψ3 = (12, 8, 13) , ψ4 = (14)}. The dummy activities 0
and 15 are not included in any resource sequence since they have zero resource de-
mand.
5.2.1.2 Feasibility testing
A typical operation performed in the DDE algorithm described in this chapter is the
rescheduling of an activity in the existing schedule from one resource position to
another. Representation of a solution only by an activities order would result in many
computational operations that change the activities order but not the solution itself,
which is very inefficient. Therefore, a set of resource sequences is used to determine
a set of possible schedule modifications imposed by a given activity. Incremental
updates of an activities order, maintaining its feasibility, are used to check which
resource positions are feasible for an activity with respect to the existing schedule as
described in the following text.
Let VS ⊆ V be a set of all selected activities in some schedule. Let GtempS
be a directed graph with nodes V (GtempS ) = VS and edges E
(
GtempS
)
={
(i, j) ∈ VS × VS : lij ≥ 0
}
. Furthermore, let GresS be a directed graph with nodes
V (GresS ) = V
S and edges E (GresS ) = {(i, j) ∈ VS × VS : i is a direct predeces-
sor of j in the resource sequence}. Finally, let GS be a directed graph with nodes
V (GS) = V
S and edges E (GS) =
{
E
(
GtempS
)⋃
E (GresS )
}
. The nodes of GS
correspond to all the selected activities and the edges of GS represent all the temporal
constraints and the constraints imposed by the sequencing of activities on resources.
A feasible activities order, corresponding to a feasible schedule, is an assignment of
a unique number topi to each node i ∈ V (GS) such that topi < topj for each pair
of activities (i, j) ∈ E (GS). In other words, graph GS corresponding to a feasible
activities order has to be acyclic, since a feasible activities order is equivalent with a
topological order of nodes V (GS).
For fast detection of infeasible schedule modifications, an algorithm for maintain-
ing a topological order under edge insertions published by Spaccamela et al. (1996)
is used as follows: Two edges representing the old resource precedences for activity
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i are removed and two edges representing the new resource precedences are added to
GS . The new solution results in a feasible schedule if and only if GS is acyclic, i.e. a
feasible topological order can be found for vertices V (GS). Removal of an edge (see
Spaccamela et al., 1996) does not influence the topological order at all. Therefore,
only the addition of edges has to be checked with respect to the feasibility of the topo-
logical order. To detect whether the addition of an edge will result in a cycle of the
graph, only a part of the topological order has to be explored (and possibly updated).
For the purpose of feasibility testing inside the DDE algorithm, we define the
method reinsertActivity (i, old, new) which returns true if activity i can be rein-
serted from resource position old to resource position new with respect to the current
solution. In case of a feasible reinsertion, the activities order is updated as well as
GS and the appropriate resource sequence. Otherwise, the function returns false. An
amortised running time of reinsertActivity method is O (N) for each edge insertion
where N is the number of activities in GS .
5.2.1.3 Main loop
The pseudo-code of the main loop of the DDE algorithm is depicted in Algorithm 6.
First, an initial population is found (see Section 5.2.1.4) and then the mutation (Sec-
tion 5.2.1.6) and the crossover (Section 5.2.1.7) are performed for each individual for
a given number of iterations. Furthermore, a local search, described in Section 5.2.1.5,
is performed after each mutation and crossover to improve the quality of each individ-
ual. A reference individual for the crossover function is selected using the tournament
method, where a certain number of individuals are randomly selected from the popu-
lation and the best one is given as the reference individual. In this chapter, ⌈n/4⌉ of
individuals are randomly selected from the population. To establish a new generation,
the best individual from the following triplet is chosen for each member of the current
generation: current individual, mutant individual (resulting from the mutation) and
trial individual (resulting from the crossover).
5.2.1.4 Initial population
A serial schedule generation scheme (see Kolisch, 1996) is used to establish an initial
population. There are two reasons to select the serial scheme: First, it has been proven
that utilization of the parallel scheme may lead to non-optimal solution even if the
optimal order of the activities to be scheduled is used. The second reason is that using
the parallel scheme, the initial solutions would be more similar to each other. On the
contrary, the serial scheme adds only one activity into the schedule in each iteration,
which leads to more diverse solutions (with randomized selection). Since we need
to explore as much solution space as possible, the set of diverse solutions is always
more profitable. In the beginning, a set of ready activities V R is established and the
objective value is set to obj = 0. Then, one activity is randomly selected from the
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Algorithm 6 DDE main loop
Establish initial population
best individual = best of initial population
for iteration = 1 . . . number of iterations
for each individual in the population
mutant individual = mutate(individual)
mutant individual = localSearch(mutant individual)
reference individual = tournamentSelect(population)
trial individual = crossover(mutant individual, reference individual)
trial individual = localSearch(trial individual)
Select best individual of {individual, mutant individual, trial individual}
Add the best one to the next generation
end for
If the new global best solution is found, assign it to best individual
end for
Return best individual
set of ready activities in each iteration of the generation scheme. Once activity i to
be scheduled is found, it is marked as selected and its start time is computed as the
maximum from two values - the start time with respect to the temporal constraints and
the start time with respect to the resource constraints. In order to calculate the start
time with respect to the resource constraints, Rki (for k ∈ R : Rki > 0) resource units
is assigned to activity i in the first place. To fasten the DDE algorithm, a variable
zivk ∈ {0, 1} is substituted by a variable δi ∈ Z+ such that zivk = 1 if and only if
vi = 1, Rki > 0 and δi ≤ v < δi + Rki ; zivk = 0 otherwise. Instead of assigning
particular units of a resource for each activity, only the first unit δi of a resource
used by activity i is defined and the rest of the activity’s resource demand is assigned
to the consequent units of a resource. In other words, an activity is assigned to a
consecutive set of resource units defined by the first assigned unit δi only. Once a set
of resource units is assigned to activity i, its start time is calculated as the minimum
start time that fulfills the constraint (including setup times) for each assigned resource
unit. After scheduling activity i, its tardiness can be immediately calculated as Ti =
max (si + pi − di, 0). Consequently, the value of the objective function is updated
such that obj = obj + wi · Ti + ci.
The set of ready activities is then updated. Activity i is removed from V R and
if there is an alternative branching at the output of its direct predecessor in NTNA,
a depth first search procedure is performed to find all activities that cannot be set as
selected without the violation of rules for the selection of activities (see Constraints
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(1)-(4)). Such activities are removed from V R and marked as rejected. Finally, ac-
tivities that become ready after scheduling of activity i are added to V R. Activity i
becomes ready if it is not marked as rejected and all the activities {j ∈ V : lji ≥ 0}
are already scheduled or marked as rejected.
If V R is an empty set, the initial solution is completed and the schedule generation
ends. The solution is, so far, represented by the resource sequences only. Therefore,
graph GS is created as described in Section 5.2.1.2 and the initial topological order
for activities (vertices of GS) is found (see e.g. Korte and Vygen (2000)).
5.2.1.5 Local search
The local search method used in this chapter is inspired by the iterated insertion
scheme, called RIS, published by Tasgetiren et al. (2009). The basic principle is to
find the best resource position of an activity in the fixed order of all other activities.
For this purpose, an activity is put on each feasible position in such a sequence and
the position with the best value of the objective function of the whole solution is kept.
Such a search is performed for each activity in the schedule. The local search only
modifies the sequencing of the selected activities on the resources, the selection of the
activities itself is not changed at all. Therefore, it only optimizes the total weighted
tardiness part of the criterion.
Since we consider a set of non-unary resources, the RIS method is adapted so that
it searches for the best activity position in an appropriate resource sequence instead
of the whole sequence of the selected activities represented by the topological order.
Moreover, due to the presence of the precedence constraints, each activity reinsertion
has to be checked with respect to the feasibility of the schedule. Therefore, method
reinsertActivity (i, old, new) (see Section 5.2.1.2) is used every time activity i is
moved from resource position old to another resource position new in resource se-
quence ψk. If the reinsertion of an activity is feasible with respect to the current
schedule, the start times and the first assigned units of the activities are updated and
the total weighted tardiness of the schedule is simultaneously updated as well. Since
the re-generation of the whole schedule is time consuming, we update the start times
and the first assigned units only for activities that are actually influenced by reinserting
an activity while the start times and first assigned units of all other activities remain
unchanged.
5.2.1.6 Mutation
The local search method RIS, described in the previous section, is dedicated to im-
prove the total weighted tardiness part of the objective function only without changing
the selection of activities. To explore the solution space with a different selection of
activities as well, both the mutation and crossover are mainly focused on the selection
change.
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To change a selection of activities, one alternative branching is randomly selected
in the mutation. A random selection of alternative branching is operated only over the
set of the actual selected branchings, i.e. one of their branches is currently selected.
Then a selection of activities in the branching is randomly changed, i.e. all activities
in the selected branch are unscheduled and a different branch is randomly selected and
all activities in the new branch are being scheduled. If another alternative branching is
nested in the newly selected branch, a random branch is always selected. Each activity
is scheduled on the first feasible position into the current schedule. The feasibility of
scheduling activity i is tested by the reinsertActivity (i,−, new) method, where
the initial position of the activity is not given and the position new is iterated over
the resource sequence. Once a feasible position is found for all new activities in the
schedule, the schedule is updated in the same way as described in the previous section,
i.e. start times and assigned units are updated only for the actual influenced activities.
5.2.1.7 Crossover
The crossover operator in our approach is mainly dedicated to change the selection
of the activities. Two given individuals - the original individual and the reference
individual - are combined and the new trial individual is generated. To generate the
offspring, there are two possibilities based on the selection of the original and refer-
ence individuals.
If the activities selection of both parent individuals is the same, then the standard
one-point crossover can be applied (see e.g. Shao et al., 2009). If the selection of
activities differ between the original and reference individual, the selection of the
offspring is established as follows: For each alternative branching where the original
and reference individuals differ, the branch with the lower contribution for the value
of the objective function is selected. This way, the solution is modified towards the
selection with the lower value of the objective function. Each of the activities, which
is added to the schedule by the crossover operator, is scheduled to the first feasible
position in the resource sequence demanded by an activity.
5.2.2 Scatter search algorithm
Scatter search (ScS) is a population-based meta-heuristic, proposed by Glover et al.
(2000), in which solutions are intelligently combined to yield better solutions. The
scatter search method involves deterministic procedures that can include problem spe-
cific knowledge and can, therefore, be implemented in a variety of ways and degrees
of sophistication. In this chapter, the scatter search procedure for the problem under
study makes use of the biased random sampling in order to obtain a diverse initial
population of solution vectors. A solution vector is represented by two lists: an ac-
tivity list, which determines the sequence in which the activities are scheduled, and
an alternative list, which determines which alternative will be chosen. Solution vec-
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tors are transformed in schedules using the serial generation scheme. To combine the
existing solution, a solution improvement method that calculates the possible theoret-
ical improvement is applied in order to obtain improvements in the objective function.
Two local search procedures, one focusing on the activity list and one focusing on the
alternative list, are applied - with predefined probability - on the generated schedules
in order to decrease the total production cost.
The main difference with the DDE algorithm presented in Section 5.2.1 is three-
fold: a) the individual representation of the schedule. Where the DDE algorithm is
only representing the selected activities in its activity list, the ScS algorithm takes all
activities into account, even if these are not selected. Therefore, a second list (the
alternative list) is used and needed in order to indicate which alternatives will be cho-
sen. b) the search process. While the DDE algorithm is mainly based on a random
combination of individuals, the ScS algorithm is known to intensify its solution by
only combining the solutions that are part of the reference set of the best or diverse
solutions. c) the local search process. The process in the DDE algorithm makes use
of an iterated insertion scheme, which means that each individual will be evaluated
several times, while in the ScS algorithm the process to minimise the overall tardi-
ness cost is only applied once, namely the one that will make the largest theoretical
improvement in the objective function.
5.2.2.1 Individual representation
In the scatter search algorithm, a population is represented by two lists: an activity list
and an alternative list. The activity list determines the sequence in which the activities
will be scheduled and is represented by a list of priorities. The alternative list indicates
which alternative mode will be chosen for each alternative branching. In Figure 5.3,
an example of an individual representation is given. The length of the activity list is
determined by the number of activities in the project (n), the length of the alternative
list by the total number of alternative branchings (|A|).
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Fig. 5.3: Individual representation
The modes chosen in the alternative list determine the activities that are being
selected. Rather than changing the length of the individual vector depending on the
alternatives chosen, each activity in the activity list gets a priority value. The same is
true for the nested alternative branchings in the alternative list. Even though one (or
more) nested alternative branchings are not chosen, the alternative itself is given an
alternative mode. This means that the total length of the representation is always equal
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to n+ |A|. Such a representation makes it easier to deal with than the representation
with varying lengths. Moreover, it enables the procedure to maintain historical data
that can be used in later generations, although it is not used in the current one.
5.2.2.2 Scatter search procedure
The scatter search has a generic structure as outlined in Algorithm 7.
Algorithm 7 Scatter search main loop
Diversification Generation Method
best individual = best of initial population
While Stop Criterion not met
Subset Generation Method
Solution Combination Method
Improvement Method
Reference Set Update Method
End While
Return best individual
5.2.2.2.1 Diversification Generation Method In this first step, a pool P of Psize
solution vectors is generated. In order to obtain a diversified initial population of
solution vectors, a random priority is assigned to each activity. The priority value
varies between 0 and 100 and will determine the sequence in which the activities will
be scheduled, taking into account the precedence relations. It is assumed that activities
with a lower priority will be scheduled first. For the generation of the alternative
mode list, an alternative mode is chosen for each alternative in such a way that the
probability of assigning a mode to that alternative is inversely proportional to the
number of times the alternative mode is already chosen. In this way, a diversified
initial pool of Psize solution vectors is generated.
5.2.2.2.2 Subset Generation Method Each solution vector is then evaluated by
using a serial schedule generation scheme (SGS), which translates the solution vector
into a schedule S, taking into account the precedence and resource constraints. Based
on the fitness function of each solution, two diverse populations are conducted from
the pool P of solution vectors: a set B1, with the b1 best solutions of the solution
set P and a set B2, with b2 diverse solutions. For the subset B1, a threshold t1 on
the minimal distance between the elements is imposed in pursuit of diversity. The
subset B2 contains the b2 best solutions from P\B1 that are sufficiently distant from
the elements of B1. The diversity in B2 is achieved by a threshold t2 on the smallest
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distance to any element in B1 with t2 > t1. The distance between two solutions is
measured as follows:
dp1,p2 =
n∑
i=1
{
0 if seqp1i = seq
p2
i
1 otherwise
Where seqpi indicates the sequence number of activity i according to the priority
list of population element p. If there are less solutions in B2 than the predefined
number b2, the set B2 is filled up with randomly generated schedules, according to
the procedure explained in Section 5.2.2.1.
5.2.2.2.3 Solution Combination Method Once the two reference subsets are gen-
erated, a new pool of solutions is created by combining pairs of reference solutions
in a systematic and controlled way. New solutions are created by combining two
elements from the B1 and B2 reference set. First, each pair in B1 is combined to
generate two children. In the solution combination phase, the two selected population
elements produce a new offspring which inherit parts of their parents characteristics.
A new child is generated by randomly selecting an activity r (r ∈ [0, n]), copying all
the activities [0, r] from the first solution vector and copying all the other priorities
from the second element.
The solution combination method for the alternative list is based on the Harmony
Search procedure Geem et al. (2001) and uses a frequency matrix of the alternative
lists in the B1 subset. To assign an alternative mode to an alternative, a random subset
element is chosen and the mode for the alternative of that element is assigned to the
new element alternative. In order to maintain enough diversification, a probability is
used to randomly assign an alternative mode to an alternative.
Next to the combination of the pairs of B1 elements, offsprings are constructed
using the same subset generation method from one element fromB1 and one fromB2.
Choosing the two reference solutions out of the same cluster stimulates intensification,
while choosing them from different clusters stimulates diversification.
5.2.2.2.4 The Improvement Method After the solution combination method,
each new solution vector consists of a newly generated activity list and a newly gen-
erated alternative list. Before the evaluation of this new vector is executed, a solution
improvement method is applied in order to obtain improvements in the objective func-
tion. The applied procedure can be described as follows:
• First, for every pair of activities in the project which are not interrelated by prece-
dence relations, the theoretical improvement in the objective function is calculated
if the activities are swapped. This theoretical improvement is calculated as follows:
IT = Ccurrent − Cswap (5.2)
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with IT the theoretical improvement, Ccurrent the tardiness cost related to both
activities and Cswap the tardiness cost if both activities where swapped and stand
alone (given the start date of the first activity and the known due dates). This
Cswap does not take the precedence relation into account, that is why we call it the
possible theoretical improvement. All positive theoretical improvement values, as
well as the swapped activities are stored.
• Second, one swap is chosen randomly using a weighted probability function. The
probability that a swap is chosen is proportional to the theoretical improvement of
the swap: the higher the theoretical improvement, the larger the chance that the
swap will be chosen.
• Finally, this swap is applied to the solution vector and the schedule generation
scheme is applied to calculate the improved solution vector.
The final improvement that will be found in the objective function after this im-
provement method will not always be as positive as the theoretical improvement has
predicted. This is due to the precedence relations of both of the swapped activities
with other activities in the schedule which are not taken into account during the cal-
culation of IT .
Since this improvement method is CPU demanding, especially for an increasing
number of activities, a quick/accelerated improvement method is used in the proce-
dure. This method randomly chooses two activities until a positive theoretical im-
provement value is obtained. If after n consecutive attempts no positive IT is found,
no further changes are applied.
5.2.2.2.5 Reference Set Update Method Each new and improved solution vector
is then evaluated and added to the pool P of solution vectors. Out of this pool, the
two reference subsets are again generated according to the procedure described above.
The algorithm is applied as long as the stop criterion is not met.
5.3 Evaluation
To prove the effectiveness of the proposed solution methodology, we use three data
sources for the evaluation of both algorithms. First, the job shop instances proposed
by Pinedo and Singer (1999) are used to prove that the algorithms perform well for
the total weighted tardiness (TWT) criterion. Second, the instances of the integrated
process planning and scheduling proposed by Shao et al. (2009) are used to prove the
effectiveness for the problems with alternative process plans. Finally, we generate
random instances of the problem defined in Section 5.1 to compare the performance
of both algorithms on instances with various structure. Furthermore, the proposed
metric for the instances characterisation is used to find the important properties with
respect to the solution quality of both algorithms. Both algorithms were implemented
Chapter 5 Minimization of the total production cost for the RCPSP-APP 81
in C# language and the experiments were performed on a PC with 2x Intel Core 2
Quad CPU at 2.83GHz with 8GB of RAM.
5.3.1 Mathematical model complexity
Exact solution of the mathematical model presented in Section 5.1.1 can be used only
for very small instances. In our previous research (see Chapter 3), it has been shown
that the MILP solver is able to solve the instances with 30 activities within one minute.
For 50 activities, the number of instances solved to optimality decreased to 60%. The
proposed model comprised hard temporal constraints and straightforward objective
function - makespan. The absence of hard temporal constraints and the composite
objective function considered in this chapter make the exact solution methods far less
effective. We have conducted several experiments with IBM ILOG CPLEX MILP
solver and the results showed that the solver was able to optimally solve, within one
minute time limit, only 65% of instances with 20 activities. For 30 activities, there
was only 28% of optimal solutions.
Next to the experiments with the MILP solver, we have used the constraint pro-
gramming solver as well; the results were presented in ˇCapek et al. (2013). Due to the
restarted search procedure in the ILOG CP solver, the number of instances for which
the optimal solution has been found and proved is rather low - 39% for instances with
20 activities and 11% for instances with 30 activities. On the contrary, the average
value of the objective function was about 20% better than for the MILP solver within
the same time.
To obtain the results of the same overall quality as the heuristic algorithms pro-
posed in this chapter, the exact solvers need 10× more CPU time for instances with
20 activities. For the instances with 50 activities, the exact solvers are no longer able
to compete with heuristic approaches even if the time limit is increased to 10 minutes
per instance.
5.3.2 Job shop problem
The job shop problem with the TWT criterion represents a special sub-problem of the
problem considered in this chapter. Therefore, we can solve the instances presented in
Pinedo and Singer (1999) by both of our algorithms. There are three similar datasets,
each containing 22 instances with 10 jobs and 10 machines. All datasets consist of
the same instances, but with the different assignment of the due date values. The
results of our algorithms are compared with the results published in Bu¨lbu¨l (2011)
who used a hybrid shifting bottleneck-tabu search heuristic. Table 5.1 summarises
the results over each dataset for the DDE algorithm (DDE), the scatter search algo-
rithm (ScS) and the results published by Bu¨lbu¨l (2011) for the G/MAI algorithm with
setting (2,2,2,1,1,1,1,1,1,1)-RF (Ref ).
The same measurements as in Bu¨lbu¨l (2011) are used for our algorithms. First,
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DDE ScS G/MAI
best worst avg best worst avg
Set 1 Total gap [%] 2.69 13.24 7.92 26.94 31.95 28.94 12.49
Optimal 12 3 - 0 0 - 3
New best 6 1 - 0 0 - 3
Time [s] / NoS 33.41 / - 29.67 / 65 000 31.53 / -
Set 2 Total gap [%] 5.51 36.34 19.89 79.20 99.35 88.21 18.97
Optimal 18 5 - 0 0 - 11
New best 0 0 - 0 0 - 0
Time [s] / NoS 32.04 / - 29.82 / 65 000 30.11 / -
Set 3 Total gap [%] 10.48 55.99 31.07 118 158.69 145.35 37.20
Optimal 17 11 - 6 6 - 13
New best 1 0 - 0 0 - 0
Time [s] / NoS 18.51 / - 29.81 / 65 000 26.32 / -
Table 5.1: Comparison with Bu¨lbu¨l (2011)
we measured the total gap, for each dataset, denoted as Total gap that is the per-
centage difference between the total sum of the objective values of our results and
the objective values stated in Pinedo and Singer (1999). Second, the number of solu-
tions with the value of the objective function equal or less (Optimal) and strictly less
(New best) than stated in Pinedo and Singer (1999) is calculated. Finally, the average
running time of the algorithms in seconds denoted as Time is showed. The number
of generated schedules for the ScS algorithm is indicated as NoS. Both algorithms
presented in this chapter use some kind of randomization and therefore, each instance
is solved five times (using different random seeds) by each algorithm and the best
(best), the worst (worst) and the average (avg) value for each instance is observed.
The number of the optimal and new best solutions are not given for the average results
of both algorithms, since this information is identical to the worst results (if the value
is optimal in the worst case, it has to be the same for all algorithm runs).
The results show very good performance of the DDE algorithm, despite the fact
that the job shop scheduling is a very specific sub-problem of the problem considered
in this chapter. The average results of the DDE algorithm outperforms the results
of the reference algorithm presented in Bu¨lbu¨l (2011) and the best values are very
close to the optimal ones. For the first set of instances, the average result of the DDE
algorithm is by 4.57% closer to the optimum; for the second set, DDE is worse by
0.92%; for the third set, the DDE algorithm is closer to the optimum by 6.13% than
the reference algorithm presented in Bu¨lbu¨l (2011). Moreover, the algorithm was able
to find 7 new best solutions compared to the values presented in Pinedo and Singer
(1999). Comparison of computational times is not fully representative, since Bu¨lbu¨l
(2011) implemented the algorithm in Visual Basic. Nonetheless, we believe that the
results in Table 5.1 represent an adequate proof that the DDE and ScS algorithms are
more than competitive while the total weighted tardiness criterion is considered in the
area of the RCPSP problems.
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5.3.3 Integrated process planning and scheduling
The integrated process planning and scheduling (IPPS) problem studied in Shao et al.
(2009) is used to prove the effectiveness of our algorithms for the scheduling prob-
lems containing alternatives. IPPS is again a special case of the problem considered
in this chapter. The goal is to select and schedule a subset of all activities based on
the precedence graph containing alternative routes and alternative machine assign-
ment such that the makespan is minimised. In Shao et al. (2009) there are six small
instances (1-6) of IPPS and one bigger instance (7) obtained by joining all small in-
stances into one graph. The makespan minimisation can be easily transformed to
the minimisation of TWT value by assigning the due date equal to zero for the last
node (activity) of the graph and setting the rest of the due dates to a sufficiently large
value. The comparison of the reported objective values and the values obtained by
our algorithms for all seven instances is depicted in Table 5.2. It should be pointed
out that the objective value for the first instance indicated in Shao et al. (2009) is not
possible, since the optimal value is 117 instead of 116. It can be seen by constructing
the schedule according to the process plan selected in the paper, which leads to the
value 117. The average solution time reported in Shao et al. (2009) is 1 second for
small instances, while for the bigger one there is no solution time at all. The average
running times for our algorithms is 120 ms for small instances and 17s for the bigger
one with the same settings. For small instances (1-6), the algorithms always converge
to the optimal value. For the bigger instance (7), the value denoted as 7 avg is the
average value over ten runs of the algorithms and the value denoted as 7 best is the
minimal obtained value of the objective function.
Instance 1 2 3 4 5 6 7 best 7 worst 7 avg
Shao et al. (2009) 116 116 95 93 116 116 - - 162
DDE algorithm 117 116 95 93 116 116 147 166 157
ScS algorithm 117 116 95 93 116 116 150 171 158
Table 5.2: Comparison with Shao et al. (2009)
Using the algorithms proposed in this chapter, we are able to obtain equal or
better values of the objective values in a shorter time than is indicated in Shao et al.
(2009). Therefore we can conclude that the solution methodology is eligible to solve
the problems with alternative process plans.
5.3.4 Computational Results
To the best of our knowledge, there are no benchmark instances for the problem de-
fined in Section 5.1. Therefore, new random instances were generated for the final
performance evaluation of both algorithms. The datasets with 10, 20, 50, 100 and 200
activities per instance were generated, each dataset containing 500 random instances.
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DDE ScS
Dataset fmean best tcpu [ms] fmean best tcpu [ms] NoS
D10 484 39 28 487 3 25 100
484 39 52 487 3 51 200
D20 859 52 115 869 4 102 200
858 51 237 869 3 213 400
D50 1511 46 237 1519 27 244 500
1511 45 467 1519 19 483 1000
D100 2667 64 581 2677 67 559 1000
2665 62 972 2677 64 993 2000
D200 4555 50 2210 4559 181 2186 2000
4549 56 4219 4559 165 4175 4000
Table 5.3: Results for generated instances
For each instance, we run both the DDE algorithm and the ScS algorithm for 10
times and the average value of the objective function is considered for the evaluation.
The overall results for both algorithms over all datasets are summarised in Table 5.3.
Two configurations of both algorithms are used to solve the instances. The maximum
number of schedule generation steps for the scatter search algorithm is set to 10 times
the number of activities in the first case and 20 times the number of activities in
the second case. The configuration of the DDE algorithm was adjusted to run for
a similar time resulting in the number of individuals equal to 10 and the number of
iterations between 30 and 80. The reason to use the running time as the main common
measure for both algorithms is that the number of generated schedules, which can be
used for the ScS algorithm, is not applicable for the DDE algorithm since there are
only few generated schedules that are further updated incrementally. The time saved
in the DDE algorithm thanks to the reduction of the repeated schedule generation is
dedicated to the incremental schedule updates.
Each label Dx in Table 5.3 stands for the dataset with x activities per instance
while the first row corresponds to the first configuration of the algorithms and the sec-
ond row to the second configuration with extended stopping criterion. Column fmean
represents the average value of the objective function obtained by a corresponding al-
gorithm for a given dataset. Column best contains the number of instances for which
the corresponding algorithm found a strictly better solution (for the average value over
10 runs). Column tcpu contains the mean solution time in milliseconds. The number
of generated schedules for the ScS algorithm is denoted as NoS.
As can be observed from Table 5.3, the results obtained by both algorithms are
very competitive. On one hand, the DDE algorithm was able to find better results
from the point of view of the objective function value. On the other hand, the number
of strictly better solutions is higher for the ScS algorithm, especially with a growing
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number of activities per instance. Based on the results we can conclude that a further
increase of the solution time for the ScS algorithm will not lead to an improvement
in the results. On the contrary, the DDE algorithm showed an improvement of results
with a growing solution time. Therefore, we can conclude that the convergence in
the objective value is faster with the ScS algorithm while the solution time increase is
more rationale for the DDE algorithm when searching for a better solution.
The evaluation of both algorithms with respect to the measured properties of in-
stances is depicted in Table 5.4, where datasets D50, D100 and D200 are used again.
For each dataset and each measured property, the t-test is evaluated while the two
sets being compared are the sets of instances where the strictly best result was found
by the DDE algorithm (setDDE) and the ScS algorithm (setScS) respectively. The
second set (setScS) for datasets D10 and D20 is too small for a fully conclusive t-test
evaluation, those datasets are not considered in Table 5.4. As in Table 5.3, two con-
figurations of each algorithm are tested. The rows with DDE (ScS) label contain
an average value of a specific metric over all instances of a given dataset where the
DDE (ScS) algorithm found better results. Rows p-value then contain the results of
the t-test, i.e. the significance level that the mean values of both sets are equal.
As mentioned before, a lower p-value corresponds to the more important prop-
erty from the algorithm comparison point of view. Based on the results in Table 5.4,
the most important properties with respect to solution algorithm are the number of
alternative branchings (#AB) and the number of alternative process plans (#APP ).
For both properties, the ScS algorithm was better for higher values, i.e. for instances
with more alternatives in the selection of the activities. The next property from the
importance point of view is the resource constrainedness (RC), where the DDE al-
gorithm was better for higher values corresponding to the instances with more scarce
resources. For the average activity slack (AAS), the ScS algorithm was better for
instances with tighter time windows of activities. The last properties where a solid
importance has been observed are the total and average order strength (TOS and
AOS), which are closely related both in the values and in the influence for the so-
lution algorithm effectiveness. For both properties, the DDE algorithm was slightly
better for less pre-ordered instances, i.e. those where more decisions related to or-
ders of activities on resources are needed. The rest of the properties do not possess a
significant influence for the different solution methods or the results are ambiguous.
The reason for the ScS algorithm being clearly better for the instances with a
higher ratio of alternative parts is that more time of the algorithm is dedicated to travel
across the solution space based on the evolutionary operators. In the DDE algorithm,
a strong emphasis is put on the local search for the TWT part of the criterion and
therefore, it is better for instances with less alternative process plans. The proof can
also be found in the evaluation of the algorithms on the instances of the job shop
problem from Bu¨lbu¨l (2011) where no alternatives are present and the DDE algorithm
shows much better performance than ScS.
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D50 TOS AOS #AB #APP PPAct NL #res RC AAS
DDE 0.44 0.49 1.85 8.85 36.83 1.26 1.87 0.72 17.48
ScS 0.45 0.53 2.09 11.80 40.37 1.22 1.93 0.61 6.93
p-value 0.66 0.23 0.48 0.47 0.18 0.83 0.80 0.02 0.17
DDE 0.45 0.47 2.00 6.89 38.05 1.22 1.89 0.72 14.24
ScS 0.46 0.52 2.00 11.78 40.47 1.32 1.95 0.64 10.58
p-value 0.60 0.21 1.00 0.27 0.38 0.62 0.82 0.17 0.57
D100 TOS AOS #AB #APP PPAct NL #res RC AAS
DDE 0.48 0.48 3.44 80.59 85.21 1.38 2.81 0.68 93.27
ScS 0.52 0.52 4.55 230.15 83.43 1.49 2.75 0.65 84.55
p-value 0.25 0.23 0.00 0.01 0.44 0.25 0.79 0.20 0.51
DDE 0.48 0.49 3.40 77.39 85.48 1.37 2.85 0.68 95.45
ScS 0.51 0.51 4.39 257.88 85.94 1.44 2.67 0.65 85.02
p-value 0.29 0.35 0.00 0.13 0.85 0.52 0.47 0.22 0.35
D200 TOS AOS #AB #APP PPAct NL #res RC AAS
DDE 0.46 0.46 6.47 1903.69 167.82 1.73 2.80 0.67 265.27
ScS 0.48 0.47 8.03 7496.32 170.00 1.65 2.99 0.65 234.24
8 p-value 0.43 0.53 0.00 0.05 0.50 0.41 0.44 0.46 0.23
DDE 0.46 0.45 6.67 2518.59 169.40 1.72 2.80 0.67 265.74
ScS 0.48 0.48 8.04 7848.33 170.84 1.62 2.84 0.65 251.89
p-value 0.44 0.37 0.00 0.06 0.63 0.31 0.84 0.41 0.32
Table 5.4: Results of metric for new datasets
5.4 Conclusion
In this chapter, we present a new scheduling problem that combines an alternative
process plans definition and a realistic objective function composed of two parts, re-
lated to both the processing costs and the meeting of the due dates. The scheduling
model is based on the resource constrained project scheduling problem with alterna-
tive process plans and formulated as the integer linear programming problem. For
the proposed model, two evolutionary algorithms with distinct search strategies are
developed. Both algorithms showed a good performance for the related problems, es-
pecially the discrete differential evolution algorithm which is fully competitive with
the existing methods for much more specialized problems.
The algorithms were evaluated using a novel metric for the characterisation of the
instances properties. To find the most important properties with respect to the effec-
tiveness of the solution methods, the Two-sample t-test for equal means is used. Such
an evaluation strategy can be used for any metric or solution approach while the rela-
tive importance of a specific property can be straightforwardly derived from the result
of the t-test. Consequently, the proposed evaluation method can be easily adapted to
any scheduling problem where more solution approaches are to be compared.
The result of the comparison of two developed heuristic approaches is that incre-
mental updates with a local search used in the DDE algorithm is better for problems
with more parallel structure and scarce resources. On the contrary, problems contain-
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ing more alternative parts (more alternative process plans) were solved better by the
scatter search algorithm where the main emphasis is put on the evolutionary operators
and wide travel across the solution space.
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Chapter 6
Conclusion
This chapter concludes the work and summarizes the achievements with respect to the
Goals and Objectives Chapter .
6.1 Main Achievements and Contributions
The first achieved contribution of this thesis lies in the novel mathematical model for
the production scheduling with alternative process plans. Thanks to the utilization
of the Nested Temporal Networks with Alternatives (NTNA), the model respects the
natural structure of the production processes, where certain parts can be produced in
more alternative ways, yielding the same final product in the end. Moreover, it pre-
serves the assumptions and constraints of the Resource Constrained Projects Schedul-
ing Problem (RCPSP) that is the most commonly used scheduling framework for the
production scheduling problems. Consequently, the resulting RCPSP-APP (RCPSP
with alternative process plans) model offers very flexible definition of the production
scheduling problems while it supports the utilization of a broad variety of solution
approaches for the RCPSP problems. The power of the proposed mathematical model
is demonstrated on three specific problems. Although the problems differ in assump-
tions, constraints and objective function, the common mathematical formulas from
Chapter 2 can be used for all the problems without any loss.
The second contribution is represented by the design and implementation of four
different heuristic algorithms for three considered problems. The solution approach
for each considered problem was selected considering the specific constraints and
objective function. The solution for the problems with hard constraints and rather
straightforward criterion is based on fast deterministic heuristics with limited budget
(number of iterations). On the contrary, the approach for the last problem (easy to
find a feasible solution but the objective is more complex) utilizes population based
methods in order to explore the search space is more directions simultaneously. Due
to the fact that the general problem considered in this thesis has not been studied in
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such an extent so far, there are no standard benchmarks available. Nonetheless, based
on the results in each chapter, we can conclude that the heuristic algorithms proposed
in this thesis are able to compete with the specialized algorithms for the specific sub-
problems. In some cases, the results were even better that the best known solutions
so far. In addition to the experiments for the heuristic algorithms, the performance of
two different exact methods, namely constraint programming and mixed integer linear
programming, is evaluated as well.
The third contribution of the thesis is the novel evaluation metric for the instances
of the problems with alternative process plans. This metric is used together with stan-
dard statistic methods to find out the important properties of the instances that have
the main influence on the performance of different algorithms. The main focus is
naturally paid to the structural properties of the instances, especially to the proper-
ties bound to the definition of the alternative process plans. The evaluation metric
is used in Chapter 3 and Chapter 5 to distinguish the effectiveness of more solution
approaches with respect to the type of the instances.
6.2 Revision of Goals and Objectives
The fulfillment of the stated goals and objectives is summarized below.
1. The goal to propose a representation for the scheduling problems with alterna-
tive processes was satisfied in Chapter 2, where the common model for the rest
of the work is established. The formulation reflects the state of the art in the
scheduling area and fills the gap in the existing approaches for the problems
with alternatives.
2. A mathematical formulation for three studied problems based on the proposed
representation is stated in Chapter 3, Chapter 4 and Chapter 5, respectively.
Each chapter presents extensions and/or modifications of the common part from
Chapter 2 that are specific for the current scheduling problem. In addition to
the formulation itself, Chapter 3 contains the comparison of the exact solution
methods, namely the MILP and CP approaches. The results showed that the
effectiveness of both solvers is comparable; on the one hand MILP approach is
better in proving optimal solutions, on the other hand the value of the objective
function with the increasing solution time converges faster in case of CP solver.
3. The goal to develop the solution methods for large instances is fulfilled by the
design and implementation of four heuristic algorithms, all implemented in the
C# language. Chapter 3 describes the constructive heuristic algorithm with an
un-scheduling step that is designed with intention to solve the instances with
hard temporal constraints (release times, deadline and positive-negative time-
lags). The algorithm is able to solve instances with 2000 activities in less than
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10 seconds and when compared to the constraint programming, it consumes
approximately 30x less time to achieve the solutions of the same overall quality.
The STOAL heuristic algorithm developed for the problem considered in Chap-
ter 4 is based on the fast search for any feasible solution in combination with
the local search for the time-disjunctive parts of the schedule. Thanks to the
fact that the negative time-lags are not present in the problem, the STOAL al-
gorithm is able to run even faster than the before mentioned IRSA algorithm. It
is able to solve the instances with up to 1000 activities in less than 3 seconds.
Finally, there are two different population based algorithms designed for the
problem presented in Chapter 5. Both algorithms are comparable in both so-
lution time and objective function for the random generated instances and are
able to solve problems with a few hundreds of activities within 5 seconds. Note
that the exact solvers for the considered problem are able to effectively handle
only instance with up to 40 activities; for larger instances the exact methods are
no longer applicable, mainly due to the composite criterion.
4. To satisfy the objective that lies in the comparison of proposed algorithms with
existing approaches from the literature, we have carefully selected at least on
similar problem with available datasets for each implemented algorithm. The
performance of the IRSA algorithm is first evaluated on a small dataset for a
specific sub-problem from Shao et al. (2009). The results achieved by the IRSA
algorithm are slightly worse in criterion but much better in the computation
time. For the comparison with the second source of datasets from Kis (2003),
the IRSA algorithm was extended to handle additional constraints considered
in the paper. The results showed that IRSA needed only 1% of the CPU time
compared to the algorithm proposed in the paper. The average value of the
objective function was 15% worse in case of IRSA if compared to the best of
three algorihtms proposed in Kis (2003).
The STOAL algorithm was compared with the work of Focacci et al. (2000)
using four available datasets. The CPU time is not indicated in the paper and,
therefore, only values of the objective function were compared. The STOAL
algorithm were able to find the results with the total setup time (TST) lower by
more than 16%. It should be noted that there is almost the same deterioration
for the schedule length, which was a part of the criterion in the paper but it is
not in our approach. Therefore, we can conclude that on one hand the STOAL
algorithm is very effective for TST criterion. On the other hand its nature does
not consider other parameters of the schedule (like makespan) to be important
for the scheduling process.
The last two algorithms, dedicated to deal with the total production cost crite-
rion, were first evaluated on the same dataset of Shao et al. (2009) as for the
IRSA algorithm. Even though the original criterion was the minimization of
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the schedule length, both the discrete differential evolution (DDE) and the scat-
ter search (ScS) algorithms outperformed the paper results in the criterion as
well as in the computational time. Finally, the datasets from Pinedo and Singer
(1999) were used and the results were compared with the approach presented in
Bu¨lbu¨l (2011). The problem considered in the papers forms only a very specific
sub-problem of the problem considered in this thesis, yet the DDE algorithm
was able to find the results that are more than 3.5% better when compared to
Bu¨lbu¨l (2011) .
5. The last goal of the thesis related to the evaluation methodology for the prob-
lems with alternative process plans is satisfied in Section 3.3.7. We have ex-
plored many properties that are related to the structure, resource environment
and attributes of activities from which nine most important were extracted and
used as the metric for evaluation of the instances. The relative importance of
specific properties for the performance of different solution approaches (con-
straint programming versus heuristic algorithm) is then evaluated by the stan-
dard statistical methods. As a result, we can conclude that CP approach is
performing better for the instances with more constrained resources. On the
contrary, the IRSA algorithm is better if the number of alternative process plans
increases. The same methodology is used also for the comparison of the two
population based algorithms in Chapter 5.
6.3 Concluding Remarks
As stated in the previous section, all the goals and objectives set for the thesis were
successfully achieved. The proposed model and solution approaches for three differ-
ent problems with alternative process plans extends the scheduling theory by the new
type of scheduling problems with a high flexibility. Based on the number of citations
referencing our first published paper within a short period, it is apparent that the re-
search in the area of alternative process plans will be dynamic in the future. There
are many challenging issues - developing new algorithms, considering additional con-
straints, generation of new public instances etc.
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This thesis is focused on the scheduling problems with 
alterna�ve process plans. Its goals were set as follows:
1. To propose a common representa�on for the scheduling 
problems that include alterna�ve processes.
2. To establish a mathema�cal formula�on using the proposed 
representa�on for each studied problem.
3. To develop an algorithm to solve large instances for each of 
the problems.
4. To compare the proposed solu�on methods with the similar 
works from the literature.
5. To propose the methodology for evalua�on and comparison 
of diﬀerent solu�on approaches.
