The paper addresses the discrete-time linear process identification problem assuming noisy input and output records available for the parameter estimation. The efficient algorithms are derived for the simultaneous estimation of the process and noise parameters. Implementation techniques based on matrix and polynomial decompositions are given in details resulting in estimation algorithms with reduced computation demand. The presented algorithms deliver the parameter estimation in an iterative way as a result of a generalized eigenvalue-eigenvector or a generalized singular value decomposition.
INTRODUCTION
Various approaches of system identification with noisy inputoutput records have been with us for decades. It is enough to refer to the works of Koopmans, Frisch, Levin or Aoki. This classical field has been discussed with new techniques by a number of authors recently. Excellent reviews can be found in a survey paper (Söderström, 2007) or in regular papers (Diversi et al., 2007) , as well. In addition, the structural total least squares technique (Markovsky et al., 2005) , the PCA approach (Wang and Qin, 2002) , as well as several topics elaborated on the 14 th IFAC Symposium on System Identification (Markovsky, et al. 2006) , (Ekman, et al. 2006) should be mentioned as recent results. The particular aim of this paper is to present an efficient simultaneous estimation procedure for the process and noise parameters in EIV environment. The new algorithm results in the estimation via iterative generalized eigenvalue-eigenvector (EVD) or generalized singular value decomposition (SVD). Unlike the widely used gradient techniques, the EVD/SVD techniques deliver several local minima while minimizing the loss function associated with the performance of the parameter estimation.
The paper is organized as follows. Section 2 formulates the identification problem in EIV environment. In Section 3 the maximum likelihood estimation is discussed as a minimization problem of an appropriate loss function. Section 4 is devoted to discuss efficient realizations for the parameter estimation. Three options are presented: the method using matrix decompositions reduces the computation demand without reducing the performance of the parameter estimation, while the method using polynomial decompositions introduces some approximations via the autoregressive filtering. The third method is using an approximation related to the gradient of the loss function. Section 5 presents an important extension of the EIV model identification, namely a method is derived to identify not only the process parameters, but the noise coefficients, too. In Section 6 a simulation example is given to illustrate the behavior of the extended algorithm.
PROBLEM FORMULATION
In the paper single-input single-output (SISO) linear timeinvariant discrete time systems will be studied. Describe the noise-free process by
where
is the backward shift operator, further on (1) can be transformed to an implicit form of 0 
is the complete observation vector and 
provided that the 0 b coefficient is set to 0 0 b = . Note that 0 b has just been introduced to ensure a symmetrical structure in the observation vector. Later on a and b with reversed sequencing as 
will also be applied.
To complete the EIV model, according to Fig. 1 , additive noise components will be taken into account and N pair of noisy observations will be assumed to be available to estimate the unknown i a and i b coefficients: Regarding the identification problem just outlined, the final goal is to derive a parameter estimation algorithm assuming that both the var( ) / var( ) 
will be used in the sequel, where 0 0 cos To prepare the mathematical treatment of the identification problem a few notations need to be introduced at this point:
, : zero matrix
: ...
Though only SISO systems are considered in the paper, all the results shown in the following sections can be generalized for multiple-input multiple-output (MIMO) systems.
MAXIMUM LIKELIHOOD ESTIMATION
The N pair of the input/output samples available for the parameter estimation will be arranged in several structures in the sequel. Starting the discussion with the maximum likelihood (ML) parameter estimation assume that the var( ) / var( ) k k u y noise ratio is known and in order to derive a compact form let us put all the noisy and noise-free observations into long observation vectors, respectively: 
[ , ]
matrix containing the model parameters such that vector equation
(23) involves the scalar equations 0
Both a G and b G turn out to be matrices of Toeplitz type:
and
respectively. As far as the likelihood function is concerned, if the noise components are of Gaussian distribution then the conditional distribution of the measurements is
Here ⊗ denotes Kronecker product. Taking the constraint by T o = G x 0 into account finding the maximum of the likelihood function is equivalent to minimize the following loss function by θ :
Note that the above expression of the loss function can be rearranged as
where the notation of (31) has been used for the data matrix.
To find the minimum of the loss function by Eq. (29) consider its derivative with respect to the i-th entry of the
where i δ G is a shorthand notation for
To proceed the necessary condition
will be investigated. Having as many equations as parameters to be determined, in principle there might be a way to solve the above set of equations.
Once the process parameters have been estimated the noise gain µ can be calculated as follows:
Note that the above relation delivers a consistent unbiased estimation for μ , where p n denotes the number of the estimated process parameters.
However, only iterative solutions can be looked for to solve Eq.(34), because G depends on θ . MATLAB, for example, offers tools to solve a set of nonlinear equations, however, in practice these tools work effectively only if favorable initial conditions are set. In this paper EVD or SVD algorithms will be considered rather than classical gradient algorithms. Namely unlike traditional local minimization algorithms (e.g. the Levenberg-Marquardt method), the EVDS/SVD algorithms can find several local minima.
Elaborating on Eq. (34) leads to
where the matrices * D and * C have the following entries:
While calculating the * , i j C elements, considerable reduction in the related computation demand can be achieved if
substituted with its expected value (this can be a rather good approximation for large N):
where ,
Accepting the proposed approximation Eq. (36) takes the following form:
Consequently, Eq.(40) can be solved as an iterative EVD problem:
According to Eq. (41) Analyzing the size of the matrices involved in the solution discussed above, one can conclude that the above proposed solution can hardly be applied for practical identification problems feeding the algorithms with a number of records. The next Section is devoted to derive parameter estimation algorithms avoiding the direct inversion of the matrix T G CG .
EFFICIENT REALIZATIONS
Summing up the main result derived in the previous Section a maximum likelihood estimation algorithm has been elaborated for process parameter identification in an EIV environment. ) flops (floating point operations) in each iteration step, where N characterizes the size of the matrices involved in the calculations related to the estimation algorithm. Consequently, the complexity of the identification algorithm can be reduced by reducing the base in N 3 or by reducing the exponent in N 3 . The first option is known as the generalization of the Koopmans-Levin method and it reduces the size of the matrices involved in the calculations (Vajk, 2005) . The second option exhibits an efficient calculation of the gradient / i J θ ∂ ∂ . This alternative will be discussed in details in the rest of this Section.
One way to reduce the calculation effort is to utilize the special banded structure for the T G CG matrix. In the light of this concept three alternative solutions will be shown below. All of three algorithms significantly reduce the required calculations, namely the evaluation of 
Reduction of the calculation effort via matrix decomposition
The key idea behind the reduction is the utilization of the special banded structure of the 
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In the sequel the case of the Cholesky decomposition will be considered and the goal of the procedures is to derive the matrices * D and * C to activate the SVD decomposition. This matrix decomposition algorithm will be presented in details. As the fundamental point of the algorithm, first the steps of the 2. Find U from T = = Γ G CG LU using the compact storage form. Note that applying the Cholesky decomposition L can automatically be generated once U has been determined. denotes the operation performing the procedure discussed above. Note that assuming sufficient excitation the R matrix is a quadratic matrix.
As the next phase, to find * C proceed with the algorithm as follows:
1. Determine the error vector:
2. Using the compact form of the Cholesky decomposition calculate 
All the steps of the algorithm shown above need operations in a number whose maximum is proportional to N. Consequently, each step of the minimization procedure based on the above algorithm needs O(N) flops.
Reduction of calculation effort via polynomial decomposition
The number of the operations within an iteration step can further be decreased applying polynomial decomposition instead of the matrix decomposition. To do so, instead of performing an LU decomposition consider the following decomposition of the Γ matrix:
2 2 sin cos
where the structure of c G is similar to that of a G or b G .
Equivalently, the underlying polynomial decomposition can be written as 
where the polynomial ( ) C z contains all the roots of 
2. Using the filtered input-output records construct the following block Hankel matrices: 
As far as the calculation of * C is concerned, steps from 1 to 5 shown for the matrix decomposition algorithm can be used, except
Step 2:
Instead of using the compact form of the Cholesky decomposition calculate
following sequence of filters:
where the first filter is a simple autoregressive filter, which is followed by a reverse filtering. Each of the above filters requires operations whose number is proportional to N .
Reduction of calculation effort using expected value
The calculation effort can further be reduced by applying Eq. ( 
is looked for where k n represents the additive noise component connected to o k
x . The steps of the calculation are as follows:
1. Applying a polynomial decomposition and a series expansion construct 
The above equations show that the number of the operations required by the calculation of o C is independent of the number of the samples driving the parameter estimation algorithm.
Using an iterative EVD/SVD algorithm based on the matrices derived along the above steps both θ and µ can efficiently be estimated. In practice a few (say 3-10) iteration steps lead to rather accurate results. Note that the above calculations can be used not only to support an EVD-SVD type estimation, but they can contribute to efficiently run gradient type search or Levenberg-Marquardt algorithms, as well.
Up to this point it has been assumed that the var( ) / var( ) k k u y noise ratio is available for the parameter estimation algorithm. With this assumption the iterative ML algorithms discussed so far result in unbiased and efficient estimation both for θ and µ . In the next Section the scope of the study will be extended to estimate var( ) / var( ) k k u y noise ratio, as well.
ESTIMATION OF THE NOISE RATIO
Unlike in the previous sections, herewith below it will be assumed that the var( ) / var( ) k k u y noise ratio is not available for the parameter estimation algorithm. In fact, a number of methods have already been presented on the simultaneous estimation of the process and noise parameters. In this Section a procedure will be derived to estimate the variances of the noise components. Specifically, this procedure is based on matching of the covariance matrices and it can be considered as a generalization of the algorithms presented in (Diversi et al., 2003 
Using the covariance matrix of the actual noise components the expected value can be expressed as
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In the above notation the index s relates to the size of the Hankel matrices applied. Recalling the law of large numbers the expected value in Eq.(69) can be approximated by the algebraic average:
While an estimation procedure for the noise coefficients will be derived in the sequel, the left side (calculated covariance) and the right side (covariance reflecting the assumption made on µ and φ) of Eq.(71) will be forced to be as close to each other as possible. This condition will be called covariance matching. Moreover, both sides will be calculated using the latest available estimations. To characterize the modeling error define the error matrix by
and achieve covariance matching via minimizing some norm of P . One option is to minimize can be the Frobenius norm of P. This is the norm which will be used in the rest of the derivation.
Once selecting a particular φ value and having an estimation 
Let the noise-free process input be an ARMA(1,1) process: 
where { } The Frobenius norm by Eq. (72) is shown in Fig. 2 as a function of the a priori assumed φ values. The minimum in this case gives estimation fairly close to 45°. Further simulation examples verified the effectiveness of the proposed algorithms. In all cases the estimations for the noise coefficients were found acceptable. Fig.2 . The covariance matching performance with respect to the assumed angle for φ=45˚ and s=15
