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Abstract
In this paper, we present an on-line algorithm for adding words (strings) in deterministic
directed acyclic word graphs (DAWGs) i.e. acyclic deterministic 5nite-state automata (DFAs).
The proposed algorithm performs optimal insertion, meaning that if applied to a minimal DAWG,
the DAWG after the insertion will also be minimal. The time required to add a new word is O(n)
with respect to the size of the DAWG. Repetitive application of the proposed insertion algorithm
can be used to construct minimal deterministic DAWGs incrementally, although the algorithm
is not time-e8cient for building minimal DAWGs from a set of words: to build a DAWG of n
words this way, O(n2) time is required. However, the algorithm is quite useful in cases where
existing minimal DAWGs have to be updated rapidly (e.g. speller dictionaries), since each word
insertion traverses only a limited portion of the graph and no additional minimization operation
is required. This makes the process very e8cient to be used on-line. This paper provides a proof
of correctness for the algorithm, a calculation of its time-complexity and experimental results.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The directed acyclic word graph (DAWG) is a very e8cient data structure for lex-
icon representation [2,18] and fast string matching [1,5,9], with a great variety of
applications ranging from Speech Processing [13] to DNA analysis [9].
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Fig. 1. Example of a deterministic DAWG.
An example of DAWG 1 is shown in Fig. 1. It consists of nodes (states) and links
(transitions) between nodes. Each link has a label. The words are stored as directed
paths on the graph. They can be retrieved by traversing the graph from an initial node
(source) to a terminal node (sink), collecting the labels of the links encountered. In
this way, traversing the DAWG of Fig. 1 from the source (⊗) to the sink () we
retrieve the words dance, darts, start and smart. DAWGs constitute very compact
representations of lexicons: common word pre5xes and su8xes are represented by the
same links. The DAWG representation facilitates content-addressable pattern matching
(i.e. approximate and incomplete search).
The DAWG of Fig. 1 is called deterministic because no links exist that have the
same labels and leave the same node. This property results in a very e8cient search
function (linear to the length of the word), since the number of links leaving any node
of a deterministic DAWG is bound to the size of the alphabet.
There are many possible deterministic DAWGs expressing the same lexicon. Of
them, the one with the least number of nodes is called the minimal DAWG. Several
algorithms [1,2,12,17] are known for the construction of the minimal DAWG, the
most e8cient being the algorithm by Revuz [18] working in linear time. However, all
minimization algorithms are quite time-consuming because they have to check every
node and link of the graph in order to perform the minimization. For this reason they
are usually used oG-line. The main practical drawback of the minimization approach is
that if a change is made in the DAWG (even a slight one, such as the addition of a new
word) the minimization process has to run again for the whole graph. For applications
like spellers, which need to frequently update their lexicon, this is time-consuming and
cumbersome.
1 Some authors (e.g. [9]) use the term DAWG to denote the su8x automaton of a string (i.e. the graph
containing all substrings of a string). In this paper, we do not have this constraint. We use the de5nition of
Perrin [17] and Aoe [3] considering that a DAWG is an acyclic deterministic automaton and it may contain
any 5nite-number of 5nite-length strings.
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Realizing the practical value of the solution to the above problem we have devised
an on-line algorithm for adding words in a deterministic DAWG [20]. A new word is
inserted by slightly altering the topology of the original DAWG, without performing
a total traversal of it. However, the insertion is optimal, i.e. this process guarantees
that if the original DAWG is minimal, the updated DAWG will also be minimal.
This eliminates the need of minimization after the insertion is completed. The time
complexity for the word insertion is O(n), in respect to the size of the DAWG. We
can also use the algorithm to construct minimal DAWGs incrementally, by successive
insertion of new words to an empty DAWG. This task requires O(n2) time for n
words. If a list of words is given beforehand, there are more time-e8cient algorithms
to produce a minimal DAWG from them (e.g. [18]). But if the words are not all
known beforehand, or if an initial DAWG is already available, or if the size of the
intermediate structure is crucial (i.e. if we do not want to create a huge trie that will
be later minimized to a DAWG), then the proposed algorithm can be very useful. In
fact, the strong point of the algorithm is its usefulness in cases where existing minimal
DAWGs have to be updated rapidly (like in speller dictionaries). Since each word
insertion traverses only a limited portion of the graph and no additional minimization
operation is used, this makes the process very e8cient to be used on-line (faster than
using minimization algorithms that have to access every node in the graph).
We 5rst published this algorithm in [20] as a heuristic process, together with an anal-
ogous algorithm for non-deterministic DAWGs. In this paper, we provide a theoretical
analysis of the algorithm, we provide some interesting lemmas concerning its function,
we prove its optimality (i.e. that it actually produces minimal deterministic DAWGs),
we calculate its time complexity and present experimental results for 230,000 words.
Several variations of the presented algorithm have been developed independently by
diGerent researchers. The 5rst one by Aoe et al. [3], although it does not mention the
minimality of the resulted DAWGs, it also shows the process to delete words from
an existing DAWG. Later, Park et al. [16] proved that the aforementioned algorithm
produces minimal DAWGs. The same research team has also presented a method [4]
for compacting tries in a structure that, unlike a DAWG, is able to associate speci5c
information to each word. More recent implementations of incremental algorithms have
been reported by Mihov [14,15] for sorted input lexicons, Daciuk et al. [10,11] both
for sorted and unsorted lexicons, Ciura and Deorowicz [7,8] and Revuz [19]. 2
In Section 2 of this paper some basic de5nitions are given that will be used through-
out the paper. We have tried to de5ne appropriate concepts that simplify the proofs of
the lemmas. The presentation of the algorithm follows in Section 3, where a step-by-
step example is presented. In Section 4, a theoretical analysis is provided together with
a set of interesting lemmas, resulting to a proof that the algorithm produces minimal
DAWGs. The time complexity is calculated in Section 5, while implementation issues
and experimental results are presented in Section 6. The paper conclusions follow in
Section 7.
2 See http://odur.let.rug.nl/alfa/fsa stuG/ for more information on incremental algorithms for building
automata.
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2. Denitions
Let Q be a set of nodes (vertices) and  be a set of symbols (alphabet). A labeled
directed link is then de5ned as a triple (n1; n2; s) from node n1 to n2 with label s,
where n1; n2 ∈Q and s∈.
Let L⊆Q×Q× be a set of labeled directed links. Then an ordered series [(n0; n1;
s1); (n1; n2; s2); (n2; n3; s3); : : : ; (nk−2; nk−1; sk−1); (nk−1; nk ; sk)] of successive links of L
is called a succession from node n0 to node nk and is denoted by succ(n0; nk). We say
that node nk is a successor of node n0 and that node n0 is a predecessor of node nk .
In the special case where |succ(n0; nk)|=1, node nk is an immediate successor of n0
and node n0 is an immediate predecessor of nk .
There may be more than one successions between two nodes. We de5ne as SUCC
(n0; nk) the set of all successions from n0 to nk .
For a succession G=succ(n0; nk)= [(n0; n1; s1); (n1; n2; s2); (n2; n3; s3); : : : ; (nk−2; nk−1;
sk−1); (nk−1; nk ; sk)], we de5ne as label(G) the ordered series [s1; s2; : : : ; sk−1; sk ] of
symbols as derived by the labels of the links in G.
For a set of successions H=SUCC(n0; sk), we de5ne as LABEL(H) the set of all
label(G), ∀G ∈H .
Based on the above, a Directed Word Graph is de5ned as the quintuple (Q; L; ;
source; sink), where source; sink ∈Q and ∀n∈Q-{source}, SUCC(source; n) 
= ∅ and
∀n∈Q-{sink}, SUCC(n; sink) 
= ∅. In other words, source is a predecessor of every
other node in Q and sink is a successor of every other node in Q.
The graph is acyclic (i.e. DAWG) iG ∀n∈Q; SUCC(n; n)= ∅.
The set of strings or words contained in a DAWG is 5nite and equals to
LABEL(SUCC(source,sink)). All words in a DAWG have 5nite-length.
If two nodes n1; n2 ∈Q (with n1 
= n2) satisfy the property LABEL(SUCC(n1; sink))
=LABEL(SUCC(n2; sink)), then we say that n1 and n2 are equivalent and we note
n1≡ n2. Two nodes that are not equivalent are called distinct. A single node is called
distinct if it is not equivalent with any other node in Q. A DAWG that contains no
equivalent nodes is called minimal (i.e. it has the least nodes possible).
For each node n∈Q, we consider the links entering n and the links leaving n and
we de5ne two sets: the fan-in set of n; FIN(n)= {(n′; s): (n′; n; s)∈L} and the fan-
out set of n; FOUT(n)= {(n′; s): (n; n′; s)∈L}. Although the links contained in these
two sets are not full links (node n is missing from the triples) they are considered as
links, since node n is always known and they can be restored into triples at any time.
However, the above representation facilitates the comparison of fan-in and fan-out sets
of diGerent nodes.
A DAWG is deterministic iG ∀n∈Q; ∀s∈ |{n′: (n′; s)∈FOUT(n)}|61. Thus, in
deterministic DAWGs ∀n∈Q; |FOUT(n)|6||.
A node n∈Q with |FIN(n)|¿1 is called a receiver.
If two nodes n1; n2 ∈Q (with n1 
= n2) satisfy the property FOUT(n1)=FOUT(n2), then
we say that n1 and n2 are similar and we note n1≈ n2. In other words, two nodes are
similar if the output links of the one match the output links of the other in labels
and destinations. Similar nodes are always equivalent, but equivalent nodes are not
necessarily similar (see Lemma 1, below).
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Fig. 2. Use of null links.
In a deterministic DAWG with one initial (source) and one terminal (sink) node as
de5ned above, all links entering the sink must be null, i.e. must have null labels. Fig. 2
displays the reason. In Fig. 2a, a deterministic DAWG is shown, containing only the
word dart. Figs. 2b–e display several attempts to add the word darts in the DAWG.
The graph of Fig. 2b is not acyclic. The graph of Fig. 2c is not single-sink. The graph
of Fig. 2d is not deterministic. Only the DAWG of Fig. 2e, which uses null links, is
valid. We denote the null link label by the symbol #, which although we consider it
to be a member of , it can only appear at the end of a word. Thus, we can regard a
null link as a stop link and # as an end-of-word indicator.
We have used the above de5nition of a DAWG because it best suits the implemen-
tation presented in this paper. However, another popular way to de5ne a DAWG is to
regard it as a special case of 5nite-state automaton (FSA) [12,17,18], i.e. a quintuple
(Q;; F; T; q0), where Q is a set of states,  is a 5nite alphabet, q0 is the initial state,
T is the set of terminal states (T ⊆Q) and F is a function Q×→Q de5ning the
transitions between the states. Despite their apparent diGerences, the two de5nitions are
equivalent. We have used the set L of labeled directed links to express the function F
because in our algorithm we need to explicitly identify and store individual transitions.
The use of only one sink instead of the set T of terminal states facilitates the detection
of similar nodes. However, we can always transform a DAWG with multiple terminal
states to a single-sink DAWG by adding a sink node and creating links from every
terminal state to the sink. Similarly, we can always transform a single-sink DAWG to
a multi-terminal one, by marking as terminal every node that has a null link leaving
from it. In this paper, we assume single-source single-sink deterministic DAWGs.
Let D=(Q; L; ; source; sink) be a deterministic DAWG as de5ned above. We present
the following Lemmas:
Lemma 1. Two equivalent nodes of D are either similar or their immediate successors
are also equivalent.
Proof. Let p; q∈Q with p≡ q. Consider two links (p;p′; s) and (q; q′; s) such that
p′ 
= q′. If for no s∈ two such links exist, that implies FOUT(p)=FOUT(q) and p≈ q.
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Otherwise, if the links exist, consider the nodes p′ and q′. Suppose that they are
not equivalent. Then LABEL(SUCC(p′; sink)) 
=LABEL(SUCC(q′; sink)). But this im-
plies that LABEL([(p;p′; s)]∪SUCC(p′; sink)) 
=LABEL([(q; q′; s)]∪SUCC(q′; sink))
and since D is deterministic, then LABEL(SUCC(p; sink)) 
=LABEL(SUCC(q; sink)),
which contradicts to p≡ q. Therefore p′≡ q′.
Lemma 2. D is not minimal i5 similar nodes exist in Q.
Proof. First we show that if p; q∈Q and p≈ q, then D is not minimal: Similar nodes
are always equivalent. Therefore p≡ q and D is not minimal. Next, we show that if
D is not minimal then Q contains similar nodes: If D is not minimal then we can 5nd
p; q∈Q with p≡ q. By Lemma 1, it is either p≈ q, or their immediate successors
p′ and q′ are equivalent. Supposing the latter, we can apply Lemma 1 to p′ and q′.
Since there is only one sink and |succ(p; sink)| is 5nite, we eventually arrive in two
equivalent nodes, which are also similar.
Lemma 2 constitutes a criterion for checking whether a deterministic DAWG is
minimal or not. We call it the Minimality Criterion. Checking a DAWG using the
Minimality Criterion is more e8cient than searching for equivalent nodes, since given
two nodes, it is much faster to decide if they are similar than it is to check their
equivalence.
3. Presentation of the algorithm
The proposed algorithm adds a new word to an existing deterministic DAWG. Fig. 3
displays an example of word insertion. The original DAWG of Fig. 3a contains the
words pair, part, dart and start. We wish to add the word stair. The insertion is
performed in three stages:
Stage 1: Starting from the source (Fig. 3b), we follow existing links to form the
maximum possible pre5x of the new word. These links are marked. In Fig. 3 they
are shown dashed. Each time a marked link j reaches a receiver node n (the gray
nodes in Figs. 3b,c), a new node n′ similar to n is created and j is redirected to
n′: FIN(n)=FIN(n) − {j}; FIN(n′)= {j}. Nodes n and n′ are shown as marked pairs
in Figs. 3c,d. Stage 1 stops when no further traversal is possible (in Fig. 3d the pre5x
sta- of the word stair has been formed and no link with label i continues).
Stage 2: Starting from the node at which Stage 1 has stopped, we create new links
and nodes for the remaining su8x of the word (see Fig. 3e). All new links are also
marked. The last link is connected to the sink.
Stage 3: We consider the last marked link (n′; p; c) of Stage 2 and we search in
FIN(p) for a node n similar to n′ (see Fig. 3e). Node n′ is deleted (and so all its
outgoing links) after redirecting its incoming link to n: FIN(n)=FIN(n)∪FIN(n′) (the
gray node in Fig. 3f). The process is repeated, considering the new last-marked link
(Fig. 3f) with a new pair of similar nodes, until no similar nodes can be found this
way (see Figs. 3g–i).
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Fig. 3. The word “stair” is inserted to a minimal deterministic DAWG (acyclic DFA).
The updated DAWG (Fig. 3j) contains all the words of the original DAWG, plus
the new word. Note that the algorithm does not traverse every node and link of the
original DAWG in order to add the new word. Despite that, the insertion is optimal,
meaning that if the original DAWG is minimal, the updated one will also be minimal.
A proof of this is given in the next section.
The algorithm is shown in Table 1.
4. Algorithm analysis
For the analysis of this section, consider again the example of Fig. 3. The original
DAWG of Fig. 3a is minimal.
The algorithm creates new nodes and links in the 5rst two stages and it deletes
nodes and links in Stage 3. However, note that none of the algorithm stages alters the
FOUT set of any existing node.
At Stage 1, every time a receiver n is encountered, a new node n′ is created, sim-
ilar to n. It is obvious that every immediate successor of n′ will also be a receiver:
since FOUT(n)=FOUT(n′), every immediate successor of n′ will have both n and n′ as
immediate predecessors. Therefore, when the 5rst receiver is encountered, a sequence
of node creations starts, which stops only at the end of Stage 1 (see Fig. 3d).
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Table 1
The optimal insertion algorithm
// STAGE 1: Follow existing links
1 n0 ← source; i← 0; // array w[] contains the new word
2 do {
3 if (n;w[i])∈ FOUT(n0) then { // only one such link may exist
4 j← (n0;w[i]);
5 if |FIN(n)|¿1 then { // n is a receiver
6 create new node n′;
7 FOUT(n′)← FOUT(n); // n′≈ n
8 FIN(n)← FIN(n)− { j}; // redirect j
9 FIN(n′)← { j};
10 n ← n′;
}
11 n0 ← n; i ++;
12 } else break do;
}
// STAGE 2: Attach remaining su8x
13 while (i¡M) { // M= |w[]|
14 create new node n;
15 create new link (n0; n;w[i]);
16 n0 ← n;
}
17 create new link (n0; sink;′ #′); j← (n0;′ #′);
// STAGE 3: Search for similar nodes
18 p← sink;
19 (n′; c)← j; // the last-marked link
20 while exists another (n; c)∈ FIN(p) with n 
=n′{ // search only links in FIN(p)
21 if FOUT(n)=FOUT(n′) then { // similarity check
22 { j} ← FIN(n′); // |FIN(n′)|=1
23 FIN(n)← FIN(n)∪{ j}; // redirect j
24 delete n′;FIN(n′);FOUT(n′);
25 p← n; go to 19; // j is the next last-marked link
}
}
Then, at Stage 2, a series of new links and nodes is created from the node at which
Stage 1 has stopped, to the sink (Fig. 3e). The DAWG at the end of Stage 2 (Fig. 2e)
is deterministic and contains all the words of the original DAWG plus the new word,
but it is not minimal.
The minimization is performed in Stage 3, based on the Minimality Criterion: Since
a non-minimal DAWG always contains similar nodes (Lemma 2), Stage 3 5nds similar
nodes and merges them, until no more similar nodes can be found in the DAWG. Then
by the Minimality Criterion the DAWG will be minimal. Stage 3 can be considered
as the counterpart of Stage 1. New nodes created at the previous two stages are now
eliminated if they are found to be similar to other nodes of the DAWG. Note that
the algorithm does not search the whole DAWG to 5nd similar nodes. For every link
(n′; p; c) in the path of the newly inserted word, starting from the last and continuing
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upwards, it considers only the nodes n such that (n; c)∈FIN(p) and n 
= n′, and it
checks only them for similarity with n′.
Now consider the dashed (marked) links of Fig. 3e. The algorithm keeps track of
them. They form a succession that corresponds to the new word. Let Z be the set of
nodes contained in that succession, excluding source and sink. Then Z contains all the
new nodes created by the process. Z also contains any non-receiver nodes encountered
in Stage 1 before the 5rst receiver. If any node n′ in Z is found similar to some
other node, node n′ is deleted from Z . Note that the process causes only new nodes
(nodes from set Z) to be deleted during Stage 3. After a node is deleted, its redirected
input link (see step 23 in Table 1) becomes the last-marked link for the next iteration
(step 19).
The following Lemmas prove the correctness and the e8ciency of the proposed
insertion algorithm. Lemmas 3 and 4 address properties of set Z . Lemmas 5 and 6
ensure that for every pair of equivalent nodes in Q, one member of the pair will
always be in Z . Lemma 7 ensures that the process of Stage 3 can be stopped safely
without checking any more nodes, if a node in Z is encountered that fails the similarity
check. Finally, Lemma 8 proves the optimality of the algorithm.
Lemma 3. For every n∈Z; |FIN(n)|=1.
Proof. Set Z contains two kinds of nodes: non-receivers and new nodes. Consider
a node n∈Z . If n is non-receiver, then |FIN(n)|=1. If n is a new node created in
Stage 1, then |FIN(n)|=1 because only one link is redirected to each new node at that
stage. If n is a new node created in Stage 2, then again |FIN(n)|=1 since a single
succession of links is created during that stage.
Lemma 4. There are no equivalent nodes in Z .
Proof. Let p; q∈Z . Since they belong in the same succession, one must be successor
of the other. Let q be the successor and p the predecessor. Then, since D is acyclic,
∃s∈LABEL(SUCC(p; sink)) such that s =∈LABEL(SUCC(q; sink)), and p cannot be
equivalent to q.
Lemma 5. There are no equivalent nodes in the set Q − Z .
Proof. Suppose there are two equivalent nodes in Q − Z . Then, by Lemma 1 we can
5nd two similar nodes p; q∈Q−Z . Let p′ and q′ be the nodes in the original (minimal)
DAWG that correspond to p and q. Since none of the algorithm stages alters the FOUT
set of any node, it would be FOUT(p′)=FOUT(p) and FOUT(q′)=FOUT(q). Therefore
FOUT(p′)=FOUT(q′) and p′≈ q′ which (by Lemma 2) contradicts our assumption for
a minimal original DAWG.
Lemma 6. Every node in Z has at most one equivalent node.
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Proof. Let n∈Z; p; q∈Q such that n≡p and n≡ q. By Lemma 4, neither p nor q
can belong to Z , since n∈Z . Thus they must both belong to Q − Z . But since n≡p
and n≡ q imply p≡ q, this contradicts Lemma 5.
Lemma 7. If a node n∈Z is distinct, then every predecessor of n is also distinct.
Proof. By Lemma 3 all predecessors of n belong to Z . Let m∈Z be the immediate
predecessor of n. If exists m′∈Q equivalent to m, then since n is distinct Lemma 1
implies that m≈m′. Therefore n is an immediate successor of both m and m′, which
contradicts Lemma 3. Thus, node m must be distinct. Extending the syllogism to the
distinct node m, we derive that every predecessor of n is also distinct.
Lemma 8. If we use the described algorithm to add a new word to a minimal DAWG,
then the updated DAWG is also minimal.
Proof. Suppose that after the end of Stage 3 the updated DAWG is not minimal. Then
there should be two equivalent nodes in Q. Let us examine in what sets these two
nodes can belong to: By Lemma 4 they cannot both belong to Z . By Lemma 5 they
cannot both belong to Q−Z . Therefore, one must belong to Z and the other to Q−Z .
But since Stage 3 has been completed, the last node examined in Z was found distinct
and by Lemma 7 all nodes in Z are distinct. Therefore it is not possible to 5nd two
equivalent nodes in Q. Thus the DAWG is minimal.
5. Complexity calculation
For the time-complexity calculation of the algorithm, consider the listing in Table 1.
We de5ne M= |w[ ]|, the length of the word, S = ||, the size of the alphabet and
= |SUCC(source; sink)| the number of words in the DAWG. We shall also need the
following Lemma:
Lemma 9. For any node n of a deterministic DAWG, |FIN(n)|6.
Proof. Let n∈Q be a node with |FIN(n)|=K¿. Then |SUCC(source; n)|¿K and
|SUCC(source; sink)|¿K¿, which contradicts to the de5nition of .
In our implementation we have used linked lists to represent the FIN and FOUT sets
for every node of the DAWG, as detailed in Section 6. In the following we give the
time complexity calculated for the implementation with linked lists and between angle
brackets 〈 〉 we give an analogous calculation for a hypothetical ideal data structure
that has optimal access time in all operations [23].
Stage 1: The search of step 3 (see Table 1) of the algorithm is an O(S) 〈O(log S)〉
operation. The check of step 5 is performed in constant time. If true, line 6 creates a
second node (constant time), line 7 copies the FOUT of the initial node to the new one
(an O(S) operation), line 8 deletes the input link from the FIN of the original node
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(an O() 〈constant〉 operation) and line 9 inserts it as the single input link to the
second node (constant time). Since the steps 2–12 of the algorithm are executed at
most M times, we have a total of O(M (+ 2S)) 〈O(M (S + log S)〉 time for Stage 1.
Stage 2: Stage 2 is straightforward. It needs O(S) 〈O (log S)〉 time for the 5rst link,
O() 〈O(log)〉 for the last link in step 17 and O(M) time for the rest ones in steps
13–16. The combined time for Stage 2 is O(S + +M) 〈O(log S + log+M)〉.
Stage 3: The check in step 21 can be done in O(S) time. If the nodes are found to
be similar, steps 22–25 are executed. Since |FIN(n′)|=1 (Lemma 3), step 23 requires
O() 〈O(log)〉 time. The while-loop (steps 20–25) is repeated at most  times, but
since a successful similarity check (at step 21) exits the loop at step 25, the loop 20–25
requires O(S + ) 〈O(S + log)〉 time. The outer loop 19–25 is repeated at most
M times. Thus, the overall time requirement for Stage 3 is O(M(S+1)) 〈O(M (S+
log))〉.
Combining the time complexities of the three stages we derive: O(M ( + 2S)) +
O(S ++M) +O(M(S +1))=O() for the implemented version of the algorithm,
and 〈O(M (S+log S))〉+ 〈O(log S+log+M)〉+ 〈O(M (S+log))〉= 〈O()〉 also
for the ideal implementation.
Considering that the number of nodes and the number of links in a DAWG is linear
to the number of words that the DAWG contains [6,9], we deduce that the proposed
algorithm requires linear time (O()) in respect to the size of the DAWG to insert a
new word. Building from scratch a DAWG using successive insertions of O() time
each, is an O(2) operation. These calculations are veri5ed by the experimental results
of the next section (see Fig. 6).
6. Implementation and experimental verication
The presented algorithm has been implemented in C++. The DAWG has been
represented using two arrays, one for the nodes and one for the links, as shown in
Figs. 4 and 5, respectively. Nodes and links were numbered. Each node was assigned
a node-ID and each link was assigned a link-ID. Fig. 4 shows a node together with
its two associated sets of links: the fan-in set (the set of input links) and the fan-out
set (the set of output links). We kept these sets in two diGerent linked lists for every
node. The fan-in list was sorted primarily by label and secondarily by the node-ID of
the departure node. The fan-out list was sorted primarily by label and secondarily by
the node-ID of the destination node.
The array of nodes (Fig. 4) mapped each node-ID to a pair of link-IDs. The 5rst
member of the pair was the link-ID of the 5rst fan-out link (P[0] in Fig. 4) for the
corresponding node. Similarly, the second member of the pair was the link-ID of the
5rst fan-in link (P[1]) for the node. Thus, given a node-ID we had immediate access
to its 5rst input and its 5rst output links.
The elements of the link array (Fig. 5) were more complex: Every link connected
two nodes (the departure node and the destination node) and it participated in two
linked lists: the fan-out list of the departure node and the fan-in list of the destination
node. Thus, for any given link-ID the array provided the node-ID of its departure node
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Fig. 4. Representation of the node structure.
Fig. 5. Representation of the link structure.
(n[0] in Fig. 5), the node-ID of its destination node (n[1]), the link-ID of the next
fan-out link (nQ[0]), the link-ID of the next fan-in link (nQ[1]) and the label of the
link (lab). With this representation all the fan-in and fan-out lists could be easily traced
through the link array.
The algorithm has been tested for correctness and minimization e8ciency using a
lexicon of 230,000 Greek words in random order. The average word length in the
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Fig. 6. Measurement of DAWG size and incremental construction time for 320,000 Greek words.
lexicon was 9.5 characters; the size of the alphabet was 36. Measurements for DAWG
size and incremental construction time were performed. The experiment was performed
on a Pentium-200MHz PC. The results are shown in Fig. 6: Figs. 6a, 6b, and 6c display,
respectively, the number of nodes, the number of links and the time (in seconds)
required to build the corresponding minimal DAWG, in respect to the size of the
lexicon (number of words). The same results are also shown in logarithmic scales in
Figs. 6d–f. The slope of the time line in Fig. 6f indicates an O(n2) time complexity,
a result in agreement with the complexity calculation of Section 5. The slopes of the
node (Fig. 6d) and link (Fig. 6e) lines indicate an O(n) DAWG size, which also agrees
with theory [6,9].
7. Conclusion
We have presented an insertion algorithm for adding words (strings) in deterministic
DAWGs and provided some interesting lemmas resulting to a proof for its optimal
behavior, i.e. if this algorithm is applied to a minimal deterministic DAWG it will
not damage its minimality. This optimal insertion algorithm provides an e8cient and
elegant way to update minimal deterministic DAWGs without the need to perform a
minimization operation afterwards. However, the proposed algorithm does not require a
minimal original DAWG in order to work properly. It can add words to non-minimal
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deterministic DAWGs as well, but the updated DAWGs are not guaranteed to be
minimal.
The optimal insertion algorithm does not traverse every node in the DAWG but only
a limited number of nodes, in the neighborhood of the path of the inserted word. Thus,
adding a word with the proposed algorithm is faster than adding it in the classic way
(i.e. put the word in the graph and perform a minimization process afterwards), because
every minimization process needs to access every node in the graph. The time required
for the insertion of a new word was shown to be O(n), in respect to the size of the
DAWG. Moreover, if we use the algorithm repeatedly starting from an empty DAWG
we can incrementally build minimal deterministic DAWGs. This process requires O(n2)
time for n words and (although it is not time-e8cient) it could be handy if the size
of the intermediate structure (the one to be minimized) is crucial or if part of the
structure has been already constructed. The behavior of the algorithm has also been
tested experimentally using a lexicon of 230,000 words. The results have veri5ed the
theoretical expectations.
Apart from its theoretic interest, this algorithm has direct practical uses. On-line word
insertion is highly desirable in every application where the data need to be updated
regularly. Thus the proposed algorithm can be used to update the lexicon of a spell-
checker on-line, or it can be used to add records in a DAWG-structured database.
We have already used this algorithm to build morphological lexicons [22] and we are
currently working on its incorporation to an experimental Web-Agent who will be able
to automatically create lexical resources from the Internet [21].
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