Abstract. We introduce a multiple interval Chebyshev-Gauss-Lobatto spectral collocation method for the initial value problems of the nonlinear ordinary differential equations (ODES). This method is easy to implement and possesses the high order accuracy. In addition, it is very stable and suitable for long time calculations. We also obtain the hp-version bound on the numerical error of the multiple interval collocation method under H 1 -norm. Numerical experiments confirm the theoretical expectations.
Introduction
Spectral methods possess high order accuracy, and have become increasingly popular in spatial discretization of partial differential equations (PDEs), see, e.g., [3-6, 8, 10, 21] . For time-dependent PDEs, one usually uses spectral methods to approximate the solutions in space and finite difference approaches to march the solutions in time. This tactic results in an unbalanced scheme: it has infinite accuracy in space and finite accuracy in time.
To overcome this disadvantage, some authors developed spectral methods for timediscretization of time-dependent PDEs, see, e.g., [1, 2, 7, 9, 17, 20, [22] [23] [24] [25] 32, 33] . Moreover, some high order numerical methods for the initial value problems of ODEs are also established. For instance, Wihler [29] presented the continuous hp-Galerkin finite element time-stepping methods for the initial value problems of ODEs, Guo et al. [11-15, 26, 32, 33] designed several Legendre and Laguerre spectral collocation methods for the initial value problems of ODEs, and Yang and Wang [30] proposed a Chebyshev-Gauss spectral collocation method for the initial value problems of ODEs. Besides, Wang et al. [27, 31, 34] developed several Legendre spectral collocation methods for the nonlinear delay differential equations. The interested reader may also refer to Kanyamee and Zhang [18] and the references therein for other related works.
The aim of this paper is to propose a multiple interval Chebyshev-Gauss-Lobatto spectral collocation method for the initial value problems of ODEs:
where f is a given function, and u 0 is the initial data. We approximate the solution by a finite Chebyshev series, and collocate the numerical scheme at Chebyshev-GaussLobatto points. We also propose an efficient algorithm and present the error estimate for the hp-version of the multiple interval collocation method. Numerical results exhibit that the scheme is stable for long-time calculations and possesses high order accuracy. Moreover, it is also particularly attractive for ODEs with highly oscillating solutions, steep gradient solutions and nonsmooth solutions. We highlight the main differences between our strategy and the existing ones as follows:
(i) We collocate the numerical scheme at Chebyshev-Gauss-Lobatto points, and fully analyze and characterize the hp-convergence of the multiple interval scheme under H 1 -norm (the interplay between h and p can significantly enhance the numerical accuracy). The existing work [30] considered the Chebyshev-Gauss spectral collocation method, and only analyzed the numerical error for the single step scheme under the weighted Sobolev space.
(ii) We use the Chebyshev expansions in each sub-step (known to be much stable than the usual Lagrange approach [21] ), which lead to quite neat implementation through manipulating the expansion coefficients of the consecutive steps (see (2.36) below). The nodes and weights of Chebyshev-Gauss-Lobatto quadratures are given explicitly, avoiding the potential loss of accuracy (compared with Legendre and Laguerre quadratures). Particularly, the algorithm can be implemented efficiently by using fast Chebyshev transform. This paper is organized as follows. In the next section, we propose the multiple interval Chebyshev-Gauss-Lobatto spectral collocation scheme, and present some approximation results on the Chebyshev-Gauss-Lobatto interpolation. The convergence analysis for the suggested method is given in Section 3. Numerical experiments are carried out in Section 4, which confirm the theoretical expectations. The final section is for some concluding remarks.
Multiple interval Chebyshev-Gauss-Lobatto collocation method
In this subsection, we propose a multiple interval Chebyshev-Gauss-Lobatto collocation method for (1.1).
Preliminaries
Let I h be a mesh on the interval [0, T ] :
We denote Λ n = [t n−1 , t n ], h n = t n − t n−1 and u n (t) the solution of (1.1) on the n-th element, namely,
From (1.1) we have that for any t ∈ Λ n ,
The above equation can be rewritten as
The standard Chebyshev approximations
Let Λ = [−1, 1] and T j (x) be the standard Chebyshev polynomial of degree j. Denote by ω(
3) where δ j,k is the Kronecker symbol, c 0 = 2 and c j = 1 for j ≥ 1. Thus, for any u(x) ∈ L 2 ω (Λ), we can write
Moreover, we have
Let M n ≥ 1 be an integer, P Mn be the set of polynomials of degree at most M n , and {x n,j , ω n,j } Mn j=0 be the standard Chebyshev-Gauss-Lobatto quadrature nodes and weights with
It is clear that
Next, denote by I Mn : C(Λ) → P Mn the Chebyshev-Gauss-Lobatto interpolant such that
According to the property of the standard Chebyshev-Gauss-Lobatto quadrature, it follows that for any φ ∈ P 2Mn−1 (Λ),
Moreover, a direct computation shows that
In particular, the following equivalence holds (cf. [10] ),
Let H r (Λ) be the usual Sobolev space associated with the semi-norm | · | H r (Λ) and norm · H r (Λ) . Denote by c a generic positive constant independent of M n , h n and any functions. According to Lemma 3.3 of [19] , a slight modification leads to Lemma 2.1. For any u ∈ H r (Λ) with integer 1 ≤ r ≤ M n + 1,
Proof. Thanks to (3.6) of [19] , we have
Next, let I L Mn be the standard Legendre-Gauss-Lobatto interpolant. Due to (2.16) of [16] , we have that for any integer r ≥ 1,
Applying (2.10) to the function u − I L Mn u and using (2.11), we get
Then the desired result follows from the triangle inequality and the approximation result (2.11).
The shifted Chebyshev approximations
. We define the shifted Chebyshev polynomials by
Clearly, T n,0 (t) = 1, T n,1 (t) = (2t − t n−1 − t n )/h n , and
Thus, for any v(t) ∈ L 2 ωn (Λ n ), we can write
According to (2.5),
Further, it follows from (2.6) that for any ψ ∈ P 2Mn−1 (Λ n ),
Next, let (u, v) ωn and v ωn be the inner product and norm of space L 2 ωn (Λ n ) with
ωn .
We also introduce the following discrete inner product and norm in the interval Λ n ,
Thanks to (2.16), for any φψ ∈ P 2Mn−1 (Λ n ) and ϕ ∈ P Mn−1 (Λ n ),
According to (2.8), we deduce readily that for any ϕ(t) ∈ P Mn ,
Furthermore, by (2.7) we get
Let H r (Λ n ) be the usual Sobolev space associated with the semi-norm | · | H r (Λn) and norm
. Then we have
Moreover, π Mn v(t)
and I Mn u(x) belong to P Mn in the variable x. Hence
This with (2.9) leads to
This ends the proof.
Theorem 2.2. For any ϕ(t) ∈ P Mn+1
, we have
Proof. Let
Clearly, by (2.13) and (2.18) we have
Moreover, by (2.13), (2.18), (2.25) and (2.15), we get that
Further, by (2.20), (2.13), (2.18), (2.25) and (2.15), we deduce that .28), and the fact c 0 = 2 and c j = 1, ∀ j ≥ 1, we obtain that
The multiple interval collocation scheme
The multiple interval collocation scheme for solving (1.1) is to seek U Mn (t) ∈ P Mn+1 with t ∈ Λ n such that
The equation (2.30) can be rewritten as follows,
We now describe the numerical implementations. To this end, we set
According to (2.13), (2.16) and (2.20),
33)
Moreover, by (2.32) and (2.14) we get
A combination of (2.31), (2.32) and (2.34) leads to
Hence, by comparing the expansion coefficients of (2.35), we obtain that
This is an implicit scheme. In actual computation, an iterative process can be employed to evaluate the expansion coefficients {U n,j } Mn+1 j=0
. In this paper, we present a simple iterative algorithm (also called successive substitution method). Briefly, we obtain the successive values of {U n,j }
Mn+1 j=0
and U Mn (t n ) in terms of previously computed quantity U Mn (t n−1 ) (cf. (2.30)), as stated in the table below. Step 1. Provide the initial guess of {U Mn (t n,j )} Mn j=0 ;
Step 2. Compute the values of {f (U Mn (t n,j ), t n,j )} Mn j=0 ;
Step 3. Compute the coefficients {f n,j } Mn j=0 by (2.33);
Step 4. Compute the coefficients {U n,j }
by (2.36);
Step 5. Update the data {U Mn (t n,j )} Mn j=0 by (2.32);
Step 6. Repeat Steps 2-5 until the maximum absolute difference between two consecutive coefficients of {U n,j }
is less than the desired tolerance; Step 7. Go to the next cycle of the loop.
Error analysis
In this section, we shall analyze and characterize the hp-convergence of scheme (2.30) under reasonable assumptions on the nonlinearity. To do this, we denote
For our convergence analysis, we need the following discrete Gronwall lemma, which can be found in [28] . 
Then, we have
Next let U M (t) be the global numerical solution of (2.30), which is given by
Theorem 3.1. Assume that u belongs to the broken Sobolev space: u ∈ H 1 (0, T ) and u| Λn ∈ H rn (Λ n ), 1 ≤ n ≤ N with integers 2 ≤ r n ≤ M n + 1, and there exists a constant L ≥ 0 such that for any z 1 and z 2 ,
4)
we have
where c β is a positive constant depending only on β.
where
Clearly, by Theorem 2.1 we get that for integer 1 ≤ r n ≤ M n + 1,
It remains to estimate the terms ξ n L 2 (Λn) and ξ ′ n L 2 (Λn) . By (1.1) it follows that
This along with (2.30) yields
We multiply (3.11) by ξ n (t) and integrate over Λ n with respect to t to get that
Thanks to Theorem 2.1, we have that for integer 2 ≤ r n ≤ M n + 1,
Moreover, by (2.19), (3.3) and Theorem 2.2, we obtain that
A combination of (3.13)-(3.15) leads to
Next, integrating (3.11) with respect to t yields
Consequently, by (2.13) with k = j = 0, (3.17), (3.15), (3.14) and the Cauchy inequality, we derive that
or equivalently,
A combination of (3.16) and (3.18) yields
Since ξ n (t n−1 ) = ξ n−1 (t n−1 ) for all n ≥ 2 and ξ 1 (t 0 ) = 0, we take the sum over all the elements Λ i to obtain that
Applying Lemma 3.1, we can transform the above inequality into
A combination of (3.6), (3.7) and (3.22) gives
This leads to
Next, by (3.11), (3.14) and (3.15), we get
Hence, by (3.6), (3.8), (3.25) and (3.22), we have
Numerical results
In this section, we present some numerical results to illustrate the efficiency of the multiple interval Chebyshev-Gauss-Lobatto spectral collocation method. To do this, let E 1 (T ) and E 2 (T ) be the maximum error at the mesh points and the discrete L 2 -error:
wheret n,j = 1 2 (h nxn,j + t n−1 + t n ), and {x n,j ,ω n,j } Mn j=0 are the standard Legendre-Gauss quadrature nodes and weights. We use the simple iterative algorithm stated in Table 1 to solve various problems numerically. For simplicity, in our presentation we will only consider the uniform step size h n ≡ h(= T /N ) and the uniform mode M n ≡ M .
Linear problem
Consider the linear ODE:
with the exact solution u(t) = e t/2 . In Figs. 1 and 2 , we list the maximum errors and the discrete L 2 -errors of (4.1) with T = 1. They indicate that the numerical errors decay exponentially as M increases and/or h decreases. This means that we may refine the mesh and/or increase the degree of the polynomial, to achieve higher accuracy. In fact, this is the main advantage of the hp-version.
Nonlinear problem
Consider the nonlinear ODE (cf. [11] The exact solution of (4.2) is given by u(t) = (t + 1) 5 ). Therefore, according to Theorem 3.1, for h sufficiently small, the numerical errors decay exponentially under H 1 -norm.
In Figs. 3 and 4 , we list the maximum errors and the discrete L 2 -errors of (4.2) with T = 1. We observe that the numerical errors decay exponentially as M increases and/or h decreases. In Fig. 5 , we also plot the number of iterations vs. the maximum errors with T = 1 and h = 1. We find that one only needs a small number of iterations to achieve satisfactory accuracy.
Oscillating solution
Consider the nonlinear ODE:
with the exact solution u(t) = sin(λt). Clearly, the solution oscillates rapidly for large λ. In Figs. 6 and 7, we list the maximum errors and the discrete L 2 -errors of (4.4), with T = 1 and λ = 1000. We observe that the numerical errors decay exponentially as M increases and/or h decreases. In particular, they indicate that our algorithm is very effective for highly oscillating solutions. Indeed, this is also one of the main advantages of the hp-version. 
Long time calculation
Consider the nonlinear ODE: 5) with the exact solution u(t) = ln(t + e). In Figs. 8 and 9 , we list the maximum errors and the discrete L 2 -errors of (4.5) with T = 1000. In Fig. 10 , we also list the maximum errors of (4.5) with fixed h = 0.5, M = 20 and various T. We find that the suggested algorithm is accurate and stable, even for long time numerical simulations.
Steep gradient solution
Consider the linear ODE: where f (t) is chosen so that the exact solution u(t) = exp(−50(t − 5) 2 ) is a Gaussian function, which has extremely steep gradients near t = 5. In Figs. 11 and 12 , we list the discrete L 2 -errors and the maximum errors of (4.6) with T = 10. They indicate that our algorithm is also valid even for steep gradient solutions.
Nonsmooth solutions
Consider the nonlinear ODE with a discontinuous solution:
u ′ (t) = e −u(t)−t + f (t), t ∈ (0, 4],
where f (t) =    1 − e −2t−e+2 , 0 ≤ t ≤ 2, − 2 + e t + e e −t−e + 1 t + e , 2 < t ≤ 4. h=0.1 h=0.5 h=1 Figure 13 : The maximum errors of (4.7). The exact solution is given by u(t) = t + e − 2, 0 ≤ t ≤ 2, ln(t + e) + e − ln(2 + e), 2 < t ≤ 4.
Clearly, the solution has discontinuous derivatives at t = 2. We use the previous simple iterative algorithm to resolve (4.7) numerically. To this end, we decompose the interval [0, 4] into N subintervals [t k−1 , t k ], 1 ≤ k ≤ N, such that the set of t k includes the breaking point t = 2. In Figs. 13 and 14 , we list the maximum errors and the discrete L 2 -errors of (4.7). They indicate that our algorithm also provides accurate results for discontinuous solutions.
Concluding discussions
In this paper, we presented a multi-interval Chebyshev-Gauss-Lobatto spectral collocation method for the initial value problem of ODEs. We designed an efficient algorithm. This algorithm is stable and suitable for long time calculations. We also obtained the hp-version bound on the numerical error under H 1 -norm. Numerical experiments demonstrated that the suggested algorithm was particularly attractive for ODEs with highly oscillating solutions, steep gradient solutions and nonsmooth solutions.
