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QUIVER-GRADED RICHARDSON ORBITS
ÖGMUNDUR EIRÍKSSON AND JULIA SAUTER
Abstract. In Lie theory, a dense orbit in the unipotent radical of a parabolic group
under the adjoint action is called a Richardson orbit. We define a quiver-graded version
of Richardson orbits generalising the classical definition in the case of the general linear
group. In our setting a product of parabolic subgroups of general linear groups acts on
a closed subvariety of the representation space of a quiver. Such dense orbits do not
exist in general. We define a quasi-hereditary algebra called the nilpotent quiver algebra
whose isomorphism classes of ∆-filtered modules correspond to orbits in our generalised
setting. We translate the existence of a Richardson orbit into the existence of a rigid
∆-filtered module of a given dimension vector. We study an idempotent recollement
of this algebra whose associated intermediate extension functor can be used to produce
Richardson orbits in some situations. This can be explicitly calculated in examples. We
also give examples where no Richardson orbit exists.
1. Introduction
Let G be a reductive group over an algebraically closed field k of characteristic zero.
Let P be a parabolic subgroup of G and uP the Lie algebra of its unipotent radical with
the P -operation given by the adjoint action. Richardson proved in [Ric74] that uP has an
open P -orbit, which we call a classical Richardson orbit.
For the group G = Gln we see P as a stabilizer of a flag 0 = F
(0) ⊂ F (1) ⊂ · · · ⊂
F (s) = kn, and uP as the endomorphisms of k
n mapping each subspace F (t) of the flag to
F (t−1). To explain the idea of quiver-grading, we restrict (here in the introduction) to a
finite, simply-laced quiver Q with set of vertices Q0 and set of arrows Q1. We choose a
diagonal Levi-subgroup Gld :=
∏
i∈Q0
Gldi of Gln and see Rd :=
∏
(i→j)∈Q1
Homk(k
di , kdj )
as a Gld-subrepresentation of Lie(G) = Mn, by picking the dj × di-matrix blocks in the
matrix ring corresponding to (j, i) ∈ Q20 whenever there is an arrow (i → j) ∈ Q1 in
the quiver. We see this as the quiver-graded analogue of the adjoint representation (in
type A). Now, Pd := P ∩ Gld is a parabolic subgroup of Gld, i.e. it is the stabilizer of
a Q0-graded flag of subvector spaces {0} = F
(0) ⊂ · · · ⊂ F (s−1) ⊂ F (s) =
⊕
i∈Q0
kdi ,
with dim F (t) =: d(t), d := (d(1), . . . ,d(s) = d). A quiver-graded Richardson orbit is then
a dense Pd-orbit in R
d
d := Rd ∩ uP. More generally, for arbitrary finite quivers, a Q0-
graded flag as before is stabilized by a parabolic subgroup Pd in Gld. The flag also gives
a subspace Rdd := {(Mi→j) ∈ Rd |Mi→j(F
(t)
i ) ⊂ F
(t−1)
j , t = 1, . . . , s} of the representation
space, which has a Pd-action by restricting the action of Gld. The associated fibre bundle
Gld×
PdRdd has a collapsing map πd : Gld×
PdRdd → Rd, [g,M ] 7→ g ·M . For acyclic quivers
and complete flags this has been studied as a quiver-graded analogue of the Springer map for
Gld, and it leads to the geometric construction of KLR-algebras, cf. [VV11] and earlier work
[Lus91], [Rei03]. In reminiscence of the work of Richardson we say that the pair (Q,d) has
a Richardson orbit if there is an open Pd-orbit in R
d
d . The connection to Lie theory when
passing to a quiver-graded set-up is not entirely clear-but the quiver-graded Springer maps
have been used to give a geometric construction of the positive part of the quantum group
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of the Kac-Moody Lie algebra associated to the quiver (see [Lus91]). We were inspired
by the work of Brüstle-Hille-Ringel-Röhrle [BHRR99] who studied a finite-dimensional
quasi-hereditary algebra to understand Richardson orbits from a representation theoretic
side. They reproved the result of Richardson via an explicit construction, using ideas
from [HR99], where the Richardson orbits are shown to correspond to isomorphism classes
of rigid ∆-filtered modules over the Auslander algebra of k[x]/〈xs〉. One advantage of
the approach of [BHRR99] is that it provides explicit representatives for the orbits it
parametrises. Similarly Baur [Bau05, Bau06] has constructed standard representatives
for dense orbits in the nilpotent radical of parabolic subalgebras for classical Lie-algebras
over C, this was extended to algebraically closed fields of characteristic greater than 2
by Baur-Goodwin [BG08]. The idea to parametrise orbits by isomorphism classes of ∆-
filtered modules over an appropriate quasi-hereditary algebra, and such that rigid modules
correspond to dense orbits, has also had further success; Brüstle-Hille [BH00] extended the
construction of [BHRR99] to all members of the descending central series of n, Goodwin-
Hille [GH07] constructed a quasi-hereditary algebra to parametrise certain Lie-ideals over
the Borel subalgebra of gln, and Jensen-Su-Yu [JSY09] did similarly for orbits of the
nilpotent radical of seaweed Lie-algebras in gln.
In Section 3 we follow the same strategy as above to describe the dense Pd-orbits of
Rdd . To this end we construct an algebra Ns(Q) for any finite quiver Q and integer s ∈ N,
if Q is the one loop quiver it is isomorphic to the Auslander algebra of k[x]/〈xs〉. It
has a left strongly quasi-hereditary structure given in terms of a layer function L on the
primitive idempotents as in [Rin10]. It is also right ultra strongly quasi-hereditary in the
sense of [Con16]. The nilpotent quiver algebra also arises as a tensor algebra associated
to an algebra and a bimodule in two different ways. We give a bijection between quiver-
graded Richardson orbits and the isomorphism classes of rigid ∆-filtered Ns(Q)-modules
in Theorem 4.10. Previous work [BHRR99] has shown that if Q is the one-loop quiver
then Ns(Q) has only finitely many rigid indecomposable ∆-filtered modules, but in general
there may be infinitely many rigid indecomposable ∆-filtered modules.
The subcategory F(∆) of∆-filtered Ns(Q)-modules can be embedded into the monomor-
phism categories as studied by Xiong-Zhang-Zhang in [XZZ14]. They generalise submod-
ule categories which have been studied extensively, in particular by Ringel-Schmidmeier
[RS06, RS08] and Simson [Sim07, Sim15], although the studies go all the way back to
Birkhoff [Bir35]. This gives a connection between RFd and quiver flag varieties. In a
different process, it is possible to embed quiver flag varieties of acyclic quivers in the fibres
of πd for an appropriate d. These connections are outlined in Section 3.3.
In Section 4 we define the idempotent e ∈ Ns(Q) to be the sum of the primitive idem-
potents in L−1(s), which we call the highest layer. The idempotent subalgebra eNs(Q)e
is isomorphic to the truncated path algebra kQ/Js, where J is the two-sided ideal gener-
ated by the arrows in Q cf. Lemma 4.8. The representation space of the truncated path
algebra is our quiver-graded analogue of the nilpotent cone (i.e. the nilpotent matrices
in Mn×n(k)). Its irreducible components are parametrised in [BHZT09], we reobtain this
result as a corollary from our results (cf. Corollary 4.14). We see the restriction of the
functor e : Ns(Q)-mod → kQ/J
s-mod to F(∆) as an algebraic version of the collapsing
map πd. It is well-known that this functor has a left adjoint ℓ, right adjoint r, and an
intermediate extension functor c = Im (ℓ→ r), all fully faithful cf. [Kuh94]. The functors
r and c have their essential images in F(∆). For a dimension vector d ∈ NQ00 we define
Rd(kQ/J
s) := {M ∈ Rd | J
sM = 0}, we prove our first main result in Section 4.2.
Theorem 1. Let Q be a quiver, s ∈ N and d ∈ NQ00 . For a given M ∈ Rd(kQ/J
s) we
take d = dim c(M) (resp. d = dim r(M)). If Im πd has a dense Gld-orbit ON , then πd is
a desingularisation of ON and R
d
d has a Richardson orbit contained in ON . This orbit is
given by the rigid Ns(Q)-module c(N) (resp. r(N)).
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In particular, for every rigid kQ/Js-module M ∈ Rd, we find Richardson orbits for
(Q,dim c(M)) and (Q,dim r(M)), and the Richardson orbits are given by the Ns(Q)-
modules c(M) and r(M) respectively. Also, whenever kQ/Js is representation-finite, there
exist Richardson orbits for (Q,dim c(M)) and for (Q,dim r(M)) for any M ∈ Rd(kQ/J
s).
We also prove that for s = 2 the existence of a Richardson orbit is equivalent to the
existence of a dense Gld-orbit in the image of πd, cf. Proposition 4.18.
Since we allow Q to be an arbitrary finite quiver, the image of the collapsing map is
often not an orbit closure, e.g. the example in Section 5.2, then there is no Richardson
orbit. Therefore we introduce a relaxed Richardson property which only requires that a
generic fibre π−1
d
(M) of the collapsing map has a dense orbit under the automorphism
group AutQ(M), cf. Definition 4.15. Then Theorem 1 generalizes to the following.
Theorem 2. Let Q be a finite quiver, s ∈ N and d ∈ NQ00 . For a given M ∈ Rd(kQ/J
s)
let either d = dim c(M) or d = dim r(M).
Then πd is birational onto its image and (Q,d) has the relaxed Richardson property.
We conclude with a zoo of examples in Section 5. In Section 5.3 we outline the overlap
between Auslander algebras and Ns(Q), which in particular shows how our theory applies
to the classical case from [BHRR99]. For the quiver Q = A2 there exists a Richardson
orbit for every d, and we provide an explicit algorithm to find the rigid ∆-filtered module
corresponding to that orbit in Section 5.5.
2. Quiver-graded Richardson orbits
Let k be an algebraically closed field. Let Q = (Q0, Q1) be a finite quiver with vertices
Q0 and arrows Q1, and A = kQ be the path algebra, cf. [ASS06]. All varieties in this
section with an R in the name will depend on the quiver Q and all group actions are
assumed to be separated.
We fix a dimension vector d = (di)i∈Q0 ∈ N
Q0
0 , and denote the representation variety
(or representation space) of Q for a dimension vector d by
Rd :=
∏
(i→j)∈Q1
Homk(k
di , kdj ).
The reductive group Gld :=
∏
i∈Q0
Gldi acts on Rd by conjugation.
Let d = (d(1), . . . ,d(s) = d) be a sequence of dimension vectors, where d(t) = (d
(t)
i )i∈Q0 ∈
N
Q0
0 for 1 ≤ t ≤ s, and d
(t−1)
i ≤ d
(t)
i for all i ∈ Q0 and 1 ≤ t ≤ s, we call this a dimension
filtration of d. For each vertex i ∈ Q0, fix a flag Fi = (F
(1)
i ⊂ · · · ⊂ F
(s)
i = k
di) such that
dimF
(t)
i = d
(t)
i for 1 ≤ t ≤ s. By convention we set F
(0)
i = {0}. We say F is a flag of
dimension filtration d. We denote by
Pd :=
∏
i∈Q0
{g ∈ Gldi | gF
(t)
i ⊂ F
(t)
i , 1 ≤ t ≤ s} ⊂ Gld
the parabolic subgroup that stabilises the Q0-graded flag F :=
⊕
i∈Q0
Fi in the Q0-graded
vector space kd :=
⊕
i∈Q0
kdi . We also consider the closed subvariety
Rdd := {(Mi→j)Q1 ∈ Rd |Mi→j(F
(t)
i ) ⊂ F
(t−1)
j , 1 ≤ t ≤ s} ⊂ Rd.
Note that this is a vector space, in particular it is smooth and irreducible. When we restrict
the Gld-operation on Rd to the subgroup Pd, we can see R
d
d as a Pd-subrepresentation of
Rd.
Definition 2.1. We say there is a quiver-graded Richardson orbit for (Q,d) if there is a
dense Pd-orbit in R
d
d . In this case we call the dense Pd-orbit the quiver-graded Richardson
orbit.
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The variety Rdd is a Pd-invariant subvariety of Rd, we will consider the corresponding
collapsing map
πd : Gld ×
Pd Rdd → Rd, [g, x] 7→ g · x.
Since Gld and R
d
d are smooth and irreducible the associated fibre bundle Gld ×
Pd Rdd is
smooth and irreducible. Note that πd is projective and Gld-equivariant, hence the image
Im πd is a closed Gld-invariant subset of Rd. We identify Gld/Pd with the Q0-graded flags
of dimension filtration d via the bijection gPd ↔ gFg
−1 and define
RFd := {(M,U) ∈ Rd ×Gld/Pd |Mi→j(U
(t)
i ) ⊂ U
(t−1)
j , ∀ (i→ j) ∈ Q1, 1 ≤ t ≤ s}.
This is a Gld-invariant subvariety of Rd × Gld/Pd with the diagonal group action. If we
apply [Slo80, Lemma 4, p.26] to pr2 : RFd → Gld/Pd we get a Gld-equivariant isomorphism
ϕ : Gld ×
Pd Rdd → RFd given by [g,M ] 7→ (gMg
−1, gPd). Moreover the following diagram
commutes
Gld ×
Pd Rdd RFd
Rd.
ϕ
πd pr1
Here we denote by FlQ
(M
d
)
the variety of all flags of submodules U = (U (1) ⊂ · · · ⊂ U (s) =
M) with dim U (t) = d(t). From the diagram above we see we can consider the fibre of
πd over M as embedded in a quiver flag variety. We fix the following notation, where
U (0) := {0}
π−1
d
(M) =: FlQ
(
M
d
)(1)
= {U ∈ FlQ
(
M
d
)
| U (t)/U (t−1) semi-simple, 1 ≤ t ≤ s}.
This is a closed subvariety of FlQ
(M
d
)
. The stabilizer ofM with respect to the action of Gld
is AutQ(M), which is defined as all elements of Gld that are kQ-module endomorphisms
of M .
Theorem 2.2. Let (Q,d) and πd be as before.
Then, the following three statements are equivalent:
(1) The variety Rdd has a dense Pd-orbit.
(2) The variety RFd has a dense Gld-orbit.
(3) The variety Im πd has a dense Gld-orbit O and for every point M ∈ O the variety
FlQ
(M
d
)(1)
has a dense AutQ(M)-orbit.
For the proof we need the following lemma.
Lemma 2.3. Let H be a closed algebraic subgroup of an algebraic group G, and let X be
an irreducible H variety. The following are equivalent
(1) G×H X has a dense G-orbit.
(2) X has a dense H-orbit.
Proof. We write φ : X → G×HX, x 7→ [1, x] for the canonical inclusion and identify X with
the image Im φ. Let O be aG-orbit inG×HX, with [g, x] ∈ O. Then [1, x] = g−1[g, x] ∈ O,
so any G-orbit in G×H X has the form G · [1, x] for x ∈ X. Assume [g, y] ∈ O ∩X. Then
[g, y] = [1, x] for some x ∈ X, i.e. there is h ∈ H such that (gh, h−1y) = (1, x) for x ∈ X.
This shows g ∈ H, so O ∩X ⊂ H · [1, x]. The inclusion H ⊂ [1, x] ⊂ O ∩X is clear.
Assume O = G · [1, x] is a dense G-orbit of G×HX, then it is open. That implies O∩X
is a non-empty open subset of X, and thus dense.
Conversely, assume H · [1, x] ⊂ X is dense. Now H · [1, x] ⊂ G · [1, x] implies
X = H · [1, x] ⊂ G · [1, x].
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But all G-orbits intersect X, and the closure of G · [1, x] is G-invariant, thus it must be
the union of all G-orbits of G×H X, which is of course all G×H X. 
Proof of Theorem 2.2. Conditions (1) and (2) are equivalent by Lemma 2.3.
We show (2) and (3) are equivalent. Let M ∈ Rdd , we have identities
π−1
d
(GldM) = Gld ×
stabGld(M) π−1
d
(M) = Gld ×
AutQ(M) FlQ
(
M
d
)(1)
.
Thus Lemma 2.3 shows π−1
d
(Gld ·M) has a dense Gld-orbit if and only if FlQ
(M
d
)(1)
has a
dense AutQ(M)-orbit.
Now assume RFd has a dense Gld-orbit Gld · [1,M ]. By the identity above that implies
FlQ
(
M
d
)(1)
has a dense AutQ(M) orbit. Moreover Gld ·M is a dense Gld-orbit of Im πd,
because πd is continuous, thus condition (3) holds.
Conversely, assume condition (3) holds and let M ∈ O. Then π−1
d
(O) is an open, and
hence dense, subset of RFd. Furthermore π
−1
d
(O) has a dense Gld-orbit because FlQ
(M
d
)(1)
has a dense orbit. But a dense orbit of a dense subset of RFd is a dense orbit in RFd.

Example 2.4. The motivating example for our setting comes from Lie theory. Let Q be
the one-loop quiver • aee and d ∈ N. Choose some flag F on k
d, then Pd ⊂ Gld is just
a classical parabolic subgroup determined by the flag. In this case Rdd coincides with the
nilpotent radical n of the Lie-algebra of Pd, and the group action of Pd on R
d
d coincides
with the adjoint action. It is a classical result of Richardson [Ric74] that n always has a
dense Pd orbit.
It is straightforward to calculate the dimension of RFd and Rd in terms of Q and d.
dimRdd =
∑
(i→j)∈Q1
s∑
t=1
dt−1j (d
t
i − d
t−1
i )
dimRFd = dimR
d
d + dimGld/Pd
=
∑
(i→j)∈Q1
s∑
t=1
dt−1j (d
t
i − d
t−1
i ) +
∑
i∈Q0
∑
r>t
(dri − d
r−1
i )(d
t
i − d
t−1
i )
We set d · d :=
∑
i∈Q0
d2i . For reasons explained after Corollary 3.6, we write
〈d,d〉(1) := d · d− dimRFd.
We have the following general easy lemma. We leave the proof to the reader (else cf.
[Sau14, Lemma 39]).
Lemma 2.5. Let G be a connected algebraic group, H ⊂ G a closed subgroup and V a
G-variety with a smooth H-subvariety F . Assume G · F ⊂ V has a dense G-orbit O, then
the fibres of π : G×H F → G ·F, [g, f ] 7→ gf, over O are smooth, pairwise isomorphic, and
irreducible of dimension dimG×H F − dimO. Furthermore, the following are equivalent
(1) The collapsing map π : G×H F → G ·F, [g, f ] 7→ gf , is a resolution of singularities
for O. In other words G ×H F is irreducible and smooth, G · F = O, and π is
projective and an isomorphism over O.
(2) π−1(v) 6= ∅ for v ∈ O, and dimG×H F = dimO.
This applies to our collapsing map πd : Gld ×
Pd Rdd → Rd as follows:
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Corollary 2.6. Let M ∈ Rd and let d be a dimension filtration of d ∈ N
Q0
0 . Assume
that Im πd = OM . Then the quiver flag varieties FlQ
(
N
d
)(1)
for N ∈ OM are pairwise
isomorphic, smooth and irreducible of dimension
dimRFd − dimRd + dimExt
1
Q(M,M).
Moreover the map πd : RFd → Im πd is a resolution of singularities of OM if and only if
the following two conditions are fulfilled:
(D1) FlQ
(M
d
)(1)
6= ∅;
(D2) dimExt1Q(M,M) = dimRd − dimRFd (⇐⇒ dimHomQ(M,M) = 〈d,d〉
(1)).
In this case it follows that the restriction π−1
d
(OM )→ OM is an isomorphism.
Note that the conditions (D1) and (D2) in the corollary imply that Im πd = OM . If
πd : RFd → Im πd is a resolution of singularities of an orbit closure, then the fibres over
the dense orbit in Im πd consist only of a point. By Theorem 2.2 we conclude.
Corollary 2.7. If πd : RFd → Im πd is a resolution of singularities of an orbit closure,
then there is a quiver-graded Richardson orbit for (Q,d).
3. The nilpotent quiver algebra
Our aim is to describe an algebra whose homological properties can be used to study the
variety RFd, we fix a field k. Let A be a finite dimensional algebra. We let A-mod (resp.
mod-A) denote the category of finite dimensional left (resp. right) A-modules. All modules
considered are left modules unless explicitly stated otherwise. We let D(−) = Homk(−, k)
denote the vector space duality, it gives a contravariant functor D: mod-A→ A-mod.
3.1. The nilpotent quiver algebra. Let Q = (Q0, Q1) be an arbitrary finite quiver and
let kQ be its path algebra. We write composition from the right to the left, i.e. the path
i
α // j
β // l is written βα. Thus representations of Q can be seen as left kQ-modules.
Fixing s ∈ Z+ we define the staircase quiver Q
(s) of Q. It has vertices it for i ∈ Q0 and
t = 1, . . . , s. It has two families of arrows, firstly there is an arrow b(it) : it → it+1 for
each i ∈ Q0 and t = 1, ...., s − 1. We call these arrows the vertical arrows. Also for each
(a : i → j) ∈ Q1 and t = 2, ..., s there is an arrow (at : it → jt−1), these arrows are called
the diagonal arrows. Consider the following relations of paths in kQ(s):
at+1b(it) = b(jt−1)at, ∀(a : i→ j) ∈ Q1, 1 < t < s,(R1)
a2b(i1) = 0, ∀(a : i→ j) ∈ Q1.(R2)
We denote the equioriented quiver of type As by As, more precisely
As := 1 // 2 // · · · // s .
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For clarification we draw the quiver A
(s)
n . The relations are shown with dashed lines. Note
that there are no relations in the top row.
1s
""❋
❋❋
❋❋
❋❋
❋❋
2s
""❊
❊❊
❊❊
❊❊
❊❊
❊
· · ·
$$❏
❏❏
❏❏
❏❏
❏❏
❏ (n−1)s
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
ns
1s−1
b(1s−1)
OO
""❊
❊❊
❊❊
❊❊
❊❊
❊
2s−1
OO
!!❉
❉❉
❉❉
❉❉
❉❉
❉
· · ·
$$■
■■
■■
■■
■■
■■
■ (n−1)s−1
OO
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
ns−1
b(ns−1)
OO
...
OO
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
...
OO
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
· · ·
$$■
■■
■■
■■
■■
■■
...
OO
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
...
OO
11
b(11)
OO
21
OO
· · · (n−1)1
OO
n1.
b(n1)
OO
We let I ⊂ kQ(s) be the ideal generated by the relations (R1) and (R2), and define the
nilpotent quiver algebra as Ns(Q) := kQ
(s)/I.
Every path in the path algebra kQ(s) can, up to the given relations, be written in a
standard form. Namely, if γ is a path in Q(s) and not contained in I, then we have
a unique path α of diagonal arrows and a unique path β of vertical arrows such that
γ ∈ βα + I, note that both α and β can be trivial. All different paths of this form that
are not in J are linearly independent in the vector space Ns(Q), so these form a basis. We
call it the standard basis of Ns(Q).
Example 3.1. Note that if we take Q to be the Jordan quiver, then Q(s) is the double of a
quiver of type As.
Q = • aee Q
(s) = 1
b1
((
2
a2
hh
b2 **
· · ·
a3
hh
bs−2
++
s−1
as−1
jj
bs−1
))
s.
as
ll
It is also immediate that the relations (R1) and (R2) are the same relations as those
that define the Auslander algebra of k[x]/〈xs〉, cf. [BHRR99, Section 5]. Thus Ns(Q) is
isomorphic to said Auslander algebra. This was expected, our construction of Ns(Q) is
designed to expand the setting of [BHRR99].
3.2. Tensor algebras. Let A = ⊕n≥0An be a positively graded algebra which is finitely
generated over A0, then A1 is an A0-A0-bimodule. We have a tensor algebra
TA0A1 :=
⊕
n≥0
(A1 ⊗A0 ⊗ · · · ⊗A0 A1︸ ︷︷ ︸
n−times
).
The multiplication is given by taking tensor products, and TA0A1 has a natural Z-grading
where the n-th summand above has degree n.
The following is a general fact of graded algebras.
Lemma 3.2. Let A ∼= A0〈x1, . . . , xn | r1, . . . , rm〉, as a Z-graded algebra. Assume xi, rj are
homogeneous of degree 1 for all i, j. Then A is isomorphic to TA0A1 as a graded algebra.
Proof. Since all the rj are homogeneous the grading on A is well defined. By the universal
property of tensor algebras, the inclusion of A1 in A as an A0-module induces a unique
ring homomorphism φ : TA0A1 → A. Now consider the inclusion map {x1, . . . , xn} → A1 ⊂
TA0A1. This induces a module homomorphism A0〈x1, . . . , xn〉 → TA0A1, with all the rj
in the kernel. Hence this induces a ring homomorphism A → TA0A1, which is inverse to
φ. 
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For the rest of this subsection we assume A ∼= TA0A1 and we identify them as graded
algebras. However we only consider ungraded modules. Let A+ be the positively graded
part of A and let M ∈ A-mod. The following lemma is an immediate consequence of a
well known fact for tensor algebras, found for example in [Coh91, Prp 2.6, Chapter 2].
Lemma 3.3. There is an exact sequence of A-modules
(Std) 0 A+ ⊗A0 M A⊗A0 M M 0.
δM ǫM
We call it the standard sequence. Let a ∈ A and a1 ∈ A1. The maps are given by
ǫM (a⊗m) := a ·m,
δM ((a⊗ a1)⊗m) := (a⊗ a1)⊗m− a⊗ a1 ·m.
Dually, let M be a right A-module. Then there is an exact sequence of (left) A-modules:
(DStd) 0 D(M) D(M ⊗A0 A) D(M ⊗A0 A+) 0.
3.2.1. The nilpotent quiver algebra as a tensor algebra I. We put the following grading on
Ns(Q). We give each diagonal arrow of Q
(s) the degree 1 and each vertical arrow the degree
0. The relations (R1) and (R2) are homogeneous of degree 1 with respect to this grading,
so it induces a grading on Ns(Q). We let Λ denote the resulting graded algebra. Observe
that Λ satisfies the conditions of Lemma 3.2, thus Λ ∼= TΛ0Λ1 as a graded algebra. From
now on we identify those algebras.
The algebra Λ0 has the form Λ0 ≃ (kAs)
Q0 , i.e. the disjoint union of |Q0| components,
each isomorphic to the path algebra kAs. Moreover Λt = 0 for t ≥ s.
3.2.2. The nilpotent quiver algebra as a tensor algebra II. We put the following grading
on Ns(Q). We give each vertical arrow of Q
(s) the degree 1 and each diagonal arrow the
degree 0. The relations (R1) and (R2) are homogeneous of degree one with respect to this
grading, so it induces a grading on Ns(Q). We let Γ denote the resulting graded algebra,
where Γr denotes the degree r part of Γ. Similarly as for Λ, the conditions of Lemma 3.2
hold, so Γ ∼= TΓ0Γ1 as graded algebras. From now on we identify Γ with TΓ0Γ1.
Remark. We have Γt = 0 for t ≥ s. The algebra Γ0 is actually the path algebra of the
subquiver that has only arrows of degree zero, in particular it is hereditary. Even if Q is
connected, Γ0 is usually not connected, in fact it has at least |Q0| components.
Lemma 3.4. ΓΓ0 is projective as a right Γ0-module. Moreover both Γ1 and Γ are flat as
right Γ0-modules.
Proof. Now Γ is isomorphic to the tensor algebra TΓ0Γ1. Thus ΓΓ0 is flat if Γ1 is flat as a
right Γ0-module. Since projective modules are flat it suffices to show that Γ1 is projective
as right Γ0-module. For this it is sufficient to show that Γ1 is a right submodule of Γ0,
because Γ0 is hereditary.
We know Γ0 has a basis given by all non-trivial paths of the form an · · · a1, where the
am are diagonal arrows of Q
(s). Similarly Γ1 has a basis given by all non-trivial paths in
Q(s) of the form ban · · · a1, where an · · · a1 is a basis element of Γ0, and b is a vertical arrow
such that ban 6= 0. Clearly there exists at most one such arrow b. Thus there is a well
defined injective linear map
ι : Γ1 → Γ0, ban · · · a1 7→ an · · · a1.
Let a0 be a diagonal arrow, then
ι(ban · · · a1a0) = an · · · a1 · a0 = ι(ban · · · a1)a0.
Hence ι is compatible with right multiplication by arrows of degree one. It is also clearly
compatible with right multiplication by trivial paths, thus ι is a homomorphism of right
Γ0-modules. 
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Proposition 3.5. Let M,N be in Γ-mod. We consider them as left Γ0-modules where the
context requires. Then there is an exact sequence:
0 HomΓ(M,N) HomΓ0(M,N) HomΓ0(Γ1 ⊗Γ0 M,N)
Ext1Γ(M,N) Ext
1
Γ0(M,N) Ext
1
Γ0(Γ1 ⊗Γ0 M,N)
Ext2Γ(M,N) 0.
Proof. Let P• be a projective resolution of M as a Γ0-module. Now ΓΓ0 is flat so Γ⊗Γ0 P•
is a projective resolution of Γ⊗Γ0 M . Also observe that HomΓ(Γ, N)
∼= N as Γ0-modules.
We obtain the following identities by the hom-tensor adjunction:
ExtnΓ(Γ⊗Γ0 M,N)
∼= HnHomΓ(Γ⊗Γ0 P•, N)
∼= HnHomΓ0(P•,HomΓ(Γ, N))
∼= ExtnΓ0(M,N).
Similarly we get the identity:
ExtnΓ(Γ⊗Γ0 Γ1 ⊗Γ0 M,N)
∼= ExtnΓ0(Γ1 ⊗Γ0 M,N).
Apply those identities to the long exact sequence obtained by applying HomΓ(−, N) to the
exact sequence (Std). Since Γ0 is hereditary we have
ExtnΓ0(M,N) = 0 = Ext
n
Γ0(Γ1 ⊗Γ0 M,N), n ≥ 2,
hence we have an exact sequence of the form stated. 
The exact sequence implies all n-th extensions vanish for n > 2, hence we get:
Corollary 3.6. The algebra Ns(Q) has global dimension at most 2.
If A is a finite-dimensional algebra of finite global dimension, then the Euler form for
A-modules M and N is defined as
〈M,N〉A :=
∞∑
i=0
(−1)i dimk Ext
i
A(M,N).
It is well known that this gives a bilinear form on the Grothendieck group of A-mod, i.e.
it is determined by the dimension vectors of M and N . We realised Ns(Q) as the path
algebra kQ(s) modulo the ideal I. The generators (R1) and (R2) of I can be seen as extra
arrows (it → jt) for each t = 1, . . . , s − 1 and (i → j) ∈ Q1, we denote those arrows by
Q
(s)
2 . Since Ns(Q) has global dimension at most 2 a result of Bongartz [Bon83] implies the
Euler form can be written as
〈d, e〉Ns(Q) =
∑
it∈Q
(s)
0
diteit −
∑
(it→ju)∈Q
(s)
1
diteju +
∑
(it→jt)∈Q
(s)
2
ditejt.
3.3. Monomorphism categories and the category N . We are interested in Ns(Q)-
modules that are related to Richardson orbits.
Definition 3.7. The category N is the full subcategory of Ns(Q)-mod given by Q
(s)
representations that satisfy the relations (R1) and (R2) with the property that all maps
corresponding to vertical arrows are injective.
Let Ts(Q) denote the algebra of lower triangular s× s matrices with coefficients in the
path algebra kQ. The category Ts(Q)-mod is equivalent to the following category. It has as
objects s-tuples of kQ-modulesM = (M1, . . . ,Ms) along with kQ-module homomorphisms
φt : Mt → Mt+1 for t = 1, . . . , s − 1. A morphisms f : M → M
′ is a tuple (f1, . . . , fs) of
morphisms of Q-representations compatible with the maps φt and φ
′
t.
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The monomorphism category mons(Q) is the full subcategory of objects such that
φ1, . . . , φs−1 are all monomorphisms. These monomorphism categories coincide with those
in [XZZ14]. They generalise the better known submodule categories, whose studies essen-
tially go back to Birkhoff [Bir35], although the name is newer. The subcategory N can be
considered as a nilpotent analogue to the monomorphism categories
For a path α in kQ we let α(q, t) denote the matrix in Ts(Q) that has α in coordinate
(q, t) and all other coordinates zero.
Lemma 3.8. There is a ring homomorphism Φ: Ts(Q) → Ns(Q), determined by the fol-
lowing data:
Φ(a(t, t)) =
{
0, t = 1,
b(jt−1)at, t = 2, . . . , s.
∀(a : i→ j) ∈ Q1,
Φ(ei(q, t)) =
{
e(it), q = t,
b(iq−1) · · · b(it), q > t.
∀i ∈ Q0.
Proof. Clearly the elements whose value is determined above generate Ts(Q) as a k-algebra,
so there is at most one k-algebra homomorphism satisfying those conditions. It is easy to
check the homomorphism conditions on the generators ei(q, t), namely
Φ(ei(q, t))Φ(ej(q
′, t′)) = b(iq−1) · · · b(it) · b(jq′−1) · · · b(jt′)
= δijδq′tb(iq−1) · · · b(jt′)
= Φ(ei(q, t)ej(q
′, t′)).
We also have to show that the relations of Ts(Q) are sent to zero. Firstly, if a : i → j
and a′ : i′ → j′ are arrows of Q1 and if aa
′ = 0 or t 6= q, then Φ(a(t, t))Φ(a′(q, q)) =
b(jt−1)atb(j
′
q−1)a
′
q = 0. Finally observe that
Φ(a(t, t)ei(t, t−1)) − Φ(ej(t, t−1)a(t−1, t−1)) = b(jt−1)atb(it−1)− b(jt−1)b(jt−2)at−1
= b(jt−1)(atb(it−1)− b(jt−2)at−1) ∈ I.

There is a restriction functor Φ∗ : Ns(Q)-mod→ Ts(Q)-mod induced by Φ.
Proposition 3.9. The functor Φ∗ restricts to a fully faithful functor from N to mons(Q).
Proof. The functor Φ∗ is faithful because it is a restriction functor. Let N be an object of
N . Then x 7→ Φ(ei(q, t))x = b(iq−1) · · · b(it)x is an injective linear map eitN → eiqN for
all i ∈ Q0 and 1 ≤ t < q ≤ s because N ∈ N . But we can characterise mons(Q) as the
full subcategory of Ts(Q)-mod with objects M such that x 7→ ei(q, t)x is a monomorphism
of vector spaces ei(q, q)M → ei(t, t)M for all i ∈ Q0 and 1 ≤ t ≤ q ≤ s, thus Φ
∗(N) ∈
mons(Q).
Let N,N ′ ∈ N and let f ∈ HomTs(Q)(Φ
∗(N),Φ∗(N ′)). We know f is compatible with
multiplication with all elements in the image of Φ. The image contains all the trivial paths
and all paths that have only vertical arrows. It only remains to show that f is compatible
with at for all a ∈ Q1 and t = 2, . . . , s. Let m ∈ N , since Φ(a(t, t)) = b(jt−1)at we know
b(jt−1)at · f(m) = f(b(jt−1)at ·m) = b(jt−1)f(at ·m).
But multiplication by b(jt−1) on eitN
′ is a monomorphism of vector spaces by assumption,
which implies f(at ·m) = at · f(m). Thus f is compatible with multiplication by a set of
generators of Ns(Q). 
Remark 3.10. The essential image of the restriction of Φ∗ to N can be characterised as the
full subcategory of objectsM in mons(Q) such that the quotient Mt+1/Mt is a semi-simple
kQ-module for t = 1, . . . , s− 1.
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3.3.1. The category N and tensor algebra structure. We give other characterisations of the
modules inN . For a tensor algebra Γ = TΓ0(Γ1) the category of left Γ-modules is equivalent
to a category with objects pairs (M,ϕ), where M is a Γ0-module and ϕ : Γ1 ⊗Γ0 M →M
is a Γ0-linear map. The morphisms from (M,ϕ) to (N,ψ) in this category are given by a
Γ0-homomorphism f : M → N such that the following diagram commutes
Γ1 ⊗Γ0 M M
Γ1 ⊗Γ0 N N.
ϕ
id⊗f f
ψ
We denote this category by (Γ0,Γ1)-mod. The equivalence is given by restricting the
Γ-module structure on M to the Γ0-module structure, which we denote by Γ0M , and
restricting the scalar multiplication Γ⊗Γ M →M to Γ1 ⊗Γ M , to obtain the map ϕ.
Recall that Ns(Q) arises as a tensor algebra in two different ways, as Λ (cf. Section
3.2.1) and as Γ (cf. Section 3.2.2). Here we use the latter construction.
Proposition 3.11. The full subcategory of pairs (M,ϕ) in (Γ0,Γ1)-mod such that ϕ is a
monomorphism corresponds to N under the equivalence above.
Proof. Let (M,ϕ) be an object of (Γ0,Γ1)-mod and let m ∈ M . Then b(it) ⊗ m =
b(it) ⊗ e(it)m, so ϕ(b(it) ⊗m) = b(it)e(it) ·m = 0 if and only if b(it)m = 0. Thus ϕ is
injective if and only if the map e(it)M → e(it+1)M , given by left multiplication by b(it),
is injective for all t = 1, . . . , s − 1 and all i ∈ Q0. This shows (M,ϕ) corresponds to an
object in N if and only if ϕ is a monomorphism. 
3.3.2. Embedding monomorphism categories in N . Consider the following example. Take
the quiver Q = 1 // 2 3oo . We can embed the quiver of T2(Q) into Q
(s) as the full
subquiver of bold dots in the following diagram:
•
  ❆
❆❆
❆❆
❆❆
❆ · •
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
•
❅
❅❅
❅❅
❅❅
❅
OO
•
α
OO
•
⑦⑦
⑦⑦
⑦⑦
⑦⑦
OO
×
OO
•
OO
×
OO
Observe that the commutativity relations in Q(3) give the commutativity relations of the
subquiver of bold dots, so we get the quiver with relations of T2(Q). By adding the identity
for the arrow labelled by α, and placing the zero vector space on the vertices marked ×,
one can view an object of mon2(Q) as an object in N ⊂ N3(Q)-mod.
More generally, if Q is acyclic with all paths of length ≤ n, then one can embed the
monomorphism category mons−n(kQ) in N ⊂ Ns(Q)-mod. On the geometrical side this
means we can embed any quiver flag variety of an acyclic quiver in a fibre of the collapsing
map πd for some dimension filtration d. Since every projective variety arises as a quiver
Grassmannian of an acyclic quiver, this demonstrates that these fibres can be rather com-
plicated, and general questions about orbits in RFd can be expected to be impossibly
difficult.
Be aware that this embedding is not an inverse to the functor Φ∗ in any sensible way.
3.4. Quasi-hereditary structure. Let A be a finite dimensional algebra and let S(A)
denote the set of isomorphism classes of simple left A-modules. For i ∈ S(A), we let
AP (i) denote the projective cover of i, and AI(i) the injective envelope of i in A-mod.
We write P (i) and I(i) when it is clear in which category we take projective cover or
injective envelope. We let S(A)A denote the simple right A-modules up to isomorphism.
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For i ∈ S(A)A, we let P (i)A denote the projective cover and I(i)A the injective envelope
in A-mod.
3.4.1. Strongly quasi-hereditary algebras. Let us recall the notion of a left-strongly hered-
itary algebra as introduced in [Rin10, Section 4]. We say A has a left strongly quasi-
hereditary structure if there is a layer function L : S(A) → N such that for any simple i
there is an exact sequence
0 P1 P (i) ∆(i) 0,
satisfying the following properties:
(LS1) The module P1 is projective and all indecomposable direct summands P (j) of P1
are such that L(j) < L(i).
(LS2) If j is a composition factor of the radical of ∆(i), then L(j) > L(i).
We call the modules ∆(i) the standard modules of A.
Dually, for each i ∈ S(A) we let ∇(i) denote the maximal submodule of I(i) such that
for all of its composition factors j ∈ S(A), we have L(j) > L(i) or j = i. We call the
modules ∇(i) the costandard modules of A.
Remark. Notice that we use a different orientation on the layer function than [Rin10].
It is shown in [Rin10, Section 4] that the standard modules are in fact standard modules
of a quasi-hereditary structure on A. In fact a left strongly quasi-hereditary structure is
equivalent to a quasi-hereditary structure such that all the standard modules have projec-
tive dimension at most one. In this case the standard module ∆(i) can be characterised
as the maximal factor module of P (i) that satisfies condition (LS2). Similarly a quasi-
hereditary algebra is right strongly quasi-hereditary if all the costandard modules have
injective dimension at most one. We denote by F(∆) (resp. F(∇)) the full subcategory
of A-mod of objects that have a filtration of standard (resp. costandard) modules. The
characteristic tilting module of a quasi-hereditary structure is the unique basic module T
such that add(T ) = F(∇) ∩ F(∆).
In [Con16], Conde introduced the notion of right ultra strongly quasi-hereditary algebras.
Those are quasi-hereditary algebras that satisfy the conditions
(US1) rad(∆(i)) is either a standard module or zero.
(US2) If rad(∆(i)) = 0, then I(i) ∈ F(∆).
These algebras are in particular right strongly quasi-hereditary.
3.4.2. Quasi-hereditary structure of the nilpotent quiver algebra. Keep in mind that the cat-
egories Γ-mod,Λ-mod andNs(Q)-mod are all equivalent. The sets S(Γ), S(Λ), S(Γ0), S(Λ0),
S(Γ)Γ, S(Λ)Λ, S(Γ0)Γ0 and S(Λ0)Λ0 are all in a canonical bijection with the vertices of Q
(s).
Accordingly, if A = Γ,Γ0,Λ or Λ0, we write AS(it) (resp. S(it)A) for the simple left (resp.
right) A-module corresponding to it, and AP (it),AI(it) (resp. P (it)A, I(it)A) for the pro-
jective cover and injective envelope of that simple. We write P (it) = ΛP (it) ∼= ΓP (it) and
similarly I(it) = ΛI(it) ∼= ΓI(it) as our default setting. Let us consider the layer function
L : S(Ns(Q))→ N, L(it) := L(S(it)) := t.
If e ∈ Ns(Q) is an idempotent, we denote the two-sided ideal generated by e by (e). For
i ∈ Q0 we define Span(i) := {(a : i→ j) ∈ Q1}, and dually Cosp(i) := {(a : j → i) ∈ Q1}.
Lemma 3.12. Let t ∈ {2, . . . , s}. Then
(Syz) Λ+ ⊗Λ0 Λ0P (it)
∼=
⊕
(a : i→j)
∈Span(i)
ΛP (jt−1).
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Also
(Cosyz) P (it)Γ0 ⊗Γ0 Γ+
∼= P (it−1)Γ.
Let e1 =
∑
i∈Q0
e(i1), there is a canonical inclusion ι : mod-Λ/(e1) → mod-Λ. Then we
have the following identity of right Λ-modules.
(Emb) P (is)Λ0 ⊗Λ0 Λ+
∼=
⊕
(a : j→i)
∈Cosp(i)
ι(P (js)Λ/(e1)).
Proof. The first identity (Syz) can be seen from the following identities of Λ0-modules.
Λ1 ⊗Λ0 Λ0P (it) =
⊕
(a : i→j)
∈Span(i)
Λ0at−1e(it) =
⊕
(a : i→j)
∈Span(i)
Λ0e(jt−1) =
⊕
(a : i→j)
∈Span(i)
Λ0P (jt−1).
Since Λ+ = Λ⊗Λ0 Λ1 we get the first identity from the statement applying Λ⊗Λ0 − to the
identity above.
In a similar way we get
P (it)Γ0 ⊗Γ0 Γ1
∼= e(it)Γ0 ⊗Γ0 Γ1
∼= e(it)Γ1 ∼= b(it−1)Γ0 ∼= P (it−1)Γ0 .
Applying −⊗Γ0 Γ to this gives the identity (Cosyz).
Finally we prove (Emb): First observe that we have the following identity of right Λ0-
modules.
e(is)Λ1 ∼=
⊕
(a : j→i)
∈Cosp(i)
e(js)Λ0/(e1).
That gives the following isomorphisms of right Λ-modules:
P (is)Λ0 ⊗Λ0 Λ+
∼= e(is)Λ1 ⊗Λ0 Λ
∼=
⊕
(a : j→i)
∈Cosp(i)
e(js)Λ0/(e1)⊗Λ0 Λ
∼=
⊕
(a : j→i)
∈Cosp(i)
ι(P (js)Λ/(e1)).

Let ∆(it) denote the maximal factor module of P (it) such that all the composition
factors S(ju) of rad∆(it) have layer L(ju) > t.
Proposition 3.13. Let t ∈ {2, . . . , s}. There is an exact sequence
(Res) 0 −−−→
⊕
(a : i→j)
∈Span(i)
P (jt−1) −−−→ P (it) −−−→ ∆(it) −−−→ 0
of Ns(Q)-modules. This sequence is a projective resolution of ∆(it) and satisfies (LS1)
and (LS2). Also, the costandard modules have the following injective coresolution.
(Cores) 0 ∇(it) I(it) I(it−1) 0.
Proof. Apply the sequence (Std) to the Λ-module Λ/Λ+ ⊗Λ0 Λ0P (it). Using the identity
(Syz) we get the sequence
0 −−−→
⊕
(a : i→j)
∈Span(i)
P (jt−1) −−−→ P (it) −−−→ Λ/Λ+ ⊗Λ0 Λ0P (it) −−−→ 0.
Now observe that all the composition factors of Λ/Λ+ ⊗Λ0 Λ0P (it) have layer higher than
or equal to t. Thus Λ/Λ+ ⊗Λ0 Λ0P (it) is a factor module of ∆(it). On the other hand the
top of each summand of the kernel of the sequence has layer t − 1 < t, hence ∆(it) is a
factor module of Λ/Λ+ ⊗Λ0 Λ0P (it). Together this shows Λ/Λ+ ⊗Λ0 Λ0P (it)
∼= ∆(it).
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Next we apply the sequence (DStd) to the right Γ-module P (it)Γ0 ⊗Γ0 Γ/Γ+. By the
identity (Cosyz) we get the following sequence of left Γ-modules.
0 D(P (it)Γ0 ⊗Γ0 Γ/Γ+) I(it) I(it−1) 0.
Now D(P (it)Γ0)
∼= Γ0I(it), and thus D(P (it)Γ0 ⊗Γ0 Γ/Γ+)
∼= Γ/Γ+ ⊗Γ0 Γ0I(it). Observe
that all composition factors of Γ/Γ+⊗Γ0 Γ0I(it) have layer ≥ t. Moreover, any submodule
of I(it) that properly contains this submodule, would have S(it−1) as composition factor.
Together this shows that Γ/Γ+ ⊗Γ0 Γ0I(it)
∼= ∇(it), the costandard module at it. 
Let add(∆) (resp. add(∇)) denote the full subcategory of Ns(Q)-mod given by finite
direct sums of standard modules (resp. costandard modules).
Corollary 3.14. The algebra Ns(Q) is left strongly quasi-hereditary. Moreover there are
equivalences of categories
Λ0-proj add(∆), Γ0-inj add(∇).
Λ/Λ+⊗Λ0−
resΛ0
Γ/Γ+⊗Γ0−
resΓ0
Here resΛ0 and resΓ0 are the restriction functors induced by the inclusions Λ0 → Λ and
Γ0 → Γ respectively.
For t = 1, . . . , s we define et :=
∑
i∈Q0
e(it), and Et :=
∑t
u=1 eu, and E0 := 0. Let
us write (Et) for the two sided ideal of Ns(Q) generated by the idempotent Et. For
each t we have the quotient Ns(Q) → Ns(Q)/(Et), observe that Ns(Q)/(Et) ∼= Ns−t(Q).
The quotient induces a fully faithful functor ιt : Ns(Q)/(Et)-mod → Ns(Q)-mod. For
t = 0, . . . , s− 1 we define T (it+1) := ιt(Ns−t(Q)I(is)).
Proposition 3.15. There are sequences
(Filt) 0 −−−→ ∆(it) −−−→ T (it) −−−→
⊕
(a : j→i)
∈Cosp(i)
T (jt+1) −−−→ 0.
Also the characteristic tilting module for our quasi-hereditary structure on Ns(Q) is
T :=
s⊕
t=1
⊕
i∈Q0
T (it).
Proof. All composition factors of T (it),∆(it) and T (jt+1) have layer ≥ t. Thus we can
work in the full subcategory Ns(Q)/(Et−1), so we assume t = 1 without loss of generality.
Apply (DStd) to the right Ns(Q)-module P (is)Λ0 ⊗Λ0 Λ/Λ+. By the identity (Emb) we
get the exact sequence
0 −−−→ Λ/Λ+ ⊗Λ0 Λ0I(is) −−−→ I(is) −−−→
⊕
(a : j→i)
∈Cosp(i)
ι1(Λ/(e1)I(js)) −−−→ 0.
But Λ0I(is)
∼= Λ0P (i1), and since we assume t = 1 the kernel of the sequence is isomorphic
to ∆(it). Moreover, I(is) = T (i1) and ι1(Λ/(e1)I(js)) = T (j2) by construction, hence this
is the sequence above. By induction with the sequence (Filt) we see the modules T (it) are
in F(∆).
All injective modules are in F(∇) in general. Consequently, each of the modules
T (it+1) has a filtration of ∇-modules, coming from the ∇-filtration of Ns−t(Q)I(is) in
Ns(Q)/(Et)-mod. To summarise, all the modules T (it) are pairwise distinct, indecom-
posable, and belong to F(∆)∩F(∇). That shows T is the characteristic tilting module of
Ns(Q). 
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For an algebra A and M ∈ A-mod we define respectively the modules generated and
cogenerated by M as
gen(M) := {N ∈ Ns(Q) | ∃ an epimorphism M0 ։ N with M0 ∈ add(M)},
cogen(M) := {N ∈ Ns(Q) | ∃ a monomorphism N ֌M0 with M0 ∈ add(M)}.
We summarise the most important properties of Ns(Q) and the subcategories F(∆) and
F(∇) in Proposition 3.16. Keep in mind that we have established two different Z-gradings
on Ns(Q), producing the graded modules Λ and Γ. Hence any Ns(Q)-module can equiva-
lently be considered as an ungraded Λ- or Γ-module.
Proposition 3.16. The algebra Ns(Q) has a quasi-hereditary structure, uniquely deter-
mined by the layer function L, that makes it simultaneously left strongly quasi-hereditary
and right ultra strongly quasi-hereditary. In particular the category F(∆) is closed under
taking submodules and F(∇) is closed under taking factor modules. Moreover the following
are equivalent for an Ns(Q)-module M .
(a) M ∈ N .
(b) M ∈ cogen(I).
(c) M ∈ F(∆).
(d) The underlying Λ0-module of M is projective.
(e) For the corresponding (Γ0,Γ1)-module (M,ϕ), the map ϕ is a monomorphism.
Also the following conditions are equivalent:
(b′) M ∈ gen(I).
(c′) M ∈ F(∇).
(d′) The underlying Γ0-module of M is injective.
Proof. Proposition 3.13 already shows Ns(Q) is left strongly quasi-hereditary. By Corollary
3.14 we see Ns(Q) fulfils condition (US1). Moreover rad(∆(it)) = 0 if and only if t = s,
but then I(it) = T (i1), and hence Ns(Q) satisfies (US2). That shows Ns(Q) is right ultra
strongly quasi-hereditary.
Note that N can be characterised as containing exactly the modules such that all sum-
mands of the socle have the form S(is) for some i ∈ Q0. Recall that the indecomposable
summands of I are I(is) for i ∈ Q0, thus N = cogen(I). All the costandard modules have
injective dimension at most 1 which, by [DR92, Lemma 4.1*], is equivalent to F(∆) being
closed under submodules. By Proposition 3.15 we know I(is) = T (i1) is in F(∆), thus
cogen(I) ⊂ F(∆). Now cogen(I) is closed under taking extensions because I is injective.
Since the standard modules are in cogen(I) that shows F(∆) ⊂ cogen(I).
Conditions (c) and (d) are equivalent by Corollary 3.14, and Condition (e) is equivalent
to (a) by Proposition 3.11.
The equivalence of (c′) and (d′) is clear from the equivalence in Corollary 3.14. From
the characterisation of left strongly quasi-hereditary algebras in the appendix of [Rin10],
F(∇) = gen(T ). But the sequence (Cores) shows that gen(I) = gen(T ), thus (b′) and (c′)
are equivalent. 
Remark 3.17. Let A be an algebra with finite Loewy length as a left module, and let s be
such that rad(A)s = 0. Define
MA :=
s⊕
t=1
A/rad(A)t,
and let E be a basic A-module with add(E) = add(MA). The ADR-algebra is defined
as RA := EndA(E)
op. In [Con16] Conde proved that the ADR-algebras are right ultra
strongly quasi-hereditary. Indeed Ns(Q) has many similarities with the ADR-algebras. In
particular Ns(Q) is isomorphic to RkQ as a quasi-hereditary algebra if MkQ is basic, which
holds true if Q has no sinks.
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The Ringel-dual of ADR-algebras was calculated by Conde-Erdmann in [CE18], which
already covers the Ringel dual for many cases, where the Ringel dual of Ns(Q) isNs(Q
op)op.
The proof that this formula holds in general is to appear elsewhere [Eir18].
4. Richardson orbits from intermediate extensions
4.1. Recollements from idempotents. Let B be a finite dimensional algebra and e ∈ B
be an idempotent element. We set P = Be and I = D(eB) and A = EndB(P )
op =
eBe. Left multiplication with e gives a functor e : B-mod → A-mod which determines a
recollement (see below). For every additive functor F : A → B we denote by Ker F the full
subcategory of A of objects X with F (X) = 0, and let Im F denote the full subcategory
of B of objects Y such that Y ∼= F (Z) in B for some Z in A, i.e. Im F is the essential
image of F .
We look at a diagram of six additive functors
B/(e)-mod B-mod A-modi
q
p
e
ℓ
r
defined by
q = B/(e)⊗B −, ℓ = P ⊗A −,
i = inclusion, e = HomB(P,−),
p = HomB(B/(e),−), r = HomA(eB,−).
They fulfil: (q, i, p), (ℓ, e, r) are adjoint triples, i, ℓ, r are fully faithful and Ker e = Im i,
which are the defining properties of a recollement of abelian categories.
The associated TTF-triple in Γ-mod is given by
TTF(e) := (Ker q,Ker e,Ker p).
In particular, one has Ker e∩Ker p = {0}. Since ℓ is fully faithful, the unit η : 1→ eℓ is an
isomorphism. For η−1 : eℓ→ 1 there is an adjoint map ℓ→ r. We define the intermediate
extension functor to be
c = Im (ℓ→ r) : A-mod→ B-mod.
Now, we define for the projective B-module P = Be and the injective B-module I =
D(eB) the following full subcategories of Γ-mod:
gen1(P ) := {X ∈ B-mod | ∃ P1 → P0 → X → 0 exact, P1, P0 ∈ add(P )},
cogen1(I) := {X ∈ B-mod | ∃ 0→ X → I0 → I1 exact, I1, I0 ∈ add(I)}.
Lemma 4.1.
Ker q = gen(P ), Im ℓ = gen1(P ),
Ker p = cogen(I), Im r = cogen1(I).
Therefore the essential image of the intermediate extension c = Im (ℓ → r) has the de-
scription
Im c = Ker q ∩Ker p = gen(P ) ∩ cogen(I).
Proof. See [PS17], Lemma 4.1. 
Recall that we say an A-module M is rigid if Ext1A(M,M) = 0.
Lemma 4.2. Let B be a finite-dimensional algebra and e ∈ B be an idempotent. We set
A = eBe. If M is a rigid A-module, then c(M) is a rigid B-module.
QUIVER-GRADED RICHARDSON ORBITS 17
Proof. We have ℓ(A) = Be, so ℓ maps projective modules to projectives. Choose a projec-
tive cover pM : PM →M in A-mod and apply ℓ to it to get ℓ(pM ) : ℓ(PM )→ ℓ(M). This is
an epimorphism because ℓ is right exact. We compose it with the canonical epimorphism
ℓ(M)→ c(M) and obtain a short exact sequence of B-modules
0→ Y → ℓ(PM )→ c(M)→ 0.
Now, we apply HomB(−, c(M)) to it and obtain an exact sequence
0→ HomB(c(M), c(M)) → HomB(ℓ(PM ), c(M))
g
−→ HomB(Y, c(M))
→ Ext1B(c(M), c(M)) → 0,
using that Ext1B(ℓ(PM ), c(M)) = 0 since ℓ(PM ) is projective. Since ec
∼= id and ℓ is a left
adjoint to e, the first two vector spaces can be identified as
HomB(c(M), c(M)) ∼= HomA(M,M), HomB(ℓ(PM ), c(M)) ∼= HomA(PM ,M).
We also know that the functor e gives a map HomB(Y, c(M)) → HomA(eY,M), and this
coincides with the monomorphism HomB(Y, c(M)) → HomB(Y, r(M)) ∼= HomA(eY,M)
induced by the inclusion c(M) → r(M). Since e is exact, we get an exact sequence
0→ eY → PM →M → 0. We apply the functor HomA(−,M) and get an exact sequence
0→ HomA(M,M)→ HomA(PM ,M)
f
−→ HomA(eY,M)→ Ext
1
A(M,M)→ 0.
We observe dim Im f = dim Im g. An easy comparison of dimension gives us
dimExt1B(c(M), c(M)) = dimHomB(Y, c(M)) − dim Im g
≤ dimHomA(eY,M)− dim Im f = dimExt
1
A(M,M).
So, if M is rigid, then c(M) is also rigid. 
4.1.1. The associated projective maps. Let k be an algebraically closed field. Let A be
a finite-dimensional basic k-algebra given by the quotient of a path algebra kQ by an
admissible ideal I. We say an A-module M is rigid if Ext1A(M,M) = 0. Let d ∈ N
Q0
0 and
denote by Rd(A) ⊂ Rd the subset of points corresponding to modules M with IM = 0,
note that this subset is Gld-invariant. This closed subset comes with a natural scheme
structure Rˆd(A), with A-modules of dimension vector d corresponding to k-valued points
of Rˆd(A). We can see Rd(A) as the variety given by the reduction of this scheme, it
inherits the action of Gld and there is bijection between isomorphism classes of A-modules
of dimension d and Gld-orbits in Rd(A). Note that Rd(A) is not necessarily irreducible.
We recall the following facts from the literature. Part (1) is a corollary of Voigts lemma,
cf. [Gab75]. The second fact is stated and proven in [Gei96, Propostion 3.7], but it comes
from earlier folklore.
Lemma 4.3. (1) Let M be a smooth k-valued point in Rˆd(A). Then the Gld-orbit of
M in Rd(M) is open if and only if M is rigid.
(2) Let M be a k-valued point of Rˆd(A). If Ext
2
A(M,M) = 0, then M is a smooth
point.
Let B be a finite-dimensional basic k-algebra. Let e ∈ B be a sum of primitive orthogonal
idempotent elements and A = eBe. We can assume B, and hence A, is given by a quiver
with relations, where the vertices correspond to primitive idempotents. For a B-module
X we write dim X = (f, d) =: d, where d = dim eX as a dimension vector for A and
f = dim (1− e)X as a dimension vector for (1− e)B(1− e). We look at the algebraic map
e : Rd(B)→ Rd(A), X 7→ eX.
We denote Rd(B)
st := {X ∈ Rd(B) | X → re(X) is a monomorphism } ⊆ Rd(B) and call
this the subset of stable points. Equivalently, we can characterise the stable points as all
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X ∈ Rd(B) such that X ∈ cogenI. By [CBS17, Section 7], this is an open subset. We
also recall: If X is stable, then the natural monomorphism ce(X) ⊂ re(X) factors over the
other natural monomorphism X → re(X) implying that we have a natural monomorphism
ce(X)→ X. The geometric quotient Rd(B)
st/Glf exists, as well as a projective map
π : Rd(B)
st/Glf → Rd(A), [X] 7→ eX.
Proposition 4.4. Let n denote the number of primitive idempotents in B. Consider the
dimension vectors of r and c. We denote by Rd (resp. Cd) the subset of points M in Rd(A)
with dim r(M) = d (resp. dim c(M) = d).
(1) The map Rd(A) → N
n
0 , defined by M → dim r(M), is upper semi-continuous in
each coordinate.
The map Rd(A) → N
n
0 , defined by M → dim c(M), is lower semi-continuous in
each coordinate.
(2) The functors r and c induce isomorphisms of algebraic varieties rd : Rd → π
−1
d
(Rd)
and cd : Cd → π
−1
d
(Cd), with the inverse given by restricting πd
Remark 4.5. For completeness we point out that similar results as for the functor r hold
for the functor ℓ. In that case the analogue map ℓd will take values in Rd(B)
cost/Glf ,
where Rd(B)
cost = {X ∈ Rd(B) | ℓe(X) → X is an epimorphism } ⊆ Rd(B) and we call
this the subset of costable points.
Let Q0 denote the set of primitive idempotents of A. For a dimension vector d ∈ N
Q0
0 we
let kd denote the Q0-graded vector space
⊕
i∈Q0
kdi . If d, d′ ∈ NQ0 are dimension vectors,
we let Md×d′(k) denote the affine variety of homomorphisms of Q0-graded vector spaces
kd → kd
′
.
Proof. Let us first prove (1). Let ei be a primitive idempotent of B, not necessarily a
summand of e. Then eBei is a left A-module. It has a free resolution
Ap
χ
→ Aq → eBei → 0.
Let d ∈ NQ00 and M ∈ Rd(A), recall that r(M) = HomA(eB,M). Moreover the i-th coef-
ficient of the dimension vector of r(M) is given by dimk eir(M) = dimk HomA(eBei,M).
Apply HomA(−,M) to the free resolution of eBei to obtain the exact sequence
(χ∗) 0 HomA(eBei,M) HomA(A
q,M) HomA(A
p,M).
fM
Clearly dimk HomA(eBei,M) = dimker fM , and HomA(A
q,M) = (kd)q = kqd. From a
construction in [Zwa02, Section 3.3] we know that the map χ induces a morphism of va-
rieties f : Rd(A) → Mpd×qd(k). Now observe that the map fM is isomorphic to the map
f(M). But the dimension of the kernel of a matrix over k is upper semi-continuous, thus
M 7→ dimk eir(M) is upper semi-continuous.
To see that the map M 7→ dim c(M) is lower semi-continuous in each coordinate we
combine lemmas 6.3 and 7.2 in [CBS17]. The first lemma implies that the image of the
collapsing map is always closed. Then Lemma 7.2 states that the image of the collapsing
map πd can be characterised by {M ∈ Rd(A) | dim c(M) ≤ d}, where the ordering of
dimension vectors is given by pointwise comparison. This implies the lower semi-continuity.
Now we look at (2). Let e1, . . . , en be a complete set of primitive idempotents for B and
we assume without loss of generality that e = e1 + e2 + · · · + em for an m ≤ n. We have
a regular map Rd(B)
st → Rd(A) ×
∏n
m+1Gr
(Homk(eBei,kd)
fi
)
mapping M 7→ (eM, ei(M) ⊂
Homk(eBei, k
d)). The image is a closed subset isomorphic to Rd(B)
st/Glf . Therefore, it
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is enough to check that the maps
ri : Rd → Grk
(
Homk(eBei,M)
fi
)
, M 7→
(
HomA(eBei,M) ⊂ Homk(eBei, k
d)
)
;
ci : Cd → Grk
(
Homk(eBei,M)
fi
)
, M 7→
(
eic(M) ⊂ Homk(eBei, k
d)
)
;
are regular for i = m+ 1, . . . , n.
A k-valued point M of Rd(A) gives the map fM in the exact sequence (χ
∗). As estab-
lished in the proof of (1) the map Rd(A) → Mpd×qd(k) mapping M to fM is a regular
map. By imposing rank conditions this induces a regular map Rd → {f ∈ Mpd×qd(k) |
dimKer (f) = fi}. Now, we can compose this map with the principal Glfi-bundle
{f ∈ Mpd×qd(k) | dimKer (f) = fi} → Grk
(
kqd
fi
)
. But this was not yet the Grassmannian
we wanted to end up in. We have a commutative diagram
0 HomA(eBei,M) HomA(A
q,M) HomA(A
p,M)
0 Homk(eBei,M) Homk(A
q,M) Homk(A
p,M),
fM
where the arrows pointing down are the natural inclusions. This induces closed immersions
of Grassmannians
Grk
(
kqd
fi
)
Grk
(Homk(Aq ,kd)
fi
)
Grk
(Homk(eBei,kd)
fi
)
.
By composition we get a regular map Rd → Grk
(Homk(Aq ,kd)
fi
)
. In fact, the image lies in
the closed subvariety Grk
(Homk(eBei,kd)
fi
)
and therefore ri is a regular map.
For the definition of ci we consider Rd(A)→ Homk(eiBe⊗kk
d,Homk(eBei, k
d))mapping
M to the composition gM : eiBe⊗kM → eiBe⊗AM → HomA(eBei,M) ⊂ Homk(eBei, k
d),
where the map in the middle comes from the natural transformation ℓ→ r. Again, by con-
sidering R-valued points, it is easy to see that this is a regular map. By imposing rank con-
ditions this induces a morphism of varieties Cd → {g ∈ Homk(eiBe⊗kk
d,Homk(eBei, k
d)) |
dim Im g = fi}. We compose this with the principal Glfi-bundle
{g ∈ Homk(eiBe⊗k k
d,Homk(eBei, k
d)) | dim Im g = fi} → Grk
(
Homk(eBei, k
d)
fi
)
.
By deinition of the functor c, this gives us the map ci as a composition of regular maps.
This shows ci is regular.
The last claim is that rd and cd are isomorphisms. This follows directly from er = id =
ec, which implies the inverses are induced by the restrictions of the map e : Rd(B)→ Rd(A)
to the fibres π−1
d
(Rd) and π
−1
d
(Cd) respectively. 
For every point M ∈ Rd(A) we denote by π
−1(M) the underlying reduced variety of
the scheme π−1(M). If N is a B-module with eN = 0 then we can see N naturally as
a B/(e)-module and denote by GrB/(e)
(N
f
)
the quiver Grassmannian with the underlying
reduced scheme structure.
Lemma 4.6. There is an AutA(M)-equivariant isomorphism of projective varieties
π−1(M)→ GrB/(e)
(
r(M)/c(M)
d− dim c(M)
)
.
In particular, we have Im π ⊂ {M ∈ Rd(A) | dim c(M) ≤ d ≤ dim r(M)}.
Before we can prove the lemma, we need the following lemma:
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Lemma 4.7. Let d > f > e ≥ 1 be natural numbers. We denote by Fl(e, f, d) the flag
variety of flags U1 ⊂ U2 ⊂ k
d with dimU1 = e,dimU2 = f and by
p : Fl(e, f, d)→ Gr(e, d),
the map given by p(U1 ⊂ U2 ⊂ k
d) = (U1 ⊂ k
d). This is a regular map between projective
varieties. The map
φ : p−1(U1)→ Gr(d− e, f − e),
defined by φ(U2) = U2/U1, is an isomorphism of varieties.
Proof of Lemma 4.6. A k-valued point in π−1(M) is given by a B-module X fitting in a
flag of submodules
c(M) = ce(X) ⊂ X ⊂ re(X) = r(M),
such that dim X = d. Observe here that a point in Rd(B)
st is a point X where these two
morphisms are monomorphisms. Moreover ce(X) ⊂ re(X) by definition. Now, passing
to the geometric quotient under the Glf operation on X, the two monomorphisms can
be assumed to be set-theoretic inclusions. This means that π−1(M) is naturally a closed
subscheme of a fibre p−1(U2) as discussed in the auxiliary lemma. This implies that the
map
π−1(M)→ GrB/(e)
(
r(M)/c(M)
d− dim c(M)
)
,
sending X with c(M) ⊂ X ⊂ r(M) to X/c(M), is an isomorphism of varieties. 
4.2. Application of the recollement to Ns(Q). We apply the recollement above to
B = Ns(Q). We take e ∈ Ns(Q) to be the idempotent corresponding to the sum over the
primitive idempotents in the s-th layer, i.e. e =
∑
i∈Q0
e(is). Let J ⊂ kQ be the two-sided
ideal generated by Q1. Then kQ/J ∼= k
Q0 is semi-simple and kQ/Js is finite-dimensional.
It is well-known that one has J = rad(kQ), the Jacobson radical of kQ, if and only if Q
contains no oriented cycles.
Lemma 4.8. There is a canonical isomorphism of finite-dimensional k-algebras
eNs(Q)e→ kQ/J
s.
Proof. We build a surjective ring homomorphism φ : kQ→ eNs(Q)e. Let
α = a(l) · · · a(1) : i→ j be a path of length l < s in kQ, we write
a(α) := a
(l)
s−l+1 · · · a
(1)
s .
Let b(α) := b(js−1) · · · b(js−l). Then we define φ(α) := a(α)b(α). If α is a path of length
≥ s we define φ(α) := 0.
To show that φ is a ring homomorphism, we check this on basis elements. Let α,α′
be paths of length l and l′ respectively. If either l or l′ is ≥ s, then clearly φ(αα′) =
φ(α)φ(α′) = 0. If the source of α is not equal to the target of α′, then the source of φ(α)
is not equal to the target of φ(α′), thus φ(α)φ(α′) = 0 = φ(0) = φ(αα′). If αα′ 6= 0 and
l+l′ ≥ s, then the path φ(α)φ(α′) is contained in the ideal I, thus φ(αα′) = 0 = φ(α)φ(α′).
The remaining case is when αα′ 6= 0 and l + l′ < s. But then φ(α)φ(α′) = φ(αα′) up to
the relations in Ns(Q). Thus φ is a ring-homomorphism with kernel J
s.
Now eNs(Q)e has as standard basis elements all paths of the form βα, where β =
b(js−1) · · · b(jt) and α = a
(t+1)
t+1 · · · a
(s)
s . But those are obtained as φ(a(t+1) · · · a(s)) = βα,
thus φ is surjective. Then eNs(Q)e ∼= kQ/J
s by the first isomorphism theorem. 
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We identify eNs(Q)e with kQ/J
s via the isomorphism in Lemma 4.8, then the recolle-
ment corresponding to e ∈ Ns(Q) takes the form
Ns(Q)/(e)-mod Ns(Q)-mod kQ/J
s-mod.i
q
p
e
ℓ
r
By Proposition 3.16 and Lemma 4.1 we know that for the ∆-filtered modules of the
quasi-hereditary structure from the previous section the following holds:
Im c = cogen(I) ∩ gen(P ) ⊂ cogen(I) = F(∆),
Im r = cogen1(I) ⊂ cogen(I) = F(∆).
Therefore, we can restrict this to functors (which we still denote by the same letters)
Ns(Q)/(e)-mod F(∆) kQ/J
s-mod.
q
e
c
r
The following properties of the restricted functors are straightforward and follow from the
properties of the recollement.
(1) e is faithful and exact;
(2) (c, e) and (e, r) are adjoint pairs and c, r are both fully faithful;
(3) r maps injectives to injectives and c maps projectives to projectives.
Let M be a kQ/Js-module, we can determine c(M) and r(M) explicitly. Consider the
socle filtration of M . It is defined recursively by soc0(M) = 0, and soct+1(M) is the
submodule of M determined by
soct+1(M)/soct(M) = soc(M/soct(M)).
Equivalently we can define soct(M) as the maximal submodule of M annihilated by J t. In
particular we have soct(M) = M for all t ≥ s− 1. Recall that we can consider r(M) and
c(M) as objects of mons(Q) via the functor Φ
∗ from Section 3.3.1. We write Nt := Φ
∗(N)t
for the t-th kQ-module of Φ∗(N).
Lemma 4.9. Let M be a kQ/Js-module. Then
(1) r(M)t ∼= soc
t(M).
(2) c(M)t ∼= J
s−tM .
Proof. Let et :=
∑
i∈Q0
e(it) for t = 1, . . . , s, in particular es = e. By Lemma 4.8 we
know etNs(Q)et ∼= kQ/J
t as kQ-modules, and we obtain the kQ-module r(M)t as etr(M).
Observe that eNs(Q)et ∼= eNs(Q)e/J
t as a left kQ-module, we obtain identities
etr(M) = HomkQ(eNs(Q)et,M) ∼= HomkQ(kQ/J
t,M) ∼= soct(M).
Thus r(M)t ∼= soc
t(M) as claimed.
By construction c(M) is the maximal submodule of r(M) generated by the projective
Ns(Q)-module Ns(Q)e, i.e. c(M) = Ns(Q)e r(M). Moreover, since c(M) ∈ N , we know
et c(M) ∼= etNs(Q)e c(M) as a kQ-module. Now er(M) ∼= M and by the relations on
Ns(Q) we have eNs(Q)etNs(Q)e = J
s−t ⊂ eNs(Q)e. Combining this we get the following
identities of kQ-modules:
c(M)t = etc(M) = etNs(Q)e r(M) ∼= eNs(Q)etNs(Q)e er(M) ∼= J
s−tM.

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4.2.1. Richardson orbits from intermediate extensions. Take a dimension filtration d =
(d(1), . . . ,d(s)) of d ∈ NQ00 , d can be seen as a dimension vector of Ns(Q) in a canonical
way, with d
(t)
i corresponding to the vertex it of Q
(s). We set f := (d(1), . . . ,d(s−1)), so
d = (f, d), then by [CBS17] we have a free operation of Glf =
∏s−1
t=1 Gld(t) on Rd(Ns(Q))
st.
By Proposition 3.16 we know that an Ns(Q)-module is stable w.r.t. e if and only if it is
in N = cogen(I), where I = D(eNs(Q)). Thus Rd(Ns(Q))
st is the subset of Rd(Ns(Q))
of d-dimensional Ns(Q)-modules which are in the subcategory N . Taking the quotient
module Glf amounts to taking the flag of submodules determined by an object in the
monomorphism category, hence we can identify the geometric quotient Rd(Ns(Q))
st/Glf
with RFd. The multiplication with the idempotent e induces a map of algebraic varieties
ϕ : Rd(Ns(Q))
st → Rd(kQ/J
s), M 7→ eM.
Then the following diagram commutes
RFd Rd(kQ/J
s)
Rd(Ns(Q))
st
πd
πN
ϕ
In particular Rd(Ns(Q))
st is irreducible and smooth.
The map πN : Rd(Ns(Q))
st → RFd induces a bijection between dense Gld-orbits in RFd
and denseGld-orbits in Rd(Ns(Q))
st. Recall from the previous subsection that the category
N is the category of ∆-filtered modules for a quasi-hereditary structure. Therefore, we
obtain the following.
Theorem 4.10. We consider the algebra Ns(Q) with the quasi-hereditary structure from
subsection 3.4. The following are equivalent:
(1) There is a rigid ∆-filtered Ns(Q)-module of dimension vector d.
(2) There is a Richardson orbit for (Q,d).
Proof. Let M be a point in Rd(N ), then M is a ∆-filtered Ns(Q)-module and hence has
projective dimension at most 1. But then Lemma 4.3 implies that the corresponding
k-valued point of Rˆd(Ns(Q)) is smooth.
LetM be a rigid ∆-filtered module of dimension d, suchM is unique up to isomorphism.
We can consider M as a point in Rd(N ), and Gld ·M ⊂ Rd(N ) is a dense orbit by Lemma
4.3. By our discussion above the Gld-orbit of πN (M) ∈ RFd is dense, and by Theorem 2.2
that means (Q,d) has a Richardson orbit.
Now assume RFd has a dense Gld-orbit O. Then π
−1
N (O) ⊂ Rd is a dense orbit of
Rd(N ). Since all points M of this orbit are smooth points in Rˆd(Ns(Q)), Lemma 4.3
implies M is rigid. 
By [CBS17, Lemma 7.2] we have for the intermediate extension c associated to the
idempotent e
Im πd = Im ϕ ⊂ {Y ∈ Rd(kQ/J
s) | dim c(Y ) ≤ d}.
We also observe that for M ∈ Rd(kQ/J
s), one can see c(M) naturally as a point in
Rd(Ns(Q))
st for d = dim c(M), which gives a point in RFd via the quotient map.
Theorem 1. Let Q be a quiver, s ∈ N and d ∈ NQ00 . For a given M ∈ Rd(kQ/J
s) we
take d = dim c(M) (resp. d = dim r(M)). If Im πd has a dense Gld-orbit ON , then πd is
a desingularisation of ON and R
d
d has a Richardson orbit contained in ON . This orbit is
given by the rigid Ns(Q)-module c(N) (resp. r(N)).
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Proof. If d = dim c(M) we know by Prop 4.4 (1) that M 7→ dim c(M) is lower semi-
continuous and thus
Cd = {N ∈ Rd(A) | dim c(N) = d} ⊂ {N ∈ Rd(A) | dim c(N) ≤ d} = Im πd
is an open and non-empty subset of an irreducible variety. By loc. cit. (2) we also get that
the restriction of πd to π
−1
d
(Cd)→ Cd is an isomorphism. In particular, πd is birational.
Now assume d = dim r(M). By Prop 4.4 (1) the map N 7→ dim r(N) is upper semi-
continous, so Rd = {N ∈ Rd(A) | dim r(N) = d} ⊂ {N ∈ Rd(A) | dim r(N) ≥ d} is an
open non-empty subset. Furthermore, we know by Proposition 4.4 (2) that Rd ⊂ Im πd ⊂
{N ∈ Rd(A) | dim r(N) ≥ d}, and the second inclusion is one of closed subsets in Rd(A).
Therefore Rd is an open subset of Im πd. Moreover Proposition 4.4 (2) states that the
restriction of πd to π
−1
d
(Rd)→Rd is an isomorphism, therefore πd is birational. 
Corollary 4.11. The functor r maps rigid modules to rigid modules.
Corollary 4.12. If kQ/Js is representation-finite, then (Q,d) has a Richardson orbit for
every dimension d of an intermediate extension c(X), or of r(X), with X a kQ/Js-module.
Remark. If we take M ∈ Rd(kQ/J
s) and d := dim c(M) and assume Im πd = ON , then
it can happen that N and M are not isomorphic. For example, this is the case in the
example below.
Example 4.13. Take Q = ( 1 2 //oo 3 ). Then the quiver for B = N2(Q) is
12 22
~~⑦⑦
⑦⑦
⑦⑦
⑦
  ❅
❅❅
❅❅
❅❅
32
11
OO
21
OO
31.
OO
We consider the idempotent recollement with respect to e = e(12) + e(22) + e(32), clearly
eBe = kQ. We look at the kQ-module M = I(2) ⊕ P (2). Then we have r(I(2)) = I(22)
since r maps injectives to injectives, and c(I(2)) = S(22) because c maps simples to
simples. We have r(P (2)) = P (22) = c(P (2)) because there is no other indecomposable
module Y with eY = P (2). Then the module X := r(M) = I(22)⊕P (22) is rigid, because
I(22) = P (21) is projective-injective. But ce(X) = c(M) = S(22) ⊕ P (22) is not rigid,
because we have a non-split short exact sequence
0→ P (22)→ I(12)⊕ I(32)→ S(22)→ 0.
Furthermore, we have the following corollary from the proof of Theorem 1. The second
statement is the main result of [BHZT09], but we provide a different proof.
Corollary 4.14. Let Cd,Rd ⊂ Rd(kQ/J
s) be two strata defined as before through the
functors r and c induced by the highest layer idempotent e ∈ Ns(Q). Let ≤ denote the
partial order on dimension vectors given by pointwise comparison in every coordinate.
(1) Every non-empty Cd and every non-empty Rd is smooth, irreducible and of dimen-
sion
dimRFd = d · d− 〈d,d〉Ns(Q),
and its closure is Cd = Im πd and Rd = Im πd.
(2) For every non-empty Cd one has Cd =
⋃
d′≤d Cd′ . The irreducible components
of Rd(kQ/J
s) are those Cd for which d is maximal with respect to the finite set
{d | ∃M ∈ Rd(kQ/J
s) with dim c(M) = d}.
Proof. Statement (1) follows directly the proof of Theorem 1.
For (2), the first claim follows from Im πd = {N ∈ Rd(kQ/J
s) | dim c(N) ≤ d} cf.
[CBS02, Lemma 7.2]. The second claim is a direct consequence of it. 
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4.3. The relaxed Richardson property. Let Q be as before, let d be a dimension vector
for Q, and let d be a dimension filtration of d of length s. As we still consider the collapsing
map πd : RFd → Rd.
Definition 4.15. We say the pair (Q,d) has the relaxed Richardson property if there is
an open subset U ⊂ Im πd such that for each point M ∈ U , the automorphism group
AutkQ/Js(M) operates with a dense orbit on π
−1
d
(M).
Remark. This is a weaker condition than having a Richardson orbit. By Theorem 2.2,
(Q,d) has a Richardson orbit if and only if there is an open subset U as in the definition
which has a dense Gld orbit. In Section 5.2 is a case where the relaxed Richardson property
holds, but there is no Richardson orbit. Section 5.1 we give an example where the relaxed
Richardson property fails.
We do however have a large class of examples where the relaxed Richardson property
holds.
Theorem 2. Let Q be a finite quiver, s ∈ N and d ∈ NQ00 . For a given M ∈ Rd(kQ/J
s)
let either d = dim c(M) or d = dim r(M).
Then πd is birational onto its image and (Q,d) has the relaxed Richardson property.
Proof. Take the proof from Theorem 1. It also applies to this situation.

4.4. The Grassmannian case s = 2. Now we study the case s = 2. Let e =
∑
i∈Q0
e(i2) ∈
N2(Q). We observe that N2(Q)/(e) is semi-simple. This already leads us to:
Lemma 4.16. Let Q be a quiver and d = (d1, d2) a dimension filtration of d, then the fibres
of the map πd are either empty or products of vector space Grassmannians. In particular
they are all smooth and connected if they are non-empty.
Furthermore, we have Im πd = {M ∈ Rd(kQ/J
2) | dim c(M) ≤ d ≤ dim r(M)}.
Proof. Let M ∈ Rd(kQ/J
2). By Lemma 4.6 we have
π−1
d
(M) ∼= GrN2(Q)/(e)
(
r(M)/c(M)
d− dim c(M)
)
.
Since N2(Q)/(e) is semi-simple, the quiver Grassmannian on the right is either empty or
a product of vector space Grassmannians. A point M ∈ Rd(kQ/J
2) is contained in the
image if and only if the fibre over this point is non-empty, and this is precisely the case
when the pointwise dimension inequality dim c(M) ≤ d ≤ dim r(M) is fulfilled. 
Remark. Let B be a finite dimensional k-algebra, e ∈ B an idempotent element. Let
A = eBe and M an A-module. Recall from [FP04] that we have an exact sequence of
natural transformations
0→ c→ r → iqr → 0.
We have a natural k-algebra homomorphism ψM : EndA(M) → EndB/(e)(qr(M)). In gen-
eral it is neither injective nor surjective.
Let us return to B = N2(Q) and e =
∑
i∈Q0
e(i2). The isomorphism π
−1
d
(M) →
GrN2(Q)/(e)
( qr(M)
d−dim c(M)
)
isAutkQ/J2-equivariant where the group operation on theN2(Q)/(e)-
quiver Grassmannian is induced by the homomorphism AutkQ/J2(M)→ AutN2(Q)/(e)(qr(M)).
Lemma 4.17. For every kQ/J2-module M , the map f 7→ qr(f)
EndkQ/J2(M)→ EndN2(Q)/(e)(qr(M)) = EndN2(Q)/(e)(r(M)/c(M))
is surjective.
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Proof. Given a kQ/J2-module M , the module qr(M) is a the maximal summand of
top(r(M)) which is supported on {i1 | i ∈ Q0}. For an indecomposable N2(Q)-module
Y one has that top(Y ) is supported in {i1 | i ∈ Q0} if and only if Y = P (i1) or Y = S(i1)
for some i ∈ Q0. Since S(i1) is not in Im r we conclude that qr(M) coincides with q(Y
′),
where Y ′ ⊂ r(M) is a maximal summand isomorphic to a direct sum of projectives of the
form P (i1) for i ∈ Q0. The projection onto a summand gives a surjective map
EndkQ/J2(M) = EndN2(Q)(r(M))→ EndN2(Q)(Y
′).
Hence it is enough to prove that EndN2(Q)(Y
′) → EndN2(Q)/(e)(q(Y
′)) is surjective. We
have HomN2(Q)(P (i1), P (j1)) = 0 for i 6= j, thus it is enough to prove this for Y
′ = P (i1)
n.
But by definition of N2(Q) we have EndN2(Q)(P (i1)) = Mn(k) = EndN2(Q)/(e)(S(i1)),
therefore the map is surjective. 
Since AutN2(Q)/(e)(r(M)/c(M)) is a product of general linear groups which operates
transitively on GrN2(Q)/(e)
( r(M)/c(M)
d−dim c(M)
)
, the lemma implies that the group AutkQ/J2(M)
operates transitively on the quiver Grassmannian.
We summarise the previous discussion in the following proposition.
Proposition 4.18. Let Q be a quiver and d = (d1, d2 = d) a dimension filtration, then
(Q,d) has a Richardson orbit if and only if there is a dense Gld-orbit in Im πd. Fur-
thermore, for every point M ∈ Rd(kQ/J
2), the fibre π−1
d
(M) is non-empty if and only
if dim c(M) ≤ d ≤ dim r(M) is fulfilled. If it is non-empty, π−1
d
(M) is a product of
Grassmannians and the group operation of AutkQ/J2(M) is transitive.
4.4.1. When is kQ/J2 representation-finite? One way to guarantee that Rd(kQ/J
2) has a
dense orbit is if kQ/J2 is of finite representation type. There is a method to check this in
[Gab72], namely the separation quiver. Given a quiver Q = (Q0, Q1), the separation quiver
of Q has as vertices the disjoint union Q0∪Q
∗
0, where Q
∗
0 = {i
∗ | i ∈ Q0} is a copy of Q0, the
arrows are {(a′ : i→ j∗) | (a : i→ j) ∈ Q1}. There is a bijection between indecomposable
isomorphism classes of non-simple kQ/J2 modules and isomorphism classes of non-simple
representations of the separation quiver of Q. That implies kQ/J2 is of finite representation
type if and only if the separation quiver is of finite representation type. By Gabriel’s
theorem that holds true if and only if all its components are of Dynkin type.
Example 4.19. Consider a quiver Q, drawn on the left, and its separation quiver beside it.
1
((
2hh YY
// 3 YY 1
  ❆
❆❆
❆❆
❆❆
❆ 2
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  ❆
❆❆
❆❆
❆❆
❆

3

1∗ 2∗ 3∗
The separation quiver is of type E6, so it is of finite representation type. Hence kQ/J
2 is
of finite representation type.
5. Examples
Let (Q,d) be a quiver and a dimension filtration such that there is a dense Gld-orbit in
the image of πd. Let M be a point in this orbit and assume that the kQ/J
s-module M is
indecomposable, rigid and fulfils EndkQ/Js(Q) = k. Then the operation of AutkQ/Js(M) =
k∗ on the fibre π−1
d
(M) is trivial. This means that if there is a Richardson orbit for (Q,d),
then πd is a desingularisation of Im πd.
However this does not have to be the case, as we see in the following example.
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5.1. Embedding D˜4. Let Q be the quiver of type D4 with a sink in the middle
Q =
1
''◆◆
◆◆
◆◆ 2
ww♦♦♦
♦♦
♦
3
4.
gg❖❖❖❖❖❖
We consider s = 3 and the dimension filtration
d =
(
0 0
1
0
,
0 0
2
0
,
1 1
2
1
)
.
Since kQ/J3 = kQ is representation-finite, there is a dense orbit in Im d. Consider the
following subquiver Q′ of Q(3):
13
&&▼▼
▼▼
▼▼
23
xx♣♣♣
♣♣
♣
32
31
b(31)
88qqqqqq
43.
ff◆◆◆◆◆◆
For any representation M of Q′ we get an N3(Q)-module N by adding the identity for the
arrow b(32), and the zero vector space at the vertices it for i = 1, 2, 4, t = 1, 2.
This gives a faithful embedding of kQ′-mod in N2(Q)-mod, and N is ∆-filtered if the
map Mb(31) is injective. But there there is no Richardson orbit for (Q,d), because the
quiver representations of type D˜4 of dimension d
′ =
(
1 1
2
1 1
)
have no dense orbit, and
Mb(31) is injective on an open subset of Rd′(Q
′). Since Q is representation finite, Im πd is
an orbit closure, so the condition that fails is actually the relaxed Richardson property.
5.2. The Kronecker quiver. Let Q be the 2-Kronecker quiver 1
//
// 2 . If we take
d = ((0, 1), (1, 1)), then we claim Im πd = R(1,1); for every kQ-module M = ( k
λ //
µ
// k )
of dimension vector (1, 1) there is a d-dimensional stable N2(Q)-module
N =
k
µ
❃
❃❃
❃❃
❃❃
❃
λ
❃
❃❃
❃❃
❃❃
❃ k
0
OO
k
1
OO
with eN = M . It is well-known that there is no dense Gl(1,1)-orbit in R(1,1), thus there
exists no Richardson orbit for (Q,d). If we λ and µ are not both zero, then d = dim c(M).
Thus (Q,d) has the relaxed Richardson property by Theorem 2.
5.3. Auslander algebras. As has been emphasised before, Ns(Q) is intended to generalise
certain aspects of the Auslander algebra of k(x)/〈xs〉. With the help of our quasi-hereditary
structure we can tell exactly in what cases Ns(Q) is actually an Auslander algebra.
Proposition 5.1. Let s ≥ 2, then Ns(Q) is an Auslander algebra if and only if all connected
components of Q are an oriented cycle. In this case the vertices in the s-th layer correspond
to the projective-injective modules over kQ/Js.
Proof. Let us assume Ns(Q) is the Auslander algebra of a representation finite algebra Λ
for s ≥ 2.From [Eir17, Prop. 2.7] we see that if an Auslander algebra is simultaneously
left and right strongly quasi-hereditary, then F(∆) is precisely the full subcategory of
torsionless modules. Since Ns(Q) has such a quasi-hereditary structure [Eir17, Theorem
3] implies that Ns(Q) must be the Auslander algebra of a uniserial algebra Λ.
For each vertex i of Q, we have the injective envelope P (i1) → I(is). Since Ns(Q) has
dominant dimension at least 2 this implies I(is) is in fact projective. It is well known that
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for Auslander algebras that there is an equivalence from Λ-mod to the injective Ns(Q)-
modules, with projective-injective Ns(Q) modules corresponding to projective Λ-modules,
thus the filtration
I(is)։ I(is−1)։ · · ·։ I(i1)
corresponds to a filtration of a projective Λ-module. Recall that the indecomposable Λ-
modules correspond to simple Ns(Q)-modules in a canonical way. Since Λ is uniserial
all modules in this sequence are indecomposable and distinct, so for each i ∈ Q we get
s pairwise non isomorphic Λ-modules generated by the same projective module. Since
the idempotents of Ns(Q) must correspond bijectively to indecomposable Λ-modules, all
indecomposable modules arise in this way. In particular all projective Λ-modules have
Loewy-length s. But by the classification of uniserial algebras that shows Λ is of the form
kQ/Js where Q is an oriented cycle. It was already noted that the vertices in the s-th
layer correspond to the projective-injective kQ/Js-modules.
The converse is clear, note that the vertex it of Q
(s) corresponds to the quotient of P (i)
of length t. 
Since kQ/Js is a representation-finite self-injective algebra, every intermediate exten-
sion c(M) for M ∈ Rd(kQ/J
s) is rigid (cf. [CBS17]). In fact c gives an equivalence of
categories kQ/Js-mod → add(T ), where T is the characteristic tilting module of Ns(Q).
Consequently, for every d = dim c(M), the map πd is a desingularisation of OM , which is
already studied in [CBS17, Thm 7.5].
On the other hand the functor r is simply the standard projective embedding of kQ/Js-mod
into the module category of its Auslander algebra. This follows from the fact that eΓ is the
an Auslander generator for kQ/Js-mod, and r = HomkQ/Js(eΓ,−). Consequently r(M) is
rigid for all M ∈ kQ/Js-mod.
5.4. Lifting projective modules. This provides examples of quiver-graded Richardson
orbits where the generic fibre of πd is not zero-dimensional. Let Q be any quiver and s ≥ 1
arbitrary. Then any projective Ns(Q)-module is rigid, and from general facts about quasi-
hereditary algebras it is in the category N . So if d is a dimension vector of a projective
Ns(Q)-module, then (Q,d) has a Richardson orbit.
If P = Ns(Q)e(it) for some t ∈ {1, . . . , s}, then we have eP ∼= (kQ/J
t)e(i) as kQ/Js-
modules. For s large enough this gives many rigid modules P with
ce(P ) 6= P, P 6= re(P ).
On the other hand, we can calculate for d = dim P, d = dim eP
dimπ−1
d
(eP ) = dimRFd − dimRd
= dimk HomkQ/Js(eP, eP ) − dimk HomNs(Q)(P,P ).
For s ≥ 2 it is easy to find examples where this is > 0.
5.5. Algorithm for Q = A2. For the quiver Q = A2 and arbitrary but fixed s ≥ 1 the cat-
egory N has only finitely many indecomposable objects. This implies that for all dimension
filtrations d there exists a Richardson orbit for (Q,d), we give an algorithm calculating it.
We write A2 = x // y and let d = (d1, . . . , ds) be a dimension filtration, i.e. a dimen-
sion vector for Ns(A2) with dt ≤ dt+1 pointwise for t = 1, . . . , s− 1. Up until now i, j have
denoted vertices of Q, but due to a a high demand of different indices we repurpose the in-
dices i, j here to denote layers in Q(s). For Ns(A2)-modules M,N , we write [M ] := dimM
as well as [M,N ] := dimHomNs(A2)(M,N) and [M,N ]
1 := dimExt1Ns(A2)(M,N). There
is unique vector δd = ((xˆi)
s
i=1, (yˆj)
s
j=1) ∈ N
2s
0 such that
d =
s∑
i=1
xˆi[∆(xi)] +
s∑
j=1
yˆj[∆(yj)].
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We call this the ∆-dimension vector corresponding to d. We write δxi := δ[∆(xi)] and
δyj := δ[∆(yj)]. For i > j we denote by E(i, j) the indecomposable module with ∆-
dimension vector δxi + δyj .
Proposition 5.2. The following algorithm returns a rigid Ns(A2)-module.
Let d be a dimension filtration and let δd = ((xˆi)
s
i=1, (yˆj)
s
j=1) denote the corresponding
∆-dimension vector. Let M = 0 be the trivial Ns(A2)-module. We execute the following
steps:
(1) If xˆi = 0 for all i = 1, . . . , s go to step (3). Otherwise let i be minimal such that xˆi 6= 0
and go to step (2).
(2) If yˆj = 0 for all j < i, replace M with M ⊕∆(xi) and δd with δd − δxi , then go back
to step (1). Otherwise let j be maximal such that j < i and yˆj 6= 0. Replace M with
M ⊕ E(i, j) and δd with δd − δxi − δyj . Then go back to step (1).
(3) Return the module M ⊕
⊕s
j=1∆(yj)
yˆj .
Proof. Denote the module returned by the algorithm by M . We write M =M1⊕M2⊕M3,
with M1 ∈ add
⊕s
i=1∆(xi), M2 ∈ add
⊕
i>j E(i, j) and M3 ∈ add
⊕s
j=1∆(yj).
We observe that T =
⊕s
i=1∆(xi) ⊕
⊕s−1
i=1 E(i + 1, i) ⊕ ∆(ys) is the characteristic tilt-
ing module of Ns(A2)-mod, and that ∆(yj) is projective for j = 1, . . . , s. We use these
properties and apply appropriate Hom-functors to short exact sequences of the form
0→ ∆(yj)→ E(i, j) → ∆(xi)→ 0,
to calculate all missing dimensions of Ext-groups.
We know Ext1(M,M1) = 0, because M is in F(∆) and M1 ∈ add(T ). We also have
Ext1(M3,M) = 0, because M3 is projective. It remains to show:
(a) Ext1(M1,M3) = 0, (c) Ext
1(M2,M3) = 0,
(b) Ext1(M1,M2) = 0, (d) Ext
1(M2,M2) = 0.
Case (a): We have [∆(xi),∆(yj)]
1 = 1 if and only if i > j. If ∆(xi) ∈ add(M1) and i > j
we see that during the iteration of step (2) that yields ∆(xi), we have yˆj = 0. But then
∆(yj) /∈ add(M3), because yˆj is still zero in step (3).
Case (b): From the long exact sequence obtained by applying HomN (∆(xt),−) to the
short exact sequence above, we have [∆(xt), E(i, j)]
1 = 1 if and only if i > t > j. Let
∆(xt) ∈ add(M1) and let i > t > j. By the condition in step (2) we have yˆj = 0 during
the step that yields ∆(xt). If E(i, j) ∈ add(M2), then that is yielded in a later iteration
of step (2), because i > t. But that can’t be since yˆj is still zero in that step.
Case (c): From the long exact sequence obtained by applying HomN (−,∆(yt)) to the
short exact sequence above we have [E(i, j),∆(yt)]
1 = 1 if and only if i > t > j. Let
E(i, j) ∈ add(M2) and let i > t > j. In the step that yields E(i, j) we must have yˆt = 0,
otherwise j is not maximal. But then yˆt = 0 in step (3) also, thus ∆(yt) /∈ addM .
Case (d): We apply HomN (−, E(t, l)) to the short exact sequence above to obtain
[E(i, j), E(t, l)]1 = [E(i, j), E(t, l)] − [∆(yj), E(t, l)] + [∆(xi), E(t, l)]
1 .
We first note [E(i, j), E(t, l)] = 1 if and only if one has i ≥ t, j ≥ l. Also we have
[∆(yj), E(t, l)] = 1 if and only if j ≥ l. From case (b) we know [∆(xi), E(t, l)]
1 = 1 if and
only if t > i > l. We conclude
[E(i, j), E(t, l)]1 =
{
1, if t > i > l > j;
0, else.
Let E(i, j), E(t, l) ∈ add(M2) and assume t > i > l > j. From step (1) in the algorithm
we see E(i, j) is obtained before E(t, l). Thus yˆj, yˆl > 0 at the start of the iteration of step
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(2) that yields E(i, j). But since i > l > j that is a contradiction to j being maximal such
that yˆj > 0 and j > i. Thus E(i, j) and E(t, l) cannot both be summands of M . 
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