Abstmct-Tiús paper presents the basic concepts of a multistage classification strategy caUed the decision tree classifier. Two methods for designing decision trees are discussed and experimental results are reported. The relative advantages and disadvantages of each design method are considered. A spectrum of typical applications in remote sensing is noted.
I. INTRODUCTION
A RESULT of the launch of two Landsat satellites in this decade has been an enormous increase in the volume of available multispectral remote sensing data and a growing in terest in machine analysis of such data. Many of the potential applications of the data require more efficient numerical analysis techniques than those which have most commonly been utilized. In particular, conventional maximum likelihood (ML) classifiers are characterized by two significant drawbacks.
1) Only one of the possible combinations of pattern fea tures is used in the classification.
2) Each data sample is tested against all classes in a classifi cation, which leads to a relatively high degree of inefficiency.
Another problem often encountered is the so-called dimen sionality problem. With a fixed relatively small size training set the classificafion accuracy may actually decrease when the number of features is increased [1] . Such a constraint on the training data is very common when working with Landsat data.
Another inherent weakness of the ML procedure is that the subset of pattem features used in a classification is not neces sarily the optimum for all the classes. Usually the set of pat tem features i*; selected by the criterion of maximum average interclass separability, i.e., in a multiclass multifeature classifi cation the set of pattem features for which the average pairwise separability is largest will be used.
The number of tests necessary in a multiclass multifeature classification can often be signific atly reduced using a se quence of tests. Several types of multistage classification schemes are known [2] . It is the purpose of the present paper to discuss a class of multistage classifiers which we call deci sion tree classifiers.
The decision tree classifier is characterized by the fact that an unknown sample is classified into a class using one or sev eral decision functions in a successive manner. This classifica tion strategy can be described by a tree diagram (Fig. 1) . For processing purposes the tree is encoded as a string of symbols such that there is a unique relationship between the string and decision tree. The string is decoded in the computer and pointers are set up to define the appropriate classification path for each data sample.
In general, a decision tree consists of a root node, a number of interior nodes, and a number of terminal nodes. The root node and interior nodes, referred to collectively as nontermi nal nodes, are linked into decision stages; the terminal nodes represent final classifications. (See Fig. 1 .) Associated with the root node is the entire set of classes into which a sample may be classified. The set of nodes at a given level in the tree, i.e., all the same "distance" from the root, is called a layer. Each node consists of a set of classes to be discriminated, the set of features to be used, and the decision rule for performing the classification.
In this paper we shall discuss two methods for designing de cision trees, present some experimental results, and consider the outlook on the potentials of this classification approach for a variety of multispectral and multitemporal remote sen sing applications.
IL THE DESIGN OF DECISION TREES
To achieve the best possible performance with a classifier as described above, the design of the decision stages is of utmost importance. The choice of tree structure and the choice of appropriate feature subsets will be reflected in the perfor mance (classification accuracy) and efficiency (computer time used for the classification). For the purposes of this paper, we shall restrict the decision rule at each stage to be the Gaussian maximum Hkelihood rule. In the following sections we will discuss two approaches for the design of decision trees. These approaches are similar in principle, but differ significantly in the way the tree is actually designed.
A. The Manual Design Procedure
After the statistics for all the classes have been computed (means and covariance matrices), a graph is obtained in which the means and variances for all the classes are plotted for each feature. It is then possible to estimate from this graph suitable decision boundaries such that all classes are separated in a number of decision steps. As long as we restrict the number of Fig. 2 shows a ^'coincident spec tral plot" for an eight-class 13-feature classification. The data were taken by Skylab, using a multispectral scanner, on June 5, 1973, over a test site in the San Juan Mountains, CO. We have chosen this particular example because it demonstrates both advantages and disadvantages of this approach. A first in spection of the figure shows that the statistics for classes D, E, and F are ill-conditioned; that is, in a one-stage maximum, likelihood classification scheme these feature sets could not be used because a zero variance indicates a singular covariance matrix for these classes. Also, the computation of any separ ability measure based on second-order statistics (such as diver gence or Bhattacharyya distance) would be inhibited due to problems in matrix inversion. In the multistage approach to classification, these features can be used to discriminate among classes as long as they are not used to classify those specific classes for which they would result in a singular covariance ma trix, and, in fact, this was desirable in the example we are discussing.
As seen in Fig. 2 , feature 5 is well suited for separating class subset (A,B,C) from subset (A E, F, G, H). The first layer of the decision tree is thereby determined. We must then look for a feature set which can classify the mixture of classes {A, B, C) into single classes. Feature 7 or 8 could be selected. The mixture (A E, F, G, H) must also be divided into its com ponents. Feature 7 will discriminate among the mixture (A E, nSEE TRANSACTIONS ON GEOSCI£NCE ELECTRONICS. JULY 1977 F) and classes G and Hy although use of this feature requires pooling of classes A E, and F to avoid the singular covariance matrix. Finally, to separate classes D, E, and F, feature 9 or 10 could be used, but, as the result of a test classification, it was decided to use both to maximize accuracy. Similarly, it was decided to use both features 7 and 8 to discriminate among classes A, B, and C The decision tree is shown in Fig.  3 .
The results obtained by classifying the data based on this tree were good, but some of the errors observed seemed to be related to a conelation of classes A E, F, G, and Η and the topography. To improve the discriminability of these classes, another feature was added, modifying the decision tree as in dicated in Fig. 3 . The classification improved sufficiently to merit the added computational cost, especially due to the analyst's particular interest in classes D, E, F, G, and H.
Notice that to get roughly the same results for this classificaticm problem using the conventional single-stage classifier would require use of six-variable statistics to classify every data point. Since the computational cost is roughly propor tional to the square of the number of features used, the deci sion tree classifier was much more efficient for this problemeven with the overhead required to realize the multistage logic.
The coincident spectral plot (Fig. 2) provides an estimate of the interclass separability based on sin¿e features. If the difficulty of discriminating the classes requires use of a combination of several features, the manual design approach based on the spectral plot is severely limited. A highly skilled analyst familiar with the multivariate interactions in the data can, for some cases, use a trial-and-error approach and derive a suitable decision tree. But, in general, a more analytical multivariate design procedure is desirable when the complexity of the problem-in terms of the number of classes involved or the number of features required for adequate classification accuracy-is significant. We will discuss such a procedure next.
B. Toward Optimized Decision Tree Design
Ideally, we would like to have a procedure to determine for any given problem the optimal decision tree, i.e., the tree which defines the classifier achieving the highest possible classification accuracy while requiring the smallest possible computation time. As we have already suggested, the manual design procedure provides optimal results only in extremely simple cases (relatively few classes, easily discriminated with a small number of features). For more complex problems, we design the decision tree using a heuristic search technique described as '^guided search with forward pruning*' [4] . This method uses an evaluation function to direct a search throu^ the possible decision tree structures such that» at each stage, the node configuration selected is the one with the hi^est evaluation fimction.
The evaluation function used in the search is a weighted measure of classifier efficiency and accuracy; i.e., the evaluation function for a given node df is of the form E{dd^-ndd'K'e(dd + ¿ Ρ,,,E{di,i) (0 where ΤΧ^//) is the computation time and e{di) is the classifica tion enor associated with the node; E(di+j) is the evaluation function associated with the /th descendant node of di; node di has q descendant nodes; and is the probability that the /th descendant node will be reached from di. The constant Κ is specified by the user to express the relative importance of classifier speed versus accuracy. One candidate stmcture for node di is the conventional classifier. Certainly we are not in terested in any candidate structure which does not perform as well as a conventional classifier. For the conventional struc ture, we write the evaluation function as
(note that all descendant nodes for this stmcture are terminal nodes). We then write a "normalized" node evaluation func tion as
Now a candidate node configuration remains a candidate only if E^idi) is positive. Finally, since we are using a forward search procedure, we do not yet know the configurations of the descendants of node d/. We shall therefore approxhnate their evaluations by the lower bound £Ό(ί//+/). The final form of the evaluation function for a node is thus
E"idi)-[Toidi)-ndi)] ^^Kleoidi)' €(di)] + Σ ^>/^ο(ί//+/). /=i (4)
Decision trees designed by applying E*' node-by-node are almost certainly suboptimal in the sense that there is no as surance that for the resulting tree E(di) will be maximized. Truly optimal decision tree design is an exceedingly complex problem and still the subject of research. We have, however, developed a heuristic search procedure based on and dem onstrated experimentally that it provides a useful tool for deriving accurate and efficient decision tree classifiers. For re cent research results pertaining to decision tree optimization, see [5] .
A series of experiments were performed in which a number of decision tree classifiers were designed using this heuristic search procedure. The data were taken by the multispectral Table I ).
Fig. 4. A typical machine-designed decision tree for the Kenosha Pass example (conesponds to top row of
scanner aboard Landsat-1 over Kenosha Pass, CO, on August 15, 1973 (frame no. 1388-17134). The classification problem involved 19 classes and four features. A Gaussian ML decision rule was used at each node of the decision tree. Because of the problems inherent in directly estimating the error probability associated with such a decision mle, interclass separability was used instead. Both Iransfonped divergence (DT) and a transformed Bhattacharyya dis tance (BT) were used as measures of interclass separability [4] , [6] . Results to date do not indicate a significant advan tage for either of these separability measures.
The performances of the decision tree classifiers were com pared to the performances of single-stage ML classifiers imple mented with the same software. The single-stage classifiers used the union of all features appearing in the decision tree. As seen in Table I , all of the resulting decision tree classifiers were considerably more efficient while yielding virtually iden tical accuracy (for this data/problem situation, accuracy could not be significantly improved by using multistage logic). A typical tree structure designed by the heuristic search proce dure is shown in Fig. 4 .
The heuristic tree design procedure is a useful tool for de signing decision tree classifiers in situations too complex to be dealt with effectively by manual means such as described in the preceding section. But since the procedure does not pro duce the optimal tree, it is a good idea to develop a number of decision tree classifiers by systematically varying the param eters at the user's disposal (the tradeoff constant, the separabihty criterion, the separability threshold). The perfor mance of each classifier can then be determined by classi fying the set of training data.
C Some Procedural Details
The following general procedure has evolved through our ex perience with decision tree classifier design. It assumes that adequate reference data, or "ground truth," are available to characterize the classes of interest. It siso assumes that the decision rule used at each node is a Gaussian maximum like lihood rule, although generalization would not be difficult.
1) From training samples, compute the mean vectors and covariance matrices for the classes of interest. Alternatively, these may be derived by more complex classifier training pro cedures such as those described in [7] . Use a measure of clas sifier separabihty to decide whether it is really feasible to dis criminate all of the classes or whether some should be merged or deleted from further consideration.
2) Use a feature selection algorithjn to determine a subset of the available features to be considered for use in the deci sion tree classifier. Minhnizing the size of this subset will im prove the efficiency of the design procedure, whether the manual procedure or the heuristic search procedure is used. However, no feature should be deleted which is necessary to adequately discriminate any class of interest. At this point, the feature selection criterion should be based on pairwise separability over all pairs of classes. Save the class separability information for use in the tree design process.
3) Use the manual design procedure or the heuristic search procedure to design the decision tree or a set of candidate trees.
4) Draw the decision tree(s) and code appropriately for da^fication.
In general, the breadth of the tree will reflect the relative weight given to classifier accuracy whereas the depth of the tree will reflect the weight given to efficiency. Broad trees are typically characterized by the use of several features at each node, which tends to increase accuracy; deep trees use a very small number of features at each node, which reduces computational complexity at the node.
Having drawn the tree(s) for visual inspection, the experienced remote sensing data analyst may make use of insists he may have concerning energy-matter interactions and the s^5-dfic problem at hand to make final adjustments to the decision tree, typically near the terminal nodes. Althou^ these adjustments "tidy up*' the tree and make the classifier somewhat simpler to implement, they will often not impact significantly the classifier accuracy or efficiency.
III. APPLICATIONS
In our introductory discussion we noted that decision tree classifiers offer efficiency and accuracy advantages over conventional sin^e-stage classifiers. More than this, however, the flexibility of this classifier model enhances its applicability to a wide range of problems to which the conventional classifiers are at best awkwardly applied. A number of such problems are listed in Table II , and we shall discuss them briefly.
Multi-Image Analysis:
There is a mde range of remote sensing applications for which the use of multiple images of the scene is necessary or desirable (i.e., images other than those collected simultaneously by a given sensor on a singile pass). For example, through multitemporal analysis, it is possible to utilize the information contained in differential rates of diange of various ground cover types to characterize those cover types. Naively, one might think it would be sufficient, once the images have been precisely registered, to simply concatenate the data vectors from the various images (e.g., make an eigjht-feature vector from the two 4-channel pixels recorded on two successive Landsat passes) and apply the same analysis techniques normally applied to data from a single image. This approach is only occasionally successful, however, largely for the follovwng two reasons. First, if for any reason the data for a given pixel are unavailable in one or more of the images (due to clouds or data system errors, for instance), the pixel becomes unclassifiable.
Second, the number of spectral/ temporal subclasses into which any single class must be subdivided (and hence the number of subclasses which must be diaracterized by training data) tends to be proportional to the product of the number of subclasses in the individual images. In practice one finds that the number of subclasses which must be accounted for quickly outpaces the amount of reference data available for training the classifier.
The decision tree classifier simplifies the situation substantially because the analysis of the multiple images can be "decoupled"; that is, at any node of the tree, the features used can be limited to those from a single image. As a result, the number of subclasses increases as the sum of the number from the individual images. Furthermore, the dimensionality of the statistics used at any node will be minimized, further reducing the demand for reference data. Also, should the data for a given pixel be unavailable from some of the images, the decision tree logic can be formulated so as to make a classification anyway, based on what data is available. Changp detection is often performed by classifying two registered images separately and then making a point-by-point comparison of the results. A decision tree classifier can be used to reduce this to a one-pass process. Still further efficiencies are gained by judicious tree design. For instance, if the user is interested only in changes from rural catagories to urban catagories, then a pixel classified other than rural in the "predecessor" data set can be ignored as of no further interest, without attempting classification of the "successor" data.
Use of Mixed Feature Types: With the development of data banks containing registered Ú^LÍS, from a variety of sources, it has now become possible to incorporate these data into the classification process. However, the statistical assumptions applied to purely multispectral data are rarely extendable to the multisource data. In fact, such extension may not be justified even when new features are derived from the multispectral data (texture features, for instance). The decision tree approach provides a means of constructing classifier logic consistent with the types of data available. Various nodes in the tree may utilize quite different types of classifiers compatible with the types of features associated with the node.
OasS'Specific Properties: It is not surprising that the number of spectral features required to identify com is, in general, smaller than the number required to discern that a given pixel is com and also determine whether the com is healthy or diseased. Similarly, a single feature may be adequate to identify water whereas several more may be needed to analyze the quality (turbidity, salinity, etc.) of the water. Certainly, then, to maximize classifier efficiency, we would want to use the additional features only in those cases where the more detailed discrimination was necessary, i.e., once the com (or water) had already been identified. Gearly the decision tree classifier provides a mechanism for doing just that.
IV. CONCLUSIONS
The flexibility of the decision tree classifier makes it attrac tive for a wide range of applications, either for improving the classifier perfonnance in general (maximizing accuracy while minimizing computational requirements) or for treating special applications in which multilevel decision logic is the only prac tical approach. Effective use of this approach requires, how ever, that means be available to determine a suitable decision tree for the problems at hand. In some cases, manual or inter active methods are adequate, although ideally one would like to have a computer-implemented algorithm capable of optimal tree design. Some success with the latter has been described here, but much remains to be done.
