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Abstract
In this work univariate set-valued functions (SVFs, multifunctions) with 1D compact sets as images
are considered. For such a continuous SFV of bounded variation (CBV multifunction), we show that the
boundaries of its graph are continuous, and inherit the continuity properties of the SVF. Based on these
results we introduce a special class of representations of CBV multifunctions with a finite number of
‘holes’ in their graphs. Each such representation is a finite union of SVFs with compact convex images
having boundaries with continuity properties as those of the represented SVF. With the help of these
representations, positive linear operators are adapted to SVFs. For specific positive approximation operators
error estimates are obtained in terms of the continuity properties of the approximated multifunction.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The classical adaptation of linear positive approximation operators for univariate real-valued
functions, to univariate set-valued functions (SVFs, multifunctions), is by replacing sums
between numbers by Minkowski sums of sets (see e.g. [1–3]). This adaptation is capable of
approximating SVFs with compact convex images only [3]. Other adaptations effective for SVFs
with general compact images are reviewed in [4].
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Here we study univariate SVFs with compact images in R. This case is easier to analyze, and
can be considered as an important first step towards future work on SVFs with compact images
in Rn .
We limit our investigation to continuous SVFs of bounded variation (CBV multifunctions),
since as we show, the boundary of the graph of such a multifunction is a collection of real
continuous functions, with continuity properties inherited from those of the SVF. This leads
to the observation that in the class F of CBV multifunctions with a finite number of ‘holes’
in their graphs, any SVF can be represented (in many ways) as a union of a finite number
of segment functions, intersecting only at their boundaries, (segment functions are SVFs with
compact convex images inR). We call such a representation ‘multi-segmental’ (MSR), and prove
the existence of a specific MSR, termed ‘topological’, such that the boundaries of the segment
functions inherit the continuity properties of the SVF. Furthermore, we derive conditions on a
multifunction in F , guaranteeing the uniqueness of a topological MSR with minimal number of
segment functions.
Given a topological MSR of a multifunction F ∈ F , we define a positive linear operator on F ,
as the union of the SVFs, obtained by the application of the classical adaptation of the operator to
each segment function in the MSR. By this approach, the application of a positive linear operator
to a multifunction in F reduces to its application to the boundaries of a topological MSR.
For operators, which approximate continuous real-valued functions, our approach provides
error estimates, in terms of the regularity properties of the approximated SVF. For the classical
Bernstein polynomial operators and the Schoenberg spline operators, explicit error bounds are
given. These approximation results are illustrated by an example.
The paper is organized as follows. The next section contains notation and basic definitions. In
Section 3 certain properties of the graphs of continuous SVFs with 1D images are discussed.
Theorems on the continuity and the properties of the boundaries of the graph of a CBV
multifunction are stated. Most proofs are deferred to Appendices A and B. Section 4 introduces
the notion of multi-segmental representations of SVFs in F , and presents results on their
boundaries. In Section 5 we define a topological MSR and prove its existence in a constructive
way. Section 5.2 introduces a specific class of topological MSRs, and presents conditions on
the graph of a multifunction in F , guaranteeing its uniqueness. Section 6 is devoted to positive
linear operators defined by means of topological MSRs, and to their approximation properties.
The approximation results are specialized in Section 7 to two well-known positive operators.
2. Preliminaries
In this section we present basic definitions and notation. By K (R) we denote the collection
of all compact non-empty subsets of R, by Co(R) — the collection of all convex sets in K (R)
(closed intervals). For a set A ∈ K (R) its convex hull is denoted by co(A), its closure by cl(A),
its interior by int(A), its boundary by ∂A and its Lebesgue measure by µ(A). The closed interval
in R, [a − r, a + r ], r > 0 is denoted by B(a, r). A line segment between p, q ∈ Rn , including
the endpoints, is [p, q]. We also use the standard notation [p, q), (p, q] and (p, q) where one or
both points are not included. C([a, b]) is the collection of all continuous real-valued functions on
[a, b], and pim is the space of univariate polynomials of degree ≤ m.
A linear Minkowski combination of two sets A and B is
λA + µB = {λa + µb : a ∈ A, b ∈ B},
with λ,µ ∈ R.
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The Euclidean distance from a point a ∈ R to a set B ∈ K (R) is defined as
dist(a, B) = inf
b∈B |a − b|.
The Hausdorff distance between two sets A, B ∈ K (R) is defined by
haus(A, B) = max
{
sup
a∈A
dist(a, B), sup
b∈B
dist(b, A)
}
.
Obviously, if A = [a1, a2], B = [b1, b2], then
haus(A, B) = max{|a1 − b1|, |a2 − b2|}. (1)
The set of projections of a ∈ R into a set B ∈ K (R) is
ΠB(a) = {b ∈ B : |a − b| = dist(a, B)}.
In this paper we investigate SVFs F : [a, b] → K (R), which are continuous in the Hausdorff
metric. We represent them as a union of segment functions, namely SVFs with images in Co(R).
For a multifunction F , any single-valued function f : [a, b] → Rwith f (x) ∈ F(x), ∀x ∈ [a, b]
is called a selection of F .
We recall the notion of the modulus of continuity of a function f defined on [a, b]with images
in a metric space (X, ρ)
ω[a,b]( f, δ) = sup{ρ( f (x), f (y)) : |x − y| ≤ δ, x, y ∈ [a, b]}, δ ∈ R+. (2)
Here X is either K (R) or R, and ρ is either the Hausdorff metric or the standard metric in R
respectively.
Among the continuous functions we denote by Lip([a, b], L) the collection of all Lipschitz
continuous functions, namely functions satisfying
ρ( f (x), f (y)) ≤ L|x − y|, ∀x, y ∈ [a, b].
We also recall the definition of the total variation of f : [a, b] → X . The total variation of f on
[a, b] is defined by
V ba ( f ) = sup
χ
V ( f, χ),
where V ( f, χ) =∑Ni=1 ρ( f (xi ), f (xi−1)) is the variation of f on a partition χ = {x0, . . . , xN },
a ≤ x0 < x1 < · · · < xN ≤ b.
A function f is of bounded variation if V ba ( f ) <∞. For f of bounded variation, we consider
the non-decreasing function
v f (x) = V xa ( f ), x ∈ [a, b]. (3)
It can be shown (see e.g. [5]), that f is continuous iff v f is continuous. Moreover,
ω[a,b]( f, δ) ≤ ω[a,b](v f , δ). (4)
We denote the set of all functions f : [a, b] → X which are continuous and of bounded variation
by C BV ([a, b]).
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Fig. 3.1. Grey — Graph(F), black — boundaries of the holes of F .
3. Continuous SVFs with images in R
Our aim is to represent set-valued functions as a union of segment functions. First we
introduce some notions and notation central to our analysis.
For a set-valued function F : [a, b] → K (R) the graph is the 2D set
Graph(F) = {(x, y) : x ∈ [a, b], y ∈ F(x)}.
Note that the graph of a continuous SVF is closed. Consider the set
Graph(co F) \ Graph(F), (5)
where co F : [a, b] → Co(R) is defined by (co F)(x) = co (F(x)), x ∈ [a, b].
We call a maximal connected open subset H of (5) a hole of F. The collection of all such
holes is denoted by H(F). The number of holes in H(F) is denoted by |H(F)|.
The boundary of a hole H ∈ H(F) in the graph of F is
∂˜H = cl(H) ∩ Graph(F).
An interior hole of F is a hole H for which cl(H) \ H = ∂˜H . All other holes are termed
boundary holes. In Fig. 3.1 the four holes with boundaries containing the points p3, . . . , p10 are
interior holes, the other two are boundary holes.
The width of a hole H is denoted by ∆H = [x lH , xrH ] with
x lH = inf{x : ∃ysuch that(x, y) ∈ H},
xrH = sup{x : ∃ysuch that(x, y) ∈ H}.
We call the set H(x) = {y : (x, y) ∈ H} a cross-section of H at x .
In the following we define points on Graph(F), where locally the topology of the images of a
multifunction F changes. These points play a central role in our analysis.
Definition 3.1. A point (x, y) ∈ Graph(F) is called a point of change of topology of F (PCT)
if for any ε > 0 small enough there exists δ(ε) ∈ R, such that ∀z satisfying
min{0, δ(ε)} < z − x < max{0, δ(ε)}, (6)
F(x) ∩ B(y, ε) and F(z) ∩ B(y, ε) consist of a different number of intervals (a single point is
considered as an interval of zero length).
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It is easy to see, that any point of change of topology p is associated with some hole H ∈ H(F),
namely p ∈ ∂˜H . In Fig. 3.1 the points p1, p2, p3, all the points on (p4, p5] and the points
p6, . . . , p13 are PCTs of F .
Among the points of change of topology we mark a special type of PCTs. The absence of
points of this type is necessary for the continuity of SVFs.
Definition 3.2. A point of change of topology (x, y) is called singular if F(z) ∩ B(y, ε) = ∅,
with ε and z as in Definition 3.1.
In Fig. 3.1 p1, p12, p13 and the points of (p4, p5] are singular PCTs.
Remark 3.3. It follows directly from Definition 3.2 that
(i) if for some x ∈ ∆H , ∂˜H ∩ {(x, y) : y ∈ F(x)} contains a vertical segment, then the interior
points of this segment are singular.
(ii) any isolated point of Graph(F) is a singular PCT.
Lemma 3.4. A continuous multifunction F does not have singular PCTs.
Proof. Suppose (x, y), y ∈ F(x) is a singular PCT. By Definition 3.2 there exist ε > 0 and δ(ε)
such that ∀z satisfying (6), dist (y, F(z)) > ε. Then haus(F(x), F(z)) > ε, implying that F is
discontinuous at x . 
We define the lower boundary and the upper boundary of F : [a, b] → K (R) as
f low(x) = min{y : y ∈ F(x)}, f up(x) = max{y : y ∈ F(x)}, x ∈ [a, b]. (7)
We show that for a continuous multifunction F , f low and f up are continuous.
Theorem 3.5. Let F : [a, b] → K (R) be a continuous set-valued function. Then f low and f up
are continuous, and satisfy
max(ω[a,b]( f low, δ), ω[a,b]( f up, δ)) ≤ ω[a,b](F, δ).
Proof. In the following f is either f low or f up. Consider | f (x)− f (z)| with |x − z| ≤ δ, δ > 0.
Note that by (7), | f (x)− f (z)| is either dist( f (x), F(z)) or dist( f (z), F(x)) or both. Then
| f (x)− f (z)| ≤ haus(F(x), F(z)) ≤ ω[a,b](F, |x − z|),
which implies the claim of the theorem. 
For any hole H ∈ H(F) we define its lower and upper boundaries as
blowH (x) = inf{y : (x, y) ∈ H}, x ∈ (x lH , xrH )
bupH (x) = sup{y : (x, y) ∈ H}, x ∈ (x lH , xrH ).
(8)
These functions and f low, f up, are termed the boundaries of F , and are denoted by
∂F = {blowH , bupH : H ∈ H(F)}
⋃
{ f low, f up}. (9)
In the next two theorems we show that in addition to the claim of Theorem 3.5, all the
boundaries of F ∈ C BV ([a, b]) are continuous, with regularity properties determined by those
of F .
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Theorem 3.6. For F ∈ C BV ([a, b]) and H ∈ H(F), the functions blowH (x), bupH (x) are
continuous on ∆H and coincide at x lH (x
r
H ) whenever a < x
l
H (x
r
H < b).
The proof of the theorem is a direct conclusion of a series of lemmas, stated and proved in
Appendix A.
It follows from Theorem 3.6, that H ∈ H(F) is determined by blowH (x) and bupH (x).
Theorem 3.7. Let F ∈ C BV ([a, b]). Then any f ∈ ∂F satisfies
ω[a,b]( f, δ) ≤ ω[a,b](vF , δ), δ > 0.
Moreover if F ∈ Lip([a, b], L) then f ∈ Lip([a, b], L).
The proof of this theorem is deferred to Appendix B.
From now on we consider SVFs in the class F([a, b]) of continuous multifunctions of
bounded variation with a finite number of holes. The last assumption facilitates the derivation
of multi-segmental representations.
4. Multi-segmental representations of SVFs
In this section we show that the graph of any F ∈ F([a, b]) can be represented as a union of
the graphs of a finite number of continuous convex-valued functions, with graphs intersecting
at most at their boundaries. In the next section we propose a special construction of such
a representation of F with at most |H(F)| + 1 segment functions, having boundaries with
continuity properties determined by those of F .
First we notice that any image F(x) of F ∈ F([a, b]) for x ∈ [a, b] consists of a finite number
of disjoint, closed segments of R. Namely,
F(x) =
N (x)⋃
n=1
In(x), x ∈ [a, b] (10)
where {In(x)} are closed intervals such that y < g for any y ∈ In(x) and g ∈ In+1(x), n =
1, . . . , N (x)− 1. Clearly, the endpoints of In(x) correspond to boundary points of Graph(F).
If N (x) ≡ 1 then F is a segment function and can be represented as
F(x) = [ f low(x), f up(x)], f low(x) ≤ f up(x), x ∈ [a, b]. (11)
Obviously F(x) = co(F(x)). It is easy to prove that the segment function F is continuous iff
f low and f up are continuous.
Definition 4.1. A multifunction F ∈ F([a, b]) has a multi-segmental representation (MS-
representation, MSR), if there is a natural number N such that
F(x) =
N⋃
n=1
Fn(x) =
N⋃
n=1
[ f lown (x), f upn (x)], x ∈ [a, b], (12)
where Fn = [ f lown , f upn ], n = 1, . . . , N are segment functions, and where for x ∈ [a, b]
f low1 (x) ≤ f up1 (x) ≤ f low2 (x) ≤ · · · ≤ f upN−1(x) ≤ f lowN (x) ≤ f upN (x). (13)
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Fig. 4.1. (a) The graph of a multi-segmental representation. (b) The graph of a SVF with its natural MS-representation.
We denote such a multi-segmental representation by R = {Fn, n = 1, . . . , N }. R is determined
by the boundary selections
B(R, F) = { f lown (x), f upn (x), n = 1, . . . , N }. (14)
Each selection in (14) is called a MS-boundary. An example of such a representation is shown
in Fig. 4.1(a). In general, the MS-boundaries may be quite arbitrary. Yet there is a class of SVFs
with a MS-representation determined by their boundaries.
Definition 4.2. A MS-representation R of a multifunction F ∈ F([a, b]) is called natural if
B(R, F) = ∂F and for any 1 ≤ i ≤ N − 1, {x : Fi (x)⋂ Fi+1(x) 6= ∅} ⊂ {a, b}. The
boundaries B(R, F) are called natural MS-boundaries.
Clearly, the natural MS-representation is unique. The graph of a multifunction F with its natural
MSR is shown in Fig. 4.1(b).
Remark 4.3. Any F ∈ F([a, b]) determines a natural partition of [a, b], χF = {x0, . . . , xM },
consisting of the distinct points among {a, b, x lH , xrH : H ∈ H(F)}. On each ∆i =
[xi , xi+1], i = 0, . . . ,M − 1, ∂F |∆i consists of f up|∆i , f low|∆i , bupH |∆i , blowH |∆i for H ∈ H(F)
such that ∆H ⊃ ∆i .
It is easy to see that
F(x) = [ f low(x), f up(x)] \
⋃
{(blowH (x), bupH (x)) : H ∈ H(F),∆i ⊂ ∆H }, x ∈ ∆i
which is equivalent to
F |∆i (x) =
Ni⋃
n=1
F in(x) =
Ni⋃
n=1
[( f i )lown (x), ( f i )upn (x)], x ∈ ∆i , (15)
with ( f i )lown (x) ≤ ( f i )upn (x) ≤ ( f i )lown+1(x), x ∈ ∆i . Thus any F ∈ F([a, b]) has a unique
piecewise natural MS-representation.
To illustrate Remark 4.3, consider F ∈ F([a, b]) with graph as shown in Fig. 5.1. For this
F the natural partition is χF = {a, x lH , xrH , b}, ∆0 = [a, x lH ], ∆1 = [x lH , xrH ], ∆2 = [xrH , b],
and (15) holds with N0 = 2, N1 = 2, N2 = 1. The natural MS-boundaries on ∆0 are
( f 0)low1 = f low|∆0 , ( f 0)up1 = blowH˜ , ( f 0)low2 = b
up
H˜
, ( f 0)up2 = f up|∆0 .
Similarly, natural MS-boundaries on ∆1 and ∆2 can be easily defined from Fig. 5.1.
From now on we consider only multi-segmental representations with continuous MS-
boundaries and call them continuous MS-representations. Note that in this case the segment
functions are continuous, which is not the case in Fig. 4.2.
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Fig. 4.2. (a) The graph of a discontinuous MS-representation. (b) The graph of the discontinuous segment function F2.
It is clear that for any MS-representation R of F , ⋃ f ∈∂F Graph( f ) ⊂ ⋃b∈B(R,F) Graph(b),
since R consists of segment functions only. Yet for continuous MSRs a stronger result holds.
Lemma 4.4. Let F ∈ F([a, b]) and let R be a continuous MSR of F. Then for any f ∈ ∂F
there exists b ∈ B(R, F) such that f (x) = b(x), for any x in the domain of the function f .
Proof. If f = f low or f = f up, then the claim of the lemma is trivial. Assume that f = bupH for
some H ∈ H(F). First we prove that any point of Graph( f ) belongs to the graph of some
MS-boundary. Let y = f (x), x ∈ ∆H . Obviously (x, y) ∈ Graph(Fi ), where Fi is some
segment function in (12). It is clear that (x, y) ∈ ∂Graph(Fi ), since (x, y) ∈ ∂Graph(F) and
Graph(Fi ) ⊂ Graph(F). Denote by sx a selection from B(R, F), satisfying sx (x) = bupH (x).
Next we show that there must be a MS-boundary, which coincides with bupH on ∆H . Let
S = {s : s ∈ B(R, F), s(x) ≥ bupH (x), x ∈ ∆H } = { f lowi , f upi : n0 ≤ i ≤ N },
and let smin ∈ S be such that smin(x) ≤ s(x), x ∈ [a, b] for any s ∈ S. Such a selection exists
by (13).
To see that bupH coincides on ∆H with smin assume to the contrary that smin(x) > b
up
H (x)
on a non-empty subset ∆˜H of ∆H . By the continuity of smin and b
up
H one may assume that
∆˜H contains an interior point x∗ ∈ (x lH , xrH ). Thus there exists sx∗ ∈ B(R, F) such that
sx∗(x∗) = bupH (x∗). It follows from Lemma A.4 and the continuity of sx∗ and bupH that sx∗ ∈ S.
Then
bupH (x
∗) < smin(x∗) ≤ sx∗(x∗) = bupH (x∗),
which is a contradiction. Thus bupH = smin on ∆H . A similar proof applies for f = blowH . 
Fig. 4.2 demonstrates that the continuity assumption of the MS-boundaries is essential in
Lemma 4.4. Note that the boundaries f low2 (x) and f
up
2 (x) of the segment function F2 in Fig. 4.2
are discontinuous at x0. Indeed
f low2 (x) =
{
C1 x ∈ [x lH , x0]
bupH (x), x ∈ (x0, xrH ],
f up2 (x) =
{
blowH (x), x ∈ [x lH , x0]
C2, x ∈ (x0, xrH ],
where C1 and C2 are constants. Thus there is no b ∈ B(R, F)which coincides either with bupH (x)
or with blowH (x) on the whole domain ∆H . Yet each point on the boundary of H belongs to the
graph of some B(R, F).
It follows from Lemma 4.4 that the boundaries of any continuous MSR, contain a special set
of selections termed hereafter significant selections.
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Definition 4.5. A selection of F ∈ F([a, b]) is called a significant selection if it is continuous
on [a, b] and coincides with some f ∈ ∂F on the domain of f . We denote by slow (slowH ) a
significant selection which coincides with f low (blowH ), and similarly for f
up and bupH .
In Fig. 4.1(a) all selections in B(R, F) except f up1 = f low2 are significant selections. It should
be noted that the number of segment functions in a MSR can be reduced by deleting the non-
significant selections from the MS-boundaries. In the next section we construct continuous MS-
representations with MS-boundaries consisting only of significant selections.
5. Topological multi-segmental representations
One can construct various multi-segmental representations of F by different selections. Also
the number of segment functions in (12) may be arbitrarily large. Lemma 4.4 shows that
significant selections must participate in any continuous MSR of F ∈ F([a, b]).
We propose here a MS-representation with MS-boundaries which are special significant
selections. These selections inherit the behavior of the boundaries of F and are termed
topological. We call the resulting representation topological MSR.
From this point on we use the notation of Remark 4.3.
Definition 5.1. A significant selection s of F ∈ F([a, b]) is called a topological selection if for
each ∆i , where s does not coincide with f ∈ ∂F , there exist n ∈ {1, . . . , Ni } and λin ∈ [0, 1]
such that
s|∆i = λin( f i )lown + (1− λin)( f i )upn .
Clearly f up, f low ∈ ∂F are topological selections of F and similarly all natural MS-boundaries.
An example of a topological selection is the selection in Fig. 5.1 which coincides with bupH (b
low
H )
on [x lH , xrH ].
Definition 5.2. An MS-representation with MS-boundaries which are topological selections is
called a topological MS-representation(TMSR).
5.1. Existence of a topological MS-representation
Our proof of the existence of a TMSR is constructive. The construction uses only a special
subset of topological selections.
Definition 5.3. For each H ∈ H(F) we define a pair of topological selections tupH , t lowH by
tupH = bupH , t lowH = blowH on ∆H
tupH = t lowH on [a, b] \∆H .
Note that in general a hole H ∈ H(F) may have more than one pair of topological selections
(see the discussion in Section 5.2). Fig. 5.1 illustrates a hole H with a unique pair of topological
selections.
Our construction of a TMSR is recursive. Each step starts with a union of multifunctions
representing F and eliminates (“cuts”) one hole of one such multifunction, replacing it by two
SVFs. The “cutting” of the hole is along one of its pairs of topological selections. Thus at the
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Fig. 5.1.
end of such a step the number of multifunctions representing F is increased by one, while the
total number of holes of these SVFs is decreased by one. The number of steps required for the
construction of a TMSR of F by this procedure is |H(F)| which is finite by assumption. We first
describe the idea of the construction on an example.
Example 5.4. Consider F with the graph presented in Fig. 5.1.
To construct our TMSR of F , we define a pair of topological selections corresponding to the
hole H . The first selection t lowH coincides with b
low
H on ∆1, while on ∆0 and ∆2 it is defined as a
fixed convex combination of the relevant natural MS-boundaries. More precisely
t lowH (z) = blowH (z), z ∈ ∆1,
t lowH (z) = λ0bupH˜ (z)+ (1− λ0) f up(z), z ∈ ∆0,
t lowH (z) = λ2 f low(z)+ (1− λ2) f up(z), z ∈ ∆2,
with λ0 = ( f up(x lH ) − bupH (x lH ))/( f up(x lH ) − bupH˜ (x lH )), guaranteeing the continuity of t lowH at
x lH . Similarly λ2 = ( f up(xrH )− bupH (xrH ))/( f up(xrH )− f low(xrH )).
The second selection tupH coincides with b
up
H on ∆1 and with t
low
H on ∆0 ∪∆2. Thus t lowH , tupH
partition Graph(F) into two subgraphs (as depicted in Fig. 5.1), such that
F(x) = F1(x)
⋃
F2(x),
with f low1 (x) = f low(x), f up1 (x) = t lowH (x), f low2 (x) = tupH (x), f up2 (x) = f up(x) the lower and
upper boundaries of F1(x) and F2(x) respectively.
Note that F2 is segmental, but F1 still has non-convex images. The graph of F1 has a unique
hole H˜ , while H is not a hole of F1 or F2. Next, using the same technique, the hole H˜ can be
eliminated by subdividing F1 into two segment functions. The union of these two multifunctions
with F2 gives a TMSR of the original SVF. It is easy to verify that in this example the same
TMSR is obtained when we first eliminate H˜ and then H .
In the following we describe the construction of a TMSR of F ∈ F([a, b]) in the form of an
algorithm. We use here the notation tup(F) (t low(F)) for f up ( f low) of F .
Construction. Given a multifunction F ∈ F([a, b])
(i) Set i = 1, Fi = F , I = 1.
(ii) While 〈i ≤ I 〉
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If 〈|H(Fi )| > 0〉
(1) Choose any hole H ∈ H(Fi ).
(2) Construct t lowH , t
up
H of Fi .
(3) I = I + 1.
(4) FI (x) = Fi (x)⋂ [t low(Fi )(x), t lowH (x)], x ∈ [a, b].
(5) Fi (x) = Fi (x)⋂ [tupH (x), tup(Fi )(x)], x ∈ [a, b].
Else i = i + 1.
End While
(iii) For any x ∈ [a, b], F(x) =⋃Ii=1 Fi (x).
The obtained segment functions {Fi } are not ordered in the sense of Definition 4.1. This can be
corrected by renumbering these multifunctions.
At this point the construction yields a MS-representation with significant selections as MS-
boundaries. Lemma 5.6 shows that this MSR is topological. But first we note the following
observation
Remark 5.5. For any two functions f1, f2 defined on ∆, let g1, g2 be g1 = λ f1 + (1 − λ) f2,
g2 = λ˜ f1 + (1− λ˜) f2, λ, λ˜ ∈ [0, 1]. Clearly, any function h = µg1 + (1−µ)g2, µ ∈ [0, 1] can
be presented on ∆ as a convex combination of f1 and f2.
Lemma 5.6. Let G(x) ⊂ F(x) for x ∈ [a, b] such that H(G) ⊂ H(F) and tup(G), t low(G) are
topological selections of F. Then any topological selection of G is a topological selection of F.
Proof. Clearly by the assumptions of the lemma, χG is a subset of χF . Let s be a topological
selection of G. By Definitions 4.5 and 5.1, if s either coincides with tup(G) or t low(G) then by
assumption it is a topological selection of F . If s = tupH or t lowH for some H ∈ H(G), then on any
interval ∆ 6= ∆H specified by χG
s|∆ = λnglown + (1− λn)gupn , (16)
where glown and g
up
n are determined by the piecewise natural MS-representation of G,
i.e. glown , g
up
n ∈ ∂G = {blowH , bupH : H ∈ H(G)}
⋃{t low(G), tup(G)}. But since H(G) ⊂ H(F)
and in view of the assumption on t low(G), tup(G) and Remark 5.5, s is a topological selection of
F on each interval ∆ determined by χF , and therefore on [a, b]. 
The advantage of a TMSR is that its boundaries inherit the continuity properties of F . This
follows from Theorem 3.7 and Definition 5.1. Thus we have
Corollary 5.7. Let F ∈ F([a, b]) and let R be a TMSR of F. Then for any f ∈ B(R, F)
ω[a,b]( f, δ) ≤ ω[a,b](vF , δ), δ > 0. (17)
Moreover if F ∈ Lip([a, b], L) then f ∈ Lip([a, b], L).
5.2. Conditions for uniqueness
In general a TMSR is not unique. Fig. 5.2(a) illustrates the graph of a multifunction F with
two possible TMSRs of the form F = F1⋃ F2⋃ F3. Here F2 is not defined uniquely on ∆H1 ,
as is demonstrated in Fig. 5.2(b), (c).
Moreover, there exist other TMSRs in which F2 is replaced on ∆H2 = ∆H3 by a union
of several segment functions, since on this interval the topological selections t lowH1 , t
up
H1
are not
uniquely defined.
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Fig. 5.2. (a) — The graph of F with two TMSRs. (b), (c) — The graphs of two possible F2.
Fig. 5.3. F with non-unique pairs of topological selections.
The main source of non-uniqueness in our construction of a TMSR is the non-uniqueness in
the definition of a pair of topological selections of a hole. The pair t lowH , t
up
H for H ∈ H(F) is
unique if on [a, b] \∆H , the graph of t lowH = tupH is contained in int (Graph(F)). Non-uniqueness
can occur when a pair of topological selections t lowH , t
up
H of a hole H passes through a point of
change of topology associated with another hole H˜ , as in the examples in Figs. 5.2 and 5.3.
To eliminate this source of non-uniqueness we use in the construction another type of pairs of
topological selections.
Definition 5.8. For each H ∈ H(F) we define a special topological pair of topological
selections (θupH , θ
low
H ) by:
θ
up
H = bupH , θ lowH = blowH on ∆H .
On every ∆i 6= ∆H determined by χF θupH = θ lowH except if the graphs of θupH and θ lowH pass
through a PCT associated with H˜ 6= H . Then on ∆H˜ , θupH = bupH˜ and θ lowH = blowH˜ .
Remark 5.9. Note that the pair (θupH , θ
low
H ) coincides with the pair (t
up
H , t
low
H )whenever (t
up
H , t
low
H )
is uniquely defined, otherwise it is associated with more than one hole (as in Fig. 5.3).
Still, in some cases there is ambiguity in the construction of (θupH , θ
low
H ) (see Fig. 5.2). The
uniqueness of the special topological pairs can be guaranteed if all the points of change of
topology of F are regular in the sense of the following definition.
Definition 5.10. In the notation of Remark 4.3, a PCT (x, y) is called regular if for i and n such
that x ∈ ∆i , y ∈ F in(x),
lim
z→x µ(F
i
n(z)) > 0.
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It is easy to see that in Fig. 5.2 limµ(F2(z)) → 0 as z → xrH3 . Thus the PCT at xrH3 = xrH2
is not regular, and (θupH1 , θ
low
H1
) is not unique. On the other hand in Fig. 5.3 the PCTs p1, p2, p3
are regular and F has only one special topological pair. The pair (θupH , θ
low
H ) coincides with the
pair (θup
H˜
, θ low
H˜
). The TMSR F1
⋃
F2 with F1(x) = [ f low(x), θ lowH ], F2(x) = [θupH , f up(x)] is
minimal in the sense that there is no function among the segment functions that can be removed
from the representation.
In general we have
Lemma 5.11. For F with only regular PCTs, each H ∈ H(F) determines a unique special
topological pair (θupH , θ
low
H ).
Proof. It is easy to see that any regular point of change of topology (x, y) satisfies y 6=
f low(x), f up(x), and is associated with one or two holes. In the latter case ∆H˜
⋂
∆H = {x},
where H , H˜ are the two holes. (See Fig. 5.3).
To see that (θupH , θ
low
H ) is unique for H ∈ H(F), it is sufficient to consider θupH . The proof
is by induction. On ∆H θ
up
H = bupH . Suppose that θupH is defined uniquely on [x j , x j+k] ⊃ ∆H ,
x j , x j+k ∈ χF . For j > 0 if (x j , θupH (x j )) is a regular PCT of some H˜ ∈ H(F) and x j = xrH˜
then by definition θupH = bupH˜ on ∆H˜ . Otherwise θ
up
H is determined uniquely on [x j−1, x j ] by
Definition 5.1. Thus θupH is defined uniquely on [x j−1, x j+k]. The proof for x j+k with j+k < M
is similar. 
Finally, we conclude from the last lemma, Remark 5.9 and Definition 5.1 that
Corollary 5.12. Consider F with only regular PCTs, and let (θupHi , θ
low
Hi
) i = 1, . . . ,m be its
distinct special topological pairs. Then for i 6= j there exists ε ∈ {−1, 1} such that
εθ lowHi < εθ
low
H j , and εθ
up
Hi
< εθ
up
H j
, x ∈ [a, b].
Corollary 5.12 leads to the uniqueness result,
Theorem 5.13. If all PCTs of F are regular, then there is a unique TMSR with minimal number
of segment functions. This TMSR is determined by the distinct special topological pairs among
{(θupH , θ lowH ) : H ∈ H(F)} (18)
ordered according to (13).
Proof. By Lemma 5.11 the set (18) is uniquely determined. Now by Corollary 5.12 all distinct
pairs among (18) can be ordered, such that,
f low ≤ θ lowH1 ≤ θ
up
H1
≤ θ lowH2 ≤ · · · ≤ θ lowHm ≤ θ
up
Hm
≤ f up.
Let F1 = [ f low, θupH1 ], Fm+1 = [θ
up
Hm
, f up] and Fi = [θupHi−1 , θ lowHi ], i = 2, . . . ,m. We
now show that F = ⋃m+1i=1 Fi . Observe that for a given x ∈ [a, b], (⋃m+1i=1 Fi )(x) =
[ f low(x), β1]⋃[αm+1, f up(x)]⋃mi=2[αi , βi ], with αi = θupHi−1(x), βi = θ lowHi (x). Now, for
x ∈ (x lHi , xrHi ), βi < αi+1 and (βi , αi+1) ⊂ Hi (x), and therefore(
m+1⋃
i=1
Fi
)
(x) = [ f low(x), f up(x)] \
⋃
{H∈H(F):x∈∆H }
(blowH (x), b
up
H (x)).
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Since F(x) coincides with the right-hand side of the above equality, F1, . . . , Fm+1 determine a
TMSR.
It remains to show that any other TMSR consists of more than m + 1 segment functions.
Recall that by Lemma 4.4 in any TMSR, the MS-boundaries contain for each H ∈ H(F) a
pair of topological selections corresponding to H , namely one coinciding on ∆H with b
up
H and
the other with blowH . Since by definition each pair (θ
up
H , θ
low
H ) is associated with the maximal
possible number of holes, any other TMSR consists of more segment functions, than the TMSR
considered in the theorem. 
6. Positive linear operators on SVFs
In this section we extend the definition of a class of positive operators acting on real-valued
functions f : [a, b] → R to multifunctions in F([a, b]), based on a given MS-representation.
We measure the quality of the approximation in the Hausdorff metric.
In the following P is a positive linear operator defined on continuous real-valued functions.
In the case of a sample-based positive linear operator of the form
(Pn f )(x) =
n∑
i=1
αi (x) f (xi ), a ≤ x1 ≤ · · · ≤ xn ≤ b, αi (x) ≥ 0, i = 0, . . . , n, (19)
the frequently used extension of P to multifunctions is based on Minkowski sum of sets,
(Pn F)(x) =
n∑
i=1
αi (x)F(xi ), x ∈ [a, b].
For segment functions such a definition is equivalent to Pn F = [Pn f low, Pn f up].
Thus for a segment function F we define P F as
(P F)(x) = [(P f low)(x), (P f up)(x)], x ∈ [a, b].
Note that P F is a well-defined segment function, since P is a positive operator. Clearly for
a continuous segment function F , P F approximates F whenever P approximates continuous
real-valued functions. From now on we consider only approximating positive operators.
Definition 6.1. Let F ∈ F([a, b]) with a given MS-representation R. We define
(PRF)(x) =
N⋃
n=1
(P Fn)(x) =
N⋃
n=1
[(P f lown )(x), (P f upn )(x)], x ∈ [a, b],
where B(R, F) = { f lown , f upn , n = 1, . . . , N }.
It is easy to conclude from this definition that PRF approximates F whenever R is a
continuous MS-representation.
Theorem 6.2. Let P be a positive linear approximation operator. Then for F ∈ F([a, b]) with
MS-representation R
haus(PRF(x), F(x)) ≤ max
f ∈B(R,F)
|P f (x)− f (x)|. (20)
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Proof. Let R = {Fn, n = 1, . . . , N } be the given MSR of F. For any y ∈ F(x), there exists
1 ≤ i ≤ N such that y ∈ Fi (x). Then by the definition of Hausdorff distance
dist(y, (PRF)(x)) ≤ dist(y, (PRFi )(x)) ≤ haus(Fi (x), (PRFi )(x)).
Since Fi , PRFi are segment functions, we get in view of (1)
dist(y, (PRF)(x)) ≤ max{| f upi (x)− P f upi (x)|, | f lowi (x)− P f lowi (x)|}
≤ max
f ∈B(R,F)
| f (x)− P f (x)|.
Thus
sup
y∈F(x)
dist(y, (PRF)(x)) ≤ max
f ∈B(R,F)
| f (x)− P f (x)|.
Similarly
sup
p∈(PRF)(x)
dist(p, F(x)) ≤ max
f ∈B(R,F)
| f (x)− P f (x)|. 
The regularity (modulus of continuity) of f determines bounds on | f (x)− P f (x)| [6]. As is
shown in Section 4, every continuous MSR contains all boundaries of F as parts of its MS-
boundaries. Thus a good MS-representation should have MS-boundaries with regularity not
worse than the regularity of the boundaries of F . Our topological representation meets this
condition. We use it below to define the operation of P on F .
Definition 6.3. For F ∈ F([a, b]) we define P F = PR∗F , with R∗ a TMSR of F . In case F
has only regular PCTs this definition is unique.
With this definition it is possible to obtain from Theorem 6.2 approximation estimates in terms
of the regularity of F as a multifunction and not in terms of the regularity of its boundaries.
Theorem 6.4. Let Pδ be a positive linear approximation operator satisfying for any x ∈ [a, b]
|(Pδ f )(x)− f (x)| ≤ C ω[a,b]( f, φ(x, δ)), f ∈ C([a, b]),
with δ a small parameter and φ : [a, b] × R+ → R+ a continuous function, non-decreasing in
its second argument such that φ(x, 0) = 0.
Then for F ∈ F([a, b]) with a TMSR R∗
haus((PδR∗F)(x), F(x)) ≤ Cω[a,b](vF , φ(x, δ)), x ∈ [a, b]. (21)
In particular, if F ∈ Lip([a, b], L) then haus((PδR∗F)(x), F(x)) ≤ C Lφ(x, δ), x ∈ [a, b].
Proof. The proof follows from Theorem 6.2 and Corollary 5.7. 
7. Examples of positive linear operators
In this section we consider the analogues of the Bernstein polynomial operators and the
Schoenberg spline operators for SVFs in F([a, b]) and derive error estimates. We illustrate our
set-valued extension of these operators with two examples.
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7.1. Bernstein operators
For a real-valued function f ∈ C([0, 1]) the Bernstein operator Bm is defined as
(Bm f )(x) =
m∑
i=0
(m
i
)
x i (1− x)m−i f
(
i
m
)
. (22)
The known error estimate (see [6, Chapter 10]) is
| f (x)− (Bm f )(x)| ≤ Cω[0,1]( f,
√
x(1− x)/m), (23)
where C does not depend on f or m.
Now for F ∈ F([0, 1]) we define the Bernstein operator as
(Bm F)(x) =
N⋃
n=1
[(Bm f lown )(x), (Bm f upn )(x)], x ∈ [0, 1], (24)
with f lown , f
up
n , n = 1, . . . , N topological selections defining a TMSR of F .
Remark 7.1. It is easy to conclude that for m large enough the representation (24) of Bm F is a
natural MS-representation.
Application of Theorem 6.4 yields
Corollary 7.2. Let F ∈ F([0, 1]). Then
haus((Bm F)(x), F(x)) ≤ Cω[0,1](vF ,
√
x(1− x)/m), x ∈ [0, 1].
Moreover for F ∈ Lip([0, 1], L)
haus((Bm F)(x), F(x)) ≤ C L(
√
x(1− x)/m), x ∈ [0, 1].
Here C is a generic constant independent of F.
To illustrate our approach we present the following example. Consider
F(x) =

[
−1
2
,
1
2
]
, x ∈ [0, 1] \
[
1
4
,
3
4
]
[
−1
2
,
1
2
]
\
−
√
1
4
2
−
(
x − 1
2
)2
,
√
1
4
2
−
(
x − 1
2
)2 , x ∈ [1
4
,
3
4
]
.
(25)
This multifunction is depicted in gray in (a), (b), (c), (d) of Fig. 7.1. The MS-boundaries of the
unique topological MS-representation of F and the two PCTs of F are shown in black in (a). The
cross-sections of the approximating SVFs B9 F , B31 F and B50 F , are colored by black in (b), (c)
and (d) respectively. The maximal error is attained at x1 = 0.25 and x2 = 0.75, which are the
abscissas of the PCTs of F .
It can be shown that the MS-boundaries θupH , θ
low
H are Ho¨lder continuous with exponent 1/2 at
x = xi , i = 1, 2. Thus using Theorem 6.2 and (23) we get
haus((Bm F)(xi ), F(xi )) ≤ C 4
√
xi (1− xi )/m, i = 1, 2,
which explains the slow decay of the error at x1, x2.
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Fig. 7.1. (a) F — in gray. Four MS-boundaries of the TMSR — in black. Two PCTs of F — in black. (b), (c), (d) F —
in gray. 40 cross-sections of B9 F , B31 F and B50 F respectively — in black.
7.2. Schoenberg operators
For a uniform partition χ = (x0, . . . , xk), xi = a+ ih, h = (b− a)/k, the Schoenberg spline
operator for f ∈ C([a, b]) is
(Sm,h f )(x) =
k∑
i=0
f (xi )bm (x/h − i) , (26)
where bm (x) is the B-spline of order m (degree m − 1) with integer knots and support [0,m]. It
is known (see [7, Chapter XII]), that
|(Sm,h f )(x)− f (x)| ≤
⌊
m + 1
2
⌋
ω[a,b]( f, h), x ∈ [a + (m − 1)h, b],
with bxc the maximal integer not greater than x .
Remark 7.3. A better approximation result can be obtained using the symmetric Schoenberg
operator, when bm (·) in (26) is replaced by the centered B-spline bm (· − m/2).
For F ∈ F([a, b]) the set-valued analogue of the Schoenberg spline operator using a
topological MS-representation with MS-boundaries f lown , f
up
n : n = 1, . . . , N is defined by
(Sm,h F)(x) =
N⋃
n=1
[(Sm,h f lown )(x), (Sm,h f upn )(x)], x ∈ [a, b]. (27)
Then by Theorem 6.4 we have
Corollary 7.4. (i) For F ∈ F([0, 1])
haus((Sm,h F)(x), F(x)) ≤ b(m + 1)/2cω[0,1](vF , h), x ∈ [a + (m − 1)h, b].
(ii) For F ∈ Lip([0, 1], L)
haus((Sm,h F)(x), F(x)) ≤ b(m + 1)/2c Lh, x ∈ [a + (m − 1)h, b].
Fig. 7.2 illustrates an approximation of F given in (25) by the Schoenberg spline operators
based on the TMSR of F .
As in the case of Bernstein operators the maximal error is attained at the abscissas of the
PCTs of F . By arguments similar to those in the case of Bernstein operators, we get that the
error decays as O(h1/2), which is much faster than the decay O(h1/4) (h = 1/m) in Fig. 7.1.
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Fig. 7.2. (a) F — in gray. Four MS-boundaries of the TMSR — in black. Two PCTs of F — in black. (b), (c), (d) F —
in gray. 40 cross-sections of S3,0.1 F , S3,0.025 F and S3,0.01 F respectively — in black.
Appendix A
Here we prove Theorem 3.6, namely that the boundaries of continuous SVFs of bounded
variation are continuous. This follows from a basic property of CBV multifunctions, which we
state in more generality than needed here. The property is the existence of a continuous selection
through any point of the graph of a CBV multifunction. It is an extension of a result by Hermes [8]
on the existence of a continuous selection of a CBV multifunction, and the proof is based on our
construction of metric chains in [5]. A similar construction is used by Chistyakov [9] to prove
a similar result but with CBV selections. Yet our result provides, in addition, an estimate of the
modulus of continuity of the constructed selections.
Theorem A.1. Let F : [a, b] → K (Rn) be a CBV multifunction. Then through any point in
Graph(F) there exists a continuous selection s satisfying
ω[a,b](s, δ) ≤ 4ω[a,b](vF , δ), δ > 0. (28)
In particular for F ∈ Lip([a, b], L), s ∈ Lip([a, b], L).
Proof. For a fixed (˜x, y˜) ∈ Graph(F), x˜ ∈ [a, b], y˜ ∈ Rn we construct “chains” as in [5]. Let
xi = a + ih, i = 0, . . . , N , h > 0, Nh = b − a and let j be such that x j ≤ x˜ ≤ x j+1. Choose
y j ∈ ΠF(x j )(y˜), yk ∈ ΠF(xk )(yk+1), k = j − 1, j − 2, . . . , 0, and similarly y j+1 ∈ ΠF(x j+1)(y˜),
yk ∈ ΠF(xk )(yk−1), k = j + 2, . . . , N .
As in [5, Section 4], we define the partition χN = {x0, . . . , x j , x˜, x j+1, . . . , xN }, a
metric chain ϕ = {y0, . . . , y j , y˜, y j+1, . . . , yN } and the piecewise linear function sN (χ, ϕ)
interpolating the points (˜x, y˜), (xi , yi ), i = 0, . . . , N . Lemma 4.7 of [5] shows
ω[a,b](sN (χ, ϕ), δ) ≤ 4ω[a,b](vF , δ), δ > 0. (29)
Also, by Corollary 4.4 of [5] for F ∈ Lip([a, b], L)
sN (χ, ϕ) ∈ Lip([a, b], L). (30)
Observe, that the set of all such piecewise linear functions {sN (χ, ϕ) : N ∈ Z+} is
equicontinuous by (29) or (30) and is equibounded since the set {F(x) : a ≤ x ≤ b} is bounded.
Then by Arzela`-Ascoli theorem there exists a subsequence which converges to a continuous
function s through (˜x, y˜), satisfying (28). It is easy to see that s is a selection of F , since
Graph(F) is closed. 
Using the above theorem we prove that all the cross-sections of the holes of a CBV multifunction
with images in R are convex.
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Lemma A.2. Let F ∈ C BV ([a, b]), and let H ∈ H(F). Then for any x ∈ (x lH , xrH ) the cross-
section H(x) = {y : (x, y) ∈ H} is convex (an open interval).
Proof. Assume the opposite, i.e. there exists x˜ ∈ (x lH , xrH ) such that H (˜x) is not convex. Then
there exists a segment [y1, y2] ∈ co(H (˜x)) \ H (˜x) ⊂ F (˜x) with y1 ≤ y2 and (˜x, y1), (˜x, y2) ∈
∂˜H . Let ε > 0 be such that (˜x, y1 − ε), (˜x, y2 + ε) ∈ H . By the connectivity of H there is a
continuous path ϕ in H from (˜x, y1 − ε) to (˜x, y2 + ε).
Now, by Theorem A.1 there exists a continuous selection s of F through (˜x, y1) which must
intersect the path ϕ. Since ϕ ∈ H and s(x) ∈ F(x) for a ≤ x ≤ b, we get a contradiction. 
Corollary A.3. For F ∈ C BV ([a, b]), blowH (x) < bupH (x), for x ∈ (x lH , xrH ). Moreover, for
x ∈ (x lH , xrH ), (x, blowH (x)) and (x, bupH (x)) are the only points of cl(H(x)) \ H(x).
Next we prove the continuity of blowH and b
up
H . For that we need the following lemma.
Lemma A.4. Let s be a continuous selection of F ∈ C BV ([a, b]) and let H ∈ H(F). Then
either s(x) ≥ bupH (x) or s(x) ≤ blowH (x), ∀x ∈ (x lH , xrH ).
Proof. We prove the first inequality. For x ∈ (x lH , xrH ), denote y = s(x), bx = bupH (x) and let
s(x) ≥ bx . Assume that for some z ∈ (x lH , xrH ) s(z) ≤ blowH (z) = bz . By the connectivity of
H there exists a continuous path ϕ ∈ H from (x, bx − ε) to (z, bz + ε) for any small ε > 0.
Since s is continuous and passes through the points (x, s(x)), (z, s(z)), with s(x) > bx − ε,
s(z) < bz + ε, it must intersect ϕ ∈ H . This contradicts the definition of a selection. 
Lemma A.5. For F ∈ C BV ([a, b]) and H ∈ H(F), bupH and blowH are continuous on (x lH , xrH ).
Proof. We prove the lemma for bupH . Let x˜ ∈ (x lH , xrH ) and let {xn} be a sequence of points in
(x lH , x
r
H )with limn→∞ xn = x˜ . Consider the accumulation points of {bupH (xn)}. By the continuity
of F these points are in cl(H (˜x)). Corollary A.3 guarantees that
cl(H (˜x)) \ H (˜x) = {blowH (˜x), bupH (˜x)} ⊂ F (˜x). (31)
In the following we show that lim infn→∞ bupH (xn) ≥ bupH (˜x), which in view of (31) implies the
claim of the lemma.
By Theorem A.1 through any point (xn, b
up
H (xn)) there exists a continuous selection sn
satisfying (28). Let {snk (xnk )} be a subsequence of {sn(xn)}which tends to lim infn→∞ bupH (xn) =
lim infn→∞ sn(xn) by construction.
Consider snk (xnk )− bupH (˜x) = [snk (xnk )− snk (˜x)] + [snk (˜x)− bupH (˜x)]. By Theorem A.1 the
set {snk } is equicontinuous, i.e. for |xnk − x˜ | ≤ δ, |snk (xnk ) − snk (˜x)| ≤ 4ω(vF , δ). Therefore
snk (xnk )− snk (˜x) tends to zero when k →∞. From Lemma A.4 it follows that snk (˜x)− bupH (˜x)
is non-negative. Both these facts lead to limk→∞ snk (xnk ) = lim infn→∞ bupH (xn) ≥ bupH (˜x). 
Lemma A.6. For F ∈ C BV ([a, b]) and H ∈ H(F), the limits limx→x lH b
up
H (x),
limx→xrH b
up
H (x), limx→x lH b
low
H (x), limx→xrH b
low
H (x) exist.
Proof. We prove the existence of limx→x lH b
up
H (x). Assume to the contrary, that there are
{xk} → x lH and {zk} → x lH such that {bupH (xk)} → f1, {bupH (zk)} → f2 with f1 6= f2. For
any λ ∈ [0, 1], let fλ = λ f1 + (1 − λ) f2. By the continuity of bupH on (x lH , xrH ) there exists
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{ξk}, ξk ∈ co{xk, zk} with bupH (ξk) = λbupH (xk)+ (1− λ)bupH (zk). Clearly, {bupH (ξk)} → fλ. Thus
for any λ ∈ [0, 1] we have (x lH , fλ) ∈ ∂˜H implying that co{(x lH , f1), (x lH , f2)} ⊂ ∂˜H , which
contradicts Remark 3.3(i). Thus f1 = f2 = limx→x lH b
up
H (x).
Similarly, it can be shown that limx→xrH b
up
H (x), limx→x lH b
low
H (x), limx→xrH b
low
H (x) exist. 
We denote bupH (x
l
H ) = limx→x lH b
up
H (x), and similarly for the three other limits. Note that
bupH (x
l
H ), b
low
H (x
l
H ) ∈ F(x lH ) and bupH (xrH ), blowH (xrH ) ∈ F(xrH ).
Lemma A.7. For a hole H of F ∈ C BV ([a, b])
blowH (x
l
H ) = bupH (x lH ) if x lH > a and blowH (xrH ) = bupH (xrH ) if xrH < b.
Proof. We prove the lemma for x lH > a. Assume that b
low
H (x
l
H ) 6= bupH (x lH ). For any y˜ ∈
(blowH (x
l
H ), b
up
H (x
l
H )), y˜ ∈ co(F(x lH )). Consider (x lH , y˜). Since x lH > a, (x lH , y˜) 6∈ H by the
definition of x lH . Also (x
l
H , y˜) cannot belong to some other hole H˜ 6= H , H˜ ∈ H(F), otherwise
H
⋂
H˜ 6= ∅ in contradiction to the definition of a hole. Thus (x lH , y˜) ∈ Graph(F). But by
Remark 3.3(i) the point (x lH , y˜) is singular, in contradiction to the continuity of F . 
Theorem 3.6 follows from Lemmas A.5–A.7.
Appendix B
In this appendix we show that the regularity properties of F ∈ C BV ([a, b]) are inherited by
its boundaries.
First we investigate local continuity away from PCTs. For H ∈ H(F) and for ε > 0 small
enough denote
∆εH = [x lH + ε, xrH − ε].
Lemma B.1. Let F ∈ F([a, b]). For H ∈ H(F) and for a given small ε > 0 there exists
δ = δH,ε such that for any x, z ∈ ∆εH , satisfying |x − z| ≤ δ,
max{|blowH (x)− blowH (z)|, |bupH (x)− bupH (z)|}
≤ ω∆εH (F, |x − z|) ≤ ω[a,b](F, |x − z|). (32)
Proof. To prove the claim of the lemma it is sufficient to show that there exists δ = δH,ε > 0
small enough such that for all x, z ∈ ∆εH , |z − x | ≤ δ
max{|blowH (x)− blowH (z)|, |bupH (x)− bupH (z)|} ≤ haus(F(x), F(z)).
Assume to the contrary that there exist sequences {xn}, {zn} ⊂ ∆εH with limn→∞ |xn − zn| = 0
such that for all n large enough
| f (xn)− f (zn)| > haus(F(xn), F(zn)), (33)
for f either blow or bup.
Let minx∈∆εH |blowH (x)− b
up
H (x)| = γ . Clearly, γ > 0. By the uniform continuity of blowH and
bupH on ∆
ε
H there exists δ = δH,ε > 0 such that for any x, z ∈ ∆εH satisfying |z − x | ≤ δ
bupH (z)− blowH (x) ≥ γ /2. (34)
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Now choose N such that |xn − zn| ≤ δ for n ≥ N . Consider the case f = blowH . Let
f (xn) ≥ f (zn). We claim that
ΠF(zn)( f (xn)) = f (zn). (35)
If not, then by (34) ΠF(zn)( f (xn)) ≥ bupH (zn) ≥ f (xn)+ γ /2, in contradiction to the continuity
of F . The equality (35) implies that
| f (xn)− f (zn)| ≤ haus(F(xn), F(zn)), n > N
which contradicts (33). 
We extend this local result to the global result,
Theorem B.2. Let F ∈ F([a, b]). Then for a given H ∈ H(F)
max{ω∆H (blowH , |x − z|), ω∆H (bupH , |x − z|)} ≤ ω[a,b](vF , |x − z|), (36)
with vF defined as in (3).
Proof. Let f be either bupH or b
low
H . By Lemma B.1 for any ε > 0 there exist δH,ε > 0 and a
partition χn = {x0, x1, . . . , xn} of ∆εH with x lH + ε = x0 < x1 < · · · < xn = xrH − ε and with
xi+1 − xi < δH,ε, i ∈ {0, . . . , n − 1}, such that
| f (x)− f (z)| ≤ haus(F(x), F(z)), (37)
when x, z belong to the same interval [xi , xi+1].
For x, z ∈ ∆εH with x ∈ [xi , xi+1], z ∈ [x j , x j+1], 0 ≤ i < j ≤ n − 1 it follows from the
triangle inequality and (37) that
| f (x)− f (z)| ≤ | f (x)− f (xi+1)| +
j−1∑
l=i+1
| f (xl+1)− f (xl)| + | f (z)− f (x j )|
≤ haus(F(x), F(xi+1))+
j−1∑
l=i+1
haus(F(xl), F(xl+1))+ haus(F(z), F(x j )).
Now using the definition of the variation of F and (3) we get for x, z ∈ ∆εH
| f (x)− f (z)| ≤ V zx (F) = vF (z)− vF (x) ≤ ω[a,b](vF , |x − z|).
Taking the supremum over |x − z|, x, z ∈ ∆εH we obtain ω∆εH ( f, |x − z|) ≤ ω[a,b](vF , |x − z|)
for any ε > 0. In view of Theorem 3.6, this leads to the claim of the theorem. 
We have a stronger result in the special case of Lipschitz continuous SVFs.
Theorem B.3. If F ∈ Lip([a, b], L), then for any H ∈ H(F)
bupH ∈ Lip(∆H , L) and blowH ∈ Lip(∆H , L). (38)
Proof. Let f be either bupH or b
low
H and let χn = {x0, x1, . . . , xn} be a partition of ∆εH as in the
proof of Theorem B.2. Thus on any [xi , xi+1], i ∈ {0, . . . , n − 1} it follows from (37) that
| f (x)− f (z)| ≤ haus(F(x), F(z)) ≤ L|x − z|, x, z ∈ [xi , xi+1] ⊂ ∆εH .
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Now let x ∈ [xi , xi+1] and z ∈ [x j , x j+1], where 0 ≤ i < j ≤ n − 1. Thus
| f (x)− f (z)| ≤ | f (x)− f (xi+1)| +
j−1∑
l=i+1
| f (xl+1)− f (xl)| + | f (z)− f (x j )|
≤ L|xi+1 − x | +
j−1∑
l=i+1
L|xl+1 − xl | + L|y − x j | ≤ L|z − x |.
Since for any ε > 0 | f (x) − f (z)| ≤ L|z − x | and in view of Theorem 3.6, the claim of the
theorem follows. 
The proof of Theorem 3.7 is obtained by combining Theorems B.2, B.3 and 3.5.
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