Abstract. In this paper we consider a gauge action on sigma model solitons over noncommutative tori as source spaces, with a target space made of two points introduced in [4] . Using new classes of solitons from Gabor frames, we quantify the condition about how to gauge a Gaussian to a prescribed Gabor frame.
Introduction
Noncommutative analogues of non-linear σ-models appeared in [4, 5] for the first time. Later other examples including noncommutative spacetimes were considered by [12, 15] . Among them there is a continuous analog of the Ising model which consists of field maps from a noncommutative torus to a two-point space. Cosidering only an energy term in the action or excluding a gravity related term in the action, the stable maps are called noncommutative harmonic maps and in this particular case such maps correspond to some smooth projections in the noncommutative torus. It turned out that enegy minimizing ones carry a nontrivial topological charge and satisfy a Belavin-Polyakov bound [11] .
The construction of such maps depends on a geometric picture or a strong Morita equivalence. Since we can view a noncommutative torus A θ as an endomorphism algebra of a suitable finitely generated projective bundle, we can think of a projection in A θ as an operator on the bundle. The bundle is in fact a bimodule over two different noncommutative tori with operator valued Hermitian structures compatible with each other. By choosing suitable vectors ξ in the module, we consider Rieffeltype projections (see the paragraph after Proposition 2.1) and lift the field equation on the noncommutative torus to an equation of ξ on the module. The vectors in the module both inducing Rieffel-type projections and satisfying a (anti) self duality equation are called noncommutative instantons or solitons following G. Landi. Using the idea of a natural transformation on the bundle a gauge action on noncommutative solitons is defined by the right multiplication of invertible elements g of a different noncommutative torus A α . This gauge action is well behaved with Rieffel-type projections so that the vector ξ · g generates a Rieffel-type projection again, and satisfy a (anti) self duality equation whenever ξ does. An important class of ξ's, that are Gaussians, is already known to be solutions for the self duality equation with a constant parameter and the condition when two Gaussians to be gauged each other is characterized in [4, 5] . However, for the generic case it is not true that any solution vector ξ could be gauged away to a Gaussian solution since there is an obstruction in the form of ∂-equation (see Corollary 4.10). Nonetheless, there is a good chance that a class of vectors ξ could be gauged to a Gaussian and it is our purpose to provide an affirmative example for this question. In this direction it is necessary to know noncommutative solitons other than Gaussians and recently new classes of sigma-model solitons are discovered by Dabrowski, Landi, and Luef [6] under the observation that a problem in a time-frequency analysis and Gabor analysis is equivalent to find Rieffel-type projections in a noncommutative torus. This paper is organized as follows; In section 2, we explain a nonlinear σ-model on noncommutative tori introduced by Dabrowski, Krajewski, and Landi and define Rieffel-type projections using Hilbert module frames. In section 3, we introduce a class of functions called Gabor frames whose name is originated from Gabor analysis and clarify the condition for a vector ξ to be a Gabor frame in terms of Hermitian structures on the module. Then, in Section 4 we show that a Gaussian could be gauged to a hyperbolic secant based on Theorem 4.11 which provides a useful tool to check whether a concrete Gabor frame is gauged to a Gaussian with Corollary 4.10 in one hand.
σ-model on noncommutative torus
Let A θ be a * -algebra consisting of power series of the form
with a mn a complex-valued Schwarz function on Z 2 , or decreasing rapidly. Two unitaries U 1 , U 2 have a commutation relation
For θ irrational, there is a unique faithful trace Tr on A given by
One can equip A θ with a norm a = sup (m,n)∈Z 2 |a mn | < ∞ and the closure of A θ with respect to this norm is the universal C * -algebra A θ generated by two unitaries satisfying the relation (1): A θ is dense in A θ and is a pre-C * -algebra. Also, it is well-known that A θ is the smooth subalgebra of A θ , and closed under the holomorphic functional calculus [1] . Throughout the article, we are interested in the case θ irrational and call both A θ and A θ noncommutative torus without confusion.
To define the noncommutative action functional for morphisms from a pre-C * algebra B to a pre-C * -algebra A, note that there is a formal prescription due to Mathai and Rosenberg [15] 
We can compose it with a field map φ : B → A where B is a target space and A represents a string worldsheet in a noncommutative formalism of the classical σ-model. To assign a number to any field map we evaluate the induced cocycle on a suitably chosen element of B⊗B⊗B. Such an element is taken as the noncommutative analogue of the metric on the target, and we choose a positive element of the form
in the space of universal 2-forms Ω 2 (B). Then the quantity
is the action functional of non-linear σ-model in noncommutative geometry. There is a well-known even spectral triple (A θ , H, D) for the noncommutative torus A θ with
where σ 1 , σ 2 are Pauli matrices (see Section 4 for derivations ∂ i 's). When the target space is a two-point space, then B is just two dimensional complex vector space C 2 . Since a morphism φ : C 2 → A θ is determined by the image of e the characteristic function on a point, we denote it by a projection p ∈ A θ . Taking G = dede ∈ Ω 2 (B) the action functional can be written as
where ∂ or ∂ are the derivations coming from the complex structure on noncommutative torus(see Section 4). It is known from [4, 5] or [12] that the Euler-Lagrange equation for this functional is
where ∆ is the Laplacian. It is well known that there exist a lot of projections in A θ , which is of real rank zero [7] , contrary to the fact that a noncommutative torus is a deformation quantization of commutative two torus. But it is unclear whether there are smooth projections in A θ . Thus it was a remarkable discovery of M. Rieffel to construct a projection in A θ [17] , so that a morphism φ : C 2 → A θ is well-defined. In fact, there is a systematic way to construct projections in a * -algebra with a left action module and the dual action algebra. Accordingly we call such projections Rieffel-type projections; for the moment, A is a * -algebra. Suppose that there is a * -algebra B that is strongly Morita equivalent to A via the bimodule Ξ (see Section 3 for the definition). If we denote the A(B)-valued hermitian inner product by A , ( , B ), then A ξ, ξ is a projection in A provided that ξ, ξ B = 1 B . More generally, if we have ξ 1 , ξ 2 , . . . , ξ n in Ξ, then the matrix, whose i, j entry is
We call the set {ξ 1 , . . . , ξ n } a module frame for Ξ. More precisely, it is called a (Parseval) standard module frame {ξ 1 , . . . , ξ n } for Ξ [9] . In general, a standard module frame for Ξ is a set {ξ 1 , . . . , ξ n } such that
for positive constants c 1 and c 2 . Since we are interested in a projection in A rather in M n (A) the matrix algebra of A, we restrict ourselves to the case of a single frame {η} for Ξ. The following is one of strategies to find a single standard module frame which was used by many experts.
Proposition 2.1. Let η be an element such that η, η B is invertible. Then {η} is a standard module frame.
Proof. Suppose that a positive element η, η is invertible, then its spectrum is bounded below for a positive number c 1 > 0 and bounded above by the norm of it, say c 2 . Thus, by the functional calculus,
is satisfied. Therefore the invertibility of η, η B is a sufficient condition for η to be a standard module frame.
Once we have a frame η as in Proposition 2.1, we get a Parseval oneη by the normalization and obtain a projection A η,η in A. We call such a projection Rieffeltype projection and the first example of Rieffel-type projections in A θ was found by M. Rieffel using a compactly supported smooth function as η [17] , but later F. Boca discovered another one using η, a Gaussian (A hard computation involving a quantum theta function was needed to show that {η} is a standard frame) [2] . Recently, F. Luef noticed that a fundamental duality principle in Gabor analysis is linked to the invertibility of η, η B in the case of noncommutative torus and found a large class of standard module frames which include previous examples of Rieffel and Boca [13] . Surprisingly this class of standard module frames gives rise to minimizing solutions of (3) as claimed in [6] . We are going to explain this fact more carefully and give a detailed proof in Section 4.
Gabor frames and Noncommutative tori
In this section, we summarize the strong Morita equivalence of A θ with its dual B in terms of Gabor analysis from [13] , [14] , and explain a class of functions generates Rieffel-type projections in A θ .
We say that two pre C * -algebras A and B are strongly Morita equivalent if there is a bimodule Ξ, on which both A and B act left and right respectively, equipped with A-valued inner product A , and B-valued inner product , B which satisfy the following conditions; for any f, g ∈ Ξ, and a ∈ A, b ∈ B A f, g
where (M ω ξ)(t) = e 2πitω ξ(t) and (T x ξ)(t) = ξ(t−x). Then the canonical commutation relation for M ω and T x holds,
It follows that
We can easily check c :
Let Λ be a lattice of R 2 ( for our purpose, we may assume that Λ is of the form
is said to be a Gabor system. A Gabor system is a Gabor frame for L 2 (R) if there exist α, β > 0 such that
In this case, g is called a Gabor atom or window in time-frequency analysis, but we call it a Gabor frame abusing notation since g will give rise to a module frame in our setting.
Recall that l 1 (Λ, c) is a l 1 (Λ) with a twisted convolution of a and b defined by
and involution a * = (a * (λ)) of a is given by
Then C * (Λ, c) is the completion of l 1 (Λ, c) under π. More precisely, C * (Λ, c) is the completion of the involutive representation of a's,
and the involution π(a) * = π(a * ).
Weighted analogues of the twisted group algebra are needed to obtain A in terms of Gabor analysis ; for s ≥ 0 let l A dual lattice to Λ is defined by
Then we have C
s (R) be the modulation space in time-frequency analysis. More explicitly,
where V φ f is the short-time Fourier transform of a function f with respect to the window φ, which is defined by f, π(x, ω)φ L 2 (R) . We can characterize the Schwartz space in terms of modulation spaces: Although we do not need here, the strong Morita equivalence between C * (Λ, c) and C * (Λ • ,c) can be obtained using the above theorem. From now on, B denotes A ∞ (Λ • ,c), which is also a smooth noncommutative torus for −1/θ [17] . We note that for f, g ∈ S (R)
The following theorem shows that Rieffel-type projections are linked to a hard problem in Gabor analysis.
Theorem 3.2. Suppose g ∈ S (R). Then G(g, Λ) is a Gabor frame if and only if
g, g B is invertible.
Proof. Given an equivalence bimodule Ξ between A and B, we denote by End A (Ξ) the algebra of module endomorphisms with respect to the action of A on Ξ. It is well known that the equivalence between End A (Ξ) and B via b → φ b where φ b (ξ) = ξ ·b for ξ ∈ Ξ. We note that G(g, Λ) is a Gabor frame when Θ
. Thus the invertibility of Θ Λ g,g implies that the invertibility of g, g B , and vice versa. Λ) be a Gabor system on L 2 (R) with g in S (R). Then the following conditions are equivalent.
An important fact for us is that if G(g, Λ) is a Gabor frame for L 2 (R), then {π(λ
• } is a Riesz basis for the closed linear span of the set {π(λ
, then G( g, Λ) becomes a tight Gabor frame. We interpret Wexler-Raz duality in Gabor analysis in terms of module relations as it appeared in [6] without a proof.
Theorem 3.4.
for f ∈ S (R).
Proof. Since the system {π(λ
Recently a large class of functions are proven to be Gabor frames [10] . Recall that a function η is totally positive if for every two sets of increasing real numbers x 1 < · · · < x N and y 1 < · · · < y N the determinant of the matrix (η(x j − y k ) 1≤j,k≤N ) is non-negative. A totally positive function η is of finite type M, M ∈ N with M ≥ 2, if its Laplace transform η has the form: , pη = A η,η is a Rieffel-type projection in A for 0 < θ < 1.
We remark that such examples include Gaussians, and hyperbolic secants.
A group action on solitons
A commutative torus T 2 -action α is defined on A θ by
We denote by ∂ 1 and ∂ 2 the infinitesimal generators of each factor of T 2 under α [1] . These are unbounded derivations on A θ , but well defined on A θ . For ν, µ = 1, 2
Similarly, we have such derivations on B, and use same notations without confusion. Equipped with a B-valued hermitian structure , B on Ξ = S (R), we can lift derivations to covariant derivatives ∇ 1 , ∇ 2 on Ξ given by
Then as proved in [3] we have the (right) Leibnitz rule for both covariant derivatives:
and compatibility with the hermitian structure:
We introduce complex derivations ∂ = ∂ 1 + i∂ 2 and ∂ = ∂ 1 − i∂ 2 . Accordingly, we introduce the anti-holomorphic connection ∇ = ∇ 1 + i∇ 2 and the holomorphic one ∇ = ∂ 1 − i∂ 2 . Then using linearity (8) and (9) hold for ∇(∇) and ∂(∂) respectively.
By multiplying p both sides, the conclusion follows.
Proof.
using Lemma 4.1 and cyclicity of Tr.
Let us recall a characterization of the minimizing solitons from [4, 5] ; let Q(p) be the topological charge or the first Chern number defined by 1 2πi
which is an integer [1] . Since Tr((∂(p)p) Whenever we have a standard module frame η, then by passing from a standard module frame to a Parseval oneη one gets a noncommutative soliton. With Theorem 4.11 in mind, we need a slightly stronger form of a linear equation of η thanη. From now on, we write A instead of A θ for the subscript in the operator valued inner product. Proof. In view of Theorem 4.3, the easier way is to show that the equivalence between ∇η =η · b ′ for some b ′ ∈ B and ∇η = η · b for some b ∈ B. In the following we give a direct proof. For this, it is better to view pη as A η · η, η
B . We abbreviate pη as p without confusion. First note the following cancellation property; (10) A ζ, η p = A ζ, η ∀ζ.
and
Using linearity, it follows that
Therefore,
Thus we have (12) ∂( η, η
B . From the second equality, Proof. By Wexler-Raz duality (7) for a tight Gabor frame, we have
Since η in Ξ, so is ∇(η). Thus taking ζ as ∇η
Then the conclusion follows from Theorem 4.5.
Let GL(B) be the set of invertible elements in B. An action of GL(B) on noncommutative solitons was introduced in [4] by the right multiplication; for U ∈ GL(B)
Indeed, if ξ satisfies a self-duality equation, or ∇(ξ) = ξ · b for some b ∈ B, then by the Leibniz rule for the connection, one finds that ξ U is the solution of an equation of the form ∇ξ U = ξ U · b U where (14) b
Note that this action preserves the invertibility of ξ, ξ B , thus preserves Gabor frames. Moreover, it is not difficult to check that the Rieffel-type projections are invariant under the action (see [11, p. 232] ). When λ is a scalar, i.e., λ ∈ C, ∇η = η · λ has the solutions, the Gaussians of the form Ce −πθt 2 −2iλt . In [4, 5] it is analyzed when two Gaussian solitons are gauge to each other. Proposition 4.8. Let ξ be a solution of equation with λ ∈ C; and let U ∈ GL(B). Then the transformed λ U will be again constant if and only if there exists a pair of integers (m, n) such that
In [4, 5] Dabrowski, Krajewski, and Landi suggest the following question; Q: is it possible to gauge a Gaussian soliton to any solution of the self duality equation?
In view of Theorem 4.5, this question is equivalent to the following statement: Choose a λ ∈ C, then for any b ∈ B is there an element U ∈ GL(B) such that b = λ + U −1 ∂U ? This is related to solving inhomogeneous Cauchy-Riemann equation of the form
Based on the following Polishchuk's observation, this question is reduced to compute the trace of b(see Corollary 4.10). Proof. This follows from (1) of [16, Theorem 3.6 ]. Because of a slightly different notation for ∂ up to the factor 2, the range of τ (U −1 ∂U) is changed to πi(Z + iZ).
Corollary 4.10. Let η(∈ Ξ) be a solution of ∇η = η ·b for some b ∈ B. Then there is a Gaussian ξ and U ∈ GL(B) such that η = ξ · U if and only if λ − τ (b) ∈ πi(Z + iZ) where ∇ξ = ξ · λ for λ ∈ C.
It is already mentioned in [11] that the question Q is not true in general as we know a constraint exists. However, in some good cases it is possible to find a nontrivial solution of (15) for some λ ∈ C. In other words, we can gauge a class of noncommutative solitons to Gaussian solitons. 
Proof. By Wexler-Raz biorthogonality the fact that G(η, Λ) is a tight Gabor frame for L 2 (R) implies that G(η, Λ • ) is an orthogonal system, i.e. a Riesz basis for L 2 (R). Therefore we can expand ∇η in terms of {π(λ
where b(λ • )'s are rapidly decreasing. Then
Thus the condition ∇η = η · b implies that
It follows that from the orthogonality of {π(λ
Hence τ (b) = b(0, 0) = ∇η, η L 2 (R) .
Proposition 4.12. Let η be the hyperbolic secant of the form π 2 1 2
cosh(πt)
. Then τ (b) = 0 where ∇η = η · b, so that the Gaussians ξ associated with ∇ξ = ξ · λ for λ ∈ πi(Z + iZ) are gauged to η. Moreover, if the invertible W such that η = ξ · W cannot be of the form U m V n (modulo T ) where U and V are generators of B.
Proof. η is a Gabor frame due to Janssen and Strohmer and p η belongs to B by [13, Theorem 3.6] . Note that ∇η(t) = iπ 2t θ − tanh(t) η(t) up to a constant. Since η is an even function and both t and tanh(t) are odd functions, two terms vanish by the definition of the Lebesgue integral. Thus τ (b) = 0. Since η is a Gabor frame in Ξ, then it satisfies ∇η = η · b for some b. Moreover, if η = ξ · W , then τ (b) = λ + τ (W −1 ∂W ) by (14) . Thus we must have λ = −τ (W −1 ∂W ) ∈ πi(Z + iZ). The last statement follows from the fact that two Gaussians are gauge equivalent if and only if one is gauged to the other via U m V n (for some m, n) only up to constants [4] . Remark 4.13. The second statement in Proposition 4.12 is related to the author's question in [12] if any two solutions of (3) are equivalent under a Z 2 -action which is defined by an inner automorphisms Ad W where W is a unitary of the form U m V n modulo T. The answer is no as we see from the above example.
Acknowledgements
The author would like to thank F. Luef for a series of lectures of his work during his visit to Korea. He also would like to express his gratitude to Hun Hee Lee for a final tip in proving Theorem 4.11. I
