Today, various forms of neural networks are trained to perform approximation tasks in many fields. However, the solutions obtained are not wholly understood. Empirical results suggest that the training favors regularized solutions. These observations motivate us to analyze properties of the solutions found by the gradient descent algorithm frequently employed to perform the training task. As a starting point, we consider one dimensional (shallow) neural networks in which weights are chosen randomly and only the terminal layer is trained. We show, that the resulting solution converges to the smooth spline interpolation of the training data as the number of hidden nodes tends to infinity. This might give valuable insight on the properties of the solutions obtained using gradient descent methods in general settings.
Introduction
Even though neural networks are becoming increasingly popular in approximation tasks, their theoretical understanding is still very limited. The most important open questions in the mathematical theory of neural networks nowadays include the following: 1 I. Generalization: Why and under which conditions can neural networks make good predictions of the output for new unseen input data even though they have only been trained on finitely many data points? How does the trained function behave in between the training data? How can one get control of over-fitting? II. Gradient Descend: When training neural networks, a typically very high dimensional non-convex optimization problem is claimed to be solved by (stochastic) gradient descend quite fast. There is relatively good understanding of how this algorithm evolves in long term, in particular seen from the point of view of simulated annealing. However, what happens if the algorithm is early stopped after a realistic number of steps depending on a certain starting point? III. Expressiveness: How expressive are neural networks with a finite number of nodes? [31, 3, 16 ] IV. Summary: What are the advantages and disadvantages of different architectures? What are the advantages and disadvantages of considering neural networks in approximation/prediction tasks compared to other methods such as the ones based on Random Forests or Kernel-based Gaussian processes? In both theory and applications, it is of great interest to gain a precise understanding of IV, much of which could be achieved by answering I to III. The goal of this work is to contribute to answering these questions by rigorously proving Theorems 3.8 and 3.16 that almost completely resolve question II (cp. eq. (25)) for the restricted class of wide Randomized Shallow Neural Networks (RSNs) with ReLU activation. These answers together with the intuition acquired from sections 1.1 and 1.2 give quite extensive insights to I and thus IV.
The result of this work can be seen in analogy to mean field theory in thermodynamics: like we are understanding the collision behavior of each particle, we understand the training behavior of each neuron 2 . However, due to the extensive number of interactions between particles/neurons the complexity increases in a way that the individual behavior does no longer give direct insight into the overall system's behavior. In both cases, taking the limit to infinity allows to statistically derive precisely the system's behavior in terms of interpretable macroscopic laws/theorems (see Theorem 3.8 3 ).
The Regression Problem as Basis for Machine
Learning. Throughout this paper, we consider the task of supervised learning, for which the setting typically is introduced as follows. Let X respectively Y be an input and output space. Assume further, we observe a finite number N ∈ N of i.i.d. samples (x train i , y train i ) ∈ X × Y with i ∈ {1, . . . , N } from an unknown probability distribution P D on X × Y. Given an additional realization (X, Y )(ω) of (X, Y ) ∼ P D , for which we can only observe X(ω) but not Y (ω), the goal is to make a suitable predictionf (X(ω)) of Y (ω). For a given cost function C : Y × Y → R, we are thus interested in an estimatorf : X → Y with low risk, i.e. for which the expected costs E C Y,f (X) are minimal. However, since P D is unknown, this risk can not be calculated. In supervised machine learning, one hence tries to learn an estimatorf based on the given training data (x train i , y train i ) i∈{1,...,N } by minimizing the empirical risk N i=1 C (y i , f (x i )) over a suitable hypothesis class of functions H, i.e. over f ∈ H. Remark 1.1 (Setting). For simplicity, in the rest of this work we consider X = R d with input dimension d ∈ N and Y = R. In such a setting, we speak of supervised learning and regression interchangeably. Moreover, the cost function C : R×R → R will be given by C(x, y) = (x − y) 2 .
Historically, linear regression [10, 11, 21] was among the first methods used within supervised learning, where one restricts oneself to a tiny subspace of all functions: the space of linear functions. This choice indeed favors parsimony: if the number of samples N is larger than the input dimension d there exists a unique 4 function f that fits through the training data best, i.e. minimizes the empirical loss
Although this approach is still extensively used in real world applications, the space of linear functions often is not sufficient, as true relations between input and output mostly are more evolved if not highly non-linear. Ideally, the hypothesis class H would hence be chosen as expressive as possible, so as to be able to approximate well these underlying maps from input X onto output Y . As a consequence, the challenge nowadays is to choose the "most desirable" functionf out of the infinitely many functions with equal training loss L f . This opens the question to what the mathematical meaning of "most desirable" could be. At least intuitively, engineers have quite specific convictions (also known as inductive bias) which functions are not desirable (see Figures 1 and 2) . This in- ) (black dots) there are infinitely many functions f that perfectly fit through the training data and therefore have training loss L (f ) = 0. For many applications our intuition tells us that we should prefer the smooth dotted line f * ,λ over the oscillating solid line, even though the smooth function f * ,λ results in training loss L f * ,λ > 0.
tuition could be formalized mathematically as a Bayesian prior knowledge 5 [5, e.g. page 22] .
One approach to capture the engineer's intuition about the prior knowledge is to directly regularize the second derivative off . Therefore, in the d = 1-dimensional case, the spline regression [30, 7, 18] is frequently considered in order to choose the functionf with minimizes a weighted combination of the integrated square of the second derivative and the training loss L. 5 From the machine learning point of view one could theoretically formulate this prior knowledge regarding the unknown distribution of (X, Y ) on X × Y as a (probability)-measure on the space of all probability measures on X × Y. If the prior measure is a probability measure, one can work perfectly rigorously in the framework of classical Bayes law. If the prior measure is not a probability measure, we speak of an improper prior which can also lead to good results in applications. Consider for instance the very restrictive prior measure that assigns measure 0 to the huge set of all nonlinear functions and weights all linear functions the same. Since this measure assigns ∞ to the subspace of all linear functions, it is an improper prior. This improper prior leads to the standard linear regression in the case of i.i.d. normally distributed noise. The simple intuitive prior knowledge "I am absolutely sure that f True is linear, but I consider all linear functions as equally likely." is captured quite well by this improper prior and the solution of the corresponding Bayesian problem can be computed quite fast (linear regression). But for most real world applications, a more realistic intuitive prior knowledge such as "I cannot exclude any function for sure, but I have some vague feeling that f True is more likely to be a 'simpler', 'smoother' function than a 'heavily oscillating' function." is harder to mathematically formalize and calculating the solution of such Bayesian problems is often not tractable (with today's computational power). Still, Bayesian theory can be considered a very powerful and general abstract theoretical framework without explicitly solving Bayesian problems and even without explicitly writing down priors. (2) f * ,λ 7 :∈ arg min
and for a given function g : R → R ≥0 the weighted regression spline f * ,λ g is defined 7 as
.
The meta parameter λ controls the trade-off between low training loss and low squared second derivative. See f * ,λ in Figure 2 for an example of the regression spline (with g(x) = 1 ∀x ∈ R).
Letting the penalization parameter λ tend to zero in (2), one obtains the smooth spline interpolation, i.e. the C 2 -function interpolating the observed data. (4) f * ,0+ := lim
The Definitions 1.2 and 1.3 can also be seen as solutions to mathematically defined Bayesian problems [18] 9 .
1.2.
A paradox of neural networks. As argued above, within a regression problem one might have an intuition about certain attributes of solution functionsf that are particularly "desirable". Moreover, these ideas of suitability could be incorporated directly by including certain regularization terms to the learning problem, such as seen by the popular example of the spline regression. Surprisingly however, standard algorithms applied to train neural networks in the empirical risk minimization task (i.e. to find the best possible representative among the approximating class of neural networks of a specific architecture in terms of the chosen 6 In the literature the spline regression is often called (cubic) smoothing spline, but in this text f * ,λ will simply be called regression spline. 7 The ( cost) are able to find "desirable" functionsf without explicit regularization. This paradox shall be discussed throughout the present section. In particular, we will demonstrate two severe misassumptions typically made in the classical approach to explain supervised learning using neural networks.
The paradox can be observed for deep [13] as well as for shallow 10 neural networks. This paper resolves the phenomenon only rigorously in the context of shallow neural networks (cp. Section 3). We start by defining these objects below. Further work is required to extend the results to deep neural networks. 10 Definition 1.4 (shallow neural network 10 ). Let the activation function σ : R → R be Lipschitz continuous and non-constant. Then, a shallow neural network is defined as N N θ :
The paradox of how the training of neural networks leads to solution functions that are surprisingly sensible from a Bayesian perspective (summarized in Figure 3 ) consists of two parts:
1. In the literature it is often claimed that the goal of training a neural network is to find parameters
such that the corresponding neural networkf := N N θ * fits through the training data as good as possible (where goodness of fit is characterized by the choice of loss L ). However, such an optimal neural network N N θ * might have bad generalization properties. First, if n ≥ N − 1 (i.e. if the number of hidden nodes exceeds the number of data points by at least 2), there are infinitely many (5)-optimizing shallow neural networks N N θ * that generalize arbitrarily bad 11 , even if there were only zero noise ε i = 0 on the training data. 10 In very recent literature it has become fashionable to call shallow neural networks "simple deep neural networks" or "two-layer (deep) neural networks" [12, Section 1.1 p. 3]. These three terms all are reasonable, since such a network consists of three layers of neurons (input→hidden→output), therefore it has two layers of weights and biases ((v, b) → (w, c)) and thus one hidden layer of neurons. Throughout this paper, we use the classical notation of "shallow neural networks" to describe these objects. Within the current section as well as in Section 4, we will express the desire to extend our theory to deep neural networks. This can alternatively be read as extending the theory to "even deeper neural networks". 11 For ReLU activation functions one can prove, that for every training data
x train i , y train i i∈{1,...,N } there exist infinity many N N θ * such that the d-dimensional Lebesguemeasure of the set x ∈ [0, 1] d |N N θ * (x)| > 9999 is larger than 99% and L (N N θ * ) = 0.
Second, if n ≤ N − 2, then N N θ * can be unique, but N N θ * might still overfit to the noise on the training data (see Figure 4 ). As a consequence of the universal approximation theorems [8, 15] we have, that large neural networks N N θ * (or any other universal approximating class of functions) can potentially behave arbitrarily bad (as, for instance, in Figure 1 ) inbetween the training data x train i while keeping the training loss arbitrarily low, i.e. L (N N θ * ) ≤ , exactly because of their universal approximation properties. (If a very small number of neurons n N d were chosen, overfitting of N N θ * would not pose such a severe problem, however in that case neural networks would loose their universal approximation property (which is one of their main selling points) and therefore N N θ * could not achieve a low loss L (N N θ * ).)
Paradoxically however, in practice extremely large (trained) neural networks N N θ typically generalize very well. Indeed, Theorems 3.8 and 3.16 will demonstrate how well neural networks N N θ with an infinite number of neurons behave in between the data. 2. The objective function in optimization problem (5) (in the case of typical activation functions) is a Lebesgue-almost everywhere differentiable function on a finite dimensional R-vector space Θ. Thus, for solving (5) , it seems evident not only to most engineers to use a gradient descend algorithm (referred to as backpropagation algorithm in the case of neural networks). When considering the training loss L , stochastic gradient descend might be as well used. 12 However, there are no known guarantees that this algorithm converges to a global optimum for a general, typically non-convex optimization problem. Moreover, numerical experiments show that if the algorithm continues for a reasonable time, the solution function obtained still is quite far from being optimal (w.r.t. the target function L, that the algorithm claims to try to optimize.) (e.g. Figure 4 ).
1.3.
Resolving Paradox 1: Implicit Regularization. In the following, we like to resolve the paradox described above. Moreover, at the end of this section, a short overview will be given, showing how this work contributes to a better understanding of said phenomenon.
Points 1, 2 and the observation that neural networks are very useful in practice can be true at the same time:
As discussed above, an "optimal" network N N θ * would typically perform quite poorly in practice (cp. 1). However, such a network is hardly obtained as solution from a generic training process involving a gradient descend based algorithm. The reason being, that, fortunately, the back-propagation algorithm which was designed to yield trained networks close to N N θ * by minimizing the training loss L does 12 The stochastic gradient descend poses immense computational advantages in the case of a very large number N of training observations (cp. item 2. on page 22). Within the present work, stochastic gradient descend can be treated equivalent to ordinary gradient descend as we are considering the regime of constant γ/τ ≡ T with deminishing learning rate γ → 0 and N ∈ N fixed. 
2. [19] the neural network does not converge to the global optimum N N θ * (red line) with L (N N θ * ) = 0, but to a more regular function N N θ T (blue line) which is closer to the true function f True . not achieve 13 this goal (cp. 2, i.e. typically L (N N θ T ) >> L (N N θ * )). Instead, it 13 In the limit of infinite training time T → ∞, the gradient descend method can converge to a global optimum. As we will see in the sequel, even though there typically are infinitely many global optima this limit will be a very specific representative (cp. Definitions 3.3 and 3.7, Theorems 3.8 and 3.16 and eq. (24)). Nonetheless, the training process is typically stopped after a few epochs (with training time T << ∞). The corresponding solution N N θ T typically satisfies L (N N θ T ) >> L (N N θ * ) and is much more desirable (cp. Definition 3.5 and eq. (25)). surprisingly succeeds in reaching a much more desirable objective by not only minimizing the training loss L but also implicitly 14 regularizing the problem. Hence, the typically bad generalization property 1 of N N θ * does not contradict the great out-of-sample performance of N N θ T , which is observed to be the much more regular. This phenomenon is known in the literature as "implicit regularization" [27, 26, 23, 20, 32, 29, 12] (also known as "implicit bias"[32]). It demonstrates, that questions I and II, i.e. the generalization properties of neural networks and the usage of gradient descend-based methods in their training are strongly linked in practice.
In applications, the phenomenon of implicit regularization is frequently observed [14, 24, 27, 26, 23, 20, 29] . Nonetheless, the theory behind it still is mainly unexplored [23, 20, 29, 24] . The contribution of this work is to prove very precisely in which manner the implicit regularization effects occur when training a so-called Randomized shallow neural network (a specific type of neural network with one hidden layer and randomly chosen first-layer parameters) using a gradient descend method. As we shall see in the following, for such a network (as a function from X to Y) the second derivative is implicitly regularized during training. More precisely, we will characterize the solution function obtained in infinite training time for wide networks with a large number of hidden nodes (cp. Definition 3.5 and Theorems 3.8 and 3.16). In a typical setting, this limit is very close to a regression spline f * ,λ , whose theory is highly understood [30, 7, 18] .
Within this paper, we state two main theorems that jointly lead to the desired characterization of the solution function obtained in the limit.
• Theorem 3.16 connects the Randomized shallow neural network obtained by performing ordinary gradient descend to train the parameters without any explicit regularization to the one obtained from an implicit ridge regularization of the weights. (This theorem builds on very similar results that are well known in the literature [4, 9, 29, 12] .) • Theorem 3.8 shows how the training of the Randomized shallow neural network's weights via ridge regularization results in the (slightly adopted) spline regularization of the learned network function if the number of neurons n → ∞. This theorem is the main contribution of this work. Understanding the training of neural networks and in particular their frequently astonishing generalization properties has been at the center of interest in many recent works. Without aiming to be exhaustive, we like to give a brief overview of existing results most related to the the present paper.
• There are a number of works that discuss implicit regularization on the weight space (comparable to Theorem 3.16) [4, 32, 29, 12] 15 . However, within these works it is mostly not explained how these effects translate to implicit regularization on the function space. As an exemption within the framework of classification, [32, 29] give insight about the margins between the classes, which is a property of the learned function. These papers provide a precise and quite complete mathematical understanding of linear 14 "Implicitly" means that one uses exactly the same algorithm (gradient descend on the training loss L cp. Figure 3 ) that one would use, if one did not care about regularization, but running the algorithm surprisingly results in a very regular solution function N N θ T . 15 [32, 29] focus on classification (exponential loss) and in [4, 12] regression problems (with least square training loss L) are considered.
neural networks without any hidden layers. The theorems in these papers that deal with neural networks with one (ore more) hidden layers serve as basis for arguments why an implicit regularization effect can exist on a qualitative level, but not on a precise quantitative level (especially when non-linear activation functions σ are considered). • Contrary to the above, this paper's main contribution Theorem 3.8 explains the implicit regularization effects on the function space. In that regard, the results presented in [24, 20, 23] are more closely related.
in [23] , the implicit regularization effects that happen when fully training a shallow neural network N N with nonlinear ReLU activation function σ = max (0, ·) are studied on a qualitative level in the context of classification (cross entropy loss over the softmax as training loss). In said work, the notion "pseudo-smooth" [23, e.g. p. 4] is used, but a quantitative mathematical analysis of the pseudo-smoothness is missing. -Similarly in [24] (by Google Brain), the implicit regularization for a fully trained shallow neural network N N with nonlinear ReLU activation functions σ = max (0, ·) is discussed. In the context of regression (using an arbitrary differentiable loss function) the main goal of [24] is to explain the macroscopic behavior of the learned neural network function N N θ T , i.e. its generalization properties in-between the training data. Within this work, a very rich qualitative understanding of N N θ T as well as very helpful visualizations are provided, however there is no mention of a precise quantitative formula. Hence, a complete macroscopic characterization of the learned function is not given.
In contrast, within the present paper we provide a precise quantitative macroscopic formula (Definition 3.5) that characterizes trained randomized neural networks RN s. Thus, the present paper provides a quite complete understanding of RN s. In near future work, we intend to present results that characterize in which sense a fully trained network N N θ T is macroscopically optimal (cp. item III in Section 4). -The implicit regularization effects in the training of deep neural networks with nonlinear ReLU activation functions σ = max (0, ·) are studied in [20] . Therein, it is stated that the learned function interpolates "almost linearly" between samples. This behavior is related to a low (in the case of ReLUs distributional) second derivative which corresponds to the notion of "gradient gaps" introduced in [20] . • Recently, there has been growing interest in analyzing the convergence behavior of the gradient descent algorithm in the training of infinitely wide (shallow and deep) neural networks ( [17] , [6] , [25] ). Moreover in these works, conditions for convergence to global optima are discussed. However, in contrast to our work, there is no mention of precise characteristics of the global optima that result in this limit. • In an earlier work, the relation between (possibly multivariate versions of) spline interpolation and network structures was analyzed. The paper [28] nicely motivates the reasonability of approximation tasks including general regularizing terms that control the approximating function's derivatives. It is shown that the solution to the spline interpolation problem 1.3 can be explicitly represented as as an element of an N-dimensional subspace (where N is the number of data points at hand) of the space of smooth functions, a basis of which is given by certain Green functions corresponding to the optimization problem. Based on that observation, a so-called regularization network is defined, that implements the smooth spline interpolation using the basis functions as activation functions. However, this result does not treat implicit regularization effects but rather explicitly implements the desired regularization in form of a network structure.
The remainder of this paper is structured as follows. In Section 2, we begin by defining the specific type of neural network RN considered in the subsequent analyses: 1-dimensional wide ReLU randomized 16 shallow neural networks (7) . Moreover, we discuss the expressiveness of the function class of such RSNs and give further definitions that are central to the understanding of the main Theorems 3.8 and 3.16.
Thereafter, in Sections 3.1 and 3.2, Theorems 3.8 and 3.16 are formulated and discussed. The corresponding proofs are to be found in Appendix A. Finally, in Section 4 the implications of these results are summarized in eqs. (24) and (25) . Moreover therein, we give a brief outlook on planned future work.
Randomized Shallow Neural Networks (RSNs)
Within this section, we like to introduce the notion of randomized shallow network, a specific kind of artificial neural network with one hidden layer, that we consider for our analyses. Before describing in detail the implicit regularization effects obtained by applying gradient descent methods to train the parameters of such an RSN in Section 3, we in particular elaborate on the expressiveness of randomized shallow networks and argue that this network architecture is suitable for empirical risk minimization. Definition 2.1 (Randomized shallow neural network). Let (Ω, Σ, P) be a probability space, and the activation function σ : R → R Lipschitz continuous and nonconstant. Then a randomized shallow neural network is defined as RN w,ω :
. . ,n. 16 The most striking property of this type of network is that the first layer is chosen randomly and not trained, i.e. after random initialization only the terminal layer is trained. One might expect that this randomness decreases the regularity of the learned function, but in fact the effect is quite the opposite: as we will thoroughly discuss, the learned function will be especially smooth because of this randomness, where smoothness is understood as minimizing the integrated squared derivative; cp. Theorem 3.8) Remark 2.2 (further notation). Throughout this paper, P # f denotes the pushforward measure of P under the map f . Moreover, we frequently use the notation µ := P # (b, v) for denoting the distribution of a random weight vector
x j for any k = 1, . . . , n, mapping the input to an RSN's hidden layer. We call range(
The class of randomized shallow neural networks might be interesting in supervised learning due to a number of reasons. First, as a corollary to any of the much-cited universal approximation theorems, randomized shallow networks are what we call universal in probability. Building on the results of [15, 8] and later [22] , we obtain that any real-valued continuous function on a compact subset of R d can be arbitrarily well approximated by an RSN with arbitrary high probability. This result holds under relatively weak assumptions on the activation function and probability distribution of first-layer weights and biases and is given below in Corollary 2.3.
Second, given any set of (distinct) observations (
if the induced measure on the latent space is zero on sets of lower codimension, then, almost surely, there exists a randomized shallow network that precisely interpolates these data. In other words, for suitable choices of randomness in the first layer, with probability one the class of randomized shallow networks contains representatives whose parameters are optimal solutions to (5) . More precisely, we have Lemma 2.4. 
Here, µ n denotes the n-fold product measure of µ.
Proof. The proof of Corollary 2.3 is formulated in Appendix A.3.
) of codimension less than n and i = 1, . . . , N , almost surely interpolates the data, i.e.
Proof. The proof of Lemma 2.4 is formulated in Appendix A.3.
Remark 2.5. In Lemma 2.4 we required random features of the latent space ψ (b,v) (x i ), i = 1, . . . , N to follow a distribution on R n that puts zero mass on sets of lower codimension. A setting which is rather usual in applications and for which this condition is satisfied would for instance consist in taking P # (b, v) λ d+1 and σ : R → (0, 1), σ(x) = exp(x)/(1 + exp(x)). By Lemma 2.4 and Corollary 2.3, the function class of RSNs is expressive enough to qualify as suitable architecture within the framework of supervised learning. More importantly however, we argue that we have a certain understanding of the implicit regularization effects that occur when training a specific kind of randomized shallow network. As we will show in the sequel, optimizing the parameters of a wide, ReLU-activated RSN using gradient descent corresponds to solving a smooth spline interpolation when passing to a suitable limit, i.e. as both the number of neurons in the hidden layer and the training time tend to infinity. Note, that this result does not depend on the number of data points used in the training and thus holds true for any finite number of observations. The main assumptions we require to hold are made precise in Assumption 1 below. Assumption 1. Using the notation from Definition 2.1:
a) The activation function σ(·) = max (0, ·) is ReLU. b) the distribution of the quotient ξ k := −b k v k has a probability density function g ξ with respect to the Lebesgue-measure. 17 c) The input dimension d = 1. Under this assumptions eq. (6) simplifies to (7) RN
We henceforth require Assumption 1 to be in place. For later uses, we further introduce the notions of kink positions corresponding to a one dimensional RSN with ReLU activation and their density function. 
Main Theorems
We now proceed to show that a standard gradient descent method applied to optimize the (trainable) parameters of an RSN, implicitly minimizes the second derivative of the solution function. That is, in the many particle (i.e. neurons) limit and as training time tends to infinity, the solution found by the gradient descent algorithm converges to the smooth spline interpolation. Our result follows by two separate observations. First, we recall the rather wellknown fact, that the (suitably initialized) gradient descent path for optimizing the parameters in linear regression converges to the minimum norm solution (i.e. the parameters with minimal 2 -norm, among all those that make up perfect interpolators of the given data). The same convergence behavior is known for the ridge (or Tikhonov) regularization method as the penalty parameter tends to zero. Thus, since training a wide randomized shallow network in essence reduces to solving a 17 Assumption 1b) holds for any distribution typically used in practice. Moreover, it implies that P [v k = 0] = 0 ∀k ∈ {1, . . . , n}. Note, that Assumption 1b) is required in order to exclude certain degenerate cases of RSNs such as those with constant weights and biases w k , b k , k = 1, . . . , n, and could in fact be weakened. In order to guarantee the necessary level of expressiveness for an RSN, it would for instance suffice to require that the probability measure is atom-free.
(random) kernelized linear regression in high dimensions, we obtain that training an RSN up to infinity leads to the same solution as performing ridge regression with deminishing penalization to tune the parameters of the RSN's terminal layer. Note, that this result holds for general input dimension d ∈ N and any fixed number of hidden layers n ∈ N. Second, we relate the RSN with optimal terminal-layer parameters chosen according to a ridge regression to a smoothing spline (with certain penalization parameters λ > 0 and λ > 0 respectively). More precisely, we show that as the number of hidden nodes, i.e. the dimension of the hidden layer tends to infinity the ridge penalized network converges to a smoothing spline in probability with respect to a certain Sobolev-norm. Recall, that by Assumption 1, we prove this correspondence for the one-dimensional case, where the RSN's non-linearity is chosen to be the rectified linear unit.
Remark 3.1. The implicit regularization effects we characterize within this paper are of asymptotic nature. For applications however it is interesting to note, that even for finitely many hidden nodes and finite training time, one can bound the distance between the solution obtained by gradient descend and a certain smoothing spline (see also Section 4 for further details). The analysis of such bounds will be thematized in future work.
In the following Sections 3.1 and 3.2 we discuss both observations separately, before combining them to formulate our main conclusion in Section Section 4. We start by introducing the notions of ridge penalized network and minimum norm network.
Definition 3.2 (ridge penalized network). Let RN w,ω be a randomized shallow network as introduced in Definition 2.1. The ridge penalized network is defined as
The ridge-penalization is also known as weight decay, L 2 (parameter) regularization or Tikhonov regularization (or ridge regression, 2 penalty, . . . )[13, section 7.1.1 on p. 227].
Furthermore, RN w,ω be a randomized shallow network with ω ∈ Ω and n ∈ N hidden nodes such that n ≥ N . For any ω ∈ Ω, the minimum norm network is then defined as RN w † (ω),ω with weights w † (ω) solving
Throughout this section we rigorously derive the correspondence between the regression spline respectively the ridge regularized randomized shallow network with penalty parameters λ > 0 andλ > 0. For giving a detailed description of the convergence behavior, we introduce an adapted version of the regression spline, for which we consider a weighted version of the spline penalisation restricted to the support of the weighting function. Depending on the distribution of the random weights w k and biases w b the random network RN * ,λ will converge to such a (slightly) adapted version f * ,λ g,± of the classical regression spline f * ,λ . Remark 3.4. For g ≡ 1 one recovers the original spline regression, however, in applications it might be reasonable to restrict the penalty to a (reasonably large) possibly compact domain. As we will show in the sequel, the distribution chosen for the kink positions ξ of the RN * ,λ to be trained in the approximation task will largely determine the weighting function of the corresponding f * ,λ g,± . The adapted spline hence is a rich concept, that nicely displays the impact of the engineer's choices when setting up the network to be trained. :∈ arg min
and
Remark 3.6. If for the weighting function g it holds that supp(g) is compact (cp. Assumption 2a)), we define (12) C g := min(supp(g)) and C u g := max(supp(g)). Furthermore in that case, the set T can be rewritten:
we obtain that f + (x) = 0 ∀x ≤ C g . By the same argument we obtain f + (x) = 0 ∀x ≤ C g . Moreover, we have that ∃c
. Hence altogether we have 18 The adapted regression spline f * ,λ g,± is uniquely defined if g is the probability density function of a distribution with finite first and second moment and if ∃(i, j) ∈ {1, . . . , N } 2 : x train i = x train j (cp. Definition A.1 and footnote 39).
If we assume supp(g) = [C g , C u g ] we get:
Building on Definition 3.5, we define an adapted version of the smooth spline interpolation. g,± : R → R is defined 19 as:
Before stating the core result of this paper's analyses in Theorem 3.8 we like to discuss further assumptions we make therein. These requirements are technicalities that facilitate the proof of Theorem 3.8 and could be weakened (see footnotes [20] [21] [22] [23] .
Assumption 2. Using the notation from Definitions 2.1 and 2.7 the following assumptions extend Assumption 1:
a) The probability density function g ξ of the kinks ξ k has compact support supp(g ξ ). 20 b) The density g ξ | supp(g ξ ) is uniformly continuous on supp(g ξ ). 21 19 Analogous to footnote 18 the spline interpolation f * ,0+ g,± is uniquely defined if g is the probability density function of a distribution with finite first and second moment and if ∃(i, j) ∈ {1, . . . , N } 2 : 20 We believe that Assumption 2a) can be weakened quite extensively. However, for applications it is not too restricting, given that real world computers anyhow cover a compact range of numbers only. This assumption facilitates our proofs and it assures that a minimum of (26) exists. If one skips Assumption 2a) completely, it could happen that (26) does not have a classical minimum (e.g.
As a remedy, one could define a weaker concept of minimum being the limit of minimizing sequences which converge to a unique function on every compact set. This also corresponds to the unique point-wise limit of minimizing sequences, which is not a classical minimum, because it doesn't satisfy all the boundary conditions lim x→−∞ f + (x) = 0 = lim x→+∞ f − (x) anymore. For of this weaker minimum concept, Theorem 3.8 would need to be reformulated at least slightly, in case Assumption 2a) were entirely skipped. This weaker minimum concept can also be seen as the limit of adapted regression splines f * ,λ g,± for truncated g as the range of the truncation tends to (−∞, ∞). This footnote won't be proven in this paper. 21 One could think of replacing Assumption 2b) by the weaker assumption that g ξ is (improper)
Riemann-integrable, however almost all distributions which are typically used in practice satisfy Assumption 2b).
c) The reciprocal density 1
is uniformly continuous on supp(g ξ ). 22
The following technical Assumption 3 makes the result of Theorem 3.8 more readable by referring to the easier Definition 3.5. Without Assumption 3, the Corollary 3.11 would still hold, which is more general than Theorem 3.8, but uses the heavier notation of Definition 3.9. Proof. The proof of Theorem 3.8 is formulated in Appendix A.1.
Without Assumption 3 Theorem 3.8 has to be reformulated to Corollary 3.11. This is done in the rest of this section. 22 Assumption 2c) implies that min x∈supp(g ξ ) g ξ > 0. Similarly to footnote 21, this assumption might be weakened in a way allowing g ξ to have finitely many jumps and min x∈supp(g ξ ) g ξ to be zero. 23 Similarly to footnote 21, Assumption 2d) might be attenuated. 24 Assumption 2e) always holds in typical scenarios. Assumption 2e) together with Assumption 2a) and d) implies that E v 2 k ξ k = x is bounded on supp(g ξ ). 25 Assumption 3a) has to be satisfied due to the way Definition 3.5 and Theorem 3.8 are formulated, although the theory could be easily reformulated (see for instance Corollary 3.11) if Assumption 3a) were not satisfied. The theorems presented would hold as well if g(0) were replaced by a fixed value g(x mid ) or by e.g. 
Definition 3.10 (conditioned kink position density g + ξ , g − ξ ). The conditioned kink position den- 
, v k < 0 andλ := λn then under the Assumptions 1 and 2 the following statement holds for every compact set K ⊂ R: Since all v k are identically distributed and all ξ k are identically distributed as well, the conditioned expectation E v 2 k ξ k = x that obviously only corresponds on their distribution does not depend on the choice of k ∈ {1, . . . , n}. 30 Using the definition of the P-lim, equation (16) reads as: ∀ ∈ R >0 : ∀P ∈ (0, 1) : ∃n 0 ∈ N :
RSN and Gradient Descent → Implicit Ridge Regularization (d ∈ N).
We now move on to derive the relation between the RSNs whose terminal-layer parameters are optimized performing gradient descend up to a certain time point T on the one hand, and ridge regression with penalization parameterλ on the other. In particular, we show that in the limit of infinite training time the solution obtained from the GD method corresponds to the one resulting by taking the limit λ → 0 in the ridge problem (This solution is also referred to as minimum norm solution.). Note again, that this result is well known thanks to the work of i.a. [4, 9, 29, 12] . Within the present section, we like to collect the most important findings relating these two solutions within our setting. Moreover, we will argue that, if suitably transformed, the ridge path mappingλ to the optimal parameter corresponds to the GD path mapping training time to the corresponding parameter. Again, this equivalence hast been discussed in the existing literature (e.g. [4, 9, 29] ). In these works, it is frequently claimed that the GD solution at time T approximately coincides with the ridge solution forλ = 1/T . We intend to make this relation more precise below (cp. eq. (22)). Within future work we will further analyze the errors arising from that approximate relation (see also Section 4 Item 3.). We begin by defining the trained randomized shallow networks obtained by pursuing the gradient flow starting in the origin in parameter space up to time T. is defined as RN w T (ω),ω , with weights w T (ω) ∈ R n obtained by taking the gradient flow 
with weights w † (ω) corresponding to the minimum norm network (see Definition 3.3).
Proof. The proof of Lemma 3.14 is formulated in Appendix A.2.
With the above, the asymptotic behavior of w T (ω) is easily analyzed. As Remark 3.15 shows, the time-T parameters w T (ω) converge to the ones solving (10), i.e. the minimum norm parameters w † (ω) which are equally obtained when performing ridge regression with diminishing penalizationλ → 0. Consequently, the time-T solution converges to the ridge network when choosing the penalization accordingly, as is discussed in Theorem 3.16. Moreover, we may use the representation (18) to derive an approximate relation between the weights w T corresponding to the time-T solution and those obtained by performing a ridge regression with penalization parameterλ. The idea is to first analyze which singular value is trained most at a given time T in an infinitesimal step along the solution path of w T . In other words, we seek to find s ≥ 0 that maximizes the gradient w.r.t. time of the singular values corresponding to the matrix exponential characterizing the time-T solution, i.e. we solve arg max The unique solution is given by (19) s * = 1 2T .
In a second step, we compare the closed-form solution of the parameters resulting from aλ-ridge regression to the time-T solution, which we now consider to be characterized by s * (T ). To that end, we remark that using the singular value decomposition of the data matrix X ∈ R N ×n , i.e. X = U ΣV with We then arrive at the ridge estimate approximating the time-T solution by comparing eqs. (20) and (21) for the singular value s * , i.e. the one that is most affected by the training at time-point T . Hence, we relate the time-T solution to the ridge solution obtained using the penalization parameter
Note, that by the above relationλ(T ) still is of order 1/T and hence the asymptotic behavior, that we characterize in Theorem 3.16 below, is sufficiently captured taking the relationλ(T ) = 1/T . However, for comparing the early stopped time-T solution to a ridge network and, as a consequence, to a certain spline regression, we make use of the precise relation (22) . See also Section 4 for empirical results, that underline the quality of the fit. 
Proof. The proof of Theorem 3.16 is formulated in Appendix A.2.
Conclusion and Future Work
Combining the main Theorems 3.8 and 3.16 finally yields our main result: for a large number of training epochs τ = T /γ and a large number of neurons n, the obtained network (24)
is very close to the spline interpolation f * ,0+ . Here, the notation → ≈ corresponds to a mathematically proved exact limit in the very strong 31 Sobolev-Norm · W 1,∞ (K) (in probability in the case of P n→∞ ≈ ). In applications however, both the number of hidden nodes and training steps are finite. Hence, it is particularly interesting to note that in typical settings for arbitrary training time T ∈ R >0 (including early stopping, i.e. T ∞) the same relation approximately holds true. In other words, we have (25) where "≈" represents equality up to a (small) approximation error (that can be strictly larger than zero). 32 It is planned to give a more detailed description of approximation (25) in future work. To give an outlook, we remark the following.
1. The first approximation should be quite simple but is not focused on within this work. 33 (As only the last layer of RN is trained, one could just start with w 0 = 0) 2. It is of importance to choose the learning rate γ rather small. 34 As will be discussed in future work, stochastic gradient descend allows for less restrictive choices of γ. Note, that by the above discussions we have that for a randomized network RN the learning rate γ should typically be chosen approximately inverse proportional to the number of neurons n.
Another interesting insight that we might elaborate on in more detail in upcoming work is that the "approximation error" we get from larger values of γ has a very specific structure that allows to some extent to explain it on a macroscopic functional level. 3. Multiple papers assume that the third approximation is quite precise for arbitrary values of T ∈ R >0 without rigorous proof [4, 9, 29] . We believe that these "approximation errors" which typically are "rather small" but not vanishing could even cancel with the "approximation errors" in 5. to some extend, thus having a positive effect on the convergence. This theory could be part of close future work. 3. would be particularly interesting for real world applications, since it gives an improved understanding of the solution functions obtained by early stopping the GD algorithm. 35 4. The mathematically precise asymptotic relation is subject of Theorem 3.8.
We refer to future work for quantitative bounds discussing the number of neurons needed to achieve approximation up to a certain accuracy. 5. The adapted regression spline f * ,λ g,± is a macroscopically defined object, that already is nice to interpret. Intuitively it is plausible, that f * ,λ g,± is very close to the very desirable f * ,λ on the [−1, 1]-cube (and in its close surrounding), if one uses typical 36 distributions for the first-layer weights and biases v and b, and if the training data is scaled and shifted to fit into the [−1, 1]-cube. Additionally, by that same intuition it follows that if popular rules of thumb Lemma A.14 demonstrates, that with increasing n the initial weightsŵ 0 should be chosen closer to zero. 34 For finite values of T a standard result on Euler discretization can be used. In the limit T → ∞ one can formulate a direct argument that combines items 2. and 3.: lim T →∞ŵ T = w † , if the learning rate γ < 1/r(X X) is smaller than 1 over the spectral radius (largest eigenvalue) of X X [4, p. 4] [12, p. 11] . 35 We note, that it might be more reasonable to choseλ = se −2sT 1−e −2sT instead ofλ = 1 T , with an appropriate choice of s (cp. eqs. (19) and (22)) to get better approximation bounds. Nonetheless, throughout this paper we work with the relationλ = 1 T , as it is commonly suggested in literature [ such as scaling and shifting the data to the [−1, 1]-cube are broken, one can obtain rather poor approximations f * ,λ g,± . Consequently, by providing these insights on the circumstances that would lead to undesirable results, Theorem 3.8 greatly contributes to answering question IV about best practices in machine learning. As proof of concept we like to empirically verify the approximate relations discussed above. To that end, we consider the aim of approximating the function f : R → R, x → sin (πx), given N = 16 noisy data points ( Outside the region of realized kink positions, the fitted functions deviate, as can be seen in Figure 6 . The RSN's architecture could be extended to incorporate a direct affine link onto the output, which, when included in the training process, can make up for the observed difference (see also item II below). However, as indicated in item 3., this deviation might be empirical proof of how the errors occuring in the approximation of the ridge network by the RSN on the one hand, and the approximation of the spline regression by the ridge network on the other are partially cancelling, such that the fitted RSN in fact is closer to the spline regression than the ridge network.
A more detailed view on the trained RSN is given in Figure 7 . Therein, we visualize the RSN's (distributional) second derivative at the respective realized kink positions as well as a convoluted version of it using a Gaussian kernel. We observe, that the RSN's curvature is evenly spread among neighboring kinks.
Besides discussing the correspondence of the spline interpolation and an RSN trained using gradient descend for a finite number of nodes and finite training time, we intend to extend the theory in upcoming work as follows:
i. Generalizing to multidimensional input in X = R d . 37
37 Since we will publish these theorems very soon, it would be a waste of resources if multiple people work on it independently. If you are working on similar results, it makes sense to collaborate-if you want to do so, please contact one of the authors. Appendix A. Proofs
In the following, we rigorously prove the results presented within this paper.
A.1. Proof of Theorem 3.8 (RN * ,λ → f * ,λ g,± ). A number of lemmata are required for the proof of Theorem 3.8. These will be presented and proved later in this section. We start by defining the objects that are central to the subsequent derivations.
Throughout this section, we henceforth require Assumptions 1-3 to be in place. 
Remark A.2. Note, that the adapted regression spline f * ,λ g,± is given by to RN is defined as 40
Definition A.4 (spline approximating RSN). Let RN be a real-valued randomized shallow neural network with n hidden nodes (cp. Definition 2.1) and f * ,λ g,± = f * ,λ g,+ + f * ,λ g,− ∈ C 2 (R) be the adapted regression spline as introduced in Definitions 3.5 and A.1. The spline approximating RSN RNw w.r.t. f * ,λ g,± is given by
Further we define ∀ω ∈ Ω:
With the above, spline approximating RSNs can be alternatively represented as (31) 
Remark A.5. The spline approximating RSN introduced in Definition A.4 is a particular randomized shallow neural network designed to be "close" to the adapted regression spline f * ,λ g,± in the sense that its curvature in between kinks is approximately captured by the size of corresponding weightsw. 40 Without Assumption 3b) one would define:
(27b)
Under Assumption 3b) we have the equality:
41 Note that under Assumption 1b), the set {v k = 0} is of zero measure for any k ∈ {1, . . . , n} and hence is not included in the definition of the weightsw(ω). Without Assumption 3b) (and with a weakened form of Assumption 1b)),w would need to be reformulated: ≈ Fλ n RN * ,λ P
and thus:
which directly implies
44 We are using the following notation:
but a complete formalization of this notation would be quite long. This notation needs to be interpreted depending on the context-e.g.:
or sometimes it makes sense to replace "∈" by "⊆" in a reasonable way. And in the proofs of some later lemmas P ± 2 can have the meaning of 
. Hence it follows that
Similarly, by the Hölder inequality we have
Thus (37) follows from
Lemma A.9. Let RN be a real-valued randomized shallow network. For ϕ : R 2 → R uniformly continuous such that for all x ∈ supp(g ξ ), E ϕ(ξ, v) 1 ng ξ (ξ) |ξ = x < ∞, it then holds that 45
Proof. For T ≤ C g ξ both sides of (38) are zero, thus we restrict ourselves to T > C g ξ . By uniform continuity of ϕ and 1 g ξ in ξ, for any > 0 there exists a δ( ) such that for every |ξ −ξ| < δ( ) we have |ϕ(ξ, v) 1
is an interval. Thus, by splitting the interval [C g ξ , C u g ξ ∧T ] into disjoint strips 46 of equal length δ ≤ δ( ), we have 47
The number of nodes within a δ-strip follows a binomial distribution with 45 The same statement as (38) is true analogous if one replaces K + by K − of course. Also
holds analogously. Without Assumption 3b) the statement (38) needed to be reformulated as:
46 Assume ∃ 1 , 2 ∈ Z : C g ξ = δ 1 , C u g ξ = δ 2 to make the notation simpler. For a cleaner proof, one should choose a suitable partition of supp(g ξ ).
47 The notation ± from footnote 44 on page 31 and slight adaptions of it will be used in this proof a lot. The relations of all the epsilons will be explicitly described in (39) for any δ ≤ δ( ,˜ ), since g ξ is uniformly continuous on supp(g ξ ) by Assumption 2b). For δ ≤ δ( ,˜ ) small enough we have L(v k ) ≈ L(v|ξ = δ) ∀k ∈ K + : ξ k ∈ [δ , δ( + 1)) and we may apply the law of large numbers to further obtain
are bounded on supp(g ξ ), and ,˜ depend on δ only, we may for some * , P * ∈ (0, 1) define
With the above it follows, that for any * , P * ∈ (0, 1) there exists a n * 0 such that ∀n > n * 0 :
For δ small enough, the above Riemann sum converges uniformly in T to yield the desired result. Proof. Let λ > 0 and K ⊂ R compact with [C g , C u g ] ⊂ K. Directly from the definition (31) of RN + w + and RN + w + and the Definitions 3.5 and A.1 of f * ,λ g,± it follows that it is sufficient to show:
W.l.o.g. we restrict ourselves to proving (40), as the latter limit follows analogously. By Lemma A.8 it suffices to show that
Since for any x ∈ K
we may employ Lemma A.9 49 with ϕ(z, y) = f * ,λ g,
Employing the fundamental theorem of calculus we further obtain
By Remark 3.6 we have that f * ,λ g,+ (C g ξ ∧ x) = 0 for any x ∈ R. Since by the same remark, f * ,λ g,+ is constant on [C u g ξ , ∞), we finally obtain
Hence (42) follows.
. . , N }, let (f n ) n ∈ N) be a sequence of functions that converges point-wise 50 in probability to a function f : R → R, then the training loss L (c.p. eq. (1)) of f n converges in probability to L (f ) as n tends to infinity, i.e. 49 Note that ϕ(x, y) is uniformly continuous on supp(g ξ ) since by definition f * ,λ g,+ ∈ C 2 (R) and supp(g ξ ) is compact by Assumption 2.
50 If P-limn→∞ fn − f W 1,∞ (K) = 0, then fn converges point-wise in probability to f (by using Sobolev's embedding theorem [1] or by assuming fn and f to be continuous). Hence Lemma A.11 can be used together with Lemma A.10 to show P-limn→∞ L(RNw) = L(f * ,λ g,± )
or together with Lemma A.15 to show P-limn→∞ L RN * ,λ = L f w * ,λ .
Proof. By continuity, the result follows directly: As RN * ,λ is optimal the derivative
has to be zero. Transforming this equation and taking absolute values on both sides gives:
Dividing both sides by 2λ results in (47a). (2) (47a)≤(47b) holds because of the general inequality ∀a ∈ R N : a 1 ≤ √ N a 2 . (3) (47b) holds because the optimal network RN * ,λ will never be worse than the 0-function. Fλ n RN * ,λ (52a) Transforming inequality (52) and using the definitionλ := λng(0) gives:
Taking the square root of both sides an using some bounds, we get:
This proofs statement (51) by choosing C from footnote 51 as: For every x ∈ K and ω ∈ Ω, using the Definition A.6 of f w * ,λ + we have
Using the definition of RN * ,λ + we get:
(57) RN * ,λ + (x) = k∈K + :ξ k <x w * ,λ k v k and hence with r n := 1 2 √ ng ξ (x) we can get after some algebraic calculations:
Thus we can use the triangle inequality 52 and the properties of the kernel κ x to get:
uniformly in x on supp(g ξ ) and thus on K (since outside of supp(g ξ ) + (−r n , r n ) both functions and there derivatives are zero). So it is sufficient to show: (60)
52 Actually one could use a much tighter bound the triangle inequality used in inequality (58a), because in asymptotic expectation the positive and negative summands would cancel each other instead of adding up.
Since w * ,λ
, we restrict ourselves to proving
Using the Definition A.6 of f w * ,λ + we get:
uniformly in x on K for any l x satisfying l x ∈ K + : |ξ l −x| < 1 2 √ ng ξ (x) ∀x ∈ supp(g ξ ). Therefore we can plug this into the right-hand term of eq. (61):
by uniformity of approximation (62) and by using the definitions ofλ := λng(0) and g(x) := g ξ (x)E v 2 k ξ k = x . In the next steps we show that the left-hand term of eq. (61) converges to the same term as the right-hand side did: 53
This proves eq. (59). 53 Assume ∃ 1 , 2 ∈ Z : C g ξ = δ 1 , C u g ξ = δ 2 to make the notation simpler. For a cleaner proof, one should choose a suitable partition of supp(g ξ ).
Proof. Define the tuple of H 2 (R)-functions (65) u n + , u n − := f * ,λ g,+ , f * ,λ g,− − f n + , f n − as the difference. The difference u n + , u n − of elements from T andT obviously lies inT .
Define the penalty term of F λ,g +− as: Since the penalty P λ,g +− is a quadratic form, we get with the help of some algebraic calculations the inequality: Together with the optimality of f * ,λ g,+ , f * ,λ g,− this result leads directly to: Proof of Remark 3.15. Using basic results on the Moore-Penrose pseudoinverse [2] and singular value decomposition it directly follows that the minimum norm solution w † does not have any singular-value-components in the null-space of the matrix X. Combining this with basic knowledge about the matrix exponential of diagonalizable matrices, the result follows. Since the matrix-exponential in eq. (18) only preserves the null-space of X, every singular-value-component outside the nullspace is scaled down to zero as T → ∞.
Proof of Theorem 3.16. First, we note that obviously Proof. For any x ∈ X, we have
Both derivatives can be bounded by above by L := max k∈{1,...,n} |w k |L σ c X , with L σ the Lipschitz constant corresponding to σ and c X > 0 s.t. x 2 ≤ c X ∀x ∈ X as X was assumed to be compact. Since the bound L is independent of x and w, the statement follows.
Proof of Corollary 2.3. By uniform approximation in the sense of [22] , we have for any > 0, that there exists an N /2 ∈ N, N N /2 : R d → R with N N /2 (x) :=
We now like to consider the probability, that a randomly chosen vector of weights (b k ,ṽ k ) corresponding to the k th neuron in the hidden layer is close to a specific weight vector (b i , v i ) of N N /2 . Since λ d+1 (U δ (b i , v i )) > 0 it follows from µ λ d+1 that µ(U δ (b i , v i )) > 0. Therefore, 0 < p := min i∈{1,...,N /2 } µ(U δ (b i , v i )) ≤ 1.
The probability, that none of the sampled weights (b k ,ṽ k ), k = 1, . . . , n is in the δ-neighborhood of a specific vector (b i , v i ) can be bounded as follows: 
