In this work, we develop methodologies for analyzing and cross comparing metabolic models. We investigate three important metabolic networks to discuss the complexity of biological organization of organisms, modeling and system properties. In particular, we analyze these metabolic networks because of their biotechnological and basic science importance: the Photosynthetic Carbon Metabolism in a general leaf, the Rhodobacter spheroides bacterium, and the Chlamydomonas reinhardtii alga. We adopt single and multi-objective optimization algorithms to maximize the CO 2 uptake rate and the production of metabolites of industrial interest, * To whom correspondence should be addressed † Dept. of Mathematics and Computer Science -University of Catania, Italy ‡ University of Rome "La Sapienza", S. Andrea Hospital and Dept. of Biological Engineering -MIT, USA ¶ Computer Lab. -University of Cambridge, UK § Dept. of Biomedical Engineering -Johns Hopkins University, USA Dept. of Evolutionary Biology -University of Florence, Firenze 1 or for ecological purposes. We focus both on the level of genes (e.g., finding genetic manipulations to increase the production of one or more metabolites), and on finding concentration enzymes for improving the CO 2 consumption. We find that R. spheroides is able to absorb an amount of CO 2 until 57.452 mmolh −1 gDW −1 , while C. reinhardtii obtains a maximum of 6.7331. We report that the Pareto front analysis proves extremely useful to compare different organisms, as well as providing the possibility to investigate them with the same framework.
Introduction
Developing models to simulate and predict the dynamic responses of metabolic networks has always been a challenging aim of systems biology. This goal is reached through the analysis of the main pathways involved in the metabolism of an organism. In particular, photosynthetic organisms perform many important functions for the planet, e.g. absorbing atmospheric CO 2 , harvesting solar energy and generating O 2 instead of processing oxygen.
In this paper, we focus our studies on the investigation of three metabolic networks: (i) the Photosynthetic Carbon Metabolism pathway 1 of a generic leaf, (ii) the Rhodobacter spheroides, 2 and (iii) the light-driven algal metabolism of Chlamydomonas reinhardtii. 3 In supplementary information, we reported also other experiments and analysis with respect to the chloroplast starch degradation pathway 4 and the aspartate-derived amino-acid pathway from plants. 5 The Carbon Metabolism is a process that takes place in chloroplasts, which are organelles present in the cells of plants and eukaryotic algae, and represent the site of the photosynthesis. The energy from light is captured by chlorophyll pigments and is converted into chemical energy (ATP and NADH). Chloroplasts produce glucose from sunlight energy. The glucose then transfers to the mitochondrion for aerobic respiration. The function of chloroplasts is basically to make food through the photosynthesis, i.e. by trapping light energy to convert water and carbon dioxide to form oxygen and glucose. During the photosynthesis, carbon is used for growth and some excess carbon can be fixed and stored in compact polymers as starch. The latter is stored in the constitute of granules made up of both linear and branched polymers of glucose. 6 The R. sphaeroides system by Imam et al. 2 models all the most interesting features of photosynthesis, as well as the metabolic capabilities of this kind of organisms. Interestingly, when the R. sphaeroides lacks oxygen intake, it can process light energy through a photosynthetic electron transport chain, whose features are similar to those found in plants. 7 Moreover, during its photosynthetic growth, R. sphaeroides uses either CO 2 as the sole carbon source or other organic carbon sources in order to grow autotrophically or heterotrophically. The autotrophic metabolism of R.
sphaeroides makes it a potential organism for use in the synthesis of chemicals or polymers that can serve as raw materials in the production of biofuels, or as a means of sequestering atmospheric or industrially produced CO 2 . Therefore, a comprehensive analysis of the R. sphaeroides model may prove very useful for the understanding of both the lifestyle and the mechanisms underlying transitions between these different metabolic states.
The model of the Chlamydomonas reinhardtii metabolism 3 allows the investigation of photosynthesis in algae, and in particular of light regulation. The advantages of this model and its optimization are evident from the perspective of the biofuel production. The organisms and pathways above mentioned cover an important task by using photosynthesis process. Increasing the ability of these organisms to consume CO 2 can be very interesting. For this reason, in this paper we investigate the photosynthesis process and optimize it. Flowchart of the framework here presented. The framework is applicable to each metabolic network (modeled with flux balance analysis with/without the gene-protein-reaction mappings, or modeled by using ordinary differential equations, algebraic differential equations or partial differential equations). In the first step, the metabolic network (input) is analyzed according to the sensitivity, in order to rank the components of the network (reactions, species or pathways). This first step does not change the conformation of the network, but only evaluates the importance of its components in the model. In the optimization procedure (single-or multi-objective), the algorithm optimizes the decision variables of the model to maximize or minimize one objective or more (in the flowchart, two objectives f 1 , f 2 are being optimized). Decision variables can be (i) the concentration values of the enzymes, (ii) the knockout genes set or (iii) the uptake rates. The method tunes the variables in an appropriate way (described in the text) for optimizing the objectives (chosen by the users), such as the photosynthetic yield and the biomass of the organism. The result of the multi-objective optimization is the Pareto front (blue points). Each point of the front represents a particular conformation of the network. By investigating the variables space of the Pareto front, our method calculates the identifiability relationships, i.e. the functional relations between the decision variables. The Pareto optimality is also coupled with the robustness analysis. For each Pareto point, we evaluate the global and local robustness (in the flowchart, the size of the Pareto point represents the robustness). The output of the method is therefore a modified network.
In Figure 1 , we report the pipeline of the computational analysis techniques. The computational method takes a metabolic network as input, which can be modeled by using ordinary differential equations (ODEs), differential algebraic equations (DAEs), partial differential equations (PDEs) or by using the flux balance analysis framework (FBA) containing or not the gene protein reaction (GPR) mappings. In this way, the method is able to menage different mathematical models and, as described in the following, to perform different analyses. Additionally, the framework here presented can be used in different areas, as in Electronic Design Automation, making it suitable for general purpose. The method performs single and multi-objective optimizations to reach desired targets. The aim is to find the values of the decision variables in order to obtain one (singleobjective) or more (multi-objectives) phenotypes. In this work, we consider different components of the biological model. For instance, we can choose to (i) perturb enzyme concentrations, (ii) turn off genes, or (iii) search for the optimal nutrients (uptake rates). Enzymes concentrations, genes and nutrients represent the decision variables of the optimization problems. For instance, through a multi-objective approach, we seek the genetic manipulations (decision variables) to maximize simultaneously the CO 2 consumption and the biomass formation (two objective functions) of R.
sphaeroides. In this case, we focus on the genetic level by performing gene knockouts.
The results of the multi-objective optimization is not a single solution (such as in a single optimization problem), but a set of non-dominated points, which form the Pareto front (the blue points of the central plot of Figure 1 ). A point is called non-dominated if there are no points that outperform it in all the objective functions. Instead, the dominated points (represented in red in the central plot of Figure 1 ) are feasible points, but are less good with respect to the blue points of the graph, then not optimal. Pareto optimality is useful to obtain not only a vast range of Pareto optimal solutions, but also the best trade-off design. In addition, the shape of the front and the number of Pareto solutions give an idea of the behavior of the metabolic network/organism with respect to a particular phenotype optimization.
Furthermore, for each Pareto-optimal solution, our method calculates the robustness indexes.
The robustness analysis is performed to evaluate the fragility of the biological system when it undergoes small perturbations, which could be endogen (for instance small perturbation of the enzymatic concentrations) or hexogen (for instance small perturbation of the external environment).
The introduction of robustness in the analysis should hence result in more reliable and realistic targets for biotechnology.
Our computational analysis framework is extended also with the sensitivity and identifiability analyzes. The former ranks the components of the biological systems (metabolites, enzymes, pathways and genes) in terms of sensitivity and it is an independent step with respect to optimization and robustness. The elements that have a large influence on the outputs of the systems are considered sensitive. In this work, we couple sensitivity with optimization, since we restrict the set of the decision variables considering only the most sensitive parameters of the model. In particular, in the carbon metabolism network we want to maximize CO 2 uptake rate in several experiments:
in a first step we optimize 25 enzyme concentrations. Secondly, by using the sensitivity analysis, we consider only the most sensitive parameters/enzymes. Indeed, we choose to optimize (i) the first eleven more sensitive enzymes, and (ii) the first six more sensitive enzymes. The other enzymes are maintained constant. Details are reported in the following section and in supplementary information.
The identifiability analysis finds functional relations among enzymes, by analyzing the values of the decision variables after and before the optimization. The output of the method is one or more metabolic networks. In Figure 1 , the output is chosen from the Pareto front according to trade-off and robustness values. In the graph, the vertices are the metabolites involved in the network and the edges are the relationships between metabolites, in this case the biochemical reactions and the transport reaction. An edge represents a reversible reaction, while an oriented edge represents an irreversible reaction. The dashed line represents a modified reaction, for instance an intervention in the regulatory factors of the reaction or in the gene knockout array. The blue color of the vertex represents a change in the uptake rate, i.e., a change of a nutrient for the organism.
In Table 1 , we show the advantages and limitations linked to the methods and models used in our approach. In particular, by using FBA and GPR framework, it is not possible to predict metabolite concentrations, since this method does not use kinetic parameters. However, it can determine fluxes at steady state. Additionally, FBA does not account for regulatory effects such as activation of enzymes or regulation of gene expression. Therefore, its predictions may not always be accurate. However, since FBA does not require kinetic parameters, it can be computed very quickly even for large networks. This makes it well suited to studies that characterize many different perturbations such as different substrates or genetic manipulations. 8 On the other hand, by using ODEs-DAEs-PDEs, the time to solve the system increases, though the metabolic system is not large and the precision depends on the computational solver. Instead, FBA uses a linear programming approach to find the solution of the problem, therefore the solution is equal using also different libraries (glpk, Gurobi Optimizer, LINDO Systems and so on).
The advantage of ODEs-DAEs-PDEs models lies on the use of kinetic parameters, allowing to investigate several features, such as the regulatory effect, the variation on time of the metabolite concentrations, and in some cases, thermodynamic constraints.
Remarkably, our general sensitivity-and robustness-based framework allows a detailed understanding and comparison of the roles played by each component in the models taken into account.
Our approach could be easily adopted also for other biological light-response phenomena and other organisms. The main goal of this work is proposing a pipeline for model-based in silico design based on the state-of-the-art multi-objective optimization approaches. 
Results

Photosynthetic Carbon Metabolism
The concept of robustness is extremely pervasive in nature, and seems to be one of the driving force of evolution; 9 moreover, the ability of a system to preserve its behavior, despite internal or external perturbations, is a crucial design principle for any biological and synthetic system. [9] [10] [11] [12] Applying the concept of robustness to the Calvin Cycle and to the pathways involved in photosynthesis process allows our method to calculate the limits of enzymes perturbation at which the system property of interest (a given level of CO 2 uptake) is maintained. The estimation of the robustness of in silico designed pathways has been performed using the methodology proposed by Stracquadanio et al. 9 A Monte-Carlo algorithm applies a Gaussian noise to the enzyme concentrations and then estimates the variation of CO 2 uptake. A robust system is characterized by small fluctuations of its quantitative behavior under investigation, which means that a robust pathway will ensure the same uptake rate even if the enzyme concentrations differ from the nominal values.
Although it is possible to perform in silico design and verification of a biological system, it is still impracticable to edit long regions of a genome in an arbitrary way; the intrinsic structure of the genetic information introduces a number of constraints that must hold in order not to decrease the fitness of a living organism. From this point of view, it is extremely important to focus the design on a set of restricted significant parameters, in order to decrease the complexity of a biological implementation. However, identifying a set of crucial genes encoding for important enzymes is an open problem. The sensitivity analysis tries to correlate the uncertainty in the output of a model with the uncertainty in the input; it is important to note that while the robustness analysis performs a local estimation of the output variation in a limited input range, the sensitivity analysis aims to study the output variation at a global level by investigating all the parameter space. 13 The sensitivity analysis of the model has been performed using the Morris method. 14 The model and the chosen algorithms allow to find the optimized concentration of the enzymes in order to obtain the highest increase in CO 2 uptake, keeping constant the total amount of protein Figure 9 of the supplementary information).
A still more refined analysis used always the same set of enzymes but allowing RuBisCO to increase up to a maximum of 15% with respect to the initial values. FBP aldolase, SBPase, and particularly ADPGPP were overexpressed, while phosphoglycolate phosphatase was switched off and GDC was kept close to its initial value. This configuration obtained a CO 2 uptake rate of The results (maximization of CO 2 uptake, while minimizing nitrogen necessity), summarized in Table 3 of the supplementary information, showed that eleven enzymes are found to be sensitive ( Figure 3 of the supplementary information) and two of them fragile. There are four key enzymes relatively to the CO 2 uptake: RuBisCO, FBP aldolase, SPBase, ADPGPP. Six of the sensitive enzymes were coincident with the known light-controlled enzymes of the cycle. Both the fragile enzymes were light-controlled. A first conclusion is that the most sensitive enzymes are key enzymes that can strongly influence the CO 2 uptake with slight concentration variation. The fact that these enzymes are mostly light controlled confirms the strict control of light availability on the Calvin Cycle. Highly and moderately sensitive enzymes found by Sun et al., 15 on the basis of microarrays expression patterns, largely correspond with those indicated in our analysis, with the exception of tranketolase (moderately sensitive after 15 and at low sensitivity in our analysis).
The proposed solution has a high level of robustness (last column of Table 3 of the supplementary information). GAPDH and PRK did not vary much their concentration during the optimization analysis. This result would fit well with the fact that the expression of these two enzymes is controlled by light, while specific chloroplast proteins as CP12 are capable of controlling their activity forming with them a complex PRK/GAPDH/CP12 with high molecular weight. 16 Such a refined control appears to be appropriate for sensitive enzymes and similar controls may be widespread for sensitive enzymes in vivo.
The simple finding of an optimal solution with ideal concentrations could be not a sufficient task, since the transcription process of the enzymes genes and other control systems linked to changing environmental conditions and/or feedbacks coming from other biochemical pathways could vary the enzymes concentration or their activity with time. Moreover, biotechnological insertion of new promoters sequence is not able to produce an exact and foreseen amount of transcripts. Therefore it is clear that it is important to estimate how well the achieved CO 2 uptake is preserved under perturbation at the enzymes concentration level. Robustness can be defined as the persistence of a system property with respect to perturbations. 9 Such a property can be assessed in our analysis and can be fundamental to foresee the effect of a biotechnological genetic modification. The results of this analysis are shown in Table 2 and in supplementary information in Table   2 .
The application of the PAO algorithm to the ODEs system for optimizing the enzymes concentration in order to maximize CO 2 uptake, maintaining nitrogen constant, showed that six enzymes and Stracquadanio et al. 13 The PAO algorithm allowed to obtain a theoretical CO 2 uptake increase corresponding to 134% with respect to the initial enzymes concentration. This result is even higher with respect to Zhu et al. 1 solutions based on an evolutionary algorithm, that leads to an increase of 76% (from 16 to 28 µmol m −2 s −1 ).
The analysis based on the evaluation of the nitrogen limitation effect (shown in Figure 2) showed that the minimal amount of nitrogen allowed still a CO 2 uptake rate of 5.7. Such an amount could be taken into consideration as an assessment of the biomass growth limit of plants living in nitrogen limitations. Some crops are known to grow better than other that live in condition of low nitrogen supply. The better performance of rye compared to wheat was attributed to specific root length, 17 but our model may suggest that even the Calvin Cycle enzymes concentrations may be better adapted for nitrogen limitation with respect to wheat. As a matter of fact, the latter shows higher growth rate without nitrogen limitation, 17 suggesting that it may be better adapted to high nitrogen level. The second result was shown as a result of the Pareto-Optimality analysis that should lead to the closest-to-ideal solution: in this case the CO 2 uptake rate is 21.213
( Figure 6 of the supplementary information), hence higher with respect to the average land plant leaf with starting enzyme concentrations. This value represents a theoretical limit for biotechnological targets leading to maximizing productivity with the minimum amount of nitrogen supply, which is the value close to the economical optimum. It is interesting to observe that, even in this case, the total CO 2 uptake resulted over 30% higher with respect to the natural CO 2 uptake rate at the natural enzymes concentration. The calculation of the maximum CO 2 uptake rate at different atmospheric CO 2 concentrations ( Figure 7 of the supplementary information) showed that the main difference between the current CO 2 atmospheric concentration and that of the past regarded the optimization of ADPGPP, PGA kinase, HPR reductase, all much higher in the optimization at lower CO 2 concentration, and GCEA kinase, SPS and F26BPase, all much higher in the situation of high CO 2 . These three last enzymes were not among the sensitive enzymes in the optimization at the current atmospheric CO 2 concentration. The results indicated that changing atmospheric conditions, particularly with respect to CO 2 amount, would produce very different evolutionary pressure on the enzymes. Concentration enhancement or reduction would affect one or the other enzyme, depending on the environmental conditions (at least relatively to CO 2 ). Another important biotechnological target is to check the possible increase of CO 2 uptake leaving RuBisCO constant.
This limitation is appropriate: given that RuBisCO is the most abundant protein in nature, it has been considered also a nitrogen reservoir for the plant metabolism. 18, 19 For instance, in an experiment on the haptophyte alga Isochrysis galbana on the effects of nitrogen limitation, as cells became more nitrogen limited, the fraction of total cell nitrogen contained in RuBisCO decreased from 21.3% to 6.7%, whereas that of the light harvesting complex remained relatively constant.
That means that RuBisCO quantity is not only linked to the CO 2 uptake, but it has a secondary function as nitrogen storage. Moreover, after some studies, the enzyme might already be naturally optimized under an evolutionary point of view. 20 Hence, further optimization of RuBisCO may prove difficult and lead to only marginal improvements. 21 Therefore, it is quite unlikely that models allowing free further increase of RuBisCO concentration, would be really feasible. The optimization of CO 2 uptake rate perturbing 24 enzymes leaving RuBisCO at its initial concentration (as shown in Figure 
Identifiability analysis for Carbon Metabolism model
In Figure 3 we show the functional relations among RuBisCO, GAPDH and FBPase detected by the identifiability analysis applied to GAPDH.
It is noteworthy that, according to Table 1 in supplementary information, RuBisCO belongs to the same functional group except for the presence of x 5 (FBPase). Indeed, Figure 4 shows that the optimal transformation β found for x 5 is different from the transformations found for Figure 2: Photosynthetic Carbon Metabolism Results. CO 2 Uptake and protein-nitrogen concentration trade-off. Maximizing the CO 2 Uptake while minimizing the total amount of proteinnitrogen concentration; the operative area of natural leaves is located in the green checked area. The label "Sensitive Enzymes" indicates the multi-objective optimization using the eleven most sensitive enzymes of the model. The three resulting Pareto Fronts have been dominated by the multi-objective optimization over all the enzymes of the model. This trade-off search has been carried out for the three c i concentrations referring to the environmental conditions of 25 million years ago, nowadays and in 2100.
x 3 , although the IA applied to GAPDH has assigned x 5 to the same functional group of x 1 and x 3 .
This can happen when the variables taken into account are also practically non-identifiable (which is the case of these three enzymes, since their cv is high).
The interdependent decision variables, which are non-identifiable, may be fixed at an arbitrary value in order to improve identifiability. Since the variables functionally related to the fixed variable change accordingly, the model's dynamical properties are not changed or restricted by the fixation. The plot shows the optimal transformations β (y axis) found for the three decision variables RuBisCO, GAPDH and FBPase (x axis). Although FBPase has been once assigned to the same functional group of RuBisCO and GAPDH, it shows a slightly different and noisier behavior.
Chlamydomonas reinhardtii
In order to analyze the photosynthetic capability of C. reinhardtii, a multi-objective optimization has been performed. Instead of the concentration values optimized in the Carbon Metabolism discussed in the previous paragraph, in this case we considered the genes as decision variables to optimize, and in particular their presence or not in the metabolic network. The gene knockout strategy is represented as a binary vector y, where l-th element is 1 if the l − th gene set is turned off, and 0 otherwise. Hence, the optimization problem consists of finding the optimal string of bit y * , which represents the optimal genetic strategy. Therefore, this is a combinatorial optimization problem.
The model of C. reinhardtii is represented by using FBA framework. We set the maximum number of knockout allowed equal to 10. We used both light and dark conditions. In Chang et al., 3 eleven windows of light spectrum can be chosen. Here, we used Solar lithosphere spectrum, that is the result of a composite analysis from several measurements taken from different locations under cloudless conditions in the 48 contiguous U.S. states and multiple data normalization procedures.
The other environmental conditions are set to the values that can be found in the supplementary information of the related work. 3 In the first case, we choose to maximize the CO 2 consumption and the autotrophic biomass; then we performed the ε-dominance analysis. Figure 5 shows the results. In these conditions, the maximum CO 2 consumption is equal to 6.7331mmolh −1 gDW −1 with a biomass formation equals to 0.1381h −1 (Figure 5 C, red points) . The organism is not able to absorb CO 2 from the atmosphere in dark conditions, indeed the CO 2 production values are positive (Figure 5 C, black points) , so the organism produces CO 2 . The first two Figures   (A,B) show the Pareto fronts and the related ε-dominance analysis in light and dark conditions, respectively. The ε-dominance analysis is a relaxed condition of dominance to select the Pareto optimal points observed by the optimization algorithm. In fact, if we consider the non-relaxed condition of dominance, some interesting solutions may be discarded although dominated by a small amount. The results reported in Figure 5 (A,B) confirms this hypothesis. The blue points belong to the Pareto optimal points obtained from a non-relaxed condition of dominance. With a relaxed condition, other acceptable solutions are added (purple, red and green points).
Furthermore, Table 4 of the supplementary information presents the robustness analysis results.
We perturb the upper and lower bounds of the metabolic fluxes. In particular, in the global robustness (GR) the perturbation is carried out simultaneously for all fluxes (rates of the reactions) of the network to evaluate the fragility of the complete organism with respect to the metrics that are, in this case, the two objective functions. In the local robustness (LR), the perturbation is carried out for each flux (so, we have a robustness index for each flux with respect to the two metrics). We select from the Pareto front only one strain (one non-dominated solution), and we compare it to the wild type (without knockout). We choose the strain that maximizes the CO 2 consumption, and minimizes biomass formation. The results are shown in Table 4 of the supplementary information.
The strains are less robust than the wild types if we consider the global index, which indicates the robustness of the whole organism (GR). If we consider the robustness index for each flux, the strain has one minimum, while the wild types in light and dark conditions have three and two minima, respectively, and the related fluxes are: the pyruvate transport by free diffusion (chloroplast), the nitrate exchange and the ammonia exchange in light condition and the nitrate exchange and the ammonia exchange in dark condition. In the same environmental conditions, but only in light condition, in Figure 6 we choose to maximize the CO 2 consumption and the autotrophic biomass, simultaneously minimizing the H 2 O. In this case, the algorithm finds a maximum CO 2 Figure 5 : Maximization of CO 2 consumption and biomass formation in C. reinhardtii in light and dark condition and ε-dominance analysis. Starting from the points sampled during the optimization routine, we show in A and B the Pareto front in blue dots. Then, if we apply the ε-dominance condition choosing ε equals to 10 −6 , the analysis obtains a set that contains both the blue dots and the purple ones. Similarly if we apply the ε-dominance condition choosing ε = 10 −3 , the analysis obtains a set that contains the points blue, the purple dots and red dots. Therefore new solutions are found if the dominance condition is relaxed. The last Figure (C 
Rhodobacter spheroides
In order to maximize the CO 2 consumption and biomass formation in R. spheroides, we used our methods to find the best knockouts strategies with the minimum knockout cost. We considered the photoautotrophic condition, i.e., with a poor environment, where the only carbon source is CO 2 .
The exchange allowable fluxes are: sulfate, phosphate, ammonia, CO 2 , magnesium, hydrogen, nicotinate and photon (light). Figure 7 shows the results of the multi-objective optimization. In wild type, R. spheroides grows with a biomass rate equal to 0. genes, the result is always equal to zero. This means that ethanol is completely consumed in the metabolic network of the organism during its growth.
In Figure 7B , we report the results of the Pathway-oriented sensitivity analysis (PoSA), and the pathways which have sensitivity indexes greater than zero. Only 14 pathways (out of 63 pathways) are found to be sensitive, probably because in photoautotrophic conditions only the genes in these pathways have influence on the growth and metabolism of R. spheroides.
Furthermore, we present in 
Discussion
In this work, we develop methodologies for analyzing and cross comparing metabolic models.
We analyze in particular three metabolic networks (but our study is extended with other two little pathways described and discussed in supplementary information) because of their biotechnological and basic science importance. We adopt single and multi-objective optimization algorithms and we focus both on finding optimal knockout strategies or concentration enzymes for biotechnological or basic science purposes. The Pareto-optimality analysis is a useful tool for simulating biochemical pathways when contrasting objectives have to be considered simultaneously. By using this analysis, we find that R. spheroides is able to absorb an amount of CO 2 until 57.452 mmolh −1 gDW −1 with a knockout cost equal to fourteen, deleting six reactions, while C. reinhardtii obtains only a CO 2 consumption value equal to 6.7331 ( Figure 13 in supplementary information) . The application of this analysis to the Calvin Cycle provided the best solution for the maximization of the CO 2 uptake rate and the minimization of the total nitrogen. The analysis was also used in order to understand which enzymes are the most important in CO 2 uptake rate and those whose modification is more robust, that is less prone to concentration fluctuation. This objective is a fundamental biotechnological target, since it is not possible to engineer all the enzymes levels simultaneously and it is not currently possible even to work on transcription promoters so finely to obtain a completely definite final enzyme concentration in vivo. The finding of a limited number of targets (enzymes) sufficiently robust to obtain a working solution even in case of concentration fluctuations could lead to modified organisms whose activity could be better predicted. Furthermore, the optimization allowed to analyze the scenario foreseen for the end of the century, when the atmospheric CO 2 will be much higher than nowadays, with an esteemed C i of 490 µmol mol −1 .
This simulation was carried out considering a case with minimal nitrogen availability and that with highest CO 2 uptake. Such simulation could foresee the response of the photosynthetic organisms to the increase in CO 2 concentration and the increase on agriculture productivity even with lower amount of available nitrogen.
By using the sensitivity and robustness analyses, we identify that most sensitive and fragile components of the biological systems we take into account, allowing us to compare their models. In R. spheroides we show that only fourteen pathways are sensitive, probably because in photoautotrophic conditions only the genes in these pathways have influence on the growth and metabolism. In Chlamydomonas reinhardtii alga, the method finds that a flux perturbation of the reactions pyruvate transport by free diffusion (chloroplast), nitrate exchange or to ammonia exchange highlights the fragility of the organism with respect to the metrics chosen (CO 2 and biomass formation). The same behavior is shown by the Rhodobacter spheroides with respect to the ammonia or hydrogen exchange reactions.
In order to group enzymes according to functional relations, we applied the identifiability analysis (IA) to the chloroplast model. This approach allows to detect structural non-identifiability, i.e.
some components of the model that cannot be determined unambiguously. The IA showed that RuBisCO, GAPDH and FBPase belong to the same functional group, i.e. they are interdependent decision variables. Interestingly, this bears out the results of the sensitivity analysis, which positioned these three enzymes in the most sensitive group of enzymes for the maximization of CO 2 consumption and the minimization of nitrogen consumption. The results are reported in the Table   1 of the supplementary information.
The Role of Organelles in the Photosynthesis
Photosynthesis is an organelle orchestra. A hypothetical scenario of evolution from the ancestral bacterium to the chloroplast is likely to include engulfments between bacteria. The engulfed bacteria becomes a membrane-bound organelle specialized in a specific task, thus the host is able to specialize in all the other functions. For instance, when an eukaryote engulfs a bacterium and starts the process to convert it into a chloroplast, gradually it loses some of its apparatus and transfers them to the chloroplast. Hence, the chloroplast specializes in producing O 2 from CO 2 , while the bacterium becomes a cytoplasm that handles the metabolites by the chloroplast and specializes in all the other functions. Reactions share metabolites, thus avoiding competition by compartmentalizing an organism allows the multi-objective optimization of the whole organism. This process reduces the complexity, but preserves the overall behavior.
More than one engulfment may have happened. In a compartmentalized cell, each organelle contains all the reactions devoted to a specific function, thus it can be thought of as a large-scale pathway. Significantly, compartments cannot live without one another, therefore we expect a loss of global robustness. Indeed, in order for the entire system to work properly, exchange reactions are needed for transporting metabolites among organelles, and any disruption of these key reactions can affect more than one organelle and therefore the entire cell.
The evolution towards a system of organelles compartmentalizing the overall set of reaction can be studied in terms of Pareto front and model order reduction. The key steps to perform a reduction of a model are the Pareto-optimality, the sensitivity and the robustness analyses, because they indicate the least important parts of the organism, which can often be fixed as constants rather than included as variables in the simulations performed through the model. In the evolution process, during the optimization, i.e. the maximization of a metabolite, the Pareto front of an organism undergoes both expansion and contraction phases. Furthermore, robustness and sensitivity are functions of the conditions because of their pathway structure are different.
Remarkably, the evolution of a Pareto-front can highlight the benefits of an engulfment. The
Pareto-optimal point in the maximization of two metabolites m 1 and m 2 before the engulfments can be outperformed by the Pareto-optimal point obtained in the eukaryotic cell by considering both the organelles responsible for their production (i.e. by merging their Pareto fronts in a new common front). This improvement is due to the fact that the two organelles can specialize in producing metabolite m 1 and m 2 respectively (see Figure 8 ). In a compartmentalized cell, each organelle contains all the reactions devoted to a specific function, thus each organelle can specialize in producing a metabolite. Since two organelles can specialize in producing metabolite m 1 and m 2 respectively, the overall Pareto front of the cell exhibits a larger area than before the engulfments.
In the compartmentalization, the contribution of each organelle is not only to maximize energy production but also to coevolve with the other cell structures, so as to ensure the maximum fitness of the cell. In this regard, although a large area under the Pareto front suggests versatility, it could also lead to the production of metabolites not directly relevant for the goal of the organism.
In order to investigate the cooperation between two or more organelles of the same type we plan to look at the exchange of signals between organelles as if they are oscillators. For instance,
we can think of a chloroplast as an oscillator responsible for rhythmical activity between day and night, i.e. with and without sunlight. Likewise, the activity of other organelles (e.g. mitochondria)
may change between day, meals, and nights. The sensitivity and the robustness of an enzyme in chloroplasts may therefore depend on the light condition. In this regard, one should consider the oscillation in the yield of each organelle and the influence that each organelle has on the others.
Through influence signals, the population of organelles may reach a global synchrony, depending on the relation among natural frequencies and the coupling strength.
The partition of pathways into compartmentalized structures as organelles has a tremendous cost: together with the reduction of the genome of the "guest", hundreds of proteins, previously coded by the guest's genome need to migrate to the host genome and acquire a signal that enables them to enter the guest environment(s). Clearly, this is not a one step process and we envisage 
Methods
In Silico Design of Metabolic Pathways
Our computational framework (Figure 1 ) performs three tasks closely linked and able to manage networks with different complexity and mathematical modeling. In a first step, sensitivity analysis (SA) is performed in order to rank input/parameters of the system in terms of sensitivity, i.e., according to the influence that the parameters have on the output(s) of the model. We implement three sensitivity methods: the Morris method, 14 the Sobol method 22 and a new sensitivity analysis, named Pathway-oriented sensitivity analysis (PoSA), based on knockouts permutation.
The second block of our framework is based on an optimization procedure. We can choose between a single-objective optimization or a multi-objective optimization, and between continuous or combinatorial optimization. The algorithms are based on the evolutionary concept, where the solutions are calculated, compared and selected in each iteration/generation of the algorithm. The optimization algorithms in out framework are inspired by the Non-dominated sorting genetic algorithm II (NSGA-II). 23 NSGA-II 23 is designed to assure an efficient and effective approximation of the Pareto optimal set. Recently, the NSGA-II has been extended using an island-based model for parallel optimization; the new algorithm, called Parallel Algorithm for optimization (PAO) 24 performs parallel optimizations and swaps non-dominated solutions every given number of iterations. Decision variables have a continuous domain and, in our work, we consider the enzyme concentrations or the uptake rate of same metabolites that enter in biological systems.
Moreover, the optimization process of our framework performs also combinatorial optimization. For instance, in C. reinhardtii we maximize simultaneously the biomass formation and the CO 2 consumption, searching for the best gene knockout strategies. Knockouts are represented by means of a binary vector y, where the element y l is equal to 1 when the l-th manipulation is turned off, 0 when the l-th manipulation is turned on. Since decision variables assume only two values, we are dealing with a combinatorial optimization problem. The aim is to find the best gene manipulations with minimum knockout number (necessary for biotechnological purposes, which can be considered as another objective function).
In a multi-objective optimization problem, when the objectives functions are in conflict with each other, the output is a set of non-dominated solutions, called Pareto Front. In multi-objective optimization, there is normally not a single solution optimal in all respects. Between the feasible solutions, the algorithm selects the non-dominated solutions, also called Pareto solutions. Vilfredo
Pareto was an Italian economist, which for the first time introduced the concept of optimization for more objective functions. The non-dominated solutions are better than others because are those for which an objective cannot be improved without worsening at least another objective. The Pareto optimal set is the set of all non-dominated solutions. 25 Pareto optimality proves very useful for bio-design automation, because it allows our method to obtain a wide range of optimal solutions and also the best trade-off design.
A multi-objective optimization algorithm is characterized of four main steps. In a first step, a starting population is initialized. Additionally, we introduce the concept of ε-dominance (inspired by Laumanns et al. 28 ) that adds impressive insights into the Pareto front interpretation capabilities of metabolic networks and improves the diversity of solutions and the convergence of the algorithm. Once Pareto-optimal solutions have been obtained, we consider all the dominated and non-dominated solutions of all the generations, and we seek solutions that may have been discarded because they are dominated by a small amount ε that, for our purposes, can be considered negligible. In other words we apply a "relaxed" condition of dominance, thus building a new set of solutions.
In the robustness analysis step, the interesting optimal solutions obtained by the optimization are processed. Small perturbations are made in the new biological systems and the fragility of the new networks is tested. The system is said to be robust if, after perturbations the outputs do not change in a significant way. The robustness analysis aims to evaluate the probability of a system to retain a property under perturbations.
In order to test our computational framework, we choose three biological systems that have different complexity. Besides having distinct biological complexity and nature, they are modeled by using different mathematical methods. In Table 3 we report the mathematical modeling adopted for each systems and the number of reactions, metabolites, enzymes and genes contained in the associated model.
R. spheroides, C. reinhardtii genome-scale metabolic networks were investigated through FBA, that is a widely used approach for studying biochemical networks. These network reconstructions contain all of the known metabolic reactions in an organism and the genes that encode each enzyme. FBA calculates the flow of metabolites through this metabolic network, thereby making it possible to predict the growth rate of an organism or the rate of production of a desired metabolite.
Metabolic reactions are formally represented by a numerical matrix S of the stoichiometric coefficients of each reaction. Each reaction is represented by a flux v j , j = 1, . . . , n through the network and is constrained by a lower and upper bound, which define the maximum and minimum allowable flux of the reaction. Genome-scale metabolic reconstruction contains also the Gene-protein-reaction (GPR) mappings that provide the links between each gene and the reactions that depend on it. In particular, genes are represented with a Boolean relationship to distinguish between single and multi-functional enzymes, isoenzymes, enzyme complexes, enzyme subunits.
For a set of L genetic manipulations, the GPR mappings are represented by a L × n matrix G, where the (l,j)-th element is 1 if the l-th genetic manipulation maps onto the reaction j, and is 0 otherwise. We used the approach implemented in OptKnock 29 to find the fluxes distribution in the metabolic network in order to optimize multiple objectives (multi-objective optimization), i.e. desired productions (synthetic objectives) and therefore achieve the maximal growth. The bi-level problem is represented by the following formulation:
where g is a vector of weights (n dimensional) associated with the synthetic objectives, and g is 
Sensitivity Analysis
In modeling, sensitivity analysis (SA) is a method used to detect the inputs playing a key role on the output of the model. SA indices have been recently adopted in systems biology by interrogating the reactions space (RoSA -Reactions oriented sensitivity analysis) and the species space (SoSA -Species oriented sensitivity analysis) to find their influence on the output of the system. 30 In this work, we perform SA to find the most sensitive inputs in FBA models using a novel Pathwayoriented sensitivity analysis (PoSA) has a cardinality W s , where W s < L, ∀s = 1, . . . , p. We cluster in each subset all the genes that are involved in a single functional pathway, e.g., the citric acid cycle, oxidative phosphorylation, pentose phosphate pathway, and so on.
For the combinatorial problem described above, we defined the "Elementary Effect" 14 for the input b s as:
, whereb s is the mutation on the input b s , and consists of the switch of bits chosen randomly in b s : if a bit is equal to 0 (or 1), the permutation turns it in 1 (or 0). ∆ s is a scale factor defined as
The output f (y) considered in our analysis is the vector v of fluxes.ỹ is the mutation carried on the knockout vector y defined in the Boolean region of interest Ω = {0, 1} L = {(y 1 , . . . , y l , . . . , y L )|y l ∈ {0, 1}}.
In the supplementary information has been reported the pseudo-code of PoSA method. The parameters β and K of PoSA establish respectively the allowed knockouts in the whole network and in the pathway b s . In our analysis we choose β = 0.1 (default value), and we recommend to set 0.02 ≤ β ≤ 0.2. K is selected by the user or set by default to 4. There are two different sources of non-identifiability: (i) structural non-identifiability, i.e.
some components in the model may be functionally related and therefore they cannot be determined unambiguously; (ii) practical non-identifiability, caused by a low amount or quality of data that does not allow our method to precisely estimate the component. The identifiability analysis (IA) detects functionally related (and thus non-identifiable) parameters by fitting a model repeatedly to experimental data and analyzing parameter estimates.
Here we consider the chloroplast model by Zhu et al. 1 and the 25 decision variables of the C3 cycle, namely the concentrations of its enzymes. We adopt the method proposed by Hengl et al. 31 to detect automatically structural identifiability consisting of functional relations between decision variables. These relations are detected by applying the alternating conditional expectation algorithm (ACE). 32 Let The process of repeating estimates in the matrix K is replaced by taking into account all the non-dominated points of the Pareto front. In other words, a single fitting sequence K is obtained by considering the entire front. Thus, the problem of identifiability analysis is mapped onto the problem of detecting groups of the functionally related decision variables that produce that Pareto front.
Specifically, the connection between the identifiability analysis and a constraint structure stems from the fact that a non-identifiable constraint involving decision variables causes them to be functionally related. In our case, the constraint is detected through 1903 estimates of all the 25 variables (enzymes). Each estimate corresponds to a non-dominated point of the Pareto front obtained to maximize the CO 2 uptake rate and minimize the nitrogen consumption.
We adopt the Mean Optimal Transformation Approach (MOTA), 31 by fixing at 5 the maximal number of parameters allowed to enclose a functional relation. The results are shown in Table 1 in supplementary information. The "Groups" column indicates the functional relations between variables. For instance, RuBisCO and GAPDH are functionally related. In other words, the response variable x 1 is strongly related to the predictors x 3 and x 5 . Conversely, the enzymes Transketolase type 1 and SBPase do not have any functional relation with any other enzyme ( Table 1 in supplementary information). The r 2 column indicates how much variance of the response can be explained by the predictors. A high amount of variance of the response that can be explained by the predictors indicates a large effect of the fixation of the predictors on the standard deviations of the response. The cv(x) = std(x)/mean(x) helps to distinguish practical identifiable from nonidentifiable parameters. 31 In case of practical non-identifiability, the choice of the parameter to fix depends on the experiments and on reference values found in the literature.
Robustness analysis
The basic principle of this analysis is taken Nicosia and StracquadanioŠs approach, 9 and explained in the following. Firstly, we define the perturbation as a function τ = γ (Ψ, σ ) where γ applies a stochastic noise σ to the system Ψ and generates a trial sample τ. The γ-function is called γ-perturbation. Without loss of generality, we assume that the noise is defined by a random distribution. In order to make a statistically meaningful calculation of robustness, we generate a set T of trial samples τ. Each element τ of the set T is considered robust to the perturbation, due to stochastic noise σ , for a given property (or metric) φ if the following condition is verified:
where Ψ is the reference system, φ is a metric (or property), τ is a trial sample of the set T and δ is a robustness threshold. The definition of this condition makes no assumptions about the function φ .
It can be anything (not necessarily related to properties or characteristics of the system); however, it is implicitly assumed that it is quantifiable. The robustness of a system Ψ is the number of robust trials of T, with respect to the property φ , over the total number of trials. It is a dimensionless quantity that states, in general, how the system is robust to perturbations. The robustness index is a function of δ , so the choice of this parameter is crucial. Since we are interested in the behavior of a system when subjected to small perturbations, and because the behavior is acceptable when the deviations from the original value is as small as possible, we choose the values of δ equal to 5% of the metric and sigma equal 10% of the perturbed variable. Starting from this principle, we evaluate two values of robustness, the global robustness value (GR) and the local robustness value (LR). In the first case, the perturbation is carried out simultaneously on all the input variables to evaluate the fragility of the system with respect to the metrics, while in the second case, the perturbation is carried out on one variable at time, and we obtain a robustness index for each variable. Automatic computational framework to design in silico optimal organelles
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