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Abstract
Compound Poisson processes are the textbook example of pure jump stochastic processes
and the building blocks of Le´vy processes. They have three defining parameters: the
distribution of the jumps, the intensity driving the frequency at which these occur, and
the drift. They are used in numerous applications and, hence, statistical inference on them
is of great interest. In particular, nonparametric estimation is increasingly popular for its
generality and reduction of misspecification issues.
In many applications, the underlying process is not observed directly but at discrete
times. Therefore, important information is missed between observations and we face a
(non-linear) inverse problem. Using the intimate relationship between Le´vy processes and
infinite divisible distributions, we construct new estimators of the jump distribution and
of the so-called Le´vy distribution. Under mild assumptions, we prove Donsker theorems
for both (i.e. functional central limit theorems with the uniform norm) and identify the
limiting Gaussian processes. This allows us to conclude that our estimators are efficient,
or optimal from an information theory point of view, and to give new insight into the topic
of efficiency in this and related problems. We allow the jump distribution to potentially
have a discrete component and include a novel way of estimating the mass function using
a kernel estimator. We also construct new estimators of the intensity and of the drift, and
show joint asymptotic normality of all the estimators. Many relevant inference procedures
are derived, including confidence regions, goodness-of-fit tests, two-sample tests and tests
for the presence of discrete and absolutely continuous jump components.
In related literature, two apparently different approaches have been taken: a natural
direct approach, and the spectral approach we use. We show that these are formally equiv-
alent and that the existing estimators are very close relatives of each other. However, those
from the first approach can only be used in small compact intervals in the positive real
line whilst ours work on the whole real line and, furthermore, are the first to be efficient.
We describe how the former can attain efficiency and propose several open problems not
yet identified in the field. We also include an exhaustive simulation study of our and other
estimators in which we illustrate their behaviour in a number of realistic situations and
their suitability for each of them. This type of study cannot be found in existing literature
and provides several insights not yet pointed out and solid understanding of the practical
side of the problem on which real-data studies can be based. The implementation of all
the estimators is discussed in detail and practical recommendations are given.
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Chapter 1
Introduction
The purpose of this chapter is to introduce the problem we solve in this thesis: to make
efficient nonparametric inference on discretely observed compound Poisson processes. In
Section 1.1 we introduce these processes and some of their probabilistic properties, which
are exploited in subsequent chapters. Based on this, in Section 1.2 we justify why when
making statistical inference on them we take a nonparametric approach instead of a more
classical parametric one. In Sections 1.3 and 1.4 we introduce nonparametric estimation
of compound Poisson processes in two different frameworks depending on the type of
data available to the statistician: in the first, the process is fully observed, whilst in the
second it is only observed at discrete times. Estimation in the first framework follows
from standard results in mathematical statistics. Nonetheless, it allows us to naturally
motivate the type of results that are the focus of this thesis and which are developed in
the second framework. In Section 1.4 we state the exact problem that concerns us here,
and in Section 1.5 we clearly indicate our contributions to it and give an outline of the
rest of the thesis.
1.1 Compound Poisson processes
Compound Poisson processes are one of the most basic examples of continuous-time pure-
jump stochastic processes. Nevertheless, they provide enough flexibility to model a large
number of phenomena observed in numerous fields. They are highly tractable from a
mathematical point of view and are building blocks of many more elaborated stochastic
processes such as queues and Le´vy processes.
The construction of a compound Poisson process can be summarised as follows:
(a) the occurrence of the jumps is determined by a Poisson process;
(b) the size of the jumps is distributed according to a general distribution function;
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(c) the interarrival times between jumps and the size of the jumps are mutually inde-
pendent random variables; and,
(d) the process may increase or decrease steadily due to a drift factor.
In mathematical terms, let (Nt)t≥0 be a d-dimensional Poisson process with intensity
λ > 0. Let Y1, Y2, . . . be a sequence of independent and identically distributed (i.i.d.)
random variables taking values in Rd with common distribution F . Assume this sequence
is independent of the Poisson process and let γ ∈ Rd. Then a d-dimensional compound
Poisson process (Xt)t≥0 with drift γ, intensity λ and jump size distribution F can be
written as
Xt = γt+
Nt∑
j=1
Yj , t ≥ 0, (1.1.1)
where an empty sum is zero by convention so, in particular, the process always starts at
zero. Figure 1.1 illustrates a typical path of a one-dimensional compound Poisson process
without drift. In what follows we concentrate on the case d = 1.
Figure 1.1: (Xt)t∈[0,10] with γ = 0, λ = 0.5 and F = N(0, 1)
A one-dimensional Poisson process with intensity λ can be constructed as follows. Let
E1, E2, . . . be a sequence of independent and identically distributed exponential random
variables with parameter λ, with the convention that λ−1 is their expected value. Then
the Poisson process can be written as
Nt = max
k ∈ N :
k∑
j=1
Ej ≤ t
 , t ≥ 0,
where, again, an empty sum is zero by convention so, in particular, the process always
starts at zero. From this construction it is apparent that the interarrival times of the
compound Poisson process are exponentially distributed. As pointed out in Section 5.4
in Bingham and Kiesel [2004], the exponential distribution is special in that, subject
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to minimal regularity assumptions, it is the only distribution with the so-called lack-of-
memory property: if (Ω,A, P r) denotes the underlying probability space on which all
random elements of this thesis are defined, then
Pr(E1 > s+ t | E1 > s) = Pr(E1 > t), for all s, t > 0. (1.1.2)
This property provides the compound Poisson process with the (strong) Markov property,
which makes it very mathematically tractable. In particular, it means that the survival
function of the interarrival distributions does not change depending on where we observe
them. Intuitively, the random time of occurrence of a jump shows no ageing. Consequently,
compound Poisson process are used in numerous applications to model random events that
occur ‘out of the blue’.
In order to gain more intuition into these processes, let us introduce two applications in
which they are used. These also motivate the division between Section 1.3 and Section 1.4.
Consider an ATM where deposits can be made. Customers arrive at random and withdraw
or deposit a random amount of money. The interest of an ATM manager is to understand
how much money is likely to be enough to cover the random transactions without having
to risk introducing too much of it in the machine. In normal conditions, the assumptions of
mutually independent exponential interarrival times and F -distributed amounts of money
are satisfied. However, the homogeneity in the underlying parameters may be violated, so
in practice the model is applied after splitting the observations into time-intervals where
this is a reasonable assumption. A second example comes from ecology. Consider a nature
reserve where groups of birds stop in the course of their migration. Within certain weeks
of the year they arrive and leave at random with an approximately constant intensity rate.
Furthermore, and in those weeks, the size of their groups also varies randomly according
to an approximately homogeneous-in-time distribution. A manager of the park requires to
understand the minimum and maximum number of birds that typically occupy a certain
area to build appropriate infrastructure. Therefore, in both applications the one observes
the aggregated effect of all the random events and this justifies the practical importance
of compound Poisson processes. As we mention in Sections 1.3 and 1.4, the difference
between the two is the frequency at which the process is observed. In either case, the
challenge is to estimate the defining parameters of the underlying process, all of which are
generally unknown to the practitioner. Although we discuss estimation of all, the most
challenging one is F and this is the focus of this thesis.
Returning to the mathematical properties of the compound Poisson process, the lack-
of-memory property and the independence assumptions imply it belongs to the wider class
of Le´vy processes. In other words, (Xt)t≥0 as defined above enjoys the following properties
(cf. Sato [1999]):
(i) its paths are Pr-almost surely ca`dla`g (right continuous with left limits) starting at
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zero; and,
(ii) it has stationary and independent increments.
The second is the key property of Le´vy processes. It has been extensively exploited to make
statistical inference on them and so do we in subsequent chapters. Furthermore, it gives rise
to the intimate relationship that these processes have with infinitely divisible distributions,
which were introduced by De Finetti [1929]. As a consequence, and as shown by Le´vy
[1934], Khintchine [1937] and Itoˆ [1942], the characteristic function of a Le´vy process
at a certain time is given by the Le´vy-Khintchine formula, which explicitly depends on
the defining parameters of the process. This can be exploited to build estimators of them,
especially when having discrete observations of the process. Indeed, it is the starting point
of the so-called spectral approach, which we introduce in Section 2.2 and use in Chapter
3 to show our novel results. We postpone introducing the formula in full generality until
Section 2.2.1 and for now we focus on its expression for the case of a compound Poisson
process. For this purpose, let E denote the expectation under Pr and let F denote the
Fourier (–Plancherel) transform acting on finite measures with the convention
Fµ (u) =
∫
R
eiuxµ(dx), u ∈ R . (1.1.3)
Then, by a simple calculation using (1.1.1), the characteristic function of Xt can be written
as
ϕt(u) := E[eiuXt ] = et
(
iuγ+Fν (u)−λ
)
, t ≥ 0, u ∈ R, (1.1.4)
where ν is generally referred to as the Le´vy measure and it satisfies ν = λ dF . Throughout
we denote the measure associated to a distribution function F by dF . Note, in particular,
that
−2λ ≤ Re(Fν (u)− λ) ≤ 0 and | Im(Fν (u)− λ)| ≤ λ, u ∈ R, (1.1.5)
and therefore
1 ≥ inf
u∈R
|ϕt(u)| ≥ e−2λt > 0, t > 0. (1.1.6)
We repeatedly use these properties in subsequent sections and chapters. We remark that
from now on we assume F has no atom at the origin. This is a harmless requirement that
guarantees identifiability all of the parameters: otherwise, if a jump can take the value
zero, the process does not jump and the mass of such atom cannot be identified. For the
same reason, estimation of the intensity cannot be performed. Indeed, if p0 ∈ [0, 1) is the
mass of dF at the origin, identity (1.1.4) can be written as
ϕt(u) := e
t
(
iuγ+Fν0 (u)−λ0
)
, t ≥ 0, u ∈ R,
6
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where ν0 := λ0dF0, λ0 := λ(1− p0) and dF0 := (1− p0)−1(dF − p0δ0). Therefore, the zero
jumps coming from p0 and the flat areas arising from λ tangle up to be indistinguishable
from a process with intensity λ0, and this is the only parameter that can be identified.
Moreover, all the compound Poisson processes resulting from all possible choices of p0 ∈
[0, 1) and λ > 0 for which the product λ(1 − p0) remains constant are indistinguishable
from each other. Consequently, we may assume p0 = 0 without loss of generality and this
way avoid the lack of identifiability of the parameters p0 and λ.
The statistical relevance of identity (1.1.4) is the following: assume we only have i.i.d.
observations of Xt for some t ≥ 0 fixed. Then, due to the definition of ϕt as an expecta-
tion, it is possible to approximate it by its empirical version, the empirical characteristic
function. The idea of the spectral approach to construct estimators is to find relationships
between each of the parameters and the characteristic function using (1.1.4), and to ‘plug
in’ the empirical version of the latter in place of it. As it should be clear by now, the fact
that ϕt is the Fourier transform of the law of Xt, and that we are hence resorting to the
frequency domain to construct estimators, gives the whole approach the name of spectral
approach. We postpone giving more details of it until the next chapter.
1.2 Why nonparametric estimation?
The most classical branch of statistics is concerned with making conclusions on models that
are defined through a finite-dimensional parameter. This is coined parametric statistics
and has a long history dating back to J. Bernoulli, A. de Moivre and T. Bayes in the 18th
century and further developed by P. S. Laplace and C. F. Gauss in the late 18th and early
19th centuries. Its mathematical foundations were laid in the first half of the 20th century
by the remarkably mathematically-gifted biologist R. A. Fisher and, in the second half
of the century, the mathematical theory was finally formalised and unified to its modern
form by L. M. Le Cam. For an extensive account on its fascinating history we refer the
reader to Hald [2007], and for a comprehensive account of its mathematical foundations
to van der Vaart [1998]. One of the advantages of parametric procedures is that generally
they are simple to formulate and fast to compute. However, in many modern practical
situations there is no reason to believe the assumption of the data being generated by a
specific finite-dimensional model is correct. In fact, this assumption naturally gives rise to
the problem of robustness to the choice of model.
Recall that in the definition of the compound Poisson process above no assumptions
were made on the distribution F other than it having no mass at the origin. Consequently,
the main estimation problem that concerns us here is that of estimating a family of
functionals of a general probability measure and it naturally falls into the realm of inference
on infinite-dimensional models or nonparametric statistics. The development of this branch
is more contemporary than that of parametric statistics and arguably began in the 1930s
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with Glivenko–Cantelli’s theorem, independently proved by Glivenko [1933] and Cantelli
[1933], and the Kolmogorov–Smirnov statistic studied in Kolmogorov [1933] and Smirnov
[1939]. We note in passing that this coincides with the development of the study of Le´vy
processes mentioned above. As a result of the advent of powerful computers and the
new and challenging modelling demands, the last few decades have witnessed the largest
development of this field and it currently is a very active area of research. We refer the
reader to the recent and unified account of its mathematical foundations given in Gine´
and Nickl [2016]. In contrast to parametric statistical procedures, nonparametric analogues
do not suffer as much from the highly undesirable drawback of model misspecification.
For all these reasons herein we focus on nonparametric estimation of compound Poisson
processes.
A thoughtful reader may argue that we are making a parametric assumption by letting
the interarrival times be exponentially distributed. Nonetheless, we emphasise that we are
interested in modelling a process with jumps whose occurrence shows no ageing, because in
many applications this is a reasonable approximation. This qualitative property, depicted
by (1.1.2), is mathematically equivalent to requiring that the survival function of the
interarrival distribution satisfies the Cauchy-functional equation f(x + y) = f(x)f(y),
x, y ∈ R. As mentioned above, the only solution to this functional equation under minimal
regularity assumptions is the parametric exponential distribution. The drift term can
also be generalised to a time-dependent function but, in the discrete observation setting
introduced in Section 1.4 and considered in the rest of the chapters, strong assumptions
have to be made to obtain weak conclusions. We therefore lose almost no generality by
assuming the relevant-in-practice modelling assumption of a linear deterministic function
in (1.1.1).
1.3 Estimation of compound Poisson processes from con-
tinuous observations
We begin introducing the problem of nonparametric estimation of compound Poisson pro-
cess under a simple observation assumption. We do this in Section 1.3.1, where we also
give its solution. Then, in Section 1.3.2 we briefly discuss a few concepts from empiri-
cal process theory and information theory arising from it. These are repeatedly used in
subsequent chapters and the section serves as a natural motivation for the results therein.
1.3.1 The estimation problem
Recall the example of the ATM introduced in Section 1.1. At the end of the day, the ATM
manager can access the machine’s database and see the time at which each transaction
took place and its value, just as in Figure 1.1. Therefore, there exists a T > 0 such that they
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observe Xt for all t ∈ [0, T ]. This is commonly referred to as the continuous observation
scheme. In this case, γ is observed directly and so are the independent interarrival times
E1, . . . , ENT and the independent jumps Y1, . . . , YNT . Thus, classical statistical techniques
can be used to estimate λ and F (cf. van der Vaart [1998]): if we condition on NT = m,
the intensity can be estimated by the maximum likelihood estimator
λm :=
1
1
m
∑m
j=1Ej
and the jump distribution function by the empirical distribution function
Fm(x) :=
1
m
m∑
j=1
1(−∞,x](Yj), x ∈ R .
The asymptotic behaviour of these estimators is well-known: the delta method and the
central limit theorem guarantee that
√
m(λm − λ)→d N
(
0, λ2
)
as m→∞, (1.3.1)
and Donsker’s theorem states that
√
m(Fm − F )→D GF in `∞(R) as m→∞, (1.3.2)
where GF is the so-called F -Brownian bridge, i.e. the zero-mean Gaussian process with
covariance function given by Σx,y := F (min{x, y})− F (x)F (y), x, y ∈ R. The meaning of
→d and →D is discussed in the next section.
These results can be considered as generalisations of the classical central limit theorem,
the pillar upon which countless statistical procedures rest. Its statistical importance lies
in that it not only guarantees consistent estimation at the parametric rate of convergence
1/
√
m, but it also states that if the fluctuations of the estimator around the truth are
rescaled by the inverse of this rate, they are asymptotically normally distributed. Thus,
the quantiles of the limiting distribution can be calculated, and confidence intervals and
statistical tests can be derived from it. Analogous procedures can be derived from (1.3.1)
and (1.3.2), and this justifies why in this thesis we focus on discussing and developing this
type of results.
1.3.2 A glimpse of empirical process theory and of asymptotic efficiency
In (1.3.1) we have used the notation→d to denote convergence in distribution. Recall that,
if D is a metric space, a sequence of random variables Am : Ω → D, m ∈ N, converges in
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distribution or weakly to a random variable A : Ω→ D if
E f(Am)→ E f(A) for all f ∈ Cb(D), (1.3.3)
where Cb(D) is the space of real-valued continuous and bounded functions on D.
In (1.3.2) we used a different notation,→D, because, there, convergence in distribution
is not necessarily well-defined: throughout we interpret the random elements on both sides
as taking values in the space `∞(R) of real-valued Lebesgue-measurable bounded functions
on R the uniform norm ‖F‖∞ := supx∈R |F (x)|; the issue is that, under this interpretation,
the left hand side is not necessarily a bona-fide random variable because it may not be
measurable with respect to the corresponding Borel σ-field as this turns out to be too large
(note that `∞(R) is not even separable). We denote by →D convergence in distribution
in the sense introduced by Hoffmann-Jørgensen [1984]: in this, the expectation on the left
hand side of (1.3.3) is substituted by the more general operation of outer expectation,
E∗B := inf{EU : U ≥ B,U : Ω→ R¯ is measurable and such that EU exists},
where R¯ is the extended real line. Provided that the limiting random element A is Borel
measurable, corresponding versions of Portmanteau’s theorem, the continuous mapping
theorem and Prokhorov’s theorem, together with a notion of tightness and tools to show
it and to show weak convergence, still hold under this notion of weak convergence. We
implicitly but heavily make use of these generalisations in the proofs of our results in
Chapter 3 and refer the reader to any of the following excellent accounts for more details:
van der Vaart and Wellner [1996], Dudley [1999] and Gine´ and Nickl [2016]. We remark
that this is the modern approach to empirical process theory because of its power, but
others were introduced before: Skorokhod [1957] introduced the Skorokhod topology under
which the random elements on the left hand side of (1.3.2) are measurable if interpreted as
mappings taking values in the space of functions that are right continuous with left limits;
Dudley [1966] proposed an alternative weak convergence theory based on a smaller σ-
algebra than the one considered above and for which measurability holds — this approach
was general enough to be the first to prove the multidimensional version of Donsker’s
theorem; and Pyke and Shorack [1968] proposed yet another version of weak convergence
requiring (1.3.3) to hold only for those functions f for which f(Am) is measurable. All
this fruitful research was sparked by the heuristic introduction of Donsker’s theorem in
Doob [1949] and by the first attempt to prove it by Donsker [1952]. The latter overlooked
the delicate issue of the measurability mentioned above and it was precisely this that
triggered all the research in the field.
With the modern interpretation of Donsker’s theorem, it can also be understood as
a functional central limit theorem —in the same way that the aforementioned Glivenko–
Cantelli’s theorem can be understood as a functional law of large numbers with the uni-
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form norm. Therefore, (1.3.2) is of great statistical interest because it guarantees 1/
√
m-
consistent uniform estimation, and because confidence bands, goodness-of-fit tests and
two-sample tests can be derived from it. To develop all of these, the Kolmogorov–Smirnov
statistic, also mentioned in the previous section, plays a major role. This is the distribution
of ‖G‖∞, where G is a standard Brownian bridge, i.e. GF from above with F = U(0, 1), the
uniform distribution on [0, 1], and the content of their result is that ‖G‖∞ =d ‖GF ‖∞ for
any continuous F . We note in passing that this was rigorously proved prior to Donsker’s
theorem. Thus, in view of (1.3.2), to construct these inference procedures for any such F
we simply have to calculate the quantiles of this distribution-free statistic.
The last desirable property of Fm that we remark here is that of asymptotic effi-
ciency, which also follows from (1.3.2): if we observe m independent realisations of an
F -distributed random variable and no assumption is imposed on F , the covariance func-
tion of the F -Brownian bridge coincides with the Crame´r–Rao lower bound of the model
and therefore Fm is asymptotically efficient from an information-theoretic point of view.
This was first shown by Dvoretzky et al. [1956], and the modern formulation of semipara-
metric efficiency was introduced by Ha´jek [1970, 1972] and Le Cam [1972]. Intuitively, it
means that, in the limit as m→∞, the empirical distribution function extracts as much
information about F as it is possible to extract from the observations at hand. We remark
that asymptotic efficiency is relative to the model at hand because so is the Crame´r–Rao
lower bound, and what we just stated is that Fm has this property when nothing is known
about F . A priori knowing some qualitative properties of F may make make the Crame´r–
Rao lower bound decrease, although this is not always the case: as shown by Kiefer and
Wolfowitz [1976], it does not change if F is known to be concave or convex, and thus
Fm is still efficient for such model. However, if stronger qualitative assumptions on F are
made it does decrease, such as when F is determined by a finite-dimensional parameter in
which case the bound is simply given by the Fisher information matrix. Under mild reg-
ularity assumptions, asymptotic normality of the maximum likelihood estimator around
the true parameter holds and the variance of the limiting normal distribution attains the
new information lower bound. This is the case for the exponential distribution, for which
the variance in (1.3.1) is the lower bound, and the estimator of the intensity introduced
above is also efficient. The dependency on the model is important and will play a crucial
role in the discussions about asymptotic efficiency in the next chapter. This property, re-
gardless of the assumptions on F , is important for statistical purposes because it implies
optimality of the size of confidence regions around estimates and of the statistical power
of the resulting testing procedures. In the context above, the latter means that if a test
is constructed using the confidence regions arising from the central limit theorems, the
probability that it rejects the null hypothesis when it is not true is maximised.
11
Introduction
1.4 Estimation of compound Poisson processes from dis-
crete observations
We can now introduce the more involved framework under which the results of the rest
of the chapters are developed. In Section 1.4.1 we describe the estimation problem that
concerns us in this thesis and touch upon some of its singularities, and in Section 1.4.2 we
give a brief history of the problem which allows us to clearly describe our contributions
to it.
1.4.1 The estimation problem
Recall the example of birds migration. Unlike the manager of the ATM, the manager of
the nature reserve does not have a database of the time when a group of birds arrived
or left and of the size of the group. Instead, they count or estimate the total number of
birds on a (discrete) regular basis, such as once a day. This means that (Xt)t≥0 is not
continuously observed up to some time T > 0 but rather discretely observed every some
0 < ∆-amount of time. In other words, the observations the manager has are X∆, . . . , Xn∆,
where n = bT/∆c ∈ N. In Figure 1.2 we have included the path in Figure 1.1 when it is
discretely observed for ∆ = 2.5.
Figure 1.2: X∆, . . . , Xn∆, ∆ = 2.5 and n = 4 (γ = 0, λ = 0.5, F = N(0, 1))
Unless otherwise stated we assume ∆ is fixed and does not change with n, which is
generally called the low-frequency observation scheme. This framework is very common
in practice, especially when considering storage systems or chemical-biological reactions,
where it may be expensive or impossible to take measurements continuously. We can
therefore formulate the problem as follows:
Problem: In this thesis we focus on developing the same type of results as
those from Section 1.3 but in the discrete observation regime. More precisely,
we consider a one-dimensional compound process observed at discrete times
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for some ∆ > 0 fixed and the problem is that of proving optimal (in the sense
of asymptotic efficiency introduced in Section 1.3.2) central limit theorems for
the parameters F , λ and γ. The estimation of the first is nonparametric and
under the standard supremum norm, whilst that of the other two is paramet-
ric and under the Euclidean norm. The most challenging part of the problem
is estimating F and it is the main focus of the thesis. Yet, we also discuss
estimation of the other parameters in detail.
From the figure above, it is apparent that this estimation problem is much more
challenging than that considered in Section 1.3: in between two observations we may miss
information such as the number of jumps that took place, their size and the time at which
they occurred. Therefore, when making inference on the parameters we are confronted with
a statistical inverse problem and, a priori, there is no reason to believe estimators with
the same type of desirable properties mentioned in Section 1.3.2 exist. Let us elaborate on
this focusing on the estimation of the jump distribution. In view of property (ii) in page
5, the increments Zk := Xk∆ − X(k−1)∆, k = 1, . . . , n, are independent and identically
distributed. As it is customary in the literature, we work with these instead of with the
observations of the process because of their tractability. Due to the fact that X0 ≡ 0
Pr-almost surely by property (i) in page 5, the common distribution of the increments is
then given by that of
Z1 := X∆ := γ∆ +
N∆∑
j=1
Yj . (1.4.1)
By the mutual independence assumption (c) in page 3, we are essentially observing Y1,
the random variable with the distribution of interest, ‘corrupted’ by a sum of a random
number of independent copies of itself plus a drift term. This means the inverse problem
is non-linear, which is more precisely depicted by the non-linear relationship between ϕ∆
and Fν following from (1.1.4). Then, at first it is not clear that estimators attaining the
1/
√
n-rate of convergence exist in this inverse setting. Neumann and Reiß [2009] were
the first to study the “ill-posedness” of the problem for the more general model of Le´vy
processes and they showed it directly depends on the decay of the characteristic function
of the increments: the faster it decays, the harder it is to invert the problem and the
slower the convergence rate of an optimal estimator can be. This parallels the classical
deconvolution problem (see Fan [1991]), but with the ‘noise’ or error being the observation
itself and, furthermore, unknown (up to its structural properties). Indeed, and as already
pointed out by Nickl and Reiß [2012], the linearised problem is exactly of deconvolution
type with such error, and the problem is generally referred to as of auto-deconvolution
type. We note in passing that from the last display one already sees the observation is
approximately Y1 plus an independent copy of the increment Z1. Therefore, to study the
ill-posedness of the problem we need to look at the decay of ϕ∆. Taking t = ∆ > 0 in
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(1.1.6) we observe that
inf
u∈R
|ϕ∆(u)| ≥ e−2λ∆ > 0, (1.4.2)
and the characteristic function does not decay to zero at the tails. Hence, the inverse
problem is not ill-posed in terms of convergence rates and estimators of F that converge
with the parametric rate 1/
√
n and that satisfy functional central limit theorems under
certain norms may exist. Indeed, they do exist and can be found in the works of Buch-
mann and Gru¨bel [2003] and Coca [2015], on which we focus throughout this thesis with
particular emphasis on the latter and on extensions of it. In the following section we give
a brief description of their results, and in Chapters 2 and 4 we explore their differences
and similarities in depth.
1.4.2 A brief history of the solution to the problem
The first to tackle the problem stated above were Buchmann and Gru¨bel [2003], who
partially solved it assuming γ = 0, knowledge of λ and that supp(F ) ⊆ R+. Using a
direct approach (cf. Section 2.1), they constructed an estimator of F given by an infinite
series making no regularity assumptions. Due to this series, the estimator of F (x) may di-
verge as x→∞ and to control it they introduced the exponentially downweighted norm
‖F‖∞,τ = supx≥0 |e−τxF (x)|, where τ ≥ 0 is such that
∫
R+ e
−τxdF (x) < log(2)/(λ∆).
Then, they proved a functional central limit theorem under this norm, identifying the
limiting Gaussian process. It follows that their estimator satisfies a classical Donsker the-
orem, i.e. under the standard uniform norm ‖·‖∞ = ‖·‖∞,0, only if λ∆ ≤ log(2) ≈ 0.69.
Note that λ∆ represents the expected number of jumps the compound Poisson process has
given in a ∆-observation-interval, so this condition is quite restrictive in practice. Further-
more, and as discussed in Section 2.1, the introduction of the exponentially downweighted
norm is necessary in the rest of the cases. Consequently, in general the resulting estima-
tion is only valid at small positive values and, as observed in our and their simulations,
the deterioration of the estimates away from the origin is noticeable and severe in some
realistic cases. Nonetheless, the work of Buchmann and Gru¨bel [2003] deserves all merits
and has been cited by numerous authors as it is one of the first of its kind. Furthermore,
they developed it when the understanding of these type of problem was still very limited,
as the first half of Section 6.4 “Concluding remarks” in their work clearly shows:
“The theorems in Section 2 show that the decompounding problem can be solved
on the usual n−1/2-level, a fact that we continue to find slightly surprising. At
least in the general case we were initially regarding the problem as “ill-posed”,
with the corresponding consequences such as a rate lower than n−1/2 for the
estimates. Of course, the classification of a problem as ill-posed or inverse, etc.
depends on the choice of topologies, so our results may be rephrased as saying
that there are statistically meaningful choices for the latter where decompound-
14
1.4. Estimation of compound Poisson processes from discrete observations
ing can be considered to be a perfectly regular problem.”
As mentioned in the previous section, the ill-posedness of the problem was finally
understood after the work of Neumann and Reiß [2009], who studied it for more general
Le´vy processes using the spectral approach first introduced by Belomestny and Reiß [2006].
It follows from their results that, in addition to the compound Poisson case, the parametric
rate of convergence 1/
√
n can only be attained for a class of Le´vy processes with infinite
activity and Blumenthal-Getoor index 0 (i.e. with ‘the mildest infinite activity possible’).
In this case, the jump measure driving the jumps is not finite, unlike in the compound
Poisson case, due to a nonintegrable discontinuity at the origin giving rise to the infinite
activity (for more details see Section 2.2.1). Therefore, the classical distribution function F
of the jump measure is only well-defined in R−, and for R+ one should consider the integral
of the right tail instead. Nickl and Reiß [2012] constructed a kernel-type estimator of this
generalised distribution function using the spectral approach and, following the insight
of Neumann and Reiß [2009], proved a functional central limit theorem under the norm
‖G‖`∞(R \(−ζ,ζ)) := sup|x|≥ζ |G(x)|, for some ζ > 0 fixed, identifying the limiting process.
For clarity, their result also applies to discretely observed compound Poisson processes
whose jump measure has a density with a finite second moment.
The machinery they developed and the strategy they took to prove their result was
general enough to prove functional central limit theorems under the standard uniform
norm in related problems. In particular, So¨hl and Trabs [2012] showed such theorem for
the simpler linear inverse problem of deconvolution mentioned above. Nickl and Reiß [2012]
conjectured that, in the compound Poisson case, a central limit theorem for the classical
distribution function F and with the unrestricted standard supremum norm ‖·‖∞ should
hold with their estimator and under the same assumptions. Indeed, Coca [2015] proved
such a result without any knowledge of γ ∈ R and λ > 0, following their strategy but
constructing a different estimator and considerably relaxing the regularity assumptions
therein. In Chapter 2 we discuss the difficulties faced when trying to use the estimator of
Nickl and Reiß [2012] in this case. Regarding the regularity assumptions, Coca [2015] sim-
ply assumed a finite logarithmic moment. Moreover, and despite using a kernel estimator,
Coca [2015] was able to make inference on a potential discrete component in the jump
distribution. To our knowledge, this is the first work in the literature of nonparametric
statistics to use such estimators for this purpose, especially when showing functional cen-
tral limit theorems. More importantly, the strategy he used is general enough to apply to
many other kernel estimators. It allowed him to construct statistical tests of each of the
components, which are also new. We remark that Buchmann and Gru¨bel [2003] were able
to show a central limit theorem for the mass function of the jump measure if this was the
only component present in it. In fact, the conclusions of their results are stronger for this
estimator than for that of F , although the assumption they make is still stronger than
the above-mentioned finite logarithmic moment condition. Coca [2015] also constructed
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estimators of λ and γ. For the former he showed a central limit theorem identifying the
variance of the asymptotic normal distribution, and for the latter he showed it converges
to γ at rate hn/
√
n, where hn is the bandwidth of the estimators. Due to the lack of
ill-posedness of the problem, hn can be chosen to decay exponentially fast to zero and the
rate of convergence of the estimator of γ is much faster than the parametric rate 1/
√
n.
This parallels the setting of continuous observations of Section 1.3, in which it can be
perfectly learnt Pr-almost surely with T > 0 arbitrarily small because it is the slope of
the observed process in any region with no jumps. No central limit theorem can be shown
for this estimator.
All the estimators of F in the works mentioned so far except for those in Coca [2015]
have the drawback that they do not return bona-fide distribution functions because they
are not monotonic and do not necessarily end at 1. The estimators in Coca [2015] do
have the former undesirable property which, as we argue in the next section, is unavoid-
able in these inverse problems unless further transformations are made. In the case of a
purely atomic jump distribution supported in R+, Buchmann and Gru¨bel [2004] showed
asymptotic normality of two estimators with such transformation, although that do not
necessarily end at 1.
Having stated the existence of functional central limit theorems for F in this inverse
setting, we are missing to touch upon the asymptotic efficiency of these estimators. Trabs
[2015a] recently identified the information lower bounds for this problem and for the more
general Le´vy processes considered by Nickl and Reiß [2012], assuming the associated Le´vy
measure is supported in R (more precisely, in Rd, but we are only concerned with the
case d = 1). Recall that Buchmann and Gru¨bel [2003] assumed F is supported in R+
and hence the lower bound may decrease in this restricted model. Nonetheless, and as
we show in the Section 2.6, the covariance function of their limiting process does not
attain the Crame´r–Rao bound of the unrestricted model and therefore their estimator is
not efficient. This point was also briefly mentioned by Buchmann and Gru¨bel [2003], who
already anticipated that their covariance may not be optimal; we quote the lines after the
paragraph quoted above from the Section 6.4 “Concluding remarks” in their work:
“However, numerical experiments such as given in Section 3 remind us of the
fact that a good rate is not a guarantee for high precision: comparing the left-
hand and the right-hand plots in Figure 1 shows that the constant in front of
the rate may be rather high.”
On the other hand, the covariance of the limiting process in the limit theorem in Coca
[2015], where no assumption on the support of the Le´vy measure is made, does attain
the information lower bound and our estimator is the first to be asymptotically efficient.
Similarly, the estimator of the intensity constructed by Coca [2015] is efficient too as we
argue in Section 2.6, and it is also the first to be so in the setting we consider. We note
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in passing that the estimator of the generalised distribution function of Nickl and Reiß
[2012] does attain the Crame´r–Rao bound for that particular object.
1.5 Organisation and contributions of the thesis
This thesis revolves around our manuscript Coca [2015] which, at the time of writing, is
under revision. In every chapter we explore the problem introduced in the previous section
focusing on different aspects of it, with each being a novel contribution to the solution and
understanding of it. No chapter or section in this thesis has arisen from any collaboration
with other individuals.
1.5.1 Chapter 2
As mentioned in Section 1.4.2, the problem has been tackled using two different ap-
proaches: the direct approach in Buchmann and Gru¨bel [2003] and the spectral approach
in Coca [2015]. The former is a natural approach in the more general problem of non-
parametric estimation of compound distributions whilst the latter has been extensively
used in the also more general problem of nonparametric estimation of discretely observed
Le´vy processes. In Chapter 2 we discuss the literature in these two fields that is directly
related to the estimation problem considered in this thesis. In particular, we construct and
carefully analyse existing estimators in different nonparametric problems of discretely ob-
served compound Poisson processes using both approaches. This allows us to conclude
that the two are formally equivalent and that all the estimators considered are very close
relatives of each other. To our knowledge, this has not yet been pointed out in the litera-
ture. In fact, the two approaches have even been described as different alternatives (cf. van
Es et al. [2007] and Comte et al. [2014]) or even as “quite different” (cf. Duval [2013a]).
We identify the reasons why the direct approach must require stronger assumptions than
the spectral approach, hence advocating the use of the latter and giving rise to a number
of open problems that have not yet been proposed. We also show the close relationship
between existing estimators constructed through the spectral approach. Additionally, we
study the efficiency of the estimators, which allows us to further explore their differences.
We provide new insight into the topic of efficiency in our setting and, in particular, ar-
gue how estimators that are not efficient can achieve this property. All these discussions
are novel and give much more understanding into the problem than what there currently
seems to be in the literature.
1.5.2 Chapter 3
Chapter 3 contains the theoretical results in Coca [2015]. As mentioned in Section 1.4.2,
we are the first solve the general problem stated in Section 1.4.1 and we do so under mild
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assumptions. More specifically, under the low-frequency regime of Section 1.4 we construct
efficient nonparametric estimators of the jump distribution and of the Le´vy distribution
(the integrated Le´vy measure introduced in Section 1.1). These include a kernel estimator
of a potential mass function without knowledge of it, which is a novel addition to the field of
nonparametric statistics. Furthermore, the construction generalises to other existing kernel
estimators and it gives rise to new procedures to test the presence of an atomic and/or
an absolutely continuous component in a distribution. We prove functional central limit
theorems using the uniform norm for all quantities, and the limiting Gaussian processes are
identified. This allows us to conclude efficiency of both estimators. We also construct novel
and efficient estimators of λ and show asymptotic normality of them. These improve upon
existing naive estimators in that they are the first to be consistent, and also efficient, in the
setting when jumps may cancel each other in the observation (1.4.1). We also construct a
novel estimator of γ and prove that its rate of convergence is exponential in the number
of observations. This is an unusual rate and has not yet been observed in the literature
discussed in Chapter 2. The main result in Coca [2015] and in Chapter 3 also identifies
the asymptotic dependence structure of all quantities involved. We are the first to include
this, which is of great interest for applications.
1.5.3 Chapter 4
In Chapter 4 we illustrate the applications, implementation and practical performance
of the results from Chapter 3. In particular, in Section 4.2 we discuss the construction
of confidence regions, goodness-of-fit tests, two-sample tests and tests for the presence
of an atomic and of an absolutely continuous jump component. In Section 4.3 we give
numerous details of the implementation required to use these in practice and also include
the implementation using the estimator of the jump distribution proposed by Buchmann
and Gru¨bel [2003]; indeed, they only included the implementation of their estimator of
the mass function, which is what they refer to in the second quote we gave in Section
1.4.1. Lastly, in Section 4.3 we illustrate, analyse and compare their practical perfor-
mance through simulations in several realistic settings. We also include the study of the
empirical coverage of the respective confidence regions, both individually and jointly in
the parameters, in order to analyse their fitness for testing procedures. These studies are
scarce if not inexistent in existing literature on our problem and on closely related ones.
Furthermore, due to our detailed analysis, we identify behaviours that have not yet been
reported in related literature and, therefore, the section serves as a solid basis for further
interesting investigations that we propose there. We also give practical recommendations
to circumvent issues arising in the implementation and simulations of the estimators. Most
of the discussions of Section 4.2 appeared in the first version of the manuscript Coca [2015]
but not in a second one, and the results in the rest of the sections are new contributions
to the literature.
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Unifying existing literature
The problem we consider in this thesis falls into two more general problems: nonpara-
metric estimation of compound distributions and of discretely observed Le´vy processes.
Nonparametric estimators in these problems have generally been constructed through two
natural but different approaches, especially to prove functional central limit theorems:
what we refer to as the direct approach and the so-called spectral approach. We discuss
them in Sections 2.1 and 2.2, respectively, focusing mostly on nonparametric estimation
of F and related quantities in the compound Poisson case. We review closely related lit-
erature along the way. In Section 2.3 we explicitly identify the links between these two
(generally regarded as different) approaches and conclude the existing estimators con-
structed from them are very close relatives of each other. We also identify why, in the
low-frequency regime introduced in Section 1.4, results following from the direct approach
do and must require stronger assumptions than those derived from the spectral one, and
thus argue that the latter should be the preferred approach when developing results in
this area. In Section 2.4 we discuss existing estimators of the intensity and of the drift,
and in Section 2.5 we discuss estimation of the process as a whole. Finally, in Section 2.6
we study the efficiency of all the estimators and make several new remarks on the topic.
In Sections 2.3 and 2.6 we propose some new open problems. We therefore believe this
chapter considerably increases the understanding of the problem and related ones, and we
consider it a contribution to the literature in itself.
2.1 The direct approach
The direct approach is a natural one when nonparametrically estimating compound dis-
tributions. Therefore, we briefly introduce these prior to introducing the approach.
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2.1.1 Compound distributions
In Section 1.4 of the last chapter we set up the framework in which the results of the
rest of the thesis are developed. In particular, in (1.4.1) we gave the expression for the
quantities we work with throughout. In view of it and if we assume γ = 0, the increment
of a (zero-drift) compound Poisson process can be written as
Z =
M∑
j=1
Yj , (2.1.1)
where M is a Poisson distribution with parameter λ∆ and Y1, Y2, . . . is any sequence
of i.i.d. real-valued random variables with distribution F . With this interpretation, it
is said that Z follows a compound Poisson distribution and, if we let M be a general
distribution supported in N and drop the i.i.d. assumption of the jumps, it follows a
general compound distribution. Therefore, our problem falls into that of estimating the
defining parameters of compound distributions from n (independent) observations of them,
Z1, . . . , Zn. Estimating discretely (and possibly randomly) observed renewal processes also
falls into this problem, and that of estimating some queues is intimately related to it. These
models are of great interest in a myriad of modern applications and we refer the reader
to Daley and Vere-Jones [1998], Asmussen [2008] and Embrechts et al. [2013] for more
details. Consequently, in the last decade and a half, research on nonparametric estimation
of these distributions, and in particular of compound Poisson distributions, has been very
active. In this section we review the literature that is most related to Coca [2015], focusing
our attention on those works concerning estimation of compound Poisson distributions.
In order of appearance, these are Bøgsted and Pitts [2010], Buchmann and Gru¨bel [2003],
Hansen and Pitts [2006], Duval [2013a], Comte et al. [2014] and Buchmann and Gru¨bel
[2004]. We heuristically discuss the construction of their estimators and we refer the reader
to the respective works for the rigorous results.
2.1.2 Nonparametric estimation with the direct approach
Let %i denote the probability of M being equal to i ∈ N which, for a compound Poisson
distribution with parameter λ∆, is e−λ∆ (λ∆)
i
i! . Assume the jumps Y1, Y2 . . . are i.i.d. with
distribution F . Then, with probability %i, Z is the sum of i i.i.d. random variables with
distribution F . If we denote the distribution function of Z by G, it means that
G(x) =
∞∑
i=0
%iF
∗i(x), x ∈ R, (2.1.2)
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where ∗i denotes the i-fold convolution, and we write
F ∗i(x) :=
∫ x
−∞
dF ∗i, x ∈ R, for any distribution function F . (2.1.3)
The mapping taking F to G following from display (2.1.2) is generally called the convo-
lution operator. Hence, most of the literature in nonparametric estimation of the jump
distribution of a compound distribution focuses on inverting this operator appropriately
under different settings. In essence, this undoes the compounding operation in Z by un-
tangling the series above and gives an expression for F in terms of G. Then, estimators
can be constructed by estimating G from the observations Z1, . . . , Zn and plugging this
into the corresponding expression for F .
Generally, and partly following the discussions in Bøgsted and Pitts [2010], the first
step to invert the convolution operator is to write the equivalent expression to (2.1.2) for
some transform such as the Fourier transform:
FdG (u) =
∞∑
i=0
%i (FdF (u))i , u ∈ R, (2.1.4)
or, more concisely,
FdG = Γ(FdF ), where Γ(z) :=
∞∑
i=0
%iz
i, z ∈ C . (2.1.5)
This is a power series with radius of convergence greater than or equal to 1, so (2.1.4) is
well-defined because supu∈R |FdF (u)| ≤ 1. The idea then is to invert or ‘revert’ the series
and take Fourier inverse transforms: define Γ0 := Γ− %0 and dG0 := dG− %0δ0, where δ0
is Dirac’s delta distribution at zero. Then we have that, formally, for some sequence of
real numbers pi1, pi2, . . .,
FdF (u) =
∞∑
i=1
pii (FdG0(u))i =: Γ−10 (FdG0(u)), u ∈ R, (2.1.6)
and the resulting expression is
dF = F−1[Γ−10 (FdG0)] = ∞∑
i=1
piidG
∗i
0 , (2.1.7)
where, in line with the definition in (1.1.3),
F−1f := 1
2pi
∫
R
e−i·uf(u)du
for any f for which this exists in a distributional sense. Note that we have written dF
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in terms of dG0 and not of dG. In view of (2.1.1), the probability of Z being an empty
sum is %0, so dG0 represents the component of the distribution function of Z arising from
sums of 1 or more jumps. This is the only component containing information about F and
hence it is not surprising it features in (2.1.7) in place of dG.
Formal expression (2.1.7) is then the departure point of Buchmann and Gru¨bel [2003],
Hansen and Pitts [2006] and Bøgsted and Pitts [2010] to construct estimators of the jump
distribution F , and of Duval [2013a] and Comte et al. [2014] to construct estimators of its
density when it exists. The first ones to take this approach were Buchmann and Gru¨bel
[2003], who developed their results for compound Poisson distributions in order to estimate
discretely observed compound Poisson processes, and named the problem decompounding.
It was later extended for compound geometric distributions by Hansen and Pitts [2006]
to estimate M/G/1-queues and, finally, Bøgsted and Pitts [2010] solved the problem for
more general compound distributions. All three assumed knowledge of the compounding
distribution M which, in the compound Poisson case, implies assuming knowledge of the
intensity λ. However, we emphasise that this is not needed to use the direct approach
and, indeed, Duval [2013a] and Comte et al. [2014] developed their results assuming no
knowledge of λ.
Formally, (2.1.7) can be integrated to give
F (x) = Λ(G0)(x) :=
∞∑
i=1
piiG
∗i
0 (x), x ∈ R, (2.1.8)
where we have used the notation introduced in (2.1.3). Then, if we have knowledge of
the sequence pi1, pi2, . . ., we can estimate G0 from the observations Z1, . . . , Zn, plug its
expression into the last display and obtain an estimator of F . In order to estimate G0
we need to estimate G and %0. The former can be achieved by the empirical distribution
function introduced in Section 1.3.1. Yet, how to estimate %0 is not so clear: it is the
probability of Z being the sum of no jumps, so the first idea is to estimate it by the
proportion of zero observations. However, some zero observations may be the result of
cancellations of several jumps since the mass of dG at zero can be larger than %0. It is
easy to check that the probability of this happening when dF has no discrete component
in R+ and/or R− is zero. This includes the case of dF being supported only in R+ or
R− and dF being absolutely continuous with respect to Lebesgue’s measure. Therefore,
in such situations we can use the naive estimator
%˜0,n :=
1
n
n∑
k=1
1{0}(Zk). (2.1.9)
This is one of the reasons why Buchmann and Gru¨bel [2003], Hansen and Pitts [2006] and
Bøgsted and Pitts [2010] assume dF is supported in R+ although, as we mention later, it
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is not the only one. With this assumption, let
G˜0,n(x) :=
1
n
n∑
k=1
1[0,x](Zk)− %˜0,n :=
1
n
n∑
k=1
1(0,x](Zk), x ∈ R,
and, thus, F can be estimated by
F˜n(x) := Λ(G˜0,n)(x) :=
∞∑
i=1
piiG˜
∗i
0,n(x), x ∈ R . (2.1.10)
Subject to the aforementioned specialisations of the sequence pi1, pi2, . . . and setting ∆ = 1
without loss of generality, this is the estimator Buchmann and Gru¨bel [2003], Hansen and
Pitts [2006] and Bøgsted and Pitts [2010] propose.
A priori, it is not clear that the infinite sum in (2.1.10) converges. In fact, it may well
diverge as x→∞: noting that the mass of dG˜0,n is 1− %˜0,n, the formal limit is
lim
x→∞ F˜n(x) :=
∞∑
i=1
pii(1− %˜0,n)i.
In general, the convergence of this series is not guaranteed, as it can be easily seen for the
compound Poisson distribution with parameter λ∆ > 0. In this case, pii = (−1)i+1 eiλ∆λ∆i ,
so
lim
x→∞ F˜n(x) :=
1
λ∆
∞∑
i=1
(−1)i+1
(
eλ∆(1− %˜0,n)
)i
i
. (2.1.11)
This is the famous Mercator series and it converges if eλ∆(1 − %˜0,n) ≤ 1. In view of the
definition of %˜0,n in (2.1.9), together with the assumption of dG having mass %0 at zero and
the law of large numbers, %˜0,n is arbitrarily close to %0 in sets of probability approaching
1 as n→∞. Noting that for the compound Poisson distribution %0 = e−λ∆, we can thus
assume the condition for the last display to converge (in sets of probability approaching
1 as n→∞) is that eλ∆ − 1 < 1. Equivalently, λ∆ < log 2, in which case,
lim
n→∞ limx→∞ F˜n(x) :=
log(eλ∆)
λ∆
= 1,
as expected. Intuitively, λ∆ is the expected number of jumps in an observation of Z.
Due to log 2 < 1, condition λ∆ < log 2 means that in many occasions we expect to
directly observe the jumps whose distribution we are trying to estimate. These calculations
also show that for the more interesting case of larger values of λ∆, (2.1.10) diverges as
x → ∞. The assumption of dF being supported in R+ allows Buchmann and Gru¨bel
[2003], Hansen and Pitts [2006] and Bøgsted and Pitts [2010] to circumvent this problem
and to justify all of the steps we gave to arrive to (2.1.8) by paying some price: for any
τ > 0, they introduce the norm ‖f‖∞,τ := supx≥0 e−τx|f(x)| and the space Dτ := {f :
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f ca`dla`g and limx→∞ e−τxf(x) exists}. The metric space (Dτ , ‖·‖∞,τ ) is Banach and weak
convergence in it is with respect to the σ-algebra generated by its closed balls as defined
in Pollard [1984], p. 199. Then, assuming τ is large enough, they prove that the series
in (2.1.8) converges in Dτ , and so does that in (2.1.10) with probability tending to 1 as
n→∞. Furthermore, they show that, as n→∞
√
n
(
F˜n − F
)
→ BF (2.1.12)
in distribution in (Dτ , ‖·‖∞,τ ), where BF is a centred Gaussian process with covariance
structure
ΣB
F
x,y :=
∫
[0,x]
∫
[0,y]
G0 ((x− z1) ∧ (y − z2))H(dz1)H(dz2)−G0∗H(x)G0∗H(y), x, y ≥ 0,
with
H(x) :=
∞∑
i=1
ipiiG
∗(i−1)
0 (x), x ≥ 0.
In their proofs they work with the Laplace transform L in place of Fourier’s transform
to justify the formal calculations above. For their (damped) Laplace transforms to be
smaller than the radius of convergence of the series in (2.1.6), they need to assume τ is
large enough. In the case of a compound Poisson distribution with parameter λ∆, the
condition is
LdF (τ) :=
∫
e−τxdF (x) <
log 2
λ∆
. (2.1.13)
This agrees with our discussion above in which we argued that if λ∆ < log 2 then F˜n is
well-defined without having to introduce any dampening.
The results of Buchmann and Gru¨bel [2003], Hansen and Pitts [2006] and Bøgsted
and Pitts [2010] are important for several reasons: they were the first of their kind; they
apply to very general compounding distributionsM and make no further assumptions on F
than it being supported in R+; and, in addition to resulting in 1/
√
n-consistent estimation
of F , confidence regions and goodness-of-fit tests for F can be developed. Nevertheless,
they have some undesirable practical drawbacks: they assume knowledge of the sequence
pi1, pi2, . . ., or in particular of λ in the compound Poisson case; they require F to be
supported in R+; and the convergence under the exponentially downweighted supremum
norm ‖·‖∞,τ implies the resulting estimation for F is not valid away from the origin. In line
with this, the confidence regions derived from their results are not ‘bands’ but they diverge
exponentially away from the origin in general. In addition, and as we argue in Section 2.6
below, the covariance ΣB
F
x,y does not coincide with the lower bound developed by Trabs
[2015a] for the compound Poisson case. The qualitative assumption of the support of F
being in R+ means the lower bound in the model of Buchmann and Gru¨bel [2003] cannot
be larger and hence their estimator is not asymptotically efficient. As mentioned in Section
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1.3.2, this has the drawbacks that the size of the resulting confidence regions and the power
of the goodness-of-fit tests following from their results are not optimal. Imposing some
alternative but mild assumptions on F , and in the compound Poisson setting, in Section
2.2.2 we construct an estimator that avoids all these limitations and that is asymptotically
efficient.
Duval [2013a] and Comte et al. [2014] make inference on a discretely observed (zero-
mean) compound Poisson process with unknown, although bounded, intensity λ assum-
ing dF is absolutely continuous with respect to Lebesgue’s measure. Furthermore, they
develop their results under the so-called high-frequency observation regime, in which
∆ = ∆n → 0 and n∆n → ∞ as n → ∞. This means that, as more data becomes
available, jumps are directly observed in the limit and the number of these tends to infin-
ity. Therefore the ill-posedness of the problem vanishes asymptotically and the problem
should simplify to the classical density estimation problem from i.i.d. observations. Indeed,
the recent results of Mariucci [2016] imply both experiments are asymptotically equivalent
(in the Le Cam sense), which was already hinted at by the statement of the results of
Duval [2013a] and Comte et al. [2014].
Their estimators are built upon the following observations. Under the assumption of
dF having a density f and in view of (2.1.2), dG = %0δ0 + (1− %0)g0 for a density g0 and
these densities are explicitly related by formal expression (2.1.7). Hence, recalling that
pii = (−1)i+1 eiλ∆λ∆i and %0 = e−λ∆, and due to ∆ = ∆n → 0, we have that for a finite I ∈ N
f(x) ≈
I+1∑
i=1
(−1)i+1
i
(eλ∆ − 1)i
λ∆
g∗i0 (x), x ∈ R . (2.1.14)
Two of the standard ways to estimate a density from i.i.d. observations are through wavelet
and kernel estimators. Duval [2013a] and Comte et al. [2014] take these two approaches,
respectively, and they input the resulting density estimates of g0 on the right hand side
of the last display to obtain an estimator of f . They also estimate the coefficients in the
linear combination: Duval [2013a] plugs-in the estimator
λ˜n := − 1
∆
log(%˜0,n) (2.1.15)
in them motivated by the fact that %0 = e
−λ∆ and that the naive estimator (2.1.9) is
consistent because they assume dF has no atoms; and Comte et al. [2014] propose an
alternative quantity that directly estimates the coefficients.
Below we make a comparison with the estimator of f of Comte et al. [2014], so we give
a few details of it now. They estimate g∗i0 using the kernel estimators for convolutions of
densities proposed in Chesneau et al. [2013]. Note that g0 is the density of the conditional
distribution of the increments given they are not zero. Thus, conditioning on the number
of non-zero increments being m = m(n) ∈ N and denoting them by Z˜1, . . . , Z˜m, the
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empirical version of its characteristic function is
ϕ0,n(u) :=
1
m
m∑
k=1
eiuZ˜k , u ∈ R .
Then, for any i ≥ 1 they propose the estimator
g˜∗i0,n(x) := F−1
[
(ϕ0,n)
i 1[−h−1n ,h−1n ]
]
(x), x ∈ R, (2.1.16)
for some appropriate choice of hn, the so-called bandwidth, such that hn → 0 as n →
∞. Note that the indicator function can be introduced into the i-th power and merged
with ϕ0,n. By the property that products of functions in the frequency domain become
convolutions in the ‘space’ domain, we see that their estimator of f is essentially a plug-in
estimator where g0 in (2.1.14) is substituted by a kernel estimator.
After constructing these estimators, Duval [2013a] and Comte et al. [2014] assume
the unknown density f belongs to a Besov and to a Sobolev ball, respectively, and show
they are adaptive to its regularity with the Lp(C), p ≥ 1, and L2(R) losses, respectively,
where C ⊆ R is compact. As anticipated, the minimax rates of the problem coincide with
those of the classical density estimation problem. Notice that the estimators obtained
by setting I = 0 are the classical density estimators, which is a natural choice since in
the limit we are in the continuous observations regime of Section 1.3. Yet, this estimator
only achieves the minimax rates of the problem if ∆n decays sufficiently fast and this
condition can be relaxed by larger choices of I. Lastly, note that due to λ∆n < log 2 for
n large enough, the tail of the series in (2.1.8) and (2.1.10) are negligible, so there is no
need to consider the spaces Dτ for those expressions to be well-defined. Therefore, in this
observation regime, the estimator of Buchmann and Gru¨bel [2003] and the estimators of
F resulting from integrating the density estimators of Duval [2013a] and Comte et al.
[2014] are very similar for finite samples.
The approach of inverting the convolution operator has been used by other authors to
solve related problems. Antunes and Pipiras [2011] extend the results of Bøgsted and Pitts
[2010] to unknown compounding distribution functions M . For this they need to assume
they have i.i.d. observations of M , which departs from the ‘know-nothing’ approach we
take here. Concerning density estimation, Duval [2013b] extends the results of Duval
[2013a] to renewal processes and Comte et al. [2015] extend those in Comte et al. [2014]
to mixed compound Poisson process. The difference of the latter with our setting is that
the intensity λ is random and therefore, instead of assuming they have n observations
of a path, they assume they have one discrete observation of n independent paths. This
falls into the problem of estimating renewal processes that have been observed discretely
at random. Also with the direct approach, Duval [2014] studies the identifiability of a
discretely observed compound Poisson process when ∆ = ∆n →∞ as n→∞.
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In addition to the estimator of F discussed above, Buchmann and Gru¨bel [2003] con-
structed an estimator of the jump mass function assuming dF is purely discrete and
supported in N \{0}. Its expression can be found in Section 4.3.2 and here we limit our-
selves to giving the general idea to build it. Note that in this setting, dG is also purely
atomic but with support in N. The construction of their discrete estimator is similar to
that of the general estimator of F discussed above: they depart from the so-called Panjer
recursion, which expresses the mass of the atoms of dG recursively and in terms of those
of dF (we emphasise that this recursion can be derived from (2.1.2)); they invert the
series and recursively write the mass of the atoms of dF in terms of those of dG; finally,
they input the empirical value of the mass of each atom of dG. We remark that, if in
pii = (−1)i+1 eiλ∆λ∆i in (2.1.10) λ is substituted by λ˜n, then, crucially, the expression for the
estimator of the mass of an atom of dF we just constructed corresponds to the evaluation
of (2.1.10) at the corresponding integer. Therefore, the cumulative sum of these corre-
sponds to their general estimator of F in Buchmann and Gru¨bel [2003] with the empirical
version of its coefficients. Assuming the mass function of dF is in the spacea ∈ [0, 1]N \{0} :
∞∑
j=1
aj = 1 and
∞∑
j=1
a
1/2
j <∞
 ,
they prove a central limit theorem in this space with the norm
∑∞
j=1 |aj | and identify the
limiting centred Gaussian process. In Section 2.6 we show that, unlike ΣB
F
, its covariance
coincides with the lower bound developed by Trabs [2015a] as a consequence of the sub-
stitution of λ by λ˜n in the coefficients pii. Efficiency of the estimator does not necessarily
follow because we ignore whether the qualitative assumption of the distribution being
discrete and supported in R+ makes the bound decrease. Note that, due to the connection
with (2.1.10), whose series has alternating signs, the estimator of the mass of each atom
is not necessarily contained in [0, 1]. Subsequently, in Buchmann and Gru¨bel [2004] they
propose a transformation to circumvent this and a very similar estimator combining likeli-
hood ideas with this transformation. They show the estimators converge at the parametric
rate, and identify the limiting processes of the finite-dimensional distributions. These are
no longer Gaussian, except when dF does not have compact support, in which case they
coincide with the limiting Gaussian process in the discrete case considered by Buchmann
and Gru¨bel [2003].
2.2 The spectral approach
The spectral approach is a natural one when nonparametrically estimating discretely ob-
served Le´vy processes. Therefore, we briefly introduce these processes prior to introducing
the approach.
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2.2.1 Le´vy processes
The definition of a Le´vy process has already been introduced in Section 1.1 so we do not
give it again. Instead, here we focus on giving intuition about them and on the general
Le´vy-Khintchine formula for their characteristic function.
Roughly speaking, a Le´vy process is a generalisation of a compound Poisson process
with drift (recall its expression in (1.1.1)) in that it contains an independent Brownian
motion and an independent pure jump process with infinitely many small jumps in any
finite interval. Due to this rich structure and their tractability they have proven very useful
when modelling systems with more complicated random shocks than those observed in
the applications mentioned in Section 1.1. They have been used in many fields and are
particularly important in mathematical finance (cf. Cont and Tankov [2003] and references
therein for instance).
The celebrated Le´vy-Khintchine representation (cf. Chapter 2.8 in Sato [1999]) states
that if (Xt)t≥0 is a one-dimensional real-valued Le´vy process then its characteristic func-
tion can be written as
ϕt(u) = exp
(
t
(
ibu− σ
2u2
2
+
∫
R \{0}
(eiux − 1− iux1|x|≤1) ν(dx)
))
, (2.2.1)
where b ∈ R is a drift parameter, σ2 ≥ 0 is a diffusion parameter and ν, the Le´vy measure,
is a σ-finite nonnegative measure concentrated on R \{0} satisfying∫
R \{0}
(
1 ∧ x2) ν(dx) <∞. (2.2.2)
In view of (1.1.4), we readily see that our compound Poisson setting corresponds to σ = 0,
ν being a finite measure, and b = γ +
∫
(1 + x1|x|≤1) ν(dx). In fact, by the definition of a
compound Poisson process, see Chapter 1.4 in Sato [1999], and by the Le´vy-Khintchine
representation above, ν has finite mass if and only if the jump component of the Le´vy
process it arises from is a compound Poisson process; this is called the finite activity case.
The reason why ν is not a finite measure in the rest of Le´vy processes is because in general
it has a nonintegrable singularity at the origin controlled by condition (2.2.2). Indeed, it
is this singularity that gives rise to the infinitely many small jumps in any finite interval
mentioned above. This is referred to as the infinite activity case and is generally split
into processes of (locally) finite variation and of (locally) infinite variation, depending on
whether ∫
R \{0}
(1 ∧ |x|) ν(dx) (2.2.3)
is finite or infinite, respectively. This division of the degree of activity of the small jumps
can be further refined by introducing the Blumenthal–Getoor index of the process, defined
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as
inf
{
p ≥ 0 :
∫
R \{0}
(1 ∧ |x|p) ν(dx) <∞
}
= inf
{
p ≥ 0 : lim
|u|→∞
Ψ(u)
|u|p = 0
}
,
where Ψ is the so-called Le´vy exponent and satisfies that ϕt(u) =: exp (tΨ(u)) , u ∈ R.
Whilst the first expression is the usual definition of the index, the second characterisation
provides us with more insight for statistical purposes: if the Blumenthal–Getoor index
is strictly positive or if there is a Gaussian component in the Le´vy process, the tails of
the characteristic function decay exponentially fast in the sense of the last display. If the
index and σ are zero, they decay polynomially fast if the infimum is not attained, and they
are bounded below if it is attained. The last case of course corresponds to the compound
Poisson process. The Blumenthal–Getoor index can be defined for the more general Feller
processes and, for more details, we refer the reader to Sections 5.2 and 5.3 in Bo¨ttcher
et al. [2014], and to Section 5 in Schilling [1998] for a proof of the second characterisation
in the last display.
2.2.2 Nonparametric estimation with the spectral approach
In this section we are concerned with nonparametric estimation of the Le´vy measure, or
of quantities closely related to it, of a ∆-discretely observed Le´vy process. We therefore
assume we have observations X∆, . . . X∆n for some ∆ > 0 and n ∈ N, and, by property
(ii) in page 5, we work with the i.i.d. increments Zk := Xk∆−X(k−1)∆, k = 1, . . . , n. Just
as above, when we speak of the observations, we are referring to the increments.
The starting point when estimating compound distributions through the direct ap-
proach was the explicit expression (2.1.2) of the distribution of the increments in terms
of the jump distribution. However, due to the richer structure of Le´vy processes, no such
general expression for their increments exists. Instead, a more natural way of relating the
law of the increments with the defining parameters of the process is through the Le´vy-
Khintchine formula for its characteristic function given by (2.2.1) with t = ∆. Intuitively,
this expression has untangled at once the parameters implicitly contained in the obser-
vations. In the compound Poisson case, we immediately see this by comparing it to the
much-less-informative relationship between them of the direct approach in (2.1.2). Conse-
quently, the focus is no longer on decompounding (at least explicitly) but on how to isolate
the influence that each parameter has on the characteristic function, or equivalently on
the observations, and on how to invert it. As we conclude in Section 2.3, in the compound
Poisson case this approach gives similar estimators but with more desirable properties that
hold under milder assumptions. Prior to embarking on the construction of the estimators
for this particular case, we discuss estimation for more general Le´vy processes. We remark
that the spectral approach we use in this section was first introduced by Belomestny and
Reiß [2006].
In Section 2.2.1 we saw that, in general, the Le´vy measure has a nonintegrable singular-
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ity at the origin. Therefore, the only Le´vy processes for which the cumulative distribution
function of this measure exists are those whose jump component is a compound Poisson
process. From now on, let us denote this quantity by
N(x) :=
∫ x
−∞
dν := λF (x), x ∈ R
(this is capital ν and should not be confused with the Poisson process (Nt)t≥0 in the
previous chapter or with a normal distribution N(·, ·)). In the rest of the cases, existing
literature in the field has considered functionals of the Le´vy measure that in one way or
another avoid its singularity at the origin. For instance, the generalised Le´vy distribution
NG(x) :=
{ ∫ x
−∞ dν if x < 0,∫∞
x dν if x > 0,
and more general functionals that smooth out the singularity such as
N (x) :=
∫ x
−∞
ρ(y)y2ν(dy), x ∈ R,
where, for some C > 0, 0 < ρ(x) ≤ C (1 ∧ x−2) satisfies some regularity assumptions.
Neumann and Reiß [2009] studied the ill-posedness of the inverse problem of estimating
quantities of this type and showed its auto-deconvolution structure mentioned in Section
1.4.1. We note in passing that Chen et al. [2010] also studied the optimal rates of con-
vergence in a related problem, obtaining the same results and others that complement
them. Therefore, and in view of the remark about the decay of the characteristic function
made at the end of Section 2.2.1, the parametric rate of convergence 1/
√
n may only be
attained when σ and the Blumenthal–Getoor index are 0. Indeed, Nickl and Reiß [2012]
proved a Donsker theorem for the generalised Le´vy distribution NG for processes whose
characteristic function decays at most with a low polynomial order. These, of course, in-
clude the compound Poisson process so we now heuristically construct their estimator. By
the remarks at the end of Section 2.2.1, these processes are (locally) of bounded variation,
in which case the characteristic function of the increments can be written as
ϕ := ϕ∆(u) = exp
(
∆
(
ibu+
∫
R \{0}
(eiux − 1) ν(dx)
))
, (2.2.4)
for some b ∈ R that for simplicity of the exposition we assume to be zero from now on. We
note in passing that, in the compound Poisson case, ϕ corresponds to FdG of Section 2.1.2
and we use both notations interchangeably throughout. In view of condition (2.2.3) and
assuming ν has finite first moment, the Le´vy measure can be reached if we differentiate
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the last display once: we have that
ϕ′(u)
ϕ(u)
= i∆
∫
R
eiuxx ν(dx) =: i∆F [ · ν] (u), u ∈ R,
so, heuristically,
NG(x) =
1
i∆
∫
R
f (G)x (y)F−1
[
ϕ′
ϕ
]
(dy), where f (G)x (y) =

1/y 1(−∞,x](y) if x < 0,
1/y 1[x,∞)(y) if x > 0.
Nickl and Reiß [2012] assumed ν is absolutely continuous with respect to Lebesgue’s
measure and that F [·ν] is square integrable. Thus, for |x| ≥ ζ with ζ > 0 fixed, this
expression for NG is well-defined by Plancherel’s theorem. The idea to construct the
estimator is to substitute the characteristic function and its derivative by the empirical
counterparts
ϕn(u) :=
1
n
n∑
k=1
eiuZk and ϕ′n(u) :=
i
n
n∑
k=1
Zke
iuZk , u ∈ R .
Indeed, Neumann and Reiß [2009] showed that ϕn and ϕ
′
n converge uniformly to ϕ and
ϕ′ in compact intervals of slow enough increasing size if
∫
(1 ∨ | · |β) dν < ∞ and ∫ (1 ∨
| · |2+β) dν < ∞, respectively, for some β > 0. With this in mind, Nickl and Reiß [2012]
introduced a kernel function K such that∫
R
K(x) dx = 1 and supp (FK) ⊆ [−1, 1], (2.2.5)
and a bandwidth hn → 0 as n → ∞. Let Khn := 1/hnK(·/hn), which is called an
approximation to the identity because in the limit as n → ∞ it acts as the identity of
the convolution operation or, equivalently, as the identity of the product in the frequency
domain. With the conditions above, supp (FKhn) = supp (FK(hn·)) ⊆ [−h−1n , h−1n ], and
their estimator is
N̂Gn (x) =
1
i∆
∫
f (G)x (y)F−1
[
ϕ′n
ϕn
FKhn
]
(y) dy, |x| ≥ ζ.
Assuming the finite 2 +β moment condition, Nickl and Reiß [2012] showed this estimator
is well-defined (asymptotically in probability) and, as n→∞,
√
n
(
N̂Gn −NG
)
→D GG in `∞ (R \(−ζ, ζ)) , (2.2.6)
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where GG is a centred Gaussian process with covariance structure
ΣG
G
x,y :=
1
∆2
∫
R
((
·f (G)x
)
∗ F−1[ϕ−1(−·)] (z))((·f (G)y ) ∗ F−1[ϕ−1(−·)] (z))P (dz),
with |x|, |y| ≥ ζ, ϕ−1 := 1/ϕ and where P is the law of the increments (for the compound
Poisson case it corresponds to dG of Section 2.1.2 and use both notations interchangeably).
As Nickl and Reiß [2012] remarked, convolution with F−1[ϕ−1(−·)] is mathematically
equivalent to deconvolution with P and hence the former is the key quantity in ΣG
G
x,y .
By the arguments above, the class of Le´vy processes Nickl and Reiß [2012] considered is,
essentially, the largest class for which such a result can hold. This has a few consequences:
they had to stay away from the origin and, furthermore, they had to differentiate the
characteristic function, hence having to assume ν has a density such that
F [ · ν] ∈ L2(R) and
∫
(| · | ∨ | · |2+β) dν <∞ for some β > 0.
In Section 3.2 they conjectured that for the compound Poisson case, where ν has no
singularity at the origin, it should be possible to take ζ = 0 and avoid the first condition
of this display by adapting their method. We were not able to do this with their estimator
because when |x| ≥ ζ = 0, f (G)x is no longer square integrable so issues arise in the proofs.
Instead, we constructed a different estimator which, moreover, allowed us to avoid the
condition of ν having a density (although this can also be avoided with their estimator by
the same idea we introduce in Chapter 3) and the moment condition. To construct it, we
do not differentiate the characteristic function and only have to control ϕn so, from the
arguments above, we only need
∫
(1 ∨ | · |β) dν < ∞ for some β > 0. In fact, in Chapter
3, we refine the result of Neumann and Reiß [2009] to only require a finite logarithmic
moment. We remark that this simplification can only be attained when controlling ϕn and
not any of its derivatives (at least with the arguments in Neumann and Reiß [2009]).
Prior to focusing on the compound Poisson case, we briefly discuss the other existing
functional central limit theorems for general Le´vy processes. Recall the high-frequency
regime introduced in Section 2.1.2, in which ∆ = ∆n → 0 and n∆n → ∞ as n → ∞. In
this setting, an increasingly large number of jumps is observed as n → ∞ so, intuitively,
the ill-posedness of the problem should decrease considerably in the limit and it should be
possible to attain the parametric rate of convergence for a much larger class of processes
than that considered in Nickl and Reiß [2012]. Indeed, Kappus and Reiß [2010] extended
the results of Neumann and Reiß [2009] to this observation regime showing that, even
when σ2 > 0, the parametric rate can be attained if ∆n is chosen appropriately. With
this insight and the machinery developed in Nickl and Reiß [2012], Nickl et al. [2016] have
recently constructed estimators of N , and showed a functional central limit theorem under
the standard supremum norm for, essentially, the largest class of processes for which such
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a result can hold. They also include results for NG but, for simplicity, here we only discuss
those for N . They construct two estimators, a naive one, or linear, based on the intuitive
fact that the jumps are observed in the limit as ∆n → 0, and a non-linear one based on the
spectral approach. For the first, they use that the law of the increments P = P∆ satisfies∫
R
ρ(x)x2
P∆(dx)
∆
→ σ2ρ(0) +
∫
R
ρ(x)x2ν(dx) as ∆→ 0,
for any continuous and bounded ρ, and, assuming σ = 0, the estimator is thus given by
N˜n(x) := 1
n∆n
n∑
k=1
ρ(Zk)Z
2
k 1(−∞,x](Zk), x ∈ R .
For the second they do not assume σ = 0 and, noting that that the Le´vy exponent satisfies
Ψ′′(u) =
ϕ′′∆(u)ϕ∆(u)− (ϕ∆)2(u)
∆(ϕ∆)2(u)
= −σ2 −F [ ·2ν] (u),
the spectral estimator is given by
N̂n(x) := −
∫ x
−∞
ρ(y)F−1[(Ψ′′n + σˆ2n)FKhn] (y)dy, x ∈ R,
where Ψ′′n is the empirical version of the fraction in the second to last display and σˆ2n is a
consistent estimator of σ2 with certain properties. Then, under some stronger assumptions
than in Nickl and Reiß [2012], they show that, as n→∞,√
n∆n
(
N˜n −N
)
→D GN and
√
n∆n
(
N̂n −N
)
→D GN in `∞(R),
where GN is a centred Gaussian process with covariance structure
ΣG
N
x,y :=
∫ x∧y
−∞
z4ρ(z)2ν(z)dz, x, y ∈ R . (2.2.7)
In subsequent sections we also compare our results to this one. We note in passing that,
prior to the results of Nickl and Reiß [2012] and Nickl et al. [2016], Buchmann [2009]
showed a functional central limit theorem for general Le´vy processes when continuous but
perhaps incomplete observations of the process are available. For this, he also constructed
a naive or linear estimator, staying away from the origin like in Nickl and Reiß [2012],
and used the exponentially downweighted norms in Buchmann and Gru¨bel [2003]. The
limit process coincides, up to the modifications required by the weighting, with that in
the second to last display when ρ = 1.
Let us now focus on the compound Poisson case and the low-frequency observation
regime, i.e. when ∆ > 0 is fixed. As mentioned above, the key observation of the spectral
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approach is that, in view of (1.1.4) taking t = ∆ and γ = 0, (2.1.5) can be written as
FdG(u) = ϕ∆(u) = e∆(Fν (u)−λ), u ∈ R, (2.2.8)
where we recall that ν := λdF . Therefore, this expression explicitly shows the relationship
between G and F , and, just as in the estimators we just constructed, the challenge is to
rigorously invert it. Crucially, and unlike Nickl and Reiß [2012] and Nickl et al. [2016],
we can separate the terms in (2.2.4) due to the finiteness of ν and we do not need to
differentiate the last display to isolate the Le´vy measure. To do this, we take logarithms
on both sides and, rearranging terms and taking the Fourier inverse, it can be formally
inverted to give
ν(dx) = F−1
[
1
∆
Log(FdG) + λ
]
(dx), x ∈ R . (2.2.9)
Here, Log denotes the distinguished logarithm: if φ : R → C \{0} is a continuous
function such that φ(0) = 1 then Log(φ) is the unique continuous function satisfying
exp
(
Log(φ)(u)
)
= φ(u) for all u ∈ R (the reader is referred to the proof of Theorem
7.6.2 in Chung [2001] for its construction). In terms of basic operations it enjoys the same
properties of the standard logarithm so we postpone its analysis until the proofs in Chap-
ter 3. For now, we mention that the logarithm in the last display is well-defined in view
of (1.4.2), and that the reason to choose this logarithm is the following: the exponent on
the right hand side of (2.2.8) is continuous; if we instead take any branch of the complex
logarithm on both sides, the left side becomes discontinuous; therefore, the correspond-
ing identity cannot be true unless we take the distinguished logarithm. Furthermore, to
construct the estimators we input an empirical version of FdG into the right hand side of
(2.2.9) so, if we take a branch of the complex logarithm, the resulting expression may end
in a different winding number than that of the right hand side of the last display. This is
avoided by use of the distinguished logarithm.
The first to use the spectral approach to estimate discretely observed compound Pois-
son processes were van Es et al. [2007]. They assume dF is absolutely continuous with
respect to Lebesgue’s measure and construct a kernel estimator for the jump density f as
follows. Recall from Section 2.1.2 that, under this assumption, dG = %0δ0 + (1 − %0)g0,
where %0 = e
−λ∆ and g0 is the density of the non-zero observations. Then, for any x ∈ R,
the last display can be rewritten as
f(x) = F−1
[
1
λ∆
Log
(
eλ∆FdG
)]
(x)
= F−1
[
1
λ∆
Log
(
1 +
(
eλ∆ − 1
)
Fg0
)]
(x). (2.2.10)
In view of the first expression, the modulus of the arguments of the logarithms are con-
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tained in [e−λ∆, eλ∆], so the last expression is well-defined if we cut-off the tails of the
logarithm. This can achieved by using the kernel function introduced above and, for all
x ∈ R,
f(x) ≈ F−1
[
1
λ∆
Log
(
1 +
(
eλ∆ − 1
)
Fg0FKhn
)]
(x)
= F−1
[
1
λ∆
Log
(
1 +
(
eλ∆ − 1
)
F [g0 ∗Khn ]
)]
(x). (2.2.11)
This suggests to estimate g0 by the classical kernel density estimator using the non-zero
observations, i.e. again conditioning on the number of non-zero increments being m ∈ N
and denoting them by Z˜1, . . . , Z˜m,
g˜0,n(x) :=
1
m
m∑
k=1
Khn(x− Z˜k), x ∈ R .
Indeed, van Es et al. [2007] proceed in this way assuming knowledge of λ and that f
possesses enough regularity, including belonging to a ball of Ho¨lder’s and Nikol’ski’s func-
tions. They show pointwise weak consistency and asymptotic normality of the resulting
estimator, paralleling the classical results of kernel density estimation.
Formal expression (2.2.9) also leads to estimators of the distribution function F . This
has recently been exploited by Coca [2015] as we describe next. If we assume dF has a
density, one way of approximating F (x) is by integrating (2.2.11) over (−∞, x]. However,
we take a slightly different route not assuming this on dF : notice that (2.2.9) can be
formally rewritten as
1
∆
F−1[Log(FdG)] (dx) = ν(dx)− λδ0(dx), x ∈ R . (2.2.12)
The second summand on the right carries the influence of the observations of Z in which
no jump took place. Therefore, if this display is integrated excluding the origin, it can be
ruled out at once. Furthermore, due to the ongoing assumption of dF having no atom at
the origin neither does ν := λdF and, formally,
1
∆
∫ x
−∞
1R \{0}F−1[Log(FdG)] (dy) =
∫ x
−∞
ν(dy) =: N(x), x ∈ R . (2.2.13)
Using the same arguments as above, the logarithm is bounded above and below. However,
there is no a priori reason to believe the Fourier inverse is well-defined. To circumvent this,
we use a kernel function K with the properties in (2.2.5), although, due to its compact
support, it cannot be introduced into the logarithm directly. Consequently, we estimate
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the last display by
N̂n(x) :=
1
∆
∫ x
−∞
1R \{0}F−1[Log(FdGn)FKhn ] (y)dy, x ∈ R, (2.2.14)
where Gn is the empirical distribution function of G from the observations Z1, . . . , Zn and
hence
FdGn(u) = ϕn := 1
n
n∑
k=1
eiuZk , u ∈ R .
Then, in view of limx→∞N(x) = λ, Coca [2015] proposes the estimators
λˆn := N̂n(∞) and F̂n(x) := N̂n(x)
λˆn
, x ∈ R . (2.2.15)
Dividing N̂n by λˆn guarantees the desirable property of limx→∞ F̂n(x) = 1 for any n ∈ N.
More importantly, and as we discuss in Section 2.6, it guarantees the resulting estimator
of F is efficient, whilst dividing by the naive estimator λ˜n does not when we allow for
discrete jumps that can cancel each other. We remark that the estimators Coca [2015]
proposes, included in the next chapter, differ slightly from the quantities we just proposed
and for rigorous and practical purposes should be used instead: notice that, in practice,
implementing 1R \{0} is not possible because of the truncation at a zero measure set and
the infinite integration interval it results in. Therefore, this indicator is substituted by the
more realistic quantity 1[−Hn,Hn]\(−εn,εn), where H
−1
n , εn → 0 as n→∞. Furthermore, we
modify the resulting estimator to accommodate a potential atomic component in dF but
omit it for now for the sake of clarity of exposition. In a few paragraphs we give details
of how we estimate the discrete component, and the full estimator including both is only
introduced in Chapter 3. We note in passing that it allows us to construct the first test
of whether there is a discrete and/or an absolutely continuous component. Similarly, the
estimators of Duval [2013a], Comte et al. [2014] and van Es et al. [2007] slightly differ
from those we constructed above. For the properties that concern us here it suffices to
take these simpler versions.
To prove our results we require the following mild assumptions on F . We assume
F = Fac + Fd, where dFac and dFd are absolutely continuous and purely atomic with
respect to Lebesgue’s measure, respectively. On the absolutely continuous function Fac,
we assume it is uniformly Ho¨lder continuous over R, and on the discrete measure dFd we
assume it is supported in ε×Z \ {0} for some ε > 0 fixed. We can relax the former to Fac
having a modulus of continuity as slow as a power of a logarithm as found in Coca [2015].
However, this comes at the expense of more involved statements of the results and more
cumbersome proofs, so we choose to present this assumption instead. The exclusion of the
origin in the latter goes in line with the ongoing and unavoidable assumption that dF has
no atom at zero, as otherwise the problem lacks identifiability. Taking ε = 1 we include the
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important-in-practice case of jumps taking values in the integers. We emphasise that the
estimators can be used when one of the two components Fac and Fd is zero and without
prior knowledge of this. Lastly, we assume all the jumps have finite logβ-tail moment for
some β > 2. We remark that one of the reasons to be able to prove our results under this
mild tail condition instead of a β-polynomial one, β > 0, is the truncation of the tails
resulting from inputting 1[−Hn,Hn]\(−εn,εn) in place of 1R \{0} in the definition of N̂n.
Our results are closest to those of Buchmann and Gru¨bel [2003], so we compare our
assumptions to theirs. We do not assume knowledge of λ —furthermore, we can include
and estimate an unknown drift term, although we postpone this until Section 2.4— and
we do not require one-sidedness in the jump distribution. However, we do need the mild
assumptions of the previous paragraph. On the other hand, just with these we are able
avoid using the exponentially downweighted norms they use and to develop our results
under the norm ‖·‖∞ := ‖·‖∞,0. In particular, we show that, as n → ∞, our estimators
are well-defined in sets of probability approaching 1 and
√
n
(
F̂n − F
)
→D GF in `∞(R), (2.2.16)
where, under the notation ϕ = ϕ∆ = FdG, GF is a centred Gaussian process with
covariance structure
ΣG
F
x,y :=
1
∆2
∫
R
(
f (F )x ∗ F−1
[
ϕ−1(−·)] (z))(f (F )y ∗ F−1[ϕ−1(−·)] (z)) dG(z), x, y ∈ R,
and f
(F )
x := λ−1
(
1(−∞,x]−F (x)
)
1R \{0}, x ∈ R. As pointed out by Nickl and Reiß [2012]
in the compound Poisson case, F−1 [ϕ−1(−·)] is a finite signed measure on R satisfying
F−1[ϕ−1(−·)] = eλ∆ ∞∑
i=0
(−1)i (λ∆)
i
i!
dF¯ ∗i, (2.2.17)
where dF¯ (A) := dF (−A) for all A ⊆ R Borel measurable. This, and the fact that it has
mass equal to 1, follows by similar arguments to those used to justify
dG = e−λ∆
∞∑
i=0
(λ∆)i
i!
dF ∗i, (2.2.18)
(see Remark 27.3 in Sato [1999]).
Similarly to classical Donsker’s theorem and to (2.1.12), this result allows us to make
1/
√
n-consistent estimation of F , and to derive confidence regions and goodness-of-fit tests
for it. In contrast with those following from (2.1.12), these are for the supremum norm
so the convergence of F̂n is uniform in R and the confidence regions are bands valid for
the whole of R. The relationship between the limiting processes GF and BF in (2.1.12) is
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made clear in Section 2.6. For now we just mention that, due to the choice of estimator
of λ and to the truncation at the origin in the definition of N̂n, which is carried to f
(F )
x ,
ΣG
F
x,y coincides with the lower bound developed by Trabs [2015a]. Therefore, our estimators
are asymptotically efficient and they are the first to be so in the context of estimating
the jump distribution function F of a compound Poisson distribution. As mentioned in
Section 1.3.2, the importance of this is that the size of the confidence regions and the
statistical power of the inference procedures that follow from the functional central limit
theorem in (2.2.16) are optimal.
In Chapter 3, we construct estimators of the mass of the potential atoms in F . The idea
to estimate the mass at εj, j ∈ Z \{0}, is simple: in the same way that we integrated (the
empirical kernel-regularised version of) (2.2.12) up to x to reach N(x) and then divided
by λˆn, we integrate (2.2.12) in a small interval [εj − εn, εj + εn] with εn → 0, divide by
λˆn and introduce the kernel to ensure the resulting expression is well-defined. We note in
passing that this shows the relationship between the notation εn and ε, which should not
be confused, and without loss of generality εn < ε. Therefore, under the assumption of F
only having an atomic component in ε × Z \{0}, the estimator of F obtained by adding
up these estimators is equal to F̂n, up to exponentially negligible terms. In addition to
asymptotic normality of the estimator of the mass of each of the atoms, in Chapter 3
we show joint convergence and a functional central limit theorem for the mass function
follows. The only regularity assumption we make is the abovementioned finite logarithmic
moment condition.
Lastly, we remark that the spectral approach has also been used when estimating the
jump densities of discretely observed processes from superclasses of the compound Poisson
process. The general idea, again, is to differentiate the characteristic function depending
on the complexity of the underlying process and to assume the density belongs to a cer-
tain functional space. The most complete reference is Belomestny et al. [2015], which
includes some but not all of the following works. Gugushvili [2009, 2012] extended the
results of van Es et al. [2007] in several directions, including adding a diffusion compo-
nent to the unknown compound Poisson process. Chen et al. [2010] generalised the noise
component to a symmetric stable process. Assuming the logarithm of financial assets is a
compound Poisson process with drift and with a diffusion component, Cont and Tankov
[2003], Belomestny and Reiß [2006], So¨hl [2014] and So¨hl and Trabs [2014] perform den-
sity estimation and develop confidence sets using prices of financial options. In the case
of a pure jump Le´vy process of finite variation, Comte and Genon-Catalot [2009] and Bec
and Lacour [2015] make adaptive estimation in the high-frequency regime, and Comte
and Genon-Catalot [2010a,b] obtain the same results in the low-frequency regime when
equispaced or irregularly sampled and noisy observations are available, respectively. In
the high-frequency regime, Comte and Genon-Catalot [2011] extend the results of Comte
and Genon-Catalot [2009] to a considerably larger class of Le´vy processes. In addition,
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the spectral approach has also been used to address other relevant statistical problems
such as testing the characteristics of a Le´vy process by Reiß [2013] and adaptive quantile
estimation by Trabs [2015b].
2.3 Unifying the two approaches
2.3.1 The formal equivalence
We just discussed the two main approaches to estimate the jump distribution of a dis-
cretely observed compound Poisson process. As mentioned at the start of each of the sec-
tions, in essence, they focus on tackling two fundamentally different problems (although
they implicitly tackle both): untangling the parameters, and rigorously inverting the iden-
tities that relate them to the data, respectively. For this reason they lead to estimators
for which different conclusions are obtained assuming distinct assumptions. However, as
it may already be clear, the formal identities from where they are derived are formally
equivalent and hence all the estimators are very similar to each other. Let us make this
more precise for the Poisson case.
In view of expression (2.1.5) and recalling that %i = e
−λ∆ (λ∆)i
i! , i ∈ N, or equivalently
due to (2.2.8),
Γ(z) = eλ∆(z−1) and Γ0(z) := Γ(z)− %0 = e−λ∆
(
eλ∆z − 1
)
, z ∈ C .
Therefore,
Γ−10 (z) =
1
λ∆
Log(1 + eλ∆z),
where Log should be the distinguished logarithm if z = z(θ) is a continuous path in C \{0}
for the same reasons as those mentioned after (2.2.9). Inputting z = FdG0 into the last
display, where we recall that dG0 := dG− %0δ0, (2.1.6) can be alternatively written as
FdF (u) = 1
λ∆
Log(1 + eλ∆FdG0(u)), u ∈ R . (2.3.1)
The estimators of the direct approach were derived from a formal transformation of this
expression, and so were those of the spectral approach in view of (2.2.10) and of its
equivalent form (2.2.9). Therefore, this display shows that both approaches are formally
equivalent and it explicitly highlights their distinction: the former differs from the latter
in that, prior to taking Fourier inverse transforms, it insists on expanding the logarithm
instead of working directly with it. This difference determines the conditions to be imposed
and results in the superiority of the spectral approach: crucially, as it stands, the right hand
side of the last display is well-defined for all u ∈ R. This is because the argument of the
logarithm equals eλ∆FdG(u) by the definition of dG0, and due to the strictly positive lower
bound for FdG(u) = ϕ∆ in (1.4.2). However, the expansion of the logarithm is not always
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justified and further assumptions are needed to embark on this route. This is the content
of our discussion after (2.1.10) and the last display further clarifies it: taking t = ∆ and
γ = 0 in (1.1.5) it follows that, if λ∆ < pi, the distinguished logarithm in the last display
coincides with the principal branch of the complex logarithm1 because the argument does
not wind about the origin. Furthermore, if λ∆ < log 2, |eλ∆FdG0(u)| ≤ 1 because the
mass of dG0 is 1− e−λ∆, and just in this case the logarithm can be rigorously expanded
using Mercator’s complex series. For larger values of λ∆ this expansion only makes sense
if the Laplace transform L as defined in (2.1.13) is used assuming the support of dF , or
equivalently of dG0, is in R+ and taking u > 0 large enough so that |eλ∆LdG0(u)| is smaller
or equal to the radius of convergence of the series. Indeed, the precise condition is (2.1.13),
which Buchmann and Gru¨bel [2003], Hansen and Pitts [2006] and Bøgsted and Pitts [2010]
assumed. Notice that, after this, the direct approach still has to invert the last display
just as in the spectral approach. This justifies the fact that, at least in the low-frequency
regime, the former has to make stronger assumptions than the latter and, thus, the spectral
approach should be preferable in these problems. An alternative way of phrasing this is
that, even though the approaches are formally equivalent, there is a fundamental difference
between them: the direct approach insists on explicitly decompounding the sum in Z
or, equivalently, untangling relationship (2.1.3), whilst in the spectral approach this is
achieved at once by resorting to the frequency domain, hence requiring milder assumptions.
Consequently, this raises a natural and interesting question: in the context of general
compound distributions, is it possible to extend the result in (2.2.16) by working with
Γ−10 , as in the spectral approach, instead of with its expansion or with Λ in (2.1.8),
as in the direct approach? Moreover, can (2.2.16) be extended to more general inverse
problems in which the distribution of the observations G is related to that of interest
F by FdG = Γ(FdF ) for some Γ (the starting point of the last paragraph)? The only
result in this direction of which we are aware is that of den Boer and Mandjes [2016].
They work with the Laplace transform assuming the supports of dF and dG are in R+,
and show pointwise consistency of their estimator at rate log n/
√
n under much stronger
assumptions than those used for (2.2.16). Comparing their results to (2.2.16), they seem
far from optimal and, thus, the problems we just proposed remain very much open. We
emphasise that some preliminary calculations suggest they should hold under appropriate
conditions on Γ. We can further ask under what assumptions on Γ these hold for the
multidimensional and/or noisy case. Although we do not include the proofs here, (2.2.16)
does extend to the multidimensional and noisy compound Poisson case under the same
(multidimensional-analogous) assumptions.
1This was missed by van Es et al. [2007], who mention this property holds for λ∆ < log 2 and restrict
their simulations to the not-so-interesting case of λ∆ = 0.3 to avoid the implementation of the distinguished
logarithm. However, we remark that the practical construction of their estimators in Section 3 in van Es
et al. [2007] is also valid for λ∆ < pi, at least in sets of probability approaching 1 as n→∞.
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2.3.2 Similarities between existing estimators
With the comparison of the two approaches made above, we can explicitly compare the
estimators derived from them. In view of (2.2.13), Coca [2015] exploits the fact that
F (x) =
1
λ∆
∫ x
−∞
1R \{0}F−1[(Log(FdG))] (dy).
Furthermore, and as argued therein, the right hand side equals
1
λ∆
∫ x
−∞
F−1[(Log(FdG) + λ∆)] (dy) ≈ 1
λ∆
∫ x
−∞
F−1[(Log(FdG)+λ∆)FKh](dy)
=
1
λ∆
∫ x
−∞
F−1
[
Log
(
1+eλ∆FdG0
)
FKh
]
(dy),
where the last equality follows by the definition of dG0. We remark that, unlike its series
representation, the last expression is well-defined because (2.3.1) is, due to the spectral
cut-off induced by FKh and to the fact that ‖Kh‖1 = ‖K‖1 < ∞ in view of (2.2.5).
Formally expanding the logarithm and rearranging terms, the last display can be written
as ∫ x
−∞
∞∑
i=1
(−1)i+1 e
iλ∆
iλ∆
F−1[FdGi0FKh] (dy) = ∫ x
−∞
( ∞∑
i=1
(−1)i+1 e
iλ∆
iλ∆
dG∗i0
)
∗Kh(dy)
=
( ∞∑
i=1
(−1)i+1 e
iλ∆
iλ∆
G∗i0
)
∗Kh(x).
The last expression shows that our estimator can be interpreted as a kernel-regularised
version of that in Buchmann and Gru¨bel [2003] with the novelty that we can estimate a
discrete jump component and that λ is substituted by an (efficient) estimator of it. On
the left hand side, assume dG0 = (1−e−λ∆)g0 for some density g0 and take FK = 1[−1,1].
Then, in view of (2.1.16), this expression makes clear that our estimator is an integrated
low-frequency version of that in Comte et al. [2014], but in which the estimator for the
coefficients is a plug-in estimator using (an efficient) one for λ.
Let us comment on the estimator of van Es et al. [2007]. Under the density assumption,
they exploit the fact that
f(x)=
1
λ∆
F−1
[
Log
(
1+(eλ∆−1)Fg0
)]
(x)≈ 1
λ∆
F−1
[
Log
(
1+(eλ∆−1)Fg0FKh
)]
(x),
where we again remark that, unlike its series representation, the last expression is also
well-defined by for the same reasons the second to last display was. Formally arguing as
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before, the last display can be written as
∞∑
i=1
(−1)i+1
(
eλ∆ − 1)i
iλ∆
(g0 ∗Kh)∗i =
∞∑
i=1
(−1)i+1 e
iλ∆
iλ∆
(dG0 ∗Kh)∗i .
In view of the right hand side, the estimator of van Es et al. [2007] can be interpreted
as the density version of the estimator of Buchmann and Gru¨bel [2003], but in which
the kernel density estimator is plugged-in in place of the empirical distribution function.
Furthermore, in view of the left hand side and by the discussion right after expression
(2.1.16), the estimator of Comte et al. [2014] is the high-frequency version of that in van
Es et al. [2007] with FK = 1[−1,1] assuming no knowledge of λ. With this interpretation,
the estimator in Duval [2013a] is the wavelet density version of them in the high-frequency
regime. Since using a kernel or wavelet estimator does not affect the asymptotic results,
we conclude that, formally, all the estimators are very close relatives of each other. When
λ∆ < log 2 they behave similarly in practice. As we point out in Section 2.6, the true
distinction between them lies in whether they estimate λ or not (regardless of whether
knowledge of it is available or not), as their asymptotic properties do depend on this.
Recall that at the end of Sections 2.1.2 and 2.2.2 we also briefly mentioned the con-
struction of the estimators of Buchmann and Gru¨bel [2003] and Coca [2015] for the jump
mass function. In particular, assuming dF only has a discrete component, we remarked
that the cumulative sum of the former coincides with F˜n when an estimate of λ is plugged-
in, and that of the latter is, up to negligible terms, equal to F̂n. By the arguments of the
previous paragraph, they are thus formally equal up to convolution with the kernel intro-
duced in Section 2.2.2. Indeed, as we mention in Section 2.6, the covariance of the limiting
processes in their central limit theorems is the same and, furthermore, it coincides with the
information lower bound of the estimation problem when no restriction on the support of
F is made. Buchmann and Gru¨bel [2003] restricted the support to R+ and Trabs [2015a]
assumed the Le´vy measure is absolutely continuous with respect to Lebesgue’s measure,
so efficiency cannot be concluded but, if such changes in the model do not change the
information bounds, both will be efficient.
We remark that, with this unified view, all the estimators can be interpreted as arising
from an infinite sum of terms with alternating signs. This corresponds to their attempt
to invert the compounding operation and justifies the common feature that the resulting
estimates of the distribution are not monotonic. In other words, this feature does not de-
pend on the type of estimator used such as a kernel one and, a priori, seems unavoidable
without any further transformation such as the ones Buchmann and Gru¨bel [2004] made
in the purely atomic case mentioned at the end of Section 2.1.2. Due to the close relation-
ship between the decompounding problem and the estimation of discretely observed Le´vy
processes, this also justifies the appearance of this feature in the estimators of functionals
of the Le´vy measure.
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Even though the estimators of Nickl and Reiß [2012] and Nickl et al. [2016] were derived
for more general Le´vy processes, a natural question is how they compare to that in Coca
[2015] when the underlying process is compound Poisson. These also turn out to be the
same, except for exponentially negligible quantities, although we postpone the comparison
until Section 2.5 for reasons that will become apparent there. Lastly, we remark that a
third approach has recently been introduced to nonparametrically estimate the density of
a discretely observed compound Poisson process. Gugushvili et al. [2015] and Gugushvili
et al. [2016] use a Bayesian approach and are able to tackle the multidimensional case
in the low- and the high-frequency regimes, respectively. Their methodology considerably
differs from the one we deal with here and therefore refer the reader to their works for
more details.
2.4 Estimators of the intensity and the drift
In this section we review existing estimators of the intensity and of the drift of a compound
Poisson distribution. As pointed out by Coca [2015] and further expanded in Section 2.6,
the estimation of the former plays a key role in the efficiency of the estimators of the jump
distribution. In Section 2.4.1, we introduce the estimators of λ, describing their differences
and similarities, and discussing their asymptotic properties. In Section 2.4.2 we discuss
the estimators of γ, up to which point we still assume γ = 0.
2.4.1 Estimating the intensity
In the previous section we already intuitively motivated two estimators of the intensity:
the naive one in (2.1.15),
λ˜n := − 1
∆
log (%˜0,n) := − 1
∆
log
(
1
n
n∑
k=1
1{0}(Zk)
)
;
and the one derived from the spectral approach in (2.2.15) which, including the modifica-
tions discussed therein, is given by
λˆn := N̂n(∞) := 1
∆
∫
R
1[−Hn,Hn]\(−εn,εn)(x)F−1[Log(FdGn)FKhn ] (x)dx,
where FdGn := 1n
∑n
k=1 e
i·Zk is the empirical characteristic function and hn, εn, H−1n → 0
as n→∞. Yet, a third estimator can be constructed through the spectral approach: recall
that we motivated the form of λˆn by the fact that the mass of dN is λ. In addition, we
argued that in the construction of N̂n we ruled out the influence of the observations of Z
in which no jump takes place. We achieved this by introducing the truncation at the origin
that annihilates the second summand in (2.2.12). Using the same argument, it should be
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possible to exploit that second summand to isolate the influence of such observations of
Z. Indeed, an alternative estimator for λ is given by
λˇn := − 1
∆
∫
R
1[−εn,εn](x)F−1[Log(FdGn)FKhn ] (x)dx.
Just as the estimators of the jump distribution from the previous section were close
relatives of each other, these are so too. Furthermore, the main difference between them
also is the asymptotic efficiency. Recall that the expression for λ˜n was motivated by the
fact that the probability of observing an instance of Z with no jumps is e−λ∆. Let us
condition on the number of observations with jumps being m ∈ N and on the number of
non-zero such observations being m˜ ∈ N. Then, we have that
λ˜n := − 1
∆
log
n− m˜
n
= − 1
∆
log
n−m
n
− 1
∆
log
n− m˜
n−m.
This explicitly shows the issue pointed out in the previous section: the first summand on
the right hand side is a consistent estimator for λ so, if jumps can cancel out resulting in
zero observations, the second summand converges to a non-zero quantity and λ˜n cannot
be consistent. As mentioned when we introduced %˜0,n in (2.1.9), if dF has no discrete
component in R+ and/or R−, the probability of such cancellations is zero. Then, e−λ∆
is all the mass of dG at zero and λ˜n is asymptotically consistent. In any case, due to
the intuition behind λˇn, this new estimator should be related to λ˜n. Indeed, denoting the
observations of Z with jumps by Z˜1, . . . , Z˜m,
λˇn =− 1
∆
∫
1[−εn,εn](x)F−1
[
Log
(
n−m
n
(
1 +
n
n−m
1
n
m∑
k=1
ei·Z˜k
))
FKhn
]
(x)dx
=
(
λ˜n +
1
∆
log
n− m˜
n−m
)∫ εn/hn
−εn/hn
K(x)dx
− 1
∆
∫
1[−εn,εn](x)F−1
[
Log
(
1 +
n
n−mFdG˜0,n
)
FKhn
]
(x)dx. (2.4.1)
In Chapter 3 we assume εn/hn → ∞ as n → ∞ so, by the first property of K in (2.2.5),
the integral in the first summand converges to 1 as n→∞. In view of (2.3.1), the second
summand is estimating the mass of ν := λdF at the origin, which is 0 by assumption, and
is therefore negligible. This shows that λˇn gets rid of the summand in λ˜n that may make it
lack consistency. More importantly, it explicitly reflects the power of the spectral approach
in which, as mentioned at the beginning of Section 2.2, the untangling problem is solved
at once: λˇn is able to distinguish between the zero observations coming from empty sums
in Z and those that result from cancellations of jumps; this can only be because λˇn is
able to decompound the zero observations, unlike λ˜n. As expected, below we see that, in
general, their asymptotic properties are different. Nonetheless, when the naive estimator
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is consistent, the two are equal except for negligible as n→∞ terms. In order to link λˇn
with λˆn, notice that
λˆn − λˇn = 1
∆
∫
1[−Hn,Hn](x)F−1[Log(FdGn)FKhn ] (x)dx. (2.4.2)
The right hand side of converges to 0 as n → ∞ because the integral in (2.2.12) is zero,
so the two estimators are essentially the same in all situations.
So what can be said about their asymptotic properties? To answer this question for
λ˜n, its expression suggests to use the delta method. Indeed, defining ψ(x) := − 1∆ log x,
λ˜n = ψ
(
1
n
n∑
k=1
1{0}(Zk)
)
,
and, by the delta method combined with the central limit theorem, it follows that, as
n→∞,
√
n
(
λ˜n − ψ(dG({0}))
)
→d N
(
0,
dG({0})−1 − 1
∆2
)
, (2.4.3)
where dG({0}) is the mass of dG at the origin. We readily see that λ˜n is consistent if and
only if dG({0}) = e−λ∆, which holds in the situations for which it was proposed, and, in
these, the asymptotic variance is e
λ∆−1
∆2
. Proving the asymptotic properties of λˆn and λˇn
is much more involved and is part of the proofs in Chapter 3. The assumptions needed are
the same as those mentioned when constructing our estimator for the jump distribution.
Under these and choosing hn, εn and Hn appropriately, the estimators satisfy that, as
n→∞,
√
n
(
λˆn − λ
)
→d N (0, σ2λ) and √n (λˇn − λ)→d N (0, σ2λ) , (2.4.4)
where
σ2λ :=
1
∆2
∫ (
f (λ) ∗ F−1[ϕ−1(−·)])2 dG
with f (λ) := 1R \{0} and F−1
[
ϕ−1(−·)] as in (2.2.17). We note in passing that this, together
with (2.4.2), implies the asymptotic correlation between the two is 1. After some algebra
and under the assumption that if dF has a non-zero atomic component its support is in
ε× Z \{0} for some ε > 0,
σ2λ =
1
∆2
∑
j∈Z
dG({εj}) (F−1[ϕ−1(−·)] ({εj}))2 − 1
 (2.4.5)
=
dG({0}) (F−1[ϕ−1(−·)] ({0}))2 − 1
∆2
+
∑
j∈Z \{0}
dG({εj}) (F−1[ϕ−1(−·)] ({εj}))2
∆2
.
45
Unifying existing literature
In view of the expressions for dG and F−1[ϕ−1(−·)] in (2.2.18) and (2.2.17), respectively,
the second summand is zero if dF has no discrete component in R+ and/or R−. This has
two consequences: in these situations, dG({0}) = e−λ∆, so λ˜n is consistent, and, further-
more, F−1[ϕ−1(−·)] ({0}) = eλ∆ = dG({0})−1 so the three estimators are asymptotically
equivalent with correlation 1 in view of (2.4.1); however, in general they are not because
the second summand is strictly positive due to the zero observations of Z arising from
cancellations between jumps, as anticipated above. In Section 2.6 we argue that λˆn and
λˇn are efficient, and from the first equality in the last display we can draw an interesting
and intuitive conclusion: in the general case, many observations may be repeated and, for
an optimal estimator, the null increments are no longer special because the process may
have a non-zero drift, so it needs to decompound each and all of them; the contribution of
each of them to the difficulty of estimating λ is given by F−1[ϕ−1(−·)] ({εi})2, weighted
according to the probability of observing such jump.
Nonetheless, the practical implementation of λ˜n is trivial whilst implementing λˆn and
λˇn requires approximating an integral and, more importantly, depends on the choice of
hn, εn and Hn. Furthermore, as just mentioned, λ˜n is asymptotically equivalent to the
other two estimators in many realistic cases. Therefore, the naive estimator is very at-
tractive in practice and, moreover, as mentioned in Chapter 4, it behaves better than the
other two when the problem is mildly inverse. However, it has a very undesirable practical
limitation that λˆn and λˇn do not have: when there are no zero observations it is undefined.
If dG({0}) = e−λ∆, the probability of this occurring in a sample of size n is
Pr(Z1 6= 0 . . . Zn 6= 0) = (1− e−λ∆)n.
When λ∆ ≈ 0 this is approximately (λ∆)n ≈ 0. Nevertheless, for larger values it may not
be negligible as shown in Table 2.1.
λ∆
3 4 5 6 7 8
n
100 0.61 15.75 50.86 78.02 91.28 96.70
250 0 0.98 18.45 53.77 79.61 91.95
500 0 0.01 3.40 28.91 63.37 84.56
1000 0 0 0.12 8.36 40.16 71.50
Table 2.1: Probability (in %) of not observing a zero-increment in n ∆-increments of a process
with intensity λ and distribution function with no jumps potentially cancelling each other.
Lastly, let us remark that, as ∆ → 0, these three estimators converge to the maxi-
mum likelihood estimator proposed in Section 1.3.1. In this regime, the three estimators
above are equal up to negligible terms because the jumps are observed directly and no
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cancellations can arise. Therefore, we can focus on λ˜n. When ∆→ 0, the number of zero
observations increases exponentially and its expression can be approximated by
1
n∆
n∑
k=1
1R \{0}(Zk). (2.4.6)
Note that n∆ = bT/∆c∆ is roughly the length of the total observation interval, which
is approximately equal to the sum of the underlying interarrival times, whilst the sum is
counting the number of jumps. Therefore, the inverse of the last display converges to the
average length of each interarrival time and the conclusion follows. Indeed, the asymptotic
covariance of λ˜n,
eλ∆−1
∆2
, is approximately λ/∆, so if (2.4.3) is multiplied by
√
λ∆, which
is the square root of the expected number of jumps per observation interval, we recover
(1.3.1).
2.4.2 Estimating the drift
Up to now we have assumed γ = 0. This is because the works that deal strictly with
the compound Poisson case mentioned so far, except for Coca [2015], assume so. In order
to construct the spectral estimator of γ of Coca [2015], we note that, if γ 6= 0, formal
expression (2.2.12) becomes
1
∆
F−1[Log(FdG)] (dx) = ν(dx)− λδ0(dx) + γF−1[i·] (dx), x ∈ R . (2.4.7)
In line with the other estimators, we consider an integral-functional of this display. In
particular, we multiply both sides by x and integrate the resulting expression over an
arbitrarily small interval around the origin. More precisely, for ς > 0 small, we consider
1
∆
∫
R
1[−ς,ς](x)xF−1[Log(FdG)] (dx) =
∫
R
1[−ς,ς](x)xν(dx)− λ
∫
R
1[−ς,ς](x)xδ0(dx)
+ γ
∫
R
1[−ς,ς](x)xF−1[i·] (dx).
The first summand is arbitrarily small for two reasons: the finite measure ν has no mass at
the origin by assumption; and, if it has any atoms we have assumed they are in ε×Z \{0}
for some ε > 0, so when ς < ε the integral is over a density and it is restricted to an
arbitrarily small interval. The second summand is exactly zero by the defining property
of δ0 and, thus, we are left with analysing the third term: since, formally,
(F−1µ)′ =
−F−1[i · µ] and F−11 = δ0, F−1[i·] can be interpreted as the distributional derivative of
−δ0. Then, using integration by parts, the last integral is
−
∫
R
1[−ς,ς](x)x(δ0)′(dx) =
∫
R
(
(δ−ς(x)− δς(x))x+ 1[−ς,ς](x)
)
δ0(dx) = 1.
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In practice, we use a kernel estimator and therefore the value of this integral is slightly
different: substituting δ0 by Khn , the second integral becomes∫
R
(
(δ−ς(x)−δς(x))x+1[−ς,ς](x)
)
Khn(x)dx=
∫ ς/hn
−ς/hn
K(x)dx − ς
hn
(
K
(
ς
hn
)
+K
(
− ς
hn
))
.
Consequently, the estimator we propose is
γˆn :=
1
c∆
∫
R
1[−hn,hn](x)xF−1[Log(FdGn)FKhn ] (x)dx, (2.4.8)
where c :=
∫ 1
−1K − (K(1) + K(−1)). We emphasise that, in view of the second to last
expression, ς = ςn cannot be chosen to converge to zero at a faster rate than hn for this
estimator to work. Furthermore, the estimators of F and λ we constructed in previous
sections can still be used when a non-zero drift is present in the data: this is due to identity
(2.4.7) and because, since∫
1R \[−ς,ς](x)xF−1[i ·Khn ] (x)dx = 1−
∫
R
(
(δ−ς(x)− δς(x))x+ 1[−ς,ς](x)
)
Khn(x)dx
(2.4.9)
if limx→±∞ xK(x) = 0 and recalling that
∫
RK = 1, the left hand side of this display
vanishes for ςn = εn when εn/hn →∞.
In Chapter 3 we show that, under the same assumptions as above and as n→∞,
h−1n
√
n (γˆn − γ)→Pr 0.
This, together with the comment right after (2.4.8), shows that the rate of convergence of
γˆn is exactly hn/
√
n. In the next chapter we choose hn to vanish at an exponential rate.
Therefore, as already mentioned in the previous Chapter, γˆn converges to γ exponentially
fast. This is an unusual property, since the rate of convergence of an estimator is generally
upper bounded by the parametric 1/
√
n-rate. It can be intuitively explained as follows:
unlike in typical statistical problems, here, the quantity of interest, γ, is directly observed
with non-zero probability. This corresponds to those observations with no jumps, which
were considered before when constructing λ˜n. Now, however, we are not interested in the
parameter of the distribution generating them but simply in their value γ∆, where we
recall that ∆ is known. In fact, in the abovementioned cases when λ˜n is a consistent
estimator for λ, γ can be learnt without error for (large enough) finite samples. This is
because if dF has no discrete component in R− (and/or R+), when n is large enough
there will always be at least two observations equal to γ∆ and these will be the smallest
(only/largest) ones among all of those that are equal. If there is a priori knowledge that
dF enjoys such property, for instance if it has a density or if it is supported only in R+
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or R−, we propose to use the naive estimator
γ˜n :=
1
∆
Zk˜(n), (2.4.10)
where
k˜(n) := argmink∈K˜(n) |Zk| and K˜(n) :=
{
k = 1, . . . , n :
n∑
l=1
1Zk=Zl > 1
}
.
When the set K˜(n) is empty we take γ˜n := 0 but, again, the probability of this happening
tends to zero as n → ∞. In fact, in general, the minimum in the definition of k˜(n) is
attained for more than one k; because the set of these is finite, we can take the minimum
of them without loss of generality. Trivially, and naturally paralleling the behaviour of λ˜n
above, γ˜n is a consistent estimator (almost surely) in the cases mentioned above when λ˜n
is too, but not in general. In these special cases, all the existing estimators of F and λ do
not require any modification as we can simply work with Zk − γ˜n∆, k = 1, . . . , n, instead
of with the original observations. In the rest of the cases, the only safe strategy is to use
γˆn, constructed through the spectral approach. In practice it is very well behaved when
the problem is mildly inverse, honouring its exponential rate of convergence. However,
as soon as the proportion of observations without jumps is small (whose probability is
reflected in Table 2.1 above), it behaves erratically. This is consistent with the intuition
given before, since these are the observations that truly inform us about γ.
To our knowledge, these are the first estimators of the drift in the strict setting of
estimating discretely observed compound Poisson processes. In other settings such as
that of estimating more general discretely observed Le´vy processes, estimators have been
developed by authors such as Gugushvili [2009], Trabs [2014] and Belomestny et al. [2015].
Ours is closer to the estimator of the first, although they still exploit different properties
of the spectral approach. Moreover, they require stronger assumptions and the rate of
convergence of their estimators cannot be exponential but polynomial or logarithmic.
Therefore we feel the estimators for γ proposed above and the discussions arising from
them add value and further insight into the problem.
Lastly, let us compute the limit of these estimators as ∆ → 0. That of the naive
estimator is trivially equivalent to measuring the slope in the continuous observation
regime of Section 1.3.1. To analyse that of γˆn, we work with the quantity inside the
logarithm, which is 1 plus FdGn − 1 = (FdGn −FdG) + (FdG− 1). In the compact
support of FKhn , the first term is uniformly negligible by the control of the empirical
characteristic function developed by Kappus and Reiß [2010]. So is the second because
e−2λ∆ ≤ |FdG| ≤ 1 by the Le´vy–Khintchine representation of FdG in (2.2.8). Therefore,
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the expression for γˆn is, up to negligible terms, equal to
1
c∆
∫
R
1[−hn,hn](x)xF−1[(FdGn − 1)FKhn ] (x)dx =
1
c∆
∫
R
1[−hn,hn](x)xdGn ∗Khn(x)dx
− hn 1
c∆
∫
R
1[−1,1](x)xK(x)dx.
The second summand is exactly zero if K is symmetric, as we will assume, and exponen-
tially negligible otherwise because we will be able to make hn vanish exponentially fast.
And the first term is the kernel-regularised version of
1
∆n
n∑
k=1
1[−hn,hn](Zk)Zk. (2.4.11)
Since ν has no atom at the origin by assumption and the number of observations with
jumps is asymptotically negligible, this is estimating γ in a very intuitive way when taking
∆n = o(hn).
2.5 Estimators of the process
Most of the discussions so far have concerned estimating the parameters separately. To
make inference on the whole underlying compound Poisson process, one typically shows
joint convergence of the estimators of all the parameters. In the case when dF has an
absolutely continuous component and with the exception of the work of Coca [2015],
this has not been addressed in the literature discussed above. There are two different
reasons: on the one hand, Buchmann and Gru¨bel [2003] and van Es et al. [2007] assumed
γ = 0 and that the intensity is known; and, on the other, Duval [2013a] and Comte et al.
[2014] made estimation in the high frequency regime, so as ∆ → 0 the setting tends
to the continuous observation regime of Section 1.3 and estimation of the parameters is
asymptotically independent. Notice that, due to the asymptotic properties of our estimator
for γ included in the previous section, making inference on the process reduces to making
joint inference on F and λ. This goes in line with the remark in Trabs [2015a] where it
was pointed out that the addition of a drift to the model does not affect the information
lower bounds. The exact asymptotic dependence of the estimators of F and λ, and of
the estimators for the mass of the atoms, was given by Coca [2015] and is part of the
main result of Chapter 3. Therefore, joint estimation is possible using these results and in
Section 4.4 we show their joint behaviour in practice. We remark that, in the case when
only a discrete component is present, joint estimation in the discrete case was addressed
by Buchmann and Gru¨bel [2003] and Buchmann and Gru¨bel [2004], and is asymptotically
equivalent to that following from our results.
An alternative to jointly estimating the parameters is to merge them into a single
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parameter. This is precisely the role of the Le´vy distribution N introduced in Section 2.2,
which carries all the information of the process. There, we constructed an estimator of it,
namely N̂n. In Coca [2015] and in Chapter 3, we show that, under the same assumptions
considered in Section 2.2 and as n→∞, the estimator is well-defined in sets of probability
approaching 1 and √
n
(
N̂n −N
)
→D BN in `∞(R), (2.5.1)
where BN is a centred Gaussian process with covariance structure
ΣB
N
x,y :=
1
∆2
∫
R
(
f (N)x ∗ F−1
[
ϕ−1(−·)] (z))(f (N)y ∗ F−1[ϕ−1(−·)] (z)) dG(z), x, y ∈ R,
with f
(N)
x := 1(−∞,x] 1R \{0}, x ∈ R. As we see in the next section, the covariance structure
of this process coincides with the information lower bound developed by Trabs [2015a], so
N̂n is asymptotically efficient and optimal estimation of the process can also be achieved
this way. Furthermore, and as pointed out in Coca [2015], it turns out to give important
insights that allow us to justify why our estimators are efficient and others are not.
Moreover, note the similarity between ΣB
F
x,y and the covariance Σ
GG
x,y from Nickl and
Reiß [2012] given in Section 2.2.2. Indeed, NG is the generalised version of N and next
we see that, under the assumptions in Nickl and Reiß [2012], the two estimators are, up
to exponentially negligible terms, the same. The strategy is to convert N̂n(x) into N̂
G
n (x),
and, for simplicity, we assume γ = 0 and x ≤ −ζ < 0. Then, we can introduce any of the
estimators of the intensity, say λˆn, in the Fourier inverse in (2.2.14) by simply adding and
subtracting a (uniformly in x) negligible term, and
N̂n(x) ≈ 1
∆
∫ x
−∞
F−1
[(
Log(FdGn) + λˆn
)
FKhn
]
(y)dy
=
1
∆
∫ x
−∞
1
iy
F−1
[
iy
(
Log(FdGn) + λˆn
)
FKhn
]
(y)dy
=
1
∆
∫ x
−∞
1
iy
F−1
[(
Log(FdGn) + λˆn
)′FKhn + (Log(FdGn)+λˆn)(FKhn)′](y)dy,
where the equalities hold in sets of probability approaching 1 as n → ∞. The first sum-
mand in the Fourier inverse gives rise to exactly N̂Gn (x) because of the finite moment
assumption, so we need to show that the second is uniformly negligible. In the next chap-
ter, and in Nickl and Reiß [2012], we assume the tails of K decay faster than quadratically.
Therefore, (FKhn)′ = iF [·Khn ] = ihnF [(·K)hn ] and this is supported in [−h−1n , h−1n ], so
(FKhn)′ ∈ Lr(R) for all r ≥ 1. In this compact interval,
(
Log(FdGn) + λˆn
)
is bounded
above and below in sets of probability approaching 1 and its product with (FKhn)′ has
L2(R) norm of order h1/2n if ·K ∈ L2(R), which we will assume. Furthermore, the supre-
mum in x ≤ −ζ < 0 of the L2(R) norm of 1/y 1(−∞,x](y) is bounded above and therefore
the second summand in the last display is of order hn uniformly in x, which we will take
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to decay to zero exponentially fast. We note that, if N̂Gn (x), x ≤ −ζ < 0, is rescaled by
λˆn then, by the same arguments, it is equal to F̂n(x) up to uniformly and exponentially
negligible additive terms.
Another interesting question is whether, as ∆→ 0 and under the assumptions of Nickl
et al. [2016], the appropriate modification of N̂n is, up to uniformly negligible terms, equal
to the estimators N˜n and N̂n. This is indeed the case, and for the latter can be argued as
in the previous paragraph assuming K decays fast enough. For the former, we argue as
follows: the appropriate modification of N̂n is
1
∆
∫ x
−∞
ρ(y)y2F−1[Log(1 + FdGn − 1)FKhn ] (y)dy.
Arguing as at the end of Section 2.4.2, this can be shown to be, up to uniformly in x
negligible terms, equal to
1
∆
∫ x
−∞
ρ(y)y2F−1[(FdGn − 1)FKhn ] (y)dy =
1
∆
∫ x
−∞
ρ(y)y2dGn ∗Khn(y)dy
− 1
∆
∫ x
−∞
ρ(y)y2Khn(y)dy.
As expected, the first summand is the kernel-regularised version of N˜n, and the second is
uniformly negligible because ρ(y) ≤ C (1∧y−2) for some C > 0 by assumption on ρ. Hence,
we also conclude that the existing estimators developed from the spectral approach are
equal up to uniformly negligible terms. We remark that, in the compound Poisson case,
the Le´vy measure has no singularity at the origin and the same calculation shows that, as
∆ → 0, our estimator N̂n is asymptotically equivalent to the cumulative function of the
linear Le´vy density estimator
1
∆n
n∑
k=1
Khn(· − Zk)1{0}c(Zk)
(note the similarity of this estimator with the intensity and drift estimators in (2.4.6) and
(2.4.11)). This estimator and its wavelet versions resemble those of Comte et al. [2014] and
Duval [2013a] with I = 1 (cf. (2.1.14) and the discussions after it), with the distinction
that the use the non-zero observations conditioning on the total number of them while
the last display takes all and automatically discards the null ones. We note in passing
that in this form they have not been studied in the literature and preliminary calculations
indicate they enjoy the same features (minimax optimality, concentration of measure,
etc.) as the respective estimators in the standard i.i.d. case. Furthermore, if we rescale our
estimator N̂n by λˆn, the resulting estimator is asymptotically equivalent to the empirical
distribution function as ∆→ 0.
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2.6 Asymptotic efficiency of the estimators
In the preceding sections we have focused on analysing the existing estimators of the
defining quantities of a discretely observed compound Poisson process. Moreover, we have
shown that they are all very similar estimators and, consequently, one would expect the
limiting quantities in their central limit theorems to be very similar too. Here we show that
this is indeed the case and that the differences arise in the attainment of efficiency. We
also show how to transform estimators so that the limiting processes associated to them
have smaller covariances with the objective of making them efficient. We mainly focus
on the estimators of Buchmann and Gru¨bel [2003] and Coca [2015], and then extend
the conclusions to the rest of estimators by adapting the arguments. We also give some
insights into the topic that are not present in existing literature.
First we make some remarks that apply to the whole section. In (2.2.17) and (2.2.18)
we gave explicit expressions for F−1[ϕ−1(−·)] and dG in terms of F , λ and ∆ assuming
that γ = 0. From now on in this thesis, let us write P for dG. Then, keeping the rest of
the notation fixed, if γ 6= 0 the expressions change to
F−1[ϕ−1(−·)] = eλ∆ δ∆γ ∗ ∞∑
k=0
dF¯ ∗k
(−λ∆)k
k!
(2.6.1)
and
P = e−λ∆ δ∆γ ∗
∞∑
k=0
dF ∗k
(λ∆)k
k!
. (2.6.2)
It still holds that, for any bounded functions f, g on R,∫
R
(
f ∗ F−1 [ϕ−1(−·)] (x))(g ∗ F−1 [ϕ−1(−·)] (x))P (dx) <∞. (2.6.3)
Furthermore, if F−1 [ϕ−10 (−·)] and P0 represent the finite measures above when γ = 0,
the integral in the last display can be written as∫
R
(
f ∗ F−1 [ϕ−10 (−·)] ∗ δ∆γ(x))(g ∗ F−1 [ϕ−10 (−·)] ∗ δ∆γ(x))P0 ∗ δ∆γ(dx)
=
∫
R
(
f ∗ F−1 [ϕ−10 (−·)] (x))(g ∗ F−1 [ϕ−10 (−·)] (x))P0(dx).
Quantities like (2.6.3) are central in the discussions that follow and we therefore lose no
generality by assuming γ = 0 when making conclusions that only depend on them. With
some abuse of notation, we drop the subscript 0 from the finite measures in them.
Let us recall the results of Trabs [2015a] that concern ∆-discretely observed compound
Poisson processes. Assuming dF is absolutely continuous with respect to Lebesgue’s mea-
sure, he studied semiparametric efficiency for estimation of regular enough functionals of
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the Le´vy density ν := λdF . In particular, he showed that if f is regular enough and a cen-
tral limit theorem holds for a consistent estimator of
∫
R fdν, the variance of the (centred)
limiting normal distribution is bounded below by2
1
∆2
∫
R
((
f 1R \{0}
) ∗ F−1[ϕ−1(−·)] (x))2 P (dx). (2.6.4)
Recalling that N(x) :=
∫
R 1(−∞,x] dν and λ =
∫
R dν, and in view of (2.5.1) and (2.4.4),
we immediately see that their limiting variances coincide with this lower bound. We are
considering a larger model than Trabs [2015a] because we allow dF to have an atomic
component and hence its lower bound must be bounded below by the last display. Thus,
our results imply that its expression does not change and that our estimators for N and λ
are efficient. Furthermore, and in view of the covariance of the limiting process in (2.2.6),
so is the estimator of Nickl and Reiß [2012] as an estimator of NG in the compound
Poisson case. This agrees with the asymptotic equivalence between the two estimators
(in the negative real line) pointed out in Section 2.5. As we show in Chapter 3, from the
expressions for F−1[ϕ−1(−·)] and P in (2.6.1) and (2.6.2), we can also see that the last
display can be written as
1
∆
∫
R
f(x)2ν(dx) +O(1). (2.6.5)
Let us multiply this quantity by ∆ and take f(x) = 1(−∞,·](x)ρ(x)x2. Then, in view of
(2.2.7), we again observe the asymptotic equivalence between our estimator and those in
Nickl et al. [2016] in the high-frequency regime that we already mentioned at the end
of Section 2.5. We note in passing that, if the last display is multiplied by λ∆, i.e. by
the effective number of observations per observation interval, and take f(x) = 1, we see
that the limiting quantity for our estimators of the intensity coincides with that of the
maximum likelihood estimator in Section 1.3.2, as anticipated at the end of Section 2.4.1.
Indeed, Duval and Hoffmann [2011] studied the optimal limiting variance when estimating
the intensity λ in a simple parametric example and under the high-frequency regime, and
obtained this same limiting quantity.
At first view, the truncation 1R \{0} appearing in (2.6.4) may seem superfluous, espe-
cially if dF has a density. However, the value of that expression does change depending
on whether 1R \{0} is included in it. This is due to the atomic measures at the origin in
the first summand of the expressions for F−1[ϕ−1(−·)] and P in (2.2.17) and (2.2.18),
respectively, which, crucially, carry no information about dF . If these infinite series rep-
resentations are plugged into (2.6.4), the term arising from the two Dirac deltas is killed
by 1R \{0}. In turn, it also is the reason why 2.6.5 holds and has no term of order ∆−2,
which is key for optimality in the high-frequency regime. Note that, in the larger model
2In personal communication with M. Trabs it was confirmed the indicator 1R \{0} should feature in his
results in Section 4.2 for them to be correct.
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we consider, F−1[ϕ−1(−·)] and P may have atoms at zero coming from other summands.
These contain information about F and the terms arising from them in (2.6.4) are not
annihilated by the truncation. This insight also extends to the case when γ 6= 0.
Let us now justify the efficiency of our estimator of the jump distribution F . When
there is knowledge of λ, Trabs [2015a] derived the lower bound for the problem of esti-
mating N . This can be found right after Corollary 4.5 and is given by λ2 times3
1
∆2
∫
R
(
f (F )x ∗ F−1
[
ϕ−1(−·)] (y))2 P (dy), (2.6.6)
where we recall that f
(F )
x := λ−1
(
1(−∞,x]−F (x)
)
1R \{0}. If the intensity is known, esti-
mating N and F is the same problem and we note that the last display coincides with
the covariance of GF in (2.2.16). However, we attained it in the harder setting of not
knowing λ, and therefore it must also be the lower bound for estimating F in this more
general setting. This adds new insight into the problem and allows us to conclude that
our estimator of F is efficient.
To show the lack of efficiency of the estimator of F in Buchmann and Gru¨bel [2003],
we first give intuition of why our estimator does have this property. As mentioned at the
end of Section 2.5, one can show that our estimator converges to the empirical distribution
function as ∆→ 0. A first indication of this is that, as shown in Chapter 3, the last display
can be written as
1
λ∆
F (x) (1− F (x)) +O(1). (2.6.7)
Therefore, at least for small ∆, the limit process in (2.2.16) is approximately tied up to 0
in the limit as x→∞. Indeed, separating the atomic and absolutely continuous measures
in F−1[ϕ−1(−·)] and P , and by the dominated convergence theorem, the limit of (2.6.6)
as x→ ±∞ is 0 for any ∆ > 0. We interpret this as meaning that the limiting process is
of ‘Brownian bridge type’. This was achieved by the division of N̂n by λˆn in the definition
of F̂n that forced the end point to be exactly 1 for any n. In other words,
lim
n→∞ limx→±∞
√
n
(
F̂n(x)− F (x)
)
≡ 0.
We remark that this behaviour is also guaranteed if we divide by λˇn instead: while it is
clear that limx→−∞ N̂n(x)/λˇn = 0 for any n,
lim
n→∞ limx→∞
√
n
(
N̂n(x)
λˇn
− F (x)
)
= lim
n→∞ limx→∞
√
n
(
λˆn
λˇn
F̂n(x)− F (x)
)
= lim
n→∞
√
n
(
λˆn − λˇn
λˇn
)
.
3In personal communication with the author it was confirmed that χ˜ν defined after the corollary should
equal λf
(F )
x for the results to be correct.
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In general, this may not converge to a null distribution but, right after (2.4.4), we con-
cluded the correlation between λˆn and λˇn is asymptotically 1 and the conclusion then
follows. In fact, there we also argued that in the cases when λ˜n is consistent, the three
have asymptotic correlation 1 and, by the same argument, the naive one can also be used
for the rescaling of N̂n, but only in these cases. On the other hand, and in view of (2.6.5)
with f = 1(−∞,x], a different behaviour for the limiting process in (2.5.1) is expected.
Indeed, with this choice of f and by the same arguments as above, the limit of (2.6.4) as
x → −∞ and x → ∞ is 0 and σ2λ > 0, respectively, for any ∆ > 0. We refer to a lim-
iting process with this behaviour as of ‘Brownian motion type’. It agrees with the above
because, while limx→−∞ N̂n(x) = 0 for all n,
lim
n→∞ limx→∞
√
n
(
N̂n(x)−N(x)
)
= lim
n→∞
√
n
(
λˆn − λ
)
=d N
(
0, σ2λ
)
.
Recall that N is an estimator of the whole process. Thus, intuitively, the division of N̂n by
λˆn in the definition of F̂n is removing the uncertainty of not knowing λ, and this division
is precisely what guarantees that F̂n is efficient. This reinforces the remark of the previous
paragraph since it means that, if we know λ, we should still divide the estimator of N by
λˆn when estimating F and hence the asymptotic properties do not change. Furthermore,
to estimate N we should rescale the resulting F̂n by λ and not use N̂n directly.
Let us now analyse the behaviour of the limiting process for the estimator of F in
Buchmann and Gru¨bel [2003]. Recall that in the definition of F˜n in (2.1.10), Buchmann and
Gru¨bel [2003] do not input an estimator of λ. This means F˜n is not forced to end exactly
at one for finite samples but at the value in (2.1.11). Hence, and assuming λ∆ < log 2
for simplicity, for n large enough there is a set of probability approaching 1 as n→∞ in
which
lim
n→∞ limx→∞
√
n
(
F˜n(x)− F (x)
)
= lim
n→∞
√
n
(
1
λ∆
log
(
1 + eλ∆(1− e−λ˜n∆)
)
− 1
)
≈ 1
λ∆
lim
n→∞
√
n
(
e−λ∆ − e−λ˜n∆
)
=d N
(
0,
e−λ∆(1− e−λ∆)
(λ∆)2
)
. (2.6.8)
We conclude that the limiting process in the central limit theorem in Buchmann and
Gru¨bel [2003] is of Brownian motion type and therefore their estimator cannot be efficient4.
The conclusion extends to λ∆ ≥ log 2 by working directly with the covariance of BF in
(2.1.12): note that, it can be rewritten as
ΣB
F
x,x =
∫
[0,x]
∫
[0,x]
(G0 ((x− y) ∧ (x− z))−G0(x− y)G0(x− z))H(dy)H(dz),
4This was also confirmed through personal communication with M. Trabs.
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where we recall that G0(x) := G(x)−G(0) =
∫
(0,x] P and
H(x) :=
1
λ∆
∞∑
i=1
(−1)i+1eiλ∆G∗(i−1)0 (x), x ≥ 0.
From this expression it is clear that ΣB
F
0,0 = 0 and, to compute the limit as x → ∞, we
rewrite H in terms of the finite measure F−1[ϕ−1(−·)]. To derive expression (2.2.17)
for the latter, one uses the series representation of the exponential expression of ϕ−1
arising from the Le´vy–Khintchine formula for ϕ. An alternative expression is obtained by
computing the Taylor series of 1/· around P ({0}), which gives
F−1[ϕ−1] = F−1[ ∞∑
i=1
(−1)i+1 (ϕ− P ({0}))
i−1
P ({0})i
]
.
Note that FdG0 = ϕ − P ({0}) and, in the setting of Buchmann and Gru¨bel [2003] of F
supported in R+, P ({0}) = e−λ∆ in view of (2.2.18). Then, H(x) = 1λ∆F−1
[
ϕ−1
]
([0, x]),
at least formally, and the variance above can be written in the spectral approach form
ΣB
F
x,x =
1
(λ∆)2
∫
[−x,0]
∫
[−x,0]
(
G0 ((x+ y) ∧ (x+ z))−G0(x+ y)G0(x+ z)
)
×F−1[ϕ−1(−·)] (dy)F−1[ϕ−1(−·)] (dz).
Then, noting that limx→∞G0(x) = 1−P ({0}) = 1−e−λ∆ and recalling that F−1
[
ϕ−1(−·)]
has mass 1,
lim
x→∞Σ
BF
x,x =
e−λ∆
(
1− e−λ∆)
(λ∆)2
,
which agrees with conclusion (2.6.8) for λ∆ < log 2.
Notice that the right hand side of the first line in the calculations leading to (2.6.8) is
exactly zero if λ is substituted by λ˜n. In other words, if in the definition of F˜n we input λ˜n
instead of λ, the limiting process is of Brownian bridge type. While the infinite series in the
resulting expression also diverges in general and the exponentially downweighted norms
are still needed, it corresponds to an estimator of F whose associated limiting process has
covariance equal to the bound developed by Trabs [2015a]: from the first three expressions
in Section 2.3.2 it follows that this substitution is the same as dividing N̂n by λ˜n instead
of λˆn in the definition of F̂n; the conclusion follows because in the previous paragraph we
argued that, in the setting of Buchmann and Gru¨bel [2003], λ˜n is an efficient estimator
of F . In fact, from (2.4.1) and (2.4.2) we concluded that in this setting λ˜n is equal to λˆn
up to negligible terms. Therefore, our estimator of F is essentially the kernel-regularised
version of the transformed estimator of Buchmann and Gru¨bel [2003] before insisting on
expanding the logarithm. For λ∆ < log 2 they are pretty much equal in their setting. We
emphasise that, because Buchmann and Gru¨bel [2003] assumed the support of F is in R+
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and Trabs [2015a] only developed bounds for the unrestricted model (he only considered
perturbations of the Le´vy measure from an exponential family and hence with full support
in R), efficiency of the transformation of F˜n cannot be concluded. We ignore whether the
bounds change in the setting of Buchmann and Gru¨bel [2003] but if they do not then the
remarks herein imply that the proposed transformation provides an efficient estimator of
F . Similar arguments justify that any of the spectral estimators of Section 2.4.1 can also
be used. For any of these three choices, the covariance of the limiting process is∫
[0,x]
∫
[0,y]
(
G ((x− z1) ∧ (y − z2))−G(x− z1)G(y − z2)
)
H(dz1)H(dz2) = Σ
GF
x,y , x, y∈R+,
where the equality follows because G(x) =
∫
1[0,x) P , H(x) =
1
λ∆F−1
[
ϕ−1
]
([0, x]), and
by Fubini’s theorem.
In Section 2.3.2 we argued that the estimators of the jump mass function of Buchmann
and Gru¨bel [2003] and Coca [2015] are equal up to convolution with a kernel and before
expanding the logarithm. Furthermore, as remarked at the end of Section 2.2.2, when dF
only has an atomic component the estimator of F resulting from adding the estimates of
the atoms of the latter is equal to F̂n up to negligible terms. Consequently, the covariances
of the limiting processes associated to both must attain the bounds developed by Trabs
[2015a]. Again, efficiency cannot be concluded since Trabs [2015a] only considered Le´vy
measures with no support restriction and which are absolutely continuous with respect to
Lebesgue’s measure. However, if the bounds do not change in the fully discrete case and
when the support of F is restricted to R+, efficiency will follow from our remarks here.
The attainment of the bound agrees with the arguments we just gave: in Section 2.1.2
we mentioned that the estimator of F resulting from that of the jump mass function of
Buchmann and Gru¨bel [2003] is F˜n, but with λ˜n in place of λ. In fact, this can also be
checked directly: in Chapter 3 we show that the asymptotic variance in the central limit
theorem for the estimator of the mass of the atom at x ∈ ε × Z \{0}, denote it by px,
is given by (2.6.6), where f
(F )
x is replaced by λ−1
(
1{x}−px
)
1R \{0} as expected. Recall
that in the setting of Buchmann and Gru¨bel [2003], ε = 1 and let i, j ∈ N \{0}. Then, the
asymptotic covariance of Coca [2015] is (λ∆)−2 times∫ ( (
1{i}−pi
)
1R \{0}
)∗F−1[ϕ−1(−·)](y)( (1{j}−pj)1R \{0} )∗F−1[ϕ−1(−·)](y)P (dy)
=
∫ (
1{i}+pi(1{0}−1)
)∗F−1[ϕ−1(−·)](y) (1{j}+pj(1{0}−1))∗F−1[ϕ−1(−·)](y)P (dy)
=
∫ (
1{i}∗F−1
[
ϕ−1(−·)](y)1{j}∗F−1[ϕ−1(−·)](y)+pipj (1{0}∗F−1[ϕ−1(−·)](y)− 1)2
+
(
pi1{j}∗F−1
[
ϕ−1(−·)](y)+pj1{i}∗F−1[ϕ−1(−·)](y))1{0}∗F−1[ϕ−1(−·)](y))P (dy),
where the last equality follows because
∫
fF−1[ϕ−1(−·)]P = f(0) for any f bounded,
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and because the finite signed measure F−1[ϕ−1(−·)] has mass 1. Recalling that P has
support in N, noting that 1{l}∗F−1
[
ϕ−1(−·)] = F−1[ϕ−1(−·)] ({· − l}) for any l ∈ N and
defining rl := F−1
[
ϕ−1(−·)] ({−l}), the last display is
∞∑
l=0
(
ri−lrj−l + pipj(r−l − 1)2 + (pirj−l + pjri−l)r−l
)
P ({l}).
From (2.2.17), we notice that F−1[ϕ−1(−·)] has support in −N and, furthermore,
r0P ({0}) = 1. Therefore, and assuming i ≤ j, the last display is
pipj(r0 − 1)2P ({0}) + pirj + pjri + pipj(1− P ({0})) +
i∑
l=0
ri−lrj−lP ({l})
= pirj + pjri + pipj(r0 − 1) +
i∑
l=0
rlrl+j−iP ({i− l}).
Recalling that ∆ = 1 in Buchmann and Gru¨bel [2003], the product of the last display with
(λ∆)−2 is the asymptotic covariance in the central limit theorem they obtained —compare
it for instance with its empirical version in (4.3.4). An analogous calculation justifies that
the limiting covariance between the Gaussian process arising from the mass function and
the normal distribution arising from λ˜n coincides with the one we obtain in Chapter 3.
Recall from the end of Section 2.1.2 that the limiting quantities of the modified es-
timators in Buchmann and Gru¨bel [2004] coincide with those of Buchmann and Gru¨bel
[2003], and hence also with those of Coca [2015], when the mass function is not compactly
supported. This raises the following interesting open question: is it possible to show that
the analogous transformations for the general estimators of F do not change their asymp-
totic behaviour when dF is not compactly supported? By all of the discussions above,
this should be true and is a useful insight for practical applications as it means that we
would know the limiting quantities of the monotone transformations. Moreover, by the
Brownian bridge property of the limiting processes they would also be approximately tied
up to 1 at the positive end and would therefore be bona-fide distribution functions. How-
ever, rigorously answering this question must require finer analysis than that performed in
Buchmann and Gru¨bel [2004]: they heavily use the recursive structure of their estimators
to show convergence of the finite-dimensional distributions but, in turn, this structure
stops them from being able to show tightness of the sequence of estimators.
By the same arguments as above, we conclude that the estimator of the distribution
obtained by integrating that of van Es et al. [2007] cannot be efficient unless the intensity is
substituted by one of the estimators of Section 2.4. After this substitution and choosing the
kernel appropriately, it is the same as ours. Analogously, the estimators of the distribution
obtained by integrating the density estimators of Duval [2013a] and Comte et al. [2014] are
efficient and, in fact, converge uniformly to the empirical distribution function. Regarding
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the efficiency of the individual estimators of the mass of potential atoms of dF , in Chapter
3 we see that the variances of the limiting normal distributions in the central limit theorems
for them satisfy the same type of expressions as the lower bounds above. Indeed, the
mass at some x ∈ R \{0} is ∫R 1{x} dν and therefore the variance of the limiting normal
distributions associated to these estimators also have the expression that we expect for the
lower bound of the model. The estimators of Nickl and Reiß [2012] and Nickl et al. [2016]
do not estimate F or N but we can draw some conclusions about them that extend to the
more general Le´vy processes they estimate: the estimator ofNG(x) of Nickl and Reiß [2012]
is forced to be zero both when x → ±∞ by definition. However, at x = ±ζ it is not and
at its values at these points satisfies central limit theorems by the arguments of previous
paragraphs. Similarly, the estimators in Nickl et al. [2016] must be of Brownian motion
type as they are left free at the positive end point. Therefore, the resulting covariances
may decrease when dividing them by the total mass of the estimates and, in practice,
this may translate into tighter confidence regions and higher statistical power of the tests
developed from them.
Lastly, and although it is far from the scope of this thesis, it would be interesting to try
to compute the asymptotic covariance of the integrated density estimators of Gugushvili
et al. [2015] and Gugushvili et al. [2016] to compare them to ours. On the other hand, with
the machinery recently developed in Castillo and Nickl [2013, 2014], it may be possible to
prove a Bernstein–von Mises theorem for the distribution F in this setting. In such a case,
the resulting estimators of F from Gugushvili et al. [2015] and Gugushvili et al. [2016],
which assume no knowledge of the intensity but estimate it instead, probably do lead to
efficient estimators and, at least asymptotically, would be equivalent to ours.
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Chapter 3
Theory
This chapter contains the theoretical results in Coca [2015], some of which have already
been anticipated in Chapter 2 in a number of sections. In Section 3.1 we recall definitions
and notation that are used throughout the chapter and introduce new ones. In Section
3.2 we give the precise assumptions we make to prove our results, and the final form of
the estimators that were heuristically introduced in Chapter 2. The statements of our
central limit theorems are given in Section 3.3, where we make some additional remarks
about them. The rest of the chapter is concerned with proving these results and this is
the content of Section 3.4.
3.1 Definitions and notation
We denote by (Ω,A, P r) the probability space on which all the stochastic quantities herein
are defined, including the compound Poisson process X from Section 1.1. We define P
to be the law of X∆ or, equivalently, the common law of the independent increments
Zk := Xk∆ −X(k−1)∆, k = 1, . . . , n. Let Pn := n−1
∑n
k=1 δZk be the empirical law of the
increments and denote by F and F−1 the Fourier (-Plancherel) transform and its inverse
acting on finite measures or on L2(R) functions (the reader is referred to Folland [1999]
for the results from Fourier analysis and convolution theory used throughout). Then, for
all u ∈ R,
ϕ(u) := FP (u) =
∫
R
eiuxP (dx) and ϕn(u) := FPn(u) = 1
n
n∑
k=1
eiuZk
are the characteristic function of Z and its empirical counterpart. A simple calculation
starting from the representation for X∆ following from expression (1.1.1) shows that
ϕ(u) = exp
(
∆ (iγu+ Fν(u)− λ)
)
, (3.1.1)
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where ν is a finite measure on R called the Le´vy measure. It satisfies that∫ t
−∞
ν(dx) = λF (t) =: N(t), t ∈ R,
where F and N are referred to as the jump distribution and the Le´vy distribution. For
notational purposes, from now on we generally use t (and s) to denote the ‘space’ variable,
especially when it is the argument of these functions, of covariance functions and of the
empirical versions of all of them.
The precise assumptions on ν to prove our results are included in the next section.
For now let us mention we assume it can be written as
ν = νd + νac, (3.1.2)
where νd is a discrete or atomic measure and νac is absolutely continuous with respect to
Lebesgue’s measure. The former satisfies that
νd =
∑
j∈J
qjδJj , (3.1.3)
where J is countable, qj ∈ [0, λ] and Jj ∈ R \{0} for all j ∈ J , and we define q :=∑
j∈J qj ∈ [0, λ]. In order to work with the actual weights of the jump measure we define
pj :=
qj
λ
∈ [0, 1], for all j ∈ J , and p := q
λ
∈ [0, 1]. (3.1.4)
Throughout we write Ac . Bc if Ac 6 CBc holds with a uniform constant C in
the parameter c and Ac ∼ Bc if Ac . Bc and Bc . Ac. We use the standard notation
An = O(Bn) and An = o(Bn) to denote that An/Bn is bounded and An/Bn vanishes,
respectively, as n → ∞. We write ξn = OPr(rn) to denote that ξnr−1n is bounded in
Pr-probability.
As introduced in Section 1.3.2, convergence in distribution of real-valued random vari-
ables is denoted by →d. The space of bounded real-valued functions on R equipped with
the supremum norm is denoted by `∞(R) and →D denotes convergence in law in this
space (see Dudley [1999], p.94, for its definition). Convergence in law in the product space
RN×`∞(R)2 is denoted by →D× (see Chapter 1.4 in van der Vaart and Wellner [1996] for
convergence in law in product spaces).
3.2 Assumptions and estimators
Assumption. On the unknown Le´vy measure ν we make the following assumptions:
1 its Lebesgue decomposition is as in (3.1.2), satisfying that
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(a) νd is given by (3.1.3), where for some ε > 0 fixed, Jj = εj for all j ∈ J :=
Z \{0}; and,
(b) for all s, t ∈ R, | ∫ ts νac(x) dx| . |s− t|α for some α ∈ (0, 1]. And,
2
∫
R log
β
(
max{|x|, e}) ν(dx) <∞ for some β > 2.
Note that ν may be fully discrete or fully absolutely continuous, which is determined
by the (unknown) value of p defined in (3.1.4). The assumption of supp(νd) ⊆ ε× Z \{0}
can be relaxed to an ε-separation condition (cf. the end of Remark 3.2.1 below) but we
present it as above for simplicity. By excluding 0 from J , we are implicitly assuming ν
has no atom at the origin, which we recall is necessary to avoid identifiability issues with
the intensity λ. Assumption 1b is immediately satisfied if νac ∈ Lr(R) for some r ∈ (1,∞]:
take α = 1− 1/r; then, by Ho¨lder’s inequality we have that for any s, t ∈ R∣∣∣∣∫ t
s
νac(x) dx
∣∣∣∣ ≤ ‖νac‖Lr |s− t|α.
We remark that this assumption can be relaxed to a logarithmic modulus of continuity
as found in Coca [2015], although the proofs and statements of the results become more
cumbersome. For the sake of clarity, we present them under Assumption 1b. Assumption
2 is also very weak and it is required to guarantee negligibility of some errors.
Regarding the kernel function K that features in our estimators, we assume it is
symmetric and it satisfies∫
R
K(x)dx = 1, supp(FK) ⊆ [−1, 1] and |K(x)| . (1 + |x|)−η for some η>2. (3.2.1)
Therefore the functions Khn := h
−1
n K(·/hn), where hn is referred to as the bandwidth,
are continuous, have Fourier transform FKhn supported in [−h−1n , h−1n ] and provide an
approximation to the identity operator as hn → 0 when n→∞.
Recall that we constructed our estimators from the formal identity
1
∆
F−1[Log(ϕ)] = γF−1[i·] + ν − λδ0, (3.2.2)
which follows by taking the distinguished logarithm on both sides of (3.1.1) and then the
Fourier inverse transform. Based on the observation that the mass of ν is λ, the idea to
construct the estimator of the intensity is to take the integral of both sides excluding a
small interval around the origin. Therefore, we propose to estimate it by the first estimator
of Section 2.4.1,
λˆn :=
1
∆
∫
R
f (λ)n (x)F−1[Log(ϕn)FKhn ] (x) dx, f (λ)n (x) := 1{εn≤|x|≤Hn},
where εn → 0 and Hn →∞ are determined in the next section. For now we remark that
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hn = o(εn) is necessary to annihilate the first and last terms in (3.2.2). This, together
with the fact that the smallest jumps of νd are at least at distance ε > 0 from the origin
and with the uniform Ho¨lder continuity of νac, guarantees that λˆn recovers all the mass
of ν as n→∞. In addition, we also require that hn = o(H−1n ) to control some errors. The
truncation of the tails is natural because when implementing the estimator the integral has
to be truncated. Furthermore, it is key to be able to prove our results under Assumption
2 instead of under a finite polynomial moment condition. This assumption, together with
an appropriate choice of the bandwidth hn, also allows us to control the fluctuations of ϕn
around ϕ in the sense that supu∈[−h−1n ,h−1n ] |ϕn(u)−ϕ(u)| → 0 in Pr-probability. Recalling
that
0 < e−2λ∆ ≤ |ϕ(u)| ≤ 1 for all u ∈ R,
we conclude that the estimator of the intensity we just proposed is well-defined in sets
of Pr-probability approaching 1 as n → ∞. These remarks also apply to the rest of the
estimators we now propose.
In Section 2.4.2 we proposed to estimate the drift by
γˆn :=
1
c∆
∫
R
f (γ)n (x)F−1[Log(ϕn)FKhn ] (x) dx, f (γ)n (x) := 1|x|≤hn x,
where c :=
∫ 1
−1K − (K(1) + K(−1)) = 2
( ∫ 1
0 K −K(1)
)
in view of the symmetry of K.
We refer the reader to that section for more details on its construction. In Section 2.2.2
we argued that to construct our estimator of F we first construct an estimator of N and
then divide by λˆn. Including the modifications of this chapter, we proposed to estimate
the Le´vy distribution at t ∈ R by
1
∆
∫
R
1(−∞,t](x)f (λ)n (x)F−1[Log(ϕn)FKhn ] (x) dx. (3.2.3)
Notice that, due to the regularisation induced by K, this quantity is continuous in t in
sets of Pr-probability approaching 1 as n→∞. Recall that we want to show a functional
central limit theorem under the standard supremum norm. Hence, if we want to include a
potential discrete component, as allowed by Assumption 1a, we need to make the estimator
discontinuous. The general idea Coca [2015] proposed is to estimate the mass of each atom
separately and modify the last display accordingly and exactly at the potential atoms. To
estimate the mass of a potential atom we rewrite (3.2.2) as
1
∆
F−1[Log(ϕ)] = γF−1[i·] +
∑
j∈Z \{0}
qj δJj + νac − λ δ0. (3.2.4)
Therefore, and by the uniform Ho¨lder continuity of νac, it is clear that qj , j ∈ Z \{0}, is
recovered by integrating this expression over a small enough interval around Jj . Indeed,
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we propose to estimate the mass of a potential atom at Jj by
qˆj,n :=
1
∆
∫
R
f
(qj)
n (x)F−1[Log(ϕn)FKhn ] (x) dx, f (qj)n (x) := 1{|x−Jj |<εn},
where we recall that εn → 0 and thus lose no generality by assuming it is smaller than
ε/2. We note in passing that this is the reason to choose a similar notation for these two
quantities. Then, the idea to estimate N is to force it to have a discontinuity at each Jj
in the integration interval equal to qˆj,n. Consequently, we propose
N̂n(t) :=
1
∆
∫ t
−∞
1{|x|≤Hn}
(
1−
∑
j∈Z
1{|x−Jj |<εn}
)
F−1[Log(ϕn)FKhn](x) dx+ ∑
|j|≤Hn/ε
j≤t/ε, j 6=0
qˆj,n.
(3.2.5)
The first term is estimating the integral of the absolutely continuous component of ν,
whilst the second is estimating the cumulative discrete component. If one of the two is
zero, the corresponding term is asymptotically negligible uniformly in t. In fact, if we
have a priori knowledge of, say, ν being purely atomic, the first term can be discarded
when estimating it and the conclusions herein still follow under the same assumptions. If,
instead, we know in advance that νd is null, we can discard the second term, although in
such a case it is simpler to use the expression in (3.2.3) directly. Without loss of generality
we can assume that |Hn− Jj | > εn for all j ∈ Z, and the last display can be alternatively
written as
N̂n(t) =
1
∆
∫
R
f
(N)
t,n (x)F−1
[
Log(ϕn)FKhn
]
(x) dx,
where
f
(N)
t,n =1[−Hn,Hn]\(−εn,εn)×

1(−∞,t] if |t− Jj | > εn for all j∈Z,
1(−∞,Jj−εn] if Jj − εn ≤ t < Jj for some j∈Z,
1(−∞,Jj+εn] if Jj ≤ t ≤ Jj + εn for some j∈Z .
(3.2.6)
In view of either expression for N̂n(t), when t is away from a potential jump it grows
continuously and it carries all the estimated mass of νac and νd up to t. However, when
t is close enough to one of these, say Jj , the first term in the first expression for the
estimator remains constant whilst the second introduces a jump equal to the estimate of
qj exactly at t = Jj . The truncation around the origin guarantees the terms arising from
the first and last summand in (3.2.2) are negligible. As discussed in the previous chapter
(cf. (2.4.1) and (2.4.2)), it also corresponds to the common practice in the literature of
discarding the increments in which no jumps have taken place, as these do not carry any
information about the jump distribution. They do however contain information about the
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intensity through the total number of them in a sample of size n and this quantity is kept
in the estimators as it is used to decompound the observations appropriately. In analogy
with the remarks after introducing λˆn above, the tail truncation is even more natural
here because one can only compute a finite number of estimators of the potential discrete
component. Finally, we estimate the rest of the parameters as
F̂n := λˆ
−1
n N̂n and pˆj,n := λˆ
−1
n qˆj,n, j ∈ Z \{0}. (3.2.7)
Therefore, for t negative enough F̂n(t) = 0 and, due to the expressions for λˆn and N̂n,
F̂n(t) = 1 for t large enough. We remark that, despite the appearance of distinguished
logarithms and Fourier transforms, all the estimators are real valued for any n.
The strategy to estimate a potential discrete component in ν we just proposed has
an additional advantage: we can estimate the total mass of the discrete component (and
hence of the absolutely continuous component too) and, moreover, we can derive tests for
the presence of either component. We postpone the construction of the latter to Chapter
4 and, for now, propose to estimate q by
qˆn :=
∑
|j|≤H˜n/ε
j 6=0
qˆj,n=
1
∆
∫
R
f (q)n (x)F−1[Log(ϕn)FKhn ] (x) dx, f (q)n (x) :=
∑
|j|≤H˜n/ε
j 6=0
1{|x−Jj |<εn},
where H˜n →∞ at a slower rate than Hn explicitly given in the next section. In line with
the transformations above, p can then be estimated by
pˆn := λˆ
−1
n qˆn.
3.2.1 Remark. The transformation of (3.2.3) to accommodate a potential discrete compo-
nent we just proposed is not using any property of the compound Poisson process. Instead,
it is exploiting the fact that we have an empirical version of the target measure, namely
1
∆1(−εn,εn)CLog(ϕn)FKhn. Therefore, the ideas here can be applied in much more general
settings, including inverse and noninverse problems, as long as one has access to such an
estimate. To the best of our knowledge, it has only been proposed by Coca [2015].
It does however have two implicit drawbacks that we would like to discuss. The first
is that, even though we do not assume we know in advance whether a discrete component
is present in F , we do assume knowledge of a superset of supp(νd), since any qj may be
zero but the corresponding Jj is still included in (3.2.5) and (3.2.6). In fact, the issue is
more subtle and hidden behind our assumption of J being equispaced: when dealing with
N̂n(t) in the proofs, the quantity 1(−∞,t] ∗Khn appears and in its limit as n→∞ a Gibbs
phenomenon naturally features at t. This can be ignored in problems where this limit is
integrated with respect to absolutely continuous measures but not here: in the asymptotic
covariances of the limit theorems below, the integrators are F−1 [ϕ−1(−·)] and P , which
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were written as infinite series in (2.6.1) and (2.6.2), and these may have atoms at all of
the values of finitely many sums and differences of the atoms of νd. Therefore, we need
to deal with this issue at all of these points and by assuming J is equispaced we avoided
speaking about the recombinations of the atoms. One of the purposes of the transformation
of 1(−∞,t] in (3.2.6) is precisely to avoid the aforementioned phenomenon at every t = Jj
and it therefore guarantees we achieve the optimal covariances below. We emphasise that
assuming this prior knowledge may be avoided by purely data-driven procedures based on
the tests that arise from our results for the atomic component in the next section. This is a
relevant point in fully automated procedures but, nevertheless, out of the scope of this thesis.
Furthermore, in practice it may be avoided in a non-rigorous but simple way: the finite-
sample implementation of the estimators of N and F requires the discretisation of the
integral in them. This acts as (3.2.6) for every interval in the discretisation grid and hence
approximately but automatically performs the desired transformation at recombinations of
the atoms. Indeed, the acceptable practical behaviour of directly discretising (3.2.3) when
there is a discrete component instead of using (3.2.6) is illustrated in Section 4.4. The
second implicit limitation of our strategy is that we require a minimal separation between
the atoms Jj. This a natural assumption given the modification we make at each potential
atom in (3.2.6) and is not very restrictive in practice since in the implementation of N
and F we have to choose a finite discrete grid for the integrals in them. We need it in our
proofs since we require∑
j∈J
pj Jj
−η <∞ and
∑
j∈J\{l}
pj |Jj − Jl|1−η <∞,
for any l ∈ J , any discrete distribution (pj)j∈J and any η > 2.
Having discussed these two limitations we can now show how Assumption 1a can be
straightforwardly relaxed. Let J be equal to or a superset of the support of the discrete
component together with the origin, so J := {J0 = 0}∪{Jj : j ∈ J } for some J ⊆ Z \{0}
(Assumption 1a implies J = ε×Z). Additionally, let J¯ be the closure of J under arbitrary
but finite sums and differences of its elements and assume that for some ε > 0 it is such
that |Jj − Jl| > ε for any Jj , Jl ∈ J¯. Then, assuming εn < ε/2 without loss of generality,
we should make the transformation (3.2.6) at every element of J¯ and the conclusions of
the next section remain true. Adapting the proofs to this more general setting only requires
cosmetic changes based on the remarks above.
3.3 Central limit theorems
Our main result concerns joint estimation of all the parameters introduced above. However,
to ease the exposition we first specialise it to the individual parameters and interpret the
results separately.
67
Theory
3.3.1 Proposition. Suppose Assumptions 1 and 2 are satisfied for some β > 2 and that
K satisfies (3.2.1). Let hn ∼ exp(−nϑh), εn ∼ exp(−nϑε) and Hn ∼ exp(nϑH ), where
0 < ϑε < ϑh < 1/4 and 1/(2β) ≤ ϑH < ϑh. Then, under the notation at the end of
Section 3.1, we have that as n→∞
√
n
(
λˆn − λ
)
→d N(0, σ2λ) and √nh−1n (γˆn − γ)→Pr 0,
where in what follows N(0, σ2) denotes a zero-mean normal distribution with variance σ2
and, writing f (λ) := 1R \{0} and ϕ−1 = 1/ϕ throughout,
σ2λ :=
1
∆2
∫
R
(
f (λ)∗F−1 [ϕ−1(−·)] (x))2P (dx).
The expressions of F−1 [ϕ−1(−·)] and P can be found in (2.6.1) and (2.6.2), respec-
tively. The fact that they are both finite measures guarantees the finiteness of (2.6.3) for
any bounded functions f and g. All the variances and covariances of this section, including
σ2λ above, have that form and are therefore finite. Furthermore, as argued there, any such
quantity does not depend on γ and this justifies the fact that in the following discussions
γ does not play any role, even though we are not assuming γ = 0. The next lemma allows
us to rigorously justify some of the intuitive remarks we make throughout this thesis.
3.3.2 Lemma. Let f, g : R → R be bounded functions and let F−1[ϕ−1(−·)] and P be
given by (2.6.1) and (2.6.2), respectively. Then∫
R
(
f ∗ F−1 [ϕ−1(−·)] (x))(g ∗ F−1 [ϕ−1(−·)] (x))P (dx)
= f(0)g(0) + ∆
(∫
R
f(x)g(x) ν(dx)− f(0) g ∗ ν¯ (0)− g(0) f ∗ ν¯ (0) + λ f(0)g(0)
)
+O
(
(λ∆)2
)
.
In particular, if f(0) = g(0) = 0, the last display is
λ∆
∫
R
f(x)g(x)F (dx) +O
(
(λ∆)2
)
.
In Section 2.4.1 we showed that, when no exact cancellations between jumps can arise
from ν, such as when it has no discrete component in R+ and/or R−,
σ2λ =
eλ∆ − 1
∆2
.
Therefore, when λ∆ (the expected number of jumps in a ∆-observation window) is small,
√
nλ∆
(
λˆn − λ
)
≈ N(0, λ2).
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For a general ν this is justified by Lemma 3.3.2. Indeed, in Section 2.4.1 we showed that,
as ∆→ 0, λˆn tends to the maximum likelihood estimator of Section 1.3.1, which satisfies
(1.3.1). The intuition behind the conclusion of Proposition 3.3.1 for the estimator of the
drift was given in Section 2.4.2.
The following proposition deals with individual estimation of the potential weights of
the discrete component of N and F . This result already hints at the asymptotic differences
between estimating these two functions mentioned in Section 2.6.
3.3.3 Proposition. Under the assumptions and notation of Proposition 3.3.1 we have
that for any j ∈ Z \{0} and as n→∞
√
n
(
qˆj,n − qj
)→d N(0, σ2qj) and √n (pˆj,n − pj)→d N(0, σ2pj),
where, defining f (qj) := 1{Jj} and f
(pj) := λ−1
(
f (qj) − pjf (λ)
)
,
σ2qj :=
1
∆2
∫
R
(
f (qj)∗F−1[ϕ−1(−·)] (x))2P (dx)
and
σ2pj :=
1
∆2
∫
R
(
f (pj)∗F−1[ϕ−1(−·)] (x))2P (dx).
Similarly to the expression for σ2λ in (2.4.5), we have that, for any j ∈ Z \{0},
σ2qj =
1
∆2
∑
l∈Z
P ({Jl})
(
F−1 [ϕ−1(−·)] ({Jl − Jj}))2
and
σ2pj =
1
∆2λ2
(∑
l∈Z
P ({Jl})
(
F−1 [ϕ−1(−·)] ({Jl − Jj}) + pjF−1 [ϕ−1(−·)] ({Jl}))2 − p2j).
As expected, these quantities are zero at jumps that cannot be observed and, in particular,
when ν is absolutely continuous (p = 0) they are zero for all j ∈ Z \{0}. To gain more
intuition about them we turn to the case when λ∆ is sufficiently small. From Lemma
3.3.2, we have that
√
n∆
(
qˆj,n − qj
) ≈ N(0, qj) and √nλ∆ (pˆj,n − pj) ≈ N(0, pj(1− pj)).
In this case, most if not all of the jumps are observed directly in the limit so little or
no decompounding is needed and the asymptotic variances do not depend on weights
other than the one under consideration. The interpretation of the dependence on pj of the
variances in both displays is the following. Generally, when pj ≈ 0 only a small percentage
of increments Zk equal Jj , so the variability in the estimate is not large. When pj ≈ 1 we
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expect many increments to be equal to Jj and therefore the variability in the estimate of
pj is small too. However, in this case the parameter qj = λpj is approximately λ and hence
it carries almost the same variability as the estimate for the intensity given in Proposition
3.3.1. This uncertainty is removed when estimating pj because pˆj,n := qˆj,n/λˆn.
When λ∆ is not small and p 6= 0 the inverse nature of the problem changes the
dependence of σ2qj and σ
2
pj on pj . In view of their general expressions above, if P ({Jj}),
the probability of observing a jump Jj , is not zero, they are not necessarily zero even when
pj = 0. This is because despite no underlying discrete jumps equal Jj , the increments Zk
do not capture this and some decompounding is required, therefore introducing some
unavoidable uncertainty.
We now address the estimation of N and F , the main focus of this thesis.
3.3.4 Theorem. Under the assumptions of Proposition 3.3.1 and the notation at the end
of section 3.1, we have that as n→∞
√
n
(
N̂n −N
)
→D BN in `∞(R) and √n
(
F̂n − F
)
→D GF in `∞(R),
where, defining f
(N)
t := 1(−∞,t] 1R \{0} for any t ∈ R and
f
(F )
t := λ
−1(f (N)t − F (t)f (λ)) = λ−1(1(−∞,t]−F (t))1R \{0},
BN and GF are tight centred Gaussian Borel random variables in `∞(R) with covariance
structures satisfying that for any s, t ∈ R
ΣNs,t :=
1
∆2
∫
R
(
f (N)s ∗ F−1
[
ϕ−1(−·)] (x))(f (N)t ∗ F−1 [ϕ−1(−·)] (x))P (dx) (3.3.1)
and1
ΣFs,t :=
1
∆2
∫
R
(
f (F )s ∗ F−1
[
ϕ−1(−·)] (x))(f (F )t ∗ F−1 [ϕ−1(−·)] (x))P (dx). (3.3.2)
In Chapter 2 we discussed this result and its consequences in depth. In particular,
in Section 2.6 we pointed out the meaning and necessity of the quantity 1R \{0} in the
covariances, the fact that they coincide with the information lower bounds of the problem,
and the additional insights they give regarding efficiency. Therefore, we simply mention
that in view of Lemma 3.3.2,
∆ ΣNs,t = N(s ∧ t) +O(∆) and λ∆ ΣFs,t =
(
F (min{s, t})− F (s)F (t))+O(∆).
1Note that in Chapter 2, the covariances ΣNs,t and Σ
F
s,t were denoted by Σ
BN
s,t and Σ
GF
s,t . From now on
we simplify the notation as no confusion regarding the limiting processes they are connected to may arise.
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Therefore, expressions (2.6.7) and (2.6.5) are justified, and, for λ∆ small,
√
n∆
(
N̂n −N
)
and
√
nλ∆
(
F̂n − F
)
are approximately centred Gaussian processes with covariance functions given by the
leading terms of the second to last display. This agrees with our calculation at the end
of Section 2.3 in which we showed that N̂n converges to the estimators of Nickl et al.
[2016] as ∆→ 0. It also agrees with the remark therein stating that the same calculation
guarantees our estimator F̂n converges to the empirical distribution function as ∆→ 0.
All the results included so far are particular cases of the following, which establishes
joint convergence of all the estimators and is our main result. Prior to stating it let us
introduce some notation. For any L ∈ R4×
(
RZ \{0}
)2 × (`∞(R))2 ∼= RN×`∞(R)2 we
denote its first four coordinates by Lλ, Lγ , Lq, Lp, its j-th coordinate within the first
and second space RZ \{0} by Lqj and Lpj , respectively, and the evaluation at t ∈ R of its
penultimate and last coordinate by LN (t) and LF (t), respectively. Finally, let q, p ∈ RZ \{0}+
be row vectors with j-th entry equal to qj and pj , respectively, and let qˆn and pˆn be their
coordinate-wise estimators.
3.3.5 Theorem. Let L be a tight centred Gaussian random variable on RN×`∞(R)2
and note that it is fully characterised by its finite dimensional distributions. For any
c(λ), c(γ), c(q), c(p) ∈ R, Mθ ∈ N, Cθ ∈ RMθ , where θ ∈ {q, p,N, F}, and any
i1, . . . , iMq , j1, . . . , jMp ∈ N, s1, . . . , sMN , t1, . . . , tMF ∈ R, assume it satisfies that
(
c(λ), c(γ), c(q), c(p)
)

Lλ
Lγ
Lq
Lp
+Cq

Lqi1
...
LqiMq
+Cp

Lpj1
...
LpjMp
+CN

LN (s1)
...
LN (sMN )
+CF

LF (t1)
...
LF (tMF )

is a one-dimensional normal random variable with mean zero and variance
σ2L :=
1
∆2
∫
R
(
f (L) ∗ F−1 [ϕ−1(−·)] (x))2 P (dx), (3.3.3)
where f (L) = f (L)(c(λ), c(q), c(p), Cq, Cp, CN , CF ) is defined as
f (L) :=
(
c(λ), c(q), c(p)
)f
(λ)
f (q)
f (p)
+Cq

f (qi1 )
...
f
(qiMq
)
+Cp

f (pj1 )
...
f
(pjMp
)
+CN

f
(N)
s1
...
f
(N)
sMN
+CF

f
(F )
t1
...
f
(F )
tMF
 .
(a) Under the assumptions of Proposition 3.3.1 we have that as n→∞
√
n
(
λˆn − λ, h−1n (γˆn − γ), qˆn − q, pˆn − p, N̂n −N, F̂n − F
)
→D× L−q,−p,
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where L−q,−p denotes the same random variable as L without its third and fourth
coordinates.
(b) Suppose ν satisfies Assumption 1a and
∫
R |x|βν(dx) < ∞ for some β > 1. Assume
K satisfies (3.2.1) and let hn = exp(−nϑh), εn = exp(−nϑε), Hn = exp(nϑH ) and
H˜n ∼ nϑH˜ , where 1/(2β) ≤ ϑH˜ < 1/2, 0 < ϑε < ϑh < (1−2ϑH˜)/4 and 0 < ϑH < ϑh.
Then, as n→∞,
√
n
(
λˆn − λ, h−1n (γˆn − γ), qˆn − q, pˆn − p, qˆn − q, pˆn − p, N̂n −N, F̂n − F
)
→D× L.
This theorem provides a large number of inference procedures that are described in
Chapter 4. The empirical version of σ2L is a fundamental quantity in their construction.
The procedures include estimation and testing of single parameters, which can already be
easily devised from the propositions above, and goodness-of-fit and two-sample tests for
the whole process. We regard the stronger assumption of part (b) of the theorem as purely
technical. We require it to show convergence of the finite-dimensional distributions: in
part (a), we need to control a finite fixed number of projections of the quantity considered
therein but, in part (b), we effectively have to control a growing number of projections
due to the expressions for qˆn and pˆn.
3.4 Proofs
Joint convergence as described in Theorem 3.3.5 follows from convergence of each of the
coordinates of the infinite vectors therein together with joint convergence of the one di-
mensional parameters and the finite dimensional distributions of the infinite dimensional
parameters. Therefore we need to prove joint convergence of finitely and infinitely many
one-dimensional distributions. This is the content of Section 3.4.1 and it includes several
results that may be of independent interest. Section 3.4.2 is devoted to proving Proposi-
tions 3.3.1 and 3.3.3, which follow from the results of Section 3.4.1, and in Sections 3.4.3
and 3.4.4 we prove Theorems 3.3.4 and 3.3.5, respectively. Lastly, we include the proof of
Lemma 3.3.2.
3.4.1 Joint convergence of one-dimensional distributions
The last and main result of this section requires to identify the asymptotic limit of some
stochastic quantities and to control some non-stochastic quantities. We follow this order
throughout and before introducing the generic central limit theorem dealing with the
stochastic quantities, namely Theorem 3.4.5, we develop several auxiliary results.
Note that the observations of the compound Poisson process appear in our estimators
through the empirical characteristic function ϕn. Since it is always multiplied by FKhn ,
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supported in [−h−1n , h−1n ], we have to control the uniform norm of |ϕn(u) − ϕ(u)| when
u varies over these sets. Theorem 4.1 in Neumann and Reiß [2009] gives sufficient con-
ditions to control this quantity and derivatives of it. In particular, it guarantees that if∫ |x|βν(x)dx <∞ for some β > 0 then, under the notation at the end of Section 3.1,
sup
|u|6h−1n
|ϕn(u)− ϕ(u)| = OPr
(
n−1/2 log1/2+δ(h−1n )
)
(3.4.1)
for any δ > 0. The assumption for this particular case of the result can be slightly refined
as follows.
3.4.1 Theorem. Suppose that ξ1, ξ2, . . . are independent and identically distributed real-
valued random variables satisfying E[logβ(max{|ξ1|, e})] < ∞ for some β > 1 and let
w : R→ [0,∞) be a weight function with w(u) ≤ log−1/2−δ(e+ |u|) for some δ > 0. Then
we have that
sup
n≥1
E
[
sup
u∈R
{√
n |ϕn(u)− ϕ(u)|w(u)
} ]
<∞, (3.4.2)
and, from Markov’s inequality, (3.4.1) holds.
Taking ξk = Zk, k = 1, . . . , n, the assumption of the theorem is that∫
R log
β(max{|x|, e})P (dx) < ∞ for some β > 1. By Theorem 25.3 and Proposition 25.4
in Sato [1999] it is equivalent to assuming the same moment is finite when substituting
P by ν in its expression and therefore it is satisfied under Assumption 2. As mentioned
in Neumann and Reiß [2009], this result goes in line with the well known fact proved by
Cso¨rgo˝ and Totik [1983]: almost sure uniform convergence of ϕn towards ϕ on increasingly
long symmetric intervals [−Un, Un] holds whenever log(Un)/n→ 0.
We show this theorem by slightly refining one of the steps in the proof of Theorem 4.1
in Neumann and Reiß [2009]. Therefore we give a brief overview of their ideas and take
no credit for them. We refer the reader to their work for more details.
Proof. The strategy Neumann and Reiß [2009] adopt to prove the result is to control the
expectation of the supremum over u ∈ R of the empirical process√n exp(i·u)w(u)(Pn−P )
by a maximal inequality from empirical process theory. Namely, they make use of Corollary
19.35 from van der Vaart [1998] and thus they have to control the L2-bracketing number of
a certain class of functions. Inspired by Yukich [1985] they bound this bracketing number
by an expression depending on the quantity
M = M(, k) := inf
{
m ≥ 1 : E[ξ2k1 1|ξ1|>m] ≤ 2
}
,
where k ∈ N is fixed and we are only concerned with the case k = 0. By the lemma after
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Theorem 2 in Yukich [1985], the theorem follows if∫ 1
0
√
logM(, k) d <∞. (3.4.3)
For k = 0 the expectation in the definition of M simplifies to P (|ξ1| > m). Then, trivially
|y| ≤ max{|y|, e} for any y ∈ R and, by Markov’s inequality, we have for any β > 1
P (|ξ1| > m) ≤ E[log
β(max{|ξ1|, e})]
logβ(m)
.
Once Neumann and Reiß [2009] derive an upper bound of this form the result follows
because
M(, 0) ≤ inf
{
m ≥ 1 : E[log
β(max{|ξ1|, e})]
logβ(m)
≤ 2
}
and hence
logM(, 0) ≤ −2/β E[logβ(max{|ξ1|, e})]1/β.
Therefore, (3.4.3) is satisfied when assuming E[logβ(max{|ξ1|, e})] < ∞ for some β >
1.
The quantity Log(ϕn/ϕ) plays a central role in the proofs as it carries all the stochas-
ticity. To apply standard tools such as the central limit theorem for triangular arrays or
tools from empirical process theory we need to linearise it, in the sense of writing it as
a function applied to Pn − P . The next result guarantees its decomposition into a linear
part and a ‘remainder term’.
In line with the notation introduced at the end of Section 3.1, we write ξn = oPr(rn)
to denote that ξnr
−1
n vanishes as n→∞ in Pr-probability and ξn =Pr ξ′n denotes equality
in sets of Pr-probability approaching 1 as n→∞.
3.4.2 Theorem. Let ξk, k = 1, . . . , n, be independent and identically distributed real-
valued random variables with characteristic function ϕ such that infu∈R |ϕ(u)| > 0. Let
ϕn be the empirical version of it and take hn → 0 such that log(h−1n )/n1/(1+2δ) → 0 for
some δ > 0. If E[logβ(max{|ξ1|, e})] < ∞ for some β > 1 the quantity Log(ϕn(u)/ϕ(u)),
u ∈ [−h−1n , h−1n ], is well-defined and finite in sets of Pr-probability approaching one as
n→∞. Furthermore, in these sets
Log
ϕn(u)
ϕ(u)
=Pr (ϕn(u)− ϕ(u))ϕ−1(u) +Rn(u), u ∈ [−h−1n , h−1n ], (3.4.4)
where the remainder term is given by
Rn(u) = R(z)|z=ϕn(u)/ϕ(u) with R(z) =
∫ z
1
s− z
s2
ds
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and it is such that sup|u|6h−1n |Rn(u)| = OPr(n−1(log h−1n )1+2δ¯) for any δ¯ ∈ (0, δ].
Proof. From the construction of the distinguished logarithm (see Theorem 7.6.2 in Chung
[2001]) we know that in the closed disk |z−1| ≤ 1/2 it coincides with the principal branch
of the complex logarithm. Thus, there it satisfies that
Log z = (z − 1) +R(z),
where R(z), the integral form of the remainder, is as in the statement of the theorem, so
|R(z)| ≤ sup
s∈[1,z]
|s|−2
∫ z
1
|z − s|ds ≤ max{1, |z|−2}|z − 1|2. (3.4.5)
Taking z = ϕn(u)/ϕ(u), we see that the left hand side of (3.4.4) is well-defined in sets of
Pr-probability approaching one as n → ∞ and (3.4.4) holds in them if we show that in
such type of sets |ϕn(u)/ϕ(u) − 1| ≤ 1/2 whenever u ∈ [−h−1n , h−1n ]. In view of the finite
logarithmic moment assumption, the asymptotics of hn and Theorem 3.4.1, we have that
for any δ > 0
sup
|u|6h−1n
|ϕn(u)− ϕ(u)| = OPr
(
n−1/2 log1/2+δ(h−1n )
)
= oPr(1). (3.4.6)
The conclusion then follows because, due to the strictly positive lower bounded on |ϕ|,∣∣∣∣ϕn(u)ϕ(u) − 1
∣∣∣∣1|u|≤h−1n ≤ sup|u|6h−1n |ϕn(u)− ϕ(u)|
(
inf
|u|6h−1n
|ϕ(u)|
)−1
= oPr(1). (3.4.7)
To show the second claim of the theorem we first note that evaluating (3.4.5) at
z = ϕn(u)/ϕ(u),
|Rn(u)| ≤ max
{
1,
∣∣∣∣ ϕ(u)ϕn(u)
∣∣∣∣2
}∣∣∣∣ϕn(u)ϕ(u) − 1
∣∣∣∣2 . (3.4.8)
In view of (3.4.6), the second term on the right hand side is of the required order. We
claim that
inf
|u|6h−1n
|ϕn(u)| > κ for every κ ∈
(
0, inf
u∈R
|ϕ(u)|
)
(3.4.9)
in the same Pr-probability sets where (3.4.6) holds. Indeed, by the strictly positive lower
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bound on |ϕ| we have that for any  > 0
Pr
(
sup
|u|6h−1n
|ϕn(u)− ϕ(u)| ≤ 
)
≤ Pr
(
sup
|u|6h−1n
∣∣∣|ϕn(u)| − |ϕ(u)|∣∣∣ ≤ )
≤ Pr
(
|ϕn(u)| ≥ |ϕ(u)| −  for all u ∈ [−h−1n , h−1n ]
)
≤ Pr
(
|ϕn(u)| ≥ inf
u∈R
|ϕ(u)| −  for all u ∈ [−h−1n , h−1n ]
)
= Pr
(
inf
|u|6h−1n
|ϕn(u)| ≥ inf
u∈R
|ϕ(u)| − 
)
≤ 1,
and the conclusion follows by taking  < infu∈R |ϕ(u)| and noting that the left hand side
converges to 1 as n→∞ by (3.4.6).
The following two lemmas are relatively long to prove or will be repeatedly used after
and therefore we include them to improve the flow of other proofs.
3.4.3 Lemma. Let ϕ and F−1[ϕ−1(−·)] be as in (3.1.1) and (2.6.1), respectively, with
ν any finite measure on R satisfying ν(R) = λ. Let K be a kernel function satisfying
K,FK ∈ L1. Then for any h > 0 fixed
F−1[ϕ−1(−·)FKh] (x) = F−1[ϕ−1(−·)] ∗Kh (x) for all x ∈ R (3.4.10)
and, consequently, if K, g ∈ L2(R) we have that
F−1[Fg ϕ−1(−·)FKh] (x) = g ∗Kh ∗ F−1[ϕ−1(−·)] (x) for all x ∈ R . (3.4.11)
Proof. By the expression for ϕ given in (3.1.1) we have ϕ−1(−u) =
exp (∆(iuγ + λ−F ν¯(u))) for any u ∈ R. Then, noting that Fδ∆γ(u) = exp (iu∆γ) and
writing the exponential of −∆F ν¯(u) as an infinite series, we have for any u ∈ R
ϕ−1(−u)=eλ∆Fδ∆γ(u)
∞∑
k=0
(F ν¯(u))k (−∆)
k
k!
=eλ∆Fδ∆γ(u)
∞∑
k=0
F
[
ν¯∗k
]
(u)
(−∆)k
k!
, (3.4.12)
where in the last equality we use that if µ1 and µ2 are finite measures on R so is their
convolution and Fµ1(u)Fµ2(u) = F [µ1 ∗ µ2] (u) for every u ∈ R. These properties of
convolution theory and Fourier analysis are repeatedly used in what follows and at the
end of the proof we use that the same identity holds for L2(R) functions. To introduce the
infinite sum into the Fourier transform we use that if µm, m = 1, 2, . . ., and µ are finite
measures on R such that ‖µm − µ‖TV → 0 then Fµm → Fµ pointwise. Taking
µm :=
m∑
k=0
ν¯∗k
(−∆)k
k!
and µ :=
∞∑
k=0
ν¯∗k
(−∆)k
k!
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we see the condition is readily satisfied because∥∥∥∥∥
∞∑
k=m+1
ν¯∗k
(−∆)k
k!
∥∥∥∥∥
TV
≤
∞∑
k=m+1
(λ∆)k
k!
→ 0 as m→∞
because it is the tail of a convergent series. Therefore
ϕ−1(−u)FKh(u) = eλ∆Fδ∆γ(u)F
[ ∞∑
k=0
ν¯∗k
(−∆)k
k!
]
(u)FKh(u)
= F [F−1[ϕ−1(−·)] ∗Kh] (u),
and the first display in the lemma follows by taking the Fourier inverse on both sides,
noting that ϕ−1(−·)FKh,F−1
[
ϕ−1(−·)] ∗Kh ∈ L1(R) and that the latter is continuous
because K,FK ∈ L1(R). The second display is then justified by the remark after (3.4.12)
and because (3.4.10) is in L2(R) if K is by Minkowski’s inequality for convolutions.
3.4.4 Lemma. Let ϕ, F−1[ϕ−1(−·)] and P be given by (3.1.1), (2.6.1) and (2.6.2),
where γ > 0 and ν is a finite measure satisfying ν(R) = λ. Let K be a symmetric kernel
function satisfying K ∈ L1(R) and suppFK ⊆ [−1, 1], and let the bandwidth hn → 0.
Let g
k)
n ∈ L2(R), k = 1, 2, be functions satisfying supn supx∈R |gk)n (x)| <∞ and such that
gk) := limn→∞ g
k)
n ∗Khn exists at every point. Then gk) is finite everywhere,
lim
n→∞
∫
R
g1)n ∗Khn ∗ F−1
[
ϕ−1(−·)] (x) g2)n ∗Khn ∗ F−1[ϕ−1(−·)] (x)P (dx)
=
∫
R
g1) ∗ F−1[ϕ−1(−·)] (x) g2) ∗ F−1[ϕ−1(−·)] (x)P (dx) (3.4.13)
exists and so does
lim
n→∞
∫
R
gk)n ∗Khn ∗ F−1
[
ϕ−1(−·)] (x)P (dx) = lim
n→∞ g
k)
n ∗Kh (0) =: gk)(0) (3.4.14)
for any k = 1, 2. Furthermore, if ν satisfies Assumption 1a for some ε > 0 and, for each
k = 1, 2, g˜k) is a bounded function agreeing with gk) everywhere up to a zero Lebesgue-
measure set disjoint from ε× Z then∫
R
g˜1) ∗ F−1[ϕ−1(−·)] (x) g˜2) ∗ F−1[ϕ−1(−·)] (x)P (dx)
=
∫
R
g1) ∗ F−1[ϕ−1(−·)] (x) g2) ∗ F−1[ϕ−1(−·)] (x)P (dx). (3.4.15)
Proof. Let k = 1, 2 be fixed throughout. Note that ‖Kh‖TV = ‖K‖TV <∞ for all h > 0,
supn supx∈R |gk)n (x)| <∞ by assumption, and ‖F−1
[
ϕ−1(−·)]‖TV <∞. Then, in view of
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Minkowski’s inequality for integrals, supn supx∈R |gk)n ∗Khn(x)| < ∞ and therefore gk) is
finite everywhere and supn supx∈R |gk)n ∗Khn ∗F−1
[
ϕ−1(−·)] (x)| <∞. The existence of all
the displays therefore follows and so does equality (3.4.13) using dominated convergence.
Note that ‖FKh‖2 . h−1/2‖K‖1 < ∞, which in particular implies that K ∈ L2(R)
used below. Additionally, Fg ∈ L2(R) and ϕ−1 ∈ L∞(R) so, by Ho¨lder’s inequality,
Fg ϕ−1(−·)FKh ∈ L1(R) .Then, in view of (3.4.11), the symmetry of K and the finiteness
of P , the left hand side in (3.4.14) equals the limit as n→∞ of
1
2pi
∫
R
Fgk)n (−u)FKhn(u)ϕ−1(u)FP (u) du =
∫
R
gk)n (x)Khh(x) dx = g
k)
n ∗Khn (0),
where the first equality follows by the symmetry of K and Plancherel’s formula due to
g,K ∈ L2(R). The limit of this quantity is gk)(0) by definition and the first part of the
lemma is then justified.
To show the last claim we note that because g˜k) is bounded we can apply Fubini’s
theorem to write the left hand side of (3.4.15) as∫
R3
g˜1)(x− y1) g˜2)(x− y2)P (dx)F−1
[
ϕ−1(−·)] (dy1)F−1[ϕ−1(−·)] (dy2).
In view of Lemma 27.1 in Sato [1999] the product of the three measures gives a finite
measure on R3 comprising a (possibly null) atomic component and a (possibly null) ab-
solutely continuous component. Recall that the former may have atoms only at (ε× Z)3.
In any of these point measures the functions g˜1) and g˜2) are evaluated at a value in ε×Z
and therefore there they coincide with g1) and g2) by assumption. In the rest of the values
they agree up to a set of zero Lebesgue-measure but in these they are integrated with
respect to an absolutely continuous measure and thus the conclusion follows.
The following is the central result when dealing with the stochastic terms arising from
proving joint convergence of one-dimensional parameters.
3.4.5 Theorem. Let ϕ and ϕn be as in Section 3.1, i.e. the characteristic function, and
its empirical counterpart, of the ∆-increments of a compound Poisson process with law
P , empirical measure Pn, drift γ ∈ R and finite jump measure ν satisfying ν(R) = λ
and Assumption 2. Let K be a symmetric kernel function satisfying K ∈ L1(R) and
suppFK ⊆ [−1, 1], and let the bandwidth hn → 0 be such that log(h−1n )/n1/(1+2δ) → 0 for
some δ > 0. Finally, let gn ∈ L2(R) be a function satisfying∫ h−1n
−h−1n
∣∣Fgn(u)∣∣du=o(n1/2(log h−1n )−(1+2δ)), sup
n
sup
x∈R
|gn(x)|<∞ and g := lim
n→∞ gn ∗Khn
(3.4.16)
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exists at every point. Then we have that as n→∞
√
n
1
∆
∫
R
gn(x)F−1
[
Log
ϕn
ϕ
FKh
]
(x)dx =Pr
√
n
1
∆
∫
R
gn∗Kh∗F−1
[
ϕ−1(−·)](x)(Pn−P )(dx)
+
√
n
1
2pi∆
∫
R
Fgn(−u)Rn(u)FKh(u)du (3.4.17)
→d N(0, σ2g), (3.4.18)
where Rn is as in Theorem 3.4.2 and σ
2
g is finite and satisfies
∆2σ2g =
∫
R
(
g ∗ F−1[ϕ−1(−·)] (x)− g(0))2P (dx)=∫
R
(
g∗F−1[ϕ−1(−·)](x))2P (dx)− g(0)2.
Proof. We first note that the conditions of Theorem 3.4.2 are readily satisfied when ξk =
Zk because infu∈R |ϕ(u)| ≥ exp(−2λ∆) > 0, supp(FKh) ⊆ [−h−1, h−1] and we have
assumed the same decay in hn as well as Assumption 2. Then, using the compact support
of FKh, the quantity in the Fourier inverse transform of
1
∆
∫
R
gn(x)F−1
[
Log
ϕn
ϕ
FKh
]
(x)dx (3.4.19)
is in L2(R) in sets of Pr-probability approaching 1 as n→∞ and, in these, Plancherel’s
formula can be used, noting that gn ∈ L2(R), to write the last display as
1
2pi∆
∫
R
Fgn(−u) Log ϕn(u)
ϕ(u)
FKh(u)du=Pr 1
2pi∆
∫
R
Fgn(−u) (ϕn(u)−ϕ(u))ϕ−1(u)FKh(u)du
+
1
2pi∆
∫
R
Fgn(−u)Rn(u)FKh(u)du. (3.4.20)
Due to |FKh| ≤ ‖K‖1 1[−h−1,h−1] pointwise, the second summand can be bounded by
∆−1‖K‖1 times
sup
u∈[−h−1n ,h−1n ]
|Rn(u)|
∫ h−1n
−h−1n
|Fgn(u)| du = OPr
(
n−1(log h−1n )
1+2δ
∫ h−1n
−h−1n
|Fgn(u)| du
)
= oPr
(
n−1/2
)
,
where the equalities are justified using Theorem 3.4.2 and the first condition in (3.4.16).
Hence this summand is negligible in the asymptotic distribution of the left hand side of
(3.4.17). The first summand in (3.4.20) is ∆−1 times
1
2pi
∫
R
Fgn(−u)ϕ−1(u)FKh(u)F [Pn−P ] (du)=
∫
R
F−1[Fgnϕ−1(−·)FKh](x) (Pn−P ) (dx),
where the equality follows by the symmetry of K, because Pn − P is a finite measure
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and due to Fgn ϕ−1(−·)FKh ∈ L1(R) by Ho¨lder’s inequality noting that Fgn ∈ L2(R),
ϕ−1 ∈ L∞(R) and ‖FKh‖2 ≤ h−1/2‖K‖1 < ∞. Note that (3.4.17) is then justified by
Lemma 3.4.3. Therefore we point out that the stochastic quantity (3.4.19) is centred after
linearisation and the Lindeberg-Feller central limit theorem applies to
1
∆
∫
R
gn ∗Kh ∗ F−1
[
ϕ−1(−·)] (x) (Pn − P ) (dx) (3.4.21)
if
sup
x∈R
∣∣gn ∗Kh ∗ F−1[ϕ−1(−·)] (x)∣∣ = o(n1/2) (3.4.22)
and if
lim
n→∞
∫
R
(
gn ∗Khn ∗ F−1
[
ϕ−1(−·)] (x)− gn ∗Khn(0))2 P (dx) (3.4.23)
exists (see, for example, Proposition 2.27 in van der Vaart [1998]). Note that ‖Kh‖TV =
‖K‖TV < ∞ for all h > 0 and, by assumption, supn supx∈R |gn(x)| < ∞ and
‖F−1[ϕ−1(−·)]‖TV < ∞. Then, in view of Minkowski’s inequality for integrals,
supn supx∈R |gn ∗Khn(x)| <∞ and therefore g is finite everywhere and supn supx∈R |gn ∗
Khn ∗ F−1
[
ϕ−1(−·)] (x)| < ∞. Consequently, (3.4.22) is satisfied and (3.4.23) follows by
dominated convergence because of the third assumption in (3.4.16). This also justifies
that (3.4.18) holds for the first expression for σ2g . The second expression for this quantity
follows by expanding the square in (3.4.23) and using (3.4.14).
The following auxiliary result is immediate to prove but it will be subsequently used
several times. Therefore, and for the sake of clarity, we formulate it in the form of a lemma.
3.4.6 Lemma. Let a, b, U, V ∈ R such that U > 1, V > 0 and |a|, |b| < V . Then, for
k = 0, 1, ∫ U
−U
∣∣∣F [ (·) k 1[a,b]]∣∣∣ (u) du . U2k−1V k+1 + (1− k) logU.
Proof. Note that for all u ∈ R∣∣∣F [ (·) k 1[a,b]]∣∣∣ (u) ≤ ∥∥∥ (·) k 1[a,b]∥∥∥
1
≤ V k(|a|+ |b|) . V k+1.
Therefore, the conclusion for the case k = 1 follows immediately.
Due to U > 1, when k = 0 we split the integral in the statement as the sum of that
over [−U−1, U−1] and [−U,U ] \ [−U−1, U−1]. By the last display the former is bounded
above by U−1V , up to constants independent of U and V . To bound the latter we note
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that ∫
[−U,U ]\[−U−1,U−1]
∣∣∣∣eiub − eiuaiu
∣∣∣∣ du . ∫ U
U−1
u−1 du . log(U).
The next lemma guarantees the functions gn we subsequently input into Theorem 3.4.5
satisfy the necessary conditions therein. We use the notation ≡ between two functions to
denote pointwise equality.
3.4.7 Lemma. Suppose K satisfies (3.2.1) and hn, εn → 0, Hn → ∞ are such that
hn ∼ exp(−nϑh) with ϑh < 1/4, hnε−1n = o(1) and hnHn = o(1), hence satisfying the
assumptions of Theorem 3.4.5 on K and hn. Then, for all c, ε > 0, j ∈ Z and t ∈ R the
functions f
(λ)
n , f
(γ)
n , f
(qj)
n and f
(N)
t,n defined in Section 3.2 are bounded, belong to L
2(R)
and satisfy (3.4.16) for gn equal to each of them with the constant hidden in the notation
small-o of the first condition not depending on t or j when gn = f
(N)
t,n or gn = g(qj),n.
Recalling the definitions of f (λ), f (qj) and f
(N)
t in Section 3.3 and defining f
(γ) := 0, we
have that
f (λ) := 1R \{0} ≡ lim
n→∞ f
(λ)
n ∗Khn , f (γ) := 0 ≡ limn→∞ h
−1
n f
(γ)
n ∗Khn , (3.4.24)
f (qj) := 1{εj} ≡ lim
n→∞ f
(qj)
n ∗Khn , j ∈ Z, (3.4.25)
and
lt := lim
n→∞ f
(N)
t,n ∗Khn ≡ f (N)t −
1
2
1{t} 1R \ε×Z(t). (3.4.26)
Furthermore, for any finite set T ⊂ R, any C(λ), C(γ), C(j), Ct ∈ R, j ∈ Z \{0} and t ∈ T ,
and any H˜n →∞ define the linear combination
ft,n := C(λ)f
(λ)
n + C(γ)f
(γ)
n +
∑
|j|≤H˜n/ε
j 6=0
C(j)f
(qj)
n +
∑
t∈T
Ctf
(N)
t,n . (3.4.27)
Then ft,n enjoys the same abovementioned properties as the individual functions if either
(a) finitely many coefficients C(j) are not zero;
(b) or supj∈Z \{0} |C(j)| <∞, H˜n ∼ nϑH˜ with ϑH˜ < 1/2 and ϑh < (1− 2ϑH˜)/4.
In both cases
lim
n→∞ ft,n ∗Khn ≡ C(λ)f
(λ) + C(γ)f
(γ) +
∑
j∈Z \{0}
C(j)f
(qj) +
∑
t∈T
Ctlt.
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Proof. The conditions of Theorem 3.4.5 on K are trivially satisfied by those assumed here,
and those on hn hold because
log(h−1n )/n
1/(1+2δ) ∼ nϑh−1/(1+2δ) = o(n(−3+2δ)/(4+8δ)) = o(1)
for any δ ∈ (0, 3/2) due to ϑh < 1/4.
To check (3.4.16) for each of the individual functions note that for any n fixed, any
j ∈ Z and t ∈ R, the functions f (λ)n , f (γ)n , f (qj)n and f (N)t,n are uniformly bounded by
max{1, c−1} <∞ and have bounded supports. Therefore each of them is bounded, square
integrable and satisfies the second condition in (3.4.16). To check the first condition we
first note that f
(λ)
n = 1[−Hn,Hn]−1(−εn,εn). Then, by Lemma 3.4.6 with k = 0,∫ h−1n
−h−1n
∣∣Ff (λ)n (u)∣∣ du . hnHn + hn εn + log(h−1n ) = O(log h−1n ),
where in the last equality we have used the asymptotics of hn, εn and Hn. Taking k = 1
in Lemma 3.4.6, the same arguments guarantee that
∫ h−1n
−h−1n
∣∣Ff (γ)n (u)∣∣ du . 1,
and taking k = 0 we have that for any j ∈ Z
∫ h−1n
−h−1n
∣∣Ff (qj)n (u)∣∣ du = ∫ h−1n
−h−1n
∣∣eiuεjF [1[−εn,εn]] (u)∣∣ du . hn εn + log(h−1n ) = O(log h−1n ).
The same asymptotics are attained for f
(N)
t,n . To justify this note that this function can be
written as 1[a1,b1] +1[a2,b2] for some a1, a2, b1, b2 ∈ R satisfying that their absolute values
are bounded above by Hn+ εn. Then, using Lemma 3.4.6 with k = 0 and the asymptotics
of hn, εn and Hn, we have that for any t ∈ R∫ h−1n
−h−1n
∣∣Ff (N)t,n (u)∣∣ du . hn (Hn + εn) + log(h−1n ) = O(log h−1n ).
Each of these functions then satisfies the first condition in (3.4.16) because hn ∼
exp(−nϑh) with ϑh < 1/4, so
(log h−1n )
2(1+δ)n−1/2 ∼ n2(1+δ)(ϑh− 14(1+δ) ) = o(1)
for some δ ∈ (0, 1/(4ϑh) − 1), for which we also have that log h−1n /n1/(1+2δ) =
o(n−ϑh(1+2θh)/(1−2θh)) → 0. The lack of dependence on j or t of the constants hidden
in the notation . is clear by the arguments we have employed.
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We now compute the limits in (3.4.24) in reverse order. Notice that for any x ∈ R
h−1n · 1(−hn,hn) ∗Khn (x) =
x
hn
∫ x/hn+1
x/hn−1
K(y) dy −
∫ x/hn+1
x/hn−1
y K(y) dy.
When x = 0 this equals − ∫[−1,1] ·K, which is zero by the symmetry of K, and otherwise
it is of order O(hη−1n ) by the decay of |K|. Hence the second limit in (3.4.24) is justified
for any c > 0 because η > 2 and hn → 0. To show the first limit we start by noting that
for any function gn such that supn supx∈R |gn(x)| <∞ we have that as n→∞
∣∣(gn−gn 1[−Hn,Hn] )∗Khn (x)∣∣ ≤ sup
n
sup
x∈R
|gn(x)|
∫
[
x−Hn
hn
,x+Hn
hn
]C∣∣K(y)∣∣ dy → 0 for all x ∈ R,
(3.4.28)
because K ∈ L1(R) and h−1n , Hn →∞. Therefore the limit of f (λ)n ∗Khn as n→∞ equals
that of f˜
(λ)
n ∗Khn at every point, where f˜ (λ)n := 1R \(−εn,εn). Additionally, for any x ∈ R,
1R \(−εn,εn) ∗Khn(x) = 1− 1(−εn,εn) ∗Khn(x)
because
∫
RK = 1, so we only need to compute the limit of the convolution on the right
hand side. This coincides with (3.4.25) when j = 0 and hence we now compute (3.4.25)
for any j ∈ Z. For any x ∈ R we have that
1(εj−εn,εj+εn) ∗Khn (x) =
∫ (x−εj+εn)/hn
(x−εj−εn)/hn
K(y) dy.
By the decay of |K|, if x 6= ε j this is of order O(εnhη−1n ) and if x = εj then 1 minus
this display equals
∫
[−εn/hn,εn/hn]c K due to
∫
K = 1. Using that hn, εn → 0, η > 2,
hnε
−1
n = o(1) and K ∈ L1(R) we thus conclude that
lim
n→∞ 1(εj−εn,εj+εn) ∗Khn ≡ 1{εj}, (3.4.29)
and consequently the first limit in (3.4.24) and that in (3.4.25) follow.
To show (3.4.26) note that, in view of (3.4.28) because supn supx∈R |f (N)t,n (x)| < ∞,
the limit of f
(N)
t,n ∗Khn as n→∞ equals that of f˜ (N)t,n ∗Khn at every point, where
f˜
(N)
t,n := 1R \(−εn,εn)×

1(−∞,t] if |t− Jj | > εn for all j ∈ Z,
1(−∞,Jj−εn] if Jj − εn ≤ t < Jj for some j ∈ Z,
1(−∞,Jj+εn] if Jj ≤ t ≤ Jj + εn for some j ∈ Z .
(3.4.30)
Therefore, when t = εj for some j ∈ Z we have
f˜
(N)
t,n = 1(−∞,εj−εn] +1(εj−εn,εj+εn)−1(−εn,εn) 1[0,∞)(j), (3.4.31)
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almost everywhere and hence the following arguments are not affected. Due to εn → 0 as
n→∞, for any other t fixed we can assume
f˜
(N)
t,n = 1(−∞,t]−1(−εn,εn) 1(0,∞)(t). (3.4.32)
Thus, and in view of (3.4.29), we only need to compute the limit of
1(−∞,y] ∗Khn(x) =
∫ ∞
(x−y)/hn
K(z) dz
when y = εj−εn for some j ∈ Z and when y = t. For the former case we have (x−y)/hn =
(x − εj)/hn + εn/hn. Hence the limit of the last display is
∫
RK = 1 if x < εj and zero
otherwise, which can be written as 1(−∞,εj), and the limit of (3.4.31) convolved with Khn
is 1(−∞,t] 1R \{0}. When y = t the same arguments apply to x 6= t but when x = t we obtain∫
R+ K = 1/2 by the symmetry of K. This gives the limiting function 1(−∞,t) +
1
2 1{t} and
therefore the limit of (3.4.32) convolved with Khn is 1(−∞,t] 1R \{0}−12 1{t}, thus justifying
(3.4.26).
The statement regarding the linear combination follows immediately for case (a). To
show it for case (b) note that because εn → 0 we can assume εn < ε/2 and therefore for
any n fixed
sup
n
sup
x∈R
|ft,n(x)| ≤ card(T ) + 1 + 1 <∞
and
‖ft,n‖2 ≤ card(T )(Hn + εn)1/2 + H˜nε1/2n + h1/2n <∞.
Notice that assumptions ϑ
H˜
< 1/2 and ϑh < (1− 2ϑH˜)/4 imply
H˜n n
−1/2(log h−1n )
2(1+δ) ∼ nϑH˜−1/2+2(1+δ)ϑh = o(1)
for any δ ∈ (0, (1− 2ϑ
H˜
)/(4ϑh)− 1
)
. This interval has non-empty intersection with that
under which the first display of the proof holds and consequently for some of those δ > 0
∫ h−1n
−h−1n
|Fft,n(u)| du = O(H˜n log(h−1n )) = o
(
n1/2(log h−1n )
−(1+2δ))
as required. To compute the limit of ft,n ∗Kh we only need to work with the second sum
in ft,n and we recall that for any j ∈ Z \{0}
f
(qj)
n ∗Khn(x) =

∫ εn/hn
−εn/hn K if x = εj,
O(εnh
η−1
n ) otherwise,
where η > 2. Moreover, note that the assumption on the asymptotics of H˜n implies
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H˜n = o(n
1/2) and therefore H˜nh

n = o(1) for any  > 0. Due to supj∈Z \{0} |C(j)| <∞ and
because 1− ∫ εn/hn−εn/hn K = o(1) the result follows in view of
∑
|j|≤H˜n/ε
j 6=0
C(j)f
(qj)
n ∗Khn(x)=

C(j)+o(1)+O
(
(H˜n − 1)hη−2n εnhn
)
=C(j)+o(1) if x = εj for
some j∈Z \{0},
O
(
H˜nh
η−2
n εnhn
)
=o(1) otherwise.
All the results so far are developed to deal with stochastic quantities but, because of
the use of a kernel in the estimators, we also need to control some non-stochastic quantities
or bias terms. This is the content of the following lemma.
3.4.8 Lemma. Let K satisfy (3.2.1) and take hn ∼ exp(−nϑh), εn ∼ exp(−nϑε) and
Hn ∼ exp(nϑH ) such that 0 < ϑε < ϑh < ∞ and 0 < ϑH < ϑh. Adopt the setting and
notation of Section 3.1 and assume the finite measure ν satisfies Assumption 1a. Suppose
that either
(a) Assumption 2 holds for some β > 2 and ϑH ≥ 1/(2β);
(b) or
∫
R |x|βν(dx) <∞ for some β > 1.
Using the notation introduced in Lemma 3.4.7, define
B(λ)n :=
1
∆
∫
R
f (λ)n (x)F−1[LogϕFKhn ] (x) dx− λ,
B(γ)n := h
−1
n
1
∆
∫
R
f (γ)n (x)F−1[LogϕFKhn ] (x) dx− h−1n γ,
B
(qj)
n :=
1
∆
∫
R
f
(qj)
n (x)F−1[LogϕFKhn ] (x) dx− qj , j ∈ Z \{0},
and
B
(N)
t,n :=
1
∆
∫
R
f
(N)
t,n (x)F−1[LogϕFKhn ] (x) dx−N(t), t ∈ R .
Then, all these individual quantities are of order o
(
n−1/2
)
and so are supj∈Z \{0} |B(qj)n |
and supt∈R |B(N)t,n |. Furthermore, for any finite set T ⊂ R, any C(λ), C(γ), C(j), Ct ∈ R,
j ∈ Z \{0} and t ∈ T , and any H˜n →∞ define the linear combination
Bn := C(λ)B
(λ)
n + γB
(γ)
n +
∑
j∈Z \{0}
C(j)
(
(B
(qj)
n + qj)1|j|≤H˜n/ε−qj
)
+
∑
t∈T
CtB
(N)
t,n . (3.4.33)
Then, Bn = o
(
n−1/2
)
if either
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(a*) condition (a) above is satisfied and finitely many coefficients C(j) are not zero;
(b*) or condition (b) above is satisfied, supj∈Z \{0} |C(j)| < ∞ and H˜n ∼ nϑH˜ for some
ϑ
H˜
≥ 1/(2β).
Proof. In view of the arguments employed to arrive at the right hand side of (3.2.2) we
have that for any bounded function g = gn,
1
∆
∫
R
g(x)F−1[LogϕFKh](x)dx=− γ
∫
R
g(x)(Khn)
′(x)−λ
∫
R
g(x)Khn(x) dx (3.4.34)
+
∑
j∈Z \{0}
qj
∫
R
g(x)Khn(x−εj) dx+
∫
R
g(x) νac∗Khn(x) dx,
where we have swapped the infinite sum with the integral using that for any m ∈ N and
any x ∈ R ∣∣∣∣∣ ∑|j|≤m
j 6=0
qjg(x)Khn(x− εj)
∣∣∣∣∣ ≤ supy∈R |g(y)| ∑
j∈Z \{0}
qj |Khn | (x− εj)
and that the right hand side is integrable because ‖Kh(· − y)‖1 = ‖K‖1 for all y ∈ R and∑
j∈Z \{0} qj ≤ λ <∞.
We start by computing B
(γ)
n . Taking g = gn = hnf
(γ)
n in (3.4.34), using integration by
parts in the first summand and, in view of νac,K ∈ L1(R), Fubini’s theorem in the last
one, we have that
cB(γ)n = γ h
−1
n
(∫ 1
−1
K(x) dx− (K(−1) +K(1))− c)− λ∫ 1
−1
xK(x) dx
+
∑
j∈Z \{0}
qj
∫
R
hnx+ εj
hn
1(−hn,hn)(hnx+ εj)K(x) dx
+
∫
R
K(y)
∫ −hny−hn
−hny+hn
h−1n (x+ hny)νac(x) dx dy.
By the symmetry and integrability of K, the decay of |K| in (3.2.1), the fact that c :=
2
( ∫
[0,1]K −K(1)
)
and using that Assumption 1b is satisfied for some α > 0 we conclude
that
|B(γ)n | . hηn
∑
j∈Z \{0}
qj j
−η + hαn = O
(
hαn
)
= o
(
n−1/2
)
for some η > 2, where the last equality is justified because hn ∼ exp(−nϑh) for some
ϑh > 0.
To calculate the order of B
(λ)
n we write f
(λ)
n = 1− 1[−Hn,Hn]C −1(−εn,εn) and analyse
(3.4.34) when g equals each of these quantities. When g = 1 we immediately see it equals
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0 because K is symmetric,
∫
RK = 1 and
∫
R ν = λ. To analyse the second summand let
us first consider (3.4.34) for the more general function g = gn = g˜n 1[−Hn,Hn]C , where g˜n
is a function satisfying supn supx∈R |g˜n(x)| < ∞. This generalisation is used later on. In
this case the right hand side of (3.4.34) equals
−γ
∫
[−Hn,Hn]C
g˜n(x)(Khn)
′(x) dx− λ
∫
[−Hn,Hn]C
g˜n(x)Khn(x) dx+
∫
R
K(y)
∫
[−Hn−hny,Hn−hny]C
g˜n(x+ hny) ν(dx) dy.
(3.4.35)
The value of the first integral depends on the function g˜n. When g˜n = 1 it equals
Khn(−Hn) − Khn(Hn), which is zero by the symmetry of K. By the decay of |K| in
(3.2.1), the absolute value of the second integral is bounded above by
sup
x∈R
|g˜n(x)|
∫ ∞
Hn/hn
|K|(x) dx = O((hn/Hn)η−1) = o(n−1/2)
for some η > 2, where the last equality is justified by the exponential decay of hn and
Hn →∞. The absolute value of the last term in (3.4.35) can be bounded, up to constants
independent of n, by
sup
x∈R
|g˜n(x)|
(∫ h−1n
0
|K|(x) dx
∫ ∞
Hn
ν(dx) + λ
∫ ∞
h−1n
|K|(x) dx
)
.
If condition (a) of the lemma is satisfied
∫∞
Hn
ν(dx) ≤ (logHn)−β
∫∞
Hn
(log x)βν(dx) =
o
(
n−1/2
)
. If instead condition (b) holds
∫∞
Hn
ν(dx) ≤ (Hn)−β
∫∞
Hn
xβν(dx) = o
(
n−1/2
)
.
Therefore, and using the decay of |K| and hn, the last display is o
(
n−1/2
)
. Consequently
we conclude that the second summand in the decomposition of f
(λ)
n is o
(
n−1/2
)
. To analyse
the third one we need to compute (3.4.34) when gn = f
(q0)
n . Hence, we first compute B
(qj)
n
for any j ∈ Z and, only during this calculation and with some abuse of notation, we take
q0 = −λ in its expression for notational purposes. In view of (3.4.34) we have that
B
(qj)
n = γ h
−1
n
(
K
(εj − εn
hn
)
−K
(εj + εn
hn
))
+ qj
∫
(−εn/hn,εn/hn)C
K(x) dx
+
∑
l∈Z \{j}
ql
∫ (ε(j−l)+εn)/hn
(ε(j−l)−εn)/hn
K(x) dx+
∫
R
K(y)
∫ εj−hny+εn
εj−hny−εn
νac(x) dx dy.
Then, by the decay of |K|, the fact that ∫RK = 1, Assumption 1b and the integrability
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of K, the last display can be bounded, up to constants independent of j and n, by
|B(qj)n | . 1Z \{0}(j)hη−1n + |qj | (hn/εn)η−1 + hη−1n
∑
l∈Z \{0}
qj−l l1−η + εαn
. hη−1n + λ (hn/εn)η−1 + λhη−1n
∑
l∈Z \{0}
l1−η + εαn = o
(
n−1/2
)
(3.4.36)
for some η > 2 and α > 0, where the last equality follows because hn ∼ exp(−nϑh),
εn ∼ exp(−nϑε) and ϑε <≤ ϑh. This ends showing that B(λ)n = o
(
n−1/2
)
and, in addition,
it shows that B
(qj)
n , j ∈ Z \{0}, and its supremum are of the same order.
To analyse B
(N)
t,n we work directly with its supremum over t ∈ R. We first remove
the truncation in the tails of f
(N)
t,n , just as we have done for B
(λ)
n . With this in mind,
take g˜n = g˜t,n = f˜
(N)
t,n in (3.4.35), where f˜
(N)
t,n is defined in (3.4.30). Note that the upper
bounds for the absolute values of the last two summands of (3.4.35) only depend on t
through supx∈R |g˜t,n(x)|. Furthermore supn supt∈R supx∈R |g˜t,n(x)| <∞, so the supremum
of these two terms are of order o
(
n−1/2
)
by the same arguments used therein. Therefore,
if we show that the supremum over t ∈ R of the absolute value of the first summand
is o
(
n−1/2
)
, we only need to analyse the supremum of (3.4.34) for g = gt,n = f˜
(N)
t,n .
But the former follows easily by noting that the absolute value of the first summand
in (3.4.35) when g˜t,n = f˜
(N)
t,n is bounded above by γh
−1
n |K|(Hn/hn) for any t ∈ R, and
this quantity is of order O
(
(hn/Hn)
η−1H−1n
)
= o
(
n−1/2
)
for some η > 2 by the decay of
|K|, hn and H−1n . To analyse (3.4.34) when gt,n = f˜ (N)t,n we note that for n large enough
f˜
(N)
t,n = 1(−∞,min{u,−εn}] +1[min{u,εn},u], where
u = u(t, n) :=

t if |t− Jj | > εn for all j ∈ Z,
Jj − εn if Jj − εn ≤ t < Jj for some j ∈ Z,
Jj + εn if Jj ≤ t ≤ Jj + εn for some j ∈ Z .
(3.4.37)
Inputting this into (3.4.34) gives
−γ
(
Khn
(
min{u,−εn}
)
+Khn(u)−Khn
(
min{u, εn}
))−λ ∫
(−εn,εn)C
1(−∞,u](x)Khn(x) dx
+
∫ u
−∞
ν ∗Khn (x) dx−
∑
j∈Z \{0}
qj
∫ min{u,εn}
min{u,−εn}
Khn(x− εj) dx+
∫
R
K(y)
∫ min{u,εn}−hny
min{u,−εn}−hny
νac(x) dx dy.
We now bound the absolute value of each of these terms but the first in the sec-
ond line by quantities independent of t and of order o
(
n−1/2
)
. By the symmetry of K
and the decay of |K| in (3.2.1), the absolute value of the first summand is bounded
by γh−1n |K|(εn/hn)| = O(hη−1n ε−ηn ) for some η > 2 and, because hn ∼ exp(−nϑh),
εn ∼ exp(−nϑε) and ϑh > 2 = ϑε, it is of the required order. These arguments and
supn supt∈R supx∈R |f˜ (N)t,n (x)| ≤ 1 justify that the absolute value of second summand is
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bounded by 2λ
∫∞
εn/hn
|K| = O((hn/εn)η−1) = o(n−1/2). Furthermore, for any t ∈ R the
absolute value of the second summand in the second line is bounded by
∑
j∈Z \{0}
qj
∫ (εn−εj)/hn
(−εn−εj)/hn
|K|(x) dx . hη−1n
∑
j∈Z \{0}
qjj
1−η = o
(
n−1/2
)
.
Due to Assumption 1b and the integrability of K, for any t ∈ R the absolute value of the
last summand is bounded by∫
R
K(y)
∫ εn−hny
−εn−hny
νac(x) dx dy . εαn = o
(
n−1/2
)
,
where the last equality follows because α > 0 and by the exponential decay of εn. We are
therefore left with proving that the supremum over t ∈ R of the absolute value of∫ u
−∞
ν ∗Khn −N(t) =
∑
j∈Z \{0}
qj
(∫ u
−∞
Khn(x− εj) dx− 1(−∞,t](εj)
)
+
∫
R
K(y)
(∫ u−hny
−∞
νac(x) dx−
∫ t
−∞
νac(x) dx
)
dy (3.4.38)
is of the desired order, where to arrive to the last summand we have used that
∫
RK = 1.
Note that the quantity in brackets in the infinite sum is
∫ (u−εj)/hn
−∞
K(x) dx− 1(−∞,t](εj) =

∫∞
(u−εj)/hn K if t ≥ εj,∫ (u−εj)/hn
−∞ K if t < εj.
For any t ∈ R and in view of (3.4.37) we then have that the absolute value of the first
summand in (3.4.38) is bounded by
∑
j∈Z \{0}
qj
(∫ −εn/hn
−∞
|K|(x) dx+
∫ ∞
εn/hn
|K|(x) dx
)
= O
(
(hn/εn)
η−1) = o(n−1/2).
Using Assumption 1b, the integrability of K, the decay of |K|, expression (3.4.37) and
the fact that
∫
R νac ≤ λ, we conclude that the absolute value of the second summand in
(3.4.38) is bounded, up to constants independent of t and n, by∫ εn/hn
−εn/hn
|K|(y)|u−hny−t|αdy+λ
∫
(−εn/hn,εn/hn)C
|K|(y) dy . εαn+(hn/εn)η−1 = o
(
n−1/2
)
,
where the constant hidden in the notation . is clearly independent of t because |u−t| ≤ εn
for all t ∈ R. We have then just shown that supt∈R |B(N)t,n | = o
(
n−1/2
)
.
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For the last statement of the lemma regarding the linear combination Bn note that∑
j∈Z \{0}
C(j)
(
(B
(qj)
n + qj)1|j|≤H˜n/ε−qj
)
=
∑
|j|≤H˜n/ε
j 6=0
C(j)B
(qj)
n −
∑
|j|>H˜n/ε
C(j)qj .
Due to H˜n → ∞, when finitely many coefficients C(j) are not zero Bn has the required
order because the individual quantities featuring in its expression do. For the same reason,
under the alternative assumptions we only have to analyse the last display to find the order
of Bn. In view of the j-independent upper bound for |B(qj)n | in (3.4.36), the absolute value
of the first sum is bounded, up to constants independent of n, by
sup
j∈Z \{0}
|C(j)| H˜n
(
hη−1n + (hn/εn)
η−1 + εαn
)
= o
(
n−1/2
)
,
where the last equality is justified by the polynomial growth of H˜n and the exponential
decay of hn and εn. The absolute value of the second sum can be bounded, up to constants
independent of n, by
sup
j∈Z \{0}
|C(j)|
∫
[−H˜n/ε,H˜n/ε]C
ν(dx) . H˜−βn
∫
[−H˜n/ε,H˜n/ε]C
|x|βν(dx),
and this has order o
(
n−1/2
)
because H˜n ∼ nϑH˜ for some ϑH˜ ≥ 1/(2β) by assumption.
Therefore, the infinite sum in Bn is of order o
(
n−1/2
)
and so is B under the second set of
assumptions because we analysed (3.4.35) when these hold.
Finally, the following result guarantees joint convergence of finitely and infinitely one-
dimensional parameters and it provides an explicit representation of the covariance of the
asymptotic distributions. It follows immediately from the preceding results, and Proposi-
tions 3.3.1 and 3.3.3 are corollaries of it.
3.4.9 Theorem. Suppose K satisfies (3.2.1) and take hn ∼ exp(−nϑh), εn ∼ exp(−nϑε)
and Hn ∼ exp(nϑH ) such that 0 < ϑε < ϑh < 1/4 and 0 < ϑH < ϑh. Adopt the setting and
notation of Sections 3.1 and 3.2, and assume the finite measure ν satisfies Assumption
1. For any finite set T ⊂ R, any C(λ), C(γ), C(j), Ct ∈ R, j ∈ Z \{0} and t ∈ T , and any
H˜n →∞ we define the linear combination
Υ̂n :=
√
n
(
C(λ)
(
λˆn−λ
)
+C(γ)h
−1
n
(
γˆn−γ
)
+
∑
j∈Z \{0}
C(j)
(
qˆj,n 1|j|≤H˜n/ε−qj
)
+
∑
t∈T
Ct
(
N̂n(t)−N(t)
))
.
Assume that either
(a) finitely many coefficients C(j) are not zero, Assumption 2 holds for some β > 2 and
ϑH ≥ 1/(2β);
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(b) or supj∈Z \{0} |C(j)| < ∞,
∫
R |x|βν(dx) < ∞ for some β > 1, H˜n ∼ nϑH˜ for some
ϑ
H˜
∈ [1/(2β), 1/2) and ϑh < (1− 2ϑH˜)/4.
Then we have that
Υ̂n →dN
(
0, σ2
)
as n→∞ (3.4.39)
where σ2 is finite and satisfies
∆2σ2 =
∫
R
(
l ∗ F−1[ϕ−1(−·)](x))2P (dx),
where
l := −C(λ)f (λ)+
∑
j∈Z \{0}
C(j)f
(qj)+
∑
t∈T
Ctf
(N)
t .
Proof. Notice that the sum of distinguished logarithms equals the distinguished logarithm
of the product. Then, in view of the expressions of the estimators λˆn, γˆn, qˆj,n and N̂n(t)
in Section 3.2 and the expressions for B
(λ)
n , B
(γ)
n , B
(qj)
n and B
(N)
t,n in Lemma (3.4.8) we can
write
Υ̂n =
√
n
1
∆
∫
R
ft,n(x)F−1
[
Log
ϕn
ϕ
FKh
]
(x) dx+
√
nBn, (3.4.40)
where ft,n and Bn are defined in (3.4.27) and (3.4.33), respectively. Note that all the
assumptions of Lemma 3.4.8 are trivially satisfied by those assumed here as the latter
include the former. Therefore the second summand in the last display is negligible as
n → ∞. To find the asymptotic distribution of the first summand we use Theorem 3.4.5
applied to ft,n as defined in (3.4.27). We can do this in view of Lemma 3.4.7 because its
assumptions are trivially satisfied by those assumed here. Then, using the last conclusion
of the lemma, it follows that
Υ̂n →d N(0, σ˜2),
where σ˜2 satisfies the same expression as σ2 after (3.4.39) for
l˜ := C(λ)f
(λ) +
∑
j∈Z \{0}
C(j)f
(qj) +
∑
t∈T
Ct
(
f
(N)
t −
1
2
1{t} 1R \ε×Z(t)
)
in place of l. Since l˜(0) = 0 the variance σ˜2 has the same expression as (3.4.13) when
g˜
1)
t = g˜
2)
t = ∆
−1 l˜. Furthermore, the third summand in l˜ agrees with the third summand
in l up to a zero Lebesgue-measure set disjoint from ε×Z. Hence, the last claim in Lemma
3.4.4 guarantees σ˜2 = σ2. The finiteness of this quantity follows by the conclusions of
Theorem 3.4.5 or simply by the boundedness of gt.
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3.4.2 Proof of Propositions 3.3.1 and 3.3.3
Proposition 3.3.1 follows immediately from Theorem 3.4.9 by taking T = ∅, C(j) = 0
for all j ∈ Z \{0} and C(λ) = 1, C(γ) = 0 or C(λ) = 0, C(γ) = 1 when estimating λ or
γ, respectively. The conclusion of Proposition 3.3.3 on estimating qj , j ∈ Z \{0}, follows
analogously. To show the conclusion for pj we write
√
n
(
pˆj,n − pj
)
= λˆ−1n
√
n
((
qˆj,n − qj
)− pj(λ− λˆn)).
In view of Theorem 3.4.9 with C(λ) = −pj , C(γ) = Cl = 0 for all l ∈ Z \{0, j}, T = ∅
and C(j) = 1, the quantity by which λˆ
−1
n is multiplied on the right hand side converges to
N
(
0, λ2σ2pj
)
. Since λˆn converges to λ (constant) by Theorem 3.4.9, the conclusion follows
by Slutsky’s lemma.
3.4.3 Proof of Theorem 3.3.4
3.4.3.1 Estimation of N
Note that the assumptions in the first part of Lemma 3.4.7 are included in those assumed
here. Therefore the assumptions of Theorem 3.4.5 are satisfied and, in view of the expres-
sion of the estimator N̂n(t), t ∈ R, in Section 3.2, the expression for B(N)t,n in Lemma 3.4.8
and the properties of the distinguished logarithm, we can write
√
n
(
N̂n(t)−N(t)
)
=
√
n
1
∆
∫
R
f
(N)
t,n (x)F−1
[
Log
ϕn
ϕ
FKh
]
(x) dx+
√
nB
(N)
t,n
=Pr
√
n
1
∆
∫
R
f
(N)
t,n ∗Khn ∗ F−1
[
ϕ−1(−·)] (x)(Pn − P )(dx)
+
√
n
1
∆
∫
R
Ff (N)t,n (−u)Rn(u)FKhn(u)du+
√
nB
(N)
t,n ,
where f
(N)
t,n is defined in (3.2.6) and Rn is as in Theorem 3.4.2. We are showing a central
limit theorem under the uniform norm, so we now argue that the supremum over t ∈ R
of the last line vanishes as n → ∞ in the same sets of Pr-probability approaching 1 in
which the last equality holds. By Lemma 3.4.8 we have supt∈R |B(N)t,n | = o
(
n−1/2
)
so the
last summand vanishes as n → ∞. Due to supp(FKh) ⊆ [−h−1, h−1], the supremum of
the first summand in the last line is bounded by
‖K‖1 ∆−1
√
n sup
|u|≤h−1n
|Rn(u)| sup
t∈R
∫ h−1n
−h−1n
|Ff (N)t,n (u)|du = oPr
(
1
)
,
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where the equality follows from Theorem 3.4.2 and Lemma 3.4.7. Therefore we have to
show the corresponding functional central limit theorem for the linear term
√
n (Pn − P )ψt,n :=
√
n
∫
R
ψt,n(x)(Pn − P )(dx),
where
ψt,n := ∆
−1f (N)t,n ∗Khn ∗ F−1
[
ϕ−1(−·)] .
This type of result follows by showing a central limit theorem (for triangular arrays in this
case) for the finite-dimensional distributions and tightness of the limiting process. Conve-
niently, Theorem 2.11.23 in van der Vaart and Wellner [1996] explicitly gives assumptions
under which these follow and using it adds clarity to the proofs. Thus, we recall it adapted
to our needs and refer the reader to van der Vaart and Wellner [1996] for the concepts in
it such as envelope functions, outer measures, bracketing numbers and entropies, etc.
3.4.10 Theorem. For each n, let Ψn := {ψt,n : t ∈ R} be a class of measurable functions
indexed by a totally bounded semimetric space (R, ρ). Given envelope functions Ψn assume
that
P ∗Ψ2n = O(1) and P
∗Ψ2n1{Ψn>κ√n} → 0
for every κ > 0, and, for every δn ↓ 0,
sup
ρ(s,t)<δn
P (ψs,n − ψt,n)2 → 0 and
∫ δn
0
√
logN[ ](‖Ψn‖P,2, Ψn, L2(P )) d→ 0,
where ‖ψ‖P,2 = ‖ψ‖L2(P ) = (
∫
R |ψ|2P )1/2. Then the sequence of stochastic processes{√
n (Pn − P )ψt,n : t ∈ R
}
is asymptotically tight in l∞(R) and converges in distribution to a tight Gaussian process
provided the sequence of covariance functions Pψs,nψt,n−Pψs,nPψt,n converges pointwise
on R×R.
We first compute the pointwise limit of the covariance functions. Due to the limiting
distribution being a tight (centred) Gaussian process, the former limit uniquely identifies
the process. This allows us to identify the so-called intrinsic covariance semimetric of
the Gaussian process and, as it is customary, we take ρ equal to this semimetric (see
the second half of Chapter 1.5 and Chapter 2.1.2 in van der Vaart and Wellner [1996]
for an illustrative discussion on this and other choices). We then check the remaining
assumptions of the theorem in order of appearance.
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Convergence of the covariance functions. Note that the assumptions here include those
of Lemma 3.4.4 and of the first part of Lemma 3.4.7. For any s, t ∈ R fixed Pψs,nψt,n has
the form of (3.4.13) when g1) = ∆−1f (N)s,n and g2) = ∆−1f
(N)
t,n and therefore we can use
the lemmata to conclude that
lim
n→∞Pψs,nψt,n =
1
∆2
∫
R
ls ∗ F−1
[
ϕ−1(−·)] (x) lt ∗ F−1[ϕ−1(−·)] (x)P (dx)
and that this is finite, where lt is defined in (3.4.26). Furthermore, this function agrees
with f
(N)
t up to a zero Lebesgue-measure set disjoint from ε × Z. Hence, the last claim
in Lemma 3.4.4 guarantees the last display equals ΣNs,t. Conclusion (3.4.14) and the fact
that lt(0) = 0 for any t ∈ R justify that Pψt,n = 0 for all t ∈ R and therefore the sequence
of covariance functions Pψs,nψt,n − Pψs,nPψt,n converges pointwise to ΣNs,t.
Total boundedness of R under the internal covariance semimetric ρ. In view of the
limiting covariance we just computed we take
ρ(s, t) = ∆−1
(
P
(
f (N)s ∗ F−1
[
ϕ−1(−·)]−f (N)t ∗ F−1[ϕ−1(−·)] )2)1/2 , s, t ∈ R .
To show that R is totally bounded under this semimetric we bound this expression by
another semimetric under which R is totally bounded. Due to F−1[ϕ−1(−·)] being a finite
measure and supt∈R supx∈R |f (N)t (x)| ≤ 1, Minkowski’s inequality for integrals guarantees
that
ρ(s, t)2 . ∆−2P
∣∣∣(f (N)s − f (N)t ) ∗ F−1[ϕ−1(−·)]∣∣∣ ≤ ∆−2P ∣∣∣f (N)s − f (N)t ∣∣∣ ∗ ∣∣F−1[ϕ−1(−·)]∣∣ ,
where the last inequality follows from Jordan’s decomposition of finite measures and∣∣F−1[ϕ−1(−·)] ∣∣ is the positive measure given by the sum of the positive and negative
part of F−1[ϕ−1(−·)] in this decomposition. Finally note that
P
∣∣∣f (N)s − f (N)t ∣∣∣ ∗ ∣∣F−1[ϕ−1(−·)]∣∣ = ∣∣∣f (N)s − f (N)t ∣∣∣ ∗ ∣∣F−1[ϕ−1(−·)]∣∣ ∗ P¯ (0)
= µ¯0
(
(min{s, t},max{s, t}]),
where P¯ (A) = P (−A) and µ¯(A) = µ(−A) for any Borel A ⊆ R, µ := ∣∣F−1[ϕ−1(−·)]∣∣ ∗ P¯
and µ0 := µ¯− µ¯({0})δ0. The conclusion then follows because µ¯0 is a finite measure on R.
Conditions on the envelope functions of Ψn := {ψt,n : t ∈ R}. Note that
supn supt∈R supx∈R |f (N)t,n (x)| ≤ 1, ‖Kh‖1 = ‖K‖1 < ∞ and F−1
[
ϕ−1(−·)]
is a finite measure. Using Minkowski’s inequality for integrals we have that
supn supt∈R supx∈R |ψt,n(x)| ≤ Ψ for some Ψ ∈ (0,∞) and we can take Ψn = Ψ
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for all n. The two conditions on the envelope functions then follow immediately.
Control of P (ψs,n−ψt,n)2. In the following we repeatedly use the fact that if f, g are
bounded functions and µ is a finite positive measure then
µ(f + g)2 :=
∫
R
(f(x) + g(x))2µ(dx) ≤ 2 (µf2 + µg2) , (3.4.41)
and hence to control the left hand side we can control µf2 and µg2 separately. Therefore,
writing
ψs,n − ψt,n =
(
ψs,n −∆−1f (N)s ∗ F−1
[
ϕ−1(−·)] )− (ψt,n −∆−1f (N)t ∗ F−1[ϕ−1(−·)] )
+ ∆−1(f (N)s − f (N)t ) ∗ F−1
[
ϕ−1(−·)] ,
to control P (ψs,n − ψt,n)2 we only need to consider the quantities
P
(
ψt,n −∆−1f (N)t ∗ F−1
[
ϕ−1(−·)])2 and ρ(s, t).
The behaviour of the second when ρ(s, t) < δn ↓ 0 is trivial so, if we show that the
supremum over t ∈ R of the first vanishes as n→∞, then the first quantity in the second
display of Theorem 3.4.10 also vanishes in the limit. Note that in view of the expressions
for f
(N)
t,n and f˜
(N)
t,n in (3.2.6) and (3.4.30), respectively, we can write
ψt,n −∆−1f (N)t ∗ F−1
[
ϕ−1(−·)] = ∆−1(f˜ (N)t,n ∗Khn − f (N)t ) ∗ F−1[ϕ−1(−·)]
−∆−1 1[−Hn,Hn]C f˜ (N)t,n ∗Khn ∗ F−1
[
ϕ−1(−·)] .
Then, using (3.4.41) and (3.4.28), together with the finiteness of F−1[ϕ−1(−·)] and P ,
we only need to analyse the supremum over t ∈ R of
P
(
(f˜
(N)
t,n ∗Khn−f (N)t ) ∗ F−1
[
ϕ−1(−·)])2
=Pd
(
(f˜
(N)
t,n ∗Khn−f (N)t ) ∗ Φd + (f˜ (N)t,n ∗Khn−f (N)t ) ∗ Φac
)2
(3.4.42)
+Pac
(
(f˜
(N)
t,n ∗Khn−f (N)t ) ∗ Φd + (f˜ (N)t,n ∗Khn−f (N)t ) ∗ Φac
)2
,
where Pd and Φd are purely discrete finite measures and Pac and Φac are absolutely
continuous with respect to Lebesgue’s measure and, by the decomposition of ν in (3.1.2)
and Lemma 27.1 in Sato [1999],
Pd =
∞∑
k=0
ν∗kd
∆k
k!
, Pac = P−Pd, Φd =
∞∑
k=0
ν¯∗kd
(−∆)k
k!
and Φac = F−1
[
ϕ−1(−·)]−Φd.
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By (3.4.41) we then have to control the four individual terms arising from (3.4.42). In
view of Assumption 1a we notice that Pd may have atoms only at ε×Z and hence for the
first term we need to analyse (f˜
(N)
t,n ∗Khn − f (N)t ) ∗ Φd (εj) for any j ∈ Z. For the second
and last quantities we analyse (f˜
(N)
t,n ∗Khn − f (N)t ) ∗ Φac (x) for any x ∈ R. For the third
quantity we have that, by Fubini’s theorem and Jensen’s inequality,
Pac
(
(f˜
(N)
t,n ∗Khn − f (N)t ) ∗ Φd
)2
=
∫
R2
∫
R
(
f˜
(N)
t,n ∗Khn − f (N)t
)
(x− y1)
× (f˜ (N)t,n ∗Khn − f (N)t )(x− y2)
× Pac(dx)Φd(dy1)Φac(dy2)
≤
(
Φ¯d
(
(f˜
(N)
t,n ∗Khn − f (N)t )2 ∗ P¯ac
)1/2)2
,
where as usual Φ¯d(A) = Φd(−A) and P¯ac(A) = Pac(−A) for any Borel set A ⊆ R. Since
Φd may have atoms only at ε × Z by Assumption 1a, to control this term we therefore
require to analyse (f˜
(N)
t,n ∗ Khn − f (N)t )2 ∗ P¯ac (εj) for all j ∈ Z. However, noting that
P¯ac = ν¯ac ∗ µ1 and Φac = ν¯ac ∗ µ2 for some finite measures µ1 and µ2, to control all the
terms in (3.4.42) but the first we only have to analyse (f˜
(N)
t,n ∗Khn − f (N)t )k ∗ ν¯ac (x) for
all x ∈ R and k = 1, 2. The rest of the section is then devoted to showing that for some
η > 2 and α ∈ (0, 1]
sup
t∈R
sup
j∈Z
∣∣∣(f˜ (N)t,n ∗Khn − f (N)t ) ∗ Φd (εj)∣∣∣ . (hnεn
)η−1
and
sup
t∈R
sup
x∈R
∣∣∣(f˜ (N)t,n ∗Khn − f (N)t )k ∗ ν¯ac (x)∣∣∣ . εαn + hαn,
from which it easily follows that the supremum over t ∈ R of (3.4.42) vanishes as n→∞
because hn, εn → 0 with hn = o(εn). To bound the first quantity note that using the
symmetry of K we have that for any j ∈ Z and t ∈ R
(f˜
(N)
t,n ∗Khn −f (N)t )∗Φd (εj) =
∑
l∈Z
Φ¯d({ε(l− j)})
(∫
R
f˜
(N)
t,n (εl + x)Khn(x) dx− f (N)t (εl)
)
.
Without loss of generality assume εn < ε/2 and recall the definition of u(t, n) in (3.4.37)
u = u(t, n) :=

t if |t− εj| > εn for all j ∈ Z,
εj − εn if εj − εn ≤ t < εj for some j ∈ Z,
εj + εn if εj ≤ t ≤ εj + εn for some j ∈ Z .
Using that
∫
RK = 1 the quantity in brackets on the right hand side of the second to last
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display can then be written as∫
R
(
1(−∞,u]−1(−εn,εn) 1[0,∞)(t)
)
(εl + x)Khn(x) dx− 1(−∞,t] 1R \{0}(εl)
= 1(−∞,t] 1R \{0}(εl)
∫ ∞
(u−εl)/hn
K(x) dx+
(
1− 1(−∞,t] 1R \{0}(εl)
) ∫ (u−εl)/hn
−∞
K(x) dx
− 1[0,∞)(t)
∫ (εn−εl)/hn
(−εn−εl)/hn
K(x) dx. (3.4.43)
If t < 0 or t ≥ 0 we have that u(t, n) ≤ −εn or u(t, n) ≥ εn, respectively, so when l = 0
the absolute value of this display is bounded above by∫ −εn/hn
−∞
|K|(x) dx+
∫ ∞
εn/hn
|K|(x) dx .
(hn
εn
)η−1
for some η > 2 using the decay of |K| in (3.2.1). When l 6= 0 the absolute value of the
third summand in (3.4.43) is also bounded by the last display. The other two summands
are also bounded by the last display when l 6= 0 because if εl ≤ t then u − εl ≥ εn and
if εl > t then u− εl ≤ εn. Due to the last display not depending on t, j or l and the fact
that Φ¯d is a finite measure we therefore conclude that
sup
t∈R
sup
j∈Z
|(f˜ (N)t,n ∗Khn − f (N)t ) ∗ Φd (εj)| .
(hn
εn
)η−1
.
To bound the other quantity we note that, using
∫
RK = 1, the symmetry of K and the
positivity of νac, we have that for k = 1, 2 and any t, x ∈ R
∣∣∣(f˜ (N)t,n ∗Khn−f (N)t )k∗ν¯ac (x)∣∣∣≤∫
R
∣∣∣∣∫
R
(
f˜
(N)
t,n (x+ y + hnz)−f (N)t (x+ y)
)
K(z)dz
∣∣∣∣kνac(y)dy
≤
∫
R
∫
R
∣∣∣f˜ (N)t,n (x+ y + hnz)−f (N)t (x+ y)∣∣∣νac(y)dy |K|(z)dz,
where in the last inequality we have used Jensen’s inequality when k = 2, Fubini’s theorem
and the fact that f˜
(N)
t,n and f
(N)
t only take values 0,±1. Note that, because νac is absolutely
continuous with respect to Lebesgue’s measure, the truncation of f
(N)
t at the origin can
be ignored and, similarly to above,
f˜
(N)
t,n (x+ y + hnz)− 1(−∞,t](x+ y) =1(−∞,u−x−hnz](y)− 1(−∞,t−x](y)
− 1(−εn−x−hnz,εn−x−hnz)(y)1[0,∞)(t).
Therefore, if Assumption 1b is satisfied for some α ∈ (0, 1], we have that for k = 1, 2 and
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any t, x ∈ R∣∣∣(f˜ (N)t,n ∗Khn − f (N)t )k ∗ ν¯ac (x)∣∣∣ . ∫
R
|u− t− hnz|α |K|(z)dz + εαn . εαn + hαn,
where in the last inequality we have used that |u − t| ≤ εn and that ·α|K| ∈ L1(R)
for any α ∈ (0, 1] in view of the decay of |K| assumed in (3.2.1). We conclude that the
supremum over x ∈ R and t ∈ R of the left hand side is also bounded by the right hand
side by noting that the constants hidden in the notation . are independent of them in
view of the independence of the notation . in Assumption 1b.
Checking the bracketing entropy condition. To check the remaining condition of The-
orem 3.4.10 we first recall that Ψn = Ψ is independent of n. Second, we claim that the
classes Ψn are all contained in a single ball in the space of bounded variation functions.
Assuming this, the bracketing entropy in the theorem is bounded above by the bracketing
entropy of this ball and, by Corollary 3.7.51 in Gine´ and Nickl [2016], the latter is bounded
above by (Ψ)−1. Therefore the bracketing entropy condition follows if we prove the claim.
In view of (3.2.6), the definition of u(t, n) in (3.4.37) that we recalled above and by
properties of the convolution, the weak derivative of ψt,n is given by
∆−1
(
(δ−Hn − δ−εn + δεn − δHn)1(−∞,u]−1[−Hn,Hn]\(−εn,εn) δu
) ∗Khn ∗ F−1[ϕ−1(−·)] .
Thus, using Minkowski’s inequality for integrals and that ‖Kh‖1 = ‖K‖1, we have that
‖ψ′t,n‖TV ≤ 5∆−1‖K‖1‖F−1
[
ϕ−1(−·)]‖TV <∞
and the claim follows by noting that the upper bound does not depend on t or n.
3.4.3.2 Estimation of F
In view of the expressions for F̂n(t) and F (t) in Section 3.2, for any t ∈ R we can write
√
n
(
F̂n(t)− F (t)
)
= λˆ−1n
√
n Ĝn(t),
where
Ĝn(t) := N̂n(t)− F (t)λˆn =
(
N̂n(t)−N(t)
)
+ F (t)
(
λ− λˆn
)
.
Therefore, if we show that
√
n Ĝn converges in distribution in `
∞(R) to λGF and that this
limit is tight, the result for F follows by Slutsky’s lemma (cf. Example 1.4.7 in van der
Vaart and Wellner [1996]) because λˆn → λ (constant) in distribution in R in view of
Proposition 3.3.1. As we pointed out in the estimation of N , the assumptions in the first
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part of Lemma 3.4.7 are included in those assumed here. Therefore the assumptions of
Theorem 3.4.5 are satisfied and, in view of the expressions for B
(N)
t,n and B
(λ)
n in Lemma
3.4.8 and the properties of the distinguished logarithm, we can write
√
n Ĝn(t) =
√
n
1
∆
∫
R
f
(F )
t,n (x)F−1
[
Log
ϕn
ϕ
FKh
]
(x) dx+
√
n
(
B
(N)
t,n − F (t)B(λ)n
)
=Pr
√
n
1
∆
∫
R
f
(F )
t,n ∗Khn ∗ F−1
[
ϕ−1(−·)] (x)(Pn − P )(dx)
+
√
n
1
∆
∫
R
Ff (F )t,n (−u)Rn(u)FKhn(u)du+
√
n
(
B
(N)
t,n − F (t)B(λ)n
)
,
where f
(F )
t,n := f
(N)
t,n − F (t)f (λ)n , with f (N)t,n and f (λ)n defined in Section 3.2, and Rn is as in
Theorem 3.4.2. Because we are showing a central limit theorem under the uniform norm
we now argue that the supremum over t ∈ R of the last line vanishes as n→∞ in the same
sets of Pr-probability approaching 1 in which the last equality holds. By Lemma 3.4.8 we
have supt∈R |B(N)t,n | = o
(
n−1/2
)
and |B(λ)n | = o
(
n−1/2
)
, so the last summand vanishes as
n → ∞ in view of supt∈R F (t) ≤ 1. Due to supp(FKh) ⊆ [−h−1, h−1], the supremum of
the first summand in the last line is bounded by
‖K‖1 ∆−1
√
n sup
|u|≤h−1n
|Rn(u)| sup
t∈R
∫ h−1n
−h−1n
(|Ff (N)t,n (u)|+ F (t)|Ff (λ)n (u)|)du = oPr(1),
where the equality follows from Theorem 3.4.2 and Lemma 3.4.7. Consequently we have
to show the corresponding functional central limit theorem for the linear term
√
n (Pn −
P )ψ˜t,n, where
ψ˜t,n := ∆
−1f (F )t,n ∗Khn ∗ F−1
[
ϕ−1(−·)] = ˜˜ψt,n −∆−1F (t)1[−Hn,Hn] ∗Khn ∗ F−1[ϕ−1(−·)]
and
˜˜
ψt,n := ψt,n + ∆
−1F (t) 1(−εn,εn) ∗Khn ∗ F−1
[
ϕ−1(−·)] .
Hence we apply Theorem 3.4.10 to Ψ˜n := {ψ˜t,n : t ∈ R} in place of Ψn. When dealing
with the former set of measurable functions we equip the indexing set R with the intrinsic
covariance semimetric ρ˜ provided by λGF . We now check the conditions of Theorem
3.4.10 following the same order as in the estimation of N and drawing on conclusions
therein.
Convergence of the covariance functions. Note that the assumptions here include those
of Lemma 3.4.4 and of the first part of Lemma 3.4.7. From the second representation of
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ψ˜t,n above we have that for any s, t ∈ R
Pψ˜s,nψ˜t,n =P
˜˜
ψs,n
˜˜
ψt,n − P
((
F (s)
˜˜
ψt,n + F (t)
˜˜
ψs,n
)
1[−Hn,Hn] ∗Khn ∗ F−1
[
ϕ−1(−·)] )
+ F (s)F (t)P
(
1[−Hn,Hn] ∗Khn ∗ F−1
[
ϕ−1(−·)] )2.
Therefore, each of the summands has the form of (3.4.13) and we can use the lemmata
together with (3.4.28) to conclude that
lim
n→∞Pψ˜s,nψ˜t,n =
1
∆2
(∫
R
(
ls + F (s)1{0}
) ∗ F−1[ϕ−1(−·)] (x)
× (lt + F (t)1{0} ) ∗ F−1[ϕ−1(−·)] (x)P (dx)− F (s)F (t))
and that this is finite, where lt is defined in (3.4.26). Furthermore, this function agrees
with f
(N)
t up to a zero Lebesgue-measure set disjoint from ε×Z. Hence, the last claim in
Lemma 3.4.4 guarantees the last display equals λ2ΣFs,t. Conclusion (3.4.14) and the fact
that (lt−F (t)f (λ))(0) = 0 for any t ∈ R justify that Pψt,n = 0 for all t ∈ R and therefore
the sequence of covariance functions Pψs,nψt,n−Pψs,nPψt,n converges pointwise to λ2ΣFs,t.
Using the first representation of ψ˜t,n and using the same arguments we also have that
for any s, t ∈ R
lim
n→∞Pψ˜s,nψ˜t,n − Pψ˜s,nPψ˜t,n =
1
∆2
∫
R
(
f (N)s − F (s)f (λ)
) ∗ F−1[ϕ−1(−·)] (x)
× (f (N)t − F (t)f (λ)) ∗ F−1[ϕ−1(−·)] (x)P (dx),
which provides a more useful representation of the limiting covariance in what follows.
Total boundedness of R under the internal covariance semimetric ρ˜. In view of the
last expression for the limiting covariance we just computed we take for any s, t ∈ R
ρ˜(s, t)=
1
∆
(
P
((
f (N)s −F (s)f (λ)
)∗F−1[ϕ−1(−·)]− (f (N)t −F (t)f (λ))∗F−1[ϕ−1(−·)])2)1/2.
To show that R is totally bounded under this semimetric we bound this expression by
another semimetric under which R is totally bounded. Due to F−1[ϕ−1(−·)] being a
finite measure and supt∈R supx∈R |f (N)t (x) − F (t)f (λ)(x)| ≤ 2, Minkowski’s inequality for
integrals guarantees we can use (3.4.41) and therefore
ρ˜(s, t)2 . ρ(s, t)2+ ∆−2
(
F (s)− F (t))2P (f (λ)∗ F−1[ϕ−1(−·)])2. µ˜((min{s, t},max{s, t}]),
where ρ is the semimetric used when estimating N and µ˜ := µ¯0 + ν with µ¯0 as defined in
the corresponding section when estimating N . The conclusion then follows because µ˜ is
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a finite measure on R.
Conditions on the envelope functions Ψ˜n of Ψ˜n := {ψ˜t,n : t ∈ R}. Note
that supn supt∈R supx∈R |f (N)t,n (x) − F (t)f (λ)n (x)| ≤ 2, ‖Kh‖1 = ‖K‖1 < ∞ and
F−1[ϕ−1(−·)] is a finite measure. Using Minkowski’s inequality for integrals we have
that supn supt∈R supx∈R |ψ˜t,n(x)| ≤ Ψ˜ for some Ψ˜ ∈ (0,∞) and we can take Ψ˜n = Ψ˜ for
all n. The two conditions on the envelope functions then follow immediately.
Control of P (ψ˜s,n−ψ˜t,n)2. In view of the first representation of ψ˜s,n and the expression
for gt,n we write
ψ˜s,n − ψ˜t,n =
(
ψs,n −∆−1f (N)s ∗ F−1
[
ϕ−1(−·)] )− (ψt,n −∆−1f (N)t ∗ F−1[ϕ−1(−·)] )
−∆−1(F (s)− F (t))(f (λ)n ∗Khn − f (λ)) ∗ F−1[ϕ−1(−·)]
+ ∆−1
(
(f (N)s − F (s)f (λ))− (f (N)t − F (t)f (λ))
) ∗ F−1[ϕ−1(−·)] .
Noting that F−1[ϕ−1(−·)] is a finite measure and ‖Kh‖1 = ‖K‖1 < ∞, Minkowski’s
inequality for integrals guarantees all the summands are bounded functions. Therefore
we can use (3.4.41) to argue that in order to control P (ψ˜s,n − ψ˜t,n)2 we can analyse
each of the four individual terms arising from this display separately. According to the
conclusions of the corresponding section when estimating N , the supremum over s, t ∈ R
of the first two vanishes as n→∞ and hence they also vanish when taking the supremum
over ρ˜(s, t) < δn for any δn ↓ 0. The fourth quantity arising from the last display equals
ρ˜(s, t)2 and therefore its behaviour is trivial. Consequently we are left we analysing the
third term, which satisfies
sup
s,t∈R
∆−2
(
F (s)− F (t))2P((f (λ)n ∗Khn − f (λ)) ∗ F−1[ϕ−1(−·)] )2
. P
((
f (λ)n ∗Khn − f (λ)
) ∗ F−1[ϕ−1(−·)] )2.
By Lemma 3.4.7 the function f
(λ)
n ∗Khn−f (λ) converges to 0 pointwise as n→∞. By the
boundedness of this function, the finiteness of F−1[ϕ−1(−·)] and Minkowski’s inequality
for integrals we can argue as when proving Lemma 3.4.4 and dominated convergence
guarantees the limit of the right hand side equals 0. As required, we conclude that for any
δn ↓ 0
sup
ρ˜(s,t)<δn
P (ψ˜s,n − ψ˜t,n)2 → 0 as n→∞.
Checking the bracketing entropy condition. To check the remaining condition of The-
orem 3.4.10 we first recall that Ψ˜n = Ψ˜ is independent of n. Second, we claim that the
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classes Ψ˜n are all contained in a single ball in the space of bounded variation functions.
Assuming this, the bracketing entropy in the theorem is bounded above by the bracketing
entropy of this ball and, by Corollary 3.7.51 in Gine´ and Nickl [2016], the latter is bounded
above by (Ψ˜)−1. Therefore the bracketing entropy condition follows if we prove the claim.
In view of the first expression for ψ˜t,n and by properties of the convolution, its weak
derivative is given by
ψ˜′t,n = ψ
′
t,n −∆−1F (t)
(
δ−Hn − δ−εn + δεn − δHn
) ∗Khn ∗ F−1[ϕ−1(−·)] ,
where ψ′t,n was computed in the corresponding section when estimating N . Thus, using
Minkowski’s inequality for integrals and that ‖Kh‖1 = ‖K‖1, we have
‖ψ˜′t,n‖TV ≤ ‖ψ′t,n‖TV + 4∆−1‖K‖1‖F−1
[
ϕ−1(−·)]‖TV
≤ 9∆−1‖K‖1‖F−1
[
ϕ−1(−·)]‖TV <∞,
where the last inequality follows from the conclusions when estimating N . The claim then
follows by noting that the upper bound does not depend on t or n.
3.4.4 Proof of Theorem 3.3.5
Prior to dealing with joint convergence of the infinite dimensional vectors in the statement
of the theorem we justify that under the assumptions of part (b) and as n→∞
√
n
(
qˆn − q
)→d N(0, σ2q) and √n (pˆn − p)→d N(0, σ2p),
where, recalling that f (q) :=
∑
j∈Z \{0} f
(qj) and f (p) :=
∑
j∈Z \{0} f
(pj) = λ−1(f (q)−pf (λ)),
σ2q :=
1
∆2
∫
R
(
f (q)∗F−1[ϕ−1(−·)] (x))2P (dx) and σ2p := 1∆2
∫
R
(
f (p)∗F−1[ϕ−1(−·)] (x))2P (dx).
The second set of assumptions of Theorem 3.4.9 are satisfied here and, in view of the
expression for qˆn in Section 3.2, the first result thus follows by taking T = ∅, C(λ) =
C(γ) = 0 and C(j) = 1 for all j ∈ Z \{0} in Theorem 3.4.9. For the second result we write
√
n
(
pˆn − p
)
= λˆ−1n
√
n
(
(qn − q) + p (λ− λˆn)
)
.
Taking T = ∅, C(λ) = −p, C(γ) = 0 and C(j) = 1 for all j ∈ Z \{0} in Theorem 3.4.9, the
quantity by which λˆ−1n is multiplied on the right hand side converges to N
(
0, λ2σ2p
)
. Since
λˆn converges to λ (constant) by the same theorem, the conclusion follows by Slutsky’s
lemma.
We now prove parts (a) and (b) together under the respective assumptions. From
102
3.4. Proofs
Lemma 1.4.8 in van der Vaart and Wellner [1996] we have that joint convergence of
the infinite dimensional vectors in parts (a) and (b) follows if we show joint conver-
gence of all their finite dimensional projections. To show the latter let δi,j denote the
Kronecker delta, i.e. the mapping from Z×Z to {0, 1} that equals 1 only if i = j.
Define δ :=
(
δ1,mλ , δ1,mγ , δ1,mq , δ1,mp , δ(q), δ(p), δ1,mN , δ1,mF
)
, where, for any j ∈ Z \{0},
δ
(q)
j = δ
1,mqj , δ
(p)
j = δ
1,mpj and mλ,mγ ,mq,mp,mqj ,mpj ,mN ,mF ∈ {0, 1} are such that
mλ+mγ+mq+mp+Mq+Mp+mN+mF ∈ N, with Mq :=
∑
j∈Z \{0}
mqj and Mp :=
∑
j∈Z \{0}
mpj .
Then, writing · for the coordinate-wise product of two infinite vectors, we denote joint
convergence of a finite dimensional projection as having that as n→∞
√
n δ ·
(
λˆn − λ, h−1n (γˆn − γ), qˆn − q, pˆn − p, qˆn − q, pˆn − p, N̂n −N, F̂n − F
)
→D×,δ δ ·L,
where→D×,δ means convergence in distribution in the corresponding product space, which
we denote by
D = D
(
mλ,mγ ,mq,mp, (mqj )j∈Z \{0}, (mpj )j∈Z \{0},mN ,mF
)
.
Throughout we fix all these binary parameters. To show the joint convergence displayed
above we note that, under the assumptions of each of the two parts of the theorem,
marginal convergence of each of the non-zero coordinates holds by Propositions 3.3.1 and
3.3.3, Theorem 3.3.4 and the calculations regarding q and p at the beginning of the proof.
Therefore, the sequence given by each non-zero projection is asymptotically tight and
asymptotically measurable in the respective space. Then, by Lemmas 1.4.3 and 1.4.4 in
van der Vaart and Wellner [1996], the sequence of random variables given by the finite
dimensional vector above taking values in D is asymptotically tight and asymptotically
measurable. By Prokhorov’s theorem it is relatively compact, i.e. every subsequence has
a further weakly convergent subsequence, so to finish the proof it suffices to show that all
limits are the same. Denote by H the linear span of the functions H : RN×`∞(R)2 → R
of the form
H(L) = δ1,mλh(λ)(Lλ) + δ
1,mγh(γ)(Lγ) + δ
1,mqh(q)(Lq) + δ
1,mph(p)(Lp)
+
∑
j∈Z \{0}
δ1,mqjh(qj)(Lqj ) +
∑
j∈Z \{0}
δ1,mpjh(pj)(Lpj )
+ δ1,mN
MN∑
i=1
h(i)
(
LN (ti)
)
+ δ1,mF
MN+MF∑
i=MN+1
h(i)
(
LF (ti)
)
for any MN ,MF ∈ N, ti ∈ R and h(·) ∈ Cb(R) fixed throughout, where if a sum is empty it
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equals 0 by convention. Then, for any mλ,mγ ,mq,mp, (mqj )j∈Z \{0}, (mpj )j∈Z \{0},mN ,mF
fixed, H ⊂ Cb
(
D
)
is a vector lattice containing the constant functions and separating
points of D (see footnote [ of page 25 in van der Vaart and Wellner [1996] for the definition
of these terms). We claim that, for any of the parameters here introduced and under the
corresponding assumptions depending on whether mq +mp = 0 or not, as n→∞
√
n

δ−N,−F ·

λˆn − λ
h−1n (γˆn − γ)
qˆn − q
pˆn − p
qˆ
n
− q
pˆ
n
− p

δ1,mN
(
N̂n −N
)
δ1,mF
(
F̂n − F
)

→

δ−N,−F ·L−N,−F
δ1,mN

LN (t1)
...
LN (tMN )

δ1,mF

LF (tMN+1)
...
LF (tMN+MF )


in distribution in Rm, m := mλ + mγ + mq + mp + Mp + Mq + δ1,mNMN + δ1,mFMF ,
where subscript ·−N,−F denotes vector · without its last two coordinates, N =(
N(t1), . . . , N(tMN )
)
, F =
(
F (tMN+1), . . . , F (tMN+MF )
)
and N̂n, F̂n are the respective
coordinate-wise estimators. Then the continuous mapping theorem together with Lemma
1.3.12 (ii) in van der Vaart and Wellner [1996] justify the joint convergence we are seeking.
To show the claim we note that by the Crame´r-Wold device it is sufficient to check that
any linear combination of the coordinates on the left hand side converges to the same
combination of the coordinates on the right hand side. For any c(λ), c(γ), c(q), c(p) ∈ R
any row vectors c(q), c(q) : Z \{0} → R with respective j-th entries c(qj) and c(pj), any
CN = (c1, . . . , cMN ) and CF = (cMN+1, . . . , cMN+MF ), the obvious linear combination of
the left hand side arising from these parameters can be written as
√
n
(
c(λ), c(γ), c(q), c(q), CN
)

δ1,mλ(λˆn− λ)
δ1,mγ (h−1n (γˆn−γ))
δ1,mq(qˆn− q)
δ(q)· (qˆ
n
− q)
δ1,mN (N̂n−N)
+λˆ
−1
n
√
n
(−c˜λ, c(p), c(p), CF )

(λˆn− λ)
δ1,mp(qˆn− q)
δ(p)· (qˆ
n
− q)
δ1,mF (N̂
n
−N)
,
where
c˜λ := δ
1,mpc(p)p+
∑
j∈Z \{0}
δ1,mpj c(pj)pj + δ
1,mF
MN+MF∑
i=MN+1
ciF (ti),
N =
(
N(tMN+1), . . . , N(tMN+MF )
)
and N̂
n
is its coordinate-wise estimator. To justify
that the penultimate display converges to the correct linear combination of limiting dis-
tributions we first note that by Theorem 3.4.9 the finitely many non-zero coordinates in
the column vectors of the second to last display converge jointly to the vector comprising
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their respective limits. The conclusion then follows by the continuous mapping theorem
and in view of the explicit representation of the variance of the limiting random variable
given by Theorem 3.4.9 when T = {t1, . . . , tMN+MF }, C(λ) = δ1,mλc(λ)−λ−1c˜λ, C(γ) = c(γ),
C(j) = δ
1,mqc(q) + δ
1,mqj c(qj) +λ
−1(δ1,mpc(p) + δ1,mpj c(pj)), Ct = δ1,mN ct if t = t1, . . . , tMN
and Ct = λ
−1δ1,mF ct if t = tMN+1, . . . , tMN+MF .
3.4.5 Proof of Lemma 3.3.2
This lemma follows immediately from the expressions for F−1[ϕ−1(−·)] and P given in
(2.6.1) and (2.6.2). In view of these and of the observation after (2.6.3), we have that for
any f and g bounded in R∫
R
(
f ∗ F−1 [ϕ−1(−·)] (x))(g ∗ F−1 [ϕ−1(−·)] (x))P (dx)
= eλ∆
(
f(0) + f ∗
∞∑
k=1
ν¯∗k
(−∆)k
k!
(0)
)(
g(0) + g ∗
∞∑
k=1
ν¯∗k
(−∆)k
k!
(0)
)
+ eλ∆
∫
R
(
f(x) + f ∗
∞∑
k=1
ν¯∗k
(−∆)k
k!
(x)
)(
g(x) + g ∗
∞∑
k=1
ν¯∗k
(−∆)k
k!
(x)
) ∞∑
k=1
ν∗k
∆k
k!
(dx)
= f(0) g(0) + ∆
(∫
R
f(x)g(x) ν(dx)− f(0) g ∗ ν¯ (0)− g(0) f ∗ ν¯ (0) + λ f(0)g(0)
)
+O
(
(λ∆)2
)
.
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Chapter 4
Applications
The purpose of this chapter is to illustrate the applications, implementation and practical
performance of the results from Chapter 3. In Section 4.1 we briefly review existing liter-
ature on the practical use of nonparametric estimators of discretely observed compound
Poisson processes and other related stochastic processes. In Section 4.2 we discuss numer-
ous applications of our results from Chapter 3 and construct the corresponding statistical
procedures. Section 4.3 contains the practical implementation of these and, lastly, in Sec-
tion 4.4 we illustrate their practical performance through simulations in several settings.
In doing so we compare them to the respective estimators and procedures from Buchmann
and Gru¨bel [2003].
4.1 Introduction
As mentioned in Section 1.3, limit theorems of the type of those developed in Chapter 3
are of great importance for statistics because several type of procedures can be derived
from them. The obvious ones are estimators and confidence regions for the parameters.
In addition, goodness-of-fit and two-sample tests for each or all of the parameters can be
derived too. As discussed in Section 1.4, prior to Coca [2015] only Buchmann and Gru¨bel
[2003] and Buchmann and Gru¨bel [2004] showed similar limit theorems for the strict setting
of discretely observed compound Poisson processes —van Es et al. [2007] showed pointwise
asymptotic normality of their estimator of the density, so global confidence regions for the
jump measure cannot be constructed from it and are not comparable. They also discussed
applications of their results, including estimation, confidence regions and goodness-of-fit
tests. However, they only implemented those for the mass function; as we clarified in
Section 2.6, these are different from their estimator of the distribution function both for
finite samples and asymptotically. Furthermore, in the implementation of the former they
only considered very few and simple examples. In particular, when illustrating the testing
applications they only briefly considered the case of dF = δ1 corresponding to a Poisson
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process.
Surprisingly, we have not found other pieces of work in which this practical perfor-
mance is analysed further. Therefore, in Section 4.4 we include the first illustration of the
estimators of a general distribution function of Buchmann and Gru¨bel [2003] and of the
coverage of the confidence regions arising from them, and we compare their performance
to that of ours. We do this for a number of different settings depending on the value of
λ, which drives how hard the estimation problem is in practice. Consequently, our exper-
iments add value to the existing literature. It would also be interesting to explore other
topics such as robustness to the underlying model assumptions and quantile estimation,
as well as applying the abovementioned statistical procedures to real-life data. However,
all this is beyond the scope of this thesis and may appear in future work. We note in pass-
ing that Buchmann and Gru¨bel [2004] carried out a simulation study of how well their
estimators estimate the support of the underlying jump distribution. Recall that they
constructed estimators of the mass function and each of these stayed within the interval
[0, 1]. Therefore, this is a natural study for their estimators but not for ours, as we do not
apply their monotone transformation.
Some limited work on the illustration of confidence regions can be found in the more
general setting of estimating discretely observed Le´vy processes. At the end of Section
2.2.2 we mentioned the work of Cont and Tankov [2003], Belomestny and Reiß [2006], So¨hl
[2014] and So¨hl and Trabs [2014]. Recall that they assumed the logarithm of the price of a
financial asset is a compound Poisson process with drift and with a diffusion component.
Under this assumption, they developed confidence sets for the jump density using prices of
financial options and illustrated them through simulations. In a closer spirit to that taken
here, although in the high-frequency regime, Nickl et al. [2016] constructed confidence
bands for functionals of the (not-necessarily-finite) Le´vy measure from their functional
central limit theorems and illustrated them through simulations. Regarding testing, Reiß
[2013] studied this problem for the Le´vy triplet and for the Blumenthal-Getoor index
of the Le´vy measure under different observation regimes. He focused on understanding
the complexity of the problem, which is reflected in the asymptotic separation rates. He
constructed tests for all these parameters, although he did not perform any simulations.
Therefore, our results in this chapter also contribute towards the more practical side of
this area.
4.2 Statistical procedures and their construction
All of the procedures following from the results in Chapter 3 make direct use of the esti-
mators and of the limiting random quantities therein. The implementation of the former
follows directly from their expressions and is given in Section 4.3. However, the latter
depend on the underlying parameters of the unknown process so, prior to discussing their
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implementation, we first need to address how we circumvent this issue. We do this using
the idea of ‘Studentisation’ and in Section 4.2.1 we justify why we take this approach
and give details of how we adapt it to our setting. In the remaining sections we show the
construction of procedures following from it. These include confidence regions in Section
4.2.2, and goodness-of-fit and two-sample tests in Sections 4.2.3 and 4.2.4, respectively.
Lastly, in Section 4.2.5, we discuss approximations to all of these when λ∆ is small, in-
cluding ‘process-free’ procedures. Throughout we work with the same notation introduced
in Chapter 3.
4.2.1 Approximating the limiting processes
The random limiting quantities in the central limit theorems of Chapter 3 can be split into
finite- and infinite-dimensional, depending on the dimension of the metric space in which
they take values. In either case, to develop applications from them the interest concentrates
on the quantiles of the real-valued nonnegative random variables corresponding to their
norms in the respective spaces. We begin by discussing how we proceed with the finite-
dimensional case since it motivates the approach we take for the infinite-dimensional case.
Furthermore, we focus on the one-dimensional quantities as the extension to other finite-
dimensional ones is immediate.
From now on, we largely exclude γ from the discussions due to the null-limit in Propo-
sition 3.3.1, and we also exclude q and {qj : j ∈ Z \{0}} because their counterparts p and
{pj : j ∈ Z \{0}} are generally of more interest in practice. The construction of statistical
procedures for the former follows easily from the same arguments we use to construct
them for the latter. Throughout let θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}}. In the correspond-
ing one-dimensional specialisations of Theorem 3.3.5, all the limiting quantities can be
written as N(0, σ2θ) =
d σθN(0, 1), for some σθ > 0. The simple ‘Studentisation’ idea is to
approximate this general distribution by σˆθ,nN(0, 1), where σˆθ,n is a consistent estimator
of σθ. Then, by the continuous mapping theorem, or in particular Slutsky’s lemma, this
approximation converges in distribution to N(0, σ2θ). Denoting the upper α ∈ (0, 1) quan-
tile of the distribution |N(0, 1)| by QN (α), the continuous mapping theorem again justifies
that σˆθ,nQ
N (α) is a consistent estimator of the upper α quantile of the absolute value of
the limiting distribution. The question now is how to find an appropriate estimator σˆθ,n.
Recall that, for all θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}},
σ2θ :=
1
∆2
∫
R
(
f (θ)∗F−1 [ϕ−1(−·)] (x))2P (dx),
where
f (λ) := 1R \{0}, f (pj) := λ−1
(
1{Jj}−pjf (λ)
)
, f (p) :=
∑
j∈Z \{0}
f (pj) and ϕ−1 = 1/FP.
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Therefore, given the i.i.d. observations Z1, . . . , Zn ∼ P we used to construct the estimator
of θ, and taking hn, εn, Hn and H˜n as in Chapter 3, we propose the natural estimator
σˆ2θ,n :=
1
∆2
1
n
n∑
k=1
(
f (θ)n ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Zk)
)2
, (4.2.1)
where K has the same properties as in (3.2.1),
f (λ)n := 1[−Hn,Hn]\(−εn,εn), f
(pj)
n := λˆ
−1
n
(
1(Jj−εn,Jj+εn)−pˆj,nf (λ)n
)
,
f (p)n :=
∑
|j|≤H˜n/ε
j 6=0
f
(pj)
n and ϕ
−1
n =
(
1
n
n∑
k=1
ei·Zk
)−1
.
Using the same arguments used to prove the central limit theorems of Chapter 3 it follows
that, as n→∞, σˆ2θ,n is well-defined in sets of Pr-probability approaching 1, and
σˆ2θ,n →Pr σ2θ for all θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}}.
We thus conclude we can use the idea above to consistently estimate the desired quantiles.
For the infinite-dimensional limiting quantities we use a similar idea and look for a
(uniformly) consistent estimator of their covariance functions. In particular, notice that
the centred Gaussian process GF in Theorem 3.3.4 has a covariance function with a very
similar form to σ2(θ) above. Namely,
ΣFs,t :=
1
∆2
∫
R
(
f (F )s ∗ F−1
[
ϕ−1(−·)] (x))(f (F )t ∗ F−1 [ϕ−1(−·)] (x))P (dx), s, t ∈ R,
where
f
(F )
t := λ
−1(f (N)t − F (t)f (λ)) with f (N)t := 1(−∞,t] f (λ). (4.2.2)
Then, in analogy to (4.2.1), for all s, t ∈ R we can approximate ΣFs,t by
Σ̂Fs,t,n :=
1
∆2
1
n
n∑
k=1
(
f (F )s,n ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Zk)
)(
f
(F )
t,n ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Zk)
)
where
f
(F )
t,n := λˆ
−1
n
(
f
(N)
t,n − F̂n(t)f (λ)n
)
with f
(N)
t,n := 1(−∞,t] f
(λ)
n .
This is well-defined in sets of Pr-probability approaching 1 as n→∞ and, crucially, the
uniform convergence of the estimators shown in the proofs of Chapter 3 also holds for this
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estimator so we have that
sup
s,t∈R
∣∣∣Σ̂Fs,t,n − ΣFs,t∣∣∣→Pr 0 as n→∞.
We define ĜFn to be the centred Gaussian process with covariance structure Σ̂Fs,t,n. Then,
by similar arguments as those used to prove Theorem 3.3.4, ĜFn →D GF in Pr-probability
as n → ∞ and, by the continuous mapping theorem, the quantiles of ‖ĜFn ‖∞ converge
to those of ‖GF ‖∞. This justifies the following procedures because by the continuous
mapping theorem again
√
n‖F̂n − F‖∞ →d ‖GF ‖∞ in R. Throughout we denote the
upper α ∈ (0, 1) quantile of ‖ĜFn ‖∞ by Q̂Fn (α), which can be easily approximated by
Monte-Carlo techniques by simulating numerous paths of ĜFn and computing the empirical
quantile. In the context of estimating discretely observed compound Poisson processes,
Buchmann and Gru¨bel [2004] already suggested to use this approach for their estimators
in Buchmann and Gru¨bel [2003], although they did not give further details of it. They
justified it because, from the expressions of their covariance functions, which in Section
2.6 we argued are the same as ours, it is clear they continuously depend on the defining
parameters of the process so the continuous mapping theorem immediately guarantees
that consistent estimators of the parameters can be plugged-in.
A second approach may be taken: Bøgsted and Pitts [2010] used the bootstrap
method, which is based on approximating the left hand side in the central limit theo-
rem
√
n
(
F̂n − F
)
→D GF instead of the right hand side. They justified its use in the
convoluted dependence of the covariance functions on the parameters observed in the
expression right after (2.1.12), which was never rewritten in the easier-to-implement al-
ternative form we give in Section 2.6 and that we exploit below. The bootstrap method
is well-known to be optimal under mild conditions that are satisfied here (cf. Gine´ and
Zinn [1990] and van der Vaart and Wellner [1996]) and we refer the reader to their work
for more details. We simply mention that, asymptotically, there should be no difference
between the two approaches. However, for finite samples there may be: bootstrap may re-
turn more accurate coverage values than our Studentisation approach since it is not based
on estimating the asymptotically correct approximation on the right side of the central
limit theorem but rather on estimating the finite-sample left side. Nevertheless, it has a
disadvantage that stops us from using it: in the same way that, for each sample of P , in
our approach we have to simulate hundreds of paths of the approximate limiting Gaussian
process ĜFn , bootstrap requires to compute our estimator just as many times. The former
can be quickly computed as soon as we compute Σ̂Fs,t,n, but the latter requires to imple-
ment (a slight variation of) our estimator F̂n and that of Buchmann and Gru¨bel [2003]
for every simulation. For each sample of P , the average computational time to compute
each of these two estimators of F varies from a few seconds to a few minutes. Therefore,
computing them hundreds of times and then repeating the operation for hundreds of dif-
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ferent samples becomes impractical if using a modest machine like we do. Bøgsted and
Pitts [2010] were able to use this method because, just like Buchmann and Gru¨bel [2003]
did, they discretised their data and used the discrete estimators following from Panjer
recursions which are much faster to compute. As already discussed in detail in Section 2.1
and as it becomes clearer from the simulations in Section 4.4, the drawback of the latter
estimators is that the estimation deteriorates heavily away from the origin.
In the following sections we also address joint estimation and testing of all the
parameters of the process. With this in mind, let LF,λ be the limiting process of√
n
(
F̂n − F + λˆn − λ
)
. By Theorem 3.3.5, its covariance function is given by
ΣF,λs,t :=
1
∆2
∫
R
((
f (F )s +f
(λ)
)
∗ F−1[ϕ−1(−·)](x))((f (F )t +f (λ))∗ F−1[ϕ−1(−·)](x))P (dx),
and we recall that the covariance of BN from Theorem 3.3.4 is
ΣNs,t :=
1
∆2
∫
R
(
f (N)s ∗ F−1
[
ϕ−1(−·)] (x))(f (N)t ∗ F−1 [ϕ−1(−·)] (x))P (dx).
In line with the above, these can be consistently and uniformly estimated by
Σ̂F,λs,t,n :=
1
∆2
1
n
n∑
k=1
((
f (F )s,n + f
(λ)
n
)
∗ F−1 [ϕ−1n (−·)FKhn] (Zk))
×
((
f
(F )
t,n + f
(λ)
n
)
∗ F−1 [ϕ−1n (−·)FKhn] (Zk)),
and
Σ̂Ns,t,n :=
1
∆2
1
n
n∑
k=1
(
f (N)s,n ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Zk)
)(
f
(N)
t,n ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Zk)
)
respectively. Then, the same arguments justify the use in what follows of Q̂Nn (α) and
Q̂F,λn (α), which denote consistent estimators of the upper α-quantile of the supremum
norm of centred Gaussian processes with the covariances of the last two displays.
4.2.2 Confidence regions
Given the estimators we just constructed, we propose
ĈFn (α) :=
{
G : G(t) ∈
[
F̂n(t)− Q̂
F
n (α)√
n
, F̂n(t) +
Q̂Fn (α)√
n
]
for all t ∈ R
}
as a confidence band of level α ∈ (0, 1) for F , and
Ĉθn(α) :=
[
θˆn − σˆθ,nQ
N (α)√
n
, θˆn + σˆθ,n
QN (α)√
n
]
112
4.2. Statistical procedures and their construction
as a confidence interval of level α ∈ (0, 1) for θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}}. By the
arguments given in the previous section and under the corresponding assumptions of
Theorem 3.3.5, the global confidence band for F and the confidence interval for any θ
indeed have asymptotic coverage
lim
n→∞Pr
(
F ∈ ĈFn (α)
)
= lim
n→∞Pr
(
θ ∈ Ĉθn(α)
)
= 1− α.
4.2.3 Goodness-of-fit tests
The confidence regions we just constructed allow us to derive goodness-of-fit tests with
asymptotic level α as follows. Let Hθ0 represent the null-hypothesis that θ ∈ {F, λ, p}∪{pj :
j ∈ Z \{0}} belongs to a certain set Sθ. Then we propose to accept Hθ0 if T θn := 1{Sθ ∩
Ĉθn(α) = ∅} is zero and reject it otherwise. If θ ∈ Sθ and the corresponding assumptions
of Theorem 3.3.5 are satisfied
lim
n→∞Pr
(
T θn = 1
)
≤ lim
n→∞Pr
(
θ /∈ Ĉθn(α)
)
= α.
To test whether the jump distribution is purely discrete, purely absolutely continuous
or a mixture of the two we propose T dn := 1{1 /∈ Ĉpn(α)}, T acn := 1{0 /∈ Ĉpn(α)} and
T d+acn := 1 − T dn T acn . If the assumptions of Theorem 3.3.5b are satisfied these tests have
asymptotic level α under their respective null-hypotheses and the third test further satisfies
that whenever p ∈ (0, 1)
lim
n→∞Pr
(
T d+acn = 1
) ≤ lim
n→∞Pr
(
T dn = 0
)
+ lim
n→∞Pr
(
T acn = 0
)
= 0.
Combinations of these tests provide tests for several parameters at once due to The-
orem 3.3.5. For instance, to check whether a data set comes from a compound Poisson
process whose jump distribution and intensity belong to some sets SF and Sλ, the test
TF,λn := 1− (1− TFn )(1− T λn ) can be used.
We now propose two ways to test whether the defining parameters of the compound
Poisson process are equal to some values F˜ , λ˜ and γ˜. Define
D1)n :=
√
n
∥∥∥(F̂n − F˜ )+ (λˆn − λ˜)+ (γˆn − γ˜)∥∥∥∞
=
∥∥∥√n((F̂n − F )+ (F − F˜ )+ (λˆn − λ)+ (λ− λ˜)+ (γˆn − γ) + (γ − γ˜))∥∥∥∞
and
D2)n :=
√
n
∥∥∥(N̂n − λ˜F˜ )+ (γˆn − γ˜)∥∥∥∞
=
∥∥∥√n((N̂n − λF )+ (λF − λ˜F˜ )+ (γˆn − γ) + (γ − γ˜))∥∥∥∞.
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Then, if the assumptions of Theorem 3.3.5a are satisfied and under the null-hypothesis
H0 : ‖F − F˜‖∞ + |λ− λ˜|+ |γ − γ˜| = 0, we have that D1)n → ‖LF,λ‖∞ and D2)n → ‖BN‖∞
in law as n → ∞. In view of the arguments included at the beginning of the section,
the tests T
1)
n := 1{D1)n > Q̂F,λn (α)} and T 2)n := 1{D2)n > Q̂Nn (α)} have asymptotic level
α. In practice, we should choose the test whose underlying limiting process has smallest
covariance structure. This strongly depends on the value of λ so we have to rely on its
estimator to decide. It should also be possible to develop tests that improve upon any of
these two by allowing for more general linear combinations of the quantities in D
1)
n and
D
2)
n , and varying the general coefficients. When generalising D
1)
n the resulting tests have
the unlikely drawback that under an alternative to H0 they may have asymptotic level
α. This is because in the expressions for D
1)
n disagreements between the underlying and
the proposed one-dimensional parameters may cancel out. Varying the coefficients in the
linear combinations solves this limitation.
4.2.4 Two-sample tests
Throughout let Z1) :=
(
Z
1)
1 , . . . , Z
1)
m
)
and Z2) :=
(
Z
2)
1 , . . . , Z
2)
n
)
be two sets of observed
increments from two independent compound Poisson processes. We denote their respective
parameter θ ∈ {λ, γ} ∪ {pj : j ∈ Z \{0}} or Θ ∈ {F,N} and its estimator θˆ or Θˆ with the
corresponding superscripts 1) and 2). Define
Dθm,n :=
√
mn
m+ n
∣∣∣ θˆ1)m − θˆ2)n ∣∣∣ and DΘm,n := √ mnm+ n ∥∥∥Θ̂1)m − Θ̂2)n ∥∥∥∞,
and, writing ρm,n := m/(m+ n), notice that√
mn
m+ n
(
θˆ1)m−θˆ2)n
)
=
√
1− ρm,n
√
m
(
θˆ1)m−θ1)
)−√ρm,n√n (θˆ2)n −θ2))+√ mnm+ n (θ1)−θ2))
and that the same relationship holds for any Θ. Then, under the null-hypothesis H0 :
θ1) = θ2) = θ or Θ1) = Θ2) = Θ and the corresponding assumptions of Theorem 3.3.5, we
have that Dθm,n →d σθ|N(0, 1)| and DΘm,n →d ‖LΘ‖∞ as m,n → ∞, where LΘ is GF if
Θ = F and BN if Θ = N . Define σˆ2θ,m,n :=
(
1− ρm,n
)
σˆ2
θ1),m
+ ρm,n σˆ
2
θ2),n
and, in line with
the definition of Q̂Θn (α), let Q̂
Θ
m,n(α) be a consistent estimator of the upper α-quantile of
the supremum norm of the centred Gaussian process with covariance structure
ΣΘs,t,m,n :=
(
1− ρm,n
)
ΣΘ
1)
s,t,m + ρm,n Σ
Θ2)
t,s,n, s, t ∈ R .
Then, we accept the respective null-hypothesis if the test
T θm,n := 1{Dθm,n > σˆθ,m,nQN (α)} or TΘm,n := 1{DΘm,n > Q̂Θm,n(α)}
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is zero and reject it otherwise. These tests have asymptotic level α and, under an alter-
native to H0, Pr(T
θ
m,n = 1), P r(T
Θ
m,n = 1)→ 1 as m,n→∞ due to Dθm,n, DΘm,n →∞ as
m,n→∞.
Two-sample tests for several parameters and hence for the process as a whole can be
derived using the same arguments. For the latter we propose the following two. Define
D1)m,n :=
√
mn
m+ n
∥∥∥(F̂ 1)m − F̂ 2)n )+ (λˆ1)m − λˆ2)n )+ (γˆ1)m − γˆ2)n )∥∥∥∞
and
D2)m,n :=
√
mn
m+ n
∥∥∥(N̂1)m − N̂2)n )+ (γˆ1)m − γˆ2)n )∥∥∥∞.
Then, under the null-hypothesis H0 : ϕ
1) = ϕ2) = ϕ and the assumptions of Theorem
3.3.5a, we have that D
1)
m,n →d ‖LF,λ‖∞ and D2)m,n →d ‖BN‖∞ as m,n→∞. Furthermore,
let Q̂F,λm,n(α) be a consistent estimator of the upper α-quantile of the supremum norm of
the centred Gaussian process with covariance structure
ΣF,λs,t,m,n :=
(
1− ρm,n
)
ΣF
1),λ1)
s,t,m + ρm,n Σ
F 2),λ2)
s,t,n , s, t ∈ R .
Then we propose the tests with asymptotic level α
T 1)m,n := 1{D1)m,n > Q̂F,λm,n(α)} and T 2)m,n := 1{D2)m,n > Q̂Nm,n(α)}.
Finally, we remark that under an alternative to H0, Pr(T
2)
m,n = 1)→ 1 as m,n→∞ due
to D
2)
m,n →∞ as m,n→∞. The same asymptotic behaviour is obtained for T 1)m,n except
when λ1) + γ1) = λ2) + γ2), in which case it can also be attained if we allow for more
general linear combinations in the expression for D
1)
m,n. A simple trick would be compute
the test again with (λˆ
2)
n − λˆ1)m) in place of (λˆ1)m − λˆ2)n ).
4.2.5 Approximations for λ∆ sufficiently small
The variance σ2L in Theorem 3.3.5 and its particular cases are not very intuitive at first
sight as a consequence of the inverse nature of the problem under the low-frequency
observation regime. However, if ∆ = ∆n → 0 with n∆n → ∞ as n → ∞ the inverse
nature vanishes because the jumps are observed directly and its expression simplifies.
Lemma 3.3.2 quantified the simplification and it allowed us to give more insight into our
estimators. Since all the statistical applications discussed so far depend heavily on σ2L, here
we explore their simplifications when ∆, or rather λ∆, is sufficiently small. If the jump
distribution has no discrete component some of these provide process-free procedures.
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In view of Lemma 3.3.2 and the expression for σ2L in (3.3.3), it follows that
∆
λ
σ2L =
∫
R
f (L)(x)2 dF (x) +O
(
λ∆
)
, s, t ∈ R . (4.2.3)
Simple algebra shows this expression provides the approximations to the variances we
introduced in the discussions of Section 3.3. We refer the reader to that section for more
details. The approximations of the difference of a one-dimensional parameter and its es-
timator rescaled by
√
n therein are then justified because convergence of the variances
guarantees convergence in distribution to centred normal random variables. In the case
of N and F , the approximations of their differences follow because the terms in the big
O notation of the lemma can be bounded by others depending on the supremum-norm of
f (L) and moreover supt∈R‖ft‖∞ ∨‖F (t)‖∞ <∞. Furthermore note that the ∆/λ term on
the left hand side of the last display indicates these differences should be further rescaled
by
√
∆/λ. When dealing with F, pj or p, their covariance and variances carry a λ
−2 extra
term, so the rescaling for these quantities should be
√
λ∆ instead. We justify this as fol-
lows. The quantity λ∆n is the expected number of jumps the compound Poisson process
has given in the ∆n observation window. Therefore, when ∆ is small enough, this product
is approximately the total number of non-zero increments we observe. Due to our estima-
tors being efficient we expect those for F, pj and p to disregard the remaining increments
and this justifies the rescaling in their differences with their respective estimators. For
the rest of parameters except for γ, which is of no interest in this remark, a λ factor is
implicitly included in their expressions and their estimators, thus justifying the rescaling
by
√
∆/λ instead.
When the jump distribution of the compound Poisson process is absolutely continuous,
p = 0, the approximations to the limits can be further simplified as follows. In particular,
expression (4.2.3) implies that
√
λ∆n
(
F̂n − F
)
converges in law to a Gaussian process
with covariance structure approximately equal to F (min{s, t}) − F (s)F (t). This agrees
with classical Donsker’s theorem and, consequently, if p = 0 we propose to substitute the
quantiles Q̂Fn and Q̂
F
m,n by that of (λ∆)
−1/2 supr∈[0,1] |G(r)|, where G is a standard Brow-
nian bridge. Similarly and under the respective null-hypotheses,
√
λ∆D
1)
n ,
√
λ∆D
1)
m,n and√
∆/λD
2)
n ,
√
∆/λD
2)
m,n converge in law to the supremum norm of two Gaussian processes
whose covariances can be approximated by F (min{s, t})−F (s)F (t)+λ2 and F (min{s, t}),
respectively. As a result, if p = 0 we propose to substitute the quantiles Q̂F,λn , Q̂
F,λ
m,n and
Q̂Nn , Q̂
N
m,n by those of (λ∆)
−1/2 supr∈[0,1] |G(r) + B(σ2)| and
√
λ/∆ supr∈[0,1] |B(r)|, re-
spectively, where B is a standard Brownian motion. When using these approximations
for the applications in Sections 4.2.2 and 4.2.3, λ can be estimated either by λˆn or
simply by the proportion of non-zero increments we observe divided by ∆. Similarly,
when using them for the applications in Section 4.2.4, λ can be estimated either by
λˆm,n := (1−ρm,n)λˆ1)n +ρm,nλˆ2)m or simply by the ρm,n-weighted average of the proportions
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of non-zero increments observed in each independent compound Poisson process divided
by ∆.
4.3 Implementation
In this section we include details of the implementation of the estimators of the com-
pound Poisson process parameters in Coca [2015] and Buchmann and Gru¨bel [2003], and
of limiting variances and covariances therein. Note that all the statistical procedures con-
structed in Sections 4.2.2, 4.2.3, 4.2.4 and 4.2.5 make use only of these quantities so their
implementation follows as mentioned in them. From now on we take ∆ = 1 without loss
of generality as otherwise it can be absorbed into the value of λ.
4.3.1 Spectral approach-based estimators
In order to implement the estimators introduced in Chapter 3 and in Section 4.2.1, a kernel
function K satisfying the assumptions in (3.2.1) has to be chosen. Throughout we take it
to be such that FK(u) = (1 − u2)2 1[−1,1](u), u ∈ R. Its explicit expression is not used
in the implementation so we do not include it here. It is related to the Bessel functions
of the first kind and their properties guarantee K satisfies the desired assumptions. A
similar kernel function is considered in van Es et al. [2007], and in Wand [1998] in the
related deconvolution problem, who also emphasise that the choice of K is not the most
important factor in the performance of the estimator.
Recall the empirical distribution function ϕn(u) :=
1
n
∑n
k=1 e
iuZk , u ∈ R and note that
any estimator of Section 3.2 is of the form
∫
R fn(x)F−1[Log(ϕn)FKhn ](x)dx. All of these
can be more generally written as
Tn = Tn(fn, gn) :=
∫
R
fn(x)F−1gn(x) dx =
∫
R
gn(u)F−1fn(u) du, (4.3.1)
where fn is compactly supported and bounded, and gn satisfies supp(gn) ⊆ [−h−1n , h−1n ],
gn(−·) = gn, where · denotes the complex conjugate, and it is bounded in sets of proba-
bility approaching 1 as n→∞. Hence, fn, gn ∈ L2(R) in such sets and Tn is well-defined
there. This general estimator can be approximated numerically by discretising the last
integral: for any η > 0 and M ∈ N such that ηM = h−1n to accommodate the support of
gn, define
T̂n = T̂n(fn, gn) :=
M∑
j=−M
ωjgn(jη)F−1fn(jη),
where (ωj)
M
j=−M are the discretisation weights. We choose the weights according to com-
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posite Simpson’s rule, i.e.
ωj =
η
3
×

1 if j = −M,M,
2 if j = −M + 1,−M + 3, . . . ,M − 1,
4 if j = −M + 2,−M + 4, . . . ,M − 2.
Note that any fn from Section 3.2 except for f
(γ)
n can be written as a linear combination of
indicators of open or closed intervals with lower and upper limits an and bn, respectively,
satisfying that sign(an) = sign(bn). If fn is such an indicator
T̂n =
bn − an
2pi
ω0gn(0) +
i
2piη
∑
0<|j|≤M
ωjgn(jη)
e−ibnjη − e−ianjη
j
=
bn − an
2pi
ω0gn(0) +
1
piη
M∑
j=1
ωj Im
(
gn(jη)
e−ianjη − e−ibnjη
j
)
, (4.3.2)
where the last equality is justified because gn(−·) eix·−· = −gn(·) e
−ix·
· . The last expression
avoids some computations and round-off errors, it returns strictly real values and can be
implemented directly. However, to further speed up the computations we approximate its
value with the aid of the fast Fourier transform, which was popularised by Cooley and
Tukey [1965] and, in its simplest form, was already described by C. F. Gauss in 1805.
For this we introduce the following notation and impose some additional assumptions on
M,η, εn and Hn: for any v := (vj)
M
j=0 ∈ RM+1 and l = 0, . . . ,M , define
DF [v] (l) :=
M∑
j=0
vje
−i 2pi
M+1
jl and DF−1[v] (l) := 1
M + 1
M∑
j=0
vje
i 2pi
M+1
jl.
Let v be such that v0 = 0 and vj = ωj
gn(jη)
j for j = 1, . . . ,M , and, to equate the
exponents of the last display to those in (4.3.2), let an and bn belong to a symmetric grid
of 2M + 1 elements that we now specify. Note that for the indicators we are considering
εn ≤ |an|, |bn| ≤ Hn and recall the ±εn-intervals around each jump in the definition of
f
(N)
·,n in (3.2.6). Then we take the grid to be εn-equispaced and assume without loss of
generality that Hn = εnM . Writing lx := [x/εn] for any x ∈ R, where [·] denotes the
closest integer function, and assuming ηεn =
2pi
M+1 , we have T̂n(fn, gn) ≈
̂̂
Tn(fn, gn), where
for the fn we are considering
̂̂
Tn :=
bn−an
2pi
ω0gn(0) +
1
piη
×

(M+1) Im
(DF−1[v](−lan)−DF−1[v](−lbn)) if an≤bn<0,
Im
(DF [v](lan)−DF [v](lbn)) if 0<an≤bn.
The transformations DF and DF−1 can be computed in O (M log(M)) operations by a
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fast Fourier transform type algorithm. In particular, the well-known radix-2 Cooley–Tukey
algorithm can be used if we assume M + 1 is a power of 2. Hence, for a given bandwidth
hn we need M,η, εn and Hn to satisfy that
ηM = h−1n , Hn = εnM ηεn =
2pi
M + 1
and log2(M + 1) ∈ N . (4.3.3)
At the end of the section we discuss the choices of these parameters but prior to that we
give the implementation of all the estimators.
If gn = Log(ϕn)FKhn , each can be approximated by
ˆˆ
λn :=
̂̂
Tn
(
1[−Hn,−εn], gn
)
+
̂̂
Tn
(
1[εn,Hn], gn
)
,
ˆˆqj,n :=
̂̂
Tn
(
1(
εn(lJj−1),εn(lJj+1)
), gn), j ∈ Z \{0},
ˆˆqn :=
∑
|j|≤Hn/ε
j 6=0
ˆˆqj,n,
̂̂
Nn(t) := 1t≥−Hn
̂̂
Tn
(
1[−Hn,εn min{lt,−1}], gn
)
+ 1t≥εn
̂̂
Tn
(
1[εn,εn min{lt,M}], gn
)
,̂̂
Fn :=
ˆˆ
λ−1n
̂̂
Nn, ˆˆpj,n :=
ˆˆ
λ−1n ˆˆqj,n, j ∈ Z \{0}, and ˆˆpn := ˆˆλ−1n ˆˆqn.
By similar arguments to those employed above and noting that for fn = c
−1 · 1(−hn,hn)
F−1fn(u) = i
cupi
(
hn cos(uhn)− sin(uhn)
u
)
,
γˆn can be approximated by
ˆˆγn := −2
M∑
j=1
ωj Im(gn(jη)) Im(F−1fn(jη))
=
2
cpiη
M∑
j=1
ωj arctan
Im(ϕn(jη))
Re(ϕn(jη))
FKhn(jη)
1
j
(
sin(jηhn)
jη
− hn cos(jηhn)
)
,
where c := 2(
∫ 1
0 K − K(1)) ≈ 0.015637923740278 for the choice of kernel mentioned
above. Note that in the implementation of ˆˆγn we have chosen not to compute a fast
Fourier transform. The reason is that, effectively, we are only interested in one value of
the discrete Fourier transform and it is therefore more costly to compute the whole vector
than to directly compute the desired element of it.
Some remarks about these approximations to the estimators are due. Note that the
expression for
̂̂
Nn is based on (3.2.3) instead of on (3.2.5). This is justified by the fact
that we are defining
̂̂
Nn on a grid of [−Hn,−εn] ∪ [εn, Hn] and in practice this acts as
the discretisation implied by fNt,n defined in (3.2.6). Similarly, in the definition of
ˆˆqj,n,
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and consequently in those of ˆˆqn, ˆˆpj,n and ˆˆpn too, centring the integration interval around
the desired jump is not necessary and therefore we do not impose this. In the following
sections we discuss in more detail the choice of the grid when there is a non-zero discrete
jump component. Lastly, notice that in the definition of ˆˆqn we have summed up to Hn
instead of up to H˜n. This is not important given that in practice we are concerned with
the finite sample properties rather than with the asymptotic ones.
We are missing to discuss the implementation of the variance and covariance estimators
in Section 4.2.1. Any of these involves quantities of the form
fn ∗ F−1
[
ϕ−1n (−·)FKhn
]
(Z) =
∫
R
fn(x)F−1
[
eiZ·ϕ−1n FKhn
]
(x) dx,
where the equality is justified by the symmetry of K. The functions fn and e
iZ·ϕ−1n FKhn
enjoy the same properties as fn and gn in the definition of Tn in (4.3.1). Furthermore,
all the fn under consideration are linear combinations of the same type of indicators as
above. Therefore, if gn(Z) = gn(·, Z) = eiZ·ϕ−1n FKhn and using the same arguments as
before, we approximate the estimators of Section 4.2.1 by
ˆˆσ2λ,n :=
1
n
n∑
k=1
( ̂̂
Tn
(
1[−Hn,−εn], gn(Zk)
)
+
̂̂
Tn
(
1[εn,Hn], gn(Zk)
))2
,
ˆˆσ2pj ,n :=
1
ˆˆ
λ2n
1
n
n∑
k=1
( ̂̂
Tn
(
1(
εn(lJj−1),εn(lJj+1)
), gn(Zk))
− ˆˆpj,n
( ̂̂
Tn
(
1[−Hn,−εn], gn(Zk)
)
+
̂̂
Tn
(
1[εn,Hn], gn(Zk)
)))2
,
ˆˆσ2p,n :=
1
ˆˆ
λ2n
1
n
n∑
k=1
( ∑
|j|≤Hn/ε
j 6=0
̂̂
Tn
(
1(
εn(lJj−1),εn(lJj+1)
), gn(Zk))
− ˆˆpn
( ̂̂
Tn
(
1[−Hn,−εn], gn(Zk)
)
+
̂̂
Tn
(
1[εn,Hn], gn(Zk)
)))2
,
and, for all s, t ∈ R,
̂̂
Σ
F
s,t,n :=
1
ˆˆ
λ2n
1
n
n∑
k=1
(
1s≥−Hn
̂̂
Tn
(
1[−Hn,εn min{ls,−1}], gn(Zk)
)
+1s≥εn
̂̂
Tn
(
1[εn,εn min{ls,M}], gn(Zk)
)
− ̂̂Fn(s)( ̂̂Tn(1[−Hn,−εn], gn(Zk))+ ̂̂Tn(1[εn,Hn], gn(Zk))))
×
(
1t≥−Hn
̂̂
Tn
(
1[−Hn,εn min{lt,−1}], gn(Zk)
)
+1t≥εn
̂̂
Tn
(
1[εn,εn min{lt,M}], gn(Zk)
)
− ̂̂Fn(t)( ̂̂Tn(1[−Hn,−εn], gn(Zk))+ ̂̂Tn(1[εn,Hn], gn(Zk)))),
120
4.3. Implementation
̂̂
Σ
N
s,t,n :=
1
n
n∑
k=1
(
1s≥−Hn
̂̂
Tn
(
1[−Hn,εn min{ls,−1}], gn(Zk)
)
+1s≥εn
̂̂
Tn
(
1[εn,εn min{ls,M}], gn(Zk)
))
×
(
1t≥−Hn
̂̂
Tn
(
1[−Hn,εn min{lt,−1}], gn(Zk)
)
+1t≥εn
̂̂
Tn
(
1[εn,εn min{lt,M}], gn(Zk)
))
and
̂̂
Σ
F,λ
s,t,n :=
1
ˆˆ
λ2n
1
n
n∑
k=1
(
1s≥−Hn
̂̂
Tn
(
1[−Hn,εn min{ls,−1}], gn(Zk)
)
+1s≥εn
̂̂
Tn
(
1[εn,εn min{ls,M}], gn(Zk)
)
+
(ˆˆ
λ2n − ̂̂Fn(s))( ̂̂Tn(1[−Hn,−εn], gn(Zk))+ ̂̂Tn(1[εn,Hn], gn(Zk))))
×
(
1t≥−Hn
̂̂
Tn
(
1[−Hn,εn min{lt,−1}], gn(Zk)
)
+1t≥εn
̂̂
Tn
(
1[εn,εn min{lt,M}], gn(Zk)
)
+
(ˆˆ
λ2n − ̂̂Fn(t))( ̂̂Tn(1[−Hn,−εn], gn(Zk))+ ̂̂Tn(1[εn,Hn], gn(Zk)))).
Despite the seemingly complicated implementation of these estimators, it can be written
in a few lines of code. Notice that, instead of applying the discrete Fourier transform
to a vector v determined by gn(Z) = e
iZ·ϕ−1n FKhn , we can apply it to a vector v with
gn(an, bn) =
(
eibn· − eian·)ϕ−1n FKhn . This results in notationally simpler expressions and
avoids restricting the computation of the quantities above to an εn-equally spaced grid
of [−Hn,−εn] ∪ [εn, Hn]. In turn, it requires discretising the values of the observed incre-
ments Zk, k = 1, . . . , n, and hence it changes the fundamental quantities driving the final
estimates. We opt not to do this and choose the approximate estimators above instead.
The use of these estimators is to approximate the quantiles of the absolute value of
the limiting normal distributions of Section 3.3 and of the supremum of the absolute value
of the limiting Gaussian processes of the same section. For α ∈ (0, 1), typically α = 0.05,
and writing ˆˆσ2θ,n for θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}}, in the following we approximate the
former quantiles by sampling 5000 independent standard normal distributions, ordering
their absolute values increasingly, selecting the element in the [5000(1 − α)]-th position
and multiplying it by ˆˆσθ,n. For each of the infinite-dimensional quantities we simulate 5000
paths of the respective approximate Gaussian process, order the maximums of the absolute
values of the paths increasingly and select the element in the [5000(1−α)]-th position. To
simulate each (discrete) path, we first compute the covariance matrix of the discretised
Gaussian process using the respective quantity
̂̂
Σ
Θ
s,t,n from above, where Θ ∈ {F,N, (F, λ)}.
Then, in the case of Θ = N , we perform its (lower) Cholesky factorisation and multiply the
resulting matrix by a column vector of independent standard normal distributions. This is
justified because, as mentioned in Section 2.6, the limiting process is of Brownian motion
type. In the other cases we not only have to force the initial point of the path to be zero
but also the final point. Thus, we proceed similarly to the standard interpolation method
to sample approximate paths of a Brownian bridge (cf. p. 82-86 of Glasserman [2004]): set
121
Applications
the values at −Hn and Hn to zero and sample two zero-mean normal distributions with
variance
̂̂
Σ
Θ
−Hn+εn,−Hn+εn,n and
̂̂
Σ
Θ
Hn−εn,Hn−εn,n. Take these to be the values of the path at
−Hn + εn and Hn− εn and obtain the value at the (approximate) mid-point by sampling
from the resulting conditional distribution. The mid-point now becomes an end-point and
we can do this iteratively with the subsequent mid-points until the path is computed for
every point of the grid. Note that, for a particular mid-point s and interpolating end-
points r and t, −Hn + εn ≤ r < s < t ≤ Hn − εn, the conditional distribution is simply
given by
̂̂
Θn(s) | ̂̂
Θn(r),
̂̂
Θn(t)
∼ N
( ̂̂ΣΘs,r,n, ̂̂ΣΘs,t,n)( ̂̂ΣΘ−s,n)−1
 ̂̂Θn(r)̂̂
Θn(t)
 ,
̂̂
Σ
Θ
s,s,n −
( ̂̂
Σ
Θ
s,r,n,
̂̂
Σ
Θ
s,t,n
)( ̂̂
Σ
Θ
−s,n
)−1 ̂̂ΣΘr,s,n̂̂
Σ
Θ
t,s,n
 ,
where, with some abuse of notation,
̂̂
Σ
Θ
−s,n :=
 ̂̂ΣΘr,r,n ̂̂ΣΘr,t,n̂̂
Σ
Θ
t,r,n
̂̂
Σ
Θ
t,t,n
 .
All these implementations apply to individual θ ∈ {λ, p} ∪ {pj : j ∈ Z \{0}} or
Θ ∈ {F,N, (F, λ)}. However, if we want to implement several of them together we should
introduce the dependence structure given in Theorem 3.3.5. For instance, when performing
simulations to construct procedures such as confidence regions for F and λ simultaneously,
we first construct them for the former as just mentioned but for the latter we need to
simulate its limiting normal distribution conditional on all the simulated values of F . The
penultimate display readily generalises to conditional distributions with more than two
conditioning values (cf. p. 65 in Glasserman [2004]) and this generalisation is what we use
to construct the confidence interval for λ. In it we have to input the limiting covariance
between the estimator of λ and that of F (t), with t in the grid considered above. This is
simply given by
1
ˆˆ
λn
1
n
n∑
k=1
( ̂̂
Tn
(
1[−Hn,−εn], gn(Zk)
)
+
̂̂
Tn
(
1[εn,Hn], gn(Zk)
))
×
(
1t≥−Hn
̂̂
Tn
(
1[−Hn,εn min{lt,−1}], gn(Zk)
)
+1t≥εn
̂̂
Tn
(
1[εn,εn min{lt,M}], gn(Zk)
)
− ̂̂Fn(t)( ̂̂Tn(1[−Hn,−εn], gn(Zk))+ ̂̂Tn(1[εn,Hn], gn(Zk)))).
In the same way, one combines the brackets in the expressions for ˆˆσ2θ,n and
̂̂
Σ
Θ
s,t,n above
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to make joint inference on other parameters, including the mass at some of the potential
atoms of the jump measure.
Lastly, we discuss the choices of the (hyper)parameters in (4.3.3), which apply to the
implementation of all the estimators presented so far. After numerous simulations we
have found that η = 53/210 ≈ 0.1221, M = (ηhn)−1, εn = 2pihnM/(M + 1) ≈ 2pihn and
Hn = εnM , where hn ∈ [0.0005, 0.001], generally provide reasonable results in terms of
accuracy and computational times. We note in passing that η should be fixed at first so
that it does not change with other parameters, potentially resulting in considerably wrong
or slow estimates. When taking hn beyond the lower or upper limit in [0.0005, 0.001], the
implementations become too slow or start losing accuracy, respectively. The choice of the
bandwidth returning best approximation and coverage values depends on the sample size
n and on the true underlying parameters F and λ. Thus, this is discussed further in Section
4.3, where we propose a purely data-driven objective function to choose it. For now we
mention that in general we take hn = 0.0005 except for when n and λ are relatively small,
in which case we take hn = 0.001. Despite these being the preferred choices, we remark
that the latter does not generally lead to a large deterioration of the results and therefore
can be chosen in most cases for the sake of speed of computations. When computing the
estimates above, we generally do not take the intervals to go down to −Hn = −εnM
or up to Hn = εnM but truncate them to smaller values: Hn tends to be too large in
comparison with the support of most of the mass of the objective function being estimated
and worsens the estimations. Under the positivity assumption on the support of dF that
Buchmann and Gru¨bel [2003] make, they propose to take the left limit to be zero and
the right limit to be maxk Zk, i.e. equal to the largest observation. In their setting this
is a sensible choice because, given the fully nonparametric approach they take, the data
cannot not inform us of the distribution any farther than that and in such cases we make
the same choice. However, in the general setting for which our estimators are developed,
it is not sensible because even the largest observation may arise from sums of jumps of
different signs. When F has support on both sides of R we take the right and left limits to
be maxk Zk+0.2(maxk Zk−mink Zk) and mink Zk−0.2(maxk Zk−mink Zk), respectively.
We have found this choice to perform well and we propose it as a rule of thumb when
the support of F is not known a priori. We emphasise that Hn does not appear in the
relationships arising from the fast Fourier transform so this rather arbitrary choice of it
does not affect the radix-2 Cooley–Tukey algorithm.
4.3.2 Direct approach-based estimators
In this section we include the implementation of the estimators introduced in Buchmann
and Gru¨bel [2003]; those in Buchmann and Gru¨bel [2004] follow directly from it. Recall
that they assume γ = 0 and supp(F ) ⊆ R+, and they propose two estimators: the first
makes inference on the probability mass function of a discrete jump distribution with
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atoms on N and the second is developed for general distributions. We introduce their
implementation in reverse order as we only claim originality for the second.
Recall from Section 2.1.2 that this second estimator in Buchmann and Gru¨bel [2003]
is
F˜n(t) := Λ(G˜0,n)(t) :=
∞∑
i=1
(−1)i+1 e
iλ
λi
G˜∗i0,n(t), t ∈ R+,
where
G˜0,n(t) :=
1
n
n∑
k=1
1[0,t](Zk)− q˜0,n :=
1
n
n∑
k=1
1(0,t](Zk), t ∈ R+ .
This is much simpler to implement than our estimator: note that G˜∗i0,n is (1 − q0,n)i
times the empirical distribution of the sum of the elements of every i-tuple of the non-
zero observations. Therefore we sum up all such combinations and compute the resulting
function on the grid we mentioned at the end of the previous section, i.e. [0,maxk Zk] split
into intervals of length εn. We choose this increment as above to ensure fair comparison
between the estimators and remark that this choice is not as important when implementing
F˜n as it is when doing so for F̂n, as no integration is required here. In addition, we need
to truncate the infinite sum in its definition and we take it to go up to I = 101. This is
quite a large value but, as we show in Section 4.4, the fluctuations of F˜n away from the
origin may be very large and the larger I is the better they are controlled. We emphasise
that it should be chosen to be an odd number as otherwise the leading term in the sum is
negative and so is the implementation of F˜n. Lastly, we recall that Buchmann and Gru¨bel
[2003] assumed knowledge of λ and so do we when implementing it. We tried inputting
the naive estimator λˇn, but when it is larger than the true λ it makes the sum fluctuate
even further and, in practice, the estimation may deteriorate considerably.
To construct the statistical procedures of Section 4.2, we use the ‘Studentisation’
approach introduced in Section 4.2.1 for the same reasons mentioned therein. Therefore,
to find an estimator of the covariance function of the limiting processes in Buchmann and
Gru¨bel [2003] we define
H˜n(t) :=
1
λ
I∑
i=1
(−1)i+1eiλG∗(i−1)0,n (t), t ∈ R+,
where G˜
∗(i−1)
0,n and I are as mentioned above. Additionally, define H˜0,n := H˜n− e
λ
λ . Then,
the estimator we propose is
Σ˜s,t,n :=
1
n
n∑
k=1
H˜n(s− Zk)H˜n(t− Zk)1(0,s∧t](Zk)− e2λH˜0,n(s)H˜0,n(t), s, t ∈ R+ .
Hence, we can approximate the limiting Gaussian process BF in (2.1.12) by the centred
Gaussian process with this covariance structure. Recall that, as discussed in Section 2.6,
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BF is of Brownian motion type. Consequently, we can simulate paths of the Gaussian
process with covariance Σ˜s,t,n with the simple Cholesky factorisation strategy proposed in
the previous section. We remark that not all the procedures from Section 4.2 can be de-
veloped from the results in Buchmann and Gru¨bel [2003] because they assume knowledge
of λ, so the only uncertainty is in the parameter F . Furthermore, the norm ‖ ·‖∞ used
in Section 4.2.1 should be substituted by the norm ‖ ·‖∞,τ introduced in Section 2.1.2.
Hence, we are missing to choose a value of τ . As suggested by Bøgsted and Pitts [2010]
and in line with expression (2.1.13) in our discussions in Section 2.1.2, we take
τ˜n := min
{
τ : 10 τ ∈ N and
∫
R+
e−τxdF˜n(x) <
log 2
λ
}
.
Note that the results in Buchmann and Gru¨bel [2003] hold for any τ satisfying the non-
empirical counterpart of the second condition in this display. Therefore, the choice of the
grid in the first condition is not very important as long as it results in a large enough
value of τ˜n. Moreover, as we show in Section 4.4, in all experiments τ˜n overestimates the
minimum value for τ and no issues arise from this calculation.
In Buchmann and Gru¨bel [2003] and Buchmann and Gru¨bel [2004] they included
details of the implementation of their recursive estimators and of the covariances of the
limiting processes. We next include the implementation of that of Buchmann and Gru¨bel
[2003], and the implementation of the latter follows by the same arguments. We therefore
claim no originality in what follows. Let wj,n :=
1
n
∑n
k=1 1{j}(Zk) be the mass the empirical
distribution gives to j ∈ N and assume w0,n > 0. Then, they estimate the parameters λ
and pj by
λ˜n := − logw0,n and p˜j,n := 1
w0,n
(
wj,n
λ˜n
− 1
j
j−1∑
l=1
lp˜l,nwj−l,n
)
, j ∈ N .
As mentioned at the end of Section 2.1.2, these expressions are obtained by inverting the
distribution function of Z1, given in terms of so-called Panjer recursion, and plugging in
the empirical values of the mass function of Z1. They are recursive in nature and therefore
Buchmann and Gru¨bel [2003] stop their computation at the largest observation. If w0,n = 0
they set λ˜n = 1, p1,n = 1 and pj,n = 0 for j > 1 so that the estimators are well-defined
in the space R×`1. Due to Pr(wn0 = 0) = (1 − e−λ)n and λ > 0, this rather arbitrary
definition does not affect the asymptotic nature of their theoretical results. However, for
finite samples and in particular in simulations this is undesirable. When simulating these
estimators we simply discard samples with no zero-increments and, in practice, we suggest
to use
ˆˆ
λn in place of λ˜n so that p˜j,n are well-defined.
Buchmann and Gru¨bel [2003] show joint convergence in distribution of their
√
n-
rescaled and centred estimators above to a centred random element (ξ, (Bj)j∈N) taking
125
Applications
values in R×`1. Its dependence structure can be implemented as follows assuming w0,n >
0. Let
r0,n :=
1
w0,n
and rj,n := −r0,n
j∑
l=1
wj,nrj−l, j ∈ N .
Then E[ξ2],E[ξBj ] and E[BjBl] can be respectively approximated by
σ˜2λ,n := rn,0 − 1, σ˜2λ,pj ,n :=
1
λ
(p˜j,n − rj,n − p˜j,nr0,n) , j ∈ N
and, for j, l ∈ N with 1 ≤ j ≤ l,
σ˜2pj ,pl,n :=
1
λ2
(
p˜j,nrl,n + p˜l,nrj,n + p˜j,np˜l,nr0,n − p˜j,np˜l,n +
j∑
m=0
rm,nrm+l−j,nwj−m,n
)
.
(4.3.4)
Note that, even though the limiting random element here does coincide with ours and is
therefore of Brownian bridge type, it is not forced to be so for finite samples. Therefore we
can simulate paths of it analogously to above using Cholesky’s factorisation method and
recalling that we stop the path at the largest observation as suggested by Buchmann and
Gru¨bel [2003]. By the continuous mapping theorem, we can then construct the procedures
of Section 4.2 using either the `1 norm for all the parameters jointly or the absolute value
for each of them individually.
4.4 Simulated illustrations
In this section we focus on illustrating the behaviour and precision of the estimators of
F in Buchmann and Gru¨bel [2003] and Coca [2015], together with the behaviour and
coverage of the corresponding confidence regions, all in different settings. We limit the
study to these two estimators and confidence regions not only because they have not been
implemented in the literature yet but also because the contain all the features we have
mentioned so far in this thesis: among others, consequences of the efficiency and of the lack
of it, and divergence of the series defining the estimators of the direct approach. In Section
4.4.1 we motivate the choice of the different inverse settings we consider, we provide some
practical recommendations in the implementation of the estimators and, last, we explain
the format in which we present the data. In Sections 4.4.2, 4.4.3 and 4.4.4 we analyse
the results of the simulations in different settings. In Section 4.4.5 we make some final
conclusions and remarks, and, based on these, in Section 4.4.6 we propose several topics
that seem worth investigating further.
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4.4.1 Preliminary remarks
Throughout the section we simulate the ∆ = 1 increments of a zero-drift compound
Poisson process with intensity λ > 0 and jump distribution
F (x) =
4
5
(
1− e−10x)1[0,∞)(x) + 15 1[ 12 ,∞)(x), x ∈ R . (4.4.1)
I.e., F is the weighted sum of an exponential distribution with parameter 10 and an
atomic distribution at 12 with weights
4
5 and
1
5 , respectively. This distribution is supported
in R+, it contains both an absolutely continuous component and a discrete component,
and the decay of the tail of its associated measure is exponential. Hence, it allows us
to illustrate several aspects of the estimators of Buchmann and Gru¨bel [2003] and Coca
[2015], including the estimation they provide for each component and the need of an
exponentially downweighted norm ‖·‖∞,τ , τ > 0, for the convergence of the former. We do
not include more examples as, instead, we choose to analyse its properties in detail, thus
giving deeper insight into the practical behaviour of the estimators.
4.4.1.1 Division of Section 4.4
Typically, in applications where compound Poisson processes are used, the number of
discrete observations does not exceed several hundreds. However, existing literature on
estimation of the jump distribution and density has only illustrated their results for several
if not many thousands of observations. Here, we choose to run our simulations with more
realistic sample sizes in order to add real practical value.
In practice, the difficulty of the estimation problem is driven by the intensity λ, which
represents the expected number of jumps per unit of time or, equivalently due to ∆ = 1,
per observation increment. Consequently, the first step is to determine for what values the
precision of the estimators is acceptable when the sample size n is of a few hundreds. The
first obvious division is between λ < 1 and λ ≥ 1, as in the former we expect to observe the
jumps directly in many occasions whilst in the latter we do not. Therefore, when λ < 1 we
are approximately in the simple setting of [nλ] i.i.d. observations of F and we can really
check the small-sample behaviour by taking n ∈ {100, 400} and λ ∈ {0.2, 0.5}. When
λ ≥ 1 the issue of the precision is more subtle and it is easier to start discussing it for the
estimation of λ. Recall that for the example presented above in (4.4.1), all the estimators
of λ introduced in Chapter 2 satisfy asymptotic normality with limiting variance eλ − 1.
Thus, the relative error of any estimator λ˙n satisfies that
λ˙n − λ
λ
≈
√
eλ − 1
λ
1
nλ
N(0, 1), (4.4.2)
and, for n ∈ {100, 250, 400, 1000, 4000} and λ ∈ {0.2, 0.5, 1, 2, 3, 4, 5}, with 95% probability
its absolute value is less or equal than the quantities in Table 4.1. We have included the
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values λ ∈ {0.2, 0.5} and n = 4000 for illustrative purposes and because we refer to them
later in the section.
λ = 0.2 λ = 0.5 λ = 1 λ = 2 λ = 3 λ = 4 λ = 5
n = 100 46.1 31.6 25.7 24.8 28.5 35.9 47.6
n = 250 29.2 20.0 16.2 15.7 18.1 22.7 30.1
n = 400 23.1 15.8 12.8 12.4 14.3 17.9 23.8
n = 1000 14.6 10.0 8.1 7.8 9.0 11.3 15.1
n = 4000 7.3 5.0 4.1 3.9 4.5 5.7 7.5
Table 4.1: Approximate 0.05-quantiles, expressed in %, of the absolute value of the relative errors
in estimating λ with a sample of size n.
The first observation we make is that the (relative) precision is best around 2 and
it deteriorates as λ departs from it. The improvement for small values of λ comes from
the effective number of non-zero increments increasing with λ; note that to estimate the
intensity these observations are just as important, if not more, as the zero-increments as
they inform us of the length of the interarrival times. The behaviour for λ > 2 is expected
because the larger the intensity, the less likely it is to have at least one zero-increment
and hence the harder it is to estimate it. At λ = 2 the expected ratio of zero and non-zero
increments is best for estimating the intensity. To attain the different precision values in
the table we do not require any decompounding, which is intuitive because no perfect
cancellations of jumps can arise in this example. The situation for estimating F is quite
different as the probability of having at least one observation in the sample that is the
sum of more than one jump is strictly positive for any λ > 0. Therefore we always have
to decompound and it may seem that, as λ increases, the estimation problem gets harder.
However, in the following sections and other examples not included here we observe a
behaviour in the precision for estimating F similar to that for λ in Table 4.1. For estimation
of F , the precision is highest around λ = 1, which really shows the ability of the estimators
of Buchmann and Gru¨bel [2003] and of Coca [2015] to decompound: decompounding when
λ ∈ (0, 1) is not too hard, since we expect most increments to carry at most one jump;
when λ increases within that interval, we have more such observations and therefore the
precision improves. As we see in Section 4.4.4, the empirical distribution function does not
have this property as it does not have the ability to decompound. When λ > 1, however,
the difficulty of decompounding dominates over the higher effective number of non-zero
increments and the precision deteriorates. In short, a bit, but not too much, of inverse
character improves the precision of the estimates, which to our knowledge has not yet
been reported in the literature. We explore this further in Section 4.4.5.
From Table 4.1, it follows that if we set a reasonable limit of 20%, we should take
n ∈ {250, 1000} when λ ∈ {1, 2, 3} and n ∈ {1000, 4000} when λ = 5. The case λ = 4
is somewhere in between the two and we choose to include it in the former for reasons
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having to do with the precision of the estimate for F that we mention in Section 4.4.5.
This analysis gives rise to the division into λ < 1, 1 ≤ λ . 5 and λ & 5 of Sections 4.4.2,
4.4.3 and 4.4.4, respectively. In view of Table 4.1, we are choosing a symmetric range in
the precision of the estimators of λ. As we see below, this ‘symmetry’ does not extend
to other properties of the estimators. The splitting at 5 is only an approximate one and
depends on the complexity of the underlying F . Nonetheless, for these sample sizes, it also
seems to approximately hold for other simulation experiments we have performed. The
choice of n = 4000 when λ = 5 may seem to contradict our motivation to take moderate
sample sizes. However, and as illustrated in Section 4.4.3, for such intensity large sample
sizes are required for the estimation errors to vanish and start achieving some reasonable
precision. Existing literature takes λ ≤ 3, generally focusing on λ ≤ 1, so Section 4.4.3
has interest in itself by showing the limit at which our estimators begin to require large
sample sizes to work. Furthermore, and in view of Table 2.1 in Chapter 2, this choice
(and the others) guarantees that the likelihood of not observing a zero-increment in a
sample of size n is not considerable. This is required for the naive estimator of λ to return
a non-trivial value and, indeed, all our simulations in subsequent sections only include
samples with at least one zero-increment. We emphasise that this is not necessary for our
estimators of Chapter 3 to work.
Lastly, we remark that, within each choice of λ, we have chosen two values of n, one
being 4 times larger than the other. Therefore, the errors and confidence regions should
decrease by half from one to the other. Yet, this does not always happen and it allows
us to identify for what regimes the bias and stochastic errors in the estimators are not
negligible giving further insight into them.
4.4.1.2 Remarks on the practical implementation
We first recall a couple of remarks made in previous sections that we take into account in
our implementations and would like to emphasise.
In Section 4.3.1, we mentioned that the implementation of the estimator of N , and
hence of F , can be safely based on its expression for the absolutely continuous case given
in Chapter 3 and not on its modification to accommodate a potential discrete or absolutely
continuous component. This is due to the discretisation of the integral appearing in it and
hence can also be interpreted as the implementation of the distribution function when we
postulate all jumps are discrete with potential support in n × Z \{0}. In the figures of
the following sections we observe that this strategy works perfectly well to estimate the
absolutely continuous component and to identify the location of the atomic component
without prior knowledge of their support, unlike assumed in the theoretical results of
Chapter 3.
In theory, all the estimators make use of the distinguished logarithm but, as remarked
in Chapter 2, for λ∆ = λ < pi we can safely use the principal branch of the logarithm
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if there is no drift in the process. This was justified by the upper bound on the complex
part of the exponent in the characteristic function of the increments ϕ = ϕ1 in (1.1.5).
Therefore condition λ < pi is by no means necessary for the correct behaviour of the
estimators implemented using the principal branch of the logarithm. Indeed, in all sim-
ulations with λ ≤ 5 we observe that the only noticeable difference between using one
or the other logarithm comes from the computational times, with the implementation of
the distinguished logarithm being considerably more expensive. Although not included
here for reasons mentioned above, we remark that if γ 6= 0 and/or λ is relatively larger
than 5, the distinguished logarithm should be used to avoid well-known winding issues
(cf. Embrechts et al. [1993] and Gru¨bel and Hermesmeier [1999]). This does not depend
on the sample size. Unlike depicted in our theoretical results of Chapter 3, in practice our
estimators do not seem to be robust to drifts |γ| > 0.05. Therefore we suggest to first
estimate γ with our estimator using the distinguished logarithm (or with the naive one
depending on the prior knowledge of F as argued in Section 2.4.2) and to translate the
observations accordingly before implementing the rest of the estimators.
At the end of Section 4.3.1 we discussed the choice of all the hyperparameters in the
implementation of our estimators. All of these depend solely on the bandwidth hn, which
we mentioned that, as a rule of thumb, we take to be 0.0005 unless λ and n are small when
we take hn = 0.001. Indeed, we make the latter choice only in Section 4.4.4 and remark
that in other examples it also seems to be the right choice for larger values of λ up to 2,
or even 3. The implementation with this choice is generally around 4 times faster than
that with hn = 0.0005. This apparent rule of thumb is justified by minimising a purely
data-driven loss function we found to work well across different examples and sample
sizes. In order to motivate its form let us denote the implementation of the estimator λˇn
of Section 2.4 by ˇˇλn, which follows using the same arguments of Section 4.3.1. Notice that,
according to the results of Section 2.4, λ˜n is a consistent estimator of λ for the F we work
with here. Therefore, λˇn− λ˜n is a sum of bias and stochastic errors that are negligible and
is explicitly given in expression (2.4.1). In addition, the difference
ˆˆ
λn− ˇˇλn, given in (2.4.2)
is also a sum of such errors. Crucially, both terms are the errors that the estimator of F
carries resulting from the truncations of the tails and around the origin and only depend
on hn. Hence, we propose to choose the bandwidth as
hn := argminh>0
{∣∣∣ˆˆλn(h)− ˇˇλn(h)∣∣∣+ ∣∣∣ˇˇλn(h)− λ˜n∣∣∣} . (4.4.3)
This choice seems to minimise all the estimation errors, including the uniform distance
between our estimator for F and the true distribution, and to optimise coverage of all the
empirical confidence regions. As observed in the following sections, the naive estimator of
the intensity is superior than the spectral estimators, especially when λ is large, which we
attribute to the fewer error terms it carries. Thus, one can multiply the second summand
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by a constant larger to 1 prior to the optimisation, although we do not explore this further.
Let us remark that, if the practitioner does not have evidence of λ˜n being consistent in
their setting, the second summand above can be removed from the loss function and the
estimators obtained by using the minimiser of the resulting loss function still seem to work
well.
We make a last remark on the implementation of the estimators of subsequent sec-
tions. After numerous simulations we have concluded that using ˇˇλn instead of
ˆˆ
λn, both to
estimate λ and F , gives more accurate estimates and coverage of the confidence regions.
The use of the former and the fact that the efficiency is kept when using it was justified
in Section 2.6, so below we only make use of it. Despite being superior than
ˆˆ
λn, it still
consistently underestimates λ and some times does not return satisfactory coverage for
λ and for (λ, F ) jointly. Therefore, in the following sections we have also included joint
estimation of F (constructed with ˇˇλn) and λ using the naive estimator, which returns
more satisfactory values. We can do this because, as mentioned above, all the samples
used in the simulations have at least one zero-increment and therefore λ˜n is always well-
defined. Furthermore, using the naive estimator still retains the efficiency as argued in
Section 2.6. If in practice one is confronted with a sample with no zero-increments, only
the spectral estimators can be used. In such a case further investigations on improving the
implementation of our estimators are worth considering prior to using them. We suggest
to try to optimise the choices of the relationships between the hyperparameters made at
the end of Section 4.3.1 through simulations with zero-increments using (4.4.3).
4.4.1.3 A guide to read the tables
In the following sections we introduce two types of tables: one to illustrate the estimation
errors, and another one to show the empirical quantiles and the resulting coverage. For
both types and in all sections we run 250 independent simulations and average out the
results.
The entries of the first type of table correspond to the absolute error made by the
estimator of the quantity of the corresponding row, measured in the corresponding norm.
In particular, for the estimator of F of Buchmann and Gru¨bel [2003] the error is measured
in the norm ‖·‖∞,τ˜n , with τ˜n as defined in Section 4.3.2, and in brackets we give the error
measured in the standard ‖·‖∞ = ‖·‖∞,0 norm. For the quantities τ and λ we can compute
the relative error and this is given in brackets in % next to their absolute errors. In Section
4.4.4 the table includes a row with the estimation error made by the empirical distribution
function, which we refer to as the naive estimator of F .
The entries of the second type of table represent the empirical α = 0.05-quantiles
of the appropriate norm of the limiting quantity in the central limit theorem for the
parameter in each row. In brackets we include the coverage arising from them. We choose
to construct confidence regions of level 0.05 for the whole process by first doing so for F ,
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and then for λ conditioned on the value of F . We denote the latter by λ |F and therefore
joint estimation is denoted by F&λ |F . The quantiles for λ |F generally return very low
coverage as expected, since those of F already have level 0.05 by construction. The last
entries in this second type of tables are classified as C+Naive and correspond to making
joint estimation of F and λ when using the naive estimator for the latter as mentioned
in the last section. In Section 4.4.4 we include a row for the empirical 0.05-quantiles
arising from the empirical distribution function, again referred to as the naive estimator.
We considered including joint estimation of it and λ but the coverage of the former is
unsatisfactory and we therefore gain nothing by doing so.
The structure of the following sections is generally the same: first, we discuss the
performance of the estimators by looking at the figures in order to gain intuition; we then
analyse the results of the first type of tables, starting from those of F and then of λ;
after this we analyse the second type of tables using the same order and then discuss
joint coverage of the regions of the parameters; the sections end with a short paragraph
summarising the conclusions.
4.4.2 Moderate intensity (1 ≤ λ . 5)
Figures 4.1 and 4.2 nicely illustrate most of the properties of the estimators. Those of
Coca [2015] tend to mimic the shape of F satisfactorily, relative to the difficulty of the
problem (driven by λ) and to the amount of information (driven by the sample size n). In
particular, we remark that they are very satisfactory for λ = 1 and n = 1000 (Figure 4.2a),
and they seem similar when increasing λ from 1 to 3 and compensating this additional
difficulty by increasing n from 250 to 1000 (Figures 4.1a and 4.2b). For λ = 3 and n = 250
(Figure 4.1b) they deteriorate but still pick up the location and value of the atom in some
cases. Looking at the estimators of Buchmann and Gru¨bel [2003] we clearly observe the
transition between values of λ for which the infinite series in them converges and when
it does not relative to the sample sizes. In the former, the value of τ is so low that usual
uniform convergence is guaranteed in the range of the abscissa shown. As a consequence,
when λ = 1 the estimator also mimics F well and we clearly observe the central limit
theorem around 1 on the right hand side of the graph anticipated in Section 2.6. The
graphs for λ = 3 readily show the fluctuations arising from the alternating signs in the
infinite sum in the estimator and the lack of convergence of it in the range shown. As
expected, this already suggests the superiority of the estimators of Coca [2015] in any
situation when it comes to estimation errors in the supremum norm.
Tables 4.2 and 4.3 show that the errors made by both estimators of F are halved as
the sample size increases from n = 250 to n = 1000 when λ ∈ {1, 2}. Therefore, the bias
and stochastic errors that they carry are already small in these regimes. As anticipated by
the figures, the infinite sum in the estimator of Buchmann and Gru¨bel [2003] starts giving
132
4.4. Simulated illustrations
(a) λ = 1 (b) λ = 3
Figure 4.1: Three simulations of the estimators of Buchmann and Gru¨bel [2003] (dashed red)
and Coca [2015] (solid blue) for n = 250. True distribution in solid black.
(a) λ = 1 (b) λ = 3
Figure 4.2: Three simulations of the estimators of Buchmann and Gru¨bel [2003] (dashed red)
and Coca [2015] (solid blue) for n = 1000. True distribution in solid black.
large fluctuations for λ = 3, and for λ = 4 it breaks up. The errors of our estimator still
approximately halve for these intensities and are not yet too large (note that under the
standard supremum norm, relative and absolute errors are the same because ‖F‖∞ = 1
always). While for our estimator of F the errors seem to increase with λ, this is not the
case for the estimator of Buchmann and Gru¨bel [2003] when λ = 2. Note that, like for
our estimator, its uniform error (in brackets) hardly increased when compared to that in
λ = 1. Therefore the series seems to still be converging, and the increase in the optimal
value of τ coming from the increase of the intensity makes the error in the exponentially
downweighted norm smaller. For larger values of λ the series diverges and the norm ‖·‖∞,τ
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can no longer compensate for it. This parallels the behaviour of the relative errors of λ from
Table 4.2 although does not have the same meaning: the relative errors of the estimator of
Buchmann and Gru¨bel [2003] correspond to the absolute errors divided by ‖F‖∞,τ < log 2λ ;
therefore, they actually grow as λ increases, just as in our estimator. More can be said
about these relative errors but we postpone the analysis to Section 4.4.5. We remark that
the optimal τ is always overestimated, which is good since the estimator of Buchmann
and Gru¨bel [2003] converges under the exponentially downweighted norm for any value
larger than the optimal one.
n = 250
λ = 1 λ = 2 λ = 3 λ = 4
B&G
F (`∞) 0.07 (0.10) 0.04 (0.11) 0.11 (0.35) 19.23 (6.96×106)
τ(%) 1.47 (108) 2.35 (41) 4.20 (80) 2.00 (40)
C
F 0.08 0.10 0.13 0.21
λ(%) 0.01 (-1.09) 0.03 (-1.57) 0.24 (-7.87) 0.90 (-22.5)
Naive λ(%) 0.01 (1.14) 0.02 (0.97) 0.08 (2.71) 0.14 (3.47)
Table 4.2: Average empirical errors, ‖θn − θ‖θ
(
θn−θ
θ %
)
, of the estimators of Buchmann and
Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) after 250 simulations with at least one
zero-increment.
n = 1000
λ = 1 λ = 2 λ = 3 λ = 4
B&G
F (`∞) 0.03 (0.05) 0.02 (0.06) 0.04 (0.10) 1.18 (1.78)
τ(%) 1.30 (95) 2.00 (35) 2.48 (58) 1.13 (-6.9)
C
F 0.04 0.05 0.08 0.12
λ(%) 0.02 (-1.89) 0.03 (-1.36) 0.08 (-2.63) 0.46 (-11.6)
Naive λ(%) 0.00 (0.01) 0.01 (0.39) 0.01 (0.31) 0.01 (0.25)
Table 4.3: Average empirical errors, ‖θn − θ‖θ
(
θn−θ
θ %
)
, of the estimators of Buchmann and
Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) after 250 simulations with at least one
zero-increment.
Note that the absolute errors made by any estimator of λ increase with λ for any n and,
as anticipated in the previous section, the spectral estimator underestimates and the naive
one is superior especially as the intensity grows. The relative errors of the estimators of λ
show different behaviours. For the naive, they agree with the behaviour predicted by Table
4.2 when n = 250, and for the spectral one they do when n = 1000. The disagreement in
the other two cases can be attributed to two reasons: to computational errors in the cases
when the absolute errors are very small; and, in the cases when the errors are not halved
when increasing n from 250 to 1000, to the inherent randomness of the experiments. We
do not attribute the disagreement of the spectral estimator to the bias and stochastic
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errors mentioned in the previous section because in the hardest case when λ = 4, the
errors are halved.
Moving on to Tables 4.4 and 4.5, we observe that the value of the average empirical
quantiles coming from the estimators of F behave like the absolute errors made by them,
which we attribute to the same reasons mentioned above. The coverage of the resulting
confidence regions for λ < 4 is slightly lower than expected, with our procedures returning
better values for high sample sizes, and for λ = 4 we observe an interesting difference: the
coverage of our procedures deteriorates noticeably, which mainly comes from the quantiles
being slightly underestimated, whilst that arising from the estimators of Buchmann and
Gru¨bel [2003] does not. The latter may have two meanings: the errors from the infinite
series in the quantiles are too large and hence coverage of the truth is guaranteed in most
cases; or, more interestingly, despite the lack of efficiency of the estimator of Buchmann
and Gru¨bel [2003], the confidence regions coming from it may behave better than ours in
practice and be more accurate. The second would be very important for testing purposes.
Our understanding, reinforced by the results of the next section, is that the first is the
reason for the null coverage when n = 250, whilst the coverage from the estimator of
Buchmann and Gru¨bel [2003] is actually reasonable for large enough samples as observed
when n = 1000.
n = 250
λ = 1 λ = 2 λ = 3 λ = 4
B&G F 0.13 (0.8) 0.09 (1.6) 1.75× 106 (1.2) 3.1×1019 (0)
C
F 0.14 (1.2) 0.17 (0.8) 0.23 (2.4) 0.24 (18.4)
λ 0.15 (10) 0.26 (8) 0.30 (35.6) 0.32 (100)
λ |F 0.33 (1.2) 1.04 (0) 1.31 (0.0) 1.62 (10.8)
F &λ |F (2.4) (0.8) (2.4) (25.6)
Naive λ 0.14 (10.8) 0.26 (7.2) 0.48 (7.6) 0.84 (3.2)
C+Naive
λ |F 0.33 (0.8) 1.01 (0) 1.12 (1.6) 1.32 (0)
F &λ |F (1.8) (0.8) (2.4) (18.4)
Table 4.4: Average empirical 0.05-quantiles (coverage in %) from the estimators of Buchmann
and Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) under the respective norms and
after 250 simulations with at least one zero-increment.
The average empirical quantiles coming from the estimators of λ increase with this
parameter. This agrees with Table 4.1 which, rescaled by the value of the intensity, is given
in Table 4.6. Indeed, the average empirical quantiles from the naive estimator included in
Tables 4.4 and 4.5 are close to those in Table 4.6, although they tend to be underestimated
resulting in higher coverage than expected. Surprisingly, the underestimation is more
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n = 1000
λ = 1 λ = 2 λ = 3 λ = 4
B&G F 0.06 (1.2) 0.04 (1.6) 1.29× 109 (2.0) 1.24×1016 (0.8)
C
F 0.07 (2.8) 0.08 (2.8) 0.12(1.2) 0.14 (15.6)
λ 0.07 (9.6) 0.13 (18.8) 0.19 (18.4) 0.23 (99.2)
λ |F 0.17 (0.4) 0.51 (0) 0.85 (0.0) 1.01 (0)
F &λ |F (3.0) (2.8) (1.2) (15.6)
Naive λ 0.07 (8) 0.13 (15.6) 0.23 (13.2) 0.38 (12)
C+Naive
λ |F 0.17 (0.4) 0.50 (0.0) 0.81 (0.0) 0.83 (0.4)
F &λ |F (3.0) (2.8) (1.2) (15.6)
Table 4.5: Average empirical 0.05-quantiles (coverage in %) from the estimators of Buchmann
and Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) under the respective norms and
after 250 simulations with at least one zero-increment.
noticeable for λ ∈ {2, 3} than for λ = 4. The average empirical quantiles from the spectral
estimator agree with naive ones for λ = 1 and λ = 2, and then do not grow fast enough
with λ resulting in terrible coverage. We attribute this to the bias and stochastic errors
they carry, since average empirical quantiles do not halve with n neither for λ = 3 nor for
λ = 4. Therefore, we again observe the superiority of the naive estimator, especially for
large intensity and sample size.
λ = 0.2 λ = 0.5 λ = 1 λ = 2 λ = 3 λ = 4 λ = 5
n = 100 0.09 0.16 0.26 0.50 0.86 1.43 2.38
n = 250 0.06 0.10 0.16 0.31 0.54 0.91 1.51
n = 400 0.05 0.08 0.13 0.25 0.43 0.72 1.19
n = 1000 0.03 0.05 0.08 0.16 0.27 0.45 0.75
n = 4000 0.01 0.02 0.04 0.08 0.14 0.23 0.38
Table 4.6: Approximate 0.05-quantiles of the absolute errors made to estimate λ with a sample
of size n.
In general, we observe the intuitive and abovementioned large values for the quantiles
arising from any estimator of λ |F . The only exception comes for the spectral estimator
when λ = 4 and n = 250 because they fail to grow fast enough with λ. Then, joint
coverage of F and λ tends to follow that of F , and the superiority of the use of the naive
estimator of the intensity is only observed when λ = 4 and n = 250. For λ = 1 the use of
the spectral estimator returns better joint coverage, but this is not conclusive of it being
necessarily better.
Summarising, we have made several conclusions: for low intensities, the direct and
spectral estimators of F and λ behave similarly, so the latter should be preferred for
efficiency reasons; for high intensities, our estimator of F is superior to that of Buchmann
and Gru¨bel [2003] for estimation, whilst for confidence regions the latter is preferable;
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for these intensities the naive estimator of λ is far superior than the spectral one for all
purposes. When λ is high, joint confidence regions of F and λ is best using our estimator
for the former but it is not satisfactory enough to suggest to use it in practice.
4.4.3 High intensity (λ & 5)
Figure 4.3 confirms the intuition built up so far: our estimator of F still performs rela-
tively well for large sample sizes, identifying the location of the atomic component. Just
as depicted by Figure 4.1b, the size of some samples is not large enough to be able de-
compound well and the estimate is somewhere in between the truth and the distribution
of the observations. The latter must tend to a normal distribution with large variance in
view of the classical central limit theorem. For large intensity and small sample size, the
infinite series in the estimator of F of Buchmann and Gru¨bel [2003] does not converge
and the resulting fluctuations are even more pronounced.
Figure 4.3: Three simulations of the estimators of Buchmann and Gru¨bel [2003] (dashed red)
and Coca [2015] (solid blue) for λ = 5 and n = 4000. True distribution in solid black.
The impact of the large fluctuations in the estimator of F in Buchmann and Gru¨bel
[2003] is reflected in Table 4.7 through its estimation errors in the uniform norm and
through the large values of the estimates of the optimal τ . The average error made by
our estimator of F becomes acceptable for n = 4000 and it is similar to its error when
λ = 4 and n = 1000 (Table 4.3). This, together with the growth of the errors from the last
section, allows us to conclude an exponential increase in the errors for large and increasing
λ. This is also observed in the errors of the spectral estimator of λ in line with Tables 4.1
and 4.6. Instead, the naive estimator is highly robust to increasing intensity (recall that
we only display the results for samples with at least one zero-increment, whose probability
was included in Table 2.1), concluding the superiority of it for estimation.
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n = 1000 n = 4000
λ = 5 λ = 5
B&G
F (`∞) 0.03 (2.27 ×1010) 0.02 (5.23)
τ(%) 15.8 (114) 10.8 (87.8)
C
F 0.22 0.13
λ(%) 1.26 (-25.2) 0.76 (-15.2)
Naive λ(%) 0.08 (1.61) 0.01 (0.19)
Table 4.7: Average empirical errors, ‖θn − θ‖θ
(
θn−θ
θ %
)
, of the estimators of Buchmann and
Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) after 250 simulations with at least one
zero-increment.
The conclusions following from Table 4.8 agree with those of the previous section: the
spectral estimators of F and λ return regions that are too tight resulting in even worse
coverage (this includes the quantiles of λ |F , which should have coverage close to zero); the
estimator of F of Buchmann and Gru¨bel [2003] requires enough observations to reduce
the errors and then it again returns quantiles that are slightly lower than expected but
not too high or too low; the naive estimator of the intensity slightly underestimates the
quantiles resulting in realistic but slightly high coverage; and the joint regions for F and
λ using our estimator of F return unacceptable high coverage regardless of the estimator
of the intensity due to the bad coverage of the former estimator.
n = 1000 n = 4000
λ = 5 λ = 5
B&G F 2.11×1015 (0.0) 0.03 (1.6)
C
F 0.22 (76.0) 0.13 (63.2)
λ 0.31 (99.6) 0.21 (99.6)
λ |F 1.99 (52.0) 1.18 (16.0)
F &λ |F (80.0) (66.0)
Naive λ 0.67 (7.6) 0.32 (11.2)
C+Naive
λ |F 1.48 (0.8) 0.95 (0.8)
F &λ |F (76.0) (63.4)
Table 4.8: Average empirical 0.05-quantiles (coverage in %) from the estimators of Buchmann
and Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) under the respective norms and
after 250 simulations with at least one zero-increment.
To summarise, the results here confirm the conclusions made in the previous section
regarding high intensities: for estimation of F one should use the spectral estimator, which
makes acceptable errors for large samples; for confidence regions it should be discarded
in favour of the estimator of Buchmann and Gru¨bel [2003] as long as the sample size is
large enough, when it returns slightly low coverage; the naive estimator of λ should be
used for both estimation and confidence regions, and it produces very accurate results
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in the former and slightly high coverage in the latter. Joint confidence regions should be
constructed in a different way and we discuss this in Section 4.4.5.
4.4.4 Low intensity (λ < 1)
We now turn to the opposite regime than the one considered in the last section and extend
the conclusions of Section 4.4.2 to low intensities. As mentioned in Section 4.4.1, here we
allow the sample size to be quite small to test this relevant-in-practice regime. We include
simulations of the empirical distribution function of the observations to see when it is and
when it is not a good approximation.
Figures 4.4 and 4.5 clearly illustrate several features of the estimators of F for low
intensities. We first note that no fluctuations in the estimator of Buchmann and Gru¨bel
[2003] are observed unlike in the previous two sections. This is because both values of the
intensity considered here are smaller than log 2, so the infinite series in it always converges
under the standard supremum norm. This, together with the lower sample sizes considered
here, means the central limit theorem of its limit value around 1 becomes clearer at this
regime. Except for this feature, the three estimators show similar behaviours for λ = 0.2
(Figures 4.4a and 4.5a) because most jumps are directly observed: they pick up the atom
and are almost monotone, and the estimation is not too good for n = 100 (Figure 4.4a)
because the effective sample size (approximately nλ) is around 20. For n = 400 (Figure
4.5a), we more clearly see that the naive estimator performs similarly to ours although
it slightly under estimates F as a consequence of the few observations that carry more
than one jump and its lack of ability to decompound. When the intensity increases to
λ = 0.5 (Figures 4.4b and 4.5b) all estimators accurately pick up the location of the
atom. Nevertheless, here we start to see the departure of the estimators with the ability
to decompound from the naive one: some decompounding is needed now, which means
the terms with alternating signs in the expansion of the logarithm in-built in the de-
compounding estimators are no longer negligible. This is clearly reflected in Figure 4.4b,
where we observe the loss of their approximate monotonicity when compared to Figure
4.4a, even though the effective number of observations in the former, 50, is a 150% larger
than that in the latter, 20. In Figure 4.5b, the decompounding estimators are closer to
being monotone due to the effective sample size being 200 and hence being better esti-
mates of the true distribution. The lack of ability to decompound of the naive estimator
becomes more visible now: it is estimating the distribution of the observations, which for
λ = 0.5 is already visibly distinct from the underlying jump distribution. In particular, it
has larger variance because the observations are (random) sums of independent variables.
Consequently, in this regime we explicitly observe the decompounding power of the esti-
mators in Buchmann and Gru¨bel [2003] and Coca [2015], as their accuracy improves with
the intensity, unlike in the previous sections. In all cases, our estimator is the one showing
the best performance.
139
Applications
(a) λ = 0.2 (b) λ = 0.5
Figure 4.4: Three simulations of the estimators of Buchmann and Gru¨bel [2003] (dashed red),
Coca [2015] (solid blue) and the naive one (dashed-dotted green) for n = 100. True distribution in
solid black.
(a) λ = 0.2 (b) λ = 0.5
Figure 4.5: Three simulations of the estimators of Buchmann and Gru¨bel [2003] (dashed red),
Coca [2015] (solid blue) and the naive one (dashed-dotted green) for n = 400. True distribution in
solid black.
Table 4.9 confirms the intuition gathered in the previous paragraph: the errors made
by our estimator are the smallest in all cases; the errors of the decompounding estimators
of F halve with the sample size because the problem is not too complicated, so they
decompound well and the bias and stochastic errors they carry are negligible; and the
errors made by the naive estimator do not halve, especially when λ = 0.5, because the
distribution of the observations does not coincide with that of the underlying jumps. We
do remark that, when λ = 0.2, its errors are not much larger than those made by our
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estimator. Hence, when F is such that the approximations of Section 4.2.5 apply, these
must be accurate for smaller intensities. As expected, the estimates of the optimal τ
are zero or approximately zero, which is reflected in the norm of the estimator of the
distribution of Buchmann and Gru¨bel [2003]. This also means that the errors made by
their estimator of F are relative errors, just as the errors of ours. Therefore, and due
to the larger effective sample size, they decrease as λ increases as anticipated by Table
4.1. This contrasts with the errors of the previous sections, which increased with the
intensity; in Section 4.4.5 we discuss the value of λ at which these may be optimal. The
spectral estimator of λ shows the increase (decrease) in the absolute (relative) errors with
λ anticipated by Table 4.6 (Table 4.1). Yet, and also in view of that table, the absolute
errors it makes are unexpectedly high. This, together with the fact that they do not halve
with the increase in n and the good behaviour of the spectral estimator of F , suggests
the presence of errors. It also means that we again observe the superiority of the naive
estimator of λ.
n = 100 n = 400
λ = 0.2 λ = 0.5 λ = 0.2 λ = 0.5
B&G
F (`∞) 0.235 (0.235) 0.172 (0.178) 0.123 (0.123) 0.089 (0.089)
τ(%) 0.000 0.102 0.000 0.000
C
F 0.180 0.139 0.092 0.075
λ(%) 0.010 (-5.2) 0.016 (-3.24) 0.009 (-4.25) 0.018 (-3.64)
Naive
F 0.193 0.172 0.111 0.136
λ(%) 0.004 (2.01) 0.011 (2.23) 0.000 (-0.09) 0.002 (0.38)
Table 4.9: Average empirical errors, ‖θn − θ‖θ
(
θn−θ
θ %
)
, of the estimators of Buchmann and
Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) after 250 simulations.
The average empirical quantiles in Table 4.10 go in line with everything mentioned so
far. Those arising from the decompounding estimators of F return slightly less coverage
than expected whilst the coverage of those of the naive estimator worsens with λ and n.
The latter is of course a consequence of the higher effective size of the sample, which results
in tighter regions around the distribution of the observations and not around the jump
distribution. We again observe the slightly higher coverage of the confidence intervals for
the intensity, especially for the naive estimator. However, and despite the smaller number
of effective observations compared to that of other sections, the joint coverage of the
estimators seems to be best for this regime. That arising from the naive estimator of
λ remains superior. We remark that, just as with the errors in the previous table, the
quantiles coming from the estimators of the distribution decrease with λ and n as the
coverage does not change dramatically, which is a consequence of the higher number of
observations and the ability of the estimators to decompound.
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We make several conclusions: as in previous sections, our estimator of the distribution
is superior than that of Buchmann and Gru¨bel [2003] for estimation and, unlike in pre-
vious sections, for confidence regions too. Crucially, these improve with λ unlike in other
sections, as a consequence of the effective increase in the sample size due to their ability
to decompound. The empirical distribution function of the observations should be avoided
for estimation and confidence regions unless the intensity is so small that the number of
observations with more than one jump is negligible. The naive estimator of the intensity
is superior to the spectral one, especially for estimation and joint coverage.
n = 100 n = 400
λ = 0.2 λ = 0.5 λ = 0.2 λ = 0.5
B&G F 0.627 (0.4) 0.364 (0.8) 0.326 (0.4) 0.188 (0.4)
C
F 0.374 (0.8) 0.266 (0.8) 0.182 (0.0) 0.128 (3.2)
λ 0.119 (0.8) 0.159 (5.2) 0.060 (2.0) 0.079 (8.4)
λ |F 0.142 (0.0) 0.193 (2.8) 0.071 (0.8) 0.100 (3.2)
F &λ |F (0.8) (3.6) (0.8) (6.4)
Naive
F 0.299 (8.0) 0.206 (26.4) 0.155 (15.2) 0.107 (85.6)
λ 0.078 (7.6) 0.134 (10.8) 0.039 (7.6) 0.066 (11.2)
C+Naive
λ |F 0.095 (3.2) 0.047 (5.6) 0.166 (4.4) 0.092 (3.2)
F &λ |F (3.2) (5.6) (5.2) (3.6)
Table 4.10: Average empirical 0.05-quantiles (coverage in %) from the estimators of Buchmann
and Gru¨bel [2003] (B&G), Coca [2015] (C) and naive ones (N) after 250 simulations.
4.4.5 Conclusions and remarks
The detailed analysis of the results in the preceding sections allows us to conclude that,
in practice, inference on discretely observed compound Poisson processes is possible for
moderate sample sizes. This had not been remarked in existing literature and is relevant
for many applications.
In particular, for estimation purposes our estimator of the distribution function is
superior than that of Buchmann and Gru¨bel [2003] and we hence start by summarising its
behaviour. For a fixed sample size n, its precision increases approximately linearly with the
intensity up to λ = 1 for the following reasons: for such low intensities decompounding is
not hard; the expected total number of jumps in the observation interval is nλ; therefore,
an increase in λ translates into an approximately equal increase in the number of jumps
used to estimate the jump distribution. For larger intensities, decompounding is harder
and cannot be achieved if the sample size is not increased alongside λ, as expected from
the classical central limit theorem. We observed that the precision of the estimator is best
around λ = 1 and starts being low at around λ = 4; for λ = 5 we had to leave the moderate
sample-size assumption for the accuracy to be acceptable. Even so, the errors in this case
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were larger than those for λ = 4 after increasing the sample size by 4. In other examples
in which the jump measure has a density, these conclusions seem to extend a bit further
to approximately λ = 6. In any case, we see that, for fixed n, the precision decreases
exponentially with the intensity. This goes in line with Table 4.1, whose entries are driven
by the function λ λ
eλ−1 . One can show that a slower decrease would contradict the results
of Duval [2014] and that, furthermore, it cannot decay faster than e−2λ. The precision of
estimating F with a sample of size n and intensity λ is therefore approximately driven by
the expression λe−λ, which peaks at λ = 1 (we also observed this peak in other examples).
As far as we know, no remark has been made in this direction in existing literature, not
even on the improvement in the precision when λ grows within (0, 1).
This insight has a further consequence for practical purposes: as mentioned in Chapter
1, in some applications observing the stochastic process at hand continuously in time is
too expensive and instead it is observed at discrete times. In Section 4.4 we have taken
∆ = 1 and let the intensity λ vary in R+ playing the role of λ∆ from preceding sections.
However, in these applications λ > 0 is fixed and ∆ > 0 can be varied. Therefore, to
extract the maximum information from the discrete observations and reduce observation
costs the statistician should choose ∆ ≈ λ−1. This can be achieved by observing the
process discretely for several values of ∆ > 0, estimating λ as above and then fixing ∆
accordingly to estimate the jump distribution function F .
The estimator of the distribution function of Buchmann and Gru¨bel [2003] is also best
around λ = 1. However, for other intensities its accuracy decreases dramatically due to
its lack of efficiency (lower intensities) and to the divergence of the series in its definition
(larger intensities). Nevertheless, the coverage of its confidence regions is far superior than
ours, especially for large λ and n. Therefore, if used for testing purposes we suggest to
input the naive estimator of λ into its expression as mentioned in Section 2.6 to decrease
the covariance function and thus increase the statistical power. For low intensities, the
resulting estimates are very similar to ours (recall from Chapter 3 that, in this regime,
the only practical difference is regularisation of the kernel and as we see from the figures
in Section 4.4.4, this is not noticeable) so in these cases it also improves its estimation
accuracy. Nevertheless, for large intensities the accuracy of the modified estimator tends
to deteriorate due to the overestimation of the naive estimator of λ we typically observe in
simulations. From our experiments, we also conclude that this estimator of the intensity
is much better than ours, both for estimation and confidence regions, and especially for
large intensities. However, for completeness we recall its main two drawbacks: when there
are no zero observations it cannot be used, unlike our estimator; and in more general
cases it may not even be consistent (cf. Section 2.4). Neither of these are relevant in the
simulations we perform because of our choice of F and because we only included samples
with at least one zero-increment. We emphasise that it can be used in conjunction with
our estimator of F to construct joint confidence regions. These give slightly high but still
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reasonable coverage for intensities up to approximately 3 but not beyond it. This is a
consequence of the unacceptably low coverage of the distribution function arising from
the use of our estimator. Therefore, and due to the better behaviour of the estimator
of the distribution function of Buchmann and Gru¨bel [2003] for this purpose, for testing
purposes we propose to use them in conjunction after making the appropriate modification
of the latter mentioned a few lines ago. Their dependence should be well approximated
by that of ours since all these estimators are asymptotically equivalent. An alternative is
to use the discrete estimator in Buchmann and Gru¨bel [2003], whose implementation we
included in Section 4.3.2, and which, in practice, is equivalent to what we just proposed
and computationally faster. We ignore the effects of using the transformed estimators
in Buchmann and Gru¨bel [2004] but recall that the authors could not show tightness of
them. Ignoring this crucial point, we remark that for low intensities they should guarantee
monotonicity of the estimates but for large intensities is not clear to us that they will work
due to the large fluctuations of the untransformed estimator.
Lastly, we make two more remarks that we have omitted making in previous sections.
For low and high intensities the pointwise variances of the limiting process in the functional
central limit theorem of Buchmann and Gru¨bel [2003] are considerably low. This results
in covariance matrices with very small determinants and Matlab’s Cholesky algorithm
used to simulate paths of the limiting process fails in relatively many occasions. However,
and surprisingly, it does not return errors when inverting these matrices. Hence, a way
to avoid using Cholesky’s algorithm is to first sample the ‘end point’ of the path and
then use the Brownian bridge construction introduced in Section 4.3.1. The last remark
we make is on computational times. The main factor driving the time to compute the
estimator of F of Buchmann and Gru¨bel [2003] and of the confidence regions arising from
it is the sample size n. In contrast, the computational time of our respective procedures
does not strongly depend on n but on other factors, including the choice of the bandwidth.
For moderate sample size values such as those considered in Sections 4.4.2 and 4.4.4, the
former procedures are faster than ours and start being slower for n = 4000 considered in
Section 4.4.3.
4.4.6 Further investigations
The simulation experiments we carried in the preceding sections do not cover all natural
applied questions following from our theoretical results. Nonetheless, they provide a deep
understanding of the practical behaviour of existing estimators in realistic situations and
therefore they are useful in that they provide a not-yet-existent solid basis to perform
further investigations. Here we mention some potential directions that directly arise from
our experiments.
In a few cases mentioned in the previous section, our estimators do not seem to re-
turn satisfactory results. In particular, the spectral estimator of the intensity consistently
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underestimates the true λ. We have proposed alternatives based on the estimators in
Buchmann and Gru¨bel [2003] but, in cases such as when the distribution is not only sup-
ported in R+, it is not possible to use these. In these cases, the implementation of our
estimators should be improved; in Section 4.4.1 we suggested to use the purely data-driven
loss function proposed therein to achieve this and should be investigated further if need
be.
In the simulations we included the coverage of the confidence regions arising from
the existing estimators. This allows to construct tests for the defining parameters as
mentioned in Section 4.2. It would be interesting to investigate whether they work best
for some particular alternatives and, if so, for which and for what reasons. In this direction,
it would also be interesting to investigate the behaviour of the novel test for the presence
of an atomic or a continuous distribution function we also constructed in Section 4.2 using
the results of Chapter 3.
More interesting topics can be explored too but are beyond the scope of our anal-
ysis. These include studying the robustness of our estimators with respect to both the
interarrival times of the process and to the jumps. Hence, we can rephrase this as inves-
tigating the robustness of the estimators to other renewal and Le´vy processes. Related
to the latter, and due to the truncation at the origin of our estimators, one can also try
to use them to develop tests of whether the Le´vy process at hand has finite or infinite
activity. Additionally, it would be exciting and relevant to use our estimators in a real
data study for an application in which the compound Poisson model is reasonable. This
includes migration studies as mentioned in Chapter 1 and many other applications such
as those mentioned in Buchmann and Gru¨bel [2004].
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