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L’interesse ad estendere il bus che ospita i dispositivi di Input/Output di un
Personal Computer, finora trascurato per motivi tecnologici e per l’assenza di
standard idonei, nasce in questi ultimi anni grazie all’avvento sul mercato del
protocollo PCI Express. Questo nuovo bus, realizzato per soppiantare l’ormai
inadeguato PCI, introduce delle caratteristiche assolutamente innovative nel
campo dei bus per la memoria di Input/Output che lo rendono simile ad un
protocollo di comunicazione a messaggio. L’ostacolo maggiore all’estensione
del bus PCI Express e` rappresentato dal mezzo trasmissivo: non essendo il
rame adatto a coprire distanze di ordine superiore al metro, risulta necessario
l’impiego difibra ottica per non perdere l’integrita` del segnale. Dall’esigenza
di indagare sulla possibilita` di trasmettere il protocollo PCI Express su un
nuovo layer fisico nasce il progetto LINCO. Il principale obbiettivo di questo
progetto e` venire incontro alle necessita` dei moderni esperimenti di fisica che
richiedono l’utilizzo di una scheda di acquisizione dati lontana dal Personal
Computer. Inoltre la possibilita` di ottenere un’unico spazio di memoria di
Input/Output geograficamente distribuita risponde alle esigenze della mag-
gior parte degli esperimenti nei quali l’elettronica di front-end e` difficilmente
integrabile all’interno di un solo bus locale.
Il lavoro svolto all’interno di questa tesi rientra nell’ambito del progetto
LINCO ed inizialmente si e` concretizzato nello sperimentare il comportamen-
to del protocollo PCI Express trasportato su fibra ottica. Dopo una prova
concettuale del corretto funzionamento di una periferica dislocata a 100 m di
distanza, si e` resa necessaria la misurazione di alcuni parametri caratteristici
del protocollo in modo da poterne verificare la compatibilita` con i limiti im-
posti dalle specifiche dello stesso. Particolare attenzione e` stata rivolta allo
studio del jitter che riveste un ruolo chiave nella trasmissione di un protocollo
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seriale a clock insito nel segnale dati come il PCI Express. Contestualmente
e` stato possibile compiere un approfondito studio di due differenti apparati
di trasmissione ottica, al fine di individuare quale avesse le migliori qualita`
per effettuare l’estensione del bus.
Ultimati i test, il lavoro di tesi si e` volto alla realizzazione, e soprattutto
alla successiva fase di debug, di una scheda in grado di integrare l’elettronica
necessaria per gestire la trasmissione e la ricezione ottica. Questa scheda
consente inoltre di convertire il bus PCI Express in PCI per poter essere a sua
volta, eventualmente, convertito in VME al fine di adeguarsi ai precedenti
protocolli per bus utilizzati frequentemente negli esperimenti in campo di
fisica.
I primi due capitoli riguardano l’evoluzione che la struttura di un Perso-
nal Computer ha intrapreso nel corso degli ultimi decenni. In particolare il
primo presenta una panoramica dell’architettura soffermandosi maggiormen-
te sui bus per i dispositivi di Input/Output, mentre il secondo riassume le
caratteristiche salienti del protocollo PCI Express.
Il terzo capitolo espone dettagliatamente le linee chiave del progetto LIN-
CO partendo dalle problematiche che intende affrontare e dalla mancanza di
soluzioni idonee presenti in commercio.
Il quarto capitolo illustra l’apparato sperimentale e l’attivita` di labora-
torio che ha permesso di concludere l’adeguatezza di un layer ottico per il
protocollo PCI Express. Inoltre fornisce un’analisi qualitativa dell’ampiez-
za di banda di trasmissione che testimonia il corretto funzionamento del
protocollo.
Il quinto capitolo introduce il concetto di jitter descrivendo le varie com-
ponenti che lo costituiscono, l’analisi necessaria per una sua valutazione e il
modello a doppia delta di Dirac, utilizzato per eseguire la separazione tra
jitter deterministico e random jitter. Infine viene calcolata la funzione di
trasferimento del jitter per un link PCI Express.
Il sesto capitolo riporta l’analisi dati delle misurazioni effettuate in la-
boratorio riguardanti il jitter e le principali caratteristiche dei segnali che
costituiscono il protocollo PCI Express. Per ogni calcolo eseguito vengono
presentati i risultati inerenti l’utilizzo di due differenti modelli di transceiver
con l’intento di poterne effettuare un confronto comparato.
Il settimo capitolo, infine, presenta la scheda che funge da bridge PCI-
PCI Express e da trasmettitore e ricevitore del segnale ottico illustrandone




Un Personal Computer e` un insieme di elementi logici in grado di eseguire
algoritmi allo scopo di gestire particolari funzioni per il calcolo di dati. I suoi
principali componenti sono: il microprocessore, la memoria e alcuni elementi
di Input/Output. Il microprocessore, chiamato anche CPU (Central Proces-
sing Unit), contiene la logica per svolgere gli algoritmi presenti nella memoria
(programmi). La memoria puo` essere pensata come una matrice dove ogni
elemento e` accessibile per la CPU attraverso un indirizzo; essa viene divisa,
da un punto di vista logico, in due parti: la program memory che, come ab-
biamo detto, immagazzina i programmi che devono essere svolti dalla CPU e
la data memory che raccoglie i dati utilizzati e prodotti dai programmi. Gli
elementi di Input/Output permettono alla CPU di comunicare con il mondo
esterno, acquisendo nuovi dati e presentando i risultati dei suoi calcoli sotto
forma di particolari operazioni che questi dispositivi possono compiere.
La CPU non possiede ne´ un’intelligenza propria ne´ la capacita` di svoglere
operazioni in modo indipendente: deve costantemente dialogare con la memo-
ria per ottenere nuove istruzioni, acquisire nuovi dati su cui svogere i calcoli o
immagazzinarne i risultati. Il processo di ottenimento dati da un particolare
indirizzo della memoria e il suo caricamento nella CPU e` detto lettura men-
tre il processo inverso, l’immagazzinamento, e` detto scrittura. Un dispositivo
capace di espletare le funzioni di lettura e scrittura sia di programmi che di
dati, ai cui indirizzi e` possibile accedere in un ordine arbitrario, e` denominato
RAM (Random Access Memory). Per eseguire un programma che risiede in
un dispositivo di Input/Output (come ad esempio l’hard disk) bisogna prima
trasferirlo nella RAM e poi utilizzarlo dalla CPU tramite letture e scriture.
Per questa ragione la RAM deve essere un dispositivo di immagazzinamen-
to volatile, cioe` deve perdere il suo contenuto ogni qualvolta venga spenta
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Figura 1.1: Schema interazione CPU, memoria e dispositivi di Input/Output
l’alimentazione.
Alcuni programmi, pero`, non possono essere immagazzinati nalla RAM
poiche` contengono delle istruzioni per l’inizializzazione dei vari dispositivi
hardware (detti boot code) che devono essere presenti al momento dell’ac-
censione. Quando l’alimentazione viene fornita al Computer, la CPU deve
essere in grado di avere accesso ai boot code in modo da essere lei stessa ini-
zializzata per poter successivamente eseguire, tramite la RAM, i programmi
risiedenti in un dispositivo di Input. Per immagazzinare sia i programmi che i
dati indispensabili nelle fasi di inizializzazione, viene utilizzata una memoria
non volatile denominata ROM (Read Only Memory) [1]. La Figura 1.1 rap-
presenta schematicamente l’interazione tra la CPU e i due tipi di memorie
fino ad ora descritte.
1.1 Le connessioni tra i componenti
Le connessioni tra CPU, memoria e dispositivi di Input/Output vengono rea-
lizzate mediante un insieme di linee destinate al trasporto di segnali elettrici
denominato bus. In Figura 1.2 e` possibile distinguere un bus per i dati e uno
per gli indirizzi: il primo deve possedere un numero di linee tale da poter co-
municare una intera unita` di dati nello stesso istante (tipicamente da uno a
otto Byte); il numero di linee del secondo, invece, stabilira` la grandezza dello
spazio degli indirizzi (un bus da 16 bit corrispondera` ad uno spazio degli indi-
rizzi di 216 = 64 Kb) che il processore e` in grado di gestire. Complessivamente
l’insieme dei due bus forma il bus del processore.
Lo spazio degli indirizzi non e` mai localizzato in un unico dispositivo, ma
viene distribuito tra ROM, RAM e tra tutti i vari dispositivi di Input/Output
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Figura 1.2: Esempio di bus degli indirizzi da 16 bit e bus dei dati da 8 bit
dotati di memoria. Ognuno di essi e` quindi “mappato” in una regione dello
spazio degli indirizzi che viene abilitata soltanto quando il processore asserisce
un indirizzo appartenente a quella particolare regione. Una logica apposita
divide l’intero spazio degli indirizzi in diverse sezioni per poterle assegnare ad
ogni dispositivo. La stessa logica si occupa di abilitare il singolo dispositivo
senza bisogno che esso abbia una conoscenza aprioristica dello spazio totale
degli indirizzi e delle altre aree gia` assegnate.
Il bus degli indirizzi viene rappresentato come unidirezionale perche` e` il
processore a richiedere un determinato indirizzo presente nella memoria o in
un dispositivo, mentre il bus dei dati e` bidirezionale per poter compiere le
operazioni di lettura e scrittura.
1.1.1 Cache
Nel suo normale utilizzo la CPU deve fare numerose letture e scritture nel-
la memoria. Sarebbe quindi opportuno che la RAM funzionasse alla stessa
velocita` della CPU: purtroppo, anche se tecnicamente possibile, una solu-
zione di questo tipo sarebbe estremamente costosa. Tenuto conto del fatto
che nella maggior parte dei programmi che esegue il processore alcune parti
vengono ripetute molto piu` frequentemente di altre, risulta economicamente
vantaggioso predisporre dei buffer di memoria con accesso veloce da parte
della CPU. Questa memoria, di dimensioni piu` piccole (al massimo 1 MB),
ma con tempi di accesso assai minori (fino a 20 volte), e` chiamata cache.
Generalmente la cache viene integrata direttamene nella CPU in modo da
funzionare alla medesima velocita` ed avere, quindi, un tempo di accesso ri-
dotto al minimo. Nei Personal Computer di moderna fabbricazione si sono
aggiunti uno o due livelli di cache di grandezza crescente e velocita` decrescen-
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Figura 1.3: Esempio di accesso alla RAM da 32 MB tramite una cache di
primo livello da 16 KB e una di secondo da 256 KB
te che si interpongono tra la cache integrata nella CPU e la RAM. In Figura
1.3 viene rappresentato un esempio di memoria a due livelli di cache L1 e L2,
tipica per i procesori di tipo Pentium Pro. Quando il processore necessita di
una informazione guarda per prima cosa nella cache di primo livello, poi in
quella di secondo livello e, infine, nella memoria RAM [2].
1.1.2 Traferimenti DMA
Il trasferimento di dati da una regione di memoria ad un’altra e` un operazio-
ne comune sia nel caso di trasferimenti all’interno della RAM che tra RAM e
dispositivi di Input/Output. Il tempo impiegato nel trasferimento di questi
dati dipende dalla velocita` del processore nel compiere successive operazioni
di lettura e scrittura. Durante questo tempo esso non puo` compiere altre
operazioni poiche` impegnato nel pilotare il bus degli indirizzi. Questo tipo
di trasferimenti puo` essere migliorato utilizzando una tecnica denominata
Direct Memory Access (DMA) che consiste in una apposita logica capace
di svolgere i trasferimenti tra spazi di memoria senza coinvolgere la CPU.
Quando questa decide che un blocco di dati deve essere spostato, comunica
al controller DMA, posizionato sul bus del processore, l’indirizzo di inizio del
blocco, la sua grandezza e l’indirizzo di inizio della destinazione. A questo
punto e` il controller stesso a prendere possesso del bus e eseguire il trasferi-
mento di dati, liberando il processore da questo compito. Un trasferimento
tramite DMA puo` essere richiesto dal processore, ma anche da un dispositivo
di Input/Output che contiene una logica atta a compiere tale richiesta al
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controller.
1.1.3 Reset e Interrupt
Esistono due casi in cui la CPU non esegue il suo normale algoritmo di
operazioni (prelevare i dati, elaborarli e restituirne i risultati): il reset e gli
interrupt.
La fase di reset La fase immediatamente successiva all’accensione della
CPU, cioe` quando passa da una fase di attesa a quella in cui e` in funzione,
e` detta di reset. L’ingresso in questa fase avviene ad ogni accensione del-
le alimentazioni, ma puo` anche essere comandato asserendo un particolare
pin della CPU in qualunque momento si desideri un riavvio dell’esecuzione
dei processi interni ad essa. Infatti, durante il reset, il processore preleva i
boot code dalla ROM partendo da un particolare indirizzo, chiamato reset
vector, conutenuto all’interno dello stesso processore e inizia ad eseguirne il
programma presente nella memoria.
Gli interrupt Nel caso in cui un qualunque dispositivo, o un software,
voglia richiamare l’attenzione della CPU impegnata nell’elaborazione di un
programma, puo` interromperla tramite un messaggio di interrupt. Ad ogni
interrupt e` associato un particolare programma che viene svolto dalla CPU
prima di riprendere a processare il programma interrotto. Quando il pro-
cessore riceve un interrupt, salva l’esatto punto del programma che stava
svolgendo (stack vector) e riparte dall’interrupt vector che lo indirizza ad
un’Interrupt Service Routine (ISR) presente in memoria. Terminata l’ISR, la
CPU riprende le sue normali funzioni ricominciando dallo stack vector senza
che il programma abbia necessariamente la conoscenza che l’ISR sia stata
svolta.
1.1.4 L’Expansion Bus
Il bus del processore (Figura 1.2) ha lo scopo di connettere quest’ultimo di-
rettamente alla memoria e ai dispositivi di Input/Output che si trovano nelle
sue vicinanze, poiche` le caratteristiche elettriche e funzionali del collegamen-
to sono tali da garantire la comunicazione solo per brevi distanze. Inoltre
tali dispositivi devono possedere interfacce relativamente semplici, capaci di
comunicare alla stessa velocita` della CPU. I moderni Personal Computer,
invece, richiedono l’utilizzo di schede di espansione o moduli di memoria ag-
giuntivi indipendendenti dalle caratteristiche della CPU, e quindi di qualche
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Figura 1.4: Expansion bus per la memoria gestito da una logica di controllo
meccanismo che possa estendere il bus del procesore. La soluzione viene tro-
vata nell’utilizzo di un nuovo bus per la connessione di questi dispositivi che
prende il nome di expansion bus. Esistono due tipologie di expansion bus ca-
ratterizzate da diversita` elettriche e funzionali: quello relativo alla memoria
e quello per l’Input/Output. Il primo deve garantire un’elevata ampiezza di
banda poiche` il processore deve poter disporre di un immediato accesso alla
RAM, mentre il secondo deve garantire una buona flessibilita` per poter essere
compatibile con il maggior numero di dispositivi di differente natura. Infatti,
metre la RAM possiede una struttura logica e fisica regolare, l’Input/Output
comprende schede di differente architettura poiche` annovera un’ampia gam-
ma di interfacce (ad esempio controller per dischi o per porte seriali). Quindi
l’expansion bus per l’Input/Output, anche se generalmente richiede ampiezze
di banda inferiori a quello per la memoria, necessita di una maggiore flessi-
bilita` anche per poter essere in grado di ospitare dispositivi che non erano
ancora stati realizzati quando il Personal Computer sui cui risiede e` stato
concepito.
Gli expansion bus per la memoria possono essere delle dirette estensioni
del bus del processore, capaci di collegare diversi moduli di RAM grazie al-
l’utilizzo di un buffer, che consiste in un integrato capace di interrompere un
bus, separandolo elettronicamente in due sezioni distinte del medesimo bus.
Risulta cos`ı possibile estendere il bus del processore tramite un buffer, in
modo tale che le sue caratteristiche logiche rimangano invariate mentre quel-
le elettriche siano in grado di sopportare connessioni a maggiore distanza
e un carico elettrico superiore (costituito da un numero maggiore di devi-
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ce). Strutture di memoria piu` complesse possono anche contenere una logica
di controllo apposita che si situa tra il processore e la memoria stessa. In
una struttura di questo tipo, rappresentata in Figura 1.4, un aumento della
memoria viene fatto aggiungendo moduli di RAM al bus ad essa dedicato,
eventualmente con l’ausilio di un buffer, e non aggiungendo altri controller al
bus del processore, che rimane cos`ı inalterato da un punto di vista elettrico
[1].
Nel corso dell’evoluzione dei Personal Computer, l’expansion bus rela-
tivo ai dispositivi di Input/Output ha subito profonde e radicali modifiche
dovute principalmente alle maggiori esigenze di ampiezza di banda che le
periferiche1, via via, richiedevano. Partendo dagli inizi degli anni ottanta si
e` passati tramite due generazioni di expansion bus, caratterizzate da una di-
versa impostazione architetturale improntata al conseguimento di velocita` di
trasmissione sempre piu` elevate, fino a giungere, ai giorni nostri, ad una terza
generazione (3GIO). Il numero di standard logici utilizzati in questi anni per
la comunicazione su expansion bus, invece, e` nettamente superiore (ISA, EI-
SA, MCA, VLB, VME, PCI solo per citarne alcuni) a causa di una ricerca di
affermazione sul mercato di ogni casa produttrice di hardware. La divisione
in sole tre generazioni non si basa, quindi, su differenze logiche o elettriche,
ma su diversita` di inserimento del bus di Input/Output all’interno di una
architettura del Personal Computer in continua espansione ed evoluzione.
Nei prossimi paragrafi vedremo in dettaglio le prime due generazioni di
expansion bus per l’Input/Output e nel capitolo successivo affronteremo il
protocollo di comunicazione di terza generazione: PCI Express.
1.2 Prima generazione
Come accennato in precedenza, l’expansion bus dell’Input/Output difficil-
mente puo` essere realizzato come diretta estensione del bus del processore:
i dispositivi da aggiungere al bus del processore dovrebbero lavorare ad una
frequenza il piu` delle volte superiore alle loro necessita`, e contemporanea-
mente aumenterebbero eccessivamente il carico presente sul bus indebolendo
il segnale. Inoltre uno sviluppo della frequenza di lavoro della CPU compor-
terebbe un neccessario adeguamento di tutti i dispositivi di Input/Output
manifestando, quindi, l’opportunita` di distinguere nettamente i due bus.
Una prima soluzione e` stata presentata nel 1984 da parte della IBM che
progetto` un protocollo di comunicazione per l’expansion bus chiamato Indu-
stry Standard Architecture (ISA). In Figura 1.5 viene rappresentata l’archi-
tettura utilizzata da questo protocollo. La CPU possiede una cache interna
1Dispositivi di Input/Output non integrati nella scheda madre.
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Figura 1.5: Architettura di I/O di prima generazione
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di primo livello e comunica tramite il bus del processore (chiamato in que-
sto caso local bus) con la cache di secondo livello che risiede, insieme alla
RAM, sull’expansion bus della memoria [3]. A questo bus appartiene anche
una particolare logica di controllo che prende il nome di bridge.
Il bridge e` un circuito integrato che, come un buffer, separa elettronica-
mente due bus, ma, in aggiunta, e` capace di sepeararli anche da un punto
di vista logico. Due bus collegati tramite un bridge godono di una totale
indipendenza: l’attivita` presente su un bus non influenza necessariamente
l’attivita` dell’altro. Se il processore vuole scrivere dei dati su degli spazi lo-
calizzati su un dispositivo di Input/Output lento puo` rapidamente trasferirli
al bridge che, a sua volta, li trasferira` lentamente a destinazione. Questo tipo
di trasferimento, chiamato posted-write, consente al processore di svolgere
altre operazioni nel tempo in cui i dati vengono scritti sulla memoria piu`
lenta aumentando, cos`ı, le prestazioni di calcolo della CPU. In particolare il
protocollo ISA fornisce anche la possibilita` di inserire delle pause (wait sta-
tes) durante l’handshaking di comunicazione tra il processore e un dispositivo
di Input/Output che non puo` immediatamente rispondere ad una richiesta
e rimanda la lettura dei suoi spazi di memoria, da parte del processore, al
momento in cui asserira` una particolare linea del bus.
Bus separati da un bridge offrono anche la possibilita` di realizzare un’ar-
chittura a piu` processori o comunque di inserire elementi logici (master),
capaci di eseguire operazioni di Input/Output senza entrare in conflitto con
la CPU principale. In un sistema multimaster un apposito controller DMA
puo` far in modo che vengano trasferiti dati tra due periferiche senza che il
processore ne sia coinvolto. Il bridge e` inoltre in grado di mappare ogni spazio
di memoria presente sui dispositivi di Input/Output in uno spazio di indirizzi
nella memoria del processore2. In questo modo, quando un programma vuole
leggere o scrivere su un registro presente su una scheda di Input/Output,
deve semplicemente richiedere un accesso allo spazio desiderato.
Sempre in Figura 1.5 possiamo osservare come l’expansion bus serva per
collegare al bus della memoria sia schede periferiche alloggiate su appositi
connettori (slot) sia dispositivi di Input/Output integrati sulla scheda madre.
In realta` questi ultimi vengono connessi ad una versione dell’expansion bus
bufferata denominata X-bus (eXtension to the expansion bus) in modo da
non dover limitare il numero di dispositivi esterni alloggiabili sul bus.
Poiche` il protocollo ISA trasferisce i dati ad una frequenza di 8,33 MHz,
2Questa caratteristica del bridge viene detta trasparenza. Diversamente un bridge non-
trasparente necessita di un dispositivo intelligente o un processore da entrambi i suoi
lati, ognuno con i propri spazi di indirizzi della memoria indipendenti. Ogni processore
considera l’altro lato del bridge come un unico dispositivo e non ha visibilita` dell’intero
spazio di memoria di Input/Output.
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possiede un bus dei dati da 16 bit e richiede almeno due cicli di clock (quando
non si usano wait states) per eseguire un trasferimento, possiamo stimare la
velocita` massima di trasferimento in 8,33 MBps. Tuttavia la velocita` massima
ottenibile da questo tipo di archittettura, denominata di prima generazione,
viene raggiunta dal protocollo Micro Channel Architecture (MCA) ed e` quan-
tificata in 40 MBps tramite un bus dei dati da 32 bit. Tale velocita` e` risutata
sufficiente per molti anni, ed ha lasciato spazio ad una nuova architettura solo
dopo l’avvento di nuovi dispositivi per la grafica che richiedevano ampiezze
di banda via via crescenti [3].
1.3 Seconda generazione
A cominciare dal 1992, per aumentare la velocita` di trasferimento dalla me-
moria grafica, molti produttori di hardware cominciarono a riportare il di-
spositivo che si occupa della conversione video dall’expanion bus al local bus.
Sono state seguite tre strade per effettuare la connessione di un dispositivo
di Input/Output sul local bus: le prime due utilizzate dal protocollo Vesa Lo-
cal Bus (VLB) e la terza dal protocollo Peripheral Component Interconnect
(PCI). Il primo metodo, come detto, consiste nel connettere direttamente
il dispositivo che richiede una maggiore ampiezza di banda al local bus. In
questo modo, con un processore come un Intel 80486 da 33 MHz, si potevano
raggiungere velocita` di trasferimento di 132 MBps grazie ad un bus da 32
bit. Questo approccio presenta pero` numerosi vincoli:
- Poiche` il dispoitivo viene connesso direttamente al local bus, deve es-
sere ridisegnato in modo da poter essere usato con quella specifica
generazione di processori.
- A causa del maggiore carico elettrico posto sul local bus non e` possibile
aggiungere piu` di un dispositivo.
- Poiche` il local bus lavora a frequenze elevate, il disegno dell’interfaccia
elettrica del dispositivo risulta complesso.
- Non permette al processore di eseguire trasferimenti con un qualunque
dispositivo, memoria inclusa, mentre il dispositivo di Input/Output
presente sul local bus e` impegnato nel trasferimento dati.
Per queste ragioni lo stesso protocollo VLB venne concepito per l’utilizzo su
un’altro tipo di architettura, visibile in Figura 1.6, denominata di tipo “B”.
Questo secondo approccio nell’utilizzo del local bus da parte di dispositivi
di Input/Output richiede l’impiego di un buffer in modo da permetterne la
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Figura 1.6: Architettura VLB di tipo B
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connessione di un numero superiore. Poiche` il local bus bufferato e` totalmente
isolato elettricamente dal local bus su cui e` posizionato il processore, e` come
se fosse presente un solo carico aggiuntivo. In questo modo si e` riusciti a
connettere fino a tre dispositivi al di la` del buffer. Il principale difetto che
questo tipo di architettura conserva e` il fatto che il local bus e la sua versione
bufferata sono comunque un unico bus. Poiche` non e` possibile un utilizzo
simultaneo del bus da parte di piu` dispositivi, si creano facilmente delle code
per la gestione dello stesso bus, che rallentano notevolmente il lavoro del
procesore [3].
1.3.1 La soluzione PCI
Una terza soluzione, alternativa ai due tipi di VESA local bus, viene presen-
tata dalla Intel nel 1993 mediante un nuovo protocollo: il PCI. La chiave di
volta di questa architettura risiede in un nuovo circuito integrato che svolge
le funzioni di cache di secondo livello e di bridge tra il local bus, il bus della
memoria e il bus destinato ai dispositivi di Input/Output piu` veloci (visibile
in Figura 1.7). In questo modo sia il processore che un dispositivo master di
Input/Output possono accedere alla memoria contemporaneamente. Infatti
il processore puo` avere a disposizione i dati presenti nella cache di secondo
livello mentre un altro dispositivo accede alla memoria principale. Inoltre un
dispositivo master di Input/Output puo` comunicare direttamente con un al-
tro presente sul medesimo bus, mentre il processore accede alla sua cache o
mentre la cache accede alla memoria principale.
Un altro vantaggio di questa architettura e` che risulta possibile aggiornare
il processore senza modificare il bus di Input/Output e quindi senza dover
ridisegnare i dispositivi che vi sono collegati. Solamente il componente che
funge da cache e da bridge richiede una modifica per essere compatibile con
il nuovo local bus.
Sempre in Figura 1.7 possiamo osservare come sia possibile mantene-
re l’expansion bus inalterato grazie all’applicazione di un bridge verso il
bus PCI. Viene garantita, cos`ı, la possibilita` di convivenza tra periferiche
compatibili con lo standard PCI e periferiche appartenenti alla generazione
precedente [3].
L’architettura di tipo PCI, nel corso degli anni novanta, ha avuto un
grande seguito di mercato e si e` imposta come standard indiscusso nel cam-
po delle periferiche per Personal Computer. Solo nel corso del 1998 e` stato
necessario un leggero restyling dell’architettura e, in parte, del protocollo PCI
per far posto a nuove esigenze di ampiezza di banda richieste dalle schede
grafiche. In Figura 1.8 possiamo vedere come sostanzialmente l’architettura
sia rimasta inalterata, avendo inglobato solamente una nuova funzione nel
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Figura 1.7: Architettura PCI
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Figura 1.8: Architettura basata sul protocollo PCI revision 2.2
ciruito integrato che svolge l’attivita` di cache e di bridge per il bus PCI: la
funzione di bridge verso il bus AGP (Accelerated Graphics Port). Questo
nuovo integrato prende il nome di north bridge e il bus che lo connette al
processore diventa il Front Side Bus (FSB) [4].
Il protocollo AGP non e` altro che un derivato del PCI per venire incontro
alle esigenze delle schede grafiche: la frequenza di clock viene raddoppiata
(da 33 MHz a 66 MHz) e vengono aggiunte delle linee per il pipelinig3 che
raddoppiano la velocita` di trasferimento. Complessivamente, considerato che
il bus dei dati rimane a 32 bit, si passa da una velocita` di trasferimento di
132 MBps del protocollo PCI ad una di 528 MBps. La definizione di bus
per il protocollo AGP e` inadeguata poiche`, a causa dell’elevata frequenza
3Una tecnica per eseguire delle operazioni prima che altre siano state completate. Il
dispositivo dotato di pipe line e` suddiviso in stadi in modo tale che ogni stadio completi una
parte di un programma in parallelo. In questo modo piu` istruzioni possono eere processate
contemporaneamente.
1.3. SECONDA GENERAZIONE 17
di trasferimento, e` stato concepito perche` un solo dispositivo grafico possa
essere connesso al north bridge.
In contrapposizione al north bridge troviamo il south bridge che connette
il bus PCI a bus dove allggiano periferiche piu` lente come quelle ISA, USB
e IDE. Il south bridge contiene anche un controller per gli interrupt, una
logica per gestire il reset e i segnali di errore dei protocolli che gli fanno
riferimento. La ROM che contiene i boot code e` presente sul bus ISA insieme
ad un integrato denominato super IO che include un controller per gestire
tastiera, mouse, floppy disk e porte parallele e seriali.
La logica di arbitraggio per gestire le priorita` di accesso al bus per i
vari device di Input/Output, invece, e` inclusa nel north bridge. L’arbitraggio
previsto dal protocollo PCI e` di tipo nascosto: dopo la richiesta di utilizzo
del bus viene assegnata la priorita` mediante linee di segnale apposite prima
della conclusione del trasferimento in corso sul bus.
Vediamo in dettaglio alcuni aspetti legati al protocollo PCI che lo carat-
terizzano [4]:
Segnali ad onda riflessa Per diminuire i consumi nel trasmettere il se-
gnale PCI il protocollo utilizza un sistema denominato ad onda riflessa che
consiste nell’inviare un segnale con un’ampiezza pari alla meta` della ampiez-
za che i vari dispositivi si aspettano in ricezione (meta` del valore logico alto).
Il segnale si propaga lungo il bus PCI e alla sua estremita` viene riflesso poi-
che` non viene utilizzata alcuna terminazione. Questa riflessione fa s`ı che il
segnale raddoppi la sua ampiezza. Naturamlente il tempo totale da quando il
trasmettitore lancia il segnale a quando il ricevitore lo campiona deve essere
inferiore ad un periodo del clock (30 ns).
Il protocollo PCI teoricamente puo` supportare 32 dispositivi per ogni
bus, cioe` gli e` possibile riconoscerli e configurarli. Tuttavia esiste un limite
elettrico dovuto al carico sulle linee del bus che impone un massimo di 10-12
dispositivi. Infatti maggiore e` il numero di carichi presenti sul bus e maggiore
e` il tempo di propagazione e quindi di raddoppio del segnale. Inlotre bisogna
tener conto del fatto che le periferiche alloggiate sul bus mediante connettori
contano come due carichi, poiche` sia il connettore che la scheda contano
come uno. Per questo motivo, il numero massimo di slot presenti in una
scheda madre concepita con questa architettura non puo` essere superiore a
4-5. L’unico modo per connettere un numero superiore di dispositivi risulta
essere l’aggiunta all’architettura di un bridge PCI-PCI, creando cos`ı un altro
bus capace di ospitare anch’esso 10-12 dispositivi.
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Figura 1.9: Possibili modelli di trasferimento dati
Trasferimento dati In Figura 1.9 sono visibili i tre tipi di modelli di
trasferimento dati contemplati dal protocollo PCI:
1. Il primo tipo di transferimento viene richiesto dalla CPU ed ha per og-
getto un dispositivo periferico: e` denominato ad I/O programmato. Un
programma comanda alla CPU di iniziare una lettura o scrittura nello
spazio di indirizzi di memoria di Input/Output presente in un device
PCI. Il north bridge arbitra l’utilizzo del bus PCI e quando lo ottiene
inizia dei cicli di lettura o scrittura. Durante il primo ciclo viene pre-
sentato l’indirizzo, mentre durante i cicli successivi vengono trasferiti
i dati sul dispositivo che presenta quell’indirizzo e sugli indirizzi se-
guenti. Questa tecnica di trasferimento che non necessita un continuo
indirizzamento di ogni dato, ma consiste in un susseguirsi di fasi di tra-
sferimento dati, precedute da un unica fase di indirizzo, prende il nome
di burst transfer. L’efficienza del bus PCI, definita come il rapporto
espresso in percentuale tra il numero di colpi di clock durante i quali
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vengono trasferiti dati e quelli totali, e` dell’ordine del 50%. Una cos`ı
alta perdita di prestazioni e` dovuta principalmente al tempo di attesa
tra i vari cicli del bus, al tempo di arbitraggio, al tempo della fase di
indirizzi, ai wait states e ai tempi di latenza dei bridge PCI.
2. Il secondo tipo di trasferimenti riguarda i dispositivi periferici che ri-
chiedono un accesso alla memoria. Una possibile soluzione e` effettuare
un trasferimento in modo simile al’I/O programmato. Il dispositivo ge-
nera un interrupt per informare la CPU che necessita un trasferimento
dati. L’ISR, cos`ı richiamata, costringe la CPU a leggere alcuni registri
della memoria del dispositivo e a scrivere i dati letti nella memoria
principale. Allo stesso modo e` possibile trasferire dati dalla memoria
principale a quella di Input/Output. Il protocollo PCI, oltre a questa
soluzione, presenta una possibilita` molto piu` efficace per effettuare il
trasferimento: usare il DMA. In Figura 1.9 viene presentata proprio
questa soluzione: il dispositivo PCI diventa master del bus e, una vol-
ta acquisito il bus mediante l’arbitraggio, trasferisce i dati al north
bridge che a sua volta li trasferisce alla memoria. Alla fine del proces-
so il dispositivo PCI genera un interrupt per informare dell’avvenuto
completamento del trasferimento.
3. Infine, il terzo tipo di trasferimenti avviene direttamente tra due peri-
feriche PCI. Un dispositivo master puo` richiedere l’utilizzo del bus ed
iniziare i cicli di trasferimento, siano essi di lettura o di scrittura.
Fase di retry Nel caso un dispositivo master richieda una transazione
con un altro dispositivo che in quel momento non ha i dati disponibili per
il trasferimento, il protocollo PCI prevede di entrare in una fase di retry.
Tramite un’apposita linea del bus, il dispositivo occupato, invece di inserire
numerosi wait states che renderebbero il bus inutilizzabile, puo` richiedere che
il master lasci il possesso del bus per riprovare il trasferimento in un secondo
momento. Questo tipo di procedura puo` essere attivata anche durante un
trasferimento dati, liberando temporaneamente il bus e rendendolo utilizabile
da altri dispositivi master.
Interrupt Il protocollo PCI e` dotato di quattro linee condivisibili dedicate
al segnale di interrupt. Ogni dispositivo utilizza una sola linea per avvertire
il south bridge che richiede un interrupt, il quale, tramite una linea apposita
o tramite un messaggio trasportato dalle linee dati, lo comunica alla CPU.
Il software del sistema operativo ha il compito di stabilire quale dispositi-
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vo ha richiesto l’interrupt, guardando in un registro della memoria di ogni
dispositivo dedicato a questo scopo.
Gestione degli errori Durante ogni fase degli indirizzi e ogni fase dati
esiste un controllo che il ricevente effettua per verificare la bonta` dei dati
trasmessi. Il trasmettitore calcola la parita` dei bit sul totale delle linee degli
indirizzi o dei dati, cioe` asserisce un’apposita linea nel caso il numero di stati
logici alti sia dispari. Il dispositivo che riceve i dati ricalcola la parita` e verifica
che la linea ad essa dedicata riporti il giusto valore logico. In caso contrario
attiva un segnale di errore che viene gestito dal south bridge e inviato al
CPU come interrupt. Questo tipo di interrupt causa un arresto totale delle
funzioni del processore che costringe l’utente, per riattivare le funzioni, allo
spegnimento del PC e alla successiva riaccensione. Poiche` questo sistema di
gestione degli errori, che possono essere dovuti ad un semplice rumore sulle
linee, non prevede la possibilita` di correzione del segnale, viene lasciata la
possibilita` di disattivare il controllo della parita`.
Spazio degli indirizzi L’architettura PCI supporta tre spazi degli indi-
rizzi: il primo, quello della memoria, arriva fino a 4 GB per sistemi a 32 bit
e a 16 EB per sistemi a 64 bit. Il secondo spazio riguarda la memoria di
Input/Output che occupa altri 4 GB di indirizzi, anche se viene limitata a
64 KB quando nel sistema e` presente una CPU di vecchia generazione (ad
esempio 80486) che non e` in grado di gestire uno spazio superiore. Infine esi-
ste uno spazio dedicato alla configurazione dei dispositivi che viene mappato
all’interno dello spazio di Input/Output ed ha un’estensione di 16 MB divisa
in 2 KB per dispositivo.
1.3.2 PCI a 66 MHz
Il massimo di ampiezza di banda utilizzabile dal PCI a 33 MHz, nel caso
si usi un bus dei dati da 64 bit, e` di 266 MBps: decisamente insufficiente
per le richieste di moderne periferiche come una scheda GigaEthernet. Una
nuova modifica dell’architettura utilizzata dal protocollo PCI la si incontra
con l’adozione di un nuovo clock a 66 MHz.
In Figura 1.10 vediamo come il north e south bridge lascino spazio rispet-
tivamente al Memory Controller Hub (MCH) e all’IO Contoller Hub (ICH).
La differenza principale tra le due generazioni di integrati risiede nel loro col-
legamento che, in quest’utltimo caso, viene effettuato mediante un protocollo
proprietario dell’Intel liberando, cos`ı, il bus PCI. Inoltre, poiche` questo hub
link e` dotato di un’elevata banda passante in confronto al bus PCI, alcuni di-
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Figura 1.10: Architettura PCI 66 MHz
spositvi come gli IDE, USB o Ethernet traggono giovamento, incrementando
le loro prestazioni, nel bypassare il bus PCI.
L’MHC presenta altri due hub link che lo connettono ad altrettanti bridge
verso un bus PCI 66 MHz da 64 bit che supporta un’ampiezza di banda mas-
sima di 533 MBps. Il periodo di un ciclo di clock a 66 MHz e` di 15 ns: risulta
evidente come sia difficoltosa la progettazione di dispositivi che utilizzino il
protocollo PCI ad onda riflessa con periodi cos`ı limitati. Le piste sulla scheda
madre devono necessariamente essere molto corte per diminuire il tempo di
propagazione del segnale. Inoltre e` indispensabile un basso carico sulle linee
del bus, che si traduce in una limitazione del numero di dispositivi a 4-5 e
al massimo un dispositivo esterno alloggiato sul bus mediante connettore.
La soluzione di utilizzare dei bridge PCI-PCI a queste ferquenze non e` piu`
utilizzabile poiche` il trasferimento tra i due lati di un bridge si compie in
tempi troppo elevati, il che implicherebbe un utilizzo della fase di retry per
ogni trasferimento [4].
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1.3.3 L’evoluzione PCI-X
I limiti del protocollo PCI risultano chiari nei tentativi di migliorare il bus a
66 MHz.
- Non e` possibile raggiungere frequenze piu` elevate di 66 MHz.
- L’efficienza del bus non e` soddisfacente (50%). Infatti la fase di re-
try viene attivata solo nel caso in cui il tempo di risposta sia elevato
(superiore agli otto periodi di clock) altrimenti i wait states sono co-
munque utilizzati, inoltre non e` chiaro quando il master deve ritentare
il trasferimento, rischiando, cos`ı, di riprovare troppo presto. Durante
il trasferimento non viene indicata la quantita` dei dati, il che causa
un’inefficienza da parte dei buffer sia in trasmissione che in ricezione.
- Il protocollo PCI non prevede la possibilita` di distinguere quali dati
circolanti sul bus siano cachabili e quali no. In questo modo alcuni
dati potrebbero essere modificati da dispositivi periferici senza che la
modifica venga aggiornata anche nella cache.
- Non esiste la possibilita` di dare speciali diritti di priorita` ad alcuni
trasferimenti.
- La gestione degli interrupt risulta inefficiente poiche` piu` dispositivi con-
dividono lo stesso segnale di interrupt, traducendosi in un elevato di-
spendio di tempo per il software che deve rintracciare quale dispositivo
ha lanciato il segnale.
- Lo spegnimento dell’intero PC nel caso di un errore di parita` e` una
soluzione inadeguata e troppo drastica. Inoltre la distinzione di due
soli tipi di errore (parita` negli indirizzi e parita` nei dati) e` insufficiente
per una corretta gestione di un meccanismo di correzione degli stessi.
Queste motivazioni spinsero nel 2001 la Intel a migliorare il protocollo trami-
te una nuova logica denominata PCI-X che sfrutta un’architettura del tutto
simile a quella adottata per il bus PCI a 66 MHz. L’unica differenza e` che in
questo caso ogni bus puo` ospitare al massimo un dispositivo, quindi l’MCH
e` costretto ad essere connesso ad un numero maggiore di bus. Le maggio-
ri diversita` risiedono solo nella logica del protocollo che, tuttavia, risulta
totalmente compatibile con il vecchio protocollo PCI.
Una prima novita` introdotta da protocollo PCI-X consiste nell’utilizzo
di registri nei dispositivi in modo da mantenere i segnali presenti sul bus
fino al ciclo di clock seguente. Con questo accorgimento il dispositvo ha a
disposizione un intero ciclo di clock per decodificare il segnale e determinare
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una risposta ad esso. Anche se questo processo aggiunge qualche ciclo di
clock alla transazione fa s`ı che essa venga completata molto piu` velocemente
poiche` da` la possibilita` di aumentare la frequenza di trasferimento fino a 133
MHz, mantenendo inalterato il numero massimo di dispositivi consentiti su
un unico bus. Con tale frequenza e un bus dei dati da 64 bit si raggiunge
un’ampiezza di banda di 1064 MBps [28].
Altri miglioramenti in merito all’efficienza di trasferimento riguardano
l’abolizione dei wait states dopo la prima fase dati, ma soprattutto l’intro-
duzione di un trasferimento minimo di 128 Byte di dati nel corso di un burst
transfer. Questo si traduce facilmente in un maggiore utilizzo del bus, con-
siderando che viene anche introdotta una nuova fase, denominata fase degli
attributi, in cui viene specificata la grandezza del trasferimento. La fase degli
attributi riporta anche l’ordine di importanza della transazione, la possibilita`
o meno di scrivere i suoi dati nella cache e alcuni parametri identificativi di
chi la ha iniziata.
Per migliorare la fase di retry vengono introdotte le split transaction. Se
un dispositivo master richiede la lettura di alcuni registri da un altro dispo-
sitivo che non e` in grado di fornirglieli immediatamente, la transazione viene
memorizzata e nel bus viene posto, per indicarlo, un segnale di split. In que-
sto modo il master abbandona l’utilizzo del bus, lasciandolo cos`ı utilizzabile
da altri dispositivi, fintanto che i dati, divenuti disponibili, vengono inviati
al master richiamando il trasferimento mediante un’altro tipo di segnale di
split. Questo miglioramento nella trasmissione riesce a garantire al protocollo
PCI-X un’efficienza dell’85%.
Un ultimo perfezionamento del protocollo, attinente ai segnali di inter-
rupt, riguarda l’introduzione del Message Signaled Interrupt (MSI). Per ef-
fettuare un interrupt, un dispositivo PCI-X deve compiere un trasferimento
dati sulla memoria dell’MCH. Questi dati indicano il vettore di interrupt e il
dispositivo che l’ha richiesto. Il meccanismo con cui l’MCH interrompe i pro-
cessi in corso della CPU rimane invariato, l’unica differenza consiste nel fatto
che nessun software e` impiegato per la determinazione del dispositivo che ha
generato l’interrupt e che non sono necessarie delle linee del bus dedicate ai
segnali di interrupt [4].
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Capitolo 2
Il protocollo PCI Express
La terza generazione di architetture per la connessione di dispositivi di In-
put/Output (3GIO) compare nel panorama dei Personal Computer nel corso
del 2003 con l’avvento del protocollo PCI Express. La necessita` di operare un
cambiamento strutturale risiede in primo luogo nell’affacciarsi sul mercato di
nuove periferiche audio e video che richiedono la trasmissione di un copioso
flusso di dati per poter gestire applicazioni in tempo reale. In aggiunta anche
molte delle moderne applicazioni nel campo delle comunicazioni richiedono
un’ampiezza di banda garantita superiore a quella che il protocollo PCI-X
puo` offrire.
Numerosi tentativi sono stati fatti per creare un bus parallelo1 con mag-
giore banda passante, ma essi hanno rivelato che la frequenza di trasferimen-
to non poteva essere aumentata ulteriormente principalmente a causa di due
fattori: il timinig skew e l’architettura multi-drop.
Il timing skew consiste in un disallineamento temporale nell’arrivo dei dati
dovuto principalmente all’impossibilita di tracciare sulla scheda madre le
numerose piste, che costituiscono un bus parallelo, della medesima lunghezza
e con le medesime proprieta` trasmissive. Al crescere della frequenza il timing
skew aumenta e oltre un dato valore si ha che il segnale di clock puo` arrivare
mentre parte del segnale dati sta ancora variando dallo stato precedente
all’attuale. Questo comporta un tipo di errore irrecuperabile per la logica
PCI e costringe l’intero Personal Computer ad un reset per poter ripristinare
le sue funzioni.
1Vengono cos`ı definiti i bus finora elencati (ISA, PCI, etc. . . ) poiche` i dati e gli indirizzi
vengono presentati su un numero di linee pari al numero di bit che li compone.
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L’architettura multi-drop, in cui cioe` piu` dispositvi condividono il mede-
simo bus, non permette ne´ di aumentare la frequenza di trasmissione ne´ di
diminuire l’ampiezza del segnale. Infatti i vari dispositivi alloggiati sul bus
rappresentano da un punto di vista elettrico dei carichi per la linea e quindi
contribuiscono all’indebolimento del segnale. Un incremento della frequenza
oltre i 133 MHz non darebbe il tempo al segnale di portare il proprio livello a
regime rischiando di non raggiungere la soglia prevista per la determinazione
del livello logico. Analogo discorso puo` essere fatto per la ricerca di diminu-
zione dell’ampiezza del segnale dovuta alla crescente necessita` di contenere i
consumi.
Grazie ad una comunicazione seriale, cioe` in cui i dati vengono presentati su
un’unica linea uno dopo l’altro, il protocollo PCI Express riesce a superare
questi problemi e a semplificare la gestione dei segnali riducendo notevol-
mente il numero di linee presenti nel bus. Infatti, oltre all’eliminazione di
molte linee ausiliarie come quelle di interrupt o quelle per la segnalazione
degli errori, anche il segnale di clock viene soppresso tramite l’introduzio-
ne della codifica 8b/10b. Il clock viene codificato direttamente nel flusso di
dati e quindi prelevato e ricostruito dal dispositivo che li riceve mappando
ogni byte in una sequenza di 10 bit denominata simbolo. In questo modo e`
possibile selezionare, e quindi trasmettere, solo alcuni simboli che abbiano
particolari caratteristiche: un elevato numero di transizioni tra stati logici,
per facilitare la ricostruzione del clock, e uno stesso numero di “1” e di “0”
ogni due simboli, in modo da mantenere il segnale bilanciato in DC.
Per la stesura dei successivi paragrafi e` stato preso spunto dall’introdu-
zione al protocollo PCI Express effettuata da R. Budruk, D. Anderson e T.
Shanley [4].
2.1 I segnali differenziali
I dispositivi PCI Express utilizzano dei trasmitter e dei receiver differen-
ziali per ogni connessione. Il trasmitter consiste in un elettronica dedicata
alla conversione del segnale da logico ad elettrico e al suo invio sulle li-
nee di trasmissione, mentre il receiver si occupa della ricezione e della sua
riconversione.
In Figura 2.1 possiamo osservare le caratteristiche elettriche di un segnale
differenziale: l’uscita del trasmitter consta di due segnali D+ e D-. Tenendo
il segnale D+ alto e il segnale D- basso si crea una differenza di potenziale
positiva tra i due terminali che implica per il receiver il valore logico “1”,
mentre una differenza di potenziale negativa implica il valore logico “0”.
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Figura 2.1: Segnale differenziale
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Nessuna differenza di potenziale tra D+ e D- implica che il driver si trova nel
suo stato di riposo e di basso consumo che coincide con la fase di inattivita`
del link.
La differenza di potenziale differenziale e` quindi definita come
VDIFF = VD+ − VD−
mentre la differenza di potenziale di modo comune e` data da
VCM = (VD+ + VD−)/2
Considerando i due segnali D+ e D- simmetrici, quest’ultima quantita` rap-
presenta il potenziale rispetto a massa al cui valore i due segnali si incontrano
scambievolmente. Il trasmitter differenziale e` isolato in DC dal receiver tra-
mite due condensatori posizionati sulle due linee D+ e D- immediatamente
dopo il transmitter. In questo modo i due dispositivi ai capi del link possono
utilizzare differenti valori di VCM .
I segnali differenziali, a differenza di quelli single-ended utilizzati dai pro-
tocolli PCI e PCI-X, presentano alcuni vantaggi nelle trasmissioni ad alta
frequenza:
- Si possono raggiungere frequenze di trasmisssione piu` elevate poiche` la
variazione del singolo segnale puo` essere minore. Infatti, poiche` i due
valori logici del segnale differenziale sono positivo e negativo, anche con
piccole variazioni si ottiene un segnale che assume nettamente questi
due valori.
- Minore emissione di rumore EMI (ElectroMagnetic Interference) do-
vuta alla cancellazione dell’emissione del segnale D+ con quella del
segnale D-.
- Minore rumore sul segnale differenziale trasmesso poiche` ogni rumore
che interferisce col singolo segnale interferira` anche con l’altro e quindi
viene cancellato facendo la differenza.
- Il segnale puo` assumere tre valori logici: “1”, “0” e lo stato di riposo.
- Minori variazioni di ampiezza del singolo segnale implicano minore
consumo.
2.2 L’interconnessione punto-punto
Nel protocollo PCI Express la connessione tra due dispositivi avviene me-
diante un link punto-punto, cioe` essi vengono connessi fisicamente in modo
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Figura 2.2: Il link PCI Express x1
diretto da coppie di linee destinate al trasporto dei segnali elettrici. Diver-
samente dalla connessione a bus condiviso ogni coppia di linee possiede un
unico verso percorribile dal segnale, cos`ı per ogni connessione dobbiamo pre-
vedere un minimo di una coppia di segnali nelle due direzioni (vedi Figura
2.2). Ognuno di questi insiemi di quattro linee viene denominato lane. Per
indicare una connessione composta da un’unica lane si parla di link x1, altri-
menti il protocollo PCI Express prevede la possibilita` di utilizzare un numero
superiore di lane per ogni connessione fino a realizzare un link x32. Durante
un’apposita fase di inizializzazione hardware, cioe` senza alcun intervento del
sistema operativo o di firmware2, per ogni link viene stabilito il numero di
lane che verra` utilizzato dai due dispositivi ai suoi estremi.
2.3 Il trasferimento di pacchetti
Invece di utilizzare cicli di bus, come i precedenti protocolli PCI e PCI-X,
la logica PCI Express codifica le transazioni di dati mediante un protocollo
basato sull’utilizzo di pacchetti. Questi pacchetti vengono trasmessi e rice-
vuti in modo seriale e i byte vengono distribuiti lungo tutte le lane del link
disponibili. Naturalmente maggiore e` il numero di lane utilizzate per il trasfe-
rimento, maggiore e` la velocita` di trasmissione del pacchetto visto che viene
aumentata l’ampiezza di banda del link.
Le transazioni di pacchetti possono essere divise in due categorie: quelle
denominate non-posted e quelle posted. Il primo caso viene usato, ad esem-
pio, per richieste di lettura nella memoria: i pacchetti sono concepiti in modo
da poter usufruire delle split transaction (gia` presenti nel protocollo PCI-X)
che ottimizzano i tempi di attesa in caso un dispositivo non sia in grado di ri-
spondere immediatamente ad una richiesta di dati e voglia posticipare il loro
2Programma ospitato da un dispositivo hardware come una ROM.
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Figura 2.3: Esempio di architettura PCI Express
trasferimento. Il protocollo PCI Express prevede per una lettura non-posted
l’invio di un pacchetto con la richiesta e un conseguente pacchetto di risposta
con i dati, mentre per una scrittura non-posted si ha l’invio verso il dispo-
sitivo oggetto di un pacchetto contenente i dati da scrivere e al termine del
trasferimento si ha un pacchetto di risposta per segnalare il completamento
della transizione.
Nel caso di transizioni posted, invece, vi e` un invio di pacchetti in un’unica
direzione senza bisogno di alcun pacchetto di conferma dell’avvenuto transito.
Questo tipo di transizione e` stato concepito per soddisfare i casi in cui si vuole
ottimizzare la velocita` di trasferimento a discapito della sicurezza della buona
riuscita della transazione. Infatti il dispositivo che ha iniziato il trasferimento
non puo` avere conoscenza del buon esito del ricevimento dei dati inviati.
2.4 La topologia
Un’architettura del tipo PCI (vedi Figure 1.8 e 1.10) separa nettamente il
processore e la memoria dal resto delle periferiche per poter adeguare so-
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lamente il bus della memoria al continuo incremento di prestazioni del bus
del processore isolando i dispositivi periferici da ogni cambiamento. La pos-
sibilita` di usufruire di un bus per i dispositivi di Input/Output funzionante
a frequenze notevolmente piu` elevate porta ad un cambiamento struttura-
le dell’architettura del Personal Computer. Decade, quindi, la necessita` di
una distinzione tra north e south bridge o tra memory e IO controller hub,
inglobando le loro funzioni in un unico integrato chiamato root complex. Il
compito di questo nuovo dispositivo e` quello di connettere il processore con
la memoria principale e con tutta la rete di periferiche PCI Express.
In Figura 2.3 viene raffigurato un esempio di architettura PCI Express in
cui il root complex presenta quattro porte per la connessione di altrettante
sottoreti. Ogni porta infatti e` connessa direttamente ad un dispositivo PCI
Express oppure ad uno switch che consente il collegamento di piu` dispositivi.
Nel root complex vengono integrate anche diverse funzioni oltre a quelle
di bridge tra i vari bus a lui connessi, quali: il controller per l’hot plug, il
controller per il power menagement, la logica di gestione degli errori e il
controller per gli interrupt.
Ogni elemento che termina un ramo della rete PCI Express viene detto
endpoint. Ad eccezione del root complex, degli switch e dei bridge ogni altro
dispositivo si comporta come un endpoint. Ognuno di essi puo` generare o
ricevere transazioni agendo, quindi, come un dispositivo master.
2.4.1 L’indirizzamento dei pacchetti
L’elemento chiave dell’architettura PCI Express, che permette di collegare
piu` dispositivi mediante connessioni punto-punto, e` lo switch. Uno switch
puo` essere pensato da un punto di vista logico come un elemento costituito da
due o piu` bridge PCI Express-PCI Express ognuno di essi associato con una
porta dello switch stesso. In Figura 2.4 viene presentato un esempio di switch
a quattro porte formato da quattro bridge virtuali. La porta dello switch
collegata verso il root complex viene detta upstream, mentre le porte nella
direzione opposta, cioe` verso il resto della rete PCI Express, sono chiamate
downstream.
Uno switch fa passare i pacchetti da una sua porta ad un’altra secondo
uno dei tre metodi previsti dal protocollo e indicati in una specifica area del
pacchetto stesso: address routing, ID routing e implicit routing. Il primo e il
secondo metodo, usati anche dalla logica PCI e PCI-X, vengono utilizzati per
la lettura e la scrittura rispettivamente su spazi di memoria o di I/O e sugli
spazi di configurazione dei dispositivi. L’address routing prevede di indicare
nel pacchetto il primo indirizzo dello spazio su cui cominciare a scrivere i dati
contenuti al suo interno, mentre l’ID routing indica la posizione logica del
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Figura 2.4: L’utilizzo dello switch nella topologia PCI Express
dispositivo che deve ricevere il pacchetto all’interno della topologia PCI Ex-
press. In ambedue i casi uno switch deve avere una conoscenza della sottorete
che ha inizio dalle sue porte di downstream, e quindi, analogamente ad un
bridge, dovra` possedere dei registri di configurazione supplementari rispetto
ad un normale dispositivo in cui vengono indicate queste informazioni.
Il terzo metodo di indirizzamento, l’implicit routing, viene utilizzato per
la trasmissione di messaggi all’interno della rete. I messaggi sono un tipo par-
ticolare di pacchetti introdotto dal protocollo PCI Express per comunicare
svariate informazioni come quelle relative ai consumi dei dispositivi oppure
trasmettere gli interrrupt o ancora i messaggi di errore. Il loro impiego e`
dettato dalla necessita` di eliminare molte delle linee ausiliarie (side-band)
che costituivano il protocollo PCI/PCI-X utilizzando direttamente le linee di
trasferimento dati (in-band) per trasportare le informazioni che veicolavano.
In questo modo, con una limitata riduzione di banda passante, si puo` au-
mentare l’efficienza di trasmissione grazie alla maggiore facilita` nel disegnare
le piste. Risulta cos`ı piu` utile lasciare spazio alla scalabilita` del protocollo
aumentando il numero di piste per il trasporto dati piuttosto che appesantire
il canale di comunicazione con numerose piste ausiliarie la cui ampiezza di
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banda non viene neppure sfruttata a pieno vista la bassa frequenza con cui
normalmente si presentano i segnali che trasportano.
Uno degli svantaggi dell’utilizzo di messaggi in-band risiede nella difficolta`
del loro indirizzamento in una rete di connessioni punto-punto. Infatti l’uti-
lizzo dell’address routing o dell’ID routing anche per questo tipo di pacchetti
richiederebbe l’assegnazione di ulteriore spazio di memoria per tutti i tipi di
messaggi possibili e programmare tutti i dispositivi per il loro uso. Grazie
all’implicit routing e` possibile evitare questo inconveniente sfruttando il fat-
to che, proprio a causa di come e` strutturata l’architettura, gli switch hanno
una conoscenza dell’upstream e del downstream. Ogni pacchetto contenente
un messaggio puo` essere indrizzato lungo la rete con un semplice codice che
indica un destinatario noto allo switch a prescindere dall’ID assegnatoli dalla
logica PCI Express, come, ad esempio, il suo dispositivo immediatamente
successivo o il root complex.
2.5 La gestione del traffico
Per poter gestire il traffico di pacchetti nella rete di connessioni PCI Ex-
press ogni pacchetto contiene un numero da 0 a 7 che identifica la classe di
traffico che gli e` stata assegnata. Pacchetti con differenti classi di traffico
si muovono nella rete con diverse priorita` utilizzando degli appositi canali
virtuali costruiti per quella determinata classe attraverso dei buffer presenti
negli switch. Ogni classe di traffico viene indirizzata in un solo canale vir-
tuale che, pero`, puo` trasportarne piu` d’una. Gli switch sono i responsabili
dell’arbitraggio dei pacchetti ricevuti e non lo eseguono basandosi sul canale
virtuale di provenienza, ma esclusivamente sulla classe di traffico. In questo
modo e` possibile regolare la gestione del traffico switch per switch creando
delle parti della rete che privilegino alcuni pacchetti a altre che li mettano in
secondo piano per favorire il passaggio di altre classi di traffico. Inoltre ogni
switch possiede un altro tipo di arbitraggio dovuto al fatto che pacchetti con
la stessa classe di traffico potrebbero arrivare da differenti porte in ingresso.
In questo caso lo switch, normalmente, attribuisce la priorita` a turno ad ogni
porta in ingresso, ma puo` anche eseguire un arbitraggio piu` complesso come
quello che regola le precedenze tra i canali virtuali.
Con questa gestione del traffico di pacchetti il protocollo PCI Express
riesce a stabilire dei precisi tempi di latenza e ampiezze di banda per ogni
trasferimento. Risulta cos`ı indiscusso il vantaggio di questo protocollo nel-
le trasmissioni sincrone3 che vengono eseguite in modo isocrono, cioe` con
3Trasmissioni effettuate da dispositivi che devono riversare direttamente dati ad altri
dispositivi utilizzando un clock comune e senza buffering.
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un’ampiezza di banda minima e tempi di latenza massimi garantiti. Con
questo sistema di trasmissione si ha la possibilita` di gestire la rete in modo
che una trasmissione sincrona non paralizzi il restante traffico come poteva
accadere nel protocollo PCI o PCI-X.
Un ulteriore vantaggio introdotto dalla logica PCI Express che elimina
definitivamente il concetto di wait states appartenente ai protocolli precedenti
e` il controllo del flusso. Secondo questo sistema un pacchetto trasmesso viene
immagazzinato nel buffer del dispositivo che lo riceve (sia esso un endpoint
o uno switch) che periodicamente aggiorna il trasmettitore sulla quantita`
di spazio ancora disponibile. In questo modo il trasmettitore invia nuovi
pacchetti solo quando ha la certezza che il ricevitore ha uno spazio sufficiente
nel suo buffer per contenerli. Grazie al controllo di flusso e` possibile avere un
buffer molto piu` efficiente che consente maggior tempo per un controllo piu`
accurato dei possibili errori all’interno dei pacchetti. Contemporaneamente
si aumenta anche l’efficienza del link poiche` con l’invio del pacchetto di stato
del buffer, che non intacca l’ampiezza di banda (la sua trasmissione avviene
nel verso contrario al flussso di dati), si risparmia un reinvio di pacchetti
dovuto al possibile esaurimento dello spazio nel buffer.
2.6 La gestione degli errori
Nell’assemblaggio di ogni pacchetto il protocollo PCI Express prevede l’u-
tilizzo di diversi campi di cyclic redundancy check (CRC), cioe` parti del
pacchetto destinate ad ospitare il risultato di un particolare algoritmo appli-
cato ai dati contenuti al suo interno. Il trasmitter calcola questi algoritmi che
coinvolgono differenti parti del pacchetto e aggiunge i risultati allo stesso, il
receiver ha il compito di ricalcolarlo e confrontare la validita` del risultato. Nel
caso il calcolo dell’algoritmo differisca si presume che ci sia stato un errore
nella trasmissione o nella ricezione del pacchetto, quindi il receiver avverte il
trasmitter che automaticamente ritrasmette il pacchetto in questione.
Il protocollo, mediante ulteriori controlli effettuati sulla propria struttura
logica, puo` riconoscere altri tipi di errore:
- Il pacchetto puo` non essere stato formato correttamente, quindi i suoi
campi non sarebbero nel corretto ordine.
- Durante una split transaction puo` mancare il trasferimento di dati in
risposta.
- Ci possono essere degli errori nella gestione dei buffer e quindi nel
controllo di flusso.
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- Un pacchetto di richiesta di lettura o scrittura potrebbe giungere ad
un dispositivo che non possiede gli indirizzi specificati.
- Ad un dispositivo puo` arrivare una risposta ad una interrogazione che
non aveva richiesto.
- Durante un trasferimento di piu` pacchetti, essi possono arrivare nella
sequenza sbagliata.
Quando il protocollo riconosce uno di questi problemi di comunicazione attiva
una procedura per la gestione dello specifico errore. A seconda della gravita`
degli errori, essi vengono divisi in tre categorie:
1. quelli correggibili
2. quelli non correggibili
3. quelli non correggibili, ma non invalidanti per l’intera rete
Bisogna notare come, a seconda della categoria di appartenenza, gli errori
vengano trattati rispettivamente dall’hardware, dal sistema operativo e dal
software specifico che gestisce il dispositivo in questione. Con questo sistema
gli errori meno gravi non coinvolgono in alcun modo il processore. L’unico ef-
fetto che causano e` un aumento della latenza e una diminuzione dell’ampiezza
di banda del trasferimento senza alcuna perdita di dati.
Gli errori appartenenti alla seconda e terza categoria, invece, causano
un’inevitabile perdita di informazioni. La distinzione tra le due e` subordina-
ta a come si possa ristabilire le condizioni per un corretto trasferimento tra i
dispositivi che hanno causato l’errore. Nel terzo caso e` richiesto un reset del
link che li unisce o di parte della rete PCI Express, mentre nel secondo e` ne-
cessario un reset dell’intera rete che si traduce nel distacco delle alimentazioni
del Personal Computer.
2.7 Gli interrupt
Per la gestione degli interrupt il protocollo PCI Express adotta il sistema di
segnali in-band MSI (Message Signaled Interrupt) introdotto per la prima
volta dal protocollo PCI-X. Un dispositivo, mediante la scrittura di un pac-
chetto sulla memoria, trasmette un vettore di interrupt al root complex che
ha il compito di interrompere i processi in corso della CPU.
Inoltre, per potersi adattare meglio ad architetture di tipo PCI o per poter
integrare nell’architettura PCI Express dispositivi di precedente generazio-
ne, rimane la possibilita` di utilizzare i segnali di interrupt INTA#, INTB#,
36 CAPITOLO 2. IL PROTOCOLLO PCI EXPRESS
INTC# e INTD#. La differenza, pero`, risiede nel fatto che questi segnali
viaggiano anch’essi in-band mediante dei pacchetti di asserimento e di disas-
serimento, che hanno come destinazione l’interrupt controller, costituendo
delle linee virtuali.
2.8 Il power management
La rete di connessioni PCI Express ha un consumo ridotto rispetto ai bus dei
protocolli precedenti poiche` utilizza un numero minore di segnali e, come gia`
accennato, impiega segnali di minor ampiezza. Inoltre il grado di consumo in
cui si trova ogni dispositivo viene controllato individualmente da un’appo-
sita logica: il power management controller. Ogni dispositivo deve segnalare
tramite messaggi in-band ogni variazione di consumi che intende effettuare,
mentre il menagement controller puo` riattivare un dispositivo entrato in uno
stato di riposo (e percio` di ridotto consumo) sia mediante un segnale in-band
che side-band.
Senza impiego di software i dispositivi possono,inoltre, portare il link in
uno stato di riposo (idle state) dopo un certo periodo in cui non vengono tra-
smessi pacchetti. In questo modo, utilizzando sei stati differenti di consumo
per i dispositivi e altrettanti per i link, il tempo di risveglio dall’inattivita` di
una connessione puo` essere gestito con elevata discrezionalita`.
2.9 L’hot plug
La novita` introdotta nel meccanismo di hot plug rispetto a quello utilizzato
dai protocolli PCI e PCI-X risiede, anche in questo caso, nell’impiego di
messaggi in-band al posto di segnali side-band. Inoltre, in aggiunta alla logica
centrale dell’hot plug controller vengono utilizzate delle logiche periferiche
posizionate su ogni slot con il preciso compito di monitorare lo stato del
connettore, rimuovere o applicare l’alimentazione allo stesso indicandone lo
stato tramite led.
Le caratteristiche dell’hot plug vengono migliorate anche grazie all’intro-
duzione di un meccanismo che identifica automaticamente l’intenzione da
parte dell’utente di estrarre la scheda che alloggia il dispositivo PCI Express.
Infatti, con l’introduzione di due appositi pin sul connettore che viene inse-
rito nello slot della scheda madre, la logica di unplug riesce a disconnettere
in tempo utile l’alimentazione alla scheda per consentirne l’estrazione.
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2.10 Il link training
Il protocollo PCI Express e` dotato di una fase di inizializzazione e confi-
gurazione automatica del link (Link Training) in modo da consentirne un
corretto attraversamento da parte dei pacchetti dei dati. Questa fase avviene
immediatamente dopo il reset oppure dopo un evento che ha risvegliato il
link o, ancora, dopo una condizione di errore che lo ha reso inutilizzabile. In
ogni caso, essa non coinvolge in alcun modo il software: avviene interamente
a livello del Physical Layer. Durante il Link Training vengono configurati o
impostati i seguenti parametri:
- Ampiezza del link. Esiste la possibilita` che due dispositivi con differenti
numero di linee possono essere connessi e quindi devono determinare
quante linee utilizzare per comunicare (il numero minore tra i due).
- Ordine delle linee. Nel caso il link sia composto da piu` linee esse vengono
numerate ed e` importante che questa numerazione corrisponda per i due
dispositivi. Per poter mantenere le linee in fasci paralleli nei PCB (per
diminuire la reciproca interferenza) bisogna rovesciare la numerazione
delle linee nel caso essa non corrisponda alla numerazione dei pin dei
due dispositivi.
- Inversione di polarita`. Analogamente al caso precedente, poiche` i se-
gnali PCI Express sono differenziali, puo` essere necessario invertire la
polarita` dei due segnali per evitare incroci.
- Velocita` di trasmissione. Al momento l’unica velocita` consentita e` 2,5
Gbps, ma in futuro si aggiungeranno dispositivi capaci di trasmettere
e ricevere a 5 e 10 Gbpss.
- Bit Lock. Il PLL del receiver si sincronizza con il clock del transmitter
e diventa in grado di agganciare i bit dei dati.
- Symbol Lock. Viene acquisita la sincronizzazione del deserializzato-
re del receiver in modo da portare in parallelo i pacchetti seriali di
trasmissione da 10 bit (simboli).
- Sincronizzazione tra le linee. Poiche` le varie linee del link potrebbe-
ro non avere la medesima lunghezza oppure i trensmitter e i receiver
potrebbero non essere perfettamente uguali tra loro, i pacchetti tra-
smessi simultaneamente su tutte le linee potrebbero non arrivare con-
temporaneamente. Il receiver puo`, quindi, aggiungere per ogni linea un
particolare ritardo in modo da allineare il flusso dei dati.
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Il Link Training e` composto dalla sequenza dei seguenti stati:
1. Detect. Durante questa fase il transmitter riconosce la presenza o me-
no di un receiver all’altro capo del link. Questa operazione viene svolta
applicando un gradino di potenziale ai terminali del transmitter e va-
lutando il tempo di carica del circuito RC formato dalle impedenze
verso massa del transmitter e del receiver e dalla capacita` di disaccop-
piamento posizionata subito dopo queste (CTx). Infatti, nel caso non
ci fosse un receiver attaccato, un capo di CTx risulterebbe sconnesso e
quindi diminuirebbe il tempo di carica poiche` l’unica capacita` in gioco
risulterebbe quella parassita della giunzione transmitter linea.
2. Pooling. In primo luogo viene stabilito il bit lock mediante l’invio di un
minimo di 1024 simboli con un ben preciso pattern nelle due direzioni
del link. Nel caso in cui il receiver di un dispositivo non riceva questa
serie di bit fara` in modo che il suo transmitter produca una sequenza di
bit denominata Compliance pattern. In caso, invece lo scambio abbia
successo si passa alle fasi successive che determinano se fare o meno
l’inversione di polarita` e quale deve essere la velocita` di trasmissione
del link.
3. Configuration. Durante questa fase vengono impostati tutte i rimanenti
parametri del link.
2.10.1 Compliance pattern
Nel caso in cui esaminiamo il segnale di trasmissione tramite un oscilloscopio
con gli ingressi terminati a 50 Ω superiamo la fase di Detect e poiche` non
inviamo alcun dato nella linea di ricezione entriamo nel substato della fase
Pooling in cui viene riprodotto il Compliance pattern. Questa serie di bit
e` studiata in modo da poter analizzare il jitter del segnale nella peggiore
condizione possibile di interferenza. Il pattern e` composto da 40 bit (visibili
in Figura 6.6a e 6.7a):
0011111010 1010101010 1100000101 0101010101
La codifica 8b/10b impone che non ci debbano essere piu` di 5 bit consecutivi
allo stesso valore logico, quindi questo tipo di pattern contiene il peggior
caso di ISI che si possa ottenere. Infatti una lunga sequenza di bit al valore
logico alto carica le capacita` lungo la linea e aumenta il tempo di transizione
del segnale. Contemporaneamente la presenza di una sequenza 10101010 crea
un aumento dell’EMI poiche` viene trasmessa una precisa frequenza (in realta`
una sequenza di questo tipo non verra` mai inviata dal transmitter durante un
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Figura 2.5: Esempio di segnale de-enfatizzato
trasferimento dati perche` opera, sempre a livello hardware, uno scrambling
dei bit che la elimina). Inoltre nel caso di trasmissione su piu` linee lo stesso
pattern viene sfasato in modo da creare il peggior caso di crosstalk.
2.11 La de-enfasi
Il protocollo PCI Express adotta il concetto di de-enfasi per ridurre gli effetti
dell’inter symbol interference e quindi per migliorare il segnale dal punto
di vista del jitter. La de-enfasi consiste in una riduzione dell’ampiezza del
segnale differenziale di (3, 5±0, 5) dB (vedi Figura 2.5). Il segnale differenziale
proveniente dal transmitter viene de-enfatizzato quando piu` bit allo stesso
valore logico vengono trasmessi consecutivamente. Un unico bit e il primo di
una serie di bit allo stesso livello non risentono del fenomeno della de-enfasi.
Gli unici bit de-enfatizzati sono i successivi al primo di una serie (minimo
due bit) alla stessa polarita`.
Alla velocita` di trasmissione di 2,5 Gbps diventano rilevanti gli effetti
causati dalle capacita` presenti nel link (capacita` di accoppiamento in AC del
transmitter, capacita` parassite di interconnessione transmitter mezzo tra-
smissivo, capacita` del connettori. . . ). Infatti, quando il segnale viene man-
tenuto costantemente al medesimo voltaggio, le capacita` del link si caricano
e se la polarita` del segnale in uscita dal transmitter cambia al valore logico
opposto la linea impieghera` un tempo maggiore per transire (inter symbol
interference). Il fenomeno della de-enfasi avvicina il voltaggio del segnale alla
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Figura 2.6: Distribuzione dei byte su quattro lane
soglia di transizione diminuendo il tempo di scarica delle capacita` del link.
Inoltre il fatto che il bit immediatamente successivo ad una transizione abbia
una ampiezza superiore al precedente contribuisce a questa diminuzione del
tempo di transizione dando al segnale la forza di contrastare questi effetti
capacitivi indesiderati.
2.12 Trasmissione su lane multiple
Come gia` accennato, il protocollo PCI Express prevede una trasmissione
seriale dei pacchetti su un numero di lane da concordare preventivamente tra
il trasmitter e il receiver mediante il link training. Il numero minimo di lane
previsto e` una, mentre quello massimo e` 32, tuttavia e` possibile utilizzare
anche 2, 4, 8, 12 e 16 lane. Su queste lane vengono distribuiti i byte che
costituiscono i pacchetti per farli viaggiare sul link in parallelo come in Figura
2.6. Con questo sistema ogni singola lane opera in modo seriale (quindi senza
problemi di timing skew) ed e` il receiver che effettua una campionatura su
tutte le lane per ricostruire il segnale. Si puo` quindi affermare che si ha un
livello di comunicazione parallelo ed un altro piu` alto seriale. Inoltre, per
sincronizzare le lane, durante il link training viene misurato, per ogni lane
il tempo che occorre ad un byte per giungere al receiver in modo da poter
inserire degli appositi ritardi che facilitino la ricostruzione del flusso di dati.
Bisogna anche notare, come ulteriore vantaggio del protocollo PCI Express,
2.13. DIFFERENZE DI PRESTAZIONI TRA BUS 41
Figura 2.7: Confronto tra l’ampiezza di banda passante di alcuni protocolli
per dispositivi di Input/Output
che questa distribuzione di byte sulle lane ed il successivo raccoglimento
avviene totalmente a livello hardware, cioe` in modo del tutto trasparente
alla CPU [7].
La seguente tabella indica l’ampiezza di banda totale calcolata per ogni
possibile numero di lane utilizzato per costituire il link.
x1 x2 x4 x8 x12 x16 x32
Ampiezza di banda
complessiva (GBps)
0,5 1 2 4 6 8 16
L’ampiezza di banda del link e` stata calcolata considerando che la velocita`
di trasmissione e` pari a 2,5 Gbps per lane, che la trasmissione dei due dispo-
sitivi ai capi opposti del link avviene simultaneamente e che per ogni byte
bisogna realmente trasmettere un simbolo (10 bit) a causa del codificatore
8b/10b.
2.13 Differenze di prestazioni tra bus
Il grafico in Figura 2.7 riporta l’ampiezza di banda complessiva dei protocolli
trattati nel capitolo precedente (§1.3) in confronto al protocollo PCI Express
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Figura 2.8: Confronto tra l’ampiezza di banda passante per pin di alcuni
protocolli per dispositivi di Input/Output
utilizzato con un link x1 e x8. Risulta evidente come l’utilizzo di una sola lane
non migliori la capacita` di banda rispetto al protocollo PCI-X. Pero` bisogna
comunque ricordare che i bus paralleli limitano notevolmente il numero di
dispositivi, mentre la topologia punto-punto di un bus seriale permette, da
un punto di vista hardware, di integrare un numero di dispositivi illimitato.
A questo beneficio si aggiunge, come detto, la possibilita` di incrementare il
numero di lane per link e gia` tramite una connessione x8 la differenza di am-
piezza di banda risulta notevole. Inoltre un calcolo dell’ampiezza di banda
complessiva per un link x32 ci restituisce 16 GBps che, secondo gli ideatori
del protocollo, in futuro possono essere ulteriormente aumentati incremen-
tando la frequenza del clock fino a quadruplicare la velocita` di ogni linea
raggiungendo il limite teorico di 10 Gbps previsto per il segnale trasportato
su tracce in rame4 [27].
Osservando il grafico in Figura 2.8, riportante l’ampiezza di banda per pin,
appare chiaro un altro vantaggio del protocollo seriale PCI Express contro
i bus paralleli. Questa grandezza si ottiene dividendo la massima ampiezza
4Limite valido solo per circuiti stampati su FR-4 poiche` abbondantemente superato
dalla Silicon Pipe mediante uno stampato coassiale in rame capace di raggiungere i 40
Gbps.
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di banda raggiungibile per il numero di pin utilizzati dal connettore previsto
dallo specifico protocollo. Anche periferiche che utilizzano link PCI Express
x1 risultano avvantaggiate rispetto a qualunque protocollo che si appoggia
a bus paralleli, rendendo piu` semplice la loro integrazione all’interno del
disegno dell’intero Personal Computer.
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Capitolo 3
Il progetto LINCO
3.1 Le problematiche da affrontare
Il progetto LINCO si propone principalmente di investigare e risolvere un
problema comune a numerose attivita` di ricerca nel campo della fisica: come
poter colloquiare con un bus che ospita dispositivi periferici posizionato a
centinaia di metri di distanza. Infatti, soprattutto negli esperimenti di fisica
nucleare e particellare, e` frequente la necessita` di trasferire grandi quantita`
di dati dai rivelatori ad unita` di calcolo che si occupino di una successiva
analisi. Normalmente questa difficolta` viene risolta mediante connessioni di
tipo Ethernet su mezzi trasmissivi adeguati alle distanze in gioco. Gli in-
convenienti legati a questo tipo di soluzione sono pero` molteplici: in primo
luogo abbiamo bisogno della presenza di qualche sorta di intelligenza locale
ai due estremi del canale che gestisca la conversione e la riconversione del
protocollo Ethernet nel protocollo del bus utilizzato dalla periferica. Inoltre
gli esperimenti richiedono una sempre crescente quantita` di banda passan-
te per ospitare l’ingente flusso di dati acquisiti dai rivelatori e il protocollo
Ethernet sembra non poter soddisfare ulteriormente queste esigenze.
Un esempio puo` essere fornito dall’esperimento CMS (Compact Muon
Solenoid) ospitato dall’LHC (Large Hadron Collider) che esamina alcuni tipi
di interazioni che si suppone abbiano una probabilita` di verificarsi di uno
su 1011 e quindi stabilisce di lavorare ad una frequenza di urto tra i fasci
di protoni di 40 MHz, corrispondenti ad un numero di collisioni dell’ordine
di 109 al secondo. Disponendo di oltre 108 canali di rilevazione il flusso di
dati raccolto, una volta compresso, occupa ∼ 1 MB per evento [8], rendendo
impossibile la registrazione di tutti gli eventi su un dispositivo di archivia-
zione permanente per eseguire un’analisi dei dati in un momento successivo.
Risulta chiara la necessita` di dover effettuare una selezione degli eventi di
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Figura 3.1: Diagramma esplicativo del funzionamento di un trigger
interesse (trigger) prima di scrivere i dati su qualunque supporto.
I dispositivi che si occupano del trigger valutano ogni evento secondo al-
cuni parametri preimpostati e nel caso l’evento soddisfi questi requisiti viene
registrato, altrimenti eliminato. Durante l’esame dei dati da parte del trigger
ogni evento viene immagazzinato in un buffer e se presenta le giuste caratte-
ristiche viene estratto e scritto su una memoria permanente, pronto per una
futura analisi (vedi Figura 3.1). Tuttavia l’alta frequenza con cui gli eventi
vengono osservati nell’esperimento CMS e il necessario alto tasso di riduzione
che ne puo` permettere la memorizzazione permanente (107) non consentono
di lavorare con un solo livello di trigger. Infatti non e` possibile realizzare un
trigger cos`ı veloce da valutare tutti gli eventi (tempo morto nullo) con un
cos`ı elevato tasso di riduzione. Per ovviare a questo inconveniente si usa una
serie di due o piu` trigger: un primo livello esamina tutti i dati a disposizione
mentre un secondo lavora solo sui dati riconosciuti accettabili dal primo trig-
ger e cos`ı via. In questo modo la frequenza con cui si presentano gli eventi
ai trigger di livello superiore al primo viene ridotta lasciando piu` tempo per
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operare la selezione [9].
L’esperimento CMS impiega due livelli di trigger per ridurre il numero di
eventi da memorizzare: il primo basato esclusivamente su processi hardware
mentre il secondo richiede l’impiego di software. La frequenza con cui gli
eventi si presentano viene cos`ı progressivamente ridotta prima a 100 kHz e in
fine a 100 Hz, frequenza che ne consente l’immagazzinamento. A questi due
livelli di trigger corrispondono altrettante ampiezze di banda passante (100
GBps e 100 MBps) che richiedono reti formate da connessioni GigaEthernet
anche a 1000 nodi [8].
Un’altra caratteristica che migliora una connessione utilizzata per esperi-
menti di fisica e` la possibilita` di accedere direttamente agli spazi di memoria
di Input/Output senza l’ausilio di alcun software. In questo modo si facili-
ta il colloquio con la periferica riducendo i tempi di lettura e scrittura su
questi registri e consentendo, di conseguenza, una maggiore frequenza di ag-
giornamento delle informazioni. La trasparenza dei bridge impiegati nella
connessione rende possibile una mappatura diretta dei registri apartenenti
ai dispositivi che occupano il bus oltre il bridge nello spazio di memoria di
Input/Output.
L’inconveniente che si crea con una connessione trasparente e` l’impos-
sibilita` di utilizzare sistemi a multiprocessore con spazio di Input/Output
condiviso. Infatti se i registri di memoria sono visibili, e quindi modificabili,
da entrambi i processori si possono verificare errori irrecuperabili nelle funzio-
ni della periferica. Ad esempio si puo` presentare il caso in cui un processore
debba leggere ed elaborare dati dagli spazi di memoria condivisi e durante
l’elaborazione l’altro processore cambi i dati prelevati dal primo effettuando
una scrittura. Questa situazione porta il primo processore ad eseguire istru-
zioni non piu` corrispondenti allo stato della periferica causando un inevitabile
blocco della sua attivita`.
Il progetto LINCO si prefigge percio` di esplorare funzionalita` della con-
nessione relative alla trasparenza dei bridge da essa utilizzati per garantirne
possibilita` di impiego su achitetture a multiprocessore o meno.
Infine il progetto LINCO si propone di realizzare la connessione a distan-
za tra bus tramite un elettronica che sia in grado di resistere ai danni causati
dall’esposizione di quest’ultima ad ambienti ad alta radiazione come possono
essere quelli tipici di un esperimento di fisica nucleare all’interno di LHC. In
particolare si vuole studiare una logica in grado di far si che la connessione
possa essere ristabilita anche dopo un Single Event Upset (SEU). Questo
fenomeno e` un danno temporaneo causato da un cambiamento di stato di
un singolo bit (bit flip) dovuto all’attraversamento di un circuito integrato
da parte di una particella ionizzante, come un raggio cosmico o una parti-
cella carica pesante, che perdendo energia nella ionizzazione del mezzo che
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Figura 3.2: Particella ionizzante che attraversa il dispositivo elettronico
lasciandovi energia
attraversa lascia dietro di se una serie di coppie buca elettrone (vedi parte
sinistra della Figura 3.2). Solitamente un reset e` sufficiente per ristabilire un
normale comportamento del dispositivo colpito anche se in alcuni casi (ad
esempio quando il SEU, cambiando uno o piu` bit, fa entrare il dispositivo in
uno stato di test o di totale inattivita` o in uno stato non definito) e` richiesto
anche un reset delle alimentazioni.
Nella parte destra di Figura 3.2 e` possibile vedere anche un secondo tipo
di ionizzazione che porta alla formazione di un SEU. I protoni solitamente
non causano un SEU tramite una diretta ionizzazione, ma tramite la ioniz-
zazione da parte delle particelle prodotte dalla frammentazione del nucleo
colpito durante l’attraversamento. In questo modo un SEU puo` essere in-
nescato anche tramite particelle non cariche come i neutroni: infatti sono
gli ioni pesanti come 25Mg, provenienti da reazioni del tipo Si(n,α)Mg, che
causano la ionizzazione [10].
3.2 Le soluzioni gia` presenti
Esistono diverse soluzioni, gia` presenti sul mercato, per il collegamento di un
dispositivo di Input/Output ad una distanza superiore al metro dal bus loca-
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Figura 3.3: VME to PCI bus adapter model 620-3 (SBS Technologies)
le. Quella che risponde al maggior numero di esigenze richieste dal progetto
LINCO risulta essere il sistema proposto dalla SBS Technologies [11] costi-
tuito da un bus virtuale che puo` collegare il bus locale PCI o VME con un
bus VME dislocato a distanza. Il collegamento puo` essere realizzato mediante
un cavo in rame o fibra ottica garantendo distanze massime rispettivamente
di 8 m e 500 m. In Figura 3.3 e` visibile il modello dotato di una scheda di
interfaccia locale PCI, di un cavo in fibra ottica e di una scheda dotata di
connettore VME.
SBS Technologies non rende noto il protocollo di comunicazione del bus
virtuale supportato dal mezzo trasmissivo ottico, ma dichiara che ad un li-
vello piu` alto e` possibile considerare il bus PCI e quello VME come due bus
collegati tramite un bridge non-trasparente e dotato di controller DMA. In-
fatti esistono due sistemi di comunicazione tra i due bus: il memory mapping
e, appunto, il DMA.
1. Il memory mapping consiste nel considerare il bridge come un end-point
nel cui spazio di memoria e` possibile mappare delle aree di memoria
che contengono alcuni indirizzi appartenenti ai dispositivi che risiedo-
no oltre al bridge. Cos`ı un dispositivo PCI master potra` accedere alla
memoria del sistema VME tramite una finestra nello spazio di indiriz-
50 CAPITOLO 3. IL PROGETTO LINCO
zi PCI del bridge, e analogamente un dispositivo VME avra` accesso
alla memoria PCI da una finestra sugli spazi di indirizzi VME. Per
la creazione di queste finestre e` richiesto l’intervento di uno specifico
software che entra in gioco ogniqualvolta si desideri un aggiornamento
della mappatura.
2. I trasferimenti DMA vengono utilizzati quando e` richiesto lo sposta-
mento di grandi sezioni di dati tra i due bus. Il controller e` un integrato
che, con un minimo intervento del processore, e` in grado di spostare
dati dalla memoria del sistema PCI a quella del sistema VME. Trami-
te l’ausilio di un particolare software il controller esegue delle letture
su un bus e delle successive scritture sull’altro e al termine di questa
operazione avverte il processore mediante un interrupt.
In entrambi i casi non e` possibile comunicare dati tra i bus senza l’in-
tervento di un software (driver) per la gestione del collegamento che inevi-
tabilmente aumenta il lavoro del processore. Inoltre i tempi di accesso alla
memoria del bridge risultano piuttosto lunghi: 1,8 µs per ogni bit dal bus
PCI e 0,4 µs da quello VME. Il maggior difetto di questa soluzione risulta,
quindi, la mancanza di trasparenza del protocollo seriale utilizzato nella tra-
smissione su fibra che rende difficoltosa una frequente lettura di registri del
bus VME. Infine non e` possibile trascurare tra i difetti di questo apparato
anche l’elevato costo sul mercato.
3.3 Il progetto
Il progetto LINCO si propone di realizzare una connessione tra bus di di-
verso standard utilizzando il protocollo seriale PCI Express come tramite.
Al fine di ottenere un collegamento a lunga distanza (almeno 100 m) risulta
indispensabile sperimentare l’applicazione del mezzo trasmissivo ottico per
il trasporto dei segnali. Utilizzando la tecnologia a basso costo gia` presente
nella scheda madre e un’elettronica atta alla conversione del segnale da elet-
trico ad ottico e alla sua riconversione, potremmo realizzare la dislocazione di
una qualunque periferica. Inoltre mediante bridge opportuni, gia` disponibili
sul mercato, vogliamo ottenere un’interconnessione completamente traspa-
rente (come spiegato al paragrafo §3.1) che facilita l’accesso ai registri dei
dispositivi collocati sul bus remoto.
L’obbiettivo che viene proposto e` dunque l’estensione geografica del bus
dei dispositivi di Input/Output gia` esistente per raggiungere una periferica
dislocata ad elevata distanza invece di utilizzare uno specifico protocollo di
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Figura 3.4: Schema a blocchi dell’architettura proposta dal progetto LINCO
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comunicazione. Anche se concettualmente attuabile, quest’idea e` stata pre-
clusa per motivi tecnologici fino all’avvento della terza generazione di bus
di Input/Output (vedi Capitolo 2). Infatti solo il passaggio ad un bus se-
riale ha permesso di pensare all’utilizzo di un mezzo trasmissivo ottico per
coprire distanze dell’ordine delle centinaia di metri. L’alto numero di segnali
presenti in un bus parallelo (si pensi ai 32 o 64 segnali solo per gli indirizzi e
i dati di un bus PCI) rendeva difficoltosa la realizzazione di schede ospitanti
un pari numero di dispositivi per la conversione opto-elettronica, ma soprat-
tutto rendeva altamente dispendioso da un punto di vista economico la sua
realizzazione.
Sono previste principalmente tre tappe di sviluppo all’interno del progetto
LINCO:
1. Considerata la grande diffusione di schede madri, e soprattutto periferi-
che, native compatibili esclusivamente con lo standard PCI, viene fissa-
to come obiettivo la realizzazione di due PCB (Printed Circuit Board)
che si occupino, oltre alla conversione opto-elettonica, della conversione
PCI-PCI Express, da posizionare uno sulla scheda madre prima della
fibra ottica e l’altro all’estremita` opposta. Naturalmente riveste una
particolare importanza il fatto che i bridge utilizzati per il cambio di
protocollo siano trasparenti, altrimenti si perderebbe uno dei vantaggi
di usare lo standard PCI Express. Infatti lo spazio degli indirizzi nel
protocollo PCI Express e` lo stesso di quello previsto dal PCI con l’u-
nica differenza che e` stato ampliato lo spazio massimo di indirizzi di
configurazione per ogni device per permettere una migliore gestione dei
messaggi di riscontro di errore.
Allo scopo di realizzare un unico disegno di PCB, sia per la scheda
locale che per quella remota, utilizziamo il formato PMC (PCI Mez-
zanine Card) che consiste in una scheda che viene attaccata mediante
connettori sulla faccia di un’altra normalmente alloggiata in uno slot
della scheda madre o in un crate. In questo modo possiamo, tramite
adattatori, alloggiare il nostro circuito comprensivo della parte ottica
sia su un bus PCI che su un carrier VME (Versa Module Eurocard).
Quest’ultima scelta e` stata motivata dalla necessita` di poter dislocare
a grande distanza anche moduli di vecchia generazione antecedenti lo
standard PCI. Per questo scopo e` gia` presente sul mercato un PCB
alloggiabile su carrier VME che ospita un bridge PCI-VME e presenta
sul versante PCI dei connettori per standard PMC. Naturalmente per
poter realizzare un unico PMC e` indispensabile che il bridge lavori sia
in modo diretto che inverso, cioe` possa convertire il protocollo PCI in
PCI Express e viceversa.
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2. Progettazione e realizzazione di alcuni esemplari di carrier VME per la
connessione su crate che prevedano un bus PCI su cui poter alloggiare il
modulo PMC, un bridge verso il bus VME e un ulteriore slot PMC per
possibili espansioni (come ad esempio la realizzazione di connessioni con
altri Personal Computer mediante collegamenti di tipo daisy-chain1).
A differenza delle versioni gia` in commercio, questa scheda deve con-
tenere anche un’elettronica in grado di verificare lo stato del link (con
l’ausilio anche di un intervento a livello software) e poter intervenire
con operazioni di reset o di power-cycling2 per la gestione di eventuali
situazioni anomale che interrompano la connessione. Infatti la scheda,
in previsione di un suo possibile impiego in esperimenti di fisica delle
alte energie (come quelli che si tengno all’interno di LHC), deve essere
in grado di ripristinare automaticamente il suo funzionamento anche
dopo un Single Event Upset.
3. Caratterizzazione del funzionamento dell’intero canale trasmissivo (in
particolare la scheda PMC) in ambiente ad alta radiazione, seguendo
il protocollo usuale di qualifica dei componenti e dei sistemi elettronici
previsto per gli esperimenti di LHC: irraggiamento con protoni di 60
MeV di energia con fluenze tipiche di 5 ·1010 particelle, per una dose to-
tale di circa 3 krad, corrispondente a 10 anni di funzionamento di LHC.
Nel caso l’esito del test sia negativo, dato il basso costo di produzio-
ne delle schede, e` possibile prendere in considerazione l’opportunita` di
cambiarle dopo 3-5 anni in modo da esporle ad una dose totale minore
di radiazioni. Grazie a questa indagine si potra` avere la certezza che la
componentistica utilizzata nella progettazione delle schede e` in grado
di resistere anche a dosi di radiazione che normalmente causerebbero
danni permanenti.
In Figura 3.4 viene presentato uno schema a blocchi dell’intera architettura
del collegamento proposto dal progetto LINCO. Un PMC alloggiato, median-
te un adattatore PCI-PMC, sul bus PCI del PC locale si occupa, prima, della
conversione del protocollo da PCI a PCI Express e, poi, della traslazione su
fibra ottica tramite una coppia di transceiver. L’altro PMC, posizionato al-
l’altra estremita` del link, riporta il segnale su rame e riconverte il protocollo
nello standard PCI. Quest’ultimo PMC viene alloggiato su un carrier VME
che, operata la conversione dei segnali PCI in VME, lo connettera` all’intero
bus remoto.
1Connessione in cui i PC vengono collegati uno all’altro in modo seriale: il primo con
il secondo, il secondo con il terzo e cos`ı via.
2Spegnimento e riaccensione delle alimentazioni.
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Il lavoro svolto all’interno di questa tesi riguarda principalemte la fase di
progettazione dei moduli PMC, ma soprattutto l’investigazione e la qualifi-
cazione del protocollo PCI Express trasportato mediante mezzo trasmissivo
ottico. Infatti il principale problema incontrato nella scelta dei componenti
per la realizzazione del PMC e` il limitato budget di jitter che le specifiche PCI
Express impongono. Particolare attenzione dovra` essere posta nei transceiver
con cui si effettua il trasporto su fibra ottica del protocollo. Il jitter massimo
tollerato dal device che riceve il segnale dati e` fissato in 240 ps mentre il
massimo jitter prodotto dal device che trasmette e` di 120 ps, ne consegue
che i PMC da realizzare deve ospitare un elettronica tale da non eccedere i
120 ps di jitter.
Gran parte di questa tesi sara` dunque dedicata al problema del jitter,
mettendone in luce gli aspetti critici per il protocollo PCI Express e, nel




Prima di procedere alla progettazione e realizzazione del PMC abbiamo la
possibilita` di testare e qualificare la trasportabilita` del protocollo PCI Ex-
press realizzando il collegamento con l’ausilio di piu` schede gia` presenti in
commercio. Inoltre per la scelta dei transceiver viene adottato lo standard
SFP (Small Form factor Pluggable) che permette una semplice sostituzione
del transceiver stesso in modo da poterne valutare differenti modelli senza
dover saldare e dissaldare l’intero componente.
Per verificare in pratica la trasportabilita` su fibra ottica del bus PCI
Express utilizziamo un “device di prova” posizionato in remoto e ne control-
liamo il corretto funzionamento ed il fatto che il suo spazio di indirizzi di
configurazione sia visibile dal computer locale.
4.1 Realizzazione del test
Il funzionamento del protocollo PCI Express (pur essendo un bus seriale)
prevede, per il collegamento di un device esterno alla scheda madre, l’utiliz-
zo di otto linee nel caso di trasmissione seriale su una sola coppia di linee
(x1). Due coppie vengono utilizzate per la trasmissione e la ricezione dei
segnali dei dati in forma differenziale (PETp0, PETn0, PERp0 e PERn0),
un’altra coppia viene utilizzata per il trasporto di un clock di riferimento
differenziale per poter campionare il segnale dati (REFCLK+ e REFCLK-),
una linea (WAKE#) viene impiegata come segnale per richiedere il ripristino
dell’alimentazione di un device portato in precedenza in uno stato di attesa
e un’altra (PERST#) viene utilizzata per segnalare al device sia quando le
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alimentazioni e il clock sono stabili e entro la tolleranza sia quando e` stata
programmata una rimozione dell’alimentazione dello specifico device.
In realta`, per i nostri interessi, la necessita` di trasporto e` riservata esclu-
sivamente ai segnali dati. Infatti le stesse specifiche PCI Express prevedono
che il segnale WAKE# possa essere sostituito, dove supportato, dal BEA-
CON, un segnale inband capace anch’esso di richiedere il “risveglio” del de-
vice da uno stato di basso consumo. Ambedue i segnali vengono indirizzati
al power menagement controller (il componente logico destinato alla gestione
delle risorse di alimentazione solitamente integrato nel root complex) con la
differenza che il segnale WAKE#, essendo un segnale sideband, richiede un
tempo minore per arrivare a destinazione poiche` non necessita dell’utilizzo
di un link condiviso da tutti gli altri device insistenti sul medesimo switch.
Nella scelta del bridge PCI-PCI Express dovremo, quindi, far attenzione che
supporti la creazione del segnale BEACON.
Per quanto riguarda il segnale PERST# abbiamo deciso di non traspor-
tarlo, ma di lasciare la sua linea sempre al livello logico alto anche se in tal
modo si perde la sua funzione. Questo segnale e` stato inserito come necessa-
rio nelle specifiche per schede periferiche, ma non e` richiesto in caso di device
interni all’architettura PCI Express. Infatti il suo utilizzo e` legato alla logica
di hot plug il cui corretto funzionamento, per lo scopo del nostro esperimento,
non e` richiesto.
Il protocollo PCI Express consente l’utilizzo di uno Spread Spectrum
Clock (SSC), cioe` di un clock ad una frequenza variabile nel tempo: nello
specifico varia dallo 0% a -0,5% con una frequenza di modulazione compresa
tra 30 kHz e 33 kHz intorno alla frequenza portante di 100 MHz ± 30 kHz.
Se si vuole utilizzare questa caratteristica del clock, che riduce l’interferenza
elettromagnetica (EMI) distribuendo l’energia posseduta dal segnale su uno
spettro piu` ampio di frequenze e non solamente sulla portante e le sue armo-
niche, bisogna necessariamente che i due device agli estremi dello stesso link
siano serviti dal medesimo clock. Tuttavia lo stesso protocollo prevede la pos-
sibilita` di poter disabilitare lo spread spectrum intervenendo sul BIOS (Basic
Input/Output System), il firmware che gestisce la configurazione iniziale del-
la scheda madre. Quindi, rinunciando a questo e utilizzando un oscillatore
alla frequenza di 100 MHz in remoto non abbiamo la necessita` di trasportare
anche il clock di riferimento.
4.2 L’apparato sperimentale
L’apparato sperimentale da noi assemblato consiste di un PC dotato di sche-
da madre Asus P5GD1 costruita con architettura PCI Express e dotata di
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Figura 4.1: Compliance load board
uno slot x16 e tre x1; una scheda Intel PCI Express Compliance Load Board
(CLB) che viene utilizzata come adattatore per prelevare i segnali di tra-
smissione, ricezione e clock di riferimento da un connettore PCI Express del-
la scheda madre e indirizzarli su connettori SMA; una coppia di transceiver
JDS Uniphase OC-48 con jitter massimo dichiarato pari a 28 ps picco-picco
alloggiabili su moduli SFP Virtex II pro della Memec Design; due cavi di
fibra ottica monomodale 9/125 LSZH 100m; una scheda Intel PCI Express
Compliance Base Board (CBB) che, anche se nata con lo scopo di prelevare
il segnale dati proveniente da una periferica PCI Express alloggiata su di
essa, viene utilizzata da noi per ricreare lo slot della scheda madre dopo i
transceiver; cavi coassiali in rame con connettori SMA.
La compliance load board, visibile in Figura 4.1, grazie a quattro differenti
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footprint1 dislocati lungo il suo perimetro, puo` essere inserita su alloggiamenti
x1, x4, x8 e x16. Tutti i test sono stati svolti con questa scheda montata su
uno slot x1 della scheda madre facendo attenzione che il jumper che abilita la
linea del segnale di PRSNT# fosse inserito. In questo modo i pin PRSNT1#
e PRSNT2# x1 vengono cortocircuitati e la logica di controllo che gestisce
l’hot plug della scheda madre riconosce la presenza di una scheda x1 inserita
in quel particolare slot. Dalla compliance load board, tramite cavi in rame
con connettori SMA, vengono prelevate le coppie differenziali di trasmissione
(PETp0 e PETn0) e di ricezione (PERp0 e PERn0) per poterle collegare agli
ingressi e alle uscite del modulo SFP locale. Tramite fibra ottica i segnali
vengono trasmessi al modulo SFP remoto e, sempre tramite cavi SMA in
rame, inviati alla compliance base board.
Per poter far uscire dallo stato di reset la scheda ospitata dalla compliance
base board e` stata montata al di sotto dello slot una resistenza del valore di
3,3 kΩ tra il pin PERST# e il pin dell’alimentazione da 3,3 V. Come descritto
al paragrafo §4.1 in questo modo non possiamo togliere o inserire la scheda
tramite una procedura di rimozione sicura dell’hardware gestita attraverso
il sistema operativo, poiche` abbiamo perso il segnale indispensabile per la
gestione dell’hot plug.
Allo slot della compliance base board e` stato fornito il clock tramite
l’impulsatore Tektronix DTG5274 impostato in modo da produrre un’onda
quadra di freqenza pari a 100 MHz e ampiezza 710 mV picco-picco.
4.3 Analisi qualitativa
Per poter verificare la validita` del link PCI Express, realizzato con fibra ottica
come mezzo fisico trasmissivo, utilizziamo una scheda GigaEthernet (GE)
Syskonnect SK-9E21D inserita nello slot x1 della compliance base board e
ne controlliamo il corretto funzionamento.
Per fornire alimentazione alla compliance base board e` stato scelto l’a-
limentatore a basso rumore Agilent E3631A poiche`, utilizzando un normale
alimentatore switching usato per i PC, i PLL (Phase Locked Loop) della
GigaEthernet, responsabili della ricezione del clock e del segnale dati di tra-
smissione, non agganciavano la frequenza corretta a causa del fatto che la
tensione loro fornita era troppo instabile (circa 1 V picco-picco di ripple su
3,3 V DC di alimentazione). Questo problema deriva della mancanza, nella
compliance load board, di un filtro per le alimentazioni presente, invece, sulla
scheda madre.
1Connettore formato da una successione di contatti in rame posizionati da entrambi i
lati della scheda.
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Figura 4.2: Parte dell’apparato sperimentale: i due moduli SPF, la compliance
base board con alimentatore e l’impulsatore
Lo schema a blocchi dell’apparato sperimentale e` rappresentato in Figura
4.3a, mentre una fotografia di una sua parte e` riportata in Figura 4.2. In
primo piano sono visibili i due moduli di alloggiamento SFP collegati tramite
un doppio cavo di colore blu in fibra ottica; i cavi di colore arancione sono i
collegamenti in rame con connettori SMA mentre la scheda in secondo piano
e` la compliance base board.
Nell’accensione dell’apparato abbiamo dovuto prestare attenzione all’or-
dine in cui l’alimentazione veniva fornita ai transceiver. Infatti l’accensione
del modulo SFP remoto prima di quello locale causava un segnale di disturbo
all’uscita del transceiver remoto poiche` privo di un segnale in ingresso. Questo
rumore all’uscita portava i PLL della GigaEthernet fuori dal loro intervallo
di lavoro impedendo loro di agganciare il segnale anche in un secondo mo-
mento. Evidenza di cio` e` il continuo fluttuare della corrente di alimentazione
della compliance load board dovuto all’irregolare consumo dei PLL. Risulta,
quindi, opportuno considerare l’impiego di una logica di reset in grado di di-
sattivare e riattivare l’alimentazione all’intero PMC remoto posizionata sulla
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Figura 4.3: a) Diagramma a blocchi per analisi qualitativa con segnale di
clock generato in remoto. b) Diagramma a blocchi per analisi qualitativa con
segnale di clock trasportato mediante fibra ottica
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scheda che lo ospita.
Nonostante questi accorgimenti, lo spazio degli indirizzi della scheda Gi-
gaEthernet non risultava ancora visibile dal computer locale. Un approfondi-
to controllo dei segnali ha rivelato che il segnale differenziale REFCLK della
scheda madre presentava caratteristiche abbondantemente fuori specifiche. In
particolare una misura della frequenza ha evidenziato che il suo valore medio
si attesta intorno ai (100, 270± 0, 021) MHz (il limite massimo previsto e` di
100,030 MHz). Il sistema di campionamento del segnale dati presente sulla
GigaEthernet, lavorando ad una frequenza troppo differente rispetto al clock
di sistema, non era in grado di sincronizzarsi con il flusso di dati ricevuto.
Una volta reimpostata la frequenza dell’onda quadra in uscita dall’impulsa-
tore, una lettura degli indirizzi del device remoto ci ha garantito una corretta
comunicazione con la scheda in entrambi i versi del link. Tuttavia, non es-
sendoci un’uniformita` dei componenti prodotti per lo standard PCI Express,
non vi e` la possibilita` di ricreare il segnale di clock per la periferica mediante
un oscillatore montato sul PMC, poiche` manca la certezza che la sua fre-
quenza sia sufficientemente vicina a quella del clock della scheda madre per
garantire il corretto funzionamento del protocollo. Nasce, quindi, la necessita`
di trasportare anche il clock di riferimento tramite fibra ottica in modo da
utilizzare lo stesso clock per il bus PCI Express locale e quello remoto.
Modifichiamo l’apparato descritto in precedenza aggiungendo un trans-
ceiver JDS Uniphase OC-48 ai due moduli SFP e un cavo di fibra ottica
monomodale della medesima lunghezza utilizzata per il trasporto dei segna-
li dati. Il clock di riferimento per la compliance base board non sara` piu`
quello prodotto dall’impulsatore, ma quello proveniente dalla scheda madre.
Quiesta nuova configurazione delle connessioni e` illustrata nella Figura 4.3b.
Durante l’esperimento abbiamo potuto notare come degli interventi mo-
mentanei di interferenza elettromagnetica (EMI), causata ad esempio dal-
l’accensione di un neon nell’ambiente di laboratorio, compromettano la con-
nessione. Un rumore sulla linea di trasmissione impedisce ai PLL della Gi-
gaEthernet di seguire il corretto andamento del segnale dati non consentendo
loro neppure un successivo riaggancio. Ancora una volta l’unica soluzione per
il ripristino del corretto funzionamento del device remoto e` un reset forzato
tramite il distacco delle alimentazioni dei transceiver e della compliance base
board, in quanto non e` possibile nessun altro tipo di reset visto che dovreb-
be anch’esso transitare inband sulla linea dati. Anche se la causa di questa
sensibilita` all’EMI e` dovuta con ottima probabilita` all’impiego dei cavi coas-
siali in rame che, come si puo` notare in Figura 4.2, formano diversi archi e
sono privi di adeguata schermatura, questo inconveniente ci fornisce un altro
motivo per inserire nella scheda che ospita il PMC in remoto una logica di
reset.
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Figura 4.4: Esempio di comportamento del dispositivo trasmettitore in caso
di ricezione di un pacchetto NAK
Purtroppo, tramite una prova di banda della trasmissione Ethernet, non
e` possibile determinare se nella trasmissione PCI Express si verifichino errori.
La velocita` di trasmissione del protocollo Ethernet dipende principalmente da
tre fattori: il traffico presente nella rete, la quantita` dei dati da trasferire e la
disponibilita` di risorse che la CPU concede al driver che gestisce il protocollo.
Le prime due cause di fluttuazioni della velocita` possono essere eliminate
connettendo direttamente un’altra scheda GigaEthernet (senza dover passare
tramite un hub) e trasmettendo sempre la stessa quantita` di dati, mentre
non e` possibile conoscere con certezza come vengano influenzate nel tempo le
prestazioni dal normale impiego delle CPU (quella che gestisce la trasmissione
e quella per la ricezione).
Per ottenere una differenza nelle prestazioni di trasferimento dati, nel
caso in cui una delle due GigaEthernet sia alloggiata sulla scheda madre e nel
caso in cui la stessa sia inserita nella compliance load board, non e` possibile
calcolare una media del tempo di trasferimento di un elevato numero di invii
della stessa quantita` di dati, poiche` i processi che impegnano le CPU possono
avere una durata e una frequenza dell’ordine del secondo o addirittura del
minuto, alterando completamente o in parte una misura. Infatti la differenza
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che ci aspetteremmo di osservare in presenza di un costante traffico delle CPU
e` comunque minima considerata l’elevata diversita` di velocita` di trasferimento
dei protocolli Ethernet e PCI Express (rispettivamente 1 Gbps e 2 Gbps).
Inoltre, lo standard PCI Express prevede un protocollo di correzione de-
gli errori di trasmissione (ACK/NAK) basato sul reinvio dei pacchetti dati
pervenuti corrotti. Durante la fase di assemblaggio di ogni pacchetto viene
assegnato un numero progressivo (da 0 a 4095) e una sequenza di 32 bit
denominata LCRC (Link Cyclic Redundancy Check) calcolata, tramite un
particolare algoritmo, a partire dal contenuto dati del pacchetto stesso. L’e-
lettronica del device che riceve i dati ricalcola l’LCRC e verifica che sia uguale
a quello estratto dal pacchetto. In caso affermativo invia un pacchetto (ACK)
che permette al trasmettitore di cancellarne la copia, in caso negativo elimi-
na il pacchetto corrotto e tutti gli altri arrivati successivamente (con numero
progresivo superiore) e invia un altro tipo di pacchetto (NAK) che domanda
al trasmettitore il reinvio di tutti i pacchetti successivi a quello specificato al
suo interno.
Nell’esempio in Figura 4.4 il pacchetto arrivato corrotto al ricevitore e` il
4095 e il NAK inviato al trasmettitore indica che puo` cancellare il 4094 e di
conseguenza rispedire i successivi (4095, 0, 1, 2). Il ricevitore nel frattempo
elimina tutti i pacchetti presenti nel suo buffer che presentano un numero
superiore al 4094 compresi quelli che arriveranno dopo aver percorso l’intero
link (1 e 2 nell’esempio).
Considerando l’overhead2 e il payload3 di ogni pacchetto, la grandezza del
buffer in ricezione, il tempo necessario per analizzare il pacchetto ricevuto,
formare il NAK e rispedirlo al trasmettitore, e` possibile stimare la perdita
di tempo per ogni pacchetto giunto al ricevitore con un errore al suo interno
in circa 50 µs [4]. Quindi, considerando equiparabili gli overhead dei due
protocolli, ci accorgeremmo di una sensibile diminuzione di banda solo oltre
10000 pacchetti errati al secondo. Purtroppo non e` possibile risalire al tasso
di bit errati poiche` il protocollo ACK/NAK non e` in grado di distinguere il
numero di errori contenuto in ogni pacchetto.
La corretta trasmissione dati della scheda GigaEthernet al massimo della
sua velocita` non puo` fornirci una stima del tasso di trasmissione di bit errati,
pero` ci garantisce il buon funzionamento del protocollo PCI Express su fibra
ottica nel caso il device remoto non richieda un utilizzo di banda superiore
ad 1 Gbps.
2Informazione aggiuntiva necessaria a trasmettere l’informazione stessa dovuta al par-
ticolare protocollo di rete usato: ad esempio le istruzioni riguardanti la destinazione del
pacchetto.
3Parte del pacchetto contenente esclusivamente i dati che si vogliono inviare.
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Capitolo 5
Il jitter in un link PCI Express
5.1 Il concetto di jitter
Il jitter puo` essere definito come “La deviazione di un segnale dalla sua
posizione ideale nel tempo” [21]. Questa definizione si presta a diverse inter-
pretazioni, quindi e` bene specificare cosa si intende per “posizione ideale” e
che tipo di deviazione dobbiamo considerare.
Un receiver differenziale PCI Express misura la differenza tra due segnali
per determinare se il bit trasmesso in un particolare istante e` uno 0 o un 1
logico. Quando i due segnali assumono lo stesso valore in voltaggio diciamo
che ci troviamo al valore di attraversamento di soglia. Il receiver per rico-
noscere il bit trasmesso deve distinguere semplicemente se la differenza di
potenziale tra i due segnali e` positiva o negativa, quindi per compiere cio` con
il minor tasso di errori, dovra` posizionare l’istante di campionamento piu`
lontano possibile dai punti di attraversameto di solgia. L’intervallo di tempo
tra due attraversamenti di soglia consecutivi di un pattern 101010... definisce
il periodo del bit o Unit Interval (UI). Quest’ultimo viene estratto diretta-
mente dai dati per produrre il clock ricostruito e deve essere distinto percio`
dal periodo ideale T che e` solo una convenzione matematica per definire piu`
facilmente il concetto di jitter.
Il jitter di fase Φn e` l’accumulazione dell’errore temporale nel valutare il
momento di transizione di un bit tn rispetto al tempo ideale nT :
Φn = tn − nT (5.1)
Il jitter del singolo periodo Φ
′
n sara`, invece, dato da:
Φ
′
n = (tn − tn−1)− T (5.2)
Infine possiamo definire il cycle to cycle jitter Φ
′′
n come la differenza del
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periodo di due bit consecutivi:
Φ
′′
n = (tn − tn−1)− (tn−1 − tn−2) (5.3)
Si verifica facilmente che questi tre modi di valutare il jitter sono legati tra
loro delle seguenti espressioni:
Φ
′








Percio` da una registrazione continua dell’andamento del jitter in qualunque
delle tre forme e` possibile ricavare le atre due [13].
Per comodita` scegliamo di considerare il jitter di fase, piu` adatto a de-
scrivere le caratteristiche di un bus seriale come il PCI Express rispetto agli
altri due tipi di jitter piu` consoni alla descrizione di un bus parallelo. Infatti,
come vedremo in seguito (paragrafo §5.3), tramite il jitter di fase e` possibile
descrivere qualitativamente la chiusura di un diagramma ad occhio1.
Naturalemente nella pratica non si misura il jitter di fase poiche` il periodo
del singolo bit si discosta dal periodo ideale T variando continamente il suo
valore. Si utilizza, percio`, come rappresentazione del jitter il Time Interval
Error (TIE) che esprime la differenza temporale istantanea tra il fronte del
clock trasmesso o della sua ricostruzione e il momento di transizione tra un
bit e il successivo del flusso di dati. Infatti considerando che il flusso dei dati
al receiver deve essere campionato tramite un clock la quantita` che esprime
la bonta` del segnale puo` essere considerata il ritardo relativo tra questi due
segnali.
5.2 Classificazione del jitter
Considerando che non solo una variazione temporale del fronte del segnale,
causata ad esempio da rumore nell’oscillatore che genera il clock, contribuisce
al jitter totale, ma anche errori nell’ampiezza del segnale poiche` durante il
fronte di salita o di discesa anticipano o ritardano il momento di transizione
di soglia, possiamo classificare il jitter in tre grandi categorie a seconda delle
sue caratteristiche e delle sorgenti di errore che alterano il segnale [21]:
1. La prima e` rappresentata dal rumore casuale che si manifesta princi-
palmente come:
1Diagramma formato dalla sovrapposizione di un certo numero bit costituenti un
segnale digitale.
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- Rumore termico, associato al fluire degli elettroni nei conduttori
e proporzionale alla larghezza di banda, alla temperatura e alla
resistenza.
- Rumore shot, dovuto al passaggio della giunzione di un semicon-
duttore da parte di buche ed elettroni, proporzionale alla corrente
di polarizzazione e alla larghezza di banda.
- Flicker noise caratterizzato dallo spettro con andamento 1/f .
2. La seconda categoria di jitter e` dovuta allo stesso sistema circuitale da
analizzare e comprende: il fenomeno del crosstalk dovuto sia a radiazio-
ne dall’esterno che da linee di segnali adiacenti; effetti di dispersione;
disadattamento delle impedenze.
3. Infine esiste una categoria di jitter causata da meccanismi dipendenti
dai dati stessi. Le principali cause di questo jitter sono: l’intersym-
bol interference (ISI), il duty-cycle distortion (DCD) e una periodicita`
pseudo casuale nella sequenza di bit.
Un’altra possibile classificazione del jitter consiste nel dividere le sorgenti in
limitate e illimitate. Le prime sono caratterizzate dal creare una deviazione
di fase i cui valori rimangono nel tempo all’interno di un intervallo finito.
Questo tipo di jitter viene chiamato deterministico (DJ). Le seconde, invece,
non raggiungono mai un massimo o un minimo assoluto e l’intervallo ten-
de progressivamente ad aumentare. Poiche` questo comportamento e` tipico
del rumore casuale viene chiamato random jitter (RJ). Il jitter deterministi-
co viene descritto da un valore picco-picco ottenuto sommando il massimo
avanzamento al massimo ritardo di fase, mentre il random jitter viene espres-
so come un valore RMS e viene assunto che segua una distribuzione Gaus-
siana. Quest’ultima affermazione si fonda sul concetto che il random jitter
segue il comportamento di un gas di Fermi di elettroni in un conduttore che
induce variazioni nel tempo che seguono, appunto, una distribuzione Gaus-
siana [15]. Poiche` i vari fattori che contribuiscono al random jitter non sono
correlati (per definizione) dovemo sommarli quadraticamnte per ottenere il
random jitter totale, infatti la convoluzione di due distribuzioni Gaussiane





2 + · · ·+ σ2N (5.6)
Sfortunatamente non possiamo affermare con certezza che anche le com-
ponenti del jitter deterministico siano tra loro scorrelate. Ad esempio se il
transmitter invia un segnale affetto da duty-cycle distortion lungo un mezzo
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Figura 5.1: Classificazione del jitter
trasmissivo con una limitata banda passante questa contribuira` alla forma-
zione di un inter symbol interference differente rispetto al segnale privo di
duty-cycle distortion. Nel caso in cui le cause di jitter deterministico siano
completamente scorrelate i valori delle sue varie componenti si sommerebbe-
ro per creare il jitter detereministico totale, altrimenti la somma dara` una
sovrastima:
DJTotale(p− p) ≤ DJ1(p− p) +DJ2(p− p) + · · ·+DJN(p− p) (5.7)
Purtroppo non e` possibile calcolare il grado di correlazione dei singoli com-
ponenti del jitter deterministico: possiamo valutare separatamente le com-
ponenti cercando di minimizzarle tutte tranne quella in esame e possiamo
valutare il loro totale, ma non possiamo conoscere con esattezza come si in-
fluenzano l’un l’altra. In Figura 5.1 viene rappresentato come possa essere
scomposto il jitter totale (TJ) nelle sue varie componenti.
Vediamo ora alcune cause di jitter deterministico in dettaglio [16].
5.2.1 Inter Symbol Interference
Principale causa del jitter dipendente dal segnale e` legato al problema della
limitazione della banda passante del transmitter, del mezzo fisico trasmissivo
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o del receiver. Il fatto che il tempo di salita e di discesa del segnale non
sia istantaneo porta ad una variazione dell’ampiezza del segnale dipendente
dalla particolare sequenza dei bit. Ad esempio con una lunga serie di bit
al valore logico alto l’ampiezza del segnale si posizionera` al suo massimo
valore superiore, ma se il bit successivo riporta un valore logico basso il
segnale impieghera` un tempo maggiore per raggiungere il livello di soglia e
quindi avremo un contributo positivo al jitter. Inoltre l’ampiezza del segnale
al valore logico basso sara` attenuata se il bit successivo e` di nuovo alto poiche`
il segnale non avra` il tempo di raggiungere il valore massimo negativo. Questo
si traduce in un contributo negativo al jitter.
Altri fenomeni che contribuiscono all’ISI sono eventuali riflessioni del se-
gnale dovute a terminazioni non ideali o discontinuita` di impedenza del mezzo
trasmissivo. Le riflessioni dei vari fronti del segnale si traducono in una distor-
sione dell’ampiezza del segnale stesso con qualche bit di ritardo. Se queste si
manifestano vicino ad un fronte di tranzizione modificano il tempo necessario
al cambio di stato. Un attenuazione del segnale causera` un contributo nega-
tivo al jitter poiche` il segnale si trovera` piu` vicino al livello di transizione,
viceversa nel caso di un incremento di ampiezza.
5.2.2 Duty-Cycle Distortion
Nel caso in cui il transmitter possieda un offset del livello ideale di soglia il
duty cycle si discostera` dal normale valore di 50% e produrra` un contributo
positivo al jitter durante il fronte di salita ed un uguale negativo durante
la discesa. Teoricamente in presenza di solo jitter dovuto a DCD la funzio-
ne che descrive l’andamento nel tempo del jitter possiedera` una frequenza
fondamentale pari alla meta` della frequenza del clock.
Altre cause di DCD possono essere l’assimmetria nelle velocita` di salita e
discesa del segnale, o un isteresi del discriminatore del receiver, ma gli effetti
sul jitter presentano gli stessi aspetti del caso in cui ci sia un offset della
soglia di transizione.
5.2.3 Jitter periodico
Problemi di crosstalk, EMI o disaccoppiamento delle alimentazioni solita-
mente possiedono caratere periodico e possono essere correlati o meno con
il segnale dei dati. Ad esempio un rumore periodico proveniente dall’alimen-
tatore trasmesso sul segnale grazie ad un inefficace disaccoppiamento delle
alimentazioni puo` essere considerato scorrelato poiche` non contiene necessa-
riamente la stessa frequenza di clock. Diversamente nel caso ci sia un accop-
piamento del segnale con un altra linea adiacente trasportante anch’essa un
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segnale basato sul medesimo clock ci troviamo in presenza di jitter periodico
(PJ) correlato. L’accoppiamento consiste in una distorsione dell’ampiezza e
quindi, come nel caso dell’ISI dovuto a riflessione, se avviene in prossimita`
di una transizione tra gli stati logici contribuisce al formarsi del jitter.
5.3 Diagramma ad occhio e BER
Un modo molto pratico e intuitivo per osservare il jitter nelle trasmissioni
seriali di dati e` rappresentato dal diagramma ad occhio. Esso consiste in una
sovrapposizione di tutte le forme d’onda del segnale catturate partendo prima
da un bit e poi procedendo al successivo. Il diagramma ad occhio fornisce
uno strumento visuale molto efficace nella determinazione qualitativa del
jitter, infatti maggiore e` il jitter piu` piccola risulta l’“apertura” dell’occhio
(il TJ corrisponde alla “chiusura” dell’occhio). Come si puo` vedere dalla
Figura 5.2: Relazione tra il diagramma ad occhio e la curva del BER
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Figura 5.2a e 5.2b dal diagramma ad occhio si estrae facilmente la funzione
che rappresenta la densita` di probabilita` del jitter (PDF) istogrammando il
numero di attraversamenti della soglia di transizione rispetto alla posizione
nel tempo [17].
Il Bit Error Ratio (BER) viene definito come:





dove (t,V) e` la posizione del punto di campionamento e Nerr(t, V ) e` il numero
di errori che vengono commessi su un numero totale N di bit trasmessi.
Un errore viene riscontrato se l’ampiezza del segnale non supera il valore
V ad un determinato istante t. Poiche` nella nostra trattazione non ricopre
una particolare importanza l’errore nell’ampiezza del segnale, come vedremo
in seguito, considereremo la funzione BER dipendente esclusivamente dalla
posizione nel tempo t. Dal momento che il BER rappresenta la probabilita`
che si verifichi un errore nella determinazione dello stato di un bit puo` essere
calcolato tramite la funzione di densita` cumulativa relativa alla distribuzione










dove ρT e` la densita` di transizione, cioe` il rapporto tra il numero di transizioni
e il numero totale di bit.
Se si vuole dare una misura quantitativa dell’apertura dell’occhio (Eo) bi-
sogna specificare a quale valore di BER ci si riferisce. In Figura 5.2c possiamo
osservare come l’apertura sia ricavata dalla differenza tra le curve destra e
sinistra che compongono la funzione BER(t). Il jitter totale, ad un dato
valore di BER, possiamo ricavarlo come differenza tra il periodo ideale T e
l’apertura dell’occhio.
TJ(BER) = T − Eo(BER) (5.10)
L’istante ideale per eseguire il campionamento si trova a meta` periodo dove
riscontriamo la minore probabilita` di incontrare un errore, tuttavia la PCI
Express base specification [5] ammette che si possa trovare nella regione in
cui la funzione BER vale meno di 10−12.
La PDF, rappresentando la distribuzione del jitter totale, puo` essere vista
come l’integrale di convoluzione della distribuzione del jitter deterministico
e del random jitter:
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Poiche` DJ e` limitato lo sara` anche la sua distribuzione, quindi gli estremi di
PDFTJ devono essere composti solo dall’andamento Gaussiano di PDFRJ .
















Se si considera limitata la distribuzione del jitter deterministico possiamo











dove A, cR e cL sono costanti dipendenti dalla particolare distribuzione del
jitter deterministico [15]. Quindi partendo dalla curva misurata della distribu-
zione del jitter (la parte evidenziata della Figura 5.2b) possiamo interpolare
con una curva Gaussiana le code di PDFTJ determinando, cos`ı, la densita` di
probabilita` riguardante istanti di transizione molto rari che non compaiono
nell’istogramma della PDFTJ poiche` rilevato in un tempo finito. In Figura
5.2c notiamo proprio come le code interpolate vadano a costituire la parte
di maggior interesse della funzione BER che altrimenti avremmo potuto rap-
presentare solamente ad un ordine di grandezza in meno del reciproco del
numero di transizioni acquisite nel formare l’istogramma della probabilita` di
distribuzione del jitter totale [20].
5.4 Modello a doppia delta di Dirac
Il modello a doppia delta di Dirac e` un utile strumento per esaminare il jitter
totale e si basa su 4 assiomi:
1. Il jitter puo` essere separato in due categorie, il RJ e il DJ.
2. RJ segue una distribuzione Gaussiana che puo` essere interamete de-
scritta con un unico paramentro: l’ampiezza della Gaussiana σ.
3. DJ segue una distribuzione formata da due delta di Dirac separate da
una quantita` pari al valore del DJ, cioe` puo` assumere solo il valore di
massimo jitter.
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4. Il jitter e` un fenomeno stazionario, cioe` una sua misura lungo un de-
terminato intervallo di tempo e` indipendente dal momento di inizio di
tale intervallo.
I primi due assiomi sono gia` stati discussi nei paragrafi precedenti. Il terzo
fornisce un modello ben definito e facilmente utilizzabile direttamente dagli
strumenti di rilevazione per descrivere il jitter deterministico. Chiamando µR





[δ(t− µL) + δ(t− µR)] (5.16)
La scelta della distibuzione formata da due delta di Dirac tra tutte le di-
stribuzioni limitate semplifica notevolmente l’integrale di convoluzione con
la distribuzione Gaussiana grazie alla proprieta` di neutralita` della delta di
Dirac per tale operazione. Infatti una delta di Dirac centrata in determina-
to punto in convoluzione con una qualsiasi distribuzione ha la proprieta` di
traslarla centrandola in quel preciso punto. In Figura 5.3 possiamo vedere co-
Figura 5.3: Convoluzione tra due delta di Dirac separate di DJδδ e una
Gaussiana di ampiezza σ
me la convoluzione tra il random jitter e il jitter deterministico previsto dal
modello restituisca una distribuzione formata da due Gaussiane con media
µR e µL. Possiamo pensare che tale modello consideri la chiusura dell’oc-
chio composta da una quantita` deterministica costante nel tempo e pari a
DJδδ = µR − µL e da una quantita` casuale dipendente dal valore del BER.
Il quarto assioma non e` completamente verificabile nella realta` poiche`
tutti gli strumenti di misura catturano una quantita` finita di dati e succes-
sivamente gli analizzano interrompendo l’acquisizione. Nessuna tecnologia
analizza un flusso continuo di dati e quindi non e` possibile verificare con
precisione se c’e` o meno stazionarieta` nel jitter (se non a posteriori tramite
test statistici).
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E’ imporante notare come il valore di DJδδ non sia una stima del jitter
deterministico. La distribuzione di probabilita` del jitter totale avra` una forma
certamente molto differente dalla somma di due curve Gaussiane, pero`, poiche`
le due delta di Dirac sono una distribuzione limitata, asintoticamente avranno
lo stesso comportamento. Generalmente il valore del jitter deterministico
che si estrae dalla sua distribuzione come l’intervallo lungo l’asse dei tempi
minimo adatto a contenerla e` superiore al valore di DJδδ estrapolato dalla
medesima PDFTJ .
5.4.1 Il coefficiente Q
Per capire meglio come la componente casuale del jitter si relazioni con il
BER e` conveniente linearizzare quest’ultima funzione introducendo una nuo-
va variabile: Q. Supponiamo inizialmente PDFTJ una distribuzione Gaussia-
na, utilizzando l’equazione 5.9 riferita al solo ramo sinistro della curva che ci



















Che riscrivendola tramite la complementary error function e la error function
diventa
BERL(Q) = ρT erfc(
Q√
2
) = ρT (1− erf( Q√
2
) (5.20)






Il medesimo ragionamento puo` essere fatto per il ramo destro della funzione













Tabella 5.1: Coefficiente moltiplicatore Q al variare del Bit Error Ratio
Anche se non esiste un’espressione analitica della erf−1, essa viene ricavata
per via numerica [15]. In tabella 5.1 riportiamo alcuni valori di Q calcolati
per differenti valori di BER.
PDFTJ puo` essere rappresentata con una distribuzione Gaussiana solo nel
caso in cui il jitter deterministico sia zero, in tutti gli altri casi, analogamente
al caso della funzione BER(t), la funzione Q(t) approssima per t → ±∞
l’andamento di Q(BER) espresso dall’equazione 5.22 presa, adesso, valida
per ogni distribuzione per definizione.
Fissare un livello di BER equivale, quindi, a stabilire un valore del random
jitter per il quale il contributo che la distribuzione Gaussiana da alla chiusura
dell’occhio e` pari a QBER · σ. Secondo quanto detto la chiusura dell’occhio
nel modello a doppia delta di Dirac risultera` data dall’equazione:
TJ(BER) = 2QBER · σ +DJδδ (5.23)
Il coefficiente Q ci fornisce un modo per valutare l’andamento delle code
della PDFRJ con l’aumentare del tempo, considerando eventi che non sono
stati raccolti nell’istogramma che ci determina la PDFTJ a causa di una
limitazione temporale.
5.5 Funzione di trasferimento del Jitter
Per conoscere come il jitter del segnale in uscita dal transmitter possa mo-
dificarsi e contribuire alla chiusura del diagramma ad occhio e` importante
conoscere la sua funzione di trasferimento. La nostra trattazione avra` uno
scopo qualitativo nel valutare l’andamento della funzione di trasferimento
nell’architettura PCI Express, in modo da poter attribuire un preciso contri-
buto al jitter complessivo per ogni elemento della catena elettronica partendo
dal PLL del transmitter fino alla ricostruzione del segnale al receiver.
Inizialmente ricaviamo la funzione di trasferimento dei PLL utilizzati dai
transmitter e dai receiver di un link PCI Express e nel paragrafo successivo
la utilizziamo per trovare la funzione di trasferimento dell’intero link.
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5.5.1 Funzione di trasferimento di un PLL
Figura 5.4: Schema a blocchi di un PLL
Definiamo funzione di trasferimento di un PLL (Figura 5.4) H(s) il rap-





L’uscita del Phase Detector (PD) contiene una componente in dc pari a
Kp(Φo−Φi) e altre componenti ad alta frequenza che pero` non prendiamo in
considerazione perche` attenuate dal filtro passa basso (LPF) che supponiamo
dominato da un polo di primo ordine con una frequenza di taglio pari a ωf .
Poiche` il compito del Voltage Controlled Oscillator (VCO) e` quello di derivare
il segnale al suo ingresso e moltiplicarlo per un fattore Kv la funzione di
trasferimento totale a loop aperto sara` data da:






Il guadagno dell’anello e` pari alla funzione di trasferimento a loop aperto
poiche` il fattore di trasmissione della maglia di controreazione β e` unitario.
Quindi possiamo ricavare la funzione di trasferimento a loop chiuso:
H(s)|chiuso = H(s)|aperto




Poiche` la frequenza di aggancio di un PLL e` dell’ordine di ωf per migliora-
re l’ampiezza dell’intervallo di acquisizione sarebbe opportuno stabilire un
valore sufficientemente elevato per questa frequenza. Cio` e` in contrasto con
la funzione del filtro passa basso che richiede una frequenza di taglio abba-
stanza piccola da poter filtrare il ripple in ingresso al VCO. Per risolvere il
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problema si introduce un Frequency Detector (FD) in aggiunta al PD in mo-
do da aiutare l’aggancio facendo oscillare il VCO ad una frequenza prossima
a quella del segnale di ingresso prima che il PD entri in azione. Il meccanismo
Figura 5.5: PLL con aggiunta di un Fase Detector per aumentare l’intervallo
di acquisizione
e` illustrato in Figura 5.5.
E’ possibile inglobare i due loop in un unico circuito che faccia sia da
inseguitore di fase che di frequenza. Il circuito in Figura 5.6, denominato
Charge-Pump PLL (CP PLL), ne e` un esempio. Gli ingressi dei Flipflop di
tipo D sono connessi al livello logico alto e le uscite QA e QB entrano in
un AND che funge da reset. In questo modo connettendo ai clock Vi e Vo
otterremo che quando Vi e` alto QA si alza e quando anche Vo si alza QB fa
scattare il reset (dopo circa 5 tempi di ritardo introdotti delle porte NAND
e NOR che deve attraversare) che riporta le uscite dei Flipflop al livello
logico basso. La differenza tra i valori medi dei segnali QA e QB rappresenta
la differenza di fase o frequenza tra i due segnali (Figura 5.7). Quindi si
inseriscono due sorgenti di corrente ±I comandate da due interruttori, S1
e S2, legati al variare di QA e QB che caricano un condensatore. Il valore
di Vc aumentera` solo nel tempo in cui QA e` alto e QB e` basso. Portando in
ingresso ad un VCO il segnale Vc otteniamo un CP PLL capace di variare ωo
portandola verso ωi quando la differenza delle due e` elevata, e operare come
un PD quando e` sufficientemente piccola.
Per calcolare la funzione di trasferimento del CP PLL trascuriamo gli
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Figura 5.6: Charge pump PLL
impulsi stretti che fanno scattare il reset e supponiamo agli ingressi dei Flip-
flop due segnali di periodo T . Al tempo t = 0 introduciamo uno sfasamento
del tipo ∆φ = φ0u(t) dove u(t) rappresenta la funzione a gradino. Come
conseguenza QA o QB produrranno impulsi di ampiezza φ0T/2pi che faranno
aumentare Vc di una quantita` pari a (I/C)φ0T/2pi per ogni periodo. Appros-
simando Vc con una retta, cioe` passando da un sistema tempo discreto ad




φ0u(t) · t (5.27)




















In questo modo abbiamo ottenuto una funzione di trasferimento con due
poli sull’asse immaginario per s1,2 =
√
IKv/2piC. Per ovviare all’instabilita`
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Figura 5.7: Andamento di Vc nel tempo











Funzione di trasferimento che presenta instabilita` solo nel caso IKv = 0 dove
i due poli sono coincidenti nell’origine [12].
5.5.2 Ricostruzione del clock e dei dati
Figura 5.8: Phase interpolator CDR
Parte fondamentale dell’architettura PCI Express, e di tutti gli standard
di comunicazione seriale con velocita` di trasmissione superiore ad 1 Gbps,
e` il dispositivo di ricostruzione del clock. L’operazione di ricostruzione dei
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Figura 5.9: PLL CDR
dati avviene, poi, campionandoli con il clock rigenerato. Quest’ultimo puo`
adoperare il clock di riferimento (generato al remoto o trasmesso dal locale)
o estrarlo dal flusso di dati, in Figura 5.8 e 5.9 vegono rappresentate le due
situazioni. Il primo modello di CDR viene denominato Phase Interpolator
(PI) CDR ed e` in grado di percepire la differenza tra la fase del clock di
riferimento e la fase dei dati trasmessi e modificare appositamente il momento
di campionamento per posizionarlo al centro del bit. Il secondo modello,
chiamato PLL CDR non utilizza il clock di riferimento al receiver e, quindi,
presenta una migliore sincronizzazione di fase tra il clock rigenerato e i dati.
Le migliori prestazioni di questo’ultimo tipo di CDR sono accompagnate pero`
da un maggior consumo, ma, soprattutto, da un maggior costo di produzione.
Poiche` il protocollo PCI Express nasce come connessione a basso costo le
sue specifiche considerano che possano essere usati anche PI CDR, in modo
tale che se un dispositivo adotta un PLL CDR non avra` difficolta` a rientrare
nelle richieste massime di jitter [14].
Ricaviamo, quindi, la funzione di trasferimento del jitter nel caso in cui
il receiver sia dotato di un circuito di ricostruzione che utilizza un clock di
riferimento.
5.5.3 Funzione di trasferimento del PI CDR
Chiamiamo x(t) il jitter di fase di cui e` affetto il clock di riferimento mentre
X(s) e` la sua trasformata di Laplace. HTx(s) e HRx(s) rappresentano le
funzioni di trasferimento rispettivamente del CP PLL al transmitter e al
receiver, infine HCDR(s) e` la funzione di trasferimento del CDR. Come visto
al paragrafo §5.5.1 HTx(s) e HRx(s) sono date dall’equazione 5.31. HCDR(s)
ricopre un ruolo cruciale per la funzionalita` della connessione PCI Express dal
momento che riveste il compito di filtro determinando quali frequenze di jitter
non debbano contribuire alla chiusura dell’occhio. Poiche` il protocollo prevede
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che venga utilizzato un clock modulato (Spread Spectrum Clock) del valore
nominale di 100 MHz e` importante che sia un filtro passa alto in modo da
escludere le frequenze della modulazione che hanno un valore tipico intorno ai
30 kHz. Per questo scopo il CDR utilizza l’algoritmo 250/3500 UI che consiste
nel calcolare la frequenza e la fase del clock con cui campionare minimizzando
la somma degli scarti tra i punti di transizione di 3500 campioni consecutivi
del segnale e i punti di transizione del clock ricostruito e misurare il jitter
usando i punti di transizione di 250 campioni consecutivi presi al centro
dell’intervallo dei 3500 [22].
Per valutare HCDR(s) cominciamo a calcolare la chiusura dell’occhio
HCDR(t) che sara` dovuta alla differenza tra il jitter masssimo e quello minimo:
HCDR(t) = Φn−J(t)− Φn−K(t) (5.32)
Dove J e K denotano l’indice di quel particolare UI all’interno dei 250 do-
ve si veridica rispettivamente la deviazione massima positiva e negativa.
Utilizzando la definizione di jitter di fase data dall’equazione 5.1 otteniamo:
HCDR(t) = (tn−J − tn−K)− (J −K)T (5.33)
Nel nostro caso il periodo ideale T viene valutato, come descritto in prece-
denza, su un campione di 3500 UI. Per semplificare il calcolo assumeremo un





Sostituendo 5.34 in 5.33 e trasformando secondo Laplace otteniamo:
HCDR(s) = e
−s(t1750+JT ) − e−s(t1750+KT ) − J −K
3500
(1− e−st3500) (5.35)
Un calcolo effettuato dal gruppo PCI-SIG evidenzia che HCDR(s) mostra un
andamento del tipo filtro passa alto con uno zero di terzo ordine nell’origine
e un polo di terzo ordine alla frequenza di 1 MHz e un guadagno pari a 2. In
Figura 5.10 vengono riportate le due funzioni di trasferimento sovrapposte
[13].
Per calcolare il jitter dopo il CDR ci serviamo del modello matematico in
Figura 5.11 ricavato dal circuito in Figura 5.8. Il jitter del clock di riferimento,
X(s), viene inviato sia al PLL del trasmitter che del receiver. Questi due
dispositivi introducono un jitter che chiamiamo rispettivamente NTx e NRx.
Il mezzo trasmissivo, qualunque esso sia, aggiungera` al jitter un contributo,
Nm, dovuto a dispersione, ISI, crosstalk e riflessione. Un altro contributo al
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Figura 5.10: Risposta in frequenza dell’algoritmo 250/3500 UI in confronto
con un filltro passa alto del terzo ordine
Figura 5.11: Modello matematico equivalente per lo studio della funzione di
trasferimento del jitter in un link PCI Express in presenza di PI CDR
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jitter viene dato dalla differenza di cammino tra il percorso dei dati e quello
del clock di riferimento. Poiche` NRx e` scorrelato questo offset tra le linee
aumenta solo HRx e quindi possiamo considerarlo direttamente inglobato
nell’espresione di HRx. Il motivo dell’inserimento dell’operatore di differenza
e` che il jitter che contribuisce alla chiusura dell’occhio e` la differenza tra
il jitter accumulato dai dati e dal clock di riferimento. Infine all’uscita del
CDR otterremo Y(s), trasformata di Laplace della differenza temporale tra
il punto di transizione dei dati e quello del clock che ci indica la chiusura
dell’occhio. Sommando tutti i contributi e raggruppandoli opportunamente
otteniamo:









In questo modo possiamo distinguere quattro tipi di contributi al jitter totale
Y (s) dovuti separatamente al clock, al transmitter, al mezzo trasmissivo e
al receiver [18]. Il jitter introdotto dal transmitter, dal mezzo e dal receiver
viene formato dalla funzione di trasferimento HCDR, cioe` viene filtrato in
modo passa alto e non e` possibile alzare la frequenza di taglio per diminuire
il jitter senza intervenire sull’algoritmo 250/3500 UI imposto dal protocollo.
Il jitter presente nel clock di riferimento viene invece filtrato dalla differenza
di due filtri passa basso e da un passa alto, ottenendo complessivamente un
filtro passa banda. Nel caso in cui HTx e HRx fossero perfettamente identici
X(s) non contribuirebbe alla chiusura dell’occhio. In pratica differenze tra le
funzioni di trasferimento di due PLL si riscontrano anche nel caso in cui siano
prodotti dallo stesso costruttore, abbiano lo stesso disegno e appartenano al
medesimo lotto di produzione. Per stringere la banda passante e` comunque
possibile intervenire sulla frequenza di taglio dei PLL cercando di alzarla il
piu` possibile, nei limiti imposti, come gia` descritto al paragrafo §5.5.1, dal
filtro LPF. Il limite teorico superiore per la stabilita` di un PLL con in ingresso
un segnale a 100 MHz viene dichiarato dai costruttori come 22 MHz [13].
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Capitolo 6
Misurazioni del Jitter
Durante questo capitolo utilizzeremo l’aggettivo “locale” per indicare tutti gli
elementi che compongono il link PCI Express compresi tra il Root Complex
(primo elemento della rete di collegamenti in un’architettura PCI Express,
vedi paragrafo §2.4) e il tratto di fibra ottica, mentre definiremo “remoti”
tutti quelli successivi. Secondo la PCI Express Card Electromechanical Spe-
cification 1.0a [6], quando il device PCI Express si trova posizionato su una
scheda connessa in un alloggiamento della scheda madre, le piste che ospitano
i segnali differenziali del link sono composte da due parti: “Add-in card” e
“System board”. Le prime riguardano le due coppie di piste che partono dalla
striscia di pin della scheda remota che ospita il device esterno fino al receiver
del device stesso; le seconde partono dal transmitter locale e terminano nel
suo connettore (vedi Figura 6.1). Secondo questa definizione il mezzo tra-
smissivo viene diviso in due parti e vengono specificati i valori massimi di
jitter da rispettare nelle due singole componenti.
Nel nostro caso alle piste in rame che trasportano i segnali differenziali
abbiamo aggiunto un tratto in fibra ottica che decidiamo di far rientrare nel
tratto di link System board in modo che a quest’ultimo, dopo il connettore si
aggiungano le piste in rame fino al transceiver locale di trasmissione, la fibra
e il transceiver remoto di ricezione. Secondo questa convenzione, se vengono
rispettati i valori massimi di jitter System board imposti dal protocollo, il bus
PCI Express viene perfettamente trasportato indipendentemente dal device
che viene utilizzato in remoto.
Prima di riportare i dati ottenuti riguardo al jitter introdotto dal link, esa-
miniamo la linearita` della catena opto-elettronica per poter spiegare la per-
dita della de-enfasi (vedi paragrafo §2.11) nel segnale raccolto dopo il trans-
ceiver remoto. Infatti il motivo di questo peggioramento delle caratteristiche
del segnale va ricercato nell’introduzione della catena opto-elettronica atta
a convertire il segnale elettrico in ottico e, dopo averlo trasportato mediante
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Figura 6.1: Suddivisione del link PCI Express nel caso di schede esterne
alloggiabili sulla scheda madre
fibra ottica, riconvertirlo in elettrico.
6.1 La catena opto-elettronica
Un sistema di comunicazione ottica e` costituito pricipalmente da tre compo-
nenti: un trasduttore ottico-elettrico che converte i dati dalla forma elettrica
a quella ottica (ad esempio un diodo laser che produce luce quando sollecitato
da un valore logico alto e rimane spento per un valore logico basso), una fibra
ottica che trasporti la luce prodotta dal laser e un fotorivelatore (ad esempio
un fotodiodo) che, sensibile ai fotoni, riconverta il segnale in elettrico.
Con l’utilizzo di fibre ottiche molto lunghe (centinaia di metri) la luce
subisce una considerevole attenuazione lungo il percorso, quindi, il laser deve
produrre un’elevata intensita` luminosa (decine di milliwatt) e, contempora-
neamente, il fotodiodo deve avere un’alta sensibilita` ai fotoni e amplificare
il segnale a basso rumore. Queste considerazioni aumentano i componenti
che costituiscono il sistema ottico: sara` necessario un laser driver capace di
iniettare nel diodo laser grandi quantita` di corrente, un amplificatore a tran-
simpedenza che converta il segnale in corrente, proveniente dal fotodiodo, in
tensione. Nel caso l’ampiezza del segnale all’uscita dell’amplificatore a tran-
simpedenza non sia sufficiente a raggiungere il valore in tensione del livello
logico previsto dal protocollo di comunicazione, sara` necessario aggiungere
un amplificatore ad alto guadagno (limiting amplifier).
Il diodo laser e` un dispositivo a semiconduttore capace di produrre luce
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Figura 6.2: Curva caratteristica ingresso-uscita di un diodo laser
(non necessariamente nel campo del visibile) quando sollecitato da una cor-
rente elettrica. I diodi laser, rispetto ai LED, presentano una riga spettrale
piu` stretta, si puo` parlare di luce monocromatica, e inoltre generano un fascio
piu` focalizzato che puo` percorrere maggiori distanze mantenendo una piccola
divergenza spaziale.
La Figura 6.2 rappresenta la potenza di emissione luminosa del laser in
funzione della corrente in ingresso. Il diodo laser puo` lavorare linearmente tra
due correnti di soglia che delimitano una zona di spegnimento del laser e una
zona di saturazione. Per piccole correnti i fotoni emessi saranno principalem-
te quelli generati da emissione spontanea, mentre aumentando la corrente si
passa ad un emissione stimolata dove ogni fotone prodotto causera` il passag-
gio di un portatore di carica dalla banda di conduzione a quella di valenza
con la conseguente emissione di un altro fotone. Al valore logico basso non
viene, quindi, attribuita la corrente nulla poiche` si avrebbe per ogni transi-
zione un ritardo casuale nell’emissione, introdotto dall’attraversamento della
zona di spegnimento, e dovuto alla natura casuale dell’emissione spontanea.
La luce emessa dal diodo laser viene trasportata all’interno della fibra ot-
tica fino all’altra estremita` del link dove il fotodiodo la riconverte in corrente.
Quando i fotoni colpiscono la giunzione PN del fotodiodo vengono assor-
biti ed eccitano elettroni della banda di valenza che passano alla banda di
conduzione. In questo modo si creano le coppie elettrone-buca portatrici di
carica. Nel caso l’energia trasportata da ogni fotone sia superiore al salto
energetico tra banda di valenza e banda di conduzione la corrente generata
dal fotodiodo sara` linearmente proporzionale alla potenza ottica [12].
La corrente single-ended prodotta dal fotodiodo viene amplificata e con-
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Figura 6.3: Schema funzionale dell’amplificatore a transimpedenza Max3725
per standard SFP
vertita in sengale differenziale dall’amplificatore a transimpedenza. Esistono
diferenti modi di realizzare circuitalmente un amplificatore a transimpedenza,
in Figura 6.3 riportiamo come esempio lo schema funzionale dell’amplifica-
tore a transimpedenza Max3725 prodotto dalla Maxim per standard SFP.
Questo amplificatore comprende uno stadio di amplificazione a transimpe-
denza, uno stadio amplificatore in voltaggio e un circuito di feedback per
eliminare la componente DC della corrente in ingresso. Il primo stadio e`
composto da un operazionale con in feedback una resistenza RF che converte
la corrente in ingresso in voltaggio all’uscita dell’operazionale. In parallelo ad
RF sono presenti due diodi che limitano l’ampiezza del segnale in uscita in
caso di grandi correnti in ingresso. Il secondo stadio provvede a convertire il
segnale da single-ended a differenziale e ad amplificarlo. Il circito di cancella-
zione della componente continua della corrente fa si che il segnale in ingresso
all’amplificatore a transimpdenza sia centrato nel suo intervallo lineare di
amplificazione. Il pin FILTER viene utilizzato per prelevare la corrente con-
tinua di compensazione o, eventalmente, per disabilitare questa funzione. In
fine le uscite sono disegnate in modo da poter lavorare con un carico di 100
Ω differenziale.
Anche nell’amplificatore a transimpedenza, quindi, e` garantita la linearita`
tra ingresso ed uscita. La Figura 6.4 fornita dal costruttore dell’amplificatore
riporta l’intervallo di lavoro utilizzabile garantendo la validita` della curva
fino ad una velocita` di 3,2 Gbps.
L’ampiezza del segnale in uscita dall’amplificatore a transimpedenza e` so-
6.1. LA CATENA OPTO-ELETTRONICA 89
Figura 6.4: Curva caratteristica ingresso-uscita dell’amplificatore a transim-
pedenza Max3725 per standard SFP
litamente dell’ordine delle decine di millivolt, e` necessario quindi uno stadio
amplificatore (limiting amplifier) per portare i segnale ai giusti livelli logi-
ci. Lo standard SFP prevede che questo sia realizzato tramite diversi stadi
amplificanti ad elevata banda passante. Infatti quando N stadi ad uguale
banda passante vengono uniti in cascata la banda passante totale, nell’ap-
prossimazione che gli stadi non siano interagenti (l’impedenza di ingresso e`
elevata rispetto all’impedenza di uscita del precedente), e` uguale alla ban-




2− 1. La maggior banda si
traduce, pero`, in un maggior rumore introdotto dall’amplificatore. Dalla for-
mula di Friis (Equazione 6.1), che ci descrive la figura di rumore di N stadi
amplificanti in cascata, vediamo come sia importante avere un primo stadio
amplificante ad alto guadagno e bassa figura di rumore in modo da ridurre
il rumore introdotto dagli stadi successivi.






+ · · ·+ FN − 1
G1G2 · · ·GN (6.1)
Fn e Gn sono la figura di rumore e il guadagno in potenza dello stadio n-esino
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Figura 6.5: Curva caratteristica ingresso-uscita del limiting amplifier
Max3747 per standard SFP
[19].
Da queste considerazioni possiamo capire come sia conveniente realizzare
un limiting amplifier come cascata di stadi di coppie differenziali di MOSFET
che lavorano in zona non lineare. In Figura 6.5 possiamo osservare la funzione
di trasferimento ingresso-uscita di un limiting amplifier della Maxim (MAX
3747): risulta evidente come gli amplificatori della catena, con l’eccezione dei
primi stadi, lavorino nella loro zona di saturazione.
6.2 Perdita della de-enfasi
Dal confronto delle Figure 6.6a e 6.7a possimo notare come il segnale elettrico
abbia perso la de-enfasi una volta ricostruito dopo la fibra ottica.
La linearita` della catena opto-elettronica viene persa solamente al suo ul-
timo stadio: il limiting amplifier. Il fenomeno della de-enfasi rimane, quindi,
presente nel segnale fino all’uscita del amplificatore a transimpedenza. Il se-
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Figura 6.6: Segnale prelevato alla CLB. a) Comliance pattern. b) Measure
trend. c)Media measure trend. d) b-c
gnale PCI Express ricostruito dopo i transceiver SFP non risulta compatibile
con lo standard previsto poiche` il segnale dati non presenta le caratteristiche
imposte dal protocollo.
Per garantire un corretto funzonanmento dei device PCI Express posizio-
nati al di la della fibra ottica bisognera` controllare che il segnale all’uscita
della catena opto-elettronica risponda ai requisti massimi di jitter previsti
per il tratto di link System board e minimizzare la lunghezza del tratto Add-
in card, posizionando il device stesso piu` vicino possibile al transceiver SFP
remoto. In questo modo, riducendo al minimo la traccia Add-in card, si ri-
durranno anche le capacita` parassite che potrebbero far aumentare l’inter
symbol interference. La mancanza della de-enfasi non inficia la corretta in-
terpretazione del segnale dati da parte del receiver, puo` solo peggiorare la
quantita` di jitter presente in esso.
6.3 Misure di jitter
L’oscilloscopio da noi utilizzato (Agilent Infiniium 54855A) per le misurazio-
ni di jitter e` in grado di riprodurre con tecniche software la ricostruzione del
clock che in generale viene gestita dall’hardware del receiver. Per rigenerare
il clock a partire dai dati puo` simulare diversi tipi di PLL oppure utilizzare
un clock di riferimento esterno e in oltre e` in grado di riprodurre l’algoritmo
250/3500 UI gia` descritto al paragrafo §5.5.3. Quest’ultimo tipo di ricostru-
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Figura 6.7: Segnale prelevato dopo i transceiver JDS Uniphase OC-48. a)
Comliance pattern. b) Measure trend. c)Media measure trend. d) b-c
zione viene adotato nella PCI Express Base Specification [5] come condizione
di misura per la valutazione del jitter e per il confronto con i valori massimi
consentiti per un corretto funzionamento del protocollo. Quindi tutte le mi-
sure di jitter da noi effettuate vengono espresse come Time interval error dove
il clock considerato e`, appunto, ricostruito mediante l’algoritmo 250/3500 UI.
Ogni misura verra` effettuata prelevando il segnale dati (compliance pat-
tern: descritto al paragrafo §2.10.1) mediante cavi SMA in tre situazioni: pri-
ma tramite la Compliance load board montata dopo il bridge PLX PEX8111
a sua volta inserito in uno slot PCI della scheda madre Asus P5GD1 e succes-
sivamente alla scheda SFP che alloggia i transceiver remoti. Vengono testate
due differenti tipi di coppie di transceiver, scelte per le loro differenti ca-
ratteristiche e specifiche. La prima coppia e` costituita da transceiver JDS
Uniphase OC-48, specifici per fibra monomodale e con un massimo di jit-
ter totale introdotto di 28 ps; la seconda e` composta dai transceiver Intel
TXN31111, per fibra multimodale, che presentano specifiche peggiori dichia-
rando un jitter massimo di 65 ps. In questo modo possiamo valutare il jitter
del semplice bus PCI Express costruito dal PEX8111 e paragonarlo con il jit-
ter del medesimo bus “trasportato” tramite fibra da due differenti apparati
opto-elettronici.
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Figura 6.8: Segnale prelevato alla CLB. Ingrandimento funzione measure
trend mediata in viola sovrapposta al compliance pattern in verde
6.3.1 Il jitter deterministico
Per valutare la componente deterministica del jitter totale catturiamo la li-
nea differenziale dei dati mediante due canali dell’oscilloscopio e impostiamo
il software di analisi del jitter in modo da ottenere un andamento nel tempo
della misura del Time interval error (measure trend: Figura 6.6b e 6.7b).
Quello che abbiamo potuto osservare e` che questa funzione oscilla in modo
casuale lungo l’asse delle ampiezze a causa del random jitter. Per eliminare
quest’ultima componente mediamo la funzione measure trend un numero suf-
ficiente di volte (64) in modo da renderla stabile e composta esclusivamente
dalla componente deterministica (Figura 6.6c e 6.7c). In Figura 6.8 osservia-
mo un ingrandimento della funzione measure trend mediata sovrapposta al
segnale dati.
Il nostro sistema presenta una limitazione di banda (introdotta anche dal
nostro apparato di misura) poiche` manifesta picchi positivi di jitter coinciden-
ti con la fine di lunghe stringhe di bit allo stesso valore logico e picchi negativi
coincidenti con la fine di pattern di alternanza zero uno, come descritto nel
paragrafo §5.2.1.
Eseguendo una misura picco-picco della funzione measure trend mediata
possiamo stimare il jitter deterministico:
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Il jitter deterministico del segnale prelevato alla compliance load board e dopo
i transceiver Intel TXN31111 non sembra subire variazioni, infatti i due dati
presentano un indice di compatibilita` pari a 0,03. I transceiver JDS Uniphase
OC-48, invece, introduco nel segnale 30, 92± 1, 83 ps di jitter deterministico,
nell’approssimazione che questo sia non correlato con quello rilevato alla
Copliance load board.
E’ in oltre possibile osservare, sempre dalla Figura 6.8, dei problemi di
riflessione del segnale: nei tratti che presentano una lunga serie di bit dello
stesso valore logico, dopo il fenomeno iniziale della de-enfasi, osserviamo un
piccolo picco che aumenta l’ampiezza del segnale. Questo avviene circa 800 ps
dopo il verificarsi del fronte di salita o discesa immediatamente precedente.
La riflessione e` presente anche nella sequenza di bit alternati, ma in questo
caso non e` facilmente visibile. Questo tipo di contributo al jitter e` compreso
nella valutazione dell’inter symbol interference e non ci e` possibile separarlo
dalla componente dovuta alla limitazione di banda.
Un’altro aspetto che possiamo notare e` la presenza di duty-cycle distor-
tion: infatti, nei tratti di segnale dove si ha un alternanza di valori logici,
cioe` nei tratti in cui si ha una minimizzazione dell’inter symbol interference,
si puo` notare comunque una variazione altalenante della funzione measure
trend mediata (come si puo` vedere dal dettaglio in Figura 6.8). Non ci e`
possibile una stima di questa componente poiche` avremmo bisogno di po-
ter trasmettere un semplice pattern 101010... dal transmitter al posto del
compliance pattern.
6.3.2 Il jitter periodico
Per visualizzare la presenza del jitter periodico facciamo la Fast Fourier
Trasform (FFT) della funzione measure trend ottenendo lo spettro del jitter.
Nel nostro caso sono ben evidenti dei picchi nella FFT corrispondenti alle
frequenze delle armoniche e delle subarmoniche di 125 MHz e alla frequenza
di 33 MHz. Le prime rappresentano, certamente, la parte correlata del jit-
ter periodico, infatti dipendono dall’accoppiamento del segnale di clock con
quello dei dati. All’interno del transmitter, prima e all’ingresso del serializ-
zatore i simboli (gruppi di 10 bit) in uscita dal codificatore 8b/10b vengono
elaborati alla frequenza di 250 MHz da elementi circuitali che sfruttano sia
il fronte di salita che di discesa di un clock a 125 MHz ottenuto tramite un
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PLL moltiplicatore a partire dal clock di riferimento [23]. La frequenza di 33
MHz, invece, risulta come accoppiamento con il bus PCI presente nella sche-
da madre. Considerando proveniente anch’essa dallo stesso clock di sistema
contribuisce al jitter correlato con il segnale.
6.3.3 Il random jitter
Per isolare la componente casuale del jitter eseguiamo, come in precedenza,
la media della funzione measure trend e sottraiamo quest’ultima alla funzione
stessa in modo da ottenere gli scarti dalla media. Effettuiamo una misura AC
RMS dell’ampiezza di questa funzione d’onda per ottenere il valore di random
jitter piu` la parte non correlata del jitter periodico che pero` consideriamo
trascurabile non avendo trovato alcun picco nella FFT del measure trend
relativo a frequenze non collegate con il clock del sistema:




Figura 6.9: Un aumento del tempo di salita del segnale causa una sovrastima
del random jitter
I valori ottenuti nei tre casi sono perfettamente compatibili l’uno con l’altro
(indice di compatibilita` 0,32 nel peggiore dei casi), ma sembrano essere piut-
tosto distanti dal random jitter proveniente da processi termici (circa 2 ps
[16]), come descritto al capitolo §5.2. La causa di questo aumento puo` essere
motivata tramite il teorema del limite centrale che ci suggerisce la possibilita`
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che molte componenti del jitter deterministico di piccola entita` possano avere
una distribuzione di tipo Gaussiano. In questo modo la σ della distribuzione
deterministica andrebbe a sommarsi quadraticamente con quella proveniente
dalla distribuzione dei processi termici.
Un’altra spiegazione di come il jitter deterministico possa influenzare il
random jitter e` illustrata in Figura 6.9: dove si puo` vedere come un aumento
del tempo di salita di un segnale affetto da un errore di tipo casuale possa
far aumentare la stima del random jitter ad una determinata soglia [24].
6.4 Bit Error Ratio
Rappresentando in un istogramma le misure del time interval error otteniamo
la distribuzione di probabilita` del jitter totale. In figura 6.10 possiamo vedere
le distribuzioni di probabilita` nelle tre condizioni di misura.
La PCI Express Base Specification 1.0a [5] impone un limite per la misura
della differenza tra la mediana del jitter e la massima deviazione da essa. Nella
successiva tabella riportiamo le nostre misurazioni avendo preso come σ il
massimo errore dichiarato dal costruttore dell’oscilloscopio Agilent Infiniium
54855A nella lettura di una differenza nell’asse dei tempi:




Il valore massimo consentito per rimanere entro le specifiche del protocollo
PCI Express e` fissato in 108,50 ps. Ancora una volta possiamo osservare
come i transceiver Intel TXN31111 multimodali forniscano risultati migliori
rispetto ai JDS Uniphase OC-48 monomodali e, in questo caso, addirittura
migliorino la larghezza delle code della distribuzione del jitter.
Per determinare il Bit Error Ratio dobbiamo conoscere l’andamento ana-
litico delle code della funzione PDF (t), quindi, vista la forma dell’istogram-
ma, scegliamo di interpolare con una curva Gaussiana i valori inferiori al
secondo flesso per valutare la coda sinistra e i valori superiori alla media-
na aumentata di meta` della distanza mediana-massimo per la coda destra.
Per otternere l’intera funzione PDF (t) interpoliamo con un’altra Gaussiana
i dati dell’istoramma rimanenti e congiungiamo le tre curve cos`ı determinate.
Si sarebbe potuto interpolare direttamente tutti i dati dell’istogramma con
una funzione composta dalla somma di due Gaussiane avendo come risulta-
to un minor scarto quadratico medio dalla funzione interpolante (un minor
errore a posteriori sulla determinazione delle ordinate). Il procedimento di
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Figura 6.10: Istogramma delle misure del TIE effettuate a) alla CLB, b) dopo
i transceiver JDS Uniphase OC-48 e c) dopo i transceiver Intel TXN31111
98 CAPITOLO 6. MISURAZIONI DEL JITTER
interpolazione da noi eseguito, invece, compie un elevato errore nella par-
te centrale dell’istogramma, soprattutto in prossimita` dei punti di raccordo,
ma interpola con una maggiore precisione le code, uniche responsabili della
determinazione della funzione BER(t) per valori prossimi allo zero. Infatti
la PCI Express base specification 1.0a impone un limite minimo di apertura
dell’occhio ad un livello di BER di 10−12, garantendo a questo tasso di errori
il corretto funzionamento del protocollo che prevede il reinvio da parte del
transmitter di un simbolo arrivato corrotto al receiver.
In Appendice A vengono riportati gli istogrammi con in sovrapposizione
le relative funzioni interpolanti PDF (t) non normalizzate. In Figura 6.11
sono rappresentati gli andamenti delle tre funzioni BER(t) ottenute tramite
l’equazione 5.9. Alla densita` di transizione ρT e` stato attribuito il valore
di 3
4
calcolato osservando la sequenza di bit del compliance pattern. Nella
tabella seguente compaiono i valori di apertura dell’occhio (Eo) ricavati dalla
differenza delle ascisse del ramo destro e sinistro della curva per un valore
dell’ordinata pari a 10−12.




Questi valori di apertura dell’occhio forniscono un’ulteriore conferma del fat-
to che l’elettronica del tranceiver Intel TXN31111 filtra alcune fluttuazioni
del jitter diminuendo il σ della sua distribuzione.
Per il calcolo di σEo abbiamo ricavato l’ascissa sinistra tL (con analogo
ragionamento anche la destra) del grafico di BER(t), corrispondente ad un
livello di BER di 10−12, dall’equazione 5.18 e 5.21 ottenendo






e successivamente abbiamo utilizzato la formula di propagazione degli errori
cosiderando µL e σ affetti dal solo errore computazionale nel processo che ci
ha portati alla loro determinazione. Infatti queste due grandezze sono state
ottenute attraverso un algoritmo ricorsivo realizzato tramite Mathcad che
partendo da valori preimpostati calcola lo scarto tra la Gaussiana e i dati
sperimentali e modifica i valori di µL e σ in modo da minimizzarlo fino ad un
livello di precisione del millesimo. In questo modo si e` completamente trascu-
rata la bonta` dell’interpolazione e in particolare la validita` della scelta della
funzione interpolante. Per giustificare questa approssimazione eseguiamo un
calcolo del χ2 per ogni coda della distribuzione PDF (t) interpolata con una
Gaussiana.
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Figura 6.11: Diagramma della funzione BER(t) prelevando il segnale a) al-
la CLB, b) dopo i transceiver JDS Uniphase, c) dopo i transceiver Intel
TXN31111
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Nella seguente tabella riportiamo i risultati ottenuti a confronto con il
valore di taglio (X) corrispondente alla coda superiore della distribuzione
del χ2 ad N − 1 gradi di liberta` avente area pari a 0,05 cioe` corrispondente




CLB 454 1900 414 1501
JDS 1079 1874 182 1592
Intel 1401 1908 653 1647
Per ogni interpolazione viene giustificata la scelta della distribuzione Gaus-
siana visto che il valore di χ2 risulta inferiore al valore di taglio.
6.5 Modello a doppia delta di Dirac
Per separare la componente deterministica del jitter da quella casuale, par-
tendo dall’istogramma della distribuzione del jitter, utilizziamo il modello
descritto al paragrafo §5.4. La distribuzione a doppia delta di Dirac rappre-
sentante il jitter deterministico viene determinata attribuendo ai paramentri
µL e µR i valori delle medie delle distribuzioni Gaussiane trovate come inter-
polazione delle code della distribuzione PDF (t). Rispetto all’equazione 5.16
sostituiamo il coefficiente 1
2
, che moltiplicava le due delta di Dirac, con due
coefficienti aL e aR che, mantenendo la normalizzazione della distribuzione,
siano proporzionali all’area delle Gaussiane
PDFDJδδ = aLδ(t− µL) + aRδ(t− µR) (6.3)
La distribuzione del random jitter, invece, viene approssimata da una Gaus-










Nella tabella seguente vengono riportati valori ottenuti per il jitter determi-
nistico e il random jitter:
DJδδ (ps) σDJδδ (ps) RJ (ps) σRJ (ps)
CLB 19,27 0,02 10,34 0,56
JDS 49,13 0,05 11,14 1,26
Intel 16,50 0,02 10,15 0,59
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L’errore σDJδδ e` stato ottenuto mediante la formula di propagazione degli
errori sulla differenza tra le due ascisse µL e µR, invece σRJ e` calcolato come
semidispersione massima poiche` i valori di σL e σR non forniscono una stima
del medesimo valore σ (quella da noi utilizzata e` un’approssimazione dovuta
al modello a doppia delta di Dirac) e quindi non possiamo affermare che la
media tra i due abbia un errore minore dell’errore sul singolo valore.
Le misure di jitter deterministico, effettuate tramite questo modello, sot-
tostimano notevolmente quelle ottenute tramite la funzione measure trend
mediata. Questo risultato e` in accordo con il fatto che la reale distribuzione
del jitter deterministico non e` una doppia delta di Dirac [15].
Per ottenere una funzione che approssimi meglio la vera densita` di proba-
bilita` possiamo pensare al segnale come affetto da un jitter di fase sinusoidale
composto da un’unica frequenza e quindi usare una distribuzione del tipo
PDFDJ(t) =









se C2 < t < C3
0 altrimenti
da convolvere con PDFRJ(t) e utilizzare il risultato per interpolare la curva
PDFTJ(t). Con la distribuzione PDFTJ(t), questa volta, intendiamo l’in-
terpolazione dell’istogramma effettuata mediante la funzione composta dalla
somma di due Gaussiane, poiche` siamo interessati ad avere una buona inter-
polazione lungo tutta la curva visto che il jitter deterministico, essendo li-
mitato, risiede nella parte centrale della distribuzione. L’interpolazione viene
eseguita mediante un algoritmo ricorsivo di Mathcad che minimizza gli scarti
tra la funzione interpolante e l’interpolata variando i valori delle costanti C1,
C2, C3 e C4. In Figura 6.12 possiamo vedere l’andamento della distribuzio-
ne PDFDJ(t) cos`ı ottenuta nel caso del segnale prelevato alla Compliance
load board. Tramite la differenza C3 e C2 otteniamo una stima del valore
picco-picco del jitter deterministico:




L’errore sulla differenza appare piuttosto elevato a causa del fatto che, in
questo caso, Mathcad compie i calcoli con una precisione del decimo poiche`,
la complessita` di un interpolazione con una funzione a quattro parametri
liberi composta da un integrale di convoluzione, rallenta molto i processi
di calcolo. Possiamo quindi utilizzare i risultati cos`ı ottenuti come stime
qualitative del jitter deterministico, verificando nuovamente l’ipotesi che il
modello a doppia delta di Dirac ne sottostima il valore vero.
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Figura 6.12: Le distribuzioni PDFTJ , PDFDJ e PDFRJ ottenute dal segnale
prelevato alla CLB
6.6 Mask testing
Un importante test per verificare la bonta` del segnale dati in un link seriale
e` costituito dal Mask test. Al diagramma ad occhio e` possibile sovrapporre
tre regioni che non devono essere attraversate da alcun segnale che compone
l’occhio. Due regioni (indicate con 1 e 3 in Figura 6.13) saranno composte
da rettangoli che limitano esternamente la parte superiore ed inferiore del-
l’occhio, per garantire che il segnale non assuma ampiezze non sopportabili
dall’elettronica del receiver, e una regione centrale all’occhio (indicata con il
numero 2) che ne evita la chiusura imponendo un limite sia per il jitter che
per l’ampiezza.
La PCI Express base specification 1.0a [5] consente al segnale di arrivare
al receiver remoto con una apertura minima dell’occhio di 0,4 UI e considera
che nel tratto Add-in card si possa sommare al jitter fin li acquisito un
massimo di 0,0575 UI. Quindi l’apertura dell’occhio minima per il tratto
System board viene calcolata in 0,4575 UI. I limiti minimi di ampezza del
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Figura 6.13: Mask test per l’occhio catturato dopo i transceiver Intel
TXN31111
segnale devono essere distinti a seconda che il bit sia o meno di transizione
poiche` in quest’ultimo caso entra in gioco il fenomeno della de-enfasi. Sara`,
dunque, necessario distinguerere i diagrammi ad occhio formati da bit di
transizione dai diagrammi che non presentano chiusura nella parte sinistra
poiche` derivano dai soli bit che sono rimasti allo stesso valore logico. In
Figura 6.13 riportiamo il diagramma ad occhio con in sovrapposizione la
“maschera”, che indica le regioni che il segnale non deve attravaresare, per
bit di transizione nella condizione di segnale prelevato dopo i transceiver
Intel TXN31111 (gli altri diagrammi con le relative maschere sono riportati
in Appendice B).
Il test da noi condotto, nelle tre configurazioni di prelievo del segnale, non
ha riscontrato alcuna violazione della maschera durante 40000 diagrammi ad
occhio consecutivi. Poiche` ogni diagramma ad occhio viene disegnato tramite
la sovrapposizione di 250 bit, come specificato dall’algoritmo 250/3500 UI,
possiamo affermare che non sono stati riscontrati errori su dieci milioni di bit.
Questi risultati garantiscono un livello di BER di 10−7 misurato e non estra-
polato come al paragrafo §6.4. Purtroppo abbassare ulteriormente il valore
del BER necessiterebbe un tempo di misura troppo elevato per le tempistiche
del nostro progetto. Infatti l’utilizzo dell’algoritmo 250/3500 UI richiede che
per ogni occhio rilevato venga effettuato un processo di minimizzazione degli
errori su 3500 bit per effettuare la ricostruzione del clock la cui simulazione,
da parte dell’oscilloscopio, richiede un tempo dell’ordine del secondo.
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6.7 Analisi del clock di riferimento
Nei paragrafi precedenti abbiamo constato come i transceiver Intel
TXN31111, a parita` di condizioni di test, presentano caratteristiche di jit-
ter migliori rispetto ai transceiver JDS Uniphase OC-48. Secondo i rispettivi
costruttori, quest’ultimi possono lavorare con segnali che presentano una ve-
locita` di trasmissione entro l’intervallo che va dai 155 Mbps ai 2700 Mbps,
mentre i primi hanno un intrvallo piu` ridotto: da 1062,5 Mbps fino a 2500
Mbps. Nelle nostre applicazioni una coppia di transceiver deve trasmettere il
segnale del clock di riferimento cioe` un onda quadra di frequenza 100 MHz
assimilabile ad un segnale da 200 Mbps. Il trasporto del segnale del clock
mediante i transceiver Intel TXN31111 risulta una forzatura del loro inter-
vallo di utilizzo, percio` non puo` essere garantita una corretta ricostruzione
del medesimo in remoto.
Misuriamo, quindi, il tempo di salita e discesa, il cycle to cycle jitter e il
duty cycle del clock di riferimento ricostruito e li confrontiamo con i valori
massimi consentiti dalle specifiche PCI Express Card Elecromechanical [6]. Il
tempo di salita (ts) e discesa (td) e` definito come il tempo che intercorre tra
gli istanti in cui il segnale possiede un’ampiezza pari al 25% e il 75% della
sua ampiezza massima. Il duty cycle rappresenta il rapporto tra il tempo in
cui il segnale e` al livello logico alto e il suo periodo espresso in percentuale,
mentre il cycle to cycle jitter (tccj) e` stato definito dall’Eq. 5.3.
Nella tabelle seguenti riportiamo i valori misurati con l’oscilloscopio Agi-
lent Infiniium 54855A nelle due condizioni di misura gia` descritte preceden-
temente e i valori massimi consentiti delle specifiche PCI Express.
ts (ps) σts (ps) td (ps) σtd (ps)
CLB 278,4 18,6 260,5 16,3
Intel 77,1 4,6 83,6 5,5
MAX 700 - 700 -
tccj (ps) σtccj (ps) duty cycle σ duty cycle
CLB 0,1 19,3 48,3% 0,1%
Intel 0,1 8,1 49,2% 0,1%
MAX 125 - 45-55% -
L’errore sulle misure e` stato calcolato come la deviazione standard della
media. Risulta evidente come la ricostruzione del clock da parte dei trans-
ceiver migliori le caratteristiche del segnale.
Capitolo 7
Il PMC
7.1 Schema a blocchi
Le linee chiave da tener presente nella progettazione del PMC si possono
riassumere in tre punti:
1. Lo stesso disegno circuitale del PMC deve essere valido sia nel caso di
impiego locale che remoto.
2. I segnali da trasportare mediante fibra ottica saranno tre: due riservati
ai dati (trasmissione e ricezione) e uno al clock di riferimento.
3. Il PMC posizionato in remoto deve funzionare anche nel caso in cui
il PC locale utilizzi una architettura PCI Express e quindi non ci sia
bisogno di far uso di un bridge PCI-PCI Express.
Il primo punto e` gia` stato discusso in precedenza attribuendo la richiesta sem-
plicemente ad un risparmio economico nella fase di realizzazione. Riguardo
al secondo, l’unica difficolta` che si incontra nel trasportare il clock e` che le
specifiche del protocollo [6] prevedono che i segnali single-ended REFCLK+ e
REFCLK- abbiano un’uguale componente in DC (177,5 mV) e poiche` l’usci-
ta dei transceiver e` accoppiata in AC si perde questa componente continua.
Considerando che comunque viene cancellata dal device quando esegue l’ope-
razione di differenza tra i due segnali, non ne risulta alterato il funzionamento
della periferica. Bisogna, pero`, notare che il bus ricostruito dopo la fibra ot-
tica non puo` essere considerato totalmente compatibile con il protocollo PCI
Express.
Una verifica eseguita sul corretto funzionamento della scheda di prova
GigaEthernet (descritta al paragrafo §4.3) conferma la nostra ipotesi sul-
la possibilita` di funzionamento del protocollo PCI Express in presenza dei
segnali REFCLK+ e REFCLK- accoppiati in AC.
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Figura 7.1: Schema a blocchi del PMC
La scelta riportata nel terzo punto e` stata motivata dalla rapida diffusio-
ne dello standard PCI Express tra i produttori di schede madri. Una scheda
madre dotata di architettura PCI Express renderebbe superfluo l’impiego del
bridge posizionato nel PMC locale riducendo l’elettronica indispensabile al
trasferimento del bus in remoto ai soli transceiver. Inoltre il bus PCI Ex-
press dopo il bridge presente sul PMC risulterebbe sconnesso dall’architettu-
ra principale della scheda madre (poiche` separato da un bus PCI) riducendo
l’elevata velocita` di trasferimento che caratterizza questo protocollo.
Uno schema a blocchi del PMC e` rappresentato in Figura 7.1. Il compo-
nente principale del PMC e` il bridge PCI-PCI Express che presenta da un
lato una connessione su bus PCI verso il connettore PMC e dall’altro le due
coppie differenziali di segnali dati (PETp0, PETn0, PERp0 e PERn0) verso
il transceiver assegnato alla loro trasmissione e ricezione. Nello specifico il
componente da noi scelto e` il PEX8111 della PLX, capace di convertire un
bus PCI 32bit a 33 MHz in PCI Express x1 in modalita` diretta e inversa e
trasparente in entrambi i casi.
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Una EEPROM (Electrically Erasable Programmable Read Only Memo-
ry) da 128 Byte deve essere connessa al bridge per poter copiare i registri
di configurazione in modo tale che il sistema lo riconosca e passi alla sua
inizializzazione. Questa connessione avviene tramite un bus seriale SPI (Se-
rial Pheripheral Interface) funzionante alla velocita` di 25 MHz e composto
da una linea di clock, una di scrittura dati, una di lettura dati e una per
selezionare la EEPROM con cui comunicare nel caso ne siano connesse piu`
d’una.
Un insieme di linee di ingresso ed uscita collegano il bridge ad un altro
connettore PMC con la funzione di consentire il dialogo tra la scheda PMC e
il suo carier cioe` la scheda su cui l’intero PMC viene alloggiato. In particolare
abbiamo una linea che stabilisce la modalita` di utilizzo del bridge, una per
abilitare o meno il sistema di arbitraggio interno del bus PCI, un’altra per
verificare lo stato di alimentazione del componente e quattro ingressi o uscite
capaci di variare altrettanti registri del bridge o essere variati dagli stessi.
Quest’ultime linee possono essere impiegate per gestire la logica di reset pre-
sente nella scheda che ospita il PMC remoto, infatti, variando continuamente
(tramite software) i registri a loro collegati e grazie ad un continuo monito-
raggio delle medesime, e` possibile stabilire se il bridge funzioni correttamente
o meno. Un malfunzionamento del link ottico si tradurrebbe in un’impossi-
bilita` all’accesso dei registri del bridge da parte del software e quindi ad un
immobilizzazione al medesimo valore logico delle linee ad essi collegati.
Il generatore del clock di riferimento e` composto da un oscillatore a 25
MHz e un PLL moltiplicatore gestito da una logica di controllo integrati nel
componente. Tramite quattro linee di controllo che partono dal connettore
PMC e` possibile impostare il tipo di spread spectrum e la frequenza del
clock differenziale in uscita. Quest’ultima coppia differenziale, nel caso in cui
il PMC venga usato in locale, viene inviata al bridge e al transceiver che si
occupa della sua trasmissione su fibra ottica. Invece, nel caso in cui il PMC
sia impiegato in remoto, lo stesso transceiver, ricevuto il clock di riferimento
dalla fibra ottica, lo inviera` al bridge. Per ottenere questo “doppio circuito”
utilizziamo uno switch differenziale a due ingressi e due uscite comandato
tramite due linee di controllo sempre provenienti da un connettore PMC.
Per ogni transceiver abbiamo tre linee che li collegano ad uno dei connettori
PMC per poter gestire la linea che abilita o disabilita il transceiver, quelle
che segnalano se il transceiver non funziona correttamente o se il segnale di
ingresso e` fuori specifiche.
Il filtro che precede il bridge nella linea del clock di riferimento e` un
PLL specifico per clock PCI Express capace di seguire il segnale differenziale
riducendo il jitter anche in presenza di spread spectrum.
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Figura 7.2: Generatore del clock di riferimento
Infine due componenti si occupano di fornire l’alimentazione agli integrati
del PMC: un mosfet viene utilizzato per controllare la tensione di 3,3 V
tramite una linea proveniente dalla logica di reset della scheda attaccata
al PMC remoto, mentre un LDO (Low DropOut) regulator abbassa questa
tensione per ottenere 1,5 V.
7.2 Descrizione dello schematico
I paragrafi che seguono riportano una dettagliata spiegazione dell’intero cir-
cuito del PMC comprensivo delle correzioni apportate durante la fase di
debug. Per poter meglio comprendere il disegno complessivo dividiamo la
descrizione del circuito in sei parti che riguardano il clock di riferimento, il
lato PCI del bridge, il lato PCI Express, la EEPROM, i segnali ausiliari e le
alimentazioni.
7.2.1 Clock di riferimento
Come generatore del clock di riferimento abbiamo scelto l’integrato ICS557-
03 che ci puo` fornire un clock differenziale dotato di uno spread spectrum
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compatibile con gli standard PCI Express. Tramite le linee OSEL0 e OSEL1
rappresentate nel disegno circuitale di Figura 7.2 possiamo controllare il PLL
moltiplicatore in modo da ottenere quattro differenti frequenze del clock in
uscita (25 MHz, 100 MHz, 125 MHz e 200 MHz). Per eseguire questo controllo
inseriamo su ogni linea un pad (ST9, ST10, ST11 e ST12) cioe` un’interruzione
della pista che lascia la possibilita` o meno di essere cortocircuitata mediante
saldatura. Analogo collegamento viene realizzato per le linee SSEL0 e SSEL1
che danno la possibilita` di selezionare il tipo di modulazione dello spread
spectrum (±0, 25%, da 0 a −0, 5%, da 0 a −0, 75%) o disabilitarla.
Per il suo funzionamento l’integrato richiede in ingresso un segnale di
clock, quindi tra il pin 4 e il pin 5 deve essere inserito un oscillatore al quarzo
da 25 MHz (QZ2). Per ottimizzare l’oscillazione anche nella fase iniziale ven-
gono utilizzati due condensatori (C16 e C17) applicati tra questi pin e massa:
il loro valore viene specificato dal costruttore dell’integrato come [(C−12) ·2]
pF dove C e` la capacita` del cristallo oscillatore.
Poiche` le due uscite (REFCLK1 P e REFCLK1 N) sono open source de-
vono essere connesse tramite una resistenza (R70 e R71) del valore di 50 Ω
con massa. Vengono utilizzati i condensatori C50 e C51 da 10 nF per accop-
piare in AC il segnale ed inoltre vengono specificate le lunghezze massime
delle piste che trasportano questi segnali verso lo switch. Le altre due uscite
(pin 14 e 15) vengono cortocircuitate verso massa poiche` non utilizzate. Con-
nettendo il pin 9 dell’integrato tramite una resistenza (R13) verso massa e`
possibile regolare la corrente in uscita intervenendo sul valore della resistenza
stessa: con 470 Ω otteniamo una corrente tale da portare il segnale di clock
ad un valore logico alto di 700 mV avendo considerato 50 Ω come impedenza
single-ended della traccia.
L’integrato presenta due alimentazioni: una per i componenti ana-
logici (VDDODA) e una per quelli digitali (VDDOXD) che vengono oppor-
tunamente filtrate mediante un filtro passa basso LC con in parallelo una
capacita` da 100 nF in modo da filtrare sia eventuali spike che frequenze piu`
basse e in serie una resistenza da 1,5 Ω per eliminare il picco di risonanza.
Il pin 6 (output enable) non viene connesso poiche` e` gia` internamente
portato al valore logico alto da una resistenza di pull up.
Il componente successivo e` lo switch SY58023U (Figura 7.3) a due ingressi
e due uscite differenziali, adatto per segnali di clock fino a 6 GHz accoppia-
ti in AC o in DC e capace di fornire due segnali identici in uscita con un
disallineamento temporale massimo di 20 ps. I segnali di ingresso sono la
coppia differenziale REFCLK1 P e REFCLK1 N, in uscita dal generatore
di clock, e la coppia CLK RXD P e CLK RXD N proveniente dal ricevi-
tore del transceiver destinato al trasporto del clock di riferimento. Grazie
ai segnali PEX CLK SEL0 e PEX CLK SEL1 possiamo scegliere quale in-
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Figura 7.3: Switch differenziale 2x2
gresso copiare su ognuna delle due uscite scegliendo l’opportuno valore delle
resistenze R59 e R62 che portano in pull down il segnale altrimenti tenuto al
livello logico alto dalle resistenze R7 e R9 da 10 kΩ. La coppia differenziale in
uscita CLK TXD P e CLK TXD N viene inviata al trasmettitore del trans-
ceiver, mentre i segnali CLK PEX P e CLK PEX N vengono trasmessi al
filtro che precede il bridge PCI-PCI Express. I pin 5 e 16 sono le termina-
zioni dei due ingressi, in Figura 7.4 possiamo vedere come corrispondano al
punto indicato come VT . Poiche` i segnali di ingresso sono accoppiati in AC
portiamo VT ad una tensione continua di circa 2 V mediante un partitore
(resistenze R6, R58 e R8, R63) e connettiamo un condensatore (C44 e C45)
verso i 3,3 V per stabilizzare la tensione. Per le alimentazioni, invece, viene
usato il filtro gia` descritto in precedenza.
Per garantire al bridge un segnale di clock con un minor jitter possibile uti-
lizziamo come filtro un buffer specifico per clock di riferimento PCI Express
(Figura 7.5). L’integrato ICS9DB102 ci fornisce la possibilita`, intervenendo
sulla linea PLL BW, di usufruire o meno della funzione di ricostruzione del
clock mediante PLL (compatibile con spread spectrum). I segnali CLKREQ0
e CLKREQ1, invece, servono per abilitare le due uscite di cui il buffer di-
spone. Per la configurazione di queste tre linee adottiamo ancora una volta
una resistenza di pull up da 10 kΩ (R64, R65 e R11) cortocircuitabile verso
massa tramite un pad (ST6, ST7 e ST8).
Poiche` per i nostri scopi e` sufficiente un solo segnale di clock termineremo
i pin 13 e 14, relativi alla seconda uscita, con una resistenza da 100 Ω (R12).
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Figura 7.4: Schema semplificato degli ingressi differenziali dello switch
Anche questo componente presenta due distinte linee per le alimentazioni
(anch’esse filtrate): una dedicata esclusivamente al PLL e una per tutti gli
altri dispositivi integrati in esso. Tramite il pin 18 selezioniamo la corrente
in uscita dal buffer: una resistenza di 470 Ω (R66) ci assicura i corretti valori
di tensione con una terminazione della linea single-ended di 50 Ω. I pin 10
e 11, che permettono la regolazione delle linee PLL BW, CLKREQ0 e CL-
KREQ1 mediante un bus seriale denominato SMBus (System Management
Bus) presente sulle schede madri, vengono lasciati sconnessi. Il clock diffe-
renziale in uscita, REFCLK P e REFCLF N, viene inviato direttamente la
bridge PCI-PCI Express.
7.2.2 Il bus PCI
Lo standard PMC, per comunicare con la scheda che lo ospita, prevede l’uti-
lizzo di quattro connettori; infatti il bus PCI a 32 bit richiede due connettori
PMC da 64 pin (Pn1 e Pn2) mentre, nel caso di bus a 64 bit, e` richiesto un
ulteriore connettore (Pn3). Infine e` previsto un altro connettore (Pn4) per
indirizzare fino a 64 linee di I/O generiche verso la scheda ospitante. Poiche`
il bridge PCI-PCI Express supporta esclusivamente il bus PCI a 32 bit uti-
lizziamo solo tre connettori PMC. La disposizione dei segnali all’interno dei
connettori Pn1 e Pn2 e` basata su specifiche regole in materia di integrita` del
segnale che evitano una mutua interferenza tra le linee ed e` imposta dallo
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Figura 7.5: Filtro per il clock di riferimento del bus PCI Express
standard PMC [25], mentre l’assegnazione delle linee di I/O all’interno del
connettore Pn4 e` lasciata a discrezione del disegnatore del PMC.
In Figura 7.6 sono rappresentati i connettori Pn1, Pn2 e le linee del bridge
PEX8111 riguardanti il bus PCI. Bisogna porre particolare attenzione alle
linee del Power Menagement (PME) e a quelle del clock.
Il segnale PME viene utilizzato dal bus PCI per richiedere una variazione
degli stati di consumo di alimentazione di un particolare device. Il bridge
possiede due linee per il power menagement: una viene utilizzata quando la-
vora in modo inverso (PMEOUT#), trasformando il protocollo PCI in PCI
Express, e l’altra in modo diretto (PMEIN#). Il circuito in Figura 7.7 con-
sente, tramite i pad (ST17, ST18 e ST19), di utilizzare la linea PME del bus
PCI come ingresso o uscita per il bridge, inoltre con l’ausilio del transistor
PNP PMBT3906 utilizzato in connessione a collettore comune consente di
differenziare i valori logici alti dei segnali PME# e PMEOUT# visto che
quest’ultimo tollera solo una tensione di 3,3 V.
Per gestire il clock PCI utilizziamo un buffer specifico per clock a 33
MHz dotato di un fan out di 5 segnali (integrato CY2305). Il bridge, quando
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Figura 7.6: Connettori Pn1 e Pn2
Figura 7.7: Circuito per gestire il segnale PME#
utilizzato in modalita` diretta, ha un’uscita denominata PCI CLK OUT che
demoltiplica il clock PCI Express da 100 MHz ottenendo il clock PCI da 33
MHz. Questo segnale, come e` possibile vedere in Figura 7.8, viene inviato al
buffer che, utilizzando un doppio fan out lo impiega come clock per l’intero
bus PCI inviandolo sia allo stesso bridge (PCI CLK IN) che al connettore
PMC Pn1 (PCI CLK). Tramite opportuni pad (ST13, ST14, ST15 e ST16)
possiamo, invece, adoperare il bridge in modo inverso connettendo la linea
PCI CLK a PCI CLK IN, prelevando cioe` il clock dal bus PCI e fornendolo
al bridge.
Il bridge PEX8111 puo` sia utilizzare un arbitro esterno del bus PCI o il
suo sistema di arbitraggio interno che arriva a gestire fino a quattro device
PCI esterni. Il bridge e`, quindi dotato di quattro linee (GNT0#, GNT1#,
GNT2# e GNT3# in Figura 7.9) che, una volta asserite, concedono l’uti-
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Figura 7.8: Circuito per gestire il segnale PCI CLK
lizzo del bus al particolare device a cui sono connesse, e di altrettante linee
(REQ0#, REQ1#, REQ2# e REQ3#) che servono ai device per richiedere
l’utilizzo del bus. Nel caso il pin EXTARB del bridge sia asserito il PEX8111
sottosta` ad un arbitraggio esterno e utilizza la linea REQ0# per le richie-
ste all’arbitro e la linea GNT0# per sapere quando gli e` possibile essere il
master del bus PCI. Poiche` il bridge, impiegato in modo diretto comuni-
chera` solamente con un’altro device, mentre in modo inverso sara` comandato
dall’arbitro presente nella scheda madre decidiamo di non utilizzare le linee
GNT1#, GNT2#, GNT3#, REQ1#, REQ2# e REQ3# portandole al li-
vello logico alto mediante una resistenza di pull up. Tramite l’inserimento
di tre pad nelle linee EXTARB, GNT0# e REQ0#, invece, lasciamo aperta
la scelta di utilizzare o meno l’arbitraggio interno e la scelta di utilizzare il
bridge come system controller1.
Nella modalita` diretta i segnali di interrupt2 INTA#, INTB#, INTC#
e INTD# sono degli input per il bridge e vengono convertiti nel bus PCI
Express come segnali inband. Queste quattro linee vengono rese virtuali dal
protocollo PCI Express mediante l’uso dei messaggi Assert INTx e Deas-
sert INTx (x puo` essere A, B, C e D.). Nella modalita` inversa le linee INTx#
diventano degli output comandati da i messaggi PCI Express di interrupt in-
band. Mettiamo delle resistenze di pull up e dei pad su tutte queste linee in
modo da poterle utilizzare anche nel caso il bridge sia system controller del
bus PCI.
Le linee denominate BMODE1#, BMODE2#, BMODE3# e BMODE4#
sono i quattro segnali di BUSMODE appartenenti allo standard CMC (Com-
1In un bus e` il dispositivo che ha la responsabilita` di gestire le linee, per esempio,
adoperando resistenze di pull up o pull down per attribuire un valore di di default al
segnale oppure generare alcuni segnali come il reset.
2Segnale che informa la CPU che un dato evento e` accaduto (vedi paragrafo §1.1.3).
Quando la CPU riceve un interrupt sospende temporaneamente cio` ce stava facendo per
eseguire le istruzioni presenti nel driver del determinato device che ha lanciato l’interrupt.
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Figura 7.9: Resistenze di pull up dei segnali GNTx#, REQx#, BMODEx#
e INTx#
mon Mezzanine Card)3. Il loro utilizzo permette alla scheda ospitante di
riconoscere la presenza della scheda CMC montata su di essa, i tipi di pro-
tocollo che puo` utilizzare per comunicare e selezionare il protocollo comune
di utilizzo tra le due schede. Per questo scopo le linee vengono divise in due
gruppi:
1. Il segnale BMODE1# (presente sul connettore Pn1) esclusivo per ogni
scheda CMC viene utilizzato per indicare (entro dieci colpi di clock
dalla ricezione della sequenza dei tre bit associati al quel protocollo)
quale modalita` di comunicazione puo` essere adottata da quel particolare
PMC.
2. I tre segnali BMODE[4:2]# (presenti sul connettore Pn2) costituiscono
un bus comune a tutte le schede CMC ospitate dalla medesima scheda
che ha il controllo di queste linee. Mediante la combinazione di questi
tre bit la scheda ospitante comunica i vari protocolli ci comunicazione
che puo` adottare.
Non avendo interesse ad utilizzare questo tipo di handshake tra il nostro
PMC e la scheda che lo ospitera` portiamo al valore logico alto tutti i segnali
BMODE[4:2]# e al valore basso BMODE1# in modo da disabilitare il bus tra
3Standard comune a tutte le schede di tipo mezzanine quindi anche alle schede PMC
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i vari CMC e indicare all’eventuale logica di controllo della scheda ospitante
la presenza del PMC.
Figura 7.10: Segnali del bridge appartenenti al bus PCI
I pin VI/O (19, 31, 45 e 57 del connettore Pn1) servono per portare al
PMC la giusta alimentazione utilizzata dal bus PCI come riferimento per
il valore logico alto dei suoi segnali. Infatti lo standard PCI nel corso del
tempo ha adottato due differenti valori di livello logico alto che sfruttano
due differenti valori di alimentazione: 3,3 V e 5 V per le schede di vecchia
generazione. Il bridge PEX8111 e` in grado di lavorare con ambedue i voltaggi,
quindi la scelta ricade sulla scheda ospitante il PMC.
Il segnale ACK64# (pin 61 del connettore Pn2) viene portato al livello
logico alto per segnalare che si utilizzano esclusivamente 32 linee per indirizzi
e dati.
Ogni device PCI possiede la propria linea IDSEL (Initialization Device
Select) che viene utilizzata per selezionare quel particolare device durante
i cicli di lettura e scrittura di configurazione. Il bridge richiede l’utilizzo di
questo segnale solo quando lavora in modalita` inversa, quindi con l’ausilio di
un pad escluderemo il segnale portandolo allo stato logico basso in caso di
bridge diretto.
I pin TRST, TMS, TDO e TDI, utilizzati dalla porta TAP (Test Access
Port) e normalmente integrati nel connettore Pn2, non vengono connessi
poiche` considerati segnali ausiliari e quindi trasferiti all’apposito connettore
Pn4. Una descrizione piu` accurata viene quindi rimandata al paragrafo §7.2.5.
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Figura 7.11: Segnali del bridge appartenenti al bus PCI Express
I rimanenti segnali del protocollo PCI vengono portati dal bridge (Figura
7.10) direttamente ai connettori Pn1 o Pn2 a seconda di come specificato
nello standard PMC [25].
7.2.3 Il bus PCI Express e la sua trasmissione
Le linee riservate ai dati PCI Express di ricezione (PEX RXD P e
PEX RXD N) e di trasmissione (PEX TXD P e PEX TXD N), accoppia-
ti in AC mediante i condensatori C24, C25, C26 e C27 (vedi Figura 7.11),
collegano il bridge PEX8111 ad uno dei due transceiver che ricevera` i segnali
presenti sulle prime e trasmettera` quelli presenti sulle seconde lungo la fibra
ottica. Queste linee, in realta`, terminano sul connettore SFP (Small Form
factor Pluggable) del transceiver (J1 in Figura 7.12) poiche` questo standard
prevede la possibilita` di rimuovere l’intero tranceiver (compresa tutta l’elet-
tronica preposta alla conversione ottica) lasciando sulla scheda una gabbia
metallica che funge da alloggiamento per il medesimo e una striscia di pin
con il ruolo, appunto, di connettore.
Lo standard SFP prevede altri sette segnali in aggiunta alle coppie diffe-
renziali di trasmissione e ricezione. Il pin 3 del connettore SFP e` un input per
il transceiver e consente di spegnere l’uscita del trasmettitore ottico. Con-
nettendo questo pin a massa teniamo il trasmettitore acceso, lasciando la
possibilita` di un suo eventuale spegnimento connettendo la linea PEX DIS
al valore logico alto. Questa linea viene, quindi, portata al connettore PMC
Pn4 con la possibilita` di essere utilizzata da una logica presente nella scheda
ospitante il PMC.
I segnali di module definition corrispondenti ai pin 4, 5 e 6 sono un inter-
faccia bidirezionale di comunicazione con il transceiver. Il segnale PEX MD0,
tenuto al livello logico alto, serve al tranceiver per riconoscere la presenza del
modulo SFP ospitante, mentre PEX MD1 e PEX MD2 costituiscono la linea
dati e clock di un protocollo seriale per comunicare le caratteristiche tecniche
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Figura 7.12: Connettore SFP del transceiver dedicato alla trasmissione e alla
ricezione dei segnali dati PCI Express
(come la lunghezza o la velocita` massima di trasmissione), l’identificazione
del costruttore e il modello del trasceiver. Anche questi segnali vengono tenu-
ti al livello logico alto, perche` non utilizzati, e inviati al connettore PMC Pn4.
Gli stessi accorgimenti vengono presi per il segnale PEX RATE che consenti-
rebbe una selezione della velocita` di trasferimento, ma che viene considerato
come opzionale dalle specifiche SFP [26] e esplicitamente non utilizzato dai
transceiver impiegati nel nostro esperimento.
Le uscite PEX FAULT e PEX LOS sono a collettore aperto, quindi de-
vono essere collegate tramite una resistenza ai 3,3 V, Lo scopo della prima
e` quello di segnalare un qualunque problema del laser all’interno del trans-
ceiver, mentre la seconda indica se il segnale ottico in ricezione presenta una
potenza inferiore alla soglia minima per un corretto funzionamento del rice-
vitore. Per monitorare meglio queste linee, oltre al loro invio al connettore
PMC Pn4, utilizziamo dei led (LD2 e LD3) connessi mediante le resistenze
R45 e R46 che limitano la corrente che li attraversa.
Per le alimentazioni del trasmettitore (PEX VCCT) e del ricevitore
(PEX VCCR) del transceiver utilizziamo gli stessi filtri descritti al paragrafo
§7.2.1 con la differenza che viene tolta la resistenza in serie poiche`, conside-
rato l’alto consumo del transceiver (circa 350 mA), risultava troppo alta la
caduta di potenziale ai suoi capi riducendo in modo eccessivo la tensione di
alimentazione al pin del connettore SFP. L’eliminazione della resistenza e`
stata resa possibile dal fatto che la resistenza serie dell’induttanza non ideale
e` sufficiente a smorzare il picco di risonanza.
L’altro connettore SFP (J2) e` destinato alla trasmissione e alla ricezio-
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Figura 7.13: Connettore SFP del transceiver dedicato alla trasmissione e alla
ricezione del clock di riferimento PCI Express
ne del segnale differenziale di clock di riferimento per il bus PCI Express
proveniente dallo switch. Per questo connettore vengono riprodotti gli stes-
si collegamenti per i segnali ausiliari dello standard SFP appena descritti e
visibili in Figura 7.13.
I rimanenti segnali del bus PCI Express PERST# e WAKE#4, non es-
sendo indispensabili per il nostro interesse (vedi Capitolo 4), vengono inviati
al CPLD (Complex Programmable Logic Device) descritto al paragrafo 7.2.5,
invece di essere portati direttamente al connettore PMC Pn4, nel caso pos-
sano essere utili ad un’eventuale funzione che si occupa del reset del PMC o
ad una futura implementazione della logica di Hot Plug.
7.2.4 La EEPROM
L’EEPROM da noi scelta, che avra` il compito di copiare i registri di configu-
razione del bridge, e` l’integrato AT25640 che dispone di 64 Kb di memoria
organizzata in 8192 parole da 8 bit. La Figura 7.14 riporta il collegamento tra
il bridge e la sua EEPROM. Il bridge, appena uscito dalla sua fase di reset,
legge il registro interno della EEPROM e, poiche` la linea del segnale dati di
lettura (EERDDATA) e` tenuta alta da una resistenza di pull up (R83), veri-
fica immediatamente la presenza di una EEPROM installata. Infatti il primo
byte che il bridge legge e` usato come riconoscimento: se e` 5A puo` proseguire
la lettura perche` la EEPROM contiene le istruzioni per la sua configurazione.
4In realta` distinto in un segnale di ingrasso (WAKEIN#) per il bridge in modalita`
inversa e uno di uscita (WAKEOUT#) in modalita` diretta
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Figura 7.14: Collegamento tra il bridge PEX81111 e la EEPROM
Il secondo, terzo e quarto byte contengono le informazioni per conoscere quali
sezioni della EEPROM devono essere caricate nei registri di configurazione
del bridge.
La EEPROM comunica con il bridge mediante un clock (EECLK), fornito
direttamente da bridge, che puo` variare (agendo sul rispettivo registro di
configurazione) tra 2 MHz (default) e 25 MHz. Il segnale EEWRDATA e`
usato dal bridge per scrivere sulla EEPROM, mentre il segnale EECS# e
HOLD# servono, invece, per abilitarla. Infine il segnale WP# e` utilizzato
per proteggere la EEPROM dalla scrittura: grazie ad un pad (ST24) connesso
a massa e una resistenza da 10 kΩ (R82) connessa a 3,3 V e` possibile abilitare
o meno questa funzione.
7.2.5 Segnali ausiliari del bridge e CPLD
Per poter gestire al meglio alcuni segnali ausiliari del bridge utilizziamo un
CPLD (Complex Programmable Logic Device) EPM7128AE della famiglia
MAX7000A che ci permette di utilizzarli come input o output di una fun-
zione prestabilita. In Figura 7.15 possiamo vedere il componente al quale
viene connesso un oscillatore da 25 MHz (QZ1) per fornirgli il segnale di
clock. Il CPLD e` dotato di un interfaccia TAP5 (Test Access Port) per es-
sere programmato che consiste in un segnale di input (TDI) per comunicare
istruzioni, indirizzi e dati; un segnale di output (TDO) per verificare i dati
contenuti nella memoria; un segnale di clock (TCK) che puo` variare da DC a
10 MHz; un segnale che scandisce la sequenza di stati della programmazione
(TMS) e un segnale di reset del controller JTAG (TRST#).
5Comunemente nota come JTAG (Join Test Action Group)
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Figura 7.15: CPLD e connettore PMC Pn4
I pin corrispondenti ai segnali di disablitazione (OE1 e OE2) e di can-
cellazione della memoria (GCLR) non vengono utilizzati per i nostri scopi.
Il bridge dispone di quattro segnali, collegati ad altrettanti indirizzi di
memoria, denominati GPIO0, GPIO1, GPIO2 e GPIO3. Essi possono esse-
re impiegati come Input oppure Output modificando dei relativi registri di
controllo presenti nello spazio di configurazione. L’utilizzo di questi segnali
e` di notevole interesse per alcune delle applicazioni proposte dal progetto
LINCO: come descritto al paragrafo §3.1 il PMC potrebbe essere impiegato
in ambiente sottoposto a radiazioni e quindi verificarsi all’interno dei suoi
componenti dei Single Event Upset (SEU). Se modifichiamo continuamente
il valore assegnato ad uno di questi segnali intervenendo sul suo registro di
controllo associato, possiamo, osservando la linea corrispondente, verificare
che il bridge sia in attivita`. Quindi con un software che scriva la sequenza
. . . 0101. . . sul registro di controllo e una logica che osservi la presenza di que-
sto pattern sul relativo segnale possiamo comandare, in caso contrario, un
reset dell’intero PMC tramite distacco delle alimentazioni. In questo modo
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Figura 7.16: Led per monitorare le linee GPIOx
viene ristabilita l’attivita` della connessione anche se si e` verificato un SEU
irrecuperabile mediante un semplice reset.
I quattro segnali GPIOx vengono inviati sia al connettore Pn4 (destinato
ad ospitare le linee non appartenenti al bus PCI) che al CPLD. Quest’ultimo
viene connesso tramite altre quattro linee (PLD0, PLD1, PLD2 e PLD3) al
connettore Pn4 in modo tale che il PMC sia predisposto per colloquiare con
un’eventuale logica inserita nella scheda ospitante.
Per poter controllare visivamente l’andamento dei segnali GPIOx ven-
gono utilizzati quattro led (visibili in Figura 7.16), una cui estremita` viene
connessa al piano di alimentazione da 3,3 V, tramite una resistenza da 330
Ω che ne limita la corrente di attraversamento, e l’altra viene connessa al-
l’uscita di un inverter che ha per ingresso il segnale stesso. In alternativa,
nel caso in cui si vogliano monitorare altri segnali presenti nel CPLD, e` pos-
sibile tramite un pad, connettere l’ingresso degli inverter a delle uscita del
CPLD denominate LED0, LED1, LED2 e LED3. L’impiego dei led risulta
utile anche nella fase di test del PMC poiche` grazie ad un opportuno regi-
stro di configurazione (configurabile anche attraverso la EEPROM) i segnali
GPIOx possono rispecchiare i quattro bit meno significativi della macchina
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a stati che controlla lo stato di attivita` del link PCI Express. In questo modo
si puo` avere un pronto riscontro delle condizioni di funzionamento del bridge
e dell’attivita` presente sul link.
Figura 7.17: Segnali di test
Oltre ai normali segnali costituenti l’interfaccia JTAG il bridge ne pos-
siede altri sempre con funzioni di test: BUNRI, TEST, SMC, TMC, TMC1,
TMC2 e BTON. Questi segnali vengono tenuti a massa mediante resistenze
da 0 Ω (vedi Figura 7.17 e inviati al connettore Pn4 nel caso possano rendersi
utili per verificare il funzionamento del bridge.
In fine i segnali EXTARB e FORWARD vengono connessi a massa, tra-
mite i pad ST20 e ST21, e a 3,3 V tramite le resistenze R21 e R22 da 10
kΩ (vedi Figura 7.18), per permettere rispettivamente di utilizzare o meno
il sistema di arbitraggio del bus PCI integrato nel bridge, e di impostare il
funzionamento del bridge in modo diretto o inverso. A quest’ultimo segnale
e` associato un led con lo stesso circuito usato per i segnali GPIOx.
7.2.6 Le alimentazioni
Le alimentazioni vengono fornite ai componenti del PMC tramite il mosfet
n-channel IRL3803S/L (Figura 7.19): la tensione di drain viene prelevata
dai connettori PMC (P3V3), l’integrato LTC1981 regola la tensione di gate
mentre la tensione di source (P3V3A) viene fornita a tutti i componenti che
necessitano una tensione di alimentazione di 3,3 V. Il segnale POWER ON,
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Figura 7.18: Circuito per la gestione dei segnali EXTARB e FORWARD
proveniente dal connettore Pn4, se portato allo stato logico basso, ha il com-
pito di disabilitare il regolatore di tensione, altrimenti tramite la resistenza
R80 da 100 kΩ viene lasciato al livello alto. L’uscita open drain ALMO-
ST ON che rivela quando la tensione di gate raggiunge il 90% del suo valore
finale (7,25 V) viene connessa al CPLD in caso possa servire per applicazioni
future.
Per fornire la tensione di 1,5 V al bridge utilizziamo un regolatore di
tensione a bassa caduta di potenziale: l’integrato PQ07VZ12Z (Figura 7.20).
Tra il pin di output VO, quello di adjust ADJ e massa vengono posizionate
rispettivamente le resistenze R14 e R15 da 330 Ω e 1 kΩ. In questo modo si
ottiene, secondo la relazione dichiarata dal costruttore dell’integrato V O =
1, 25 · (1 +R14/R15), una tensione di circa 1,66 V che viene abbassata dalla
resistenza serie parassita dell’induttanza utilizzata per filtrare l’alimentazione
del bridge visto che la corrente massima richiesta da questo e` circa 210 mA.
Per gestire la tensione di VI/O (vedi paragrafo §7.2.2) viene realizzato un
sistema a due pad (ST22 e ST23 in Figura 7.21) che permettono di fornire
al bus PCI e ai dispositivi del PMC su esso alloggiati la tensione di VI/O
(PCI VI/O) mediante la linea P3V3A oppure mediante una sua versione
filtrata (OPT5VCC). Inoltre, nel caso il bridge non venga utilizzato come
system controller e` possibile fare in modo che la tensione di VI/O venga
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Figura 7.19: Circuito per la gestione della tensione di alimentazione 3,3 V
Figura 7.20: Circuito per la gestione della tensione di alimentazione 1,5 V
Figura 7.21: Circuito per la gestione della tensione di alimentazione VI/O
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Figura 7.22: Pin di alimentazione del bridge PEX81111
Figura 7.23: Circuito per la creazione del segnale NOT POW RES
7.2. DESCRIZIONE DELLO SCHEMATICO 127
prelevata dai connettori PMC e fornita al bridge mediante la linea PCIE5V0.
Il bridge PEX81111, come rappresentato in Figura 7.22, richiede tre tipi
differenti di tensioni di alimentazione. 3,3 V vengono forniti mediante il filtro
LRC gia` descritto al paragrafo §7.2.1, con l’aggiunta di tre condensatori da
100 nF come richiesto nelle note applicative del componente. La tensione
di 1,5 V viene fornita mediante due linee: una riservata al solo pin VDDP
responsabile di fornire alimentazione al PLL del bridge. Ad entrambe viene
tolta la resistenza serie, analogamente alle alimentazioni del transceiver, per
ridurre la caduta di tensione. La tensione di VI/O, invece, viene portata
direttamente dal pad ST22.
Infine, per comunicare alla CPLD quando la tensione di alimentazione
P3V3A e` attiva gia` da tempo, e quindi stabile, viene realizzato un circuito RC
(Figura 7.23) con costante di tempo di 100 ms formato dalla resistenza R53
da 100 kΩ e il condensatore C29 da 1 µF. Grazie ad un inverter SN74LV14
(IC7) realizziamo il segnale NOT POW RES che andra` allo stato logico
basso solo dopo un tempo sufficiente alla tensione per essere stabilizzata.
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Conclusioni
Le attivita` svolte nell’ambito di questo lavoro di tesi dimostrano innanzit-
tutto la possibilita` di utilizzare la fibra ottica quale layer fisico per la tra-
smissione del protocollo PCI Express. Infatti, oltre alla verifica del corretto
funzionamento dei dispositivi, le misure eseguite sui parametri caratterizzan-
ti il protocollo hanno confermato l’integrita` del segnale una volta riconvertito
dopo la fibra ottica. In particolare il calcolo del jitter totale effettuato ad un
Bit Error Ratio di 10−12 fornisce ottimi risultati: 156, 31 ± 0, 14 ps contro i
217 ps massimi consentiti dalle specifiche del protocollo.
I test condotti con due tipologie di transceiver hanno inoltre confermato le
richieste del progetto LINCO riguardo l’impiego di elettronica a basso costo
per la realizzazione della connessione tra bus remoti. I transceiver che utiliz-
zano fibra multimodale (Intel TXN31111) si sono cos`ı rivelati soddisfacenti
per effettuare il collegamento abbassando notevolmente i costi di produzione
della scheda PMC (Figura C.1) che ha il compito di gestire la conversione del
protocollo utilizzato dal bus locale in PCI Express, la sua trasmissione, rice-
zione e la riconversione nel protocollo del bus remoto. Su questa scheda sono
stati condotti i medesimi test descritti al capitolo 5 effettuati sull’apparato
di prova non rilevando differenze significative.
Le cause del maggior jitter introdotto da i transceiver Intel TXN31111 in
confronto a quello dei transceiver JDS Uniphase OC-48 possono essere due:
le tracce del circuito di test da noi realizzato non posseggono esattamente
le giuste impedenze caratteristiche questo causa una distorsione del segnale
che favorisce l’elettronica di un transceiver piuttosto che l’altro; oppure, piu`
semplicemente, la Intel, per non operare una selezione sulla sua produzione
tiene alti i margini delle specifiche e i transceiver utilizzati per le nostre analisi
appartengono ad una classe di jitter abbondantemente inferiore a quanto
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Figura C.1: La scheda PMC realizzata nell’ambito del progetto LINCO
dichiarato. La prima ipotesi e` avvalorata dal fatto che il random jitter dei
due transceiver risulta paragonabile mentre solo per quanto riguarda la parte
deterministica la differenza appare evidente (∼ 30 ps).
Il corretto funzionamento della scheda PMC e` stato verificato sia nella
sua configurazione diretta che inversa utilizzando come carrier remoto una
scheda VME GMS V130 ospitante il bridge PCI-VME Tundra Universe II
(Figura C.2). I registri di quest’ultimo dispositivo sono risultati visibili dal
computer locale in maniera del tutto trasparente consentendo lo svolgersi di
una regolare attivita` sul bus VME. L’importanza di aver portato a termine
in modo positivo questo test e` motivata dalle richieste del progetto LINCO
(paragrafo §3.3) che prevedono appunto l’utilizzo di una scheda simile a quella
prodotta dalla GMS ma in grado di fornire un reset alla scheda PMC in caso
di malfunzionamento dell’elettronica destinata alla ricezione e conversione
del segnale PCI Express.
Infine possiamo rilevare a margine dell’analisi dati come il modello a dop-
pia delta di Dirac, impiegato da numerosi strumenti di misura per separare
le componeti deterministiche del jitter da quelle casuali, sottostimi in modo
evidente la quantita` di jitter deterministico presente nella distribuzione del
jitter totale. La semplicita` di questo modello lo rende comunque valido rispet-
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Figura C.2: La scheda PMC alloggiata sul carier VME GMS V130 durante
il test nella configurazione diretta
to all’impiego di modelli piu` sofisticati che richiedono una capacita` di calcolo
superiore e soprattutto sono dipendenti dal tipo di modulazione adoperata
per il clock del segnale e quindi sono difficilmente adattabili a qualunque
circostanza.
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Appendice A
Grafici funzioni PDF (t) e PDFTJ(t)
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Figura A.1: Grafico funzione interpolante PDF (t) non normalizzata ottenuta
a partire dall’istogramma del TIE misurato alla CLB
Figura A.2: Grafico funzione interpolante PDF (t) non normalizzata ottenuta
a partire dall’istogramma del TIE misurato dopo i transceiver JDS Uniphase
OC-48
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Figura A.3: Grafico funzione interpolante PDF (t) non normalizzata otte-
nuta a partire dall’istogramma del TIE misurato dopo i transceiver Intel
TXN31111
Figura A.4: Grafico funzione interpolante PDFTJ(t) non normalizzata
ottenuta a partire dall’istogramma del TIE misurato alla CLB
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Figura A.5: Grafico funzione interpolante PDFTJ(t) non normalizzata ot-
tenuta a partire dall’istogramma del TIE misurato dopo i transceiver JDS
Uniphase OC-48
Figura A.6: Grafico funzione interpolante PDFTJ(t) non normalizzata ot-
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Figura B.1: Mask test per l’occhio formato da soli bit di transizione e
catturato alla CLB
Figura B.2: Mask test per l’occhio formato da soli bit di transizione e
catturato dopo i transceiver JDS Uniphase OC-48
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Figura B.3: Mask test per l’occhio formato da soli bit di transizione e
catturato dopo i transceiver Intel TXN31111
Figura B.4: Mask test per l’occhio formato da soli bit de-enfatizzati e
catturato alla CLB
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Figura B.5: Mask test per l’occhio formato da soli bit de-enfatizzati e
catturato dopo i transceiver JDS Uniphase OC-48
Figura B.6: Mask test per l’occhio formato da soli bit de-enfatizzati e
catturato dopo i transceiver Intel TXN31111
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