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SALEM–ZYGMUND INEQUALITY FOR LOCALLY
SUB–GAUSSIAN RANDOM VARIABLES AND RANDOM
TRIGONOMETRIC POLYNOMIALS
BARRERA, GERARDO AND MANRIQUE, PAULO
Abstract. In this paper, we provide an extension of the classic Salem–
Zygmund inequality for locally sub–Gaussian random variables. As a
application we study the location of the roots of a Kac polynomial. Un-
der log–moment assumption, it is well known that the roots of a Kac
polynomial are concentrated around the unit circle with high probabil-
ity. In the present work, it is proved that under the hypothesis of the
existence of the moment generating function of the random coefficients,
there is an annulus of width O
(
n−2 (log n)−1/2−γ
)
, γ > 1/2, around
the unit circle which is free of zeros with high probability. As a direct
consequence, it is shown that the smallest singular value of a random
circulant matrix is away from zero with high probability.
1. Introduction
A classic problem in Harmonic Analysis is to quantify how large can be
the modulus of a trigonometric polynomial over the unit circle. For this
subject we recommend the monograph [13] for further details.
P. Erdo¨s in [9] studied the trigonometric polynomial Tn(x) =
∑n−1
j=0 αje
ijx,
x ∈ [0, 2pi], for choices of signs αj = ±1. He estimated how large can be
|Tn(x)| for x ∈ [0, 2pi). Salem and Zygmund in [26] proved that for almost
all choices of signs, we get
(1) c1 (n log n)
1/2 ≤ max
x∈[0,2pi]
|Tn(x)| ≤ c2 (n log n)1/2
for some positive constants c1, c2. Inequalities of type (1) are known as
the Salem–Zygmund inequality. We observe that (1) can be easily setted
up in a probability setting, we only need to consider αj , j = 0, . . . , n − 1,
as independent and identically distributed (iid for short) Bernoulli random
variables.
In the probabilistic context, the Salem–Zygmund inequality is established
when the coefficients {αj : 0 ≤ j ≤ n−1} of Tn are iid sub–Gaussian random
variables, see for instance Chapter 5 of [13] for further details. There are
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different versions of the Salem–Zygmund inequality which have applications
in many areas of modern analysis [7].
In this paper, we provide an extension of the classic Salem–Zygmund
inequality to locally sub–Gaussian random variables. To be more precise, let
{ξk : k ≥ 0} be a sequence of iid random variables with zero mean and finite
variance σ2 > 0. We also assume that the moment generating function (mgf
for short)Mξ0 of ξ0 exists in an open interval around the origin. Consider the
trigonometric random polynomial Wn(x) :=
∑n−1
j=0 ξjφ(j/n)e
ijx, x ∈ [0, 2pi],
where φ : [0, 1]→ R is a non–zero continuous function. Then, for all large n
P

 max
x∈[0,2pi]
‖Wn(x)‖ ≥ C0

log n n−1∑
j=0
|φ(j/n)|2


1/2

 ≤ C1
n2
,
where C0 and C1 are positive constants. This is formally established in
Theorem 1.2 in this work. Later on, we also provide applications of Theorem
1.2 for locate the roots of Kac polynomials and study the behavior of the
smallest singular value for circulant random matrices.
Recall, a real–valued random variable ξ is said to be sub–Gaussian if there
is b > 0 such that
E
(
etξ
)
≤ eb2t2/2 for any t ∈ R.
When this condition is satisfied for a particular value of b > 0, we say that
ξ is b–sub–Gaussian or sub–Gaussian with parameter b. In particular, it
can easily be shown that the mean of a sub–Gaussian random variable is
necessarily equal to zero. For more details see [5] and the references therein.
According to [5], a random variable ξ is called locally sub–Gaussian when
its mgt Mξ exists in an open interval around zero. Due to this, it is possible
to find constants α ≥ 0, δ ∈ (0,∞] and ν ∈ R such that
Mξ(t) ≤ eνt+
1
2
α2t2 for any t ∈ (−δ, δ).
If the mean of ξ is zero and its variance is finite and positive then we can
take ν = 0 and α2 > σ2 for some δ > 0. The latter can be stated as a
lemma.
Lemma 1.1 (Locally sub–Gaussian r.v.). Let ξ be a random variable such
that its mgf Mξ exists in an interval around zero. Assume that E (ξ) = 0
and E
(
ξ2
)
= σ2 > 0. Then there is a δ > 0
Mξ(t) ≤ eα
2t2/2 for any t ∈ (−δ, δ) and α2 > σ2.
Proof. Assume thatMξ(t) is well defined for any t ∈ (−δ1, δ1) for some δ1 >
0. Then Mξ(t) has derivatives of all orders at t = 0. Define g(t) := e
α2t2/2
for t ∈ R. Then g(0) = 1, g′(0) = 0 and g′′(0) = α2. Let h(t) := g(t)−Mξ(t)
for all t ∈ (−δ1, δ1). Since h is continuous and h′′(0) = α2 − σ2 > 0, then
there exists 0 < δ < δ1 such that h
′′(t) > 0 for every t ∈ (−δ, δ). Therefore,
the function h is convex in the interval (−δ, δ). As h′(0) = 0 then 0 is a
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local minimum of h. Therefore, it follows that h(t) ≥ h(0) = 0 for every
t ∈ (−δ, δ) which implies the desired result. 
The classic Salem–Zygmund inequality is usually established for iid sub–
Gaussian random variables. But thanks to Lemma 1.1 we are able to extend
it to iid locally sub-Gaussian random variables as it is shown in Theorem
1.2.
For simplicity, we keep the same notation between the Euclidean norm
and the modulus for the complex numbers. Denote by T the unit circle
R/(2piZ). For any bounded function f : T→ C we denote the infinite norm
of f by ‖f‖∞ = sup
x∈T
|f(x)|.
Theorem 1.2 (Salem–Zygmund inequality for locally sub–Gaussian random
variables). Let ξ be a random variable with zero mean and finite positive
variance. Assume that the mgf Mξ of ξ exists in an open interval around
zero. Let {ξk : k ≥ 0} be a sequence of iid random variables with ξk D= ξ for
every k ≥ 0. Let φ : [0, 1]→ R is a non–zero continuous function. Consider
Wn(x) =
∑n−1
j=0 ξjφ(j/n)e
ijx for any x ∈ T. Then, for all large n
P

‖Wn‖∞ ≥ C0

(log n) n−1∑
j=0
|φ(j/n)|2


1/2

 ≤ C1
n2
,
where C0 and C1 are positive constants that only depends on the mgf of ξ
and on the function φ.
Actually, under the assumption of finite second moment, a version of a
Salem–Zygmund type inequality can be obtained in terms of the expected
value of the infinite norm of a random trigonometric polynomial, for more
details see [28]. Theorem 1.2 provides an upper bound of how large is the
infinite norm of a random trigonometric polynomial in probability. The
latter gives a better bound than Corollary 2 in [28] as we will see below.
If {ξk : k ≥ 0} is a sequence of iid random variables such that E (ξ0) = 0
and E
(
ξ20
)
= σ2 > 0. From Corollary 2 in [28] we deduce
E

max
x∈T
∣∣∣∣∣∣
n−1∑
j=0
ξje
ijx
∣∣∣∣∣∣

 ≤Cmin{(n log(n+ 1))E(|ξ0|2))1/2, nE|ξ0|}
≤C(n log(n + 1))E(|ξ0|2))1/2
where C is an universal positive constant. From the Markov inequality we
obtain
P

max
x∈T
∣∣∣∣∣∣
n−1∑
j=0
ξje
ijx
∣∣∣∣∣∣ ≥ C0 (n log n)
1/2

 ≤ C(n log(n+ 1))E(|ξ0|2))1/2
C0 (n log n)
1/2
.
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Notice that the upper bound asymptotically equals a positive constant. On
the other hand, under the assumptions of Theorem 1.2 we get
P

max
x∈T
∣∣∣∣∣∣
n−1∑
j=0
ξje
ijx
∣∣∣∣∣∣ ≤ C0 (n log n)
1/2

 ≥ 1− C1
n2
for all large n, where C0 and C1 are positive constants that only depends on
the mgf of ξ0.
Applications. In this section, we provide applications of Theorem 1.2 for
location the roots of random polynomial as we will establish in Theorem 1.3.
Also, we provide a meaningful lower bound for the smallest singular value
for random circulant matrices.
In what follows, we will use the following notation. Let {fn : n ≥ 0} and
{gn : n ≥ 0} be two sequences of real numbers. We write fn = O(gn) if
there exist positive numbers n∗ and C such that |fn| ≤ C|gn| for all n ≥ n∗.
We also write fn = o (gn) if for every ε > 0 there exists a positive n∗ = n∗(ε)
such that |fn| ≤ ε|gn| for all n ≥ n∗.
Roots of Random Trigonometric Polynomials. The study of the roots of
a polynomial is an old feature in Mathematics. There exists formulas for
finding the roots for polynomials of degree 2, degree 3 (Tartaglia–Cardano’s
formula), degree 4 (Ferrari’s formula), but due to Galois’s work, we know
that for a polynomial of degree at least 5, it is not possible to find explicit
formulas for computing the roots in terms of radicals.
The localization of the roots of a given polynomial is in general a hard
problem, and only in certain special cases can they be localized under some
strong assumptions on the coefficients of the polynomial. Nevertheless, in
the case of a random polynomial we can observe that its roots have notable
behavior.
The first modern work on random polynomials was due to Bloch and Polya
in 1932 in [3]. In that work, they considered a random polynomial with iid
random variables with Rademacher distribution (uniform distribution on
{−1, 1}) and they proved that with high probability the number of real
zeros are O(n1/2).
In a series of papers between 1943 and 1948, Littlewood and Offord gave
an upper and a lower bound for the number of real zeros of random polyno-
mial with iid random coefficients (Rademacher, Uniform[−1, 1] or Standard
Gaussian). Kac in 1943 in [12] established his famous integral formula for
the density of the number of roots of a random polynomial with iid co-
efficients with standard Gaussian distribution. Rice in [24] got a similar
formula for the expected numbers of zeros when the coefficients form an
ergodic stationary process. These are the first steps in the study of zeros of
random functions, which nowadays is a relevant part of modern Probability
and Analysis. For more details see [8] and the references therein.
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In the theory of random polynomials, it is a classic problem to determine
where are the roots of a random polynomial located [2]. If the coefficients
are non–degenerate iid random variables with logarithm moment, then the
roots cluster asymptotically near the unit circle and the arguments of the
roots are asymptotically uniform distributed. More precise, in [10] for the
Kac polynomial
(2) Gn(z) =
n−1∑
j=0
ξjz
j for z ∈ C
with real or complex iid non–degenerate coefficients which satisfy the con-
dition E (log(1 + |ξ0|)) < ∞, it was shown that its roots are concentrated
around unit circle as n → ∞ almost surely. Moreover, it was also proved
that the condition E (log(1 + |ξ0|)) < ∞ is necessary and sufficient for the
roots of Gn to be asymptotically near the unit circle.
When the random coefficients of Gn are iid with standard Gaussian dis-
tribution, most of the roots are concentrated in an annulus of width 1/n
centered in the unit circle. However, the nearest complex zero stays to the
unit circle at least a distance O(n−2), see [21] for further details. In [19], it
was conjectured that the last statement holds not only for Gaussian coeffi-
cients but also for Rademacher coefficients. This conjecture was proved by
Konyagin and Schlag in [18]. Theorem 1.3 establishes that the main result
of [18] can be extended a random polynomial Gn with iid non–degenerate
coefficients such that their mgf exists. It says that most of the zeros of
Gn are near the unit circle in a distance at least O
(
n−2 (log n)−1/2−γ
)
for
γ > 1/2. The authors continue working to relax the assumption about the
existence of the mgf over the random coefficients.
In particular, a lower bound for
min
z∈C:|z|=1
|Gn(z)|
was studied in [14], [15], [17], [18] and [19]. In [18], it was shown that if Gn
has iid Rademacher or standard Gaussian random coefficients, then for all
ε > 0 and large n, we have with high probability
min
z∈C:|z|=1
|Gn(z)| > εn−1/2.
In [14] and [15] the sub–Gaussian case was studied, but its proof is no
complete. Even so, in Theorem 1.3 we provide a generalization of the main
result in [18] for locally sub–Gaussian random variables. For this purpose
we introduce the condition (H), which permits to use the concept of least
common denominator in the proof of Theorem 1.3.
We say that a random variable ξ0 satisfies the condition (H) if
(H) sup
u∈R
P {|ξ0 − u| ≤ 1} ≤ 1− q and P {|ξ0| > M} ≤ q/2
for some M > 0 and q ∈ [0, 1).
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Write ξk
D
= ξ, which means that ξk has the same distribution of ξ. Thus,
the second main result of this work is shown in Theorem 1.3.
Theorem 1.3. Let ξ be a random variable with zero mean and finite positive
variance. Assume that the mgf Mξ of ξ exists in an open interval around
zero and satisfies the condition (H). Let {ξk : k ≥ 0} be a sequence of iid
random variables with ξk
D
= ξ for every k ≥ 0. Then for any t ≥ 1,
P
(
min
z∈C : ||z|−1|<tn−2(logn)−1/2−γ
|Gn(z)| ≤ tn−1/2(log n)−γ
)
= O
(
(log n)−γ+1/2
)
,
where γ > 1/2.
Remark 1.4. Observe that all bounded random variables satisfy Condition
(H) in Theorem 1.3, in particular the Rademacher distribution which corre-
sponds to the uniform distribution on {−1, 1} and the uniform distribution
on the interval [0, 1].
Random Circulant Matrices. Theorem 1.3 has a direct consequence in the
study of the singularity for random circulant matrices. Circulant matrices
play a crucial role in the study of large–dimensional Toeplitz matrices [4,
27]. They are also a very common object in other areas of mathematics
[11, 16, 23].
In [20] was mentioned the problem of obtaining estimates of the proba-
bility of a random circulant matrices is singular or, equivalently, how large
is the probability that the minimum singular value of a random circulant
matrices is zero.
An n× n complex circulant matrix denoted by circ(c0, . . . , cn−1) has the
form
circ(c0, . . . , cn−1) :=


c0 c1 · · · cn−2 cn−1
cn−1 c0 · · · cn−3 cn−2
...
...
. . .
...
...
c1 c2
. . .
... c0

 ,
where c0, . . . , cn−1 ∈ C. It is well known that any circulant matrix can
be diagonalized in C as follows. Let ωn := exp
(
i2pin
)
, i2 = −1, and Fn =
1√
n
(ωjkn )0≤j,k≤n−1. The matrix Fn is called the Fourier matrix of order n.
Note that Fn is an unitary matrix. By a straightforward computation, it
follows
circ(c0, . . . , cn−1) = F ∗ndiag
(
Gn(1), Gn(ωn), . . . , Gn(ω
n−1
n )
)
Fn,
where Gn is the polynomial given by Gn(z) :=
∑n−1
k=0 ckz
k. Hence the eigen-
values of circ(c0, . . . , cn−1) are Gn(1), Gn(ωn), . . . , Gn(ωn−1n ), or equivalently
(3) Gn(ω
k
n) =
n−1∑
j=0
cj exp
(
i
2pikj
n
)
for any k = 0, . . . , n− 1.
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Expressions like (3) appears naturally in the study of Fourier transform
of periodic functions. For a complete understanding of circulant matrices,
we recommend the monograph [6].
Now, we consider an n×n random circulant matrix Cn with independent
entries, i.e.,
Cn := circ(ξ0, . . . , ξn−1),
where ξ0, . . . , ξn−1 are independent random variables.
The smallest singular value of the random circulant matrix Cn is given by
(4) sn(Cn) = min
0≤k≤n−1
∣∣∣Gn(ωkn)∣∣∣ .
In general, the smallest singular value is not equal to the smallest eigen-
value modulus. Since Cn is a normal matrix, its singular values are the
modulus of its eigenvalues. Thus, the following corollary is a direct conse-
quences of Theorem 1.3.
Corollary 1.5. Let ξ be a random variable with zero mean and finite positive
variance. Assume that the mgf Mξ of ξ exists in an open interval around
zero. Let {ξk : k ≥ 0} be a sequence of iid random variables with ξk D= ξ for
every k ≥ 0. Let Cn := circ(ξ0, . . . , ξn−1) be a n×n random circulant matrix
and let sn(Cn) be the smallest singular value of Cn. Then, for all t ≥ 0 fixed
and γ > 1/2 we have
(5) P
(
sn(Cn) ≤ tn−1/2 (log n)−γ
)
= O
(
(log n)−γ+1/2
)
.
On the other hand, using similar arguments as in the proof of Theorem
1.3, we can improve Corollary 1.5.
Theorem 1.6. Let ξ be a non–degenerate random variable which satisfies
the condition (H). Let {ξk : k ≥ 0} be a sequence of iid random variables
with ξk
D
= ξ for every k ≥ 0. Let Cn := circ(ξ0, . . . , ξn−1) be a n× n random
circulant matrix. Then, for each ρ ∈ (0, 1) we have
P
(
sn(Cn) ≤ n−ρ
)
= O
(
1
n2ρ
)
.
Remark 1.7. Theorem 1.6 tells us that the minimum singular value of Cn
under mild conditions is relative big with probability goes approaching to
one. Also, the result says us that the roots of a random polynomial with
iid random coefficients and the points of the form 2pikjn are repelling more
strongly when n increases.
This paper is organized as follows: In Section 2 we give the proof of
Theorem 1.2. In Section 3 we provide the proof of Theorem 1.3. Lastly, in
Section 4 we give the proof of Theorem 1.6.
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2. Proof of Theorem 1.2. Salem–Zygmund inequality for
locally sub-Gaussian random variables
Firstly, we provide the proof of the following claim which is an important
point that we will use in the proof of Theorem 1.2.
Claim 1: There exists a random interval I ⊂ T of length 1/ρn with
ρn = 3n/8 such that
|Wn(x)| ≥ 1
2
‖Wn‖∞ for any x ∈ I.
In fact, let pn(x) :=
∑n−1
j=0 bje
ijx, x ∈ T be a trigonometric polynomial on
T, where bj, j = 0, . . . , n− 1 are real numbers. For x ∈ T, write
gn(x) := |pn(x)|2 =

n−1∑
j=0
bj cos(jx)


2
+

n−1∑
j=0
bj sin(jx)


2
and
hn(x) :=

n−1∑
j=0
jbj cos(jx)


2
+

n−1∑
j=0
jbj sin(jx)


2
.
Then
‖pn‖2∞ = sup
x∈T
gn(x) = ‖gn‖∞ and ‖p′n‖2∞ = sup
x∈T
hn(x).
Recall the Bernstein inequality ‖p′n‖∞ ≤ n‖pn‖∞ (see for instance Theo-
rem 14.1.1, Chapter 14, page 508 in [22]). For any x ∈ T we have
(6)
∣∣g′n(x)∣∣ ≤ 4‖pn‖∞‖p′n‖∞ ≤ 4n‖pn‖2∞ = 4n‖gn‖∞.
Since g is continuous then there exists x0 ∈ T such that g(x0) = ‖gn‖∞.
Moreover, from the Mean Value Theorem and relation (6) we get
|g(x) − g(x0)| ≤ ‖g′n‖∞ |x− x0| ≤ 4n‖gn‖∞ |x− x0|
for any x ∈ T. Take I := [x0 − 316n , x0+ 316n ] ⊂ T. Notice that the length of
I is 38n . Moreover,
|g(x) − g(x0)| ≤ 3
4
‖gn‖∞ for any x ∈ I.
Since g(x0) = ‖gn‖∞ then from the triangle inequality we deduce 14‖gn‖∞ ≤|gn(x)| for any x ∈ I. Therefore,
1
2
‖pn‖∞ ≤ |pn(x)| for any x ∈ I.

Now, we are ready to provide the proof of Theorem 1.2.
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Proof of Theorem 1.2. By Lemma 1.1, there exists a δ > 0 such that
Mξ(t) ≤ eα2t2/2 for any t ∈ (−δ, δ), where α2 > σ2 > 0.
For each j ∈ {0, . . . , n − 1}, define fj(x) = φ(j/n)eijx, x ∈ T. Let rn :=∑n−1
j=0 |φ(j/n)|2. At first, we suppose that the fj are real (we consider only
the real part or the imaginary part) and we write Sn := ‖Wn‖∞. Since
‖fj‖∞ ≤ ‖φ‖∞ =: K for every j = 0, . . . , n− 1, then
e
α2t2rn/2 =
n−1∏
j=0
e
α2t2‖fj‖
2
∞/2 ≥
n−1∏
j=0
e
α2t2|fj(x)|
2/2 ≥
n−1∏
j=0
E
(
etξjfj(x)
)
= E

n−1∏
j=0
etξjfj(x)

 = E(etWn(x))
for every t ∈ (−δ/K, δ/K).
From Claim 1, there exists a random interval I ⊂ T of length 1/ρn with
ρn = 8n/3 such that Wn(x) ≥ Sn/2 or −Wn(x) ≥ Sn/2 on I. Denote by µ the
normalized Lebesgue measure on T. Observe that
e
tSn/2 =
1
µ(I)
∫
I
e
tSn/2dx ≤ 1
µ(I)
∫
I
(
etWn(x) + e−tWn(x)
)
dx.
Then, for every t ∈ (−δ/K, δ/K) we have
E
(
e
tSn/2
)
≤ ρnE
(∫
I
(
etWn(x) + e−tWn(x)
)
µ(dx)
)
≤ ρnE
(∫
T
(
etWn(x) + e−tWn(x)
)
µ(dx)
)
≤ 2ρneα
2t2rn/2.
From the above inequality, we obtain
E
(
exp
{
t
2
(
Sn − α2trn − 2
t
log (2ρnl)
)})
≤ 1
l
for any l > 0 and t ∈ (−δ/K, δ/K). Hence
P
(
Sn ≥ α2trn + 2
t
log (2ρnl)
)
≤ 1
l
for any l > 0 and t ∈ (−δ/K, δ/K). Since lim
n→∞
rn
n =
∫ 1
0 |φ(x)|2dx > 0. By
taking ln = cn
2 where c is a positive constant, then
∣∣∣ log(2ρnln)α2rn
∣∣∣ < δ2/K2 for
all large n. By choosing tn =
(
log(2ρnln)
α2rn
)1/2
we obtain
P
(
Sn ≥ 3
(
α2rn log (2ρnln)
)1/2) ≤ 1
ln
for all large n.
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Since fj = Re(fj) + iIm(fj) then for all large n we have
P

‖Re(Wn)‖∞ ≥ 3

α2 n−1∑
j=0
‖Re(fj)‖2∞ log (2ρnln)


1/2

 ≤ 1
ln
and
P

‖Im(Wn)‖∞ ≥ 3

α2 n−1∑
j=0
‖Im(fj)‖2∞ log (2ρnln)


1/2

 ≤ 1
ln
.
Lastly, since ρn =
8n
3 then by taking ln =
3n2
16 we deduce
P
(
‖Wn‖∞ ≥ 6α
√
3 (rn log n)
1/2
)
≤ 32
3n2
for all large n.

3. Proof of Theorem 1.3. Localization of the roots for Kac
polynomials
The proof is based on the small ball probability of linear combinations of
iid random variables from the approach of Rudelson and Vershynin in [25].
Along the proof, ‖·‖2 denotes the Euclidean norm, |·| denotes the complex
norm and det(·) the determinant function that acts on the squared matrices.
Let L be any positive number and let V be any deterministic matrix of
dimension 2× n. The least common denominator of V is defined as
D(V ) := inf
{
‖θ‖2 > 0 : θ ∈ R2,dist
(
V T θ,Zn
)
< L
√
log+
(‖V T θ‖2
L
)}
,
where dist(v,Zn) denotes the distance from the vector v ∈ Rn to the set Zn
and log+ = max{log, 0}. For more details see Section 7 of [25].
Observe that D (aV ) = (1/|a|)D(V ) for any a 6= 0. Indeed, from the
definition of D (aV ) we have that D (aV ) ≤ ‖θ‖2 for any θ ∈ R2 such that
dist
(
(aV )T θ,Zn
)
< L
√
log+
(‖(aV )T θ‖2
L
)
.
The latter can be rewritten as
dist
(
V T (aθ),Zn
)
< L
√
log+
(‖V T (aθ)‖2
L
)
.
Therefore, from the definition of D(V ) we deduce D(V ) ≤ ‖aθ‖2 = |a|‖θ‖2.
Since a 6= 0, then (1/|a|)D(V ) ≤ ‖θ‖2. Again, from the definition of D(aV )
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we deduce that (1/|a|)D(V ) ≤ D(aV ). On the other hand, from the definition
of D(V ) we have that D (V ) ≤ ‖θ‖2 for any θ ∈ R2 such that
dist
(
V T θ,Zn
)
< L
√
log+
(‖V T θ‖2
L
)
.
Since a 6= 0, the latter can be also rewritten as
dist
(
(aV )T (θ/a),Zn
)
< L
√
log+
(‖(aV )T (θ/a)‖2
L
)
.
Therefore, from the definition of D(aV ) we deduce D(aV ) ≤ ‖θ/a‖2 =
‖θ‖2/|a|. Consequently |a|D(aV ) ≤ ‖θ‖2. Again, from the definition of D(V )
we deduce that |a|D(aV ) ≤ D(V ). Gluing all pieces together we obtain
|a|D(aV ) = D(V ).
Let X be a random vector of dimension n × 1 whose entries are iid and
satisfy Condition (H). Assume det(V V T ) > 0. For any a > 0 and t ≥ 0,
from Theorem 7.5 (Section 7 in [25]) we have
P
{
‖V X‖2 ≤ t
√
2
a
}
= P
{
‖aV X‖2 ≤
√
2t
}
≤ C
2L2
2a2(det(V V T ))1/2
(
t+
√
2
D(aV )
)2
,
where L ≥
√
2/q, the constant C only depends on M , γ, q, and the least
common denominator D(aV ).
Recall the well known inequality (x + y)2 ≤ 2x2 + 2y2 for any x, y ∈ R.
Since a > 0 then D(aV ) = (1/a)D(V ). Therefore,
P
{
‖aV X‖2 ≤
√
2t
}
≤ C
2L2
a2(det(V V T ))1/2
t2 +
2C2L2
a2(det(V V T ))1/2(D(aV ))2
≤ C
2L2
a2(det(V V T ))1/2
t2 +
2C2L2
(det(V V T ))1/2(D(V ))2
.(7)
In order to get a nice upper bound of the left side of the above inequality, it
is needed to analyze the following quantities: a lower bound for det(V V T )
and a lower bound for D(V ). Implicitly, in the definition of the D(V ) we
also need to analyze ‖V T θ‖2 for some adequate θ ∈ R2.
3.1. Small ball probability analysis: Through the following analysis, we
will explain the reason why we introduced the concept of the least common
denominator. Recall that the Kac polynomial Gn is given by
Gn(z) =
n−1∑
j=0
ξjz
j for z ∈ C.
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To it, we can associated a trigonometric random polynomial
Wn(z) =
n−1∑
j=0
ξje
ijx for x ∈ T,
where T denotes the unit circle R/(2piZ).
Assume n ≥ 2 and γ > 1/2. Let N =
⌊
n2 (log n)
1/2+γ
⌋
and xα = α/N for
α ∈ {0, 1, 2, . . . , N − 1}. Let t ≥ 0 and let C0 > 0 be a suitable positive
constant from Theorem 1.2. Define the following event
Gn :=
{
‖W ′n‖∞ ≤ C0n3/2 (log n)1/2 , max
z∈C : ||z|−1|≤2tn−2
|Gn(z)| ≤ n3/2
}
,
where W ′n denotes the derivative of Wn on T. We also denote by P (A,B)
the probability P (A ∩B) for any two events A and B. Let
Mn :=
{
min
z∈C : ||z|−1|≤tn−2
|Gn(z)| ≤ tn−1/2(log n)−γ
}
.
From the Boole–Bonferroni inequality we obtain
P (Mn) ≤ P (Mn,Gn) + P
(
‖W ′n‖∞ ≥ C0n3/2 (log n)1/2
)
+ P
(
max
z∈C : ||z|−1|≤2tn−2
|Gn(z)| ≥ n3/2
)
.
Using the Berstein inequality (Theorem 14.1.1 in [22]) and Theorem 1.2
for φ ≡ 1, for all large n we have
P
(
‖W ′n‖∞ ≥ C0n3/2 (log n)1/2
)
≤ P
(
‖Wn‖∞ ≥ C0 (n log n)1/2
)
≤ C1
n2
.
On the other hand, using the Markov inequality we obtain
P
(
max
z∈C : ||z|−1|≤2tn−2
|Gn(z)| ≥ n3/2
)
≤ P

n−1∑
j=0
|ξj|
(
1 +
2t
n2
)j
≥ n3/2


≤ 1
n3/2
E

n−1∑
j=0
|ξj|
(
1 +
2t
n2
)j ≤ e2tE (|ξ0|)n
n3/2
=
e2tE (|ξ0|)
n1/2
,
where the last inequality follows from the following fact: for any j ∈ {0, . . . , n2}
we have (
1 +
2t
n2
)j
≤
(
1 +
2t
n2
)n2
≤ e2t.
For a ∈ C and s > 0, denote by B(a, s) the closed ball with center a and
radius s, i.e., B(a, s) = {z ∈ C : |z − a| ≤ s}.
Since t ≥ 1, it is not difficult to see
Mn ⊂
⋃
α∈Λ
B
(
ei2pixα , 2tn−2
)∪B(1 + 0i, 2tn−11/10)∪B(−1 + 0i, 2tn−11/10) .
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Then,
P (Mn,Gn) ≤ P
(
Gn, min
z∈B(1+0i,2tn−11/10)
|Gn(z)| ≤ tn−1/2 (log n)−γ
)
+ P
(
Gn, min
z∈B(−1+0i,2tn−11/10)
|Gn(z)| ≤ tn−1/2 (log n)−γ
)
(8)
+
∑
α∈Λ
P (Gn,Bα) ,
where
Λ :=
{
α ∈ [0, N ] ∩ Z : n−11/10 < |2pixα| < pi − n−11/10
}
.
and
Bα :=

 minz∈B(ei2pixα ,2tn−2(logn)−1/2−γ) |Gn(z)| ≤ tn−
1/2 (log n)−γ

 .
Using small ball probability method (small deviation theory), we will show
that the upper bound of inequality (8) goes to zero as n→∞.
3.1.1. Small ball analysis at the points 1 + 0i and −1 + 0i. Let
z ∈ B (1 + 0i, 2tn−11/10). From the Taylor Theorem we obtain
|Gn(z)−Gn(1)| ≤ |z − 1|
∣∣G′n(1)∣∣ + |R2(z)| ,
where R2(z) is the error of the Taylor approximation of order 2. On Gn, we
follows that
|R2(z)| ≤
(
2tn−1−1/10
)2
1− o(1) maxz∈C : ||z|−1|≤2tn−2 |Gn(z)|
≤ 4t
2n−2−1/5n3/2
1− o(1) =
4t2n−1/2−1/5
1− o(1) ,
where o(1) = 2tn−1−1/10. Assuming that Gn holds, from the above inequality
we get
|Gn(z)−Gn(1)| ≤ 2tn−1−1/10
∣∣G′n(1)∣∣ + 4t2n−1/2−1/51− o(1)
≤ 2tn−1−1/10‖W ′n‖∞ +
4t2n−1/2−1/5
1− o(1)
≤ 2C0tn1/2−1/10 (log n)1/2 + 4t
2n−1/2−1/5
1− o(1) .
14 Salem–Zygmund Inequality
Hence,
P
(
Gn, min
z∈B(1+0i,2tn−11/10)
|Gn(z)| ≤ tn−1/2 (log n)−γ
)
≤ P
(
|Gn(1)| ≤ 2C2tn1/2−1/10 (log n)1/2
)
,
where 2C2 = 2C0t+ 4t
2 + 1. As Gn(1) =
∑n−1
j=0 ξj, by Corollary 7.6 in [25],
for L ≥
√
1/q, we get
P
{
|Gn(1)| ≤ 2C2tn1/2−1/10 (log n)1/2
}
≤ C3L‖a‖
(
2C2t+
1
D(a)
)
,
where C3 is a positive constant and D(a) is the least common denominator
of
a =
(
n1/2−1/10 (log n)1/2
)−1
(1, . . . , 1) ∈ Rn.
From Proposition 7.4 in [25], we have D(a) ≥ 12n1/2−1/10 (log n)1/2. Then
P
(
|Gn(1)| ≤ 2C2tn1/2−1/10 (log n)1/2
)
≤ C3L (log n)
1/2
n1/10
(
2C2t+
2
n1/2−1/10 (log n)1/2
)
≤ (2C2t+ 2)L ( log n)
1/2
n1/10
.
In the case z ∈ B (−1 + 0i, 2tn−11/10). Assuming Gn holds, Taylor The-
orem implies
|Gn(z)−Gn(−1)| ≤ |z + 1|
∣∣G′n(−1)∣∣ + |R2(z)|
≤ 2tn−1−1/10‖W ′n‖∞ +
4t2n−1/2−1/5
1− o(1)
≤ (2C0t+ 4t2)n1/2−1/10 (log n)1/2 .
Thus,
P
(
Gn, min
z∈B(−1+0i,2tn−11/10)
|Gn(z)| ≤ tn−1/2 (log n)−γ
)
≤ P
(
|Gn(−1)| ≤ 2C2tn1/2−1/10 (log n)1/2
)
.
Since Gn(−1) =
∑n−1
j=0 (−1)j ξj. Taking L ≥
√
1/q, from Corollary in [25]
we get
P
(
|Gn(−1)| ≤ 2C2tn1/2−1/10 (log n)1/2
)
≤ C3L‖b‖
(
2C2t+
1
D(b)
)
,
where C3 is a positive constant and D(b) is the lower common denominator
of
b =
(
n1/2−1/10 (log n)1/2
)−1 (
1,−1, . . . , (−1)n−1) ∈ Rn.
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From Proposition 7.4 in [25], we get D(b) ≥ 12n1/2−1/10 (log n)1/2. Thus
P
(
|Gn(−1)| ≤ 2C2tn1/2−1/10 (log n)1/2
)
≤ C3L (log n)
1/2
n1/10
(
2C2t+
2
n1/2−1/10 (log n)1/2
)
≤ (2C2t+ 2)L (log n)
1/2
n1/10
.
3.1.2. Small ball analysis at ei2pixα . Now, if z ∈ B
(
ei2pixα , 2tn−2 (log n)−1/2−γ
)
and Gn holds, then from the Taylor Theorem we get∣∣Gn(z)−Gn (ei2pixα)∣∣ ≤ ∣∣z − ei2pixα∣∣ ∣∣G′n (ei2pixα)∣∣+ |R2(z)| ,
where the error of the Taylor approximation of order 2, R2(z), satisfies
|R2(z)| ≤
(
2tn−2
)2
1− 2tn−2 maxz∈C : ||z|−1|<tn−2 |Gn(z)| ≤
4t2n−5/2
1− 2tn−2 .
So,
∣∣Gn(z)−Gn (ei2pixα)∣∣ ≤ 2tn−2 (log n)−1/2−γ ‖W ′n‖+ 4t2n−5/21− 2tn−2
≤ 2C0tn−1/2 (log n)−γ + 4t
2n−5/2
1− 2tn−2 .
From the above, we get
P (Gn,Bα) ≤ P
(∣∣Gn (ei2pixα)∣∣ ≤ 2C4tn−2 (log n)−γ) ,
where 2C4 = 2C0 + 4t+ 1.
In order to show that P (Gn,Bα) tends to zero as n→∞, we rewrite the
sum Gn(e
i2pixα) as the product of a matrix by a vector. After, we can use
the concept of the least common denominator for a matrix to give a nice
upper bound to P (Gn,Bα).
Define the 2× n matrix Vα as follows
Vα :=
[
1 cos (2pixα) . . . cos ((n− 1)2pixα)
0 sin (2pixα) . . . sin ((n− 1)2pixα)
]
and X := [ξ0, . . . , ξn−1]T ∈ Rn. Notice that
VαX =

n−1∑
j=0
ξj cos (j2pixα) ,
n−1∑
j=0
ξj sin (j2pixα)


T
∈ R2
which implies
‖VαX‖2 =
∣∣∣∣∣∣
n−1∑
j=0
ξje
ij2pixα
∣∣∣∣∣∣ =
∣∣Gn (ei2pixα)∣∣ .
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Let Θ = r [cos(θ), sin(θ)]T ∈ R2, where r > 0 and θ ∈ [0, 2pi]. For fixed r, θ,
we have
V Tα Θ = r [cos (−θ) , cos (2pixα − θ) , . . . , cos (2 (n− 1) pixα − θ)]T .
Note ‖V Tα Θ‖2 ≤ r
√
n. On the other hand, we have
det
(
VαV
T
α
)
= det

 ∑n−1j=0 cos2 (j2pixα) 12∑n−1j=0 sin (2 · j2pixα)
1
2
∑n−1
j=0 sin (2 · j2pixα)
∑n−1
j=0 sin
2 (j2pixα)

 .
From the above observation, using the notion of least common denominator
for high dimension, we will show that P (Gn,Bα)→ 0 as n→∞.
Recall that xα satisfies n
−11/10 < |2pixα| < pi− n−11/10. In order to show
that P (Gn,Bα) is negligible, we will distinguish three cases.
3.1.3. Case 1. Assume that gcd (α,N) ≥ n1+1/10 (log n)−γ . Recall thatN =⌊
n2 (log n)1/2+γ
⌋
, then
N
gcd (α,N)
≤ n
2 (log n)1/2+γ
n1+1/10 (log n)−γ
= n1−1/10 (log n)1/2+2γ .
Notice that 2pixα satisfies n
−1 < |2pixα| < pi − n−1 for all large n. From
Lemma 3.2 part 1 in [18], there exist positive constants c5, C5 such that
(9) c5n
2 ≤ det (VαV Tα ) ≤ C5n2.
Before to continue with our arguments, we need to determine how many
indices α satisfies the condition gcd (α,N) ≥ n1+1/10 (log n)−1/2. The next
lemma answers this question.
Lemma 3.1. The number of indices α such that
gcd (α,N) ≥ n
1+1/10
(log n)γ
is at most
n1−1/10+o(1) (log n)1/2+2γ+o(1) .
Proof. Write m := n1+1/10 (log n)−1/2. Observe if T is the Euler totient
function, we have
∑
α : gcd(α,N) ≥ m
0 ≤ α ≤ N
1 ≤
N∑
d=⌊m⌋
d|N
T
(
N
d
)
.
Notice that T (s) ≤ s−√s for all s ∈ N. Moreover, if d(s) is the number of
divisors of s, it is well known (see Theorem 13.12 in [1]) that there exists a
absolute constant C > 0 such that
d(s) ≤ sC(log log(s))−1 .
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Hence
∑
α : gcd(α,N) ≥ m
0 ≤ α ≤ N
1 ≤
(
N
m
−
√
N
m
)
NC(log log(N))
−1
≤ 1
m
N1+C(log logN)
−1
= n1−1/10+o(1) (log n)1/2+2γ+o(1) ,
where o(1) = C (log log (N))−1. 
From Proposition 7.4 in [25], the least common denominator of Vα satisfies
D (Vα) ≥ 1/2. Thus, using the inequalities given by (7) and (9) and Lemma
3.1 we get
N−1∑
α=0
α : gcd(α,N) ≥ n1+1/10(logn)−1/2
P
(∣∣Gn (ei2pixα)∣∣ ≤ 2tC4n−1/2 (log n)−γ)
≤ n1−1/10+o(1) (log n)1/2+2γ+o(1)
(
2C2L2 (2tC4)
2
(c5n2)
1/2 (n1/2 (log n)γ)2 +
2C2L2
1
4 (c5n
2)1/2
)
=
2C2L2 (2tC4)
2 (log n)1/2+o(1)
c
1/2
5 n
1+1/10−o(1)
+
2C2L2 (log n)1/2+2γ+o(1)
1
4c
1/2
5 n
1/10−o(1)
.
3.1.4. Case 2. Assume that n1+1/10 (log n)−γ ≥ gcd (α,N) ≥ n (log n)1/2+γ .
Since N =
⌊
n2 (log n)1/2+γ
⌋
, we get
(10) n ≥ N
gcd (α,N)
≥ n1−1/10 (log n)1/2+2γ − o(1),
where o(1) = n−1−1/10 (log n)γ .
We observe that 2pixα is such that n
−1 ≤ |2pixα| ≤ pi−n−1. From Lemma
3.2 part 1 in [18] there exist positive constants c5, C5 such that
c5n
2 ≤ det (VαV Tα ) ≤ C5n2.
Also, we observe that xα =
α
N =
α′
N ′ where α = α
′ gcd (α,N) and N =
N ′ gcd (α,N). Note gcd (α′, N ′) = 1. Since N ′ ≤ n, for any θ we have{
exp
(
i
(
j2pi
α′
N ′
− θ
))
: j = 0, . . . , N ′ − 1
}
={
exp
(
i
(
j2pi
1
N ′
− θ
))
: j = 0, . . . , N ′ − 1
}
.
From the above observation, we can assume that xα = 1/N ′. In order to use
the inequality (7), the next lemma shows some arithmetic properties of the
values cos (j2pixα − θ) for j = 0, . . . , N ′.
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Lemma 3.2. Fixed θ ∈ [0, 2pi) and positive m ∈ Z. Let V be a vector in Rn
which entries are Vj = r cos (j2pix − θ) for j = 0, . . . ,m − 1 with positive
r ∈ Z and x = 1/m. Then
dist (V,Zm) ≥ 1
24
· 1
2pix
,
whenever 12r(2pix) ≥ 6.
Proof. We define the following sequence
P = {exp (i (j2pix− θ)) : j = 0, . . . ,m− 1} ,
where i is the imaginary unit. Note P is a set of points on the unit circle
which can be looked as vertices of a regular polygon with m sides inscribed
in the unit circle.
Since the arguments of points exp (i (j2pix − θ)) are separated exactly by
a distance 2pix, the number of points exp (i (j2pix − θ)) which are in any arc
on the unit circle is at least l2pix − 2, where l is the length of the arc.
Let [y, y + 3(2pix)] be a subinterval of [−1, 1] and we consider the arc A
on the unit circle which projection on the horizontal axis is [y, y + 3(2pix)].
If the length of the arc A is l, then the number of values cos (j2pix− θ)
which are still in (y, y + 3(2pix)) is at least l2pix − 2 ≥ 3(2pix)2pix − 2 = 1 since
l ≥ 3 (2pix).
Let s ∈ [−r, r] ∩ Z. Note that there exists at least one value
cos (j2pix − θ) ∈
(s
r
+ 3 (k − 1) (2pix) , s
r
+ 3k (2pix)
)
⊂
[
s
r
,
s+ 1
r
]
for all positive integer k ≤ 13r(2pix) .
Now, we consider all the values cos (j2pix − θ) ∈ [ sr , s+1r ] and define
dj := min
{∣∣∣ cos (j2pix− θ)− s
r
∣∣∣ , ∣∣∣∣ cos (j2pix− θ)− s+ 1r
∣∣∣∣
}
.
Let L be the biggest integer which satisfies (3 · 2pix)L ≤ 12r , or equivalently,
L =
⌊
1
2r(3·2pix)
⌋
. Therefore the sum of dj for all cos (j2pix − θ) ∈
[
s
r ,
s+1
r
]
is
at least
L∑
λ=1
2λ (3 · 2pix) = 6 (2pix)
L∑
λ=1
λ ≥ 6 (2pix) L
2
2
≥ 3 (2pix)
(
1
2
· 1
(2r) (3 · 2pix)
)2
=
1
12
· 1
(2r)2 (2pix)
,
where the following inequality was used
L ≥ 1
2r (3 · 2pix) − 1 ≥
1
2
· 1
2r (3 · 2pix) ,
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which holds if 12r(2pix) ≥ 6. Let σs be the sum of dj for each interval
[
s
r ,
s+1
r
]
,
s = −r, . . . , r. Then
r∑
s=−r
σs ≥ (2r)
(
1
12
· 1
(2r)2 (2pix)
)
=
1
12
· 1
(2r) (2pix)
.
From the previous analysis, we have that the distance between the vector
V ∈ Rm which entries are Vj = r cos (j2pix − θ) for j = 0, . . . ,m − 1 with
x = 1/m to Zm is at least
r
(
1
12
· 1
(2r) (2pix)
)
=
1
24
· 1
2pix
,
verifying that expression 12r(2pix) ≥ 6 is fulfilled. 
As it is needed to analyze
V Tα Θ = r [cos (−θ) , cos (2pixα − θ) , . . . , cos (2 (n− 1) pixα − θ)]T ,
in the definition of least common denominator, we can assume without loss
of generality that r is a positive integer.
If r ≤ 12·6·2pixα , from Lemma 3.2 and expression (10), we would obtain
1
24
· 1
2pi
n1−1/10 (log n)1/2+2γ − o (1) ≤ 1
24
· 1
2pixα
≤ dist (V Tα Θ,Zn)
≤ L
√
log+
‖V Tα Θ‖2
L
≤ L
√
log+
rn1/2
L
≤ L
√
log+
n3/2
L
,
which is a contradiction since L ≥ √2/q is fixed. Thus, we should have
r > 12·6·2pixα which implies
D (Vα) >
1
12
· 1
2pi
n1−1/10 (log n)1/2+2γ − o(1).
Now, using the inequality given by (7) we get
N−1∑
α=0
α : n1+1/10(logn)−γ ≥ gcd(α,N) ≥ n(logn)1/2+γ
P
(∣∣Gn (ei2pixα)∣∣ ≤ 2tC4n−1/2 (log n)−γ)
≤ n2 (log n)1/2+γ
(
2C2L2 (2tC4)
2
(c5n2)
1/2 (n1/2 (log n)γ)2
)
+ n2 (log n)1/2+γ

 2C2L2
(c5n2)
1/2
(
1
12 · 12pi · n1−1/10 (log n)1/2+2γ − o (1)
)2


≤ 2C
2L2 (2tC2)
2
(log n)γ−1/2
+
2C2L2
c
1/2
5
(
1
12 · 12pi
)2
n1−1/5 (log n)1/2+3γ (1− o (1))2
.
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3.1.5. Case 3. Assume that n (log n)1/2+γ ≥ gcd (α,N) ≥ n9/10 (log n)1/2+γ .
Since that N =
⌊
n2 (log n)1/2+γ
⌋
, then
n11/10 ≥ N
gcd (α,N)
≥ n− o(1),
where o(1) = 1
n(logn)1/2+γ
. Note that 2pixα satisfies
n−11/10 ≤ |2pixα| ≤ (n− o(1))−1
or
pi − (n− o(1))−1 ≤ |2pixα| ≤ pi − n−11/10.
From Lemma 3.2 part 2 in [18], there existe positive constants c5, C5 such
that
c5n
2−1/5 ≤ det (VαV Tα ) ≤ C5n2.
On the other hand, the number of indexes α which satisfy the condition over
gcd (α,N) is at most
4N
(
1
n− o(1) −
1
n1+1/10
)
≤ 4n (log n)1/2+γ
(
1
1− o(1) −
1
n1/10
)
.
In order to use the inequality (7), we need to analyze the least common
denominator of Vα for this case. In particular, we need to get a nice lower
bound for the distance from V Tα Θ to Z
n. We will use similar ideas from
Lemma 3.2 for this.
As xα =
α
N =
α′
N ′ with gcd (α
′, N ′) = 1 and N ′ ≥ n−1, then all the points
in
{exp (i (j2pixα − θ)) : j = 0, . . . , n− 1}
are differents.
Let r be a positive integer and we consider the set of intervals of the
form
[
m
r ,
m+1
r
]
for all m ∈ [−r, r] ∩ Z. Write Im and Jm the corresponding
arcs on the unit circle which projection on the horizontal axe is the interval[
m
r ,
m+1
r
]
. If r < n, by the pigeonhole principle we have that there exists at
least one IM (or JM ) for some M ∈ [−r, r] ∩ Z, which contain at least n/2r
points exp (i (j2pixα − θ)) in it. For each cos (j2pixα − θ) ∈
[
M
r ,
M+1
r
]
, it is
defined
dj = min
{∣∣∣∣ cos (j2pixα − θ)− Mr
∣∣∣∣ ,
∣∣∣∣ cos (j2pixα − θ)− M + 1r
∣∣∣∣
}
.
Note that at most two dj can be equal and
min
0 ≤ l,k ≤ n−1
{|l2pixα − k2pixα|} ≥ 2pi 1
N ′
.
Observe that for each 0 ≤ λ ≤ L, with L = min
{⌊
n
4·2r − 32
⌋
,
⌊
N ′
2·2r·2pi − 12
⌋}
,
there exists at least one dj such that dj ≥ (2λ+ 1) 2pi 1N ′ . So, the sum of all
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dj is at least
L∑
λ=0
(2λ+ 1) 2pi
1
N ′
≥ 2piL
2
N ′
,
and taking r ≤ ⌊n1/4⌋ it is followed
2pi
L2
N ′
≥ 2pi · 1
n1+1/10
(
n3/4 − o (1)
16pi
)2
≥ 1
128pi
(
n1/4−1/20 − o (1)
)2
.
Now, let v be a vector in Rn whose entries are vj = cos (j2pixα − θ) for
each j = 0, . . . , n − 1. If a positive integer r ≤ ⌊n1/4⌋, by the previous
discussion it is followed that the vector rv = (rvj)1≤j≤n satisfies
dist(rv,Zn) ≥ 1
128pi
(
n1/4−1/20 − o (1)
)2
.
Thus, if r ≤ ⌊n1/4⌋ and taking a fixed L ≥ √2/q, from the definition of
least common denominator we would deduce that
1
128pi
(
n1/4−1/20 − o (1)
)2
≤ dist (V Tα Θ,Zn) ≤ L
√
log+
‖V Tα Θ‖2
L
≤ L
√
log+
rn1/2
L
≤ L
√
log+
n3/4
L
,
which implies that the least common denominator of Vα should satisfy
D (Vα) ≥ n1/4. From (7), we get
N−1∑
α=0
α : n(logn)1/2+γ ≥ gcd(α,N) ≥ n9/10(logn)1/2+γ
P
(∣∣Gn (ei2pixα)∣∣ ≤ 2tC4n−1/2 (log n)−γ)
≤ 4n (log n)1/2+γ
(
1
1− o (1) −
1
n1/10
)(
2C2L2 (2tC4)
2(
c5n2−1/5
)1/2 (
n1/2 (log n)γ
)2
)
+ 4n (log n)1/2+γ
(
1
1− o (1) −
1
n1/10
)(
2C2L2(
c5n2−1/5
)1/2 (
n1/4
)2
)
= 4
(
1
1− o (1) −
1
n1/10
)(
2C2L2 (2tC4)
2
c
1/2
5 n
1−1/10 (log n)γ−1/2
+
2C2L2 (log n)1/2+γ
c
1/2
5 n
1/2−1/10
)
.
4. Proof of Theorem 1.6. On the lower bound for the
smallest singular value for random circulant matrices
Note
P
(
sn(Cn) ≤ n−ρ
) ≤ n−1∑
k=0
P
(∣∣Gn (ei2pixk)∣∣ ≤ n−ρ) ,
22 Salem–Zygmund Inequality
where xk = k/n. We need to distinguish two cases. When gcd (k, n) > n
1/2,
using the same ideas that in the case 1 of the proof of Theorem 3, we get
N−1∑
k=0
α : gcd(k,n) > n1/2
P
(∣∣Gn (ei2pixk)∣∣ ≤ n−ρ)
≤ n1/2+o(1)
(
2C2L2
c
1/2
5 n
1+2ρ
+
2C2L2
1
2c
1/2
5 n
)
≤ 2C
2L2
c
1/2
5 n
1/2+2ρ−o(1)
+
4C2L2
c
1/2
5 n
1/2−o(1)
.
Finally, when gcd (k, n) ≤ n1/2 and using the same ideas that in the case 2
of proof of Theorem 3, we get
N−1∑
k=0
α : gcd(k,n) ≤ n1/2
P
(∣∣Gn (ei2pixk)∣∣ ≤ n−ρ)
≤ n
(
2C2L2
c
1/2
5 n
1+2ρ
+
2C2L2
c
1/2
5 n
(
1
2·6·2pin
1/2
)2
)
≤ 2C
2L2
c
1/2
5 n
2ρ
+
1152pi2C2L2
c
1/2
5 n
.
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