Abstract-Models based on fuzzy inference systems (FISs) for calculating the resonant frequency of rectangular microstrip antennas (MSAs) with thin and thick substrates are presented. Two types of FIS models, Mamdani FIS model and Sugeno FIS model, are used to compute the resonant frequency. The parameters of FIS models are determined by using various optimization algorithms. The resonant frequency results predicted by FIS models are in very good agreement with the experimental results available in the literature. When the performances of FIS models are compared with each other, the best result is obtained from the Sugeno FIS model trained by the leastsquares algorithm.
INTRODUCTION
MSAs have many desirable features such as low profile, light weight, conformal structure, low production cost, and ease of integration with microwave integrated circuit or monolithic microwave integrated circuit components [1] [2] [3] [4] [5] . MSAs are therefore used extensively in a broad range of commercial and military applications.
In MSA designs, it is important to determine the resonant frequencies of the antenna accurately because MSAs have narrow bandwidths and can only operate effectively in the vicinity of the resonant frequency. So, a technique to compute accurately the resonant frequency is helpful in antenna designs. Several techniques are available in the literature to calculate the resonant frequency of rectangular MSA, as this is one of the most popular and convenient shapes. These techniques can be broadly classified into two categories: analytical and numerical techniques.
The analytical techniques offer both simplicity and physical insight, but depend on several assumptions and approximations that are valid only for thin substrates. The numerical techniques provide accurate results but usually require considerable computational time and costs.
The neural models trained by various algorithms were used in calculating the resonant frequency of rectangular MSAs [26, 28, 29, 31] . A neuro-fuzzy network was presented in [30] to compute the resonant frequencies of MSAs. In [30] , the number of rules and the premise parameters of Sugeno FIS were determined by the fuzzy subtractive clustering method and then the consequent parameters of each output rule were determined by using linear least squares estimation method. The training data sets were obtained by numerical simulations using a moment-method code based on electric field integral equation approach. To validate the performances of the neuro-fuzzy network, a set of further moment-method simulations was realized and presented to the neuro-fuzzy network.
The concurrent neuro-fuzzy system models were proposed in [34, 35] to calculate simultaneously the resonant frequencies of the rectangular, circular, and triangular MSAs. The concurrent neurofuzzy system comprises an artificial neural network and a fuzzy system. In a concurrent neuro-fuzzy system, neural network assists the fuzzy system continuously (or vice versa) to compute the resonant frequency.
In this paper, the models based on Mamdani FIS [40, 41] and Sugeno FIS [41, 42] are presented for computing the resonant frequency of rectangular MSAs with thin and thick substrates. The FIS is a popular computing framework based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning [40] [41] [42] [43] . FISs are nonlinear systems capable of inferring complex nonlinear relationships between input and output data. The high-speed real-time computation feature of the FIS recommends its use in antenna computer aided design (CAD) programs.
In previous works [27, [33] [34] [35] [44] [45] [46] [47] [48] [49] [50] , we successfully used Sugeno FISs for computing accurately the various parameters of the rectangular, triangular, and circular MSAs. In [27, 33] , the tabu search algorithms and the hybrid learning algorithm were used to train the Sugeno FISs. However, in this paper, six different optimization algorithms, least-squares (LSQ) algorithm [51] [52] [53] , nelder-mead (NM) algorithm [54, 55] , genetic algorithm (GA) [56, 57] , differential evolution algorithm (DEA) [58] [59] [60] , particle swarm optimization (PSO) [61, 62] , and simulated annealing (SA) algorithm [63] [64] [65] , are used to train the Sugeno FISs. Furthermore, in this paper, Mamdani FIS models trained by LSQ, NM, GA, DEA, PSO, and SA are proposed to compute the resonant frequency of rectangular MSAs. Figure 1 shows a rectangular patch of width W and length L over a ground plane with a substrate of thickness h and a relative dielectric constant ε r . A survey of the literature clearly shows that only four parameters, W , L, h, and ε r , are needed to describe the resonant frequency. In this paper, the resonant frequency of the rectangular MSA is computed by using FIS models. The FIS is a very powerful approach for building complex and nonlinear relationship between a set of input and output data [40] [41] [42] [43] . Three types of FISs, Mamdani FIS, Sugeno FIS, and Tsukamoto FIS, have been widely used in various applications [41] .
FIS MODELS FOR RESONANT FREQUENCY COMPUTATION
The Table 1 . Measured resonant frequency results and dimensions for electrically thin and thick rectangular MSAs. [14] . ∆ These frequencies measured by Carver [8] . The remainder measured by Kara [22, 23] . * Test data. λ d is the wavelength in the dielectric substrate.
differences between these three FISs lie in the consequents of their fuzzy rules, and thus their aggregation and defuzzification procedures differ accordingly. In this paper, Mamdani and Sugeno FIS models are used to calculate accurately the resonant frequency of rectangular MSAs. The data sets used in training and testing Mamdani and Sugeno FIS models have been obtained from the previous experimental works [8, 14, 22, 23] , and are given in Table 1 . The 37 data sets in Table 1 are used to train the FISs. The 9 data sets, marked with an asterisk in Table 1 , are used for testing. For the FIS models, the inputs are W , L, h, and ε r and the output is the measured resonant frequency f me .
In this paper, the grid partitioning method [41] is used for the fuzzy rule extraction. In the grid partitioning method, the domain of each antecedent variable is partitioned into equidistant and identically shaped membership functions (MFs). A major advantage of the grid partitioning method is that the fuzzy rules obtained from the fixed linguistic fuzzy grids are always linguistically interpretable. Using the available input-output data, the parameters of the MFs can be optimized.
In this paper, the number of MFs for the input variables W , L, h, and ε r are determined as 3, 3, 2, and 3, respectively. Each possible combination of inputs and their associated MFs is represented by a rule in the rule base of the Mamdani and Sugeno FIS models. So, the number of rules for FIS models is 54 (3 × 3 × 2 × 3 = 54).
The application of the Mamdani and Sugeno FIS models to the resonant frequency calculation is given in the following sections.
Mamdani FIS Models for Resonant Frequency Computation
Mamdani FIS [40, 41] was proposed as the very first attempt to control a steam engine and boiler combination by synthesizing a set of linguistic control rules obtained from experienced human operators. The Mamdani FIS architecture used in this paper for the resonant frequency computation of rectangular MSAs is illustrated in Figure 2 , in which a circle indicates a fixed node, whereas a rectangular indicates an adaptive node. The rule base for Mamdani FIS can be written as
where M ij , Z k , and M ok represent the jth MF of the ith input, the output of the kth rule, and the kth output MF, respectively. In Eq. (1), c ok and σ ok are the consequent parameters that characterize the shapes of the output MFs. As shown in Figure 2 , the Mamdani FIS architecture consists of five layers: fuzzy layer, product layer, implication layer, aggregation layer, and de-fuzzy layer. Layered operating mechanism of the Mamdani FIS can be described as follows:
Layer 1: In this layer, the crisp input values are converted to the fuzzy values by the input MFs. In this paper, the following generalized bell, trapezoidal, and gaussian MFs for the inputs are used:
where a ij , b ij , c ij , d ij , and σ ij are the premise parameters that characterize the shapes of the input MFs. Layer 2: In this layer, the weighting factor (firing strength) of each rule is computed. The weighting factor of each rule, which is expressed as ω k , is determined by evaluating the membership expressions in the antecedent of the rule. This is accomplished by first converting the input values to fuzzy membership values by using the input MFs in the layer 1 and then applying the "and " operator to these membership values. The "and " operator corresponds to the multiplication of input membership values. Hence, the weighting factors of the rules are computed as follows:
. . . . . .
Layer 3: In this layer, the implication of each output MF is computed by
where M imp,k represents the implicated output MFs. Layer 4: In this layer, the aggregation is performed to produce an overall output MF, M o (z), by using the union operator:
The types of the output MFs (M ok ) are Gaussian. Here, the "union" operation is performed using the maximum operator. Layer 5: In this layer, the defuzzification is performed by using the centroid of area method:
It is clear from Eq. (3) that the generalized bell, trapezoidal, and gaussian MFs are specified by three, four, and two parameters, respectively. Therefore, the Mamdani FIS used in this paper contains a total of 142 fitting parameters, of which 34 (3×3+3×4+2×2+3×3 = 34) are the premise parameters and 108 (2 × 54 = 108) are the consequent parameters. 
Sugeno FIS Models for Resonant Frequency Computation
Sugeno FIS [41, 42] was proposed to develop a systematic approach to generate fuzzy rules from a given input-output data. The Sugeno FIS architecture used in this paper for the resonant frequency calculation is shown in Figure 3 with
where M ij , Z k , and r k represent the jth MF of the ith input, the output of the kth rule, and the kth output MF, respectively. As shown in Figure 3 , the Sugeno FIS structure consists of five layers: fuzzy layer, product layer, normalized layer, de-fuzzy layer, and summation layer. It is clear that Layer 1 and Layer 2 of Sugeno FIS are the same as those of Mamdani FIS. The operating mechanism of the other layers for Sugeno FIS can be described as follows:
Layer 3: The normalized weighting factor of each rule,ω k , is computed by usingω
Layer 4: In this layer, the output rules can be written as: 54 (11) where p k are the consequent parameters that characterize the shapes of the output MFs. Here, the types of the output MFs (r k ) are linear. Layer 5: Each rule is weighted by own normalized weighting factor and the output of the FIS is calculated by summing of all rule outputs:
The Sugeno FIS used in this paper contains a total of 304 fitting parameters, of which 34 (3 × 3 + 3 × 4 + 2 × 2 + 3 × 3 = 34) are the premise parameters and 270 (5 × 54 = 270) are the consequent parameters. 
Determination of Design Parameters of Mamdani and Sugeno FIS Models
The determination of the design parameters of the FIS is of vital importance. An optimization algorithm is used to determine these design parameters. The parameter optimization is done in a way such that the error measure between the target and the actual output is minimized. During the learning process of the FIS, the premise parameters and the consequent parameters are tuned until the desired response of the FIS is achieved. In this paper, six different optimization algorithms, LSQ, NM, GA, DEA, PSO, and SA, are used to determine the optimum values of the design parameters and adapt the FISs. Basic optimization framework steps of these algorithms for the calculation of resonant frequency by using Mamdani and Sugeno FIS models are summarized below:
Step 1: Choose the initial FIS structure. In this step, the number and the types of MFs for the input variables W, L, h, and ε r are found. Thus, the numbers of the premise parameters (a ij , b ij , c ij , d ij , and σ ij ) and the consequent parameters (c ok and σ ok or p k ) are determined. Step 2: Initialize the values of the premise and consequent parameters. Initial values of the premise and consequent parameters are produced. Hence, the input MFs are equally spaced and made to cover the universe of discourse.
Step 3: Compute the output (resonant frequency f r ). FIS produces the output (f r ) for a given input data (W, L, h, and ε r ) using the premise and the consequent parameters in the inference mechanism.
Step 4: Evaluate the performance of FIS. The learning error between the target (measured resonant frequency f me ) and the actual output is computed. In this paper, mean square error (MSE) criterion is used for this purpose.
Step 5: Continue or terminate the process. In this step, termination criterion of the optimization algorithm is checked. If the learning error is equal to/small from the predetermined error value or iterations reach to a final value, the process is stopped. Otherwise, the process continues to Step 6.
Step 6: Update the parameter values using the optimization algorithm. In this step, an optimization algorithm (LSQ, NM, GA, DEA, PSO, and SA) is used for updating the values of the premise and the consequent parameters so as to decrease the learning error. Then, the process continues from Step 3. The process explained above is simply given in Figure 4 .
RESULTS AND CONCLUSIONS
The resonant frequencies calculated by using Mamdani and Sugeno FIS models presented in this paper for electrically thin and thick rectangular MSAs are given in Tables 2 and 3 , respectively. LSQ, NM, GA, DEA, PSO, and SA in Tables 2 and 3 represent, respectively, the resonant frequencies calculated by the FIS models trained by LSQ, NM, GA, DEA, PSO, and SA. For comparison, the resonant frequency results obtained by using the Sugeno FIS models [27] and the conventional methods [1, 2, 6-8, 11, 15, 16, 19, 23, 32] are listed in Tables 4 and 5, respectively. ITSA, MTSA, and CTSA in Table 4 represent, respectively, the resonant frequencies calculated by the Sugeno FIS models trained by the improved tabu search algorithm (ITSA), the modified tabu search algorithm (MTSA), and the classical tabu search algorithm (CTSA). The resonant frequency results in twelfth and thirteenth columns of Table 5 are obtained by using the curve-fitting formula [23] and by using the modified cavity model [23] , respectively. The sum of the absolute errors between the theoretical and experimental results for FIS models and conventional methods is listed in Tables 6 and 7 . When the performances of Mamdani and Sugeno FIS models are compared with each other, the best result is obtained from the Sugeno FIS model trained by the LSQ algorithm, as shown in Tables 2, 3 , 4 and 6. The final shapes of the input MFs are illustrated in Figure 5 for the Sugeno FIS model trained by the LSQ algorithm. For brevity, the final shapes of the MFs of other FIS models are not given.
It is clear from Tables 5 and 7 that the conventional methods [1, 2, 6-8, 11, 15, 16, 19, 23, 32] give comparable results. Some cases are in very good agreement with measurements, and others are far off. When the results of FIS models are compared with the results of the conventional methods, the results of all FIS models are better than those predicted by the conventional methods. The very good agreement between the measured resonant frequency values and the computed resonant frequency values of FIS models supports the validity of the FIS models and also illustrates the superiority of FIS models over the conventional methods.
In this paper, the FIS models are trained and tested with the experimental data taken from the previous experimental works [8, 14, 22, 23] . It is clear from Tables 5 and 7 that the theoretical resonant frequency results of the conventional methods are not in very good agreement with the experimental results. For this reason, the theoretical data sets obtained from the conventional methods are not used in this work. Only the measured data set is used for training and testing the FIS models.
As a consequence, Mamdani and Sugeno FIS models are used to accurately calculate the resonant frequency of electrically thin and thick rectangular MSAs. Six optimization algorithms, LSQ, NM, GA, DEA, PSO, and SA, are used to determine the design parameters of the FIS models. In order to validate the performances of the FIS models, comprehensive comparisons have been made. The results of FIS models are in very good agreement with the measurements. The best result is obtained from the Sugeno FIS trained by LSQ algorithm.
