In this work the split-field finite-difference time-domain method (SF-FDTD) has been extended for the analysis of two-dimensionally periodic structures with third-order nonlinear media. The accuracy of the method is verified by comparisons with the nonlinear Fourier Modal Method (FMM). Once the formalism has been validated, examples of one-and two-dimensional nonlinear gratings are analysed. Regarding the 2D case, the shifting in resonant waveguides is corroborated. Here, not only the scalar Kerr effect is considered, the tensorial nature of the third-order nonlinear susceptibility is also included. The consideration of nonlinear materials in this kind of devices permits to design tunable devices such as variable band filters. However, the third-order nonlinear susceptibility is usually small and high intensities are needed in order to trigger the nonlinear effect. Here, a one-dimensional CBG is analysed in both linear and nonlinear regime and the shifting of the resonance peaks in both TE and TM are achieved numerically. The application of a numerical method based on the finitedifference time-domain method permits to analyse this issue from the time domain, thus bistability curves are also computed by means of the numerical method. These curves show how the nonlinear effect modifies the properties of the structure as a function of variable input pump field. When taking the nonlinear behaviour into account, the estimation of the electric field components becomes more challenging. In this paper, we present a set of acceleration strategies based on parallel software and hardware solutions.
INTRODUCTION
Photonics devices based on nonlinear optics have been extensively investigated in recent years due to the wide range of application areas such as communications and optical computing.
1 More specifically, optical switches and modulators have been designed taking into account the nonlinear properties of various materials. 2 One of the most interesting phenomena achievable in nonlinear materials is the all-optical control of electromagnetic waves, which allows all-optical signal processing. Its application to photonic crystals and periodic optical media in general has been extensively investigated in literature 3 but currently numerical simulation, which is necessary in the design of sophisticated photonics devices, is very challenging. As a result, it is important to develop numerical methods that can easily and accurately simulate nonlinear optical process in complex periodic structures.
The Split-Field Finite-Difference Time-Domain (SF-FDTD) approach is a formulation of FDTD that is specially tailored to efficiently incorporate the periodicity in the algorithm (SF-FDTD).
4-11 Namely, SF-FDTD provides a natural framework for simulating periodic optical media under oblique incidence by means of the application of the periodic boundary conditions (PBC). Simulating periodic structures with the standard FDTD approach implied to consider a non trivial number of periods in order to simulate accurately periodic structures. In SF-FDTD only one period is considered rather than the whole structure, which has obvious advantages as far as numerical efficiency is concerned. However, this scheme implies complex notation and a double timeupdate of the electromagnetic field in each time step. This implies an increase of both the time and memory resources compared with the standard FDTD approach. Therefore, parallel strategies should be considered in order to accelerate the method if two-dimensionally periodic structures and thus three-dimensional problems are considered.
Although the classical FDTD formulation covers nonlinear media, 12 the Split-Field approach must be thoroughly re-formulated in such cases. Recently, the SF-FDTD was extended for simulating second-and third-order nonlinear media for one-dimensionally periodic structures. 13, 14 In this paper, we introduce an approach allowing efficient simulation of two-dimensionally periodic structures, such as planar photonic crystals or crossed gratings. We validate our method by comparing the results with those obtained by iterative nonlinear Fourier modal method (FMM). 15 Finally, shifting of diffraction efficiency curves is also corroborated by means of the analysis of three-dimensional binary gratings with pillars filled with nonlinear materials. Fig. 1a shows the problem space for a typical SF-FDTD simulation of periodic media. We assume that the structure is periodic in x and y directions, and the incoming plane wave propagates predominantly in the z direction, although the propagation angles θ between the wave vector k 0 and the positive z axis, and the azimuthal angle φ from the z axis are not restricted. Both z boundaries are terminated with Perfectly-Matched Layers (PMLs) that eliminate undesired reflections. 7, 8, 16 The xy boundaries are terminated with the Periodic Boundary Conditions (PBC). In order to accomplish this task successfully, the split field method uses a set of transformed fields that eliminate the phase difference between the two sides of the problem space.
THIRD-ORDER NONLINEAR SPLIT-FIELD FINITE-DIFFERENCES METHOD
Assuming non-magnetic, and non-conducting media, Maxwell's curl equations take the following form
where the electric field is denoted by E whereas the magnetic field is H. The vacuum permeability is µ 0 and D is the flux density, which can be split to the linear and the nonlinear parts as
where A and B and their relative amplitude depends on the nature of the physical process that produces the optical nonlinearity.
1
In SF-FDTD, 7-10 we consider a transformation of the electric and magnetic fields, taking into account that the new variables implicitly contain the oblique field propagation. Firstly, the plane wave propagating vector (see Fig. 1a ) is defined as k = k xx + k yŷ + k zẑ = ω c (sin θ cos φx + sin θ sin φŷ + cos θẑ) where ω is the angular frequency and c is speed of light in vacuum. Thus, the new split-field variables are
where P and Q are the transformed vectors in the phasor domain of the electric E and the magnetic H fields respectively.
Substituting the split-field components into Maxwell's equations, 8, 13 the basis for the SF-FDTD with thirdorder nonlinear polarization terms can be expressed as follows
where the matrix q is defined as
The linear susceptibility term can be easily transformed into the split-field domain since PP
We find that final update relations for the electromagnetic split-field domain the third-order nonlinear polarization terms can be derived from Eqs. (7)-(5)
r and the "a" field components are fully defined in.
7-10, 14
A nonlinear system of equations of the form P = U(P) is made up by Eqs. (8)- (10). This system of equations can be solved by a fixed-point iterative process, in which we attempt to solve an process of the form
, where p = 0, 1, 2, . . . denotes the iterations within the fixed-point procedure. We point out that the fixed-point process must be performed at each time step in the FDTD simulation. The scheme is based on an initial guess of P, which we take to be equal to the (known) linear-domain quantity, after which the subsequent iterations are carried out improving the accuracy of the results at every iteration. Fig. 2 shows the convergence of the fixed-point iterative process. It can be seen that with 4 iterations the proper solution is achieved. Here, 15 iterations has been stablished in order to cover the worst convergence situations due to higher intensities or other issues. More details regarding the convergence condition for fixed-point iterative process and FDTD can be found in. 
RESULTS

Two-dimensional nonlinear binary grating
We first apply the SF-FDTD presented here to the simulation of a two-dimensionally periodic nonlinear binary grating possessing a nonresonant nonlinearity in the material that fills the pillars (see Fig. 1b ). The substrate is assumed to be SiO 2 with n s = 1.46, and the pillar is filled with nonlinear TiO 2 (n g = 2), A = 10 −19 m 2 /V 2 and B = 2A. The period of the structure is Λ = 2.1λ 0 . Figure 3 illustrates the results obtained with the method presented here along with those obtained with the FMM approach. 15, 18 The FDTD setup is based on a grid of 84 × 84 × 600 cells in the x, y, and z directions, respectively. The wavelength λ 0 is 633 nm and the spatial and time resolutions are 15.83 µm and 1.76 × 10 −8 ns. The input intensity is 10 GW/cm 2 . As can be seen in Fig. 3 both methods are consistent, thus validating the SF-FDTD method proposed here.
The FDTD setup for the results shown in Fig. 4 is based on a grid of 150 × 150 × 900 cells. The wavelength is again 633 nm, and the spatial and time resolutions are 10.56 µm and 1.15 × 10 −8 ns. Following the same strategy as for Fig. 3 , the nonlinear effect is only included in the pillar (see Fig. 1b) . Here, only the Kerr effect is considered, thus χ The substrate index is n s = n g =1.5, the TE illumination wavelength is λ 0 = 1 µm, the period is Λ = 2.5λ 0 , and the input intensity is 265.6 GW/cm 2 .
The results illustrated in Fig. 4a-b shows the diffraction efficiencies for the zeroth and the first orders as a function of the thickness of the nonlinear pillar with oblique angle of incidence. Shifting of the diffraction curves can be seen as the normalised thickness is increased. This phenomenon is due to the fact that the effective refractive index seen by the light is also increased as the amount of nonlinear material grows. 13, 14 Here a similar 9.38 1562.5 0.21 Table 1 . SF-FDTD setup.
behaviour as above (see Fig. 3 ) can be identified but a more complex interaction of the nonlinear media is seen due to the effective increase of the optical length of the nonlinear pillar with oblique angle of incidence.
One-dimensional nonlinear coated binary grating
In order to show the potential of the SF-FDTD method here presented, a one-dimensially nonlinear coated binary grating (CBG) is considered. A cross-section of the CBG is shown in Fig. 1c . This device can be assumed as a one waveguide layer and one diffraction grating. This setup is the basis of resonant waveguide grating (RWG) and one of the most important characteristic of RWG is that reflectance can change rapidily from near to 0 to 100% as a function of the input field parameters: wavelegth, angle of incidence and polarization. In this work, a subwavelength structure is considered and also a nonlinear susceptibility is considered in the TiO 2 layer. The parameters of the structres are: grating material SiO 2 (n 3 = 1.47), Λ x = 375 nm, f x =0.5, d 1 =300 nm, coating TiO 2 (n 2 = 2), d 2 = 200 nm, and the thickness on the bottom of the grating (d 3 ) and also in the sidewalls is 50 nm. 19 It is worth to note that even being this case a one-dimensially periodic device the 3D SF-FDTD is here considered with a non-variant z-axis. Since FDTD is based on updating the electromagnetic field as a function of space and time, a steady-state for RWG must be ensured. The setup for the FDTD engine is summarised in Table 1 . Fig . 5 shows the transmission of the CBG as a function of the wavelength for the linear and nonlinar case. It is worth to note that here nonresonant electronic response (A = 2B) as physical mechanism for modelling the nonlinear refractive index 1 is assumed. The results show a shifting in the transmission curves in nonlinear regime. Fig. 5a shows how triggering the nonlinear behaviour of the TiO 2 layer the sharp resonances can be modified in terms of wavelegth. For the TM case the reduction of the resonance close to 657 nm is almost reduced in the nonlinear case.
One of the most important features of FDTD is the possibility of analyse behaviour of optical devices as a function of time. Fig. 6 shows the transmitted intensity calculated by the nonlinear SF-FDTD method as a function of the incident light with 625 nm wavelegth. Here, only the Kerr effect is considered, thus A = χ It is worth to note that as it can be seen in Table 1 the time window considered is huge compared to the time resolution of the SF-FDTD method. In RWG the steady-state is achieved after many time-steps, thus the results here included have been obtained ensuring that the RWG has reached the steady-state and that the output intensity remains constant. More precisely, for the results shown in Fig. 5, 120·10 6 time steps have been considered. Regarding, the results shown in Fig. 6 the same procedure has been followed. In this case instead of an harmonic illumination, a bandpass Gaussian pulse centered at 625 nm has been considered. In this case even a higher number of time steps has been considered in order to ensure the steady-state in the RWG. With this setup, acceleration strategies have been considered in order to reduce the time simulation costs. In order to achieve this reduction parallel strategies have been considered. 11, 20, 21 Basically, the auto-vectorisation performed by the compiler and OpenMP have been considered. For enabling properly the auto-vectorisation an efficient memory alignment, a correct loop count and proper structures were considered.
In order to analyse the computational performance of the SF-FDTD with the different architectures available, a set of grids has been defined:
• MEDIUM [180×60×400], n step = 4386, S L =829 MB, S NL = 1175 MB.
• LARGE [300×80×500], n step = 5830, S L =2304 MB, S NL = 3264 MB.
The results achieved by the auto-vectorisation provides a considerable reduction of the time costs due to the proper memory alignment and the correct implementation of the loops. In order to clarify this issue the Table 2 shows a summary of the results provided by the auto-vectorisation for the three simulation sizes. The version compiled with the flag -O0 is the sequential code without any auto-vectorisation. The sequential version with auto-vectorisation is considered here as the best sequential code, due to the fact that it is the best option achievable by an standard programmer without advanced knowledge in computer optimisation. Finally, the degree of improvement between these two versions is also summarised. It can be seen that with auto-vectorisation the application runs five times faster, thus validating the implementation of the sequential version here implemented and the proper usage of the auto-vectorisation options of the compiler.
Finally, Table 3 shows a summary of the results with the relative speedup. It is defined as the relationship between the time simulation cost of the parallel version and the best CPU version. Here, the best CPU version with auto-vectorisation and OpenMP is considered as reference in order to compare the different platforms accurately. This analysis provides a rigorous metric of the performance of the different architectures and programming paradigms considered since GPU is compared with the performance provided by a single CPU processor with auto-vectorisation. The results reveal that GPU computing is more than 5 times faster for a single GTX 670 and close to 15 for the GPU Titan X.
CONCLUSIONS
Concluding, we introduced the SF-FDTD for the analysis of 2D periodic structures with nonlinear materials. A fixed-point iterative process has been included in order to solve the non-linear system of equations that is established due to considering the vectorial definition of the third-order nonlinear susceptibility in three dimensions. The reliability of the method is demonstrated by means of the analysis of dielectric binary gratings with both SF-FDTD and a recent nonlinear implementation of the FMM. Afterwards, SF-FDTD method is applied to the analysis of two-dimensionally binary gratings with different fill factors. In both cases the results are consistent with literature and tuneable optical structures are obtained, since a shift in the diffraction curves are obtained when the nonlinear effect is triggered in the structures. The method has been also applied to nonlinear resonant waveguide gratings in two dimensions. For nonlinear RWG the shifting in the resonance peaks and the bistability of nonlinear effects has been also analysed. The bistability curve also demonstrates the potential of finite-difference time-domain schemes in which the time transient behaviour of the optical device can be easily analysed.
The relative speed up is computed considering as reference the best code version on CPU (with autovectorisation and OpenMP). The results show that GPU computing provides the best results reducing in more than 14 times the simulation time for all scenarios here considered (compared with the best CPU version with OpenMP directives).
Concluding, here an extension of the split-field finite-difference time-domain method has been detailed for the analysis of materials with a vectorial nonlinear susceptibility in two-dimensially periodic structures. This feature has not been developed to the best of our knowledge in the SF-FDTD. Currently, the authors are working on including more parallel strategies in this formulation in order to reduce the time and resources needed for updating the electromagnetic field components as a function of time.
