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Let H,(h) = -(h’/2) .A + V, lim,x,++m V(x) = +co. Under suitable conditions 
we prove that f(H,(h)) is a pseudodifferential operator whose symbol has an 
asymptotic: a,(h) N ,&0 h’a,,,. More general pseudodifferential operator’s classes 
are also considered. We apply this result to study the semi-classical behaviour of 
the spectrum of H, as h +O. So, we improve recent results obtained by J. 
Chazarain and by the author in collaboration with B. Helffer. Furthermore we give 
a precise meaning to the formal development considered inB. Grammaticos and A. 
Voros’ work (Ann. Physics 123 (1979), 359-380). 
INTRODUCTION 
Suivant A. Voros [12] on appelle optrateur admissible tome famille 
d’operateurs pseudodifferentiels (A(Iz))~<,,<~~ d&pendant d’un petit parametre 
h (proportionnel a la constante d Planck en mecanique quantique) dont le 
symbole: a(h, X, hc) admet un developpement asymptotique: a#, x, r) - 
C,>,, h’ . a,(x, r) en un sens convenable (Definition (1.1)). 
Cette notion s’introduit na urellement lorsqu’on etudie le comportement 
semi-classique du spectre de I’operateur de Schriidinger: 
H”(h)+ + v (voir par exemple [5] et [6]). 
La plupart des resultats connus portent alors sur le comportement 
asymptotique, lorsque h tend vers 0, de quantites du type: Trace [f(H,(h))] 
oti f est une fonction. Les cas les plus etudies sont les suivants: 
(a) f(x)= (x”-A)-r, kE N, nEC\([O, co[), 
@I f = $o,~~, A > 0, 
(c) f(x) = xs, s E R, x > 0, 
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OPkRATEURS ADMISSIBLES 15 
(d) f(x) = e-‘“, t> 0, 
(e) f*(x) = e-ith-‘X, t E R. 
11 est etabli dans [6] quef(A(h)) est un opkateur admissible orsque f est 
du type (a), (c) ou (d). D’autre part Grammaticos-Voros [5] ont donne un 
dkeloppement asymptotique formel de f@(h)) lorsque S est une fonction 
Cm. Le but de la premiere partie de ce travail est de fournir des conditions 
suffisantes pour que le developpement de [5] ait lieu au sens des operateurs 
admissibles. 
Dans une deuxieme partie nous appliquons les resultats precedents a 
l’etude u spectre de A(h) lorsque h-+ 0. 
Soit par exemple: 
A(h)=;-$+X1+ 1 et soit (~j(h))j,O 
la suite croissante des valeurs propres de A(h). 
Posons :
Sf)(t) = C exp(--ith-‘A~s(h)); sp E Y(W). 
i>O 
Dans [7] on a &die le comportement de Sy’, lorsque h tend vers 0, sous 
la condition: 0 < [<b. Nous montrons ici que ces rbsultats sont en fait 
valables pour tout c > 0. Le principe de la methode consiste i remplacer 
l’operateur: A(h) par: F(h) = A(h) *f@(h)) oii f est une fonction A support 
compact convenable et a appliquer les methodes de [3] et [6] i l’operateur 
admissible: F(h). La methode s’applique galement a: A(h) = 
-(h2/2> V(1 + Ix]‘)V + JXIZk, x E R”, k entier 21. Notons que cet operateur 
ne rentrait pas dans le cadre trait& dans [7]. 
I. CALCUL FONCTIONNEL 
On se place dans le cadre du travail [6, Section 21. Soit ($, q) une paire de 
fonctions poids au sens de Beak [2] telle que la metrique associee sur R*“: 
$X+tj(y, a)= 1 y12 . o-‘(x, 0 + / ~1’ . de2(x, r) verifie les hypotheses de L. 
Hormander [S]. On fait de plus les hypotheses suivantes: 
(1) 11 existe Co, C, , 6 > 0 tels que: 
Cd1 + Jx12 + itt2Y & Po(X, c-1 * (b(& 0 Q Cdl -t lx? + Im 
(2) t * #(x9 C) Q $0 . x, t * <I; t. fP(x, 4 Q PO * x9 f . 0, 
(3) N * x, t * cn dt . XT t * r> < 9(x, 0 dx, r> 
pour tout (x, r) E R2” et tout t E [0, 11. 
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Pour tout reel m on dbfmit la classe ST,, des symboles d’ordre m [(2)] et 
l’espace YT,, des opbrateurs A associe a un symbole a E ST,, par la quan- 
tification de Weyl: 
Enfin H& designe l’espace d Sobolev a poids, d’ordre m, associi (4, q) 
[2]. 11 resulte duthtortme de continuite [2] que si A E LYT,~ alors, pour tout 
s E R, on a: A E Y(HT,+,‘, Hi,,). 
Rappelons les definitions suivantes, donnees dans [6]. 
DEFINITION 1.1 On appelle symbole admissible d’ordre m E F? toute 
application a: IO, h,] + Sz,,, C” au voisinage d 0 en h telle que: 
(i) #u/M],,, E ST,;j, 
(ii) Pour tout NE N, 
h-N-1 ( u(h,x,<)- 2 !@! j=. j!ah’ to, xT0) 
dtcrit un borne de ST,iN-’ lorsque h dtcrit IO, h,]. 
On posera lors: u/(x, r> = (l/j!)(fYu/&)(O, x, <)et on ecrira: 
u(h) - g h’Uj. 
j=O 
DEFINITION 1.2. On appelle operateur admissible d’ordre m (Z I4 toute 
application A r: 10, ho] + L/r,, telle qu’il existe une suite uj E Sz,;j, j > 0, 
verifiant: pour tout N entier 20, tout k, 0 < k < N + 1, et tout 1 E IR la 
famille d’opbateurs: 
h-N-l+k+m - .f hju,w(~$. x, &DJ) 
j=O 
decrit un borne de Y(H’,f,“, Hi::) lorsque h decrit IO, ho]. 
PROPOSITION 1.3 [6]. u(h, x, <) N Cj>o h’uj(x, <) au sens des symboles 
udmissibles si et seulement si Pon a: 
au sens des optfruteurs udmissibles. 
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Soit aun symbole admissible d’ordre m > 0. On pose: A(h) = aw(h, x, hD,) 
et A,(h) = uw(h, @, \/h D,). 
Remarquons que A(h) et A r(h) sont conjuguts l’un de l’autre: A(h) = 
T,-’ . A,(h) - T ,,, par la transformation unitaire d L*(W): 
(T,,f)(x) = h”‘?f(& x). 
On fait les hypotheses suivantes: 
(H,) A(h) est formellement autoadjoint e il existe yE IR tel que 
(A(h) U, u) > y(u, U) pour tout u E .Ip(lR”) ettout h E 10, h,]. 
(H2) I1 existe C, > 0, m’ > 0, C, reel tels que: 
a,(~, <) > C,(d . p)“’ (x, <) - C, pour tout (x, r) E I?*“. 
(HJ Pour tout entier ja 0 et tous multi indices a, /?, il existe 
ci.a,O > 0 telle que: 
Ia; G,l< c,,,,,u + IaolM * d-‘p%-I”‘. 
Soit f une fonction dune variable rielle i valeurs complexes, f E S:,,(R), 
r E iR, ie f veriiie l s inegalites: 
If yq < CL@ + InI>‘-“. (l-1) 
D’apres [6] on sait que A(h) est essentiellement auto-adjoint pour tout 
h E 10, ho]. On continue de noter par A(h) l’unique prolongement auto- 
adjoint de A(h). 
Soit f(A(h)), h E IO, h,], l’operateur defini par le thboreme spectral. 
On se propose d’ttablir le esultat suivant: 
THBOR~ME (1.4). f(A(h)) est dpfini par un symbole de Weyl admissible: 
aAh> - x hjaf,j. 
i>O 
a, est dordre r ’ m si r > 0 et d’ordre rm’ si r < 0. De plus: 
(9 a/.0 =f (aoh 
(ii) q,1 = %r(ao)7 
(iii) pour j > 2, 
af,j = Ii: $f ‘k’(ao) 
oti les dj,k ne dkpendent que de a et v&iJient: pour tout a, p il existe z(u,B tel 
que: 
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Remarque 1. Designons par A’(h) le spectre de A(h). Soit 
A’ = Ucl<h<h, A’(h). Le theoreme spectral montre quef(A(h)) ne depend que 
de la restriction de f a un voisinage J2de A’. En particulier si fi c IO, +a [ 
et f(L) = A”, s E IR, on obtient un rbsultat e abli dans [6] (Corollaire (2.2)). 
En fait nous utiliserons ce cas particulier pour demontrer le theoreme (1.4). 
Remarque 2. On peut obtenir des informations complementaires sur les 
d,,k en utilisant le dtveloppement de (A(h) - z)-i, zE C\@ etudie dans [6] 
(correspondant : f(k) = (A - z)-‘). 
Rkductions. (1) Quitte a faire une translation surA(h) on peut toujours 
supposer que (Hi) est verifiee avec y > 0 et (H,) avec C, = 0. 
(2) Dans la situation (1) il suffit de demontrer le theortme 1.4 pour 
m < 4. En effet on a:f(A(h)) =f[(A(h))‘V4’“] ou:f@) =J(J4m) pour I > 1//2 
et 3E S:y(IR). D’autre part d’aprts [6] (corollaire (2.2)) on sait que 
(A(h))‘V4’” est d&i par un symbole admissible d’ordre f dont on peut 
calculer lesymbole en fonction de celui de A(h). 
Dkbbut de la preuve du tht!orc?me 1.4. Nous allons adapter 1 notre 
situation lamethode de R. S. Strichartz [lo]. 
Qn suppose done: y > 0, C, = 0, m < 4. 
Par commodite nous Ctudierons:f(A,(h)). 11 estfacile d revenir ensuite a 
f(A(h)) par l’egaliti: 
.fMh)) = TJ, .N,(h)) - Til 
(1) et (HZ) entrainent que le spectre de (A,(h)) est une suite croissante: A(h) 
de valeurs propres de multiplicite tinie. A(h) = (L,(h))j,,. On dtsigne par 
b?Lw, une base orthonormale dans L*(W) de vecteurs propres associis a 
A(h). 
On sait [2] que (Pi E Y(W) pour tout L E/i(h). 
On part de l’egalite: 
J-0 dh)) VA =.I-@) PA pour tout 1 E A(h). (1.2) 
lkrivons la formule de Taylor pourf, a I’ordre M> 1, autour du point: 
[f(A,(h)) vnl(x) 
(1.3) 
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On dkeloppe: 
(A - n,y = g, (A)“( ;) 2-Q; 
et on utilise: 
(1.3) devient alors: 
Lf(~l(h)) ’ vnl(x) 
M-l 
= ,Fo (j!)-l C (-l)k ( :)/(~)(I,)I:e’(X-Yl~) 
k<l 
+ k?M ,,,,( (-l)k :)((M - 1)!)-‘f’“‘(& + t(A - A,)) 
X (1 - t)M A~e’(x-y*o(A~-k(h) (P&J) dy& df. (1.4) 
Introduisons les notations suivantes: oit d’un symbole d, # dksignant la 
composition des symboles, au sens de Weyl on pose: 
p = d # d . . . #id, j-fois. 
On pose bgalement: 
ainsi que: 
Fj(h) = (j!)-' C ( { ) (f"'(bo(h)) ' bo(h)k) # b(h)"-k' 
k<J 
et 
r,,,(h) = ((M- 1)!)-‘C wk(y) 
1 x I (1 - ty [P%J(h) + (1 - t)(A - b,(h))) . b;(h)] # #-k(h) d. 0 
(1.5) 
580/45/l-6 
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On obtient alors pour f(A i(h)) la decomposition suivante: 
M-l 
J=O 
R,(h) &ant difini de la facon suivante: soit vA = rE,,(h, x D,) oA. Pour 
2-A E YyR”). 
(1.7) 
Posons encore: G,(h, x, {) = FJ(h, h -(1’2)x, h -(l’*)<). On a: 
G,(h) = ($)-I c (+ ( ;) df”‘(ao) at) @ ~(h)“-~’ (1.8) 
k<J 
oti @ dlsigne la composition des symboles admissibles [6, proposition 
(2.2)]. La methode de Strichartz est bake sur la remarque Blimentaire 
suivante: 
LEMME 1.5. Pour tout polyn&ne P en une variable, 6 coflcients 
complexes, dedegre’ inf&rieure ou &gal ci j- 1. On a: 
Preuve. C.f. Strichartz [lo]. 
11 rbulte de [6] que pour tout u E C, A;(h) est defini par un symbole 
admissible: 
ao(h) - c hJao,Js 
J>O 
Pour 0 E N on a evidemment: a(h)‘“’ = a,(h). 
LEMME 1.6. On a a,,, = a; et pour j > 1: 
w-9 
oti les dJ,k ne dt;pendent que des coeflcients de a(h) et v&sent: pour tout a, 
8, il existe Ca,6 telle que: 
18; 8: dJ,kl & e,,, laOlk (4 . fp)-’ . #-‘“’ .Co-‘“‘. (1.10) 
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Preuve. On s’appuie ici sur les rhltats de [6, Section 21. 
Avant les notations dela proposition (2.5) de [6] on a, pour Re u < 0: 
r &ant un contour convenable dans C. 
D’autre part, en utilisant la proposition (2.5) de [6], on montre facilement 
par rkcurrence que l’on a, pour j > 1. 
u-l+lil+ldl 
3; 8: b,,* = x yj$J) .(a, - A)-k-l (1.12) 
k=l 
oi rj%d’ sont des symboles vhfiant les inigalitCs: 
I$ 8: +%d)l G c laolk@. Q)-j #-ial-lal . ~-l6l--i~l~ (1.13) 
On obtient alors facilement (1.9) et (1.10) it partir de (l.ll), (1.12) et (1.13) 
pour Re CJ < 0 puis pour tout u E C par prolongement analytique. 
lhude du symbole G,(h) 
11 rizsulte d (1.1) que l’on a: f”‘(a,) E Smcr-‘) si r -j > 0 et 
f”‘(a,) E Sm’+‘) si r -j < 0. 
Pour tout j et tout k, k <j, on a, au sens des symboles admissibles: 
f”‘(a,) -a,” @ a(h)“-k’ - C hsg,,k,s. 
s>o 
(1.14) 
D’aprts [6] proposition (2.2) on a: 
X [a; WYa,) - ai] [a; 0; aj-k,i]- 
II risulte alors du lemme 1.6 que: 
k t-+ g,,k,s e t polynomiale enk, de degri 2s. 
Par conskquent d’aprks le lemme 1.5 on a: 
g, (-l)k ( :) g/.k,s =O Pow 2s <j* 
(1.15) 
(1.16) 
On a done obtenu le: 
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LEMME 1.7. hmJ2G,(h, x c) est un symbole admissible d’ordre mr -j/2. 
Plus prtkisemment ona: 
G,(h) - W-’ ,g2 h” (6 (-Ok (:) g,.x,,) (1.17) 
les symboles gj,k,s &ant dfznis par (1.15). 
&tude de PopPrateur R,(h) 
On pose: ?M,l(h, x r) = rM,*(h, mV2 . x, hmV2 . 0. 
LEMME 1.8. Pour tout entier M) 1 et pour tous multiindices a, /I ii 
existe CL,o,M > 0 tel que: 
I a; a! G4.1 (h,x, r)l( C;,B,MhM12(# . co)-“/” . $-‘“’ .(o+’ (1.18) 
pour tout rZ E A(h), h E IO, h,], (x, r) E IR2”. 
Preuve. Compte term de ce qui prbckle, on peut supposer M > r. On a: 
df’“‘(aO + t(A - a,)) .at @ a(h)(“-k) 
= ,$ h’C,,,(t, A) + AK+ ’ - d&t, A) (1.19) 
K &ant un entier que l’on choisira assez grand. 
On a, d’aprb la proposition (2.2) de [6]: 
c,.,ct, A) =la+B,+,=, ii!+!(q”’ (-q’ c
x [a; Dif”‘(a, + t(A -a,) . at]@ 0,” aM--k,i]. (1.20) 
L’argument utilid pour la preuve de (1.17) entraine: 
F&h) = 1’ ((M - I)!)-’ (1 - tY” 
& [w2~<Kh’(&(-l)* (3 C,.r(l,~)+~+‘~~,,(t,1)] dt. 
(1.21) 
On a: 
a; 84,f’“‘(a, + t(lz - aO)) = C C”,,....“” aa, 4,....,5s ( I 8h) - 
I 
l<s<la+bl 
lal=lu,l+~~~+la,l 
141=1511+~~~+14,1 I 
X (8;s at ao)f(M+S)(aO + t(A - a,)). (1.22) 
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(H,) (1.1) et (1.22) entrainent qu’il existe C!;,o,M tel que: 
1 a; ay”‘(a, + t(A - a,))/ 
Q %,hf ,,,<~,+,,, (1+ ]a, + t(A -u,)])‘-~-~uS,#-‘~’ . (p+’ (1.23) 
pour tout r E [0, 11, tout 1 E A(h), tout h E 10, h,]. 
On utilise alors I’inegalitb ilementaire: 
(( 1 - t) a, + tA)-’ < (( 1 - f) QJ@~ * (tny-’ pour tout @s E [0, 11. 
Si t E (0,; ]on peut prendre fl= I et il vient: 
13; ap-‘“‘(a, + t(A - a,))l< o;,4*Mu;-M *f$-‘“1 * q-‘4’. (1.24) 
Si t E [f, 11 on choisit: g = s/(M- r + s) (c’est possible car on a suppose 
M > r) et on a: 
13; c?;f’“‘(u,, + t(A - a,))[ < C;,4,M .$-‘*’ .qo-“’ .A’-+j. (1.25) 
Dans la suite on utilisera une inegalite moins fine, regroupant (1.24) et 
(1.25): 
a; ayyu, i- t(A - UJ) < qTD,$# * I#-‘=’ *cp- ‘4’ (1.26) 
pour tout t E [0, l] et tout A E A(h), h E IO, h,]. 
D’apris le theorime de continuiti concernant la composition des 
opirateurs admissibles [6] proposition (2.3)], pour tout K > M/2 et pour 
tout a, j?, multiindices, il existe (,4,K tel que: 
Ia? af &(f, A)[ < cy,,,(# * fp)-“‘” * qb-‘“1 * p-‘4’ (1.27) 
pour tout I E [0, 11, tout A E A(h), h E IO, h,]. 
D’autre part (1.20) et (1.23) entrainent qu’il existe K,J tel que: 
)a~a~Cj,k(t,~))gK~,~.u~~(~.~)-‘~~-’”’~~-’~’ (1.28) 
pour t E [0, 11, 1E A(h), h E IO, h,], k < M, j < K. 
Or on a suppose: 
a, < c - ($h *q7y4 (1.29) 
d’oti (1.21) (1.27), (1.28) et (1.29) donnent (1.18). 
Soit II .Ilo, u E R, une norme sur H;,, compatible avec la topologie 
naturelle sur cet espace (R. Beals [2]). 
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LEMIUE 1.9. Pour tout k> 0 et tout o > 0 il existe C,,, tel que: 
II&(h) - 4.3 G Ck,, II~llkm+o~ (1.30) 
llA;“th) ’ uh, < Ck,oh-km’ - iIUIi,-km’ (1.31) 
pour tout u E Y(W) et tout h E 10, h,]. 
En particulier pour tout s2 0 il existe yS tel que: 
II VA < Ys * Jdrn’ * h-S9 (1.32) 
lIP,L < Ys * l-vm (1.33) 
pour tout 1 E A(h) et tout h E 10, h,]. 
Preuve. D’apres [6] on sait que At(h) est un optrateur admissible 
d’ordre k . m et A ; k(h) est un operateur admissible d’ordre -km’. Le lemme 
1.9 risulte alors du thtoreme de continuitt des operateurs dans les classes 
lpkm et y-km’ 
6.0 Q,rn * 
LEMME 1.10. Pour tout entier N, tout k &N + 1 et tout rt!el s,il existe 
M> N tel que: heN-ltk+“’ .R,(h) d&it un borne’ de Y(WtiTt,“‘, Hit:) 
lorsque h dtfcrit IO, h,]. 
Preuve. D’aprQ le lemme 1.8 et en utilisant (2) et (3) on a: pour tout & 
0 < IF< M/4, il existe C > 0 tel que: 
I h” - a; a! r,,,,n(h, x9 01
< C - h(wz)-m .(#(a, r> . (p(a, r))-‘. #-‘“‘(a, 0 . cp-IB’(a, c).
11 resulte alors du theorime de continuitt: 
II w,Jt, Q ~~,#“z’-m--t . IIKLK. 
D’ou 
(1.34) 
(1.35) 
II&(h) * u(l,+k < c,,,,. P”2)--m---R. c l(k V,I)~ ~~J(,+~-R. (1 36) 
A&i(h) 
On choisit k de sorte que (*) s + k-E< 0 et on utilise (1.33) et (1.36): 
II&(h) uIJstk < &,n. h(w2)-m---f. C A(s+k+F)im . 104 vail) . (1.37) 
AsA 
Or d’apres [7] lemme 6.2 on sait qu’il existe k, 0 tel que 
as& kZko= O(h-“), h -, 0. 
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L’inegalitb de Cauchy-Schwarz donne alors: 
Ce qui s’ecrit encore: 
II&,,(h) uII,+~ < C~,,-h’w2’-m--‘-(“‘2) . II.4:(S+k-E)““+k~(h) . uIJo.(1.38)’ 
Terminons la demonstration du lemme 1.10 dans le cas ou m > 0. Nous 
laissons aulecteur lecas m < 0 qui demande quelques adaptations Cvidentes. 
Supposons alors (**) (s + k - r;>/m + k, < 0. 
On utilise alors (1.31) qui donne: 
avec 
(1.39) 
et 
E,=(M-n)/2-E--m- +(s+k-/?)m’/m+k,m’ 
E,=(s+k-@m’/m+k,m’. 
On obtient alors le lemme 1.10 en choisissant /? assez grand pour que l’on 
ait (*), (**) et E, <s + mr; k &ant determine on choisit alors M veritiant: 
M/2>N, M/4>Eet E,>O. 
Fin de la preuve du thbort!me 1.4 
11 resulte d l’etude prickdente que l’on a: 
f(A ,(h)) = i h’a,,,(& .x, d%D,) + h”‘+‘c$,,(h, x, D ) (1.40) 
j=O 
oli l’on a: 
2j 
a f.j= z. W-’ i t-1 
I=0 
’ gk,l.i (1.41) 
et pour tout s E I?, tout entier k et N, 0 <k Q N+ 1, h-N-‘+ktm 
Jf,,(h, x  D,) decrit un borne de Y(Hs,t,“‘, Hs,t,k) lorsque h d&it 10, ho]. 
(1.4 1) est une consequence immediate de (1.17). 
D’autre part, il resulte d (1.41) et (1.5) que a,,, est de la forme suivante: 
a,,j = k& kfk)(ao) 
ou les symboles dj,k verilient l’inegalite du theoreme 1.4. 
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Un calcul direct donne immkdiatement les points (i) et (ii). 11nous reste a
voir que & = 0 pour 2j < k < 3j, j> 1. 11 sufftt deverifier cette proprieti: 
pour la famille de fonctions: 
f,(A) = (A - z)- l, IZE R, zEC\R. 
Or dans ce cas cela resulte de (1.12). On a done termine la preuve du 
thkoreme 1.4. 
Remarque 3. Dans un contexte different du notre, H. Widom [ 131 a 
considtre des familles d’operateurs p eudodifferentiels d&pendant d’un 
parametre. 
II. APPLICATION: COMPORTEMENT SEMI-CLASSIQUE DU 
SPECTRE D'HAMILTONIENS QUANTIQUES 
Soit P(h) un opkateur dtpendant de h E IO, h,], dlfini par un symbole 
admissible: p(h) - C>,, hj . p, et verifiant les hypotheses (H,), (Hz) et (H,) 
de (I). 
Soit A(h) = (~j(h))j> 0 la suite croissante d s valeurs propres de P(h) 
comptees avec leur multiplicitt. 
On introduit les quantites: 
S,(t) = 2 exp[--i/r-’ . t.A#)] 
00 
VII E Y’(R)), 
I,(h) = (S,(t), e(t) e-ih-“r’f), 
N&) = card{ jE N; A,(h) < A), 
On designe par YT,, r E R, l’ensemble des periodes des trajectoires 
periodiques du champ hamiltonian HP0 d’inergie -r et si I est un intervalle 
reel on pose q = Ursl PT. 
Enfin soit: Ye= lJreR YT x {r} (Y 5 FIR) et F[S,] l’ensemble de 
frequences de la famille de distributions (S,), < h < ho (notion due a 
Guillemin-Sternberg [4]). 
Sous les hypotheses precedentes on obtient des extensions de resultats 
anterieurement tablis dans [3], [7], [9] et [ 111 concernant le comportement 
de A(h) lorsque h-+ 0, h > 0. 
TH~OR&ME 2.1. 
OPiRATEURS ADMISSIBLES 87 
THBOR&ME 2.2. Supposons qu’il existe E, > 0 tel que: 
SUPP fl n %o,60,ro+rol = (0) 
et que P, n’ait pas de valeurs critiques aims [-r, - E,,, -rO + E,,]. Alors: 
pour tout f E [zO - E,, r0 + E,,]. Deplus O(h2-“) est uniformepar rapport ci z 
(dS, dbigne la densite’ riemanienne sur Phypersurface P, = -7). 
THBOR~ME 2.3. On suppose que 1 n’est pas valeur critique d P,. On a 
alors: 
N,,(A) = (27rh)-” II, (x I)(A a!x dt + O(h’-“); 
0 9 
h -, 0. 
Avant de demontrer ces theoremes indiquons quelques examples 
d’operateurs auxquels ils ’appliquent. 
EXEMPLES 2.4. (1) 
P,(h) = - ;d + 1~1~~ + 1, k entier 21 
plus glneralement soit: H,(h) = -(h2/2)d + V(x) oti V: R” + R est une 
fonction C” drifiant: 
11 existe p0 > 0 tel que pour tout a E N” il existe C, > 0 tel 
que: 
Ia: V(x)1 & c, VI- +‘)+(X) pour tout x E R” P-1) 
11 existe m”, c0 > 0 tels que: 
V(x) 2 C,( 1 f I xl)“” pour tout x E R”. (2.2) 
On peut trouver (4, o) verifiant (I), (2), (3) et tel que (Hi), (H2), (H3) soient 
verifiees (voir [71). 
Dans [7] les th6oremes 2.1 et 2.2 ont ete etablis pour [H,(h)lzP avec p > 0 
assez petit @ < l/k pour P,(h)). 
Par contre pour cet exemple le thboreme 2.3 est contenu dans le thlorbme 
1.5 de [7]. Auparavant J. Chazarain [3] a traiti lecas: m” = 2 et p0 = 4. 
(2) Soit A,(h) = -h2 . V(l +x2) V + xZk + 1, k entier 21. 
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On a clairement: a&, r) = (1 + Ix]‘) ]<]* + (~1’~ + 1. 
Les hypotheses precedentes sont satisfaites pour: 
d(x, 8 = (1 + ItI’)“’ et p(x, r) = (1 + Ixl*y*. 
Notons que sur cet exemple la methode utilisee dans [7] ne s’applique pas 
a priori car on constate facilement que pour tout reel s> 0, a;(~, <) posside 
des d&i&es secondes non borntes. 
(3) Donnons nous une metrique riemanienne: g = (gi,,)lGi,jGn sur IR” 
et un potentiel Y:R” + R+ verifiant (2.1) et (2.2). 
On fait sur g les hypotheses suivantes: 
I1 existe K,, K, > 0 et une fonction g: R -+ IO, +co [ tels 
que: 
pour tout (x, <) E T*lR” 
11 existe K,, K, > 0 tels que: 
K, < g(x) < K, W) pour tout x E W 
Pour tout a E. IN” il existe K, > 0 tel que: 
(3; g,,,(x)1 < K, - g(x) . v-““‘“‘(x); 
18; V(x)/ <K, . V’-60’a’(~). 
(2.4) 
(2.5) 
(2.5)’ 
(2.5)” 
Les hypotheses precidentes sont satisfaites avec: 
i(x, 0 = (1 + lt12Y2 
p > 0 assez petit. 
et a, 0 = (1 + Ix12)P9 
Remarque 2.5. Dans [5] les auteurs considlrent en particulier des 
hamiltoniens quantiques du type: H,,,(h) = -(h/2) . V . (g . V) + Y oti 
H,,,(h) reprtsente un systeme de nuclions en interaction et oti la densite de 
mat&e, proportionnelle H (l/g) est variable. 
Le thioreme 2.3 se demontre a partir du theoreme 2.2 comme dans [6] et 
[ 71. Nous n’y reviendrons pas. Le principe d la preuve des theoremes 2.1 et 
2.2 repose sur la remarque heuristique suivante: on travaille dans une bande 
d’inergie fixe done on peut penser que g&e i (H2) seul e comportement de 
l’hamiltonien classique p,, sur un compact de T*il?” intervient vraiment 
(cependant on a besoin d’un hypothbe i I’infini pour l’existence desvaleurs 
propres A,((h)!). En effet les resultats de (I) vont nous permettre de 
remplacer l’etude de S,(t) = Trace[exp(-ith-*P(h)], pourh > 0, sur une 
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bande de frequences (par rapport a la variable t) par celle de 3,,(t) = 
Trace[exp(-it/r-‘P(h))] oti &I) est defini par un symbole admissible: 
m - cj>o h’pj, les symboles p, itant i support dans un compact fixe de 
FIR” (dependant de la bande d’energie examinie). 
Soit 1, > 0 tixe. On lui associe les deux fonctions detroncatures suivantes: 
Xl E GYW,~ 2&[), x, = 1 sur [-A,,&], 
x2 E Corn(~), x2 = 1 sur [-U,, 21,]. 
Soit egalement P E C?(R). On pose: 
(2.6) 
on a encore: 
r,(h) = Trace e-i’h-“f?(t)x,(P(h)) exp[--ith-’ * P(h)~#‘(h))] dt . (2.7) 
I 
LEMME 2.6. On a, pour tout entier N >, 1: 
Z,(h) -IT(h) = O(P), h + 0 (2.8) 
unlfirmPment pour 5 E [--A,, A,]. 
Preuve. 2.6 entraine: 
Or sur le domaine d’inttgration on a: 
II++ pour tout 5E [-A,, A,]. 
D’autre part, puisque & E P(R), pour tout M > 0 il existe CM tel que: 
IZ,(h) - fJOl< C, . I?’ r (1 + IW-” dN,,@) (2.10) 
pour tout t E [-A,, A,] et tout h E IO, Ii,]. 
Or d’aprb [7], lemme 6.2, il existe k, 0 tel que pour ,tout M> k, il existe 
y,,,, de sorte que: 
s (1 + IW” dN,,@) < Y,+, . h-” 
pour tout hE 10, hOI. (2.11) 
(2.10) et (2.11) impliquent (2.8) en choisissant M > N + n. 
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Pour la suite, posons: 
m = P(h) X*(P(h)) 
et: 
if,(t) = exp(-0-l . t . P(h)). 
II resulte du Section Iet de [6] que &z) admet un symbole classique: 
4th) - chj *qj. 2-0 
On a en particulier l spropriites suivantes: 
40 = PO * x2Po). (2.12) 
11 existe un compact fixe: Kc ZTFT”, tel que supp qj c K 
pour tout j> 1. (2.13) 
En procidant comme dans [6] on obtient, pour tout N> 1, une approx- 
imation @f’)(t) de O*(t) sous la forme: 
U(y(f)f(X) = h-” . jj eih-‘wm)-Y~s) . ( ,$ hja,(t, x9~1) fw 4 h. (2.14) 
j=o 
S &ant solution del’tquation caractbistique: 
a,m x9 VI + 90(--G a,w, x, v)) = 0, 
S(0, x, q) = x * q. (2.15) 
LEMME 2.7. II existe T > 0 assez petit el que (2.15) admette une unique 
so&&ion S E C”O(]-T, T[ x IR’“; k?) vkn~ant: il existe C > 0 telle que 
S(t, x, q) =x . q pour tout t E I-T, T[ et 1x1 + Iv/> C. 
Preuue. On utilise latheorie de Hamilton-Jacobi etle fait que q. est a 
support compact. 
La proposition suivante concerne la composition d’un operateur du type 
(2.14) et d’un operateur pseudodifferentiel. La preuve suit une etude 
analogue faite dans [6] (Section 3.1) aussi nous donnons seulement le 
rcsultat. 
Posons: 1(x, q)= (1 + lx]’ + 1Q]2)“2. 
Soit: q E Cw(R2” X IO, ho]) veriliant: 
(2.16) 
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Soit: aE C”(]-T, T[ X R*” X IO, h,[) vkrifiant: 
(a: a; at a(t,x, tfh)l < c,,,,, * A-‘“‘-yx, q). (2.17) 
PROPOSITION 2.8. Sous les hypothises pr&dentes on a: 
e-ih-‘s(fJ+~)q(x, hD,, h)[eih-‘S(t*‘~~) . u(t, .,q, h)](x) 
= c b,(t, x, $5 h) + b’Yt, x5 v, h) 
Inl<N 
Ok 
b, = h’“‘(a!)-’ a; q(x, a&, x, q), h) . C,(t, x, rj, h), 
C, = D;[eih-‘~(‘~x9Y~~) - a(t, y, T,-, h)] JYXX, 
v(t, x, y, tt) = qt, Y, rt) - so, 4 11) + (x - YY 8, w xv rl)) 
et bfN’ ue’rifie: 
Ia; a; 8; bcN)(t, x, tf, h)l < ZTk,a,BhN+k . A’-N-‘“‘-‘4’(x, ?I. 
La proposition prtckdente p rmet d’icrire l s kquations de transport dkter- 
minant les amplitudes u,. 
Pour u0 on a: 
ia, a, - i- la, 40(x, &cw9 4 v)) a, a0 
- cw a:,, 40(x9 8,w, x, VI) a:,, S(t, xrl) - ao(t, x9 59 + 41(x, 8 S) 63 = 0, 
a,(, xtl) = 1. (2.18) 
Les uj, pour j > 2, vhifiant des Cquations analogues, avec: 
Uj(0, x, q) = 0. 
En particulier l  lemme 2.7 et la proprikti (2.13) entrahent: 
11 existe un compact fixe: K, c PIA” tel que: 
4)(4 x9 rl) = 1 pour (x, 11) 6?J K, et t E I-T, T[ 
et 
uj(t, x, q)= 0 pour (x, q) @ K,, t E I-T, T[ etj> 1. (2.19) 
Les uj &ant dkterminks, on obtient, comme dans [6] l’estimation suivante: 
,s,up, II &l(t) - ~?‘)Wllyp(~z,tq = WN+ ‘13 h -, 0. (2.20) 
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LEMME 2.9. II existe C, > 0 telle que: 
pour tout B E CF(]-T, T[) et tout h E JO, h,]. 
Preuve. On a: 
d’autre part il existe C, > 0 telle que: 
Ilxl(m))ll,r < c, * h-“* (2.22) 
D’od (2.20), (2.21) et (2.22) impliquent lelemme 2.9. 
11 rksulte d ce qui prkcide que l’on est ramen H Studier: 
eN’(h) = Trace e-ih-“‘“B(t)X,(P(h)) @i)(t) dt . 
I 
Or d’apris la proposition 2.8 on a: 
[x,(W)) * GNW *A(4 = h-“/J eih-‘(s(t*x*s)-y*“) . C(t, x, q, fz)f(y) dy& 
ok 
qt, x, 11, h) = i h’qt, x, r7) + C(NY& x, v, h), 
/=O 
Co@, 4 tt) = XI [P&, a, so, x9 v))] * a,(w, tt)* 
11 existe un compact fixe K, c TW” tel que: 
C/(4 x, 4J) = 0 pour (x, II) 6 K,, t E I-T, T[,j 2 0. 
Pour tout k > 0 il existe C,,, telle que: 
cyt, q, h)l < c,,, * hN * L-k-N(X, ?#I) 
pour tout h E IO, ho] et tout (x, q) E FIR”. 
(2.23) 
(2.24) 
(2.25) 
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Par consequent, pour supp d c I-T, T[, T > 0 assez petit, l’etude Z,(h) 
se ramene a celle de: 
(2.26) 
Preuve du thtforime 2.1. Lorsque supp 0 c I-T, T] et supp F n 
%~-Bo.To+Fgl = 4 le thloreme de la phase non stationnaire applique i (2.26) 
donne: 
rJh) = O(hOD); h -+ 0, 
uniformement pour t E [r. - E, , to + co]. (2.27) 
Pour CCI’ E CF(lR), supp d n $Lz;,O-,,,,,+,,l = $, on montre que (2.27) est 
encore verifiee nprocedant par iteration comme dans [3]. 
Preuve du thiorime 2.2. On pro&de comme dans [ 31 et [6] en appli- 
quant le thtoreme de la phase stationnaire a (2.26). 
Remarque 2.6. Le theoreme 2.3 ameliore des resultats obtenus par L. 
Hormander [9] et M. A. Subin [ 1 l] qui ont utilise une methode directe bake 
sur l’approximation desprojecteurs spectraux de P(h) par des opirateurs 
pseudodifferentiels. 
Notes ajoutt!es ci la correction des ipreuves. (N,) Les resultats de cet article etle principe 
de Birman-Schwinger permettent d’obtenir le comportement semi classique des niveaux 
d’tnergie discrets de l’operateur de Schriidinger: H,(h) = - (h2/2) A $ V pour des potentiels 
C” = et tendant vers 0 a l’intini (par exemple: V(x) = (1 f Ix[*)-~‘*, s > 0). 
(NT) Dans un livre recent (“Semi-classical Approximation in Quantum Mechanics,” Reidel, 
Dordrecht), V. P. Maslov et M. V. Fedoriuk introduisent u enotion de A-pseudodiff&rentiel 
operateur analogue a celle d’opbrateur admissible. 
BIBLIOGRAPHIE 
1. K. ASADA AND D. FUIIWARA, On some oscillatory integral transformation n L*(R”), 
Japan J. Math. 4(1978), 299-361. 
2. R. BEAU, A general calculus of pseudodifferential operators,. Duke Math. J. 42 (1975) 
l-42. 
3. J. CHAZARAIN, Spectre d’un hamiltonien quantique t mecanique classique, Comm. 
Partial Dmrential Equations 5, No 6 (1980), 595-644. 
4. V. GUILLEM~N AND S. STERNBERG, “Geometric Asymptotics,” Mathematical Surveys, 
Vol. 14, Amer. Math. Sot. Providence, R.I., 1977. 
5. B. GRAMMA’ITCOS AND A. VOROS, Semi-classical approximations ofnuclear hamiltonians. 
I. Spin independent potentials. Ann. Physics 123 (1979), 359-380. 
6. B. HELFFER ET D. ROBERT, Comportement semi-classique d  spectre des hamiltoniens 
quantiques elliptiques, Ann.Inst. Fourier (Grenoble), a paraitre. 
94 DIDIER ROBERT 
7. B. HELFFER ET D. ROBERT, Comportement semi-classique d  spectre, des hamiltoniens 
quantiques hypoelliptiques, prepublication de I’Universitt de Names (Novembre 1980). 
8. L. H~RMANDER, The Weyl calculus of pseudodifferential operators, Comm. Pure Appl. 
Math. 32 (1979), 359-443. 
9. L. H~RMANDER, On the asymptotic distribution of eigenvalues of pseudodifferential 
operators in R”, Ark. Mat. 17, No 2 (1979), 296-313. 
10. R. S. STRICHARTZ, A functional calculus for elliptic pseudodifferential operators, Amer. J. 
of Math. 94 (1972), 711-722. 
11. M. A. SUBIN, “Pseudodifferential Operators and Spectral Theory,” Nauka, Moskva, 1978. 
12. A. VOROS, An algebra of pseudodifferential operators and the asymptotics of quantum 
mechanics, J. Funct. Anal. 29 (1978), 104-132. 
13. H. WIDOM, SzegG’s theorem and a complete symbolic calculus for pseudodifferential 
operators, in, “Seminar on Singularities of Solutions of Linear Partial Differential 
Equations,” p.261, Annals of Maths Studies N” 91. 
