The main result of this study is the development of attenuation expressions for peak ground accelerations (PGAs) in New Zealand earthquakes, in terms of magnitude Mw and shortest distance from the source. Other factors which are modelled are depth, focal mechanism, ground class and tectonic type of earthquake i.e. crustal, interface or dipping slab. As well as being implied in the source distance, the substantial effect of depth is modelled well with a separate linear depth term. For crustal events, focal mechanisms which are predominantly reverse are found to cause PGAs that are 28 percent stronger on average than for other mechanisms. PGAs at soil sites (ie those having soil deposits >3 m thick) are found to be 53 percent stronger on average than at other (ie rock) sites, but the difference between PGAs on rock and soil sites in large amplitude shaking remains uncertain, ie near the source of events of Mw ?:.7. Earthquakes occurring on the interface between the Pacific and Australian tectonic plates give rise to smaller PGAs than do crustal or slab events of the same magnitude, depth and distance. Comparisons are made between our New Zealand model and some for Europe, Japan and tlte Western USA.
INTRODUCTION
It was only in 1993 that sufficient New Zealand ground motion data became available for the development of a reasonably robust attenuation model for peak ground accelerations (PGAs) in shallow New Zealand earthquakes. The first examination of local PGAs, made in 1980 [l] , was based on too little data to produce adequately constrained models, while two recent studies [2, 3] were deliberately restricted to examining specific earthquakes. The 1993 study [3] of the 1968 Inangahua earthquake finally established for the first time data from a large enough earthquake (Mw 7.2) to allow tlte estimation of a plausible coefficient for magnitude in a New Zealand regression expression. As a prelude to the present paper, a preliminary analysis [4, 5] was made at that time of a smaller data set than has been used in the present paper.
While the New Zealand data set is still too. small to robustly model all of the desired aspects, it is of great importance to explore the nature and robustness of the attenuation expressions which it can now yield. Until now, reliance has been placed heavily on expressions derived for other regions of the world, but these have been shown to vary considerably [2, 6] , and the choice of the best analogy for New Zealand is of course a moot point without adequate criteria for selection. This paper includes some comparisons with other regions, as already attempted in the other recent studies [2] [3] [4] [5] . 2 
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Of the various physical factors that appear to affect the strength of ground shaking, apart from magnitude and source distance, four factors of particular interest are tectonic type, ground class, fault mechanism and depth. With New Zealand being in a subduction zone, earthquakes range in depth from shallow to very deep, occurring in the crust, on the plate interface or in the dipping slab, and a full range of fault mechanisms occur with some regional biases. Although success in evaluating the influence of these factors in other studies overseas has been mixed, the need to understand their influence is so great that we decided to attempt to address them all in this study. Another possibly important effect that we have not considered is directivity in the radiation pattern, resulting from either source effects or anisotropic attenuation.
Because of a shortage of near-source recordings in our New Zealand data set, some PGAs recorded overseas at very short source distances were used to supplement the New Zealand data base, and provide some constraint on the models at short distances. The New Zealand data included magnitudes up to Mw 7.2 and distances down to 11 km.
The functional forms of the models that we finally selected do not allow for the possibility of "saturation" of PGA values at large magnitudes.
A model that we considered that did allow magnitude saturation at short distances showed little variation of the dependence on magnitude with distance. We have also assumed that the standard deviation of the scatter around the mean predicted value is constant, rather than a function of magnitude or amplitude. A one-stage regression analysis procedure was used throughout.
NEW ZEALAND EARTHQUAKES STUDIED
The New Zealand earthquakes with strong-motion data used in this study were limited to those for which both PGA data and moment magnitudes Mw were available. Except for two events, Mw was derived from the preferred seismic moment as discussed by Dowrick and Rhoades [7] . For two events for which no seismic moment was available (Nos 6 and 19 in Table 1 ), Mw was estimated from their M, values using a relationship developed elsewhere [7) . These two events were included only in the analyses of residuals for examining regional effects in regions with few data, but not in the regression analyses for developing the attenuation expressions. New Zealand's network of strong-motion recorders is relatively young, the earliest year for which reliable recorded PGAs can be ascribed to specific events being 1966. In the period of our data catchment (1966-94) we have 51 events (Table 1) for which Mw and PGAs are available. These events range in magnitude from Mw 5.08 to Mw 7. 23 . The latter value is for the 1968 Inangahua earthquake, and lies between the published Mw of 7. I [8] and Ms of 7.4 [7) . As adopted elsewhere (7), we chose to include an arguable third subevent (T. Webb, pers. comm., 1993) which increases the moment by 60% and results in Mw = 7.23. Note that while we used Mw values to two decimal places in the analysis, in the text we mostly use Mw values rounded to the conventional one decimal place.
As seen in Figure 1 , the events are mainly distributed along the eastern part of the North Island and the western part of the South Island, which are regions close to the subduction zones along the boundary between the Pacific and Australian tectonic plates. Because of the presence of the subducting plates, large magnitude events occur down to considerable depths under New Zealand (Figure 2 ), the deepest event in our data set having a depth of 149 km and a magnitude Mw 6.6. Of the 51 events in our data set, only nine have depths greater than 50 km, all nine occurring in the dipping slabs of the subducting Pacific or Australian plates. The remaining 42 shallower events have depths ranging from 4 to 41 km. Sixteen of these events have depths >20 km, and all but two of these are in the North Island on the interface or in the dipping slab ( Figure I ). As our measure of depth we use the depth to the centroid of the rupture, rather than the traditional focal depth. We consider the centroid to give a better physical representation of the centre of energy release and hence to be a better measure of earthquake "depth" per se than the focal depth.
Regarding tectonic type, in the New Zealand data set there are 24 crustal events, 7 interface events and 20 dipping slab events, denoted C, I and S respectively in Table I. The predominant source mechanism for each event, as given in Table I and Figure 2 , is labelled normal (N), strike-slip (S) or reverse (R). Most mechanisms are of course not pure N, S or R; therefore where for exan1ple a mechanism is partly R and partly S, we define it as predominantly R if the ratio of the components RJS 2:1.0. Considering only those events of depth < 50 km, there are 16 reverse, 9 strike-slip, and 17 normal mechanisms. Twelve of the 26 events with depths ::; 20 km have reverse mechanisms, while of the 14 events of depth 21-50 km only interface events have reverse mechanisms. Table 1 incorporate the best quality information, derived from special studies where available, as referenced in Table 1 .
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NEW ZEALAND GROUND MOTION DATA
From the 51 New Zealand events a total of 461 strong-motion records were available, at horizontal distances from the source ranging from 11 km to 573 km. Peak ground accelerations were obtained from digital, mechanical-optical, and scratch plate instruments, located either on the ground or in the bases of buildings. A plot of the data in terms of Mw against log 10 of shortest distance to the source is given in Figure 3 . The distance of each PGA observation was measured as the shortest distance to the source. For those ten New Zealand events where a model of the rupture surface was available, the slant distance from the recording site to the closest point on the rupture surface was taken. The fault rupture geometry adopted for this purpose is given in Table 2 . For each remaining event the slant distance to its centroid was taken, i.e. to the centroid of the rupture surface. Most of this second type of distance data is not sensitive to the use of the centroid compared with the closest point on the rupture surface, as the dimensions of most of the rupture surfaces would have been relatively small compared to the slant distances. In only five instances was this discrepancy likely to have been more than 10 percent. The depth used here is the "centroid depth" (he) called the "effective depth" in previous papers [2,3].
The "centroid depth" is the standard depth determined in focal mechanism and moment determinations [ e.g. References 7,9, 11 ]. In 23 cases the centroid depths as determined in local focal mechanism studies [8,9, 12] were adopted, and a further seven (for Events Nos 18, 28-32, 43, 51) came from aftershock studies [13] [14] [15] . For 
.0+ ] 6.0-6,9 5.0-5.9 6.0-6.9 ] 5.0-5.9 6.0-6.9 ] 5.0-5.9 The data was reviewed to find sites which might be subject to excessive amplification of PGA. The only site excluded for this reason was Atene A which is at the top of a steep conical hill, and exhibits strong topographical effects [16] . The six records available from that site have a mean residual in log10 PGA of 0.51, c01Tesponding to a factor of 3.2 for the PGA, and their PGAs are different from the values predicted by the attenuation expressions developed from the other records at a significance level of0.01.
PGA data from very deep events were restricted to those in which travel paths from source to site through solid slab or crustal rock were possible, i.e. data involving travel paths passing through the highly attenuating mantle were excluded.
GROUND CLASSES
New Zealand's strong-motion recorder sites have been classified into three ground classes A, B and C according to the criteria given in the New Zealand loadings code [ 17] , where Ground Class A nominally corresponds to'rock or very stiff soil sites with natural periods less than 0.25s, Ground Class B corresponds to intermediate soil sites, and Ground Class C corresponds to flexible or deep soil sites with natural period greater than 0.6s. The code gives depths of various materials likely to produce these periods.
For the purposes of the present and other studies, the site conditions have been classified into various sub-classes according to the thickness and average shear wave velocity of soil layers, and the possibility of topographic effects [18] . As explained later, the only sub-classes affecting the outcome of this study were those relating to Class A, defined as follows:
AR Rock outcrop; AV Soil layer of thickness ~ 3 metres overlying bedrock; AL Soil layer of thickness > 3 metres overlying bedrock, with estimated site period less than 0.25s; AT Sites conforming to subclasses A or AV, and also possibly subject to topographical amplification.
SUPPLEMENTARY OVERSEAS DATA
New Zealand near-source recordings are as yet sparse, the shortest source distance available so far being 11 km. In an effort to obtain an attenuation model that would give reasonable predictions of near-source PGAs, the New Zealand data were supplemented by near-source data recorded overseas. The overseas data were restricted to records from sites with source distances of 10 km or less. This separates the local and overseas data in distance terms, there being no overlap in the distance ranges of the two data subsets ( Figure 3 ). It will be shown later that the overseas data have no significant influence on the model in the distance range of the New Zealand data.
The overseas data were used to constrain the model predictions at short source-to-site distances. When only the New Zealand data are used in the regression, selecting a different value of d in Equation (2) will cause a very large change of predicted PGA at a very short distance, while the standard deviation barely changes.
For example, by setting d = 0 or d = 10 km and obtaining the other parameters by regression, the standard deviation changes by less than 0.5%, but the predicted PGA at a source distance of 1 km changes by a factor of 14 for all magnitudes.
It is acknowledged that New Zealand earthquakes may produce peak accelerations at short distances that are different to those from earthquakes in some other parts of the world. However, it was felt preferable to use overseas data to provide some near-fault constraints rather than to have very high values that were unconstrained by data and were difficult to justify in terms of motions recorded anywhere in the world.
The other criteria for selecting the overseas data were consistent with those used for the New Zealand data. Thus a moment magnitude had to be available for the event, and its centroid depth, source mechanism and the shortest distance from site to source were also required. In addition, enough had to be known about each site for its ground class to be assigned on the same basis as 
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FIGURE 3
Source-to-site distance, Mw and focal mechanism of the PGA data. The New Zealand data are those with distances c: I 1 km, while the overseas data have distances;:;; 10 km. Table 3 ) ranging in magnitude from Mw 5.1 to Mw 7.4. The stronger horizontal component of PGA from these events ranged from 0.1 lg to 0.98g. Of the 66 recordings, 18 had values greater than the largest value (0.58g) in the New Zealand data set. Source distances ranged from 0.1 km to 10 km. The full data file is available (together with the New Zealand data) from the authors in computer file NZPGA.ZDM.
We did not attempt to find all overseas data that might fit the above criteria, restricting ourselves to those which were readily available. Many of the records that we used were contained in the compilation by Otsuka et al. [19] , which contained near-source data from Campbell [20j, although we often obtained supplementary information of required parameters from other sources, supplemented with data from the more recent Northridge and the Hyogo-ken Nanbu (Kobe) earthquakes. Given the limited distance range considered, the amount of overseas data obtained is quite large; the overseas data set is reasonably in proportion in size to the local data set for the relative distance ranges considered, and the two data sets have virtually the same magnitude range. Hence we consider the overseas dataset to be adequate for the present purpose. 
DEVELOPMENT OF THE ATTENUATION MODEL
The initial functional form for the attenuation model was selected as log 10 (PGA) = A Mw + Blog10 (r) + Cr+ D (I) PGA is the peak ground acceleration of the stronger of the two orthogonal horizontal components, in units of g. The moment magnitude is denoted by Mw and r is defined as the shortest distance in kilometres from the fault rupture surface to the recording station. Least-squares regression was performed on the New Zealand data set. Then residuals of the regression model, i.e. the difference between the logarithm of the recorded PGA and that of the PGA predicted by Equation (I), were calculated for each ground class, focal mechanism and three depth classes with depths he of 0 -20 km, 20.1 -50 km and 50.1 -150 km. At a late stage in the model development, the tectonic type (crustal, interface or slab) of the earthquakes was also considered in the residual analysis.
The ground classes (discussed earlier) are AT, AL, AR, AV, B and C as well as soft soil and deep soil sub-classes in ground classes B and C. "Soft soil" is defined such that the average shear-wave velocity is :C:: 200 mis in the soil to the shallower of effective bedrock or 30 m depth. The mean residual values for ground classes AL, B, and C and sub-classes of soft soil and deep soil sites were not different at a significance level of 5% in statistical terms, ie, they were "similar" (this term will be used in the following text for simplicity instead of the formal statistical term). The mean residual values for ground classes AT, AR and AV were similar, but the mean residual values for the combined group of ground classes AT, AR and AV (referred to hereafter as rock sites) and for the combined group of ground classes AL, B and C (referred to hereafter as soil sites) were "different", ie, different at a significance level of 5%.
For crustal events, the mean values of the residuals were statistically similar for normal faults and strike-slip faults, but the mean value of residuals for the reverse fault events was statistically different from that for the combined group of events with normal and strike-slip focal mechanisms.
Residuals were also evaluated for earthquakes with different centroid depths. The data set was divided into three depth classes, 0-20 km, 20.1-50 km and 50.1-150 km, and it was found that the mean values of residua~s were statistically different for each of the three depth classes. The plot of residuals against depth also shows a trend of depth dependence, with the strength of shaking increasing with depth when other parameters are held fixed.
For slab events, the effect of focal mechanism was found to be statistically insignificant for the mean residuals. The mean residuals for records from slab events were found to be similar to those for crustal records when the mechanism term was included for the crustal events.
Interface events, although all having a substantial reverse component, were found to produce significantly lower PGAs than crustal or slab events. For this reason, it was important to separate the crustal reverse events (higher PGAs) from the interface events (lower PGAs), otherwise the effect of source mechanism is statistically insignificant.
For the case of an earthquake with a ground surface rupture, the attenuation model in Equation ( 1) will give an artificially large PGA for a site close to a fault, ie when r becomes small. This mathematical effect was dealt with using the approach of Joyner and Boore [21] and Boore et al [22, 23] , by adding a constant, d, to r in the logarithm term.
We have placed some constraints on the coefficients in Equation (1). We have assumed that PGA is an increasing function of magnitude, so A must be positive. Also, we have assumed that PGA is a decreasing function of distance, so B and C must be negative. This assumption is true when considering the full range of distance from source to the far field, although it is sometimes violated over relatively short distance ranges by effects such as reflections off the Moho. Coefficient C in Equation (1) is usually very small, and sometimes becomes positive in regression analyses because of the data distribution and the interdependence of estimates of B and C. So in our analyses, when coefficient C was positive, C was set to zero. This occurred in all of our final models, so that the Cr term does not appear in them.
Finally, the error in the estimates of attenuation parameters must also be considered. Statistical tests were carried out, and any parameter that was not larger than zero at a significance level of 5% was excluded.
To account for the effects suggested by the results of the above analyses, the regression model was developed from eq. (1) into A1Mw + A)og10 ✓r 2 +d 2 + A3hc + ,'I..+ As1h + A60A + A101
(2)
where d is a constant to restrain the near-source PGA prediction and he is the centroid depth of the rupture surface. The dummy variables are defined as Equation (2) is not linear in the parameters because of parameter d. If parameter d is taken as a constant for each iteration,
Equation (2) is still a linear model and variances calculated for all parameters are conditional variances, ie, under a condition that parameter d is constant, but the variance for parameter d cannot be estimated.
We believe that this is the first single model to be developed which combines a mechanism term, a centroid depth term, and a tectonic type term, with all parameters shown to be statistically significant.
The following models were derived using only the data from the "Main Seismic Region," i.e. excluding data with travel paths in the Central Volcanic Region (CVR), i.e. all data from events 19 and 42, and all but one record from event 47. Our first model, Model 1, was derived by simultaneous consideration of the total remaining data set and solving for values of all of the parameters in Equation (2).
The same functional form, but with the 8A coefficient A6 taken as zero, was also used for Model 2 which was derived considering soil site data only. The PGAs given by this model are similar to those from Model 1 for soil sites. Parameter A 6 was taken as zero for this model. An attempt to create a similar model derived from the rock site data only, was unsuccessful, because there are too few rock site data.
A further model, Model 3, was developed to deal with applications where the site conditions are unknown or unspecified. For this model, parameter A 6 was set to zero, as for Model 2, but all the data were used. The PGAs predicted by this model reflect the dominance of the number of soil site records against rock site records in the dataset, in that they are similar to those from Models 1 and 2 for soil sites.
Model 4 was developed to deal with applications where the site conditions are known, but the focal mechanism and tectonic type are unknown or unspecified. In this case, the coefficients A5 and A7 of the OR and o1 terms were set to zero.
Finally, Model 5 was developed to deal with situations where only the magnitude, depth and distance are known or specified. In this case, the coefficients A5, A6 and A7 of the 8R, 8A and o1 terms were set to zero.
The parameters of the above attenuation models are given in Table 4 , along with the number of PGA data, N, used for each model. Their corresponding conditional standard errors are given in Table 5 . Table 6 summarises the results of statistical testing that shows that Model 1 gives good fits of various subclasses at data. For all subclasses identified in Table 6 , the hypothesis that the mean residual is zero cannot be rejected at significance levels of 5% or sometimes even less. Also, the RMS and mean residuals are statistically similar in the sets of comparisons indicated. The subclasses considered include: tectonic type; mechanism and tectonic class; ground condition; New Zealand vs. overseas data; and basement data from buildings of greater than three storeys vs. free-field data and basement data from buildings of :0: three storeys.
The fits of various subclasses of data by Models I to 5 are summarised in Table 7 , with the results indicating the need for the various parameters included in Model 1.
For soil data, Models 1 and 2 are equally good, and give virtually identical PGA values.
The residual analyses for Model 3 for the rock and soil subclasses show the need for the ground class term in Model 1 . Without it, the mean residuals for both subclasses are significantly different from zero. Without a tectonic class or mechanism term, the residual analyses for Model 4 show that crustal normal or strikeslip and slab event data are predicted satisfactorily, but crustal reverse and interface event data are not. The overall RMS residual for Model 4 is only slightly increased from that for Model I, but the non-unity mean residual factors and large RMS residuals at Model 4 for the crustal reverse and interface event data show the need for the mechanism and tectonic type terms, as supported by the formal hypothesis testing.
DISCUSSION OF THE ATTENUATION MODEL
As discussed above, we have obtained expressions which model attenuation of PGA in most parts of New Zealand, in terms of magnitude, distance, depth, focal mechanism, tectonic type and ground class. Various features of the models are discussed below.
Functional Form of the Model
The functional form that we have used results in models which fit the data well, as illustrated for Model 1 by the plots of residuals against magnitude, source-to-site distance, and depth, as shown in Figures 4(a) -(c) respectively. However, we note that the functional forms of the models that we have selected do not allow for the possibility of "saturation" of mean PGA values at large magnitudes, as could be achieved by a magnitude-dependent added distance term, for example as in the studies by Campbell [20] , Fukushima and Tanaka [24] , Crouse [25] and Idriss [26, 27] .
We considered a magnitude-dependence of the log 10 ✓(r 2 + d 2 ) term, i.e. (a+f3M) loglO ✓cr2 + d2), as used by Abrahamson and Silva [28] . The variation of the magnitude dependence with distance was found to be minor. Also, the estimates at a and f3 were found to be highly coupled with each other, and also with the coefficients of the magnitude term and constant term. The estimates of the coefficients of the magnitude and constant terms were not significantly different from zero for this form of model. We rejected this type of model because of these problems.
We have assumed that the standard deviation of the scatter about the mean values is independent of magnitude and distance, while recent studies, e.g. Idriss [26, 27] , Abrahamson and Silva [28] , and Youngs et al [29] , have indicated that the standard deviations decrease with increasing magnitude. Alternatively, other studies, Donovan and Bornstein [30] and Campbell and Bozorgnia [31 ] , have incorporated an amplitude-dependent standard deviation, with smaller values at larger amplitudes.
The lack of magnitude saturation in the mean values and constant standard deviations at all magnitudes and amplitudes may lead to very high near-source estimates of PGA which cannot (at present) be confirmed by measured data. Magnitudes beyond Mw7,2 and distances less than 11 km lie outside the current range of the New Zealand data.
The uncertainties in the estimates of the individual parameters for the various models are discussed below. However, another important consideration in regression analysis is the degree of correlation in the estimates of the various parameters. A high degree of correlation indicates that the data are inadequate to estimate some of the parameters in the model.
The coefficients of correlation between the uncertainties in estimates of various model parameters Ai can be determined by 141 the normalised covariance matrix of the regression model. If the uncertainties in the estimates of any two parameters of the model are highly correlated or anti-correlated, the corresponding term of the normalised covariance matrix, COV(Ai, Aj)lcrAi crAj, will be close to + 1 or -1, and if not correlated, the corresponding term of the normalised covariance matrix will be close to zero. It is found that for all five models presented in this paper, only the uncertainties associated with parameters A 1 and A4, i.e. the coefficients of the magnitude term and the constant, are highly anti-correlated (the normalised covariance coefficient is about -0.9). The absolute values of all the other normalised covariance coefficients are less than 0.5, indicating weak correlation between the uncertainties associated with these parameters.
These results indicate that in the main the data are adequate for estimating the parameters of the model. The high degree of anticorrelation between the estimate of the coefficient of the magnitude term and of the constant term suggests that a more reliable model could be obtained with an expanded dataset covering a greater magnitude range. This improvement must await the recording of more large magnitude earthquakes, particularly to increase the upper limit of the Mw range, and the development of techniques for obtaining Mw for lower magnitude events.
.2 Robustness
As seen in Table 4 , the standard error in the estimate oflog 10 PGA ranges from 0.230 to 0.246 for the various models. These values suggest reasonable precision of the estimate of mean PGA, and lie within the range of values (0. 13 -0.30) obtained by other researchers over the last 15 years. The standard error tends to decrease with increasing number of parameters fitted. Model 1, which fits all of the parameters has the smallest standard error, while Model 5 which fits the least of the parameters has the largest standard error. The improvement in the standard error (ie measure of fit) as additional parameters are included, is modest for the dataset as a whole, but as shown in the following sections is important and statistically significant for various subclasses of the data.
The conditional standard errors of the parameters A1 to A7 provide insight into how well the model is determined. These values are given in Table 5 . Here it is seen that the conditional standard errors, like those on log 10 PGA discussed above, are mostly smaller for Model 1 than for the other models. In addition it is noted that the conditional standard errors are relatively small compared to the values of their respective parameters (Table 4) . This is an important indicator of robustness of the models.
Effect of Depth
Studies in other part~ of the world have shown that depth influences the strength of shaking other than simply as a function of source-to-site distances [25, 33] . Earlier studies [2,4,5] showed that New Zealand earthquakes with depths greater than about 50 km produced stronger accelerations than shallower events of the same magnitude and source distance, but there were insufficient data to robustly model this effect. However in the present study, with more data, a single model has been found with depth accounted for as a simple linear function of centroid depth over and above the source distance term, as used by Molas and Yamazaki for Japan [33] and by Crouse for the Cascadia subduction zone [25] . The coefficient for the depth term in Model 1 is 0.00619. Excluding interface events, this predicts mean PGAs of events with he = 35 km that are 1.43 times stronger than those with he = 10 km, while if he = 150 km the PG As are 7.36 times stronger than when he= 10 km, holding all other parameters equal. This depth dependency is illustrated in Figure 5 . The predicted increase of strength of shaking with depth is not as great in the Japanese [33] and Cascadia [25] models noted above, the predicted PGAs for a depth of 150 km being respectively 2. 73 and 3.61 times those for a depth of 10 km. In both these models interface and slab events are combined into a single subclass. The fit of Model I to the data may be examined visually for two events of different depth in Figure 6 , for the 1993 Ormond earthquake ( event 45), ~d in Figure 7 , for the 1973 Central North Island earthquake (event 7). These earthquakes had centroid depths of 39 and 149 km respectively, and both were slab events, but with strike-slip and reverse mechanisms respectively. The latter event illustrates the fit of the model to the data at the extreme of the depth range. These examples confirm the impression given by the residuals plotted against depth for the whole data set in Figure 4 (c), that the model fits the data reasonably well over the whole depth range of the data set, i.e. down to a depth of 150 km. This probably exceeds the greatest depth of design interest.
Effect of Tectonic Type
Models 1-3 show that the seven earthquakes which were located on the interface between the tectonic plates, ie the Interface events (I) in Table I , produced PGAs which were smaller on average than those of crustal or slab events of the same magnitude, depth and distance. The coefficient for the tectonic type term A7 in Model I is -0.124, which predicts that the mean PGAs oflnterface events are 25 percent less than non-interface events of the same magnitude, depth and distance. It should be noted that the coefficient A7 of the tectonic type term is less well-constrained than coefficients A5 and A 6 of the mechanism and ground class terms, i.e. the conditional standard errors ( Table 5 ) are such that its coefficient of variation (0.32 for Model I) is larger than those of A 5 and A 6 . This difference may reflect the small number ( only 7) of interface events in the data set. Inclusion of the interface · term is important. Like all the retained coefficients, A7 has been shown to be statistically different from zero. Without this term, the mean residual for interface events is significantly less than zero. Also, its absence makes the reverse mechanism for crustal eai1hq uakes statistically insignificant.
Effect of Focal Mechanism
Previous studies of both strong ground motion records, e.g. Campbell [20] , Campbell and Bozorgina [31] , and Idriss [27] , and intensities (Dowrick [34] ) have found that earthquakes with predominantly reverse focal mechanisms produce stronger shaking for the same magnitude and distance than do events with u 0.01 ~ predominantly normal or strike-slip mechanisms. Abrahamson and Silva [28] differentiate between strike-slip or normal faults, oblique faults and reverse faults. They also differentiate between hanging wall and foot wall locations for dipping faults, at distances up to 25 km from the rupture plane. The present study finds that the coefficient for the focal mechanism term in Model I is 0.107. This corresponds to mean PGAs for reverse faulting crustal events which are on average 28 percent greater than for other crustal events at all magnitudes and distances, as illustrated in Figure 5 . Idriss [27] found an increase of 22% for reverse faults. The result is also similar to the average difference of about 31 percent previously found for New Zealand by Dowrick [34] , by an approximate conversion of intensities to PGAs. Campbell and Bozorgnia's model [31] gives PGAs from reverse faulting events that average about 40 percent larger than those of strikeslip events very close to the source, but the difference decreases with increasing distance and magnitude. This effect was also found for intensities by Dowrick [34] . Our model simply gives the difference which is appropriate on average over the whole data set. This model is supported by an examination of the residuals of the crustal reverse event data, which shows no strong trends as a function of magnitude or distance.
The data from a shallow normal-faulting event, the Mw6.6 1987 Edgecumbe earthquake, are compared with Model I in Figure 8 Effect of depth and mechanism. PGA plotted against source distance r as predicted by Model ],for non-interface events of depth he = JO, 50, I 00 and 150 km. 
Effect of Ground Class
Various overseas studies have produced attenuation models that differentiate between PGAs for different ground classes, eg References 20, 22-24, 26, 28, 31, but this has not previously been possible for New Zealand because of the scarcity of data. However with the current data set, regression analyses have produced statistically supported insights into the influence of ground class on PGA within the attenuation functions. As noted in Section 4.0 above, the New Zealand recording sites have been classified into three main ground classes, A, B and C, corresponding to those of the New Zealand loadings code NZS4203:1992, and each of these was sub-divided into a number of sub-classes. Residual analyses were carried out on different sub-sets of the data examining the significance of various of the . ground sub-classes and combinations thereof. Statistical tests showed that only two types of site were significantly different from the others but similar to each other, namely (i) those sites with surface rock, and (ii) sites with a soil deposit :S:3 m thick overlying bedrock. These two types of site (actually three subclasses AR, AV, AT, see Section 4.0) were lumped together to comprise our "rock" sites. We note that if the soil layer thickness had been increased to 1\0 m, there would have been little change to the "rock" data set from the addition of the few records from those sites in the soil depth range 3-10 metres.
Two ways of modelling the soil effects through the regression analyses have been explored, (i) a regression analysis of the whole data set, resulting in a single attenuation expression, and (ii) a separate regression analysis of the rock and non-rock (soil) data, resulting in separate attenuation expressions for these two ground classes.
Approach (i) produces a model, Model 1, which is statistically slightly more robust than approach (ii), as discussed in Section 7.2. Its coefficient for the Ground Class term is -0.186. This Table 5 .
There is considerable evidence (e.g. that weak soils will not transmit strong motion in a linear fashion. In a comparison of PG As on rock and on soft soils, the data and theory of Idriss (36] showed this non-linearity, and combined with data from modelling studies suggested that, for the mean of the data, PGAs on soft soil would be less than on rock at accelerations above about 0.4g for magnitude 7 earthquakes and at lower accelerations for smaller magnitude events (38] , with the crossover at about 0.25g at magnitude 5½. Abrahamson and Silva (28] modelled the effect of soil nonlinearity explicitly. A study (37] of damage to single-storey houses in Napier in 1931 implied that short period vibration (and therefore PGA) was weaker on soft soil than on rock near the source of this magnitude 7.8 earthquake.
Clearly the transition from linear to non-linear behaviour is strongly dependent on the soil strength [35] , but we do not yet have enough data to model this over a range of soil types.
A further study illustrating non-linear effects is that of near-source accelerations by Campbell and Bozorgnia [3 I]. This showed that rock PGAs were greater than soil PGAs within about 15 km of the source regardless of magnitude. Our data set is not large enough to test this partly surprising finding, but, together with the results (Figure 9(a) ). In Figure  9 (b) it is seen that Campbell and Bozorgnia's soft rock model gives stronger accelerations than the soil model at distances closer than 6 km from the source, and that their soil model underpredicts all of the Inangahua data.
Effect of Overseas Data
As discussed earlier, overseas data of near-source recordings were introduced for the sole purpose of controlling the model near the source. It was obviously desirable to do this without perturbing the model in the distance range of the New Zealand data. In Figure 10 , we compare Model 1 (using all the Main Seismic Region data and overseas data) and the model derived using only the New Zealand data, and in which d = 0 in equation (2). This plot demonstrates both the need for the near-source control and the fact that the overseas data has had negligible effect on the model for source distances greater than 20 km. However, the near-source estimates from our models should still be treated with caution, because the magnitude dependence is assumed to be the same at all distances.
Regional Effects in New Zealand
The Central Volcanic Region (CVR) shown in Figure 1 is well recognised as having higher attenuation than other parts of New Zealand [e.g. Refs 39, 40) . In order to measure attenuation rates for PGAs within the CVR, it is of course necessary to find records generated by waves travelling wholly or largely within it. So far we have only nine such records. These records come from the three events identified in Table 1 (Nos 19, 42, 47) and located on Figure 1 . The records were excluded from the data used for modelling the rest of the country. Their residuals from Model 1 are plotted on Figure 11 , where it is seen that all these PGA values are less than their predicted values, with a mean residual value of -0.298, a value greater than the standard error of 0.230, and corresponding to a factor of0.50 for PGA. These data were found to have a lower mean value than the rest of the data at a significance level of 0.01. In addition Figure 1 shows that the residuals increase with distance, which is consistent with higher attenuation than in the Main Seismic Region.
The 1987 Edgecumbe earthquake (event 23) was located on the south-eastern boundary of the CVR (Figure 1 ) , with its only strong-motion records being obtained to the south and east, i.e. having travel paths entirely outside of the CVR. As seen in Figure 8 , these data conform to the model for that event using Model I, the mean residual being -0.123, compared with the standard error of0.23.
Another region that has been thought [41, 42] to have a different attenuation pattern from the rest of New Zealand is Fiordland. In the present data set, there are four events located in that region, Nos. 10, 24, 25 and 44 in Table I and Figure I . Note that these four events include the three tectonic types, crustal, interface and slab. The residuals of the 22 PGA data from those events with respect to Model I are plotted against source distance in Figure  12 this finding, which may be due to source and/or directivity effects.
Vertical versus Horizontal Accelerations
Until recent years, little effort has been put into modelling vertical accelerations, and for design purposes it has been common to assume that the vertical PGA is typically two-thirds of the horizontal value, e.g. as in the 1994 Uniform Building Code of the USA. Using the present New Zealand data set, the ratio of the vertical PGA to the stronger horizontal component was found for each accelerograph record. These values were plotted against source distance, depth and Mw, and the mean value was found to be close to 0.5 over the full range of distance. depth and Mw, as shown for source distance in Figure 13 . These results are based on the New Zealand data only; the very near-source overseas data have not been considered. The overall mean of this ratio was 0.48 and the standard deviation was 0.19. Of the 317 observations of the ratio, only five are greater than 1.0, with the largest being 1. 25 . The mean plus one standard deviation value of the ratios for the New Zealand data is 0.65, which is close to the two-thirds value noted above.
In a study of European PGAs, Ambraseys and Bommer [32] found that the mean ratio of peak vertical to peak horizontal acceleration was 0.5 and was almost independent of magnitude and distance. Their horizontal acceleration was the larger of the two horizontal components. Thus our results are almost identical to theirs.
However, in the near-source region, the high-frequency content of vertical motions is often very strong, leading to peak ground accelerations that may exceed the horizontal values. In supplementing the mainly distant European data with world-wide near-source data, Ambraseys and Simpson [43] found that "very near the source of large thrust earthquakes the average value of the acceleration ratio q may exceed one." Niazi and Bozorgnia [ 44] also found vertical accelerations exceeding horizontal accelerations in the very near-source region.
Ambraseys and Bommer, and some other researchers [e.g. 28, 45] , have also produced attenuation expressions for vertical accelerations. As our vertical data set is relatively small (scratch plates do not measure vertical acceleration), and as the mean ratio of vertical to horizontal acceleration is so nearly constant with distance, we have not attempted to model the attenuation of vertical accelerations directly.
Stronger Horizontal Component versus Mean Horizontal Component
Some attenuation expressions have been based on the stronger of two horizontal components [e.g. Refs. 21, 22, 24, 25, 32, 33] , while others have used the arithmetic mean [20] or the geometric mean [31] of the two horizontal components of PGA. In order to relate our attenuation models appropriately to those based on the mean value, we have modelled the relationship of these two acceleration measures for New Zealand data. The ratio of larger to the arithmetic mean of the horizontal component was calculated for the present New Zealand data set. These values were plotted against source distance, depth and Mw. It was found that the best fit mean value of this ratio was nearly constant over the full range of distance, depth and Mw. The overall mean of the ratios was 1.11, i.e. the stronger component on average is 11 % greater than the mean. This is similar to the 13% difference found by Campbell [20] from Western USA data.
Effects of Structures on PGAs
Some researchers (e.g. Ref. 23 ), exclude PGAs recorded in basements of taller buildings. In our dataset there are 33 records from basements of buildings with four storeys or more. Direct comparison of five pairs of records obtained from basements or ground floors of three high-rise buildings and nearby free-field sites indicated that PGAs from building basements or ground floors are significantly smaller than those of the free-field sites. However, contradictory to the direct comparisons, it was found that the mean residual of the basement or ground floor records from buildings of four storeys or more is not significantly different from zero at a significance level of 0.05. Thus the study of effects of tall buildings for our data set is inconclusive. For the instances where we have pairs of free-field and basement records, only the free-field records have been included in our regression analyses. However, given the results of the residual analysis, other PGAs recorded in basements of taller buildings have been retained in our data set.
Comparisons with other World Regions
In previous studies [2-6] it was found that the attenuation of PGA in New Zealand appeared to be (i) similar to that given by models based on Japanese data, and (ii) different from that of Western USA based models and those based on European data. It is appropriate to make new comparisons based on the more extensive New Zealand database now available and recent models from these selected world regions.
For a comparison between Japan and New Zealand, we compare our Model 5 with the 1990 model of Fukushima and Tanaka [24] and the 1995 model of Molas and Yamazaki [33) . These attenuation expressions were used to model the 1995 Hyogo-ken Nanbu (Kobe) earthquake of Mw 6.9 and hc=IO km. As the two Japanese models do not differentiate between focal mechanisms or ground classes, we used our Model 5 to make as direct a comparison as possible. A large set of PGA data for this earthquake is plotted in Figure 14 . As can be seen in Figure 14 , our New Zealand model is very similar to that of Fukushima and Tanaka and both fit the data well from the shortest source distance of 3 km to the furthest of almost 300 km. The Molas and Yamazaki model is not as close to ours as that of Fukushima and Tanaka, and suffers from having no near-source control.
Next a comparison was made of the 1991 attenuation model of Ambraseys and Bommer [32] for Europe, and of the 1981 model of Joyner and Boore [21] for the Western USA These models were made as directly comparable as possible by using a depth of he= 7 km in the New Zealand model (corresponding closely to the values of the added "depth" parameter used in both of those models), the models being for a mixture of mechanisms and ground classes in all cases. For Mw=7, it was found ( Figure 15 ) that over the distance range of about 20-100 km the New Zealand Model 5 predicts mean PGAs about 40-80% stronger than those for Europe and for those of Joyner and Boore's 1981 model. This difference is consistent with previous -findings [2] [3] [4] [5] [6] .
The difference between the New Zealand model and the other two decreases with decreasing magnitude, but is still substantial at Mw=6. We note that Joyner and Boore's expression is not valid for distances greater than l 00 km.
We also compared our Model 4 (for soil) with two more recent ( 1993 and 1994) models for the western USA, i.e. those of Boore et al [22] and of Campbell and Bozorgnia [31) . The three models are plotted in Figure 15 for an event of Mw 7.0 with he= 7 km. The Campbell and Bozorgnia model has also been discussed in Section 7.6 above in relation to Figure 9 . Although there are some magnitude and distance combinations for which any two of these models predict similar PGA values, the dependence of these models on magnitude and distance is very different. If nothing else, these comparisons underline the need for the development of a robust model based largely on New Zealand data.
As well as the comparisons shown in Figures 9(b) , 14 and 15, several models have been evaluated by performing residual analyses for the New Zealand data with respect to them. Results of some of these residual analyses are summarised in Figure 16 . Only the New Zealand data, or subsets of the New Zealand data as indicated in the key to Figure 16 Horizontal Distance (km) Campbell and Bozorgnia (1994) , Joyner and Boore (1981) and Ambraseys and Bommer (1991) .
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the model prediction and observed values of PGA as given by 10· mean residual of loglOPGA_ The data has been divided into magnitude bands of half a unit centred on the plotted magnitude, and distance classes of 10-30 km, 30-60 km, 60-100 km, 100-200 km, 200-300 km and 300-500 km. The different depth, tectonic types and distance ranges selected for the comparisons with the various models reflect the different ranges of data used in deriving them.
As the model parameters were estimated by minimizing the RMS residual across a similar dataset ( with the addition of the overseas near-source data), it is not surprising that the New Zealand model gives the smallest RMS residuals for most classes. A feature of interest is that the RMS residuals for the New Zealand model are fairly constant for the various magnitude and distance classes. Some overseas studies e.g. [28, 29) have suggested that the RMS residuals reduce for larger magnitudes. As the largest PGA values are associated with the largest magnitudes, a reduced residual decreases the probability of very high PGA estimates in hazard analyses. The RMS residual value is a very important parameter affecting PGA estimates for long return periods. The New Zealand model shows no marked trend of reduced RMS residuals with increasing magnitude when all the New Zealand data is considered (Figure 16 New Zealand model also shows a suggestion of decreasing RMS residuals with increasing magnitude when only crustal data is considered (not plotted), but to a lesser extent than for the overseas models. The RMS residual for crustal data for the New Zealand model decreases from 0.282 in the magnitude 5.0-5.25 range to 0.223 in the magnitude 7.0-7.5 range, but includes a jump back to 0.282 in the magnitude 6.6-7.0 range.
After the New Zealand model, the next lowest RMS residuals are generally given by the Fukushima and Tanaka model from Japan, except for an anomaly in the magnitude 6.5 -7 .0 class. The overall RMS residual value for this model is 0.269, the lowest of the overseas models, compared to 0.234 for the New Zealand model. The Fukushima and Tanaka model also has a mean residual factor very close to unity, with a value of 1.05, another indication of a good fit to the data. The comparison for this model includes some interface and slab data in that it included events with centroid depths to 50 km, and distances up to 300 km, while the comparisons for the other models were for crustal data only, and to shorter distances, as indicated in the key of Figure 16 . Formal statistical testing has been performed to test whether the New Zealand data are predicted by the overseas attenuation models.
The hypothesis that a mean residual of zero is given by the Fukushima and Tanaka model cannot be rejected at the 5% significance level, but the RMS residual of 0.269 for the data to a centroid depth of 50 km and distance of 300 km is not consistent with the standard deviation of 0.201 for the model. The Fukushima & Tanaka model exhibits magnitude saturation at short distances which is not included in the New Zealand model, so the behaviour of the two models differs in the near-source region at large magnitudes for which there is no New Zealand data as yet.
The Abrahamson and Silva model also gives a mean residual that does not differ from zero at the 5% significance level, when only crustal data at distances less than 200 km is considered. This fit of New Zealand data by a model developed from mainly US data is contradictory to the results of our earlier studies. Previously, we have not restricted our attention to only crustal data. Also, the Abrahamson and Silva model predicts rather different PGAs than do some earlier US models. The change in our conclusions perhaps reflects a combination of comparing only data from events of the same tectonic class, and a shift in US predictions caused by data from recent earthquakes.
Hypotheses that the Boore et al., Campbell & Bozorgnia and Ambraseys & Bommer models accurately predict New Zealand PGAs, i.e., that they give mean residuals of zero for New Zealand data, can be rejected.
CONCLUSIONS
From the above study, the following conclusions have been drawn:
1.
Attenuation expressions have been derived for New Zealand peak ground accelerations in terms of magnitude M,. and source distance, which allow for the influence of depth, focal mechanism, tectonic type and ground class. The expressions are not recommended for use for earthquakes with Mw > 7.4 (i.e. beyond the magnitude limit of the data).
2.
All of the models were found to be reasonably robust in statistical terms. The weakest aspect is differentiating between soil and rock PGAs within I 0-15 km of the source. More near-source data, particularly from rock sites, is needed to resolve this problem.
3.
4.
5.
6.
7.
8.
9.
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Distance is accounted for as the logarithm of a function of the shortest distance from site to source. An anelastic attenuation term, Cr, was also considered, but was found to be not statistically significant, or in some cases was rejected because the constant term C became positive.
Depth is accounted for explicitly as a linear function of centroid depth, and the effect of depth is found to be large, e.g. events with depths of 150 km cause predicted mean PGAs 7.4 times those of events with depths of 10 km, all other factors held equal.
Ground classes were found to separate into two groups which produce PGAs different from each other, i.e. rock and soil, where rock sites comprised those with either surface rock or bedrock overlain by :::: 3 m of soil, and soil sites comprised all other types of site. The surface soil layer thickness probably could be increased to 10 m with little effect on the model. PGAs from soil sites were found to be 53 percent stronger on average than PGAs from rock sites.
Crustal events with predominantly reverse faulting focal mechanisms were found to cause predicted mean PG As 28 percent greater than those of normal or strike-slip crustal events for the same magnitude, depth and distance. The mechanism term was taken as a constant, with no consideration of the possibility that it could vary with magnitude or distance.
Interface earthquakes, which have predominantly reverse mechanisms, were found to produce PGAs that are on average 0.59 times those of crustal reverse events when other parameters are the same, and 0.75 times those of crustal normal or strike-slip events. Slab events were found to produce PGAs similar to those of crustal normal and strike-slip events, with the mechanism term insignificant for slab events (with other parameters held the same).
Near-source modelling of PGAs was controlled by supplementing the New Zealand data with near-source data from overseas earthquakes. This was done without significantly perturbing the modelling of attenuation for source distances greater than 20 km. While the nearsource modelling appears to be reasonable overall, the predictions for both soil and rock sites individually appear to be unsatisfactory for large earthquakes, i.e. for Mw greater than about 7. In this range, the predicted PGAs are too large for weaker soils and too small for rock. More data is needed to resolve this problem. The model does not include the possibility of saturation of PGAs with magnitude, i.e. the variation with magnitude was taken to be the same for all distances.
The PGA data for travel paths within the Central Volcanic Region were found to be statistically significantly different from that for the rest of New Zealand at the 0.01 level, supporting the thesis that attenuation rates are higher in the CVR than elsewhere. The mean residual for the CVR data corresponds to a factor of 0.50 for PGA.
10.
It was found that the PGA data from the four Fiordland earthquakes differed significantly from data for the rest of the country, at the 0.01 level. This data suggests that PGAs in Fiordland are higher for a given set of parameter values than elsewhere in the country.
11.
Vertical PGAs were found on average to be 0.48 times the PGAs of the stronger horizontal component, when considered on a record-by-record basis. This is very similar to the ratio of 0.5 found for European earthquakes by Ambraseys and Bommer [32] . No data with source-tosite distance < 11 km was considered in this part of the study.
12.
The stronger horizontal component of PGA was found to be on average 11 percent larger than the mean of the two horizontal components, when considered on a record-byrecord basis. This is close to the value of 13 percent found for Western USA data by Campbell [20] .
13.
The New Zealand attenuation model is very similar to that of Fukushima and Tanaka for Japan over a distance range 0-200 km for events of centroid depth up to about 50 km and magnitude up to 7.4.
14.
The 1996 Abrahamson and Silva model predicts New Zealand crustal event PGAs well for distances up to 200km.
15.
The 1993 Boore et al. model substantially overpredicts New Zealand crustal event PGAs, by 23% on average.
16.
The 1981 Joyner and Boore, 1991 Ambraseys and Bommer, and the 1994 Campbell and Bozorgnia models all substantially underpredict the PGAs from New Zealand crustal earthquakes.
