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Abstract
We introduce a localized distributed algorithm for the connected RFID coverage problem which we name LCTC
(Local Connect Then Cover). Given a set of RFID readers V and tags T , the problem is to ﬁnd the minimum number of
readers Va such that they form, with a gateway node vg, a connected network. That is the induced graph of {Va ∪ vg} is
connected where any two readers are connected if they are in proximity of each other. Algorithm LCTC which builds
a connected dominating set and add to it more nodes to cover every tag in the network. Algorithm LCTC was shown
through simulation experiments to give excellent results in terms of the number of non-redundant readers generated
and execution time. Algorithm LCTC can be applied to the targets connected coverage problem found in the ﬁeld of
wireless sensor networks and RFID/Sensors networks.
c© 2011 Published by Elsevier Ltd.
Keywords: RFID, Wireless Sensor Networks, connected coverage
1. Introduction
The ubiquitous computing model is predicted to be dominant in the near future. In this new model, people are
surrounded with microprocessors that process information gathered from the surrounded physical environment to pro-
vide them with new services and applications. Enablers of this computing models are small devices such as laptops,
mobile phones, microcontrollers and others. This model is strengthened with the use of the radio frequency identi-
ﬁcation (RFID) and wireless sensor networking (WSN) technologies as they automate the procedures of gathering
information about the physical world.
RFID technology is used mainly to monitor and track objects, whereas WSN are used to sense parameters in the
environment. Both technologies serve in the local physical space layer. Connecting the physical space to the virtual
space is necessary and is usually done via the Internet. Given the large number of objects to be tracked or sensed,
a new paradigm of internet is presented under the name of ’the internet of things’. A proposal of such internet was
proposed by EPCglobal. The main focus of EPCglobal Internet of Things is the RFID technology. WSN can be part
of the Internet of Things is to integrate WSN with RFID in what is called RFID/Sensor networks. However, there is
not only one form of such integration [1].
A WSN is deﬁned as a network of a set of sensor nodes connected wirelessly. A pair of sensors can communicate
with each other if the distance between them is at most tc. A WSN contains a set of targets that should be sensed. A
sensor covers a target if the distance between them is at most ts. We say that a WSN preserves coverage if each target
can be sensed by at least one sensor. An RFID network is deﬁned as a network of RFID readers and a set of RFID
tags. An RFID reader is said to cover a tag if they are within a distance of at most ts. Each tag has a memory content.
A reader can read a tag’s memory by sending a signal to the tag, which power a tag to send back its memory content
to the reader. We say that an RFID network preserves coverage if each tag can be read by at least one reader (that is,
covered by a reader).
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One method to preserve the coverage of a network (whether it is RFID network or WSN) is to place a large number
of nodes, denoted by V , in random positions. The large number and random distribution of V guarantees with high
probability that each tag (or target) is covered. This method is made possible due to the small size of sensor nodes and
RFID readers [2]. In such a method the tags (or targets) may be covered by only a subset of nodes which are called
non-redundant nodes Vnr ⊆ V . Finding a set of non-redundant nodes Vnr with minimum cardinality has application in
prolonging the lifetime of the network and the eﬃcient use of the network’s energy resources. This problem, however,
is known to be NP-Complete [3]. Heuristic and fast distributed algorithms are therefore necessary for this task.
Our aim in this paper is to ﬁnd a minimum set of non-redundant readers Vnr, and to connect the non-redundant
nodes to the Internet. The connection to the Internet is done through a base station or a gateway denoted as vg. A
gateway can be either one of the nodes or a ﬁxed station with theoretically unlimited power. Formally, given a network
of readers G(V, E) where V is the set of readers and E is the set of edges, where a pair of nodes are connected if the
distance between them is at most tc. We aim at ﬁnding a set of nodes V ′ ∈ V of minimum cardinality such that V ′ and
vg covers all tags and the subgraph induced by V ′ and vg is connected. The set V ′ is the union of Vnr and Vc, where Vnr
is the set of non-redundant readers to cover all tags, while Vc are additional nodes that are used to connect the nodes
of Vnr to the gateway vg. Note that Vc and Vnr are subsets of V .
We give in this paper a localized distributed algorithm that forms a connected induced subnetwork of the set of
nodes V that preserves coverage. The solutions are based on building a connected dominating set and adding nodes
to it to preserve coverage. We compare our algorithm to well-known benchmarks. The ﬁrst benchmark is based on
minimum spanning tree whereas the second is based on shortest-path tree. Our algorithms considers RFID networks,
however it can be easily adapted to WSN and RFID/Sensor networks.
The paper is organized as follows. Section 2 gives a formal deﬁnition of the problem with the assumptions of the
paper. Section 3 surveys brieﬂy the literature. Section 4 describes our solution. Section 5 explains the experiments
results. Section 6 concludes.
2. Model, Problem Deﬁnition and Assumptions
Given a set of readers V and a set of tags T , we deﬁne the network G(V, E) where V is the set of readers and
an edge (u, v) ∈ E, where u, v ∈ V if the distance between u and v is at most tc (whence u and v are neighbors). A
reader v covers a tag t if the distance between them is at most ts (whence, v and t are neighbors). Thus, we deﬁne
the set of neighbor readers Nr(v) and neighbor tags Nt(v) of reader v. Given a set V ′ ⊆ V , the induced subnetwork
G[V ′] is deﬁned as the graph with vertices V ′ such that each pair of nodes in V ′ is linked with an edge if the distance
between them is at most tc. Given V , T and a gateway node vg which may or may not belong to V , ﬁnd a connected
induced subnetwork G[vg ∪ Va] of minimum number of vertices such that each target is covered by at least one node
in {vg ∪ Va}.
We assume that the gateway node vg is a reader with the same capabilities of all other readers (that is, vg ∈ V). We
assume that each reader u has a unique identiﬁer id(u) from a totally ordered set. We say a reader u  v if id(u)  id(v).
For simplicity, we assume that identiﬁer of the gateway vg is 0. We assume that readers have no knowledge of their
position neither the positions of the tags. We assume that the readers have no knowledge of the distances with its
neighbors. We assume that k-sets are compared lexicographical. That is, given any two k-sets X = (x1, ..., xk) and
Y = (y1, ..., yk), we say X  Y if x j > y j, 0 ≤ j ≤ k, and xi = yi for each 0 ≤ i < j.
There are two methods of communication in RFID network: reader-reader communication or reader-tag com-
munication. In reader-reader communication, it is assumed that each reader has a transmitter-receiver and is able
to communicate directly with the readers in its reader-reader range (denoted tc). In reader-tag communication [3],
a reader u communication indirectly with reader v by overwriting the memory contents of a neighbor tag t to both
readers. Writing on tags memory contents is allowed according to the EPCglobal speciﬁcation [4].
3. Literature Survey
Most of the solutions to our problem are originally found in the domain of WSN. In this section, we survey some
of them in this section, and we limit ourselves to distributed algorithmic solutions due to lack of space. The problem
is known to be NP-Complete and may be reduced to the disk coverage problem. Thus, we only consider heuristic
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solutions. The problem can be seen as two subproblems. The ﬁrst is to ﬁnd a set of covering nodes Vnr of minimum
cardinality, and the second is to connect these nodes to a gateway with the minimum amount of nodes 1. In this paper
we focus more on the second subproblem as we believe that there is less attention given to it.
Previous studies such as [3], [5] and [6] aim to heuristically generate a set of non-redundant readers with minimum
cardinality. This problem is called the RFID coverage problem or the Redundant RFID Readers Elimination problem.
This problem is diﬀerent than its counterpart in WSN since an RFID reader may write in the memory of tags, giving
whence a stronger set of assumptions to the RFID networks coverage algorithms.
In [7] a heuristic distributed algorithm is presented to generate a connected coverage in WSN. Each node locally
checks if it satisﬁes a set of conditions in order to be active or inactive. There are two types of rules: conditions to
guarantee coverage and those that guarantee connectivity. For connectivity, the authors use an idea from [8]. Each
node constructs the induced graph G[u ∪ N(u)], where N(u) is the set of neighbors of u. If u ﬁnds that the deletion of
u does not disconnect the graph G[u ∪ N(u)], then u deactivates itself.
Adjih et al. in [9] introduced an algorithm to form a connected dominating set Vc that covers every point in a
speciﬁc area (i.e., area coverage). The algorithm is localized and inspired from the idea of multiset relays of [10]. The
algorithm is fast, however, it generates a high number of non-redundant nodes if it was applied into a targets coverage
scenario. Our algorithm is a modiﬁcation of the algorithms [9] and [10].
Our problem can be solved using solutions from the theory of steiner tree. Let A be an algorithm that solves the
coverage problem and generates a set of non-redundant readers that are not necessary connected. The problem is to
ﬁnd a minimum set of nodes Vc such that the graph induced by the union of Vc, Vnr and the gateway vg is connected.
The reformulation of the problem makes it similar to the minimum steiner tree problem. The resulting induced graph
should not necessarily be a tree in our context. The steiner tree heuristics approach is used in [11]. In [11], a coverage
algorithm is presented to generate Vnr 2. It is assumed that there is a base station vg. The node vg is considered as
the root of the tree T . Let assume that, initially, the tree T = {vg}. We deﬁne the shortest path π = {vt, ..., vnr} as the
minimum path connecting a node in Vnr with the tree T , where vt ∈ T and vnr ∈ Vnr but not vnr  T . All nodes in π is
added to T . The step runs until all nodes in Vnr are in T . For simplicity, we call this algorithm SPT-CONN. It used as
a benchmark in our simulation experiments.
Another known solution to the connected coverage problem, and is also used as a heuristic to solve the minimum
steiner tree, is based on minimum spanning tree construction. A minimum spanning tree T of the graph is constructed.
The tree T contains all nodes in V . The root of the tree is the gateway vg. A leaf in T eliminates itself from the tree
if it was not in Vnr. This is repeated until every leaf in T is non-redundant (i.e. belongs to Vnr). For simplicity, we
call this algorithm as MST-CONN. It will be used as a benchmark in our simulation experiments. MST-CONN is
used as a benchmark to algorithm SPT-CONN in [12] for the problem of multicasting in network. Another paper that
considers the minimum spanning tree idea is [13]. It assumes that the nodes have knowledge of all targets positions
which makes it not practical to our context.
4. Algorithm LocalConnect-Then-Cover (LCTC):
In this section we introduce algorithm LocalConnect-Then-Cover. It consists of two phases. The ﬁrst phase is a
localized distributed algorithm that builds a connected dominating set denoted Vc. This phase is called LocalConnect
(LC). The second phase adds a set of nodes Vnr to Vc such that the union of the two sets forms an induced connected
coverage network. The algorithm of the second phase is inspired from algorithm RANDOM [14], which we call for
simplicity RANDOM*. However, other coverage algorithms (whether for RFID or wireless sensor networks) may be
easily adapted to do the same functionality.
Algorithm LocalConnect (LC) is a modiﬁcation of algorithms [9] and [10]. Given a network G(V, E), our aim
is to construct a connected dominating set Vc (that is, each node in V is either in Vc or a neighbor to a node in Vc).
Initially, each node v sets a unique value p(v) which is set to id(v). This is used to compare the nodes of V . Each node
v ∈ V , constructs a subset of its neighbors N(v) called multiset relay nodes Mr(v) such that each 2-hop neighbor of v
is a neighbor to at least one node in Mr(v). Each node v exchanges the set Mr(v) with all its neighbors, along with the
1Both sets must be minimal in order to minimize the connected coverage.
2Description of the coverage algorithm is out the scope of this paper.
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priorities of the nodes of Mr(v). A node v includes itself in Vc in two cases: 1) if v has the lowest priority among all
its neighbors, and 2) if v is in Mr(u) where u is a neighbor of v and has the lowest priority among the neighbors of v.
This let Vc be a connected dominating set (see proof in [9] and [10]).
The size of Vc is preferred to be as small as possible. This can be heuristically achieved by minimizing the size of
the set Mr(v) for each v ∈ V . The following method is used to create Mr(v) that minimizes the size of Mr(v). We say
that a 2-hop neighbor w of node u is covered if it is a neighbor of at least one of the nodes in Mr(u). Initially, the set
Mr(v) is empty for each v ∈ V . A node u is added to Mr(v) if u is a neighbor to v and if it is a neighbor to the largest
number of uncovered 2-hop neighbors of u. We deﬁne the set of uncovered 2-hop neighbors of u, denoted as c(u), as
the 2-hop neighbors of u that are not neighbor to any node in Mr(v). Therefore, v selects a neighbor u with maximum
|c(u)|. If there are two neighbors w and u of v with the same value |c(u)| and |c(w)|, then such symmetry is broken
by selecting the node with higher priority value (i.e. p(w), p(u)). The iterative construction of Mr(v) is stopped when
the uncovered 2-hop neighbors is empty. In this example, p(v) was set to id(v) for each v ∈ V . However, p(v) may
contains any value as long as it makes the set V totally ordered.
Algorithm RANDOM* is executed after algorithm LC and it generates a set of non-redundant readers Vnr that
cover all tags. The algorithm uses reader-tag communication, but it can be easily converted to reader-reader commu-
nication and whence be adapted to WSN and RFID/Sensors networks. Algorithm RANDOM* gives priority to nodes
in Vc to work as covering nodes. This minimizes the size of the set {Vc ∪ Vnr}. Each reader (node) v is assigned a
random variable rand(v) at the beginning of the algorithm’s execution. Variable rand(v) remains the same along the
execution of the algorithm. A function D(v) is deﬁned for each v ∈ V which returns 1 if v ∈ Vc, and 0 otherwise.
That is, v is selected in the dominating set of algorithm LC. In RANDOM*, a tag t is owned by the neighbor reader v
that has the maximum ordered tuple (D(v), rand(v), id(v)) in Nt(r). The comparison is lexicographical as described in
Section 2. A reader that owns no tags is considered redundant. The set of non-redundant readers is denoted Vnr. The
output of algorithm LCTC is the union of Vc and Vnr.
Algorithm RANDOM* can be implemented using the same method described in [14] and [3]. The idea is to let
each reader v writes in the memory of all its neighboring tags the ordered tuple (D(v), rand(v), id(v)). After a timeout,
each reader v reads the memory’s content of t, which has currently the tuples of each neighbor reader of the tag t. The
reader v checks whether it has the maximum tuple. If this is the case, then v considers itself as the owner of tag t. A
reader with no owned tags is considered redundant (that is, does not include itself in Vnr).
Algorithm RANDOM* can be easily transformed into an algorithm that uses reader-reader communication only.
This can be done by letting each reader v stores information about each neighbor reader in a set denoted by Tr. The
information stored by reader v about each neighbor reader v′. That is, Tr(v′) is: 1) the set of neighbor tags of v′
(Nt(v′)), 2) the ordered tuple (D(v′), rand(v′), id(v′)). The set Tr is exchanged k times with all 1-hop neighbors of
reader v, and it is updated every time v observes a new reader v′ (not necessarily a 1-hop neighbor of v). After k
message exchanges, reader v obtains enough information about its k-hop neighbors. This is enough for a reader v to
decide whether it owns a neighbor tag t. The decision of k depends on the range ts (the reader-to-tag sensing range)
and tc (the reader-to-reader communication range).
We note herein that any coverage algorithm may be used and not necessarily RANDOM*. The main idea of
algorithm LCTC is to form a connected dominating set and builds over it a coverage network. An interesting feature
in RANDOM* is its simplicity, and that it gives higher priority of the nodes of Vc to be added in Vnr by using the
variable D(v) for each node.
4.1. Algorithm CTLC: What if a Coverage Algorithm is Executed Before Algorithm LC ?
As an attempt to improve the performance of our algorithm, we ﬁrst generate the set Vnr using algorithm RAN-
DOM (or any other coverage algorithm) and then connect the nodes with a modiﬁed version of LC. The attempt did
not present any improvement to our algorithm. Note that in this case RANDOM* is not suitable because Vc is empty
initially. Thus, a tag t is owned by the neighbor reader v with maximum (rand(v), id(v)). We also made changes on LC
to give priority to the nodes of Vnr. Whenever a node v constructs the set Mr(v), it gives priority to the neighbor that
covers the most 2-hop uncovered neighbors, then to the neighbors of Vnr, then to the neighbors with lower priority
values. This algorithm uses a cover-then-connect approach and we call it CTLC. Figure 1 shows its results compared
to LCTC and the used benchmarks.
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Algorithm 1 Algorithm LCTC at node v
1: Output: Va = {Vc ∪ Vnr}
2: Mr(v)← ∅, U ← N(u), Vc ← ∅.
3: while Mr(v) is not a multiset relay do
4: u← max(U) in terms of (|c(u)|, p(u))
5: Mr(v)← {Mr(v) ∪ u}
6: U ← {U\u}
7: update |c(w)| for each w ∈ U
8: end while
9: send {Mr(u), p(u)} to each neighbor v ∈ N(u)
10: v appends itself to Vc if:
1. Rule 1: v has the highest priority p(v) among its neighbors N(v)
2. Rule 2: u ∈ Mr(w) where w is the neighbor of v with the highest priority
11: Execute algorithm RANDOM* to generate the set Vnr, taking into consideration the result of Vc.
5. Experiments and Results
In this section we study the performance of algorithm LocalConnect-then-Cover (LCTC). The theoretical proof
of correctness is omitted for lack of space. Theoretical proofs can be easily derived from [10], [9], [3] and [14].
We use simulation experiments to study the number of non-redundant readers generated by both algorithms. We use
algorithms MST-CONN and SPT-CONN described in Section 3 as benchmarks. We use algorithm RANDOM [14]
to generate the set Vnr that will be the input of algorithms MST-CONN and SPT-CONN in order to make the results
of all algorithms comparable. The performance metric used for comparison is the size of the set of active nodes
Va = {Vc ∪Vnr}. The networks we used are random connected unit disk graphs of varying number of readers n, where
n ∈ {100, 200, 300, 400, 500}. The nodes are represented as points randomly placed in a 100m × 100m plane, and in a
150m × 150m in another set of experiments. An edge connect two readers if the euclidean distance between both is at
most 5m. The planes contains 500 tags randomly placed.
Figure 1-a shows a comparison of the number of active readers in dense graphs (100 × 100). Algorithm LCTC
outperforms all algorithms. The size of the output set Vnr is the lowest. The addition of a connectivity algorithm such
as SPT-CONN increases the size of non-redundant readers to about 70%. The use of MST-CONN increase the size
of Va by about 160%. If we use algorithm LCTC, then we will ﬁnd that most of the nodes of Va already belongs to
Vc (i.e. the connected dominating set). The average size of the output of LCTC is about 29.22 non-redundant readers.
The average numbers of readers that are in Vnr but not in Vc is only 0.24. Algorithm SPT-CONN is ranked second
in the number of active nodes generated. On average, the number of active readers of SPT-CONN is 13% more than
those generated by LCTC.
We should note herein that the edge cost that we used to calculate a minimum spanning tree is not the euclidean
distance between the endpoints of the edge. We assumed instead that an edge (u1, v1)  (u2, v2) if id(u1) > id(u2) or
if id(u1) = id(u2) and id(v1) > id(v2). This measure gives signiﬁcantly better results than those found if the euclidean
distance measure is used. This is because the latter measure constructs minimum spanning trees that have fewer
number of branches. The results of sparse networks is shown in Figure 1-b. The ranks of the algorithms is the same
as that we found in dense networks. The number of active readers generated by algorithm LCTC is closer to the size
of the dominating set generated by LC. The average numbers of readers that are in Vnr but not in Vc is 0.04.
5.1. A Note on the Execution Time
Algorithm LCTC outperforms algorithm SPT-CONN even in term of execution time. Algorithm LCTC, in our
experiments, consists of two algorithms which are LC and RANDOM*. Both these algorithms are localized and
require each two communication rounds. Note as well that algorithm LC is executed only once as long as the readers
do not change position. Algorithm RANDOM* may be executed multiple times as the tags are expected to move with
time. Algorithm SPT-CONN is executed after the execution of a covering algorithm such as RANDOM, which is
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(a) Experiments with dense graphs (b) Experiments with dense graphs
Figure 1: Experiments results
also executed in two communication rounds. First, each node in SPT-CONN requires to have a shortest path route to
each other reader in the node. A routing table construction algorithm is executed once for this purpose as long as the
readers did not change position. After the execution of RANDOM, each active reader sends its identiﬁer to the tree
root vg in order to start the execution of the algorithm. Later, the construction of the tree may takes up to O(|Vnr |2)
time steps.
6. Conclusion and Future Work
In this paper, we study the connected target coverage problem in RFID/Sensor networks. We surveyed diﬀerent
approaches to solve the problem with distributed algorithms. We introduced algorithm LocalConnect-Then-Cover
(LCTC). We aim at improving the performance of our algorithm by either designing or using better coverage and
connectivity algorithms. The design of more eﬃcient algorithms of such type, especially connectivity algorithms,
will have an impact not only on the solution of our problem but also in other problems.
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