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Resumo
Nesta dissertac¸a˜o, estudamos o max-domı´nio de atrac¸a˜o da convoluc¸a˜o de duas func¸o˜es
de distribuic¸a˜o pertencentes aos max-domı´nios de atrac¸a˜o de algum dos treˆs tipos
poss´ıveis de distribuic¸o˜es max-esta´veis: Fre´chet, Weibull ou Gumbel.




In this dissertation, we study the max-domain of attraction of the convolution of two
distribution functions belonging to max-domains of attraction of max-stable laws. The
three possible types of max-stable distributions, Fre´chet, Weibull and Gumbel are
considered.
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Lista de S´ımbolos
f.d. : Func¸a˜o de distribuic¸a˜o.
v.a. : Varia´vel aleato´ria.
i.i.d. : Independente e identicamente distribu´ıdas.
F←(t) : inf{x : F (x) ≥ t}.
r(F ) : sup{x : F (x) < 1}.
l(F ) : inf{x : F (x) > 0}.
p→ : Convergeˆncia em probabilidade.
q.c.→ : Convergeˆncia quase-certa.
X
d
= Y : X e Y teˆm a mesma func¸a˜o de distribuic¸a˜o.
Dmax(H) : Max-domı´nio de atrac¸a˜o de H.
F1 ∗ F2 : Convoluc¸a˜o de duas func¸o˜es de distribuic¸a˜o F1 e F2.
F : Cauda da func¸a˜o de distribuic¸a˜o F .
RVα : Regularmente variante com ı´ndice α.
RV0 : Lentamente variante.
C(G) : Conjunto dos pontos de continuidade de uma f.d. G.
R : Conjunto dos nu´meros reais.
R+ : Conjunto dos nu´meros reais estritamente positivos.
Z : Conjunto dos nu´meros inteiros.
N : Conjunto dos nu´meros naturais.
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Introduc¸a˜o
A modelagem matema´tica de eventos extremos e´ de grande interesse em diver-
sas aplicac¸o˜es nas mais diferentes a´reas. Em oceanografia, por exemplo, e´ de suma
importaˆncia o estudo do comportamento de correntes marinhas extremas; em clima-
tologia: inundac¸o˜es, temperaturas extremas, vendavais e outros fenoˆmenos naturais
extremos sa˜o questo˜es de interesse; em ana´lise de sobreviveˆncia e confiabilidade, o
tempo de falha de um equipamento, cujas componentes funcionam em paralelo, con-
siste no tempo ma´ximo de vida dos seus componentes; em financ¸as, o estudo de valores
extremos de ativos financeiros merece destaque; entre muitas outras aplicac¸o˜es.
Neste contexto, o problema consiste em obter informac¸a˜o sobre valores extremos
(ma´ximo ou mı´nimo) da varia´vel de interesse, a partir de uma amostra dos seus valores
observados. Precisamente, dada uma amostra aleato´ria X1, X2, · · · , Xn de uma varia´vel
aleato´ria (v.a.) X com func¸a˜o de distribuic¸a˜o F , ou seja, X1, X2, · · · , Xn sa˜o v.a.’s
independentes e identicamente distribu´ıdas (i.i.d.) com func¸a˜o de distribuic¸a˜o F , o
objetivo e´ analisar o comportamento do ma´ximo amostral
Mn = max{X1, · · · , Xn},
ou do mı´nimo amostral mn = min{X1, · · · , Xn}.
Como mn = −max{−X1, · · · ,−Xn}, restringimos o estudo ao comportamento
do ma´ximo amostral.
O ponto extremo superior de F , dado por r(F ) = sup{x : F (x) < 1} caracteriza
o maior valor poss´ıvel da v.a. X e o ma´ximo amostral Mn e´ um estimador fortemente
consistente para r(F ), baseado na amostra (X1, · · · , Xn), ja´ que Mn converge quase-
certamente para r(F ), quando n −→∞ (Mn q.c.→ r(F )).
O ramo da Probabilidade e Estat´ıstica que estuda o comportamento assinto´tico
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2dos extremos amostrais e´ conhecido como Teoria dos Valores Extremos.
A Teoria Cla´ssica dos Valores Extremos consiste basicamente no estudo das pro-
priedades assinto´ticas da distribuic¸a˜o do ma´ximo amostral Mn. Os resultados estabele-
cidos nessa teoria fornecem informac¸o˜es sobre as distribuic¸o˜es limites na˜o degeneradas











F n(anx+ bn) = H(x), (1)
∀x ∈ C(H) = {x : H e´ cont´ınua em x}, onde an > 0 e bn ∈ R sa˜o sequeˆncias de
constantes devidamente escolhidas.
A famı´lia de distribuic¸o˜es limites extremais H satisfazendo (1) e´ caracterizada
pelas distribuic¸o˜es max-esta´veis, ou seja, as func¸o˜es de distribuic¸a˜o na˜o degeneradas
H tais que: para cada n ∈ N, existem constantes reais an e bn, com an > 0, para as
quais tem-se
H(x) = Hn(anx+ bn). (2)
O domı´nio de atrac¸a˜o de uma func¸a˜o de distribuic¸a˜o max-esta´vel H, tambe´m chamado
de max-domı´nio de atrac¸a˜o e denotado Dmax(H), e´ definido pela classe de func¸o˜es de
distribuic¸a˜o F para as quais (1) e´ satisfeita.
Muitos autores contribu´ıram para o desenvolvimento da Teoria dos Valores Ex-
tremos, desde o in´ıcio da de´cada de 1920. Dentre eles, merecem destaque: Fre´chet
(1927, [8]) e Fisher e Tippet (1928, [7]) que encontraram os treˆs tipos poss´ıveis de dis-
tribuic¸o˜es limites extremais, tambe´m conhecidas como distribuic¸o˜es do valor extremo
(distribuic¸a˜o de Fre´chet (Φα), de Weibull (Ψα) e de Gumbel (Λ)) e Gnedenko (1943,
[10]), que apresentou uma demonstrac¸a˜o rigorosa dessas descobertas anteriores. Nos
livros de Galambos [9], Resnick [14] e Embrechts et. al [5], podemos encontrar um
estudo detalhado dessa teoria cla´ssica.
Diversos problemas de interesse em confiabilidade e ana´lise estat´ıstica esta˜o rela-
cionados com o estudo dos max-domı´nios de atrac¸a˜o de certos operadores de func¸o˜es de
distribuic¸a˜o que pertencem a` max-domı´nios de atrac¸a˜o de leis max-esta´veis. Uma dis-
cussa˜o sobre produto de func¸o˜es de distribuic¸a˜o atra´ıdas por leis max-esta´veis pode ser
encontrada em Resnick, [16] e [15]. Resultados desta natureza para mistura de func¸o˜es
de distribuic¸a˜o foram obtidos por Kale e Sebastian [11], AL-Hussaini, e El-Adll [1] e
Sreehari e Ravi [19].
Neste trabalho, baseados no artigo de Sreehari et. al [20], nosso interesse prin-
3cipal e´ analisar o max-domı´nio de atrac¸a˜o da convoluc¸a˜o F1 ∗ F2 de duas func¸o˜es de
distribuic¸a˜o F1 e F2 que pertencem a max-domı´nios de atrac¸a˜o de leis max-esta´veis.
A convoluc¸a˜o de func¸o˜es de distribuic¸a˜o caracteriza a distribuic¸a˜o da soma de
varia´veis aleato´rias independentes.
Problemas relacionados a` soma de varia´veis aleato´rias independentes, cujas distri-
buic¸o˜es esta˜o no max-domı´nio de atrac¸a˜o de distribuic¸o˜es max-esta´veis, surgem natu-
ralmente em diversas a´reas, tais como ana´lise de sobreviveˆncia e processos industriais.
Como exemplo, consideremos uma central de servic¸os na qual o servic¸o a ser pres-
tado a cada cliente e´ executado em duas etapas consecutivas. Por um lado, considere-
mos a situac¸a˜o em que sa˜o disponibilizadas as informac¸o˜es sobre os tempos ma´ximos
gastos por um cliente em cada uma das duas etapas. Se o interesse, neste caso, e´
analisar o tempo ma´ximo que cada cliente gasta na central para realizar seu servic¸o,
necessitamos ter informac¸a˜o sobre o comportamento do tempo total, na˜o observado,
gasto por cada cliente.
Por outro lado, podemos ter a situac¸a˜o em que temos acesso a` informac¸a˜o do
tempo total ma´ximo que um cliente gasta para concluir seu servic¸o e desejamos analisar
a eficieˆncia de cada uma das etapas. Neste caso, necessitamos das informac¸o˜es dos
tempos ma´ximos gastos por um cliente em cada uma das etapas, as quais na˜o esta˜o
dispon´ıveis.
Neste contexto, se X e Y representam, respectivamente, os tempos que um cliente
gasta para realizar a primeira e segunda etapa, enta˜o na primeira situac¸a˜o, descrita
acima, temos informac¸a˜o dos valores ma´ximos observados de X e Y e desejamos obter
informac¸a˜o sobre o valor ma´ximo de X +Y e na segunda situac¸a˜o, conhecemos o valor
ma´ximo observado de X + Y e desejamos obter informac¸a˜o sobre os valores ma´ximos
de X e Y respectivamente.
Assim, se X e Y sa˜o varia´veis aleato´rias independentes com func¸o˜es de distri-
buic¸a˜o F1 e F2 respectivamente, nosso interesse principal e´ o estudo dos resultados
apresentados por Sreehari et. al [20] no que se refere a` discussa˜o dos seguintes proble-
mas:
(P1) Se F1 ∈ Dmax(H1) e F2 ∈ Dmax(H2), para certas leis max-esta´veis H1 e H2, sob
quais condic¸o˜es temos F1 ∗ F2 ∈ Dmax(H) e quais sa˜o as poss´ıveis func¸o˜es de
distribuic¸a˜o H?
(P2) Se F1 ∗F2 ∈ Dmax(H), para alguma func¸a˜o de distribuic¸a˜o max-esta´vel H, enta˜o
o que podemos concluir sobre F1 e F2, no que se refere aos max-domı´nios de
4atrac¸a˜o aos quais cada uma delas pode pertencer?
Para isso, organizamos esta dissertac¸a˜o em treˆs cap´ıtulos.
No Cap´ıtulo 1, apresentamos conceitos e resultados preliminares que sera˜o u´teis
para o desenvolvimento dos cap´ıtulos seguintes. Em particular, na Sec¸a˜o 1.2 apre-
sentamos as principais propriedades ba´sicas da teoria de variac¸a˜o regular, que e´ uma
ferramenta essencial para a caracterizac¸a˜o dos max-domı´nios de atrac¸a˜o das distri-
buic¸o˜es max-esta´veis. Finalizamos o cap´ıtulo, apresentando na Sec¸a˜o 1.3 uma se´rie de
lemas sobre convoluc¸a˜o de func¸o˜es de distribuic¸a˜o, que sera˜o utilizados no desenvolvi-
mento do Cap´ıtulo 3.
No Cap´ıtulo 2, apresentamos uma s´ıntese da Teoria Cla´ssica dos Valores Extre-
mos. Os conceitos de distribuic¸o˜es max-esta´veis, max-domı´nios de atrac¸a˜o, as relac¸o˜es
entre eles e o Teorema de Fisher e Tippet, que estabelece os treˆs tipos poss´ıveis de dis-
tribuic¸o˜es limite extremais sa˜o apresentados na Sec¸a˜o 2.1. As principais caracterizac¸o˜es
dos max-domı´nios de atrac¸a˜o de cada um dos treˆs tipos de distribuic¸o˜es: Fre´chet, Wei-
bull e Gumbel, sa˜o apresentadas nas sec¸o˜es 2.2, 2.3 e 2.4, respectivamente.
Finalmente, no Cap´ıtulo 3 apresentamos em detalhe uma ana´lise dos problemas
(P1) e (P2) para os casos em que as distribuic¸o˜es max-esta´veis envolvidas sa˜o de cada
um dos treˆs tipos poss´ıveis. Os resultados apresentados neste cap´ıtulos sa˜o essencial-
mente de Sreehari et. al [20].
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo, estabelecemos uma base para o texto, apresentando conceitos e
resultados preliminares utilizados na construc¸a˜o dos pro´ximos cap´ıtulos. Na Sec¸a˜o
1.1, apresentamos definic¸o˜es e propriedades ba´sicas como inversa generalizada, func¸o˜es
distribuic¸a˜o cauda equivalentes e func¸o˜es de distribuic¸a˜o do mesmo tipo. Na Sec¸a˜o
1.2, introduzimos o conceito e principais propriedades das func¸o˜es regularmente va-
riantes. Esta classe de func¸o˜es e´ uma ferramenta fundamental para a caracterizac¸a˜o
dos domı´nios de atrac¸a˜o das distribuic¸o˜es max-esta´veis e sera˜o estudados nos pro´ximos
cap´ıtulos. Finalmente, na Sec¸a˜o 1.3, apresentamos uma se´rie de lemas sobre a con-
voluc¸a˜o de func¸o˜es de distribuic¸a˜o que sera˜o utilizados no desenvolvimento de todo o
Cap´ıtulo 3.
As principais refereˆncias deste cap´ıtulo sa˜o: [14], [2], [5], [20] e [17].
1.1 Definic¸o˜es e Propriedades Ba´sicas
Definic¸a˜o 1.1.1 Seja h uma func¸a˜o na˜o decrescente sobre R. A inversa generali-
zada de h e´ definida como
h
←
(t) = inf{x ∈ R : h(x) ≥ t}.
(Usamos a convenc¸a˜o: inf ∅ = +∞.)
Observac¸a˜o 1.1.2
a) Se h e´ uma func¸a˜o invers´ıvel com func¸a˜o inversa h−1 enta˜o h
←
(t) = h−1.
b) Se F e´ uma func¸a˜o de distribuic¸a˜o de probabilidade enta˜o sua inversa generalizada
F
←
(t), 0 < t < 1 e´ tambe´m chamada func¸a˜o quantil de F .
5
6Como consequeˆncia da definic¸a˜o, temos as seguintes propriedades da inversa ge-
neralizada.
Proposic¸a˜o 1.1.3 Seja h uma func¸a˜o na˜o decrescente e cont´ınua pela direita, enta˜o






(t) ≤ x se, e somente se, t ≤ h(x),
(iv) x < h
←
(t) se, e somente, se t > h(x).
Demonstrac¸a˜o: Ver [14]. 
Definic¸a˜o 1.1.4 Seja F uma func¸a˜o de distribuic¸a˜o. Definimos o ponto extremo
superior de F como sendo
r(F ) = sup{x : F (x) < 1}
e o ponto extremo inferior de F por
l(F ) = inf{x : F (x) > 0}.
Observac¸a˜o 1.1.5 Segue da definic¸a˜o que: se r(F ) <∞ enta˜o F (r(F )) = 1.
De fato, como a func¸a˜o F e´ cont´ınua pela direita, temos
lim
x→r(F )+
F (x) = F (r(F )).
Mas para x > r(F ), segue que F (x) = 1. Portanto F (r(F )) = 1.
Definic¸a˜o 1.1.6 Sejam X e Y varia´veis aleato´rias com func¸o˜es de distribuic¸a˜o F1 e
F2 respectivamente. Dizemos que X domina a cauda de Y ou que a cauda de F1






onde Fi = 1− Fi, i = 1, 2.
Definic¸a˜o 1.1.7 Sejam F e G duas func¸o˜es de distribuic¸a˜o. Dizemos que F e G sa˜o
cauda-equivalentes se elas tem o mesmo ponto extremo superior






para alguma constante 0 < c <∞.
7Definic¸a˜o 1.1.8 Sejam X1 e X2 varia´veis aleato´rias com func¸o˜es de distribuic¸a˜o na˜o
degeneradas F1 e F2, respectivamente. Dizemos que F1 e F2 (ou X1 e X2) sa˜o do
mesmo tipo se existem nu´meros reais A e B, com A > 0 tais que
F2(x) = F1(Ax+B), ∀x ∈ R.
Observac¸a˜o 1.1.9 Claramente a relac¸a˜o entre F1 e F2 na Definic¸a˜o 1.1.8 e´ sime´trica,
reflexiva e transitiva e fornece classes de equivaleˆncia de func¸o˜es de distribuic¸a˜o. Estas
classes sa˜o chamadas tipos. A`s vezes, um tipo e´ indicado por um representante de
classes de equivaleˆncia.
O pro´ximo teorema relaciona convergeˆncia fraca e func¸o˜es de distribuic¸a˜o do
mesmo tipo. Sua demonstrac¸a˜o pode ser encontrada em [12], pa´gina 7.
Teorema 1.1.10 Sejam H1 e H2 func¸o˜es de distribuic¸a˜o na˜o-degeneradas. Suponha
que {Fn} e´ uma sequeˆncia de func¸o˜es de distribuic¸a˜o, {an} e {bn} sa˜o sequeˆncias de
constantes reais, com an > 0, tais que
lim
n→∞
Fn(anx+ bn) = H1(x), ∀x ∈ C(H1).
Enta˜o existem sequeˆncias de constantes reais {αn} e {βn}, com αn > 0 tais que
lim
n→∞
Fn(αnx+ βn) = H2(x), ∀x ∈ C(H2),
se, e somente se,
αn
an
→ A > 0, βn − bn
an
→ B ∈ R,
H1 e H2 sa˜o do mesmo tipo e satisfazem
H2(x) = H1(Ax+B).
1.2 Func¸o˜es Regularmente Variantes
Nesta sec¸a˜o apresentamos o conceito e principais propriedades de func¸o˜es regu-
larmente variantes. Estas func¸o˜es sa˜o de fundamental importaˆncia para o estudo das
distribuic¸o˜es max-esta´veis que sera˜o apresentadas no Cap´ıtulo 2.
As principais refereˆncias para esta sec¸a˜o sa˜o [14], [2], [5].
Definic¸a˜o 1.2.1 Seja U : R+ −→ R+ uma func¸a˜o mensura´vel. Dizemos que U e´






Se ρ = 0, dizemos que U e´ lentamente variante e denotamos U ∈ RV0.
Exemplo 1.2.2
(a) Seja U(x) = xρ, enta˜o U ∈ RVρ, pois U(tx)U(t) = xρ, ∀x > 0.
(b) Sejam L1(x) = log x e L2(x) = exp{(log x)α}, com 0 < α < 1. Enta˜o Li ∈ RV0,
para i = 1, 2. De fato,



















α−(log t)α = 1.








Na pro´xima proposic¸a˜o listamos algumas propriedades ba´sicas de func¸o˜es regu-
larmente variantes.
Proposic¸a˜o 1.2.3
(i) Se U ∈ RVρ enta˜o L(x) = x−ρU(x) ∈ RV0.
(ii) Se U ∈ RV−ρ enta˜o 1/U ∈ RVρ.
(iii) Se H(x) ∼ x−ρL(x), onde ρ > 0 e L ∈ RV0, enta˜o H ∈ RV−ρ.
(iv) Sejam Ui ∈ RVρi, para i = 1, 2 e ρ1, ρ2 ∈ R, enta˜o U1 + U2 ∈ RVρ, com
ρ = max{ρ1, ρ2} e U1U2 ∈ RVρ1−ρ2.
A proposic¸a˜o a seguir, estabelece que a classe de func¸o˜es de distribuic¸a˜o com
cauda F = 1 − F regularmente variante e ponto extremo inferior infinito, e´ fechada
com respeito a` cauda-equivaleˆncia (conforme Definic¸a˜o 1.1.8) e sua demonstrac¸a˜o segue
facilmente das Definic¸o˜es 1.2.1 e 1.1.7.
9Proposic¸a˜o 1.2.4 Sejam F e G func¸o˜es de distribuic¸a˜o que sa˜o cauda equivalentes,
com r(F ) = r(G) = +∞. Enta˜o F = 1− F ∈ RVα se, e so´ se, G = 1−G ∈ RVα.
O pro´ximo teorema e´ conhecido como Teorema de Representac¸a˜o de Karamata e
sua demonstrac¸a˜o pode ser encontrada em [2].
Teorema 1.2.5 Seja U ∈ RVα, para algum α ∈ R, enta˜o existem func¸o˜es mensura´veis
δ : R+ −→ R e c : R+ −→ R com
lim
x→∞
δ(x) = α e lim
x→∞
c(x) = c0, (0 < c0 <∞) (1.1)
e x0 ∈ R+, tal que para todo x > x0,








Reciprocamente, se (1.2) e´ va´lida com δ e c satisfazendo (1.1), enta˜o U ∈ RVα.
Como consequeˆncia da representac¸a˜o (1.2) temos o seguinte resultado.





∞ se ρ > 0,
0 se ρ < 0.
Para uma melhor revisa˜o sobre func¸o˜es regularmente variantes e suas propriedades
sugerimos [2].
1.3 Lemas Preliminares sobre Convoluc¸a˜o de Dis-
tribuic¸o˜es
Nesta sec¸a˜o apresentamos uma sequeˆncia de lemas auxiliares, apresentados por
Sreehari et. al, em [20], sobre convoluc¸o˜es de func¸o˜es de distribuic¸a˜o, que sera˜o utili-
zadas no desenvolvimento do Cap´ıtulo 3.
Inicialmente, observamos que a convoluc¸a˜o de func¸o˜es de distribuic¸a˜o e´ a func¸a˜o
de distribuic¸a˜o da soma de varia´veis aleato´rias independentes. Ou seja, se X1 e X2 sa˜o
varia´veis aleato´rias independentes com func¸o˜es de distribuic¸a˜o F1 e F2 respectivamente,
enta˜o a func¸a˜o de distribuic¸a˜o da soma de X1 e X2 e´
FX1+X2(x) = P (X1 +X2 ≤ x) =
∫ +∞
−∞
F1(x− y)dF2(y) = F1 ∗ F2(x),
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onde F1 ∗ F2 denota a convoluc¸a˜o de F1 e F2. E´ fa´cil ver que F1 ∗ F2 = F2 ∗ F1.
Nos primeiros treˆs lemas sa˜o apresentadas desigualdades envolvendo a convoluc¸a˜o
de func¸o˜es de distribuic¸a˜o.
Lema 1.3.1 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o na˜o degeneradas. Enta˜o para todo
t > 0 e  > 0 temos
F1(t(1 + ))[F2(−t)− F2(t)] + F2(t(1 + ))[F1(−t)− F1(t)]
≤ F1 ∗ F2(t) ≤ F1(t(1− )) + F2(t(1− )) + F1(t)F2(t). (1.3)
Demonstrac¸a˜o: Sejam X e Y varia´veis aleato´rias independentes com func¸o˜es de
distribuic¸a˜o F1 e F2 respectivamente. Para t > 0 e  > 0, considere os eventos
A = [X + Y > t], B = [X > t(1 + ), |Y | < t] e C = [Y > t(1 + ), |X| < t],
temos que B e C sa˜o disjuntos, pois se existisse w ∈ B ∩ C, enta˜o ter´ıamos
X(w) > t+ t e X(w) < t,
o que e´ imposs´ıvel pois t > 0.
Ale´m disso, temos que B ∪ C ⊂ A. De fato, se w ∈ B ∪ C, enta˜o w ∈ B ou
w ∈ C. Se w ∈ B, da´ı X(w) > t(1 + ) e −t < Y (w) < t, o que implica que
X(w) + Y (w) > t,
ou seja, w ∈ A. Analogamente, se w ∈ C enta˜o w ∈ A. Em consequeˆncia B ∪ C ⊂ A.
Assim, como B e C sa˜o disjuntos temos
P (A) ≥ P (B) + P (C),
e como X e Y sa˜o independentes segue que
P (X > t(1 + ))P (|Y | < t) + P (Y > t(1 + ))P (|X| < t) ≤ P (X + Y > t). (1.4)
Por outro lado, note que
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[X + Y > t] = [X + Y > t,X > t(1− )] ∪ [X + Y > t, Y > t(1− ), X ≤ t(1− )]
∪ [X + Y > t, Y ≤ t(1− ), X ≤ t(1− )], (1.5)
onde os eventos do lado direito sa˜o disjuntos. Como
[X + Y > t,X > t(1− )] ⊂ [X > t(1− )]
e
[X + Y > t, Y > t(1− ), X ≤ t(1− )] ⊂ [Y > t(1− )],
enta˜o de (1.5) segue que
P (X + Y > t) ≤ P (X > t(1− )) + P (Y > t(1− ))+
P (X + Y > t, Y ≤ t(1− ), X ≤ t(1− )).
Agora considere os eventos
D = [X + Y > t, Y ≤ t(1− ), X ≤ t(1− )] e E = [X > t, Y > t].
Temos que D ⊂ E. De fato, se w ∈ Ec ∩D, enta˜o
X(w) ≤ t e Y (w) ≤ t− t ou Y (w) ≤ t e X(w) ≤ t(1− ),
mas em ambos casos isto implica que
X(w) + Y (w) ≤ t,
o que e´ imposs´ıvel, pois sendo w ∈ D temos queX(w)+Y (w) > t. Portanto Ec∩D = ∅.
Logo Ec ⊂ Dc, o que equivale a` D ⊂ E.
Em consequeˆncia, como X e Y sa˜o independentes
P (X + Y > t) ≤ P (X > t(1− )) + P (Y > t(1− )) + P (X > t)P (Y > t) (1.6)
De (1.4), (1.6) e da independeˆncia de X e Y conclu´ımos (1.3). 
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Os pro´ximos dois lemas fornecem cotas para a convoluc¸a˜o de duas func¸o˜es de
distribuic¸a˜o de varia´veis aleato´rias na˜o negativas.
Lema 1.3.2 Sejam X e Y varia´veis aleato´rias independentes na˜o negativas, com
func¸o˜es de distribuic¸a˜o F1 e F2 respectivamente e seja t > 0. Enta˜o para todo  > 0
(F1 ∗ F2)(t) ≤ F1(t(1 + ))F2(t(1 + )). (1.7)
Demonstrac¸a˜o: Seja t > 0. Dado  > 0, considere os eventos
A = [X + Y ≤ t] e B = [X ≤ t(1 + ), Y ≤ t(1 + )].
Afirmamos que A ⊂ B. De fato, se w ∈ A enta˜o X(w) + Y (w) ≤ t. Como X ≥ 0 e
Y ≥ 0, enta˜o segue que X(w) ≤ t(1 + ) e Y (w) ≤ t(1 + ), ou seja w ∈ B. Portanto,
como X e Y sa˜o independentes temos
P (X + Y ≤ t) ≤ P (X ≤ t(1 + ))P (Y ≤ t(1 + ))
e segue (1.7). 
Lema 1.3.3 Sejam X e Y varia´veis aleato´rias independentes na˜o negativas com
func¸o˜es de distribuic¸a˜o F1 e F2 respectivamente e seja t > 0. Enta˜o para todo
0 <  < 1/2
F1 ∗ F2(t) ≥ F1(t(1− ))F2(t(1− ))− P (t < X ≤ t(1− ), t < Y ≤ t(1− )). (1.8)
Demonstrac¸a˜o: Seja t > 0 e seja 0 <  < 1/2. Neste caso, temos t < t(1− ) e
(X ≤ t, Y ≤ t(1− )) ∪ (t < X ≤ t(1− ), Y ≤ t) ⊂ (X + Y ≤ t).
Assim, como a unia˜o acima e´ disjunta temos
P (X + Y ≤ t) ≥ P (X ≤ t, Y ≤ t(1− )) + P (t < X ≤ t(1− ), Y ≤ t) (1.9)
mas e´ fa´cil ver que
(X ≤ t, Y ≤ t(1− )) ∪ (t < X ≤ t(1− ), Y ≤ t) ∪ (t < X ≤ t(1− ),
t < Y ≤ t(1− )) = (X ≤ t(1− ), Y ≤ t(1− )),
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e como a unia˜o e´ disjunta, segue que
P (X ≤ t, Y ≤ t(1− )) + P (t < X ≤ t(1− ), Y ≤ t)
= P (X ≤ t(1− ), Y ≤ t(1− ))− P (t < X ≤ t(1− ), t < Y ≤ t(1− )).
Logo substituindo em (1.9), como X e Y sa˜o independentes obtemos
P (X+Y ≤ t) ≥ P (X ≤ t(1−))P (Y ≤ t(1−))−P (t < X ≤ t(1−), t < Y ≤ t(1−)),
e segue (1.8). 
O pro´ximo lema caracteriza o ponto extremo superior da convoluc¸a˜o de duas
func¸o˜es de distribuic¸a˜o.
Lema 1.3.4 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o na˜o degeneradas. Enta˜o
r(F1 ∗ F2) = r(F1) + r(F2).
Demonstrac¸a˜o: Sejam X e Y varia´veis aleato´rias independentes com func¸o˜es de
distribuic¸a˜o F1 e F2 respectivamente.
Caso 1: r(F1) = r(F2) = +∞.
Se r(F1) = r(F2) = +∞, enta˜o pela definic¸a˜o de ponto extremo superior temos que
F1(x) < 1 e F2(x) < 1, ∀x ∈ R. Logo F1(x) > 0 e F2(x) > 0, ∀x ∈ R. Enta˜o, como X
e Y sa˜o independentes, obtemos para todo x ∈ R
F1 ∗ F2(x) = P (X + Y > x)








Assim F1 ∗ F2(x) < 1,∀x ∈ R e r(F1 ∗ F2) = +∞ = r(F1) + r(F2).
Caso 2: r(Fi) = +∞ e r(Fj) < +∞, para i 6= j, i, j = 1, 2.
Suponha r(F1) = +∞ e r(F2) < +∞. Como r(F2) < +∞, enta˜o seja y0 < r(F2) tal
que F2(y0) < 1. Agora para todo x ∈ R temos
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F1 ∗ F2(x) = P (X + Y > (x− y0) + y0)
≥ P (X > (x− y0))P (Y > y0)
= F1(x− y0)F2(y0),
e como F1(z) < 1,∀z ∈ R e F2(y0) < 1 segue que
F1 ∗ F2(x) > 0,∀x ∈ R,
ou seja, F1 ∗ F2(x) < 1,∀x ∈ R e r(F1 ∗ F2) = +∞. Logo
r(F1 ∗ F2) = r(F1) + r(F2).
Caso 3: r(F1) < +∞ e r(F2) < +∞.
Provemos inicialmente que
r(F1 ∗ F2) ≤ r(F1) + r(F2). (1.10)
De fato, seja  > 0 dado, enta˜o
(
X ≤ r(F1) + /2, Y ≤ r(F2) + /2
) ⊆ (X + Y ≤ r(F1) + r(F2) + ).
Logo, da independeˆncia de X e Y temos








> r(Fi), temos que Fi(r(Fi) +

2
) = 1, i = 1, 2. Enta˜o segue que
F1 ∗ F2(r(F1) + r(F2) + ) = 1.
Portanto, da definic¸a˜o de r(F1 ∗ F2) temos
r(F1 ∗ F2) < r(F1) + r(F2) + , ∀ > 0.
como  e´ arbitra´rio, fazendo  −→ 0 obtemos (1.10). Note que, como r(Fi) < +∞, i =
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1, 2 enta˜o r(F1 ∗ F2) < +∞.
Agora, suponhamos a desigualdade estrita em (1.10) seja satisfeita, ou seja,
r(F1 ∗ F2) < r(F1) + r(F2). (1.11)
Podemos escolher δ > 0 suficientemente pequeno tal que




X + Y > r(F1 ∗ F2)
) ≥ P(X + Y > r(F1) + r(F2)− δ)
≥ P(r(F1) + r(F2)− δ < X + Y ≤ r(F1) + r(F2)) (1.12)
Agora para δ > 0 temos
P
(
r(F1) + r(F2)− δ < X + Y ≤ r(F1) + r(F2)
)
≥ P(r(F1)− δ/2 < X ≤ r(F1)) · P (r(F2)− δ/2 < Y ≤ r(F2))
Como X e Y sa˜o independentes e Fi(r(Fi)) = 1, i = 1, 2, segue de (1.12) que
P
(
X + Y > r(F1 ∗ F2)
) ≥ P(r(F1)− δ
2



















pois r(Fi) − δ2 < r(Fi), i = 1, 2. Logo F1 ∗ F2(r(F1 ∗ F2)) < 1, o que e´ um absurdo.
Portanto a desigualdade estrita em (1.11) na˜o e´ va´lida e de (1.10) segue que
r(F1 ∗ F2) = r(F1) + r(F2).

Finalizamos a sec¸a˜o com um lema que pode ser encontrado em [17] pa´g. 188.
Lema 1.3.5 Sejam X e Y varia´veis aleato´rias independentes com func¸o˜es de distri-
buic¸a˜o F1 e F2 respectivamente e Y > 0. Suponha que F1 ∈ RV−α e que a cauda de X
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ou seja, F1 ∗ F2 e F1 sa˜o cauda-equivalentes.
Demonstrac¸a˜o: Dado t > 0 e 0 < σ < 1, temos
F1 ∗ F2(t) = P (X + Y > t)
= P (X + Y > t, Y > σt) + P (X + Y > t, Y ≤ σt)
≤ P (Y > σt) + P (X > t− Y,−Y ≥ −σt)
= P (Y > σt) + P (X > t(1− σ))
























































pois como Y > 0 temos P (X + Y > t) ≥ P (X > t). Portanto, de (1.15) e (1.16) segue
(1.13). 
Cap´ıtulo 2
Teoria Cla´ssica dos Valores
Extremos
Neste cap´ıtulo apresentamos uma s´ıntese da Teoria Cla´ssica dos Valores Ex-
tremos, que estuda o comportamento assinto´tico dos valores extremos de varia´veis
aleato´rias independentes e identicamente distribu´ıdas (i.i.d.).
Restringimos nosso estudo a`s propriedades do ma´ximo amostral
Mn = max{X1, · · · , Xn}, n ≥ 1,
onde X1, X2, · · · sa˜o varia´veis aleato´rias i.i.d. com func¸a˜o de distribuic¸a˜o comum na˜o
degenerada F .
Resultados ana´logos para o mı´nimo amostral podem ser obtidos dos resultados
apresentados para o ma´ximo, utilizando-se a relac¸a˜o
min{X1, · · · , Xn} = −max{−X1, · · · ,−Xn}, n ≥ 1.
Muitos autores contribu´ıram para o desenvolvimento da Teoria dos Valores Ex-
tremos, desde a de´cada de 1920. Entre os trabalhos pioneiros merecem destaque o de
Fisher e Tippet [7], em 1928, que estabeleceram que as distribuic¸o˜es limites para o
ma´ximo Mn devidamente normalizado sa˜o reduzidas a` treˆs tipos. Ja´ Gnedenko [10],
em 1943, apresentou rigorosamente as condic¸o˜es necessa´rias e suficientes sobre a func¸a˜o
de distribuic¸a˜o F para cada um dos treˆs tipos de distribuic¸a˜o limites extremais.
Este cap´ıtulo esta´ dividido em 4 sec¸o˜es. Na Sec¸a˜o 2.1 estudamos as distribuic¸o˜es
max-esta´veis, os max-domı´nios de atrac¸a˜o e a relac¸a˜o entre os dois conceitos. Aqui
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tambe´m enunciamos as treˆs classes de distribuic¸o˜es de valores extremos dadas por
Fisher e Tippet [7]. Nas sec¸o˜es seguintes, 2.2, 2.3 e 2.4 apresentamos as principais
caracterizac¸o˜es de cada um dos max-domı´nios de atrac¸a˜o, Fre´chet, Weibull e Gumbel,
respectivamente.
As refereˆncias ba´sicas utilizadas neste cap´ıtulo foram [9], [14] e [5].
2.1 Distribuic¸o˜es Max-Esta´veis e Max-Domı´nios de
Atrac¸a˜o
Considere {Xn}n≥1 uma sequeˆncia de varia´veis aleato´rias i.i.d., com func¸a˜o de
distribuic¸a˜o comum F .
O ma´ximo amostral
Mn = max{X1, · · · , Xn}, n ≥ 1,
e´ um estimador fortemente consistente para o ponto extremo superior de F,
r(F ) = sup{x : F (x) < 1}, ou seja, Mn q.c.−−−→ r(F ), quando r(F ) < +∞ ( q.c.−−−→
indica a convergeˆncia quase-certa). Para verificar isto, observamos que a func¸a˜o de
distribuic¸a˜o de Mn e´ dada por
FMn(x) = P (Mn ≤ x)
= P (X1 ≤ x, · · · , Xn ≤ x)






 0 se x < r(F ),1 se x ≥ r(F ).
Assim, Mn
d−−→ r(F ) e, como r(F ) e´ uma constante real, segue que Mn P−−→ r(F ), onde
d−−→ indica convergeˆncia em distribuic¸a˜o e P−−→ indica convergeˆncia em probabilidade.
Agora, como {Mn}n≥1 e´ uma sequeˆncia na˜o decrescente, segue das relac¸o˜es entre as
convergeˆncias que Mn
q.c.−−−→ r(F ).
O primeiro problema de interesse da Teoria dos Valores Extremos consiste em
estudar as poss´ıveis func¸o˜es de distribuic¸a˜o H na˜o degeneradas para as quais existem
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sequeˆncias de constantes reais {an} e {bn}, com an > 0 tais que
lim
n→∞
P (Mn ≤ anx+ bn) = lim
n→∞
F n(anx+ bn) = H(x), ∀ x ∈ C(H), (2.1)
onde C(H) e´ o conjunto dos pontos de continuidade de H. Neste caso, dizemos que H
e´ uma distribuic¸a˜o do valor extremo ou distribuic¸a˜o limite extremal.
A famı´lia de distribuic¸o˜es dos valores extremos e´ caracterizada pelas distribuic¸o˜es
max-esta´veis, conforme a definic¸a˜o e teorema a seguir.
Definic¸a˜o 2.1.1 Seja X uma varia´vel aleato´ria e H sua func¸a˜o de distribuic¸a˜o. Di-
zemos que X e´ max-esta´vel, ou que H e´ uma distribuic¸a˜o max-esta´vel, se para
cada n ∈ N existem sequeˆncias de constantes reais {an} e {bn}, com an > 0, tais que
Mn
d
= anX + bn, (2.2)
onde Mn = max{X1, · · · , Xn}, com X1, · · · , Xn v.a’s i.i.d. com func¸a˜o de distribuic¸a˜o
H ou, equivalentemente, se
H(x) = Hn(anx+ bn) (2.3)





Portanto, conclu´ımos que toda distribuic¸a˜o max-esta´vel e´ uma distribuic¸a˜o limite para
o ma´ximo de v.a’s i.i.d. Ale´m disso, as distribuic¸o˜es max-esta´veis sa˜o as u´nicas leis
limites para o ma´ximo.
Teorema 2.1.3 A classe de distribuic¸o˜es max-esta´veis coincide com a classe de todas
a poss´ıveis leis limites (na˜o degeneradas) para o ma´ximo de varia´veis aleato´rias i.i.d..
Demonstrac¸a˜o: A prova pode-se encontrar em [5], pa´g. 121. 
A seguir, enunciamos o teorema ba´sico da Teoria Cla´ssica dos Valores Extremos,
apresentado por Fisher e Tippet em 1928, [7], que estabelece que existem apenas 3 tipos
de distribuic¸o˜es max-esta´veis, ou equivalentemente, 3 tipos de distribuic¸o˜es limites para
o ma´ximo de v.a’s i.i.d..
Teorema 2.1.4 (Fisher e Tippet) Suponha que existam sequeˆncias reais {an}, {bn}











F n(anx+ bn) = H(x), (2.4)
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0 se x < 0,
exp{−x−α} se x ≥ 0, (Fre´chet)




exp{−(−x)α} se x < 0,
1 se x ≥ 0, (Weibull)
para algum α > 0.
(iii)
Λ(x) = exp{−e−x}, x ∈ R. (Gumbel)
Demonstrac¸a˜o: Ver [7], ou [9] ou [14]. 
Observac¸a˜o 2.1.5 As func¸o˜es Φα, Ψα, Λ e suas func¸o˜es do mesmo tipo apresentadas
no Teorema 2.1.4 sa˜o chamadas distribuic¸o˜es do valor extremo ou distribuic¸o˜es
limites extremais.
Observac¸a˜o 2.1.6 Como aplicac¸a˜o direta do Teorema 1.1.10, segue que a distribuic¸a˜o
limite em (2.3) e´ unicamente determinada a menos de transformac¸o˜es afins. Ou seja:




























n) = H2(x),∀x ∈ C(H2) (2.6)













= B ∈ R (2.7)
e H2(x) = H1(Ax+B), ou seja, H1 e H2 sa˜o do mesmo tipo.
Ale´m disso, aplicando o Teorema 1.1.10 podemos obter outras possibilidades para
as sequeˆncias de constantes normalizadoras {an} e {bn}. Especificamente, se (2.5) e´
va´lida enta˜o para sequeˆncias {a′n} e {b′n}, a′n > 0, satisfazendo (2.7) temos o limite
(2.6) com H2(x) = H1(Ax+B).
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Apo´s estabelecer os treˆs tipos poss´ıveis de distribuic¸o˜es limites extremais, o se-
gundo problema de interesse da Teoria dos Valores Extremos consiste em determinar
condic¸o˜es necessa´rias e suficientes sobre uma func¸a˜o de distribuic¸a˜o F sob as quais
existam sequeˆncias de constantes {an} e {bn} tais que o limite (2.1) seja satisfeito para
alguma distribuic¸a˜o do valor extremo H. Para isso, temos a seguinte definic¸a˜o.
Definic¸a˜o 2.1.7 Seja H uma func¸a˜o de distribuic¸a˜o na˜o degenerada. Dizemos que
F pertence ao max-domı´nio de atrac¸a˜o de H (ou domı´nio de atrac¸a˜o de H) e
denotamos F ∈ Dmax(H), se existem sequeˆncias de constantes reais {an} e {bn}, com
an > 0 tais que
lim
n→∞
F n(anx+ bn) = H(x)
∀ x ∈ C(H). As constantes {an} e {bn} sa˜o chamadas constantes de norma-
lizac¸a˜o.
Assim, o segundo problema abordado pela Teoria dos Valores Extremos consiste
em determinar condic¸o˜es necessa´rias e suficientes para F ∈ Dmax(H) e como podem
ser escolhidas as respectivas normalizadoras {an} e {bn}.
Nas pro´ximas sec¸o˜es apresentamos os resultados referentes a cada um dos treˆs
tipos de distribuic¸o˜es max-esta´veis: Fre´chet (Φα), Weibull (Ψα) e Gumbel (Λ).
2.2 Max-Domı´nio de Atrac¸a˜o da Fre´chet: Dmax(Φα)
Apresentamos nesta sec¸a˜o, alguns resultados que nos fornecem condic¸o˜es para
que uma func¸a˜o de distribuic¸a˜o pertenc¸a ao max-domı´nio de atrac¸a˜o Dmax(Φα).
Iniciamos com o resultado obtido por von Mises, em 1936, [13], que fornece
condic¸o˜es suficientes para que uma func¸a˜o de distribuic¸a˜o absolutamente cont´ınua per-
tenc¸a a` Dmax(Φα).
Proposic¸a˜o 2.2.1 Seja F uma func¸a˜o de distribuic¸a˜o com r(F ) = ∞. Suponha que
existe F
′





= α, 0 < α <∞, (2.8)
enta˜o F ∈ Dmax(Φα).
Demonstrac¸a˜o: A prova pode ser encontrada em [4], ou [9] ou [14]. 
Um exemplo de aplicac¸a˜o desta proposic¸a˜o e´ apresentado a seguir.
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arctanx, x ∈ R.
Enta˜o F ∈ Dmax(Φ1).





























= 1 > 0.
A primeira caracterizac¸a˜o rigorosa dos max-domı´nios de atrac¸a˜o dos treˆs tipos de
leis max-esta´veis foi apresentada por Gnedenko [10], em 1943. Os crite´rios apresentados
por Gnedenko sa˜o baseados na propriedade de variac¸a˜o regular e no ponto extremo
superior de F . Enunciamos em seguida, para o caso Dmax(Φα).
Teorema 2.2.3 Seja F uma func¸a˜o de distribuic¸a˜o e α > 0. Enta˜o F ∈ Dmax(Φα)
se, e somente se,
r(F ) = +∞ e F = (1− F ) ∈ RV−α. (2.9)
Neste caso, as constantes de normalizac¸a˜o podem ser escolhidas como
an = F
←−
(1− 1/n) = inf{x : F (x) ≥ 1− 1
n
} e bn = 0. (2.10)
Demonstrac¸a˜o: Ver [10], ou [9] ou [14]. 
Vale observar que a Proposic¸a˜o 2.2.1, segue como corola´rio do Teorema 2.2.3, pois
e´ poss´ıvel mostrar, usando a teoria de variac¸a˜o regular, que a condic¸a˜o de von Mises
(2.8) implica que F ∈ RV−α (veja Bingham et. al [2]).
No exemplo a seguir, calculamos as constantes de normalizac¸a˜o para a distribuic¸a˜o
de Cauchy do Exemplo 2.2.2.
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arctanx, x ∈ R. Vimos no Exemplo 2.2.2 que
F ∈ Dmax(Φ1). Agora pelo Teorema 2.2.3, por (2.10), as constantes de normalizac¸a˜o
podem ser escolhidas por
an = F
←−
(1− 1/n) = inf{x : F (x) ≥ 1− 1
n









arctanx ≥ 1− 1
n
}




















No pro´ximo exemplo aplicamos o Teorema 2.2.3 para verificar que a distribuic¸a˜o
de Pareto, com paraˆmetros α > 0 e β > 0, pertence ao Dmax(Φα) e calculamos as
respectivas constantes de normalizac¸a˜o.








se x ≥ 0,
0 se x < 0.
Enta˜o F ∈ Dmax(Φα), com an = (βn)1/α e bn = 0.























Ou seja, F = (1 − F ) ∈ RV−α e pelo Teorema 2.2.3 temos que F ∈ Dmax(Φα). Ale´m
disso, as constantes de normalizac¸a˜o podem ser escolhidas como em (2.10):
an = F
←−
(1− 1/n) = inf{x : F (x) ≥ 1− 1
n
}, e bn = 0.





≥ 1 − 1
n
, se e somente se, x ≥ β(n1/α − 1). Logo
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an = β(n
1/α − 1), ou equivalentemente, por (2.5) podemos escolher an = βn1/α.
Finalizamos esta sec¸a˜o com un resultado que fornece uma ideia da estrutura
do max-domı´nio de atrac¸a˜o de Φα. Ele esta´ relacionado com a Proposic¸a˜o 1.2.4 que
estabelece que a classe das func¸o˜es de distribuic¸a˜o com cauda regularmente variante e´
fechado com respeito a` cauda-equivaleˆncia.
Proposic¸a˜o 2.2.6 Sejam F e G duas func¸o˜es de distribuic¸a˜o. Suponha que








Gn(anx) = Φα(Ax), para todo x > 0,






Demonstrac¸a˜o: Para a prova da necessidade veja [14], pa´g. 17, ou [16]. Para a prova
da suficieˆncia veja [5], pa´g. 133. 
Portanto, podemos concluir que Dmax(Φα) consiste das func¸o˜es de distribuic¸a˜o sa-
tisfazendo as condic¸o˜es von Mises (2.8) e suas func¸o˜es de distribuic¸a˜o cauda-equivalentes.
De fato, pelo Teorema 2.2.3 temos que F ∈ Dmax(Φα) se, e so´ se, F = (1−F ) ∈ RV−α.
Agora o Teorema 1.2.5, da representac¸a˜o de func¸o˜es regularmente variantes, implica
que toda func¸a˜o de distribuic¸a˜o F tal que F ∈ RV−α e´ cauda-equivalente a uma func¸a˜o
de distribuic¸a˜o absolutamente cont´ınua satisfazendo a condic¸a˜o von Mises (2.8).
2.3 Max-Domı´nio de Atrac¸a˜o da Weibull: Dmax(Ψα)
Apresentamos nesta sec¸a˜o, os principais resultados que nos fornecem
condic¸o˜es para que uma func¸a˜o de distribuic¸a˜o pertenc¸a ao max-domı´nio de atrac¸a˜o
Dmax(Ψα). Observamos que esses resultados esta˜o estreitamente relacionados com os
apresentados para Dmax(Φα), ja´ que Ψα(−x−1) = Φα(x), x > 0.
Analogamente a` sec¸a˜o anterior, iniciamos com a condic¸a˜o suficiente obtida por
Von Mises [13], em 1936.
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Proposic¸a˜o 2.3.1 Seja F uma func¸a˜o de distribuic¸a˜o com r(F ) < ∞. Suponha que





= α, 0 < α <∞, (2.11)
enta˜o F ∈ Dmax(Ψα).
Demonstrac¸a˜o: Ver [4], pa´g. 167-168 (Teorema 4). 
A seguir apresentamos a caracterizac¸a˜o do max-domı´nio de atrac¸a˜o de Ψα, obtida
por Gnedenko [10], em 1943.
Teorema 2.3.2 Seja F uma func¸a˜o de distribuic¸a˜o e α > 0. Enta˜o F ∈ Dmax(Ψα) se,
e somente se,
r(F ) <∞ e (1− F (r(F )− x−1)) ∈ RV−α.
Neste caso, as constantes de normalizac¸a˜o podem ser escolhidas como
an = r(F )− F←(1− 1/n) e bn = r(F ).
Demonstrac¸a˜o: Ver [10], ou [14] ou [9]. 
No exemplo a seguir, aplicamos o teorema anterior para verificar que a func¸a˜o de
distribuic¸a˜o uniforme pertence a Domı´nio Dmax(Ψ1).
Exemplo 2.3.3 Seja F a distribuic¸a˜o uniforme no intervalo [0, 1], enta˜o F ∈ Dl(Ψ1)
e as constantes de normalizac¸a˜o sa˜o an = 1/n e bn = 1.
De fato, seja x > 0, como r(F ) = sup{x : F (x) < 1} = 1 <∞, logo
F ∗(x) =
{
0 se 0 < x < 1,
1− 1
x









ou seja, F ∗ ∈ RV−1. Pelo Teorema 2.3.2 temos que F ∈ Dmax(Ψ1) e as constantes de
normalizac¸a˜o podem ser escolhidas como
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an = r(F )− F←(1− 1/n)







bn = r(F ) = 1.
A pro´xima proposic¸a˜o estabelece que, assim como Dmax(Φα), o max-domı´nio de
atrac¸a˜o de Ψα e´ fechado com respeito a` propriedade de cauda-equivaleˆncia. Consequen-
temente, e´ poss´ıvel mostrar que o max-domı´nio Dmax(Ψα) consiste de todas as func¸o˜es
de distribuic¸a˜o satisfazendo a condic¸a˜o de von Mises (2.11) e as func¸o˜es de distribuic¸a˜o
que sa˜o cauda-equivalentes a` elas.
Proposic¸a˜o 2.3.4 Sejam F e G duas func¸o˜es de distribuic¸a˜o, com o mesmo ponto
extremo superior r(F ) = r(G) = x0 < ∞. Suponha que F ∈ Dmax(Ψα), para algum
α > 0, com constantes de normalizac¸a˜o an > 0 e bn = x0; i.e.
lim
n→∞




Gn(anx+ x0) = Ψα(Ax), x < 0,






Demonstrac¸a˜o: Vide [16], ou [14]. 
Finalizamos esta sec¸a˜o, demonstrando que toda func¸a˜o de distribuic¸a˜o F no max-
domı´nio de atrac¸a˜o de Ψα e´ cont´ınua no seu ponto extremo superior.
Proposic¸a˜o 2.3.5 Se F e´ uma func¸a˜o de distribuic¸a˜o tal que F ∈ Dmax(Ψα), para
algum α > 0, enta˜o F e´ cont´ınua em r(F ).
Demonstrac¸a˜o: Como F ∈ Dmax(Ψα), do Teorema 2.3.2 segue
lim
n→∞
F n(anx+ r(F )) = exp{−(−x)α}, ∀x < 0,
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com an > 0. Enta˜o, para todo x < 0, segue que
lim
n→∞











Ou seja, para todo x < 0
lim
n→∞
F (anx+ r(F )) = 1 = F (r(F )).
Logo, F e´ cont´ınua pela esquerda em r(F ) e, em consequeˆncia, F e´ cont´ınua em r(F ).

2.4 Max-Domı´nio de Atrac¸a˜o da Gumbel: Dmax(Λ)
Apresentamos nesta sec¸a˜o, os principais resultados que fornecem condic¸o˜es para
que uma func¸a˜o de distribuic¸a˜o pertenc¸a ao max-domı´nio de atrac¸a˜o Dmax(Λ). As
refereˆncias nesta sec¸a˜o sa˜o principalmente [5], [16] e [23].
Iniciamos com os resultados de von Mises [13], que estabelece condic¸o˜es para
F ∈ Dmax(Λ), quando F e´ uma func¸a˜o de distribuic¸a˜o absolutamente cont´ınua. Para
isso, apresentamos primeiramente a definic¸a˜o de func¸a˜o de von Mises.
Definic¸a˜o 2.4.1 Seja F uma func¸a˜o de distribuic¸a˜o com ponto extremo superior r(F ).
F e´ chamada uma func¸a˜o de von Mises se existe z0 < r(F ) tal que para
z0 < x < r(F ), a cauda de F tem a representac¸a˜o








onde c > 0 e´ uma constante real, a e´ uma func¸a˜o absolutamente cont´ınua e estritamente
positiva sobre (z0, r(F )) com densidade a
′(u) tal que lim
u↑r(F )
a′(u) = 0. A func¸a˜o a e´
chamada func¸a˜o auxiliar.
Observac¸a˜o 2.4.2 A relac¸a˜o (2.13) deve ser comparada com a representac¸a˜o de Ka-
ramata de uma func¸a˜o regularmente variante (veja Teorema 1.2.5). Substituindo na
equac¸a˜o (2.13) a func¸a˜o a(x) = x/δ(x) tal que δ(x) → α ∈ [0,∞) quando x → ∞,
e c(x) = c, por (1.2), do Teorema 1.2.5, 1 − F (x) se torna uma cauda regularmente
variante com expoente −α.
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A seguir apresentamos alguns exemplos de func¸o˜es de von Mises.
Exemplo 2.4.3
1. Distribuic¸a˜o Exponencial.
F (x) = e−λx, x ≥ 0, λ > 0,
enta˜o F e´ uma func¸a˜o de von Mises, com func¸a˜o auxiliar a(x) = λ−1.
2. Distribuic¸a˜o Weibull.
F (x) = exp{−cxτ}, x ≥ 0, c, τ > 0,
enta˜o F e´ uma func¸a˜o de von Mises, com func¸a˜o auxiliar
a(x) = (cτ)−1x1−τ , x > 0.
3. Distribuic¸a˜o de Erlang.





, x ≥ 0, λ > 0, n ∈ N,





(n− k − 1)!λ
−(k+1)x−k, x > 0.
Uma caracterizac¸a˜o das func¸o˜es de von Mises [13] e´ apresentada na seguinte
proposic¸a˜o.
Proposic¸a˜o 2.4.4 Seja F uma func¸a˜o de distribuic¸a˜o com ponto extremo superior
r(F ) ≤ ∞. Suponha que existe z < r(F ) tal que F e´ duas vezes diferencia´vel sobre




(x) < 0 para z < x < r(F ). Enta˜o F e´
uma func¸a˜o de von Mises com func¸a˜o auxiliar a =
F
f


















Demonstrac¸a˜o: Vide [14], pa´g. 40 (Proposic¸a˜o 1.1b)). 
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Exemplo 2.4.5 Seja a func¸a˜o de distribuic¸a˜o
F (x) =

0 se x < 0,
1− exp ( −x
1−x
)
se 0 < x < 1,
1 se x > 1.































e pela Proposic¸a˜o 2.4.4 segue que F ∈ Dmax(Λ).
Uma das propriedades das func¸o˜es de von Mises, que apresentaremos na pro´xima
proposic¸a˜o, e´ que elas possuem caudas rapidamente variantes conforme definic¸a˜o a
seguir.
Definic¸a˜o 2.4.6 Seja h uma func¸a˜o mensura´vel positiva sobre (0,∞). Dizemos que h







0 se x > 1,
∞ se 0 < x < 1.









0 se x > 1,
∞ se 0 < x < 1.
Proposic¸a˜o 2.4.8 Toda func¸a˜o de von Mises F e´ absolutamente cont´ınua sobre (z, r(F ))
com densidade positiva f . A func¸a˜o auxiliar pode ser escolhida como a(x) = F (x)
f(x)
. Ale´m
disso, temos as seguintes propriedades:













Finalmente, apresentamos o resultado de von Mises [13], que estabelece que as func¸o˜es
de von Mises pertencem ao Dmax(Λ).
Teorema 2.4.9 Se uma func¸a˜o de distribuic¸a˜o F e´ uma func¸a˜o de von Mises enta˜o





) e an = a(bn).
Demonstrac¸a˜o: Vide [5], pa´g. 141. 
A primeira e principal caracterizac¸a˜o do max-domı´nio de atrac¸a˜o de Λ, e´ atribu´ıda
a Gnedenko [10], em 1943, cujo resultado enunciamos a seguir.
Teorema 2.4.10 Seja F uma func¸a˜o de distribuic¸a˜o e α > 0. Enta˜o F ∈ Dmax(Λ)
se, e somente se, para algum a ∈ R, temos
∫ r(F )
a
(F (y)) dy <∞ (2.18)













Neste caso, as constantes de normalizac¸a˜o podem ser escolhidas como
bn = F
←
(1− 1/n) e an = f(bn). (2.21)
Demonstrac¸a˜o: Ver [10], ou [14] ou [9]. 
No exemplo a seguir aplicamos o Teorema 2.4.10 para verificar que a distribuic¸a˜o
exponencial pertence a Dmax(Λ).
32
Exemplo 2.4.11 Seja a func¸a˜o distribuic¸a˜o exponencial de paraˆmetro λ > 0,
F (x) =
{
0 se x < 0,
1− e−λx se x ≥ 0.
Enta˜o F ∈ Dmax(Λ), com constantes de normalizac¸a˜o bn = (1/λ) log n e an = 1/λ.










ou seja, (2.18) e´ satisfeita.



















e (2.19) e´ tambe´m satisfeita. Portanto, pelo Teorema 2.4.10 segue que F ∈ Dmax(Λ) e






= inf{x : 1− e−λx ≥ 1− 1
n
}












Por outro lado, as func¸o˜es de von Mises na˜o caracterizam completamenteDmax(Λ).
No entanto, uma leve modificac¸a˜o da relac¸a˜o (2.13) produz uma caracterizac¸a˜o com-
pleta de Dmax(Λ), conforme o teorema a seguir, que pode ser encontrado em [14].
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Teorema 2.4.12 Seja F uma func¸a˜o de distribuic¸a˜o com ponto extremo superior r(F ).
Enta˜o F ∈ Dmax(Λ) se, e somente se, existe z < r(F ) tal que a cauda de F tem a
representac¸a˜o









, z0 < x < r(F ), (2.22)
onde c e g sa˜o func¸o˜es mensura´veis satisfazendo c(x) → c > 0, g(x) → 1 quando
x ↑ r(F ) e a(x) e´ uma func¸a˜o positiva e absolutamente cont´ınua (com respeito a` medida




a′(u) = 0. Neste caso, as constantes de






dt, x < r(F ). (2.23)
Demonstrac¸a˜o: Ver [14], pa´gs. 46 e 48 (Corola´rio 1.7 e Proposic¸a˜o 1.9, respectiva-
mente). 
Observac¸a˜o 2.4.13 A representac¸a˜o (2.22) na˜o e´ u´nica. A seguinte representac¸a˜o
pode ser usada de maneira alternativa( [14] Prop. 1.4),









, z < x < r(F ),
onde c e a satisfazem as propriedades no Teorema 2.4.12.
Na pro´xima proposic¸a˜o enunciamos uma outra caracterizac¸a˜o baseada no fato





= e−t, t ∈ R, (2.24)
onde a˜ e´ uma func¸a˜o positiva.
Teorema 2.4.14 Seja F uma func¸a˜o de distribuic¸a˜o. Enta˜o F ∈ Dmax(Λ) se, e so-
mente se, existe uma func¸a˜o positiva a˜ tal que (2.24) e´ satisfeita. Neste caso, podemos
escolher a˜ = a, com a dado em (2.23).
Demonstrac¸a˜o: Vide [3], Teorema 2.5.1. 
Finalmente, podemos concluir que o max-domı´nio de atrac¸a˜o de Λ, consiste de
todas as func¸o˜es de von Mises e as func¸o˜es de distribuic¸a˜o que sa˜o cauda-equivalentes
com elas. Resnick [16], em 1971, estabelece a proposic¸a˜o a seguir.
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Proposic¸a˜o 2.4.15 Sejam F e G func¸o˜es de distribuic¸a˜o com o mesmo ponto extremo
superior r(F ) = r(G). Suponha que F ∈ Dmax(Λ) com constantes de normalizac¸a˜o
an > 0 e bn ∈ R tal que
lim
n→∞




Gn(anx+ bn) = Λ(x+ b), x ∈ R





= eb, para algum b ∈ R.
Demonstrac¸a˜o: Vide [16] ou [14]. 
Finalizamos esta sec¸a˜o observando que nas caracterizac¸o˜es de Dmax(Λ), apresen-
tadas nos Teoremas 2.4.9 e 2.4.10, as constantes de normalizac¸a˜o an e bn sa˜o constru´ıdas
utilizando-se a func¸a˜o inversa generalizada. Pore´m, eventualmente, e´ praticamente im-
poss´ıvel determinar explicitamente a func¸a˜o inversa generalizada de F ∈ Dmax(Λ),
como vemos no seguinte exemplo.
Exemplo 2.4.16 (Parte 1) Seja a func¸a˜o de distribuic¸a˜o
F (x) =
{
1− (x+ 1)e−x2 se x ≥ 1,
0 se x < 1.
(2.25)
Temos que r(F ) =∞, pois F (x) = 1− (x+ 1)e−x2 < 1,∀x ≥ 1. Ale´m disso,
F
′



















(2x2 + 2x− 1)− (x+ 1)(4x+ 2)
(2x2 + 2x− 1)2
= lim
x→∞
−2x2 − 4x− 3
4x4 + 8x3 − 4x
= 0.
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Assim, pela Proposic¸a˜o 2.4.4 temos F e´ uma func¸a˜o de von Mises. Pelo Teorema
2.4.9 temos que F ∈ Dmax(Λ) e podemos escolher as constantes de normalizac¸a˜o por
bn = F
←
(1− 1/n) e an = f(bn). Mas, temos que
F
←
(1− 1/n) = inf{x : F (x) ≥ 1− 1
n
}
= inf{x : (x+ 1)e−x2 ≤ 1
n
}.
Portanto, para obter bn devemos resolver a equac¸a˜o (x+ 1)e
−x2 ≤ 1
n
, o que na˜o e´ uma
tarefa fa´cil.
Neste sentido, para o caso r(F ) = +∞, Villasen˜or [23] obteve uma caracterizac¸a˜o
alternativa do Dmax(Λ) e uma escolha das sequeˆncias {an} e {bn}, cujos resultados
apresentamos a seguir.




F n(anx+ bn) = Λ(x),∀x ∈ R (2.26)





(1− F (x)) = c, 0 < c <∞, (2.27)
para certas constantes reais α > 0 e β. Neste caso, as constante de normalizac¸a˜o
podem ser escolhidas como











Demonstrac¸a˜o: Vide [23]. 
Corola´rio 2.4.18 Seja F uma func¸a˜o de distribuic¸a˜o com r(F ) = ∞. Enta˜o




α+`(1− F (x)) = b, 0 < b <∞ (2.28)
para certas constantes reais α > 0, k > 0, β, `. Neste caso, as constantes de norma-





















)(α−1)/α − `k .
Demonstrac¸a˜o: Vide [23]. 
Exemplo 2.4.19 (Parte 2) Para a f.d. F dada por (2.25), F (x) = 1− (x + 1)e−x2,










Assim (2.27) do Teorema 2.4.17 e´ satisfeita com α = 2, β = −1 e c = 1. Logo








No pro´ximo exemplo, aplicamos o Corola´rio 2.4.18 para verificar que a distri-
buic¸a˜o Gama pertence a Dmax(Λ), calculando as respectivas constantes de norma-
lizac¸a˜o.




0 se x < 0,
xν−1e−x/γ
γνΓ(ν)
se x > 0.







aplicamos o me´todo de integrac¸a˜o por partes ν−1 vezes na integral de acima e obtemos










− e−x/γ + 1. (2.29)
Para verificar a condic¸a˜o (2.28) do Corola´rio 2.4.18, fatoramos o termo
xν−1e−x/γ
γν−1(ν − 1)!
em (2.29) para obter








(ν − 1)(ν − 2)γ2
x2
























x1−νex/α{1− F (x)} = 1
γν(ν − 1)! > 0.
Portanto, (2.28) e´ satisfeita com k = 1/γ, ` = 0, β = 1 − ν, α = 1, b = 1
γν(ν−1)! e pelo
Corola´rio 2.4.18, F ∈ Dmax(Λ) e as constantes de normalizac¸a˜o sa˜o dadas por
an = γ e bn = γ log(n/γ
ν(ν − 1)!) + γ(ν − 1) log(log(n/γν(ν − 1)!)).
Cap´ıtulo 3
Convoluc¸a˜o de func¸o˜es de
distribuic¸a˜o pertencentes aos
max-domı´nios de atrac¸a˜o
Este cap´ıtulo e´ a parte central do trabalho. Aqui estudamos o max-domı´nio de
atrac¸a˜o da convoluc¸a˜o de duas func¸o˜es de distribuic¸a˜o atra´ıdas por um dos treˆs tipos
de distribuic¸o˜es max-esta´veis: Fre´chet (Φα), Weibull (Ψα) e Gumbel (Λ).
Basicamente, discutimos os dois problemas (P1) e (P2) enunciados na Introduc¸a˜o
desta dissertac¸a˜o, considerando separadamente os treˆs casos poss´ıveis.
Na Sec¸a˜o 3.1 analisamos o caso em que a convoluc¸a˜o pertence ao max-domı´nio
de atrac¸a˜o da distribuic¸a˜o de Fre´chet. O caso do max-domı´nio de atrac¸a˜o da Weibull
e´ estudado na Sec¸a˜o 3.2 e na Sec¸a˜o 3.3 discutimos o caso do max-domı´nio de atrac¸a˜o
da Gumbel.
A principal refereˆncia deste cap´ıtulo e´ Sreehari et. al [20].
3.1 Caso Fre´chet
Primeiramente, nesta sec¸a˜o, consideramos o problema (P1), apresentado na In-
troduc¸a˜o, para o caso em que temos F1 ∈ Dmax(Φα) ou F2 ∈ Dmax(Φβ) e procuramos
condic¸o˜es sob as quais F1 ∗ F2 ∈ Dmax(Φγ) para algum γ > 0.
No primeiro teorema, que pode ser encontrado em Feller [6] ou Embrechts et. al
[5] (Lema 1.3.1, pa´g. 37), consideramos o caso α = β, com Fi ∈ Dmax(Φα), i = 1, 2.
Teorema 3.1.1 Se F1 e F2 sa˜o func¸o˜es de distribuic¸a˜o tais que Fi ∈ Dmax(Φα), i = 1, 2
enta˜o F1 ∗ F2 ∈ Dmax(Φα).
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Demonstrac¸a˜o: Para a demonstrac¸a˜o do teorema utilizamos a caracterizac¸a˜o do
max-domı´nio de atrac¸a˜o da distribuic¸a˜o de Fre´chet dada no Teorema 2.2.3. As-
sim, como por hipo´tese Fi ∈ Dmax(Φα), segue do Teorema 2.2.3 que r(Fi) = +∞ e
Fi = 1− Fi ∈ RV−α, i = 1, 2.
Agora, pelo Lema 1.3.4 temos que r(F1∗F2) = r(F1)+r(F2) e, assim, r(F1∗F2) =
+∞.






Pois, como Fi ∈ RV−α, i = 1, 2, segue da Proposic¸a˜o 1.2.3 (iv) que F1 + F2 ∈ RV−α, e
assim, por (3.1) e pela Proposic¸a˜o 1.2.3 (iii) conclu´ımos que F1 ∗ F2 ∈ RV−α.
Para provar (3.1), consideramos X e Y varia´veis aleato´rias independentes com
func¸a˜o de distribuic¸a˜o F1 e F2 respectivamente. Por um lado, sejam t, δ > 0 e t
′
=
(1 + δ)t, enta˜o temos
(X > t
′
, Y > −δt) ∪ (X > −δt, Y > t′) ⊆ (X + Y > t)
e podemos obter
P (X + Y > t) ≥ P (X > t′ , Y > −δt) + P (X > −δt, Y > t′)−
P (X > t
′
, X > −δt, Y > t′ , Y > −δt).
Agora, como X e Y sa˜o independentes, (X > t
′
, X > −δt) ⊂ (X > t′) e
(Y > t
′
, Y > −δt) ⊂ (Y > t′), segue que
P (X + Y > t) ≥ P (X > t′)P (Y > −δt) + P (X > −δt)P (Y > t′)−
P (X > t
′









) = 0 e limt→∞ Fi(−δt) = 1 , enta˜o dado  > 0, existe t0 tal
que para todo t > t0,
− < F1(t′)F2(t′) <  e 1−  < Fi(−δt) < 1 + .
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Assim, de (3.2) segue que para t > t0,





))(1− )− . (3.3)
Por outro lado, fazendo t
′′
= (1− δ)t, com 0 < δ < 1/2, do Lema 1.3.1 temos
F1 ∗ F2(t) ≤ F1(t′′) + F2(t′′) + F1(δt)F2(δt). (3.4)


































Assim da definic¸a˜o de limite temos que para todo  > 0 dado, existe t1 tal que se t > t1
temos
−[F1(t′′) + F2(t′′)] < F1(δt)F2(δt) < [F1(t′′) + F2(t′′)].
Enta˜o, usando a desigualdade a direita em (3.4), obtemos
F1 ∗ F2(t) ≤ (1 + )(F1(t′′) + F2(t′′)). (3.5)
Das desigualdades (3.3) e (3.5), tomando t∗ = max{t1, t2}, temos
(1− )(F1(t′) + F2(t′)) ≤ F1 ∗ F2(t) ≤ (1 + )(F1(t′′) + F2(t′′)), ∀t > t∗.
Fazendo δ,  −→ 0 (logo t′ −→ t e t′′ −→ t) obtemos (3.1) e da Proposic¸a˜o 1.2.3 (iii) e
(iv), segue que F1 ∗ F2 ∈ RV−α. 
O teorema a seguir e´ devido a` Sreehari et. al [20] e considera o caso em que
α < β, com F1 ∈ Dmax(Φα) e F2 ∈ Dmax(Φβ).
Teorema 3.1.2 Se F1 e F2 sa˜o func¸o˜es de distribuic¸a˜o tais que F1 ∈ Dmax(Φα) e F2 ∈
Dmax(Φβ), com 0 < α < β enta˜o F1∗F2 ∈ Dmax(Φα), ou seja, F1∗F2 ∈ Dmax(Φmin{α,β}).
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Demonstrac¸a˜o: Analogamente a` prova do Teorema 3.1.1, usaremos a caracterizac¸a˜o
do max-domı´nio de atrac¸a˜o da distribuic¸a˜o de Fre´chet dada no Teorema 2.2.3. Assim,
das hipo´teses iniciais segue que do Teorema 2.2.3 que r(Fi) = +∞, i = 1, 2, F1 ∈ RV−α
e F2 ∈ RV−β.
Pelo Lema 1.3.4 temos que r(F1 ∗F2) = r(F1) + r(F2) = +∞. Enta˜o resta provar
que F1 ∗ F2 ∈ RV−α. Para isto, seja  > 0 dado e sejam t, x > 0. Por facilidade,
denotemos G = F1 ∗ F2. Por um lado, segue do Lema 1.3.1 que
G(tx)
G(t)
≤ F1(tx(1− )) + F2(tx(1− )) + F1(tx)F2(tx)


























































Ale´m disso, como F1 ∈ RV−α e F2 ∈ RV−β, temos pela Proposic¸a˜o 1.2.3 (iv) que
F2
F1






Assim, usando (3.7), (3.8), (3.9) e os fatos que
lim
t→∞
F2(tx) = 0 e lim
t→∞
[Fi(−t)− Fi(t)] = 1












Por outro lado, do Lema 1.3.1, tambe´m temos que
G(tx)
G(t)
≥ F1(tx(1 + ))[F2(−tx)− F2(xt)] + F2(tx(1 + ))[F1(−tx)− F1(tx)]
































































F2(t) = 0 e lim
t→∞
[Fi(−t)− Fi(t)] = 1. (3.15)




































ou seja, F1 ∗ F2 ∈ RV−α, como quer´ıamos. 
Observac¸a˜o 3.1.3 Note que se F1 = F2 = Φα, enta˜o do teorema anterior segue que
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F1 ∗ F2 ∈ Dmax(Φα).
A pro´xima proposic¸a˜o e´ uma consequeˆncia do Lema 1.3.5.
Proposic¸a˜o 3.1.4 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1 ∈ Dmax(Φα)
e o suporte de F2 esta´ em (0,∞). Se a cauda de F1 domina a cauda de F2, enta˜o
F1 ∗ F2 ∈ Dmax(Φα).
Demonstrac¸a˜o: Como F1 ∈ Dmax(Φα), do Teorema 2.2.3 segue que r(F1) = +∞ e
F1 ∈ RV−α.
Assim, como r(F1) =∞, do Lema 1.3.4 temos r(F1 ∗F2) = r(F1) + r(F2) = +∞.
Agora, como F1 ∈ Dmax(Φα) e F1 domina a cauda de F2, ou seja, limt→∞ F2(t)F1(t) = 0,




























ou seja, F1 ∗ F2 ∈ RV−α, como quer´ıamos. 
Na Proposic¸a˜o 3.1.4, note que F1 pode pertencer ao Dmax(Ψβ) para algum β > 0
ou Dmax(Λ).
Corola´rio 3.1.5 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1 ∈ Dmax(Φα) e o
suporte de F2 esta´ em (0,∞). Se r(F2) <∞, enta˜o F1 ∗ F2 ∈ Dmax(Φα).
Demonstrac¸a˜o: Como F1 ∈ Dmax(Φα), enta˜o pelo Teorema 2.2.3, temos que
r(F1) =∞. Pela hipo´tese r(F2) <∞, temos F2(x) = 1, para todo x > r(F2).
Assim, dado  > 0, considerando x0 = r(F2) +  > 0, temos que F1(x) < 1 e






e da Proposic¸a˜o 3.1.4 segue que F1 ∗ F2 ∈ Dmax(Φα). 
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Observac¸a˜o 3.1.6 Com a hipo´tese adicional que o suporte de F2 esta´ em (0,+∞),
podemos obter uma prova alternativa mais simples do Teorema 3.1.2. De fato, usando











Isto e´, a cauda de F1 domina a cauda de F2, e como o suporte de F2 esta´ em (0,+∞)
pela Proposic¸a˜o 3.1.4 conclu´ımos que F1 ∗ F2 ∈ Dmax(Φα).
Nesta segunda parte da sec¸a˜o, abordamos o problema (P2) apresentado na In-
troduc¸a˜o para o caso Fre´chet, ou seja, se F1 ∗ F2 ∈ Dmax(Φα) implica que ou F1 ∈
Dmax(Φα) ou F2 ∈ Dmax(Φα).
No exemplo a seguir, mostramos que podemos ter F1 ∗ F2 ∈ Dmax(Φα) e ambas
F1 e F2 na˜o pertencer a` Dmax(Φα). Ou seja, necessitamos de condic¸o˜es adicionais para
que a implicac¸a˜o anterior seja verdadeira.
Exemplo 3.1.7 Sejam as func¸o˜es de distribuic¸a˜o F1 e F2 dadas por
F1(x) =










se x > 1,
F2(x) =









se x > 1.
i) Primeiramente mostramos que F1 ∗ F2 ∈ Dmax(Φα).
De fato, seja G = F1 ∗ F2. Usando o Lema 1.3.1, dado  > 0, para x suficiente-
mente grande tal que x > 1, temos
G(x) ≥
F1(x(1 + ))[F2(x)− F2(−x)] + F2(x(1 + ))[F1(x)− F1(−x)]. (3.17)
Como x > 1 enta˜o Fi(−x) = 0, i = 1, 2. Enta˜o substituindo as expresso˜es de





















































































































2G(x) ≥ 2. (3.18)
Por outro lado, tambe´m do Lema 1.3.1, para todo  > 0, temos



































































2G(x) ≤ 2. (3.19)






e da´ı segue que G ∈ RV−√2.
ii) Temos que Fi /∈ Dmax(Φα), para nenhum α > 0.
De fato, verificaremos que F1 na˜o e´ regularmente variante. Analogamente pode-
mos mostrar para F2.


























2 12 + sin(log t+ pi)
12 + sin(log t)
= (epi)−
√
2 12− sin(log t)
12 + sin(log t)
. (3.20)
Mas, por um lado, se considerarmos a sequeˆncia tn = exp(
pi
2








e por outro lado se considerarmos a sequeˆncia tn = exp(
3pi
2









Portanto, conclu´ımos que o limite quando t→∞ em (3.20) na˜o existe e F1 na˜o
e´ regularmente variante.
Finalmente, apresentamos no teorema e corola´rio a seguir, as condic¸o˜es suficientes
obtidas por Sreehari, M. et. al [20] para que F1 ∗ F2 ∈ Dmax(Φα) implique em Fi ∈
Dmax(Φα) para i = 1 ou i = 2.
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Teorema 3.1.8 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1 ∗ F2 ∈ Dmax(Φα).











<∞, ∀ 0 < θ < 1. (3.22)
Enta˜o Fi ∈ Dmax(Φα) para i = 1, 2.
Demonstrac¸a˜o: Por facilidade, denotemos G = F1 ∗ F2. Como G ∈ Dmax(Φα), do
Teorema 2.2.3 segue que r(G) = +∞ e G ∈ RV−α.
Seja 0 <  < 1
2




≤ F1(tx(1− )) + F2(tx(1− )) + F1(tx)F2(tx)

























F2(tx) = 0, (3.24)
pois lim
t→∞




Fi(−t)− Fi(t) = 1. (3.25)
Enta˜o, usando (3.21), (3.24), (3.25) e o fato que G ∈ RV−α podemos obter de (3.23)







Para todo y > 0, fazendo x =
1 + 





































Por outro lado, pelo Lema 1.3.1 tambe´m temos para x, t > 0 que
G(tx)
G(t)
≥ F1(tx(1 + ))[F2(−tx)− F2(tx)] + F2(tx(1 + ))[F1(−tx)− F1(tx)]





≥ F1(tx(1 + ))
F1(t(1− ))
[



















F2(t) = 0. (3.30)
Enta˜o, usando (3.25) com x no lugar de , (3.30), (3.21) e G ∈ RV−α, podemos obter






Analogamente ao racioc´ınio utilizado para obter (3.28) a partir de (3.27) podemos
























Isto e´, F1 ∈ RV−α e como pela hipo´tese r(F1) = +∞, usando o Teorema 2.2.3, obtemos
que F1 ∈ Dmax(Φα).
Finalmente, da hipo´tese (3.21) temos que F1 e F2 sa˜o cauda-equivalentes e como
F1 ∈ Dmax(Φα), segue da Proposic¸a˜o 1.2.4 que F2 ∈ Dmax(Φα). Como por hipo´tese
r(F2) = +∞, segue que F2 ∈ Dmax(Φα). 
Corola´rio 3.1.9 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1 ∗ F2 ∈ Dmax(Φα).
Enta˜o
(i) Se r(F1) = +∞ e r(F2) <∞ enta˜o F1 ∈ Dmax(Φα).
(ii) Se r(F2) = +∞ e r(F1) <∞ enta˜o F2 ∈ Dmax(Φα).
Demonstrac¸a˜o: Basta provar (i), pois (ii) segue analogamente trocando-se F1 por F2
e vice-versa, ja´ que F1 ∗ F2 = F2 ∗ F1.
Como r(F2) < +∞, usando os mesmos argumentos utilizados no in´ıcio da de-






ou seja, obtemos (3.21) com A = 0. Agora segundo os mesmo passos da primeira parte






Por outro lado, como r(F2) = +∞, enta˜o para t suficientemente grande
F2(tx) = 0 para x > 0 e  > 0.
Assim, podemos repetir os mesmos argumentos da prova de (3.31) na demonstrac¸a˜o
do Teorema 3.1.8, sem a necessidade da hipo´tese (3.22), pois como F2(tx) = 0 para t
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suficientemente grande e x,  > 0 temos em (3.29) que limt→∞
F1(t)
F1(t(1−))F2(t) = 0, no






Portanto das equac¸o˜es (3.32) e (3.33) temos que F1 ∈ RV−α e da hipo´tese r(F1) =∞,
segue do Teorema 2.2.3 que F1 ∈ Dmax(Φα). 
Observac¸a˜o 3.1.10 Note que em (i) (ou (ii)) no Corola´rio 3.1.9 temos que como
r(F2) < +∞ (respectivamente r(F1) < +∞) enta˜o necessariamente F2 /∈ Dmax(Φα)
( respectivamente F1 /∈ Dmax(Φα)) podendo ter F2 ∈ Dmax(Ψδ), para algum δ > 0 ou
F2 ∈ Dmax(Λ) (respectivamente F1 ∈ Dmax(Ψδ) ou F1 ∈ Dmax(Λ)).
3.2 Caso Weibull
Nesta sec¸a˜o abordamos os dois problemas em estudo neste cap´ıtulo, no caso
do max-domı´nio de atrac¸a˜o da distribuic¸a˜o Weibull, Ψα, apresentando os resultados
obtidos por Sreehari et. al [20].
Iniciamos com o teorema que estabelece que a convoluc¸a˜o de duas func¸o˜es de
distribuic¸a˜o pertencentes aos max-domı´nios de atrac¸a˜o de Ψα1 e Ψα2 , respectivamente,
pertence ao max-domı´nio de Ψα1+α2 .
Teorema 3.2.1 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1 ∈ Dmax(Ψα) e
F2 ∈ Dmax(Ψβ), com α, β > 0, enta˜o F1 ∗ F2 ∈ Dmax(Ψα+β).
Demonstrac¸a˜o: Seja x > 0. Defina
F ∗i (x) = Fi(r(Fi)− 1/x) para i = 1, 2.
Como F1 ∈ Dmax(Ψα) e F2 ∈ Dmax(Ψβ), enta˜o pelo Teorema 2.3.2 temos que
r(Fi) < ∞, i = 1, 2, F ∗1 ∈ RV−α e F ∗2 ∈ RV−β. Sejam X1 e X2 v.a’s independentes
com func¸o˜es de distribuic¸a˜o F1 e F2 respectivamente. Defina
Y1 = r(F1)−X1 e Y2 = r(F2)−X2.
Como Fi(r(Fi)) = 1 para i = 1, 2, enta˜o temos
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P (Yi ≥ 0) = P (Xi ≤ r(Fi)) = Fi(r(Fi)) = 1
e sendo X1 e X2 independentes segue que Y1 e Y2 tambe´m sa˜o.
Por facilidade, denotamos G = F1 ∗ F2. Pelo Lema 1.3.4 temos que r(G) =
r(F1) + r(F2) < ∞, pois r(Fi) < +∞, i = 1, 2. Para mostrar que G ∈ Dmax(Ψα+β),
pelo Teorema 2.3.2, basta mostrarmos G∗ = 1 − G∗(x) = 1 − G(r(G) − 1/x), x > 0 e´
regularmente variante com expoente −(α+ β). Para isso, podemos escrever para todo
x > 0
G∗(x) = P (X1 +X2 ≤ r(F1) + r(F2)− 1/x)
= P ((r(F1)−X1) + (r(F2)−X2) ≥ 1/x)
= P (Y1 + Y2 ≥ 1/x)
e
G∗(x) = P (Y1 + Y2 < 1/x), ∀x > 0. (3.34)
Agora como Y1 e Y2 sa˜o varia´veis aleato´rias independentes na˜o negativas, do Lema
1.3.2 segue, para todo  > 0 que
G∗(x) ≤ P
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Enta˜o, substituindo em (3.35) obtemos
G∗(x) ≤ P
(









Por outro lado, repetindo os mesmos argumentos usados no Lema 1.3.3, podemos obter
para 0 <  < 1/2 que
G∗(x) = P (Y1 + Y2 < 1/x)
≥ P
(




















































Agora, como F1 ∈ Dmax(Ψα) e F2 ∈ Dmax(Ψβ) enta˜o pela Proposic¸a˜o 2.3.5 temos que





























































































































Fazendo τ = t
1− em (3.40) e τ =
t
1+
















































































Fazendo  −→ 0 obtemos, ∀x > 0














= x−(α+β).∀x > 0.
Assim, G∗ ∈ RV−(α+β) e como r(F1 ∗ F2) <∞ segue que G = F1 ∗ F2 ∈ Dmax(Ψα+β).

Observac¸a˜o 3.2.2 Do Teorema 3.2.1 podemos concluir que se F1 = F2 = Ψα enta˜o
Ψα ∗ Ψα ∈ Dmax(Ψ2α).
No que se refere ao problema rec´ıproco, ou seja, se temos F1∗F2 ∈ Dmax(Ψα), para
algum α > 0, enta˜o sob quais condic¸o˜es podemos ter Fi ∈ Dmax(Ψβi) com β1 + β2 = α,
Sreehari et. al [20] observaram que na˜o e´ va´lida a rec´ıproca de Teorema 3.2.1, ao menos
que se assuma que uma das classes das Fi ∈ Dmax(Ψβi), para algum βi > 0.
De fato, se G = F1 ∗F2 ∈ Dmax(Ψα), enta˜o pelo Teorema 2.3.2 temos que r(G) <
+∞ e G∗ ∈ RV−α, com G∗ = G(r(G) − 1x), x > 0. Como, pelo Lema 1.3.4, r(G) =
r(F1) + r(F2), segue que r(Fi) < +∞, i = 1, 2. Agora, na tentativa de obter condic¸o˜es
sob as quais Fi ∈ Dmax(Ψβi), i = 1, 2, com β1 + β2 = α, Sreehari et. al [20] observaram
que, seguindo os mesmos argumentos da demonstrac¸a˜o do Teorema 3.2.1, podemos












































onde τ = t
1+
. Enta˜o fazendo  −→ 0 obtemos




































Assim, a primeira conclusa˜o obtida a partir de (3.42) e´ enunciada na seguinte
proposic¸a˜o.
Proposic¸a˜o 3.2.3 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o tais que F1∗F2 ∈ Dmax(Ψα).
Enta˜o, se F ∗1 ∈ RV−β, com F ∗1 (x) = F1(r(F1) − 1x), x > 0, enta˜o F1 ∈ Dmax(Ψβ) e
F2 ∈ Dmax(Ψα − β).
Agora, a equac¸a˜o (3.42) pode ser reescrita como
lim
t→∞
F ∗1 · F ∗2 (tx)
F ∗1 · F ∗2 (t)
= x−α,
ou seja, F ∗1 ·F ∗2 ∈ RV−α. Assim, uma questa˜o que se coloca e´ que se existem func¸o˜es de
distribuic¸a˜o F1 e F2 tais que F ∗1 e F
∗
2 na˜o sejam regularmente variantes mas o produto
F ∗1 · F ∗2 seja. O exemplo a seguir, apresentado por Sreehari et. al [20], mostra que a
resposta e´ afirmativa e assim podemos ter F1 ∗ F2 ∈ Dmax(Ψα) e Fi /∈ Dmax(Ψβi) para
qualquer βi > 0, i = 1, 2.
Exemplo 3.2.4 Sejam as func¸o˜es de distribuic¸a˜o F1 e F2, dadas por
F1(x) =








se 0 ≤ x < 1,
1 se x ≥ 1.
F2(x) =





c− sin(− log(1− x))
)
se 0 ≤ x < 1,
1 se x ≥ 1.
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onde c > 1 + 3
α
e α > 0.
De imediato temos que r(Fi) = 1 para i = 1, 2. Assim as func¸o˜es F
∗
i (x) =
Fi(r(Fi)− 1x), x > 0, i = 1, 2, podem ser descritas como
F ∗1 (x) =




se x ≥ 1, (3.43)
e
F ∗2 (x) =
 0 se 0 ≤ x ≤ 1,1− x−2α/3( c
c− sin(log x)
)
se x ≥ 1, (3.44)
Enta˜o facilmente segue que
F ∗1 (x) · F ∗2 (x) = x−α/3x−2α/3 = x−α, x ≥ 1
e assim, F ∗1 · F ∗2 ∈ RV−α.
Mostraremos que ambas F ∗1 e F
∗
2 na˜o sa˜o func¸o˜es regularmente variantes. Inici-





c− sin(log t+ log x)
c− sin(log t)
)
, ∀x ≥ 1.










Mas o limite lim
t→∞
c+ sin(log t)
c− sin(log t) na˜o existe, pois se escolhemos a sequeˆncia tn =
exp(pi
2




c− sin(log tn) =
c+ 1
c− 1 (3.46)
















Como c > 0, segue que os limites em (3.46) e (3.47) sa˜o distintos. Assim o limite em
(3.45) na˜o existe e podemos concluir que F ∗1 /∈ RVβ para qualquer β > 0.
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e escolhendo as sequeˆncias tn e t
′
















Logo, como c > 0 segue que o limite quando t→∞ de (3.48) na˜o existe e F ∗2 /∈ RV−δ
para qualquer δ > 0.
3.3 Caso Gumbel
Nesta u´ltima sec¸a˜o abordamos o caso de convoluc¸a˜o de func¸o˜es de distribuic¸a˜o
pertencentes ao max-domı´nio de atrac¸a˜o da func¸a˜o de distribuic¸a˜o Gumbel.
Iniciamos com o primeiro problema em ana´lise: se Fi ∈ Dmax(Λ), i = 1, 2, sob
quais condic¸o˜es teremos F1 ∗ F2 ∈ Dmax(Λ)?
Ao contra´rio dos casos estudados nas sec¸o˜es anteriores (Fre´chet e Weibull), na˜o
existem na literatura resultados conclusivos para F1 e F2 gerais e apenas para F1 ou
F2 em famı´lias de distribuic¸o˜es espec´ıficas fixadas. Por exemplo, Villasen˜or [22], em
1981, considera F1 a distribuic¸a˜o log-normal e F2 a distribuic¸a˜o normal padra˜o, ambas
no max-domı´nio de Λ, e prova que F1 ∗ F2 ∈ Dmax(Λ).
Nesta sec¸a˜o, consideramos o caso estudado por Sreehari et. al [20], em 2011, onde
assume-se que F1 e´ a distribuic¸a˜o Gama(ν, γ), com ν > 0, ν ∈ Z, que, como vimos no
exemplo 2.4.20, pertence ao Dmax(Λ), e procura-se condic¸o˜es sobre F2 para as quais
tem-se F1 ∗ F2 ∈ Dmax(Λ).
Primeiramente, consideramos o caso em que r(F2) = +∞ e apresentamos os
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resultados encontrados em Villasen˜or [23]. Neste caso, o resultado que estabelece
condic¸o˜es sobre F2 tais que F1 ∗ F2 ∈ Dmax(Λ), com F1 a f.d. Gama(ν, γ), ν > 0,
γ > 0, ν ∈ Z, segue como corola´rio do Teorema 3.3.2 que apresentamos a seguir. Pri-
meiramente, apresentamos um lema que sera´ u´til para a prova do teorema em questa˜o.
Lema 3.3.1 Sejam F e G func¸o˜es de distribuic¸a˜o com r(F ) = r(G) = +∞. Seja H






= L, com 0 < L <∞, (3.49)
enta˜o G ∈ Dmax(H).
Demonstrac¸a˜o: Como F ∈ Dmax(H), enta˜o, por definic¸a˜o, existem sequeˆncias de
constantes reais {an} e {bn}, com an > 0, tais que
lim
n→∞
F n(anx+ bn) = H(x).
Como r(F1) = r(F2) = +∞, enta˜o dos Teoremas 2.1.4, 2.2.3 e 2.4.10 segue que H e´ do
tipo Φα ou do tipo Λ.







, para todo n ∈ N, temos que
lim
n→∞
F n∗ (αnx+ βn) = lim
n→∞
F n(anx+ bn) = H(x),








, 0 < L <∞,
isto e´, F∗ e G sa˜o cauda-equivalentes. Como H e´ ou do tipo Φα ou do tipo Λ, segue
das proposic¸o˜es 2.2.6 e 2.4.15, que G ∈ Dmax(H). 
Teorema 3.3.2 Sejam F1 e F2 func¸o˜es de distribuic¸a˜o com r(F1) = r(F2) = +∞
e seja H uma distribuic¸a˜o limite extremal. Suponha F1 ∈ Dmax(H), e que existem
constantes a, α > 0, b, β e uma func¸a˜o de distribuic¸a˜o J com r(J) = +∞ tal que
F1 ∗ F2(x) = KF1(ax+ b)J(αx+ β) +R(x), (3.50)







enta˜o F1 ∗ F2 ∈ Dmax(H).
Demonstrac¸a˜o: Como r(F1) = r(F2) = +∞, enta˜o pelo Lema 1.3.4 tem r(F1 ∗F2) =
























onde 0 < K < ∞. Disto e da hipo´tese do que F1 ∈ Dmax(H), temos pelo Lema 3.3.1
que F1 ∗ F2 ∈ Dmax(H). 
Corola´rio 3.3.3 Seja F1 a func¸a˜o de distribuic¸a˜o Gama(ν, γ), com ν ∈ Z, ν > 0,
γ > 0. Se F2 e´ uma func¸a˜o de distribuic¸a˜o com r(F2) = +∞ e com densidade f2 tal
que
ex/γf2(x) = Kj(x), (3.52)
onde K > 0 e´ constante e j e´ uma func¸a˜o densidade com (ν − 1)−e´simo momento
finito, isto e´, ∫ +∞
−∞
ykj(y)dy <∞, ∀ k ≤ ν − 1, (3.53)
enta˜o
F1 ∗ F2 ∈ Dmax(Λ).
Demonstrac¸a˜o: Do Exemplo 2.4.20 temos que






Por outro lado, como F1(y) = 0 para y < 0, podemos obter
F1 ∗ F2(x) =
∫ x
−∞
[1− F1(x− y)]f2(y)dy + (1− F2(x)). (3.55)
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Substituindo (3.54) na equac¸a˜o (3.55) obtemos







ey/γf2(y)dy + (1− F2(x)).
Das hipo´teses (3.52) e (3.53) segue que







ey/γj(y)dy + (1− F2(x)). (3.56)










e denotando por J a func¸a˜o distribuic¸a˜o com densidade j, obtemos





















































ykdJ(y) + (1− F2(x)), (3.58)
e usando (3.54), segue de (3.57) que
F1 ∗ F2(x) = K(1− F1(x))J(x) +R(x). (3.59)
Assim, F1 ∗ F2(x) satisfaz a condic¸a˜o (3.50) do Teorema 3.3.2, com a = α = 1 e
b = β = 0. Enta˜o, basta mostrar que R(x) em (3.58) satisfaz o limite (3.51). Para isso,





























Mas, por L’Hospital, das hipo´tese que F1 e´ a distribuic¸a˜o Gama(ν, γ) e F2 tem densi-














onde a u´ltima igualdade segue de (3.53), isto e´, limx→∞
∫ x
−∞ y
kj(y)dy <∞, ∀k ≤ ν−1.
















































xν−2 +− · · ·+ 1
]
.
Logo na equac¸a˜o (3.61) o maior expoente do numerador e´ ν − 2 e o maior expoente do




1− F1(x) = 0.
Portanto, das condic¸o˜es do Teorema 3.3.2 temos F1 ∗ F2 ∈ Dmax(Λ). 
Nesta segunda parte desta sec¸a˜o vamos considerar a situac¸a˜o em que F1 tem
distribuic¸a˜o Gama(ν, γ), ν > 0, γ > 0, ν ∈ Z e F2 e´ uma func¸a˜o de distribuic¸a˜o com
61
r(F2) < +∞ e apresentamos os resultados obtidos por Sreehari et. al [20], que estabe-
lecem condic¸o˜es para F1 ∗ F2 ∈ Dmax(Λ).
Teorema 3.3.4 Seja F1 func¸a˜o de distribuic¸a˜o Gama(ν, γ), com ν > 0, γ > 0, ν ∈ Z.
Se F2 e´ uma func¸a˜o de distribuic¸a˜o absolutamente cont´ınua, cuja densidade f2 tem
suporte em (0, a], com 0 < a < +∞ enta˜o F1 ∗ F2 ∈ Dmax(Λ).
Demonstrac¸a˜o: Sem perda de generalidade, vamos assumir que γ = 1, ou seja, F1 e´ a
func¸a˜o de distribuic¸a˜o Gama(ν, 1) com ν > 0, ν ∈ Z. Sejam X e Y varia´veis aleato´rias
independentes com func¸o˜es de distribuic¸a˜o F1 e F2 respectivamente.
Do Exemplo 2.4.20 temos que F1 ∈ Dmax(Λ) e as constantes de normalizac¸a˜o
podem ser escolhidas como
an = 1, e bn = log(n/(ν − 1)!) + (ν − 1) log(log(n/(ν − 1)!)). (3.62)
Observe tambe´m que das hipo´teses sobre F2 temos r(F2) < +∞. Seja G = F1 ∗ F2


















































(−1)kzν−1−kE[eY Y k]. (3.63)
Sejam as sequeˆncias {an} e {bn} em (3.62). Enta˜o para n suficientemente grande tal
que bn > a (pois como anx > 0 para x > 0 enta˜o anx + bn > a), de (3.63) obtemos
para x > 0






















partes, fazendo u = zq−1 e dv = e−zdz enta˜o du = (q − 1)zq−2 e v = −e−z, podemos









−xn + (q − 1)Iq−1,n.




−xn + (q − 1)[xq−2n e−xn + (q − 2)Iq−2,n]
= xq−1n e
−xn + (q − 1)xq−2n e−xn + (q − 1)(q − 2)Iq−2,n
...
= xq−1n e
−xn + (q − 1)xq−2n e−xn + · · ·+ (q − 1)(q − 2) · · · 2 · x0ne−xn
= e−xn [xq−1n + (q − 1)xq−2n + (q − 1)(q − 2)xq−3n + · · ·+ (q − 1)!]. (3.65)
Agora, podemos escrever










e substituindo em (3.65) obtemos
Iq,n = e








[xq−1n + (q − 1)xq−2n + · · ·+ (q − 1)!], (3.66)
agora, substituindo (3.66) na equac¸a˜o (3.64) temos



























nIν,n = (ν − 1)!e−x. (3.68)




−x(ν − 1)! lim
n→∞






























































)]ν−1 = 1 (3.70)




















)]i−1 = 0. (3.71)
Assim, fazendo n −→ ∞ em (3.69) obtemos (3.68). Em segundo lugar, provemos que
para 1 ≤ k ≤ ν − 1,
lim
n→∞
nIν−k,n = 0. (3.72)
De fato, por (3.66) temos
lim
n→∞
nIν−k,n = e−x(ν − 1)! lim
n→∞







Logo, usando (3.70) e (3.71) em (3.73) segue (3.72).
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Finalmente, fazendo n −→∞ na equac¸a˜o (3.67), segue de (3.68) e (3.73) que
lim
n→∞
nF1 ∗ F2(x+ bn) = e−xE[eY ]. (3.74)
Considerando β = − logE[eY ], temos que (3.74) e´ equivalente a` limn→∞(F1 ∗ F2)n(x+
bn) = exp{−e−(x+β)}. Ou ainda, considerando b′n = bn − β, temos
lim
n→∞
(F1 ∗ F2)n(x+ b′n) = Λ(x),∀x ∈ R,
ou seja, F1 ∗ F2 ∈ Dmax(Λ). 
Observamos que qualquer func¸a˜o de distribuic¸a˜o F2 com F2(0) = 0 e r(F2) < +∞
satisfaz a hipo´teses do Teorema 3.3.4 e assim F1 ∗ F2 ∈ Dmax(Λ), ν > 0, γ > 0 e ν ∈ Z.
A seguir apresentamos um exemplo no qual F2 ∈ Dmax(Λ) e satisfaz as hipo´teses
do Teorema 3.3.4.
Exemplo 3.3.5 Considere a func¸a˜o de distribuic¸a˜o
F2(x) =

0 se x ≤ 0,
1− exp ( −x
1−x
)
se 0 < x < 1,
1 se x > 1.
No exemplo 2.4.5, mostramos que F2 ∈ Dmax(Λ). Por outro lado, como r(F2) < +∞
e F2(x) = 0,∀x ≤ 0, ou seja, F2 tem densidade com suporte (0, 1), segue do Teorema
3.3.4 que F1 ∗ F2 ∈ Dmax(Λ), com F1 func¸a˜o de distribuic¸a˜o Gama(ν, γ), ν, γ > 0 e
ν ∈ Z. Assim, neste caso temos Fi ∈ Dmax(Λ), i = 1, 2 e F1 ∗ F2 ∈ Dmax(Λ).
Finalizamos a sec¸a˜o considerando o problema rec´ıproco, ou seja, se F1 ∗ F2 ∈
Dmax(Λ) implica que ambas F1 e F2 tambe´m pertencem aoDmax(Λ). Usando o Teorema
3.3.4, apresentamos a seguir um exemplo mostrando que a implicac¸a˜o na˜o e´ verdadeira.
Exemplo 3.3.6 Seja F2 a func¸a˜o de distribuic¸a˜o U [0, 1], ou seja,
F2(x) =

0 se x < 0,
x se 0 ≤ x < 1,
1 se x ≥ 1.
Temos que r(F2) = 1 e definindo F
∗
2 (x) = F2(r(F2)− 1x), para todo x > 0, temos
F ∗2 (x) =
{
0 se 0 ≤ x < 1,
1− 1
x
se x ≥ 1.
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ou seja, F ∗2 ∈ RV−1. Pelo Teorema 3.3.4 segue que F2 ∈ Dmax(Ψ1). Por outro lado,
como r(F2) <∞ e F2(x) = 0, ∀x ≤ 0, segue do Teorema 3.3.4 que F1 ∗ F2 ∈ Dmax(Λ),
com F1 func¸a˜o de distribuic¸a˜o Gama(ν, γ), com ν, γ > 0, ν ∈ Z. Portanto, neste caso,
temos F1 ∗ F2 ∈ Dmax(Λ) mas F2 /∈ Dmax(Λ).
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