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The realization of topological quantum phases of matter remains a key challenge to condensed matter physics
and quantum information science. In this work, we demonstrate that progress in this direction can be made by
combining concepts of tensor network theory with Majorana device technology. Considering the topological
double semion string-net phase as an example, we exploit the fact that the representation of topological phases
by tensor networks can be significantly simpler than their description by lattice Hamiltonians. The building
blocks defining the tensor network are tailored to realization via simple units of capacitively coupled Majorana
bound states. In the case under consideration, this yields a remarkably simple blueprint of a synthetic double
semion string-net, and one may be optimistic that the required device technology will be available soon. Our
results indicate that the implementation of tensor network structures via mesoscopic quantum devices opens
up a powerful novel avenue toward the realization and quantum simulation of synthetic topological quantum
matter.
I. INTRODUCTION
How can complex, or even topological, states of matter be
realized in a physical system under precisely controlled condi-
tions? Both from a conceptual and an applied perspective this
is one of the most pressing questions of contemporary physics.
Much of the dramatic recent progress in the theory of quantum
matter is owed to the identification of a vast spectrum of candi-
date topological phases of matter. At the same time, only few
of these phases have been seen in experiment. Except for the
quantum Hall states, and perhaps a few systems promising to
harbor Z2-gauge symmetries, long range entangled topologi-
cal phases of matter remain elusive at this point [1, 2]. This is
a highly unfortunate situation, not only from a condensed mat-
ter point of view: Conventional approaches to universal quan-
tum computation based on surface codes [3] require enormous
overheads in magic state distillation [4], which may well turn
out to be impractical. By contrast, the excitations supported
by topological phases of matter have much stronger compu-
tational potential [1, 5, 6] and would arguably define a faster
pathway, if only they could be realized.
The apparent gap between theoretical understanding and
the reality of materials is best illustrated by the concept of
string-nets. Proposed more than a decade ago as a theo-
retical paradigm perhaps large enough to include all non-
chiral gapped bosonic phases of matter with topological or-
der [2, 7, 8], they generically contain carefully balanced 12-
spin interactions. No real life material will deliver such type
of effective interactions out of the box. The standard way of
reading the situation is to consider the string-net Hamiltoni-
ans as effective fixed points inside their topological phases.
However, from a pragmatic perspective this only sidesteps
the problem, and the identification of the respective basins
of attraction in relation to existing quantum matter remains
a daunting challenge. There are two principal approaches
to make progress in this situation. The first aims to identify
quantum matter in a prospected topological phase without di-
rect reference to the representing string-net fixed point. As
indicated above, progress in this direction has been rather lim-
ited so far. The second aims to engineer synthetic string-nets
from well controlled device building blocks. Adopting the
principles of quantum simulation [9, 10] this involves versa-
tile design strategies to construct complex models from basic
building blocks. Following this approach, we here suggest a
class of mesoscopic systems as a platform for string-net engi-
neering. A key advantage of this setup is that, to a very good
approximation, interactions of low order can be systematically
avoided. In this way, we suggest an architecture whereby, e.g.,
a 12-spin Hamiltonian can be engineered in a controlled man-
ner. It stands to reason that this represents a qualitative design
advantage over established platforms for quantum simulations
(such as ultracold atom gases in optical lattices [11]) which
operate on the basis of restricted classes of 2-local interac-
tions. However, there remains the question which of the many
conceivable string net architectures to target in a goal oriented
effort of this type:
From the perspective of topological quantum computing,
the material class of string nets spans a vast spectrum of plat-
forms, from simple surface codes to networks harboring non-
abelian excitations capable of universal quantum computa-
tion. At this point, much of the experimental effort focuses
on the realization of abelian surface codes for their relatively
simple layout principles. Implementing additional design ele-
ments such as magic states and possibly lattice surgery, even
such architectures may become capable of universal computa-
tion. However, this comes at the expense of formidable hard-
ware overhead [12–16] and practicability is far from granted.
On the other extreme of the spectrum, much theoretical work
has been invested in exploring the computational power of
non-abelian string net anyons (e.g., of Fibonacci type) where
recent work demonstrates their capacity to support fault toler-
ant quantum computation, including under the averse condi-
tions of finite temperature and noise [17, 18]. However, given
that no practical realization schemes have been suggested as
yet, these approaches remain academic at this stage.
Rather than focusing on these extremes, we here reason that
string net architectures of intermediate complexity may even-
tually provide optimal compromises between computational
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2performance and realistic design principle. On a theoretical
level, this pragmatic approach is only now beginning to be ap-
preciated in the literature where recent work shows that, e.g.,
an abelian semion network — the system next in complexity
to the elementary toric code — can be upgraded to become
a fully error correcting code. More specifically, a variant of
the double semion Hamiltonian has recently been shown [19]
to provide a topological quantum error correcting code break-
ing with the paradigm of Calderbank-Shor-Steane (CSS) con-
structed from pairs of classical error-correcting codes. While
the concrete perspectives of such approaches, too, cannot yet
be foreseen with reliability, we see compelling motivation to
explore hardware designs of intermediate complexity.
In this work, we move towards this goal via the combina-
tion of two principles: the first is a novel application of tensor
network theory [20–23]. Tensor networks are known to de-
scribe string-nets in ways drastically reduced in complexity
compared to the native Hamiltonian. This insight enters our
design, which essentially implements a tensor network, rather
than a Hamiltonian. Second, we propose the realization of
these two-dimensional (2D) structures in a hardware platform
featuring Majorana bound states [24–35].
Both directions are novel. We emphasize that the Majorana
qubit introduced in Refs. [36–40] is essential for its unique
capability in describing electronic and Pauli spin correlations.
However, the hardware overhead required on top of the Ma-
jorana states is comparatively modest and does not go beyond
that otherwise required to realize small-scale qubit networks.
Our design is thus formulated in terms of device technology
that is not yet available but with a bit of optimism will be very
soon [29].
Tensor networks provide a very natural environment for
the description of topological matter, and in particular for
string-nets. In fact, the fusion rules of topological quasi-
particles find a mathematical abstraction in tensor categories,
whose representation in the language of string-nets represents
a tensor network almost by design. The formulation of a ten-
sor network involves a ’physical’ and a ’virtual’ space, where
the former represents physical degrees of freedom (spins on a
lattice, etc.) and the second serves to generate entanglement
and capture the correlation structure of the state. While the
representation of string-net ground states as tensor networks
is relatively straightforward [41, 42], a drastic simplification
emerges from the idea [43–46] to inject, or encode, the physi-
cal space into the larger space of virtual states. In exchange for
the seeming redundancy of this encoding, one gains a much
simpler local description in terms of an effective Hamiltonian
[47] based on Hamiltonian gadget ideas [48, 49]. At least,
it is simple enough to afford a direct realization in quantum
devices.
We will illustrate the principles of the approach on the ex-
ample of the double semion string-net [7]. As mentioned
above, this system comes next in complexity to the toric code
but is already rich enough to define a quantum error correct-
ing code [19]. Within the traditional Hamiltonian approach,
the description of the double semion model already requires
the full complexity of 12-spin correlations [50] and may well
be unrealistic. However, we here exploit that in tensor net-
work virtual space the problem is reduced down to a more
manageable six-spin ring exchange, similar to that defining
the physical qubits of a toric code on a hexagonal lattice [12].
To implement the passage to tensor network space, various
standard elements of tensor network constructions, including
Bell state projections, one-dimensional (1D) matrix product
operators (MPOs), or repetition code qubits, need to be imple-
mented on the device level. A principal message of this work
is that networks of tunnel-coupled low capacitance quantum
dots harboring Majorana bound states — Majorana Cooper
boxes (MCBs) in the jargon of the field [36–40] — are opti-
mally suited to this task.
While this may be true also for more general tensor net-
works, it certainly is the case for the projected entangled pair
states (PEPS) required in our present application. For a pre-
liminary impression of the hardware setup required to realize
a double semion string-net, see Fig. 17 below, where the boxes
represent MCBs, red and blue lines are tunneling bridges
(short quantum wires), and the triangles are mere guides to the
eye. (Not shown in the figure are side gates next to the tun-
neling links required to run a one-time calibration procedure,
likewise required in the realization of, e.g., a Majorana surface
code [13–16, 51, 52].) We emphasize that the structure does
not include elements truly adverse to present-date experimen-
tal realization. Specifically, their operation does not require
magnetic field interferometry or time varying external voltage
sources. The structures rather are static in that the ground state
of the tunnel- and capacitively coupled network is the double
semion state. AC operations may be required to create any-
onic excitations in the system or for the measurement of local
state characteristics. However, these are operations beyond
the scope of the current text.
In essence, we propose the double semion system as a case
study for a conceptually novel avenue to the realization and
quantum simulation of topological quantum matter. The ap-
proach involves bridging between Hamiltonian and tensor net-
work descriptions of topological matter in a fresh mindset,
and from there on to hardware implementations. Here tensor
networks are thus not considered as a numerical framework
to study interacting quantum matter [20–22], for which ten-
sor network states and, in particular, PEPS [53, 54] are well
known and for which they have originally been suggested
[55]. They are also not used in an a-posteriori approach of
capturing complex phases of matter in a mathematically pre-
cise and conceptually clear fashion [44–46, 56–59]. Instead,
they here serve as immediate candidates for a solid-state de-
vice realization. The double semion system is ideally suited to
illustrate the principle because in spite of its relative simplic-
ity, a ’direct’ realization in quantum matter and/or hardware
constructions seems illusive in view of the required 12-spin
correlations [50]. The essential insight which brings the sys-
tem into reach is that its encoding in the virtual space of a
tensor network dramatically reduces the complexity required
from the hardware. While the generalization to branching
string configurations on a lattice is straightforward, the re-
alization of a tensor structure reliably describing a universal
phase (such as the double Fibonacci phase) remains a nontriv-
ial task. However, we hope that the concepts and device build-
3ing blocks introduced below will be instrumental to progress
in this direction as well.
The remainder of this work is structured as follows. In
Sec. II, we discuss the low-energy theory for arbitrary MCB
networks. In particular, we introduce novel design principles
based on destructive interference mechanisms, see Sec. II D,
which are key to the constructions put forward below. In
Sec. III, we show that high-order qubit interactions can be
engineered in simple MCB networks based on these design
principles. In particular, for 1D structures of coupled MCBs,
we establish a link to MPOs and other key elements of tensor
network states. Next, after a general discussion of string-nets
(in particular, of the double semion system) and their repre-
sentation in terms of tensor networks in Secs. IV A and IV B,
we present the MCB network realization for the ground state
of the double semion model in Sec. IV C. This work con-
cludes with an outlook in Sec. V. Technical details related to
Sec. IV C can be found in the Appendix.
II. MAJORANA COOPER BOX NETWORKS
In this section we discuss how networks of tunnel coupled
MCBs give rise to an effective theory containing engineered
many-body interactions. We begin with a review of the small-
est unit, the MCB [36–40], and then apply perturbation the-
ory to demonstrate how several MCBs connected by tunnel
bridges define an effective low energy effective theory. We
conclude the section with a discussion of design principles
controlling and constraining the correlations present in this
network.
A. Majorana Cooper Box
A single MCB can be conceptualized as a system of meso-
scopic size, i labelling spatial sites, harboring an even num-
ber 2n of spatially localized Majorana bound states (MBSs).
The latter correspond to Majorana operators γi,a = γ
†
i,a with
a = 1, . . . , 2n and the anticommutator algebra
{γi,a, γj,b} = 2δi,jδa,b . (1)
For recent reviews of MBS physics, see Refs. [24–29]. The
upper panel in Fig. 1 shows examples with n = 2 and
n = 3, called tetron and hexon [40], respectively. The 2n-
dimensional Hilbert space representing each box is split into
two 2n−1-dimensional subspaces identified by the eigenvalues
of the fermion number parity operator,
P = inγ1 . . . γ2n = ±1 . (2)
The even- and odd-parity sectors are separated by a large en-
ergy gap due to the charging energy EC of the box (see be-
low). Without loss of generality, we assume that the sector
P = −1 (P = +1) is energetically favored for every tetron
(hexon). The condition (2) implies strong entanglement be-
tween the elementary MBSs in each parity sector and will be
γ1,a γ2,b
λ1,2,a,b
1
2
FIG. 1. Upper panel: Part of a network containing one tetron (MCB
1) and one hexon (MCB 2). In the ground state, each MCB abides
in a definite eigenstate of the parity operator (2). Individual MBSs
of different MCBs are coupled via complex tunneling amplitudes in-
dicated in blue. Bottom panel: A somewhat less schematic repre-
sentation of the same architecture, emphasizing that each MCB is a
mesoscopic island comprising n parallel quantum wires proximitized
by the same superconductor (shaded vertical structure). Tunneling
links between neighboring MCBs are tunable via local gate voltage
changes.
of crucial importance to the definition of higher levels of en-
tanglement between the base units. Next, Majorana operators
γi,a and γj,b belonging to neighboring MCBs i, j may be cou-
pled by tunneling links characterized by tunneling amplitudes
λij,ab. Before discussing how the units introduced above can
be combined to functional networks [12, 13, 15, 52, 60–63],
let us briefly review how they could be realized in practice.
Referring for a detailed discussion to Refs. [14, 39, 40], we
note that a 2n MCB is a collection of n parallel (semicon-
ductor or topological insulator) quantum wires, all connected
to a conventional mesoscopic superconductor. The quantum
wires are characterized by strong intrinsic spin-orbit coupling
(e.g., InAs or InSb nanowires [29]) and can be fabricated with
their own superconducting shell (e.g., an epitaxial Al surface
layer [31]). All wires are isolated against ground but electri-
cally connected by the superconductor island to form a float-
ing (not grounded) MCB. A schematic of the setup is shown
in the bottom panel of Fig. 1, where the vertical dark shaded
bars indicate the superconductor connected to the horizontal
wires. The competition of superconductivity, magnetic field,
and spin-orbit coupling in the wires drives the system into a
topological state whose prime signature is the formation of
MBSs at the wire ends [24–29], see for instance Refs. [30–35]
for recent experimental reports of MBS signatures in related
setups. Since the wires are parallel, a uniform magnetic field
along the wire direction will induce the topological transition
4simultaneously in all wires.
In practice, these MBSs are quantum states of finite ex-
tension, and wave function overlap between them should be
avoided in order to realize true zero-energy states. How-
ever, experiment indicates that for device proportions in the
O(1µm) range, this hybridization can be made negligibly
small [29, 31]. When isolated against ground, systems of this
size have small electrostatic capacitance, C, and as a conse-
quence a large electrostatic charging energy, EC(N − ng)2,
where EC := e2/2C ≈ 1 meV [31], N is the particle number
on the MCB and ng an effective background parameter tun-
able via side-gate electrodes. Importantly, charging effects are
sensitive to the number of fermions occupying the Majorana
sector of the MCB, nγ =
∑n
α=1 nα with nα := c
†
αcα and
conventional fermion operators cα = (γ2α−1 + iγ2α)/2 [64].
In the generic Coulomb valley case, ng is tuned to a value such
that the closest integer, N , is electrostatically favored. In fact,
the MCB networks described below are operated at integer
values of ng for all MCBs, where the low-energy theory en-
joys particle-hole (anti-)symmetry. In any case, the resulting
effective constraint to remain at a specific value ofN fixes the
parity of nγ and thus yields Eq. (2) [36, 38, 65]. (Only the par-
ity is fixed because a number of, say, nγ = 3 can be converted
to nγ = 1 by creating a Cooper pair in the superconductor at
no energy cost.) Finally, we also assume that the proximity-
induced superconducting gap in the wires is sufficiently large
to justify the neglect of above-gap quasiparticles.
MCB structures similar to the ones sketched above in de-
sign and proportions are currently becoming experimental re-
ality. The formation of MBSs, controllable hybridization be-
tween MBSs as well as electrostatic charging effects have
been evidenced in a number of reports [30–35]. While we
have not yet witnessed controlled Majorana qubit or MBS
braiding experiments, these are the next conceptual steps on
the agenda. Once these steps have been achieved, and sources
of decoherence are under effective control, the construction of
networks will come into focus.
B. Tunneling Hamiltonian
Individual MCBs can be connected by placing tunneling
bridges between MBSs on different islands, as indicated in
blue in Fig. 1. These phase-coherent connectors (e.g., normal-
conducting short nanowires) define the effective couplings
λij,ab. Their bare values respond sensitively to variations
in the fabrication process and may largely be out of con-
trol. However, their values can subsequently be tuned via
voltage changes on local side gates, as indicated in the bot-
tom panel of Fig. 1. This freedom may be applied to ad-
just individual tunneling amplitudes to premeditated values
in a one-time interferometric calibration procedure prior to
the operation of the system, see Secs. II E and IV C below
and Refs. [14, 39, 40, 64]. While current fabrication technol-
ogy does not exclude crossing links in a quasi-2D architec-
ture [29], they are difficult to implement in practice. The net-
works described below are constructed such that the number
of crossings is kept at a minimum.
Our approach will be based on perturbation theory in the
parameters |λij,ab|/EC  1. Physically, this means that state
changes of the system are induced by virtual excitations out of
the definite parity ground state sector. The formulation of this
expansion is facilitated by turning to a charge fractionalized
picture wherein all Majorana fermions are considered electri-
cally neutral and the charge balance is described by a number-
phase conjugate pair [ϕˆi, Nˆj ] = iδi,j [37, 38, 64]. Tech-
nically, the passage to this formulation amounts to a gauge
transformation, ci,α 7→ ci,αeiϕˆi , applied to the fermion opera-
tors of the respective MCB. When represented in this way, the
Hamiltonian of the system assumes the form Hˆ = Hˆ0 + Hˆt,
where Hˆ0 = EC
∑
i(Nˆi−ng,i)2 includes the charging Hamil-
tonians of all MCBs and Hˆt contains the tunnel couplings con-
necting different MCBs,
Hˆt =
∑
i,j,a,b
λij,abγi,aγj,be
i(ϕˆi−ϕˆj) + h.c. . (3)
These operators describe the inter-MCB correlation of
Majorana bilinears γi,aγj,b via the tunneling amplitudes
λij,ab, where ei(ϕˆi−ϕˆj) accounts for the fact that charge is
raised/lowered by one unit on MCB i/j. Note that the ac-
tion of Hˆt on the Hˆ0 charge ground state generates an excited
state. The task of the perturbative program outlined above is
the identification of relevant virtual ring-exchange processes
wherein multiple tunneling leads back to the ground state.
C. MCB Pauli operators
For our purposes below, it will be convenient to represent
bilinears of Majorana operators acting within a sector of def-
inite parity through qubit Pauli operators, that is, xˆ, yˆ, zˆ. For
example, the ground-state space of a tetron, i.e., the space of
two conventional fermions with even parity (nγ = 0, 2), is
equivalent to the Hilbert space of a single qubit [36]. Indeed,
the representation
γ1γ2 = −ixˆ , γ2γ3 = −iyˆ , γ1γ3 = −izˆ , (4)
faithfully represents the operator algebra of Majorana bilin-
ears. Combinations involving γ4 are fixed by the parity con-
straint in Eq. (2), γ1γ2γ3γ4 = 1, as indicated in Fig. 2(a).
Since the definite assignment of an Pauli operator equivalence
makes reference to a specific ordering of Majorana operators,
we occasionally indicate the position of γ1 by an open circle
in our figurative representations.
For hexons, the ground state space is four-fold degener-
ate and can be interpreted as the Hilbert space of two qubits
[40]. We partition the six MBSs into two groups of three,
with the understanding that Majorana bilinears formed from
only one group correspond to single-qubit Pauli operators, see
Fig. 2(b). In contrast, bilinears involving MBSs from differ-
ent groups yield two-qubit operators. For instance, γ1γ4 =
−izˆ⊗zˆ follows by using the single-qubit operators in Fig. 2(b)
together with the parity constraint in Eq. (2), which for hexons
is equivalent to γ1γ4 = iγ2γ3γ5γ6. Several other two-qubit
operators are specified in Fig. 2(c).
5−izˆ −izˆ
γ1
γ3
−ixˆ
ixˆ
iyˆ −iyˆ
γ2
γ4
γ1
γ2
γ3
γ4
γ5
γ6−izˆ ⊗ zˆ
−izˆ ⊗ xˆ
−izˆ ⊗ yˆ
γ1
γ2
γ3
γ4
γ5
γ6
ixˆ⊗ I izˆ ⊗ I
−iyˆ ⊗ I
iI⊗ xˆ iI⊗ zˆ
−iI⊗ yˆ
(a)
(b) (c)
FIG. 2. Pauli operator representation of Majorana bilinears on tetrons
and hexons. Arrows between vertices (i.e., MBSs) identify Majorana
bilinears and their associated single- or two-qubit operators. The
marking of γ1 (open circle) indicates our Majorana ordering choice.
(a) Single-qubit operators for a tetron. (b) Single-qubit operators for
a hexon. (c) Several two-qubit operators for a hexon.
D. Effective low-energy theory
For a general MCB network Hamiltonian,
Hˆ = Hˆ0 + Hˆt, (5)
each tunneling process involves decharging (charging) the
emitting (receiving) MCB by an elementary charge. Since the
charging energy EC is assumed large compared to the tunnel-
ing amplitudes, and open tunneling paths inevitably leave the
system in an excited state, only closed paths are physically
relevant to the low-energy physics. In the following we show
how a self-energy expansion as performed in Ref. [66] (cf.
[15, 67]) can be applied to represent the relevant tunneling
processes as products of Pauli operators acting on the low-
energy Hilbert space of the system. The starting point of the
analysis is the series expansion
Hˆeff =
∞∑
k=1
Hˆ(k) , Hˆ(k) = Pˆ0
(
Hˆt
1
−Hˆ0
)k−1
HˆtPˆ0 , (6)
where Pˆ0 is the ground-state projector of Hˆ0.
Let us first discuss the structure of Eq. (6) on the example of
two connected tetrons as in Fig. 3. With the notation in Fig. 3,
the tunneling Hamiltonian is given by Hˆt = T1+T2+T
†
1 +T
†
2
with the hopping operators
T1 = λγ2,Aγ1,Be
i(ϕˆA−ϕˆB) , T2 = κγ4,Aγ3,Bei(ϕˆA−ϕˆB) .
(7)
γ1
γ3
γ2
γ4
γ1
γ3
γ2
γ4
λ
κ
A B
T1
T2
T †1
T †2
γ2
γ4
γ1
γ3
γ1
γ3
A
γ2
γ4
B
T1
T2
T †1
T †2
FIG. 3. Example of a minimal MCB network, see Eq. (7).
It is useful to represent individual Ti operators as directed ar-
rows from γi,a to γj,b (for different MCBs a 6= b), where
Hermitian conjugates T † correspond to reversed arrows, see
Fig. 3. Charge neutrality now requires that each MCB carries
an equal number of incoming and outgoing arrows. In this
way, terms contributing to Eq. (6) are oriented closed paths
and the effective Hamiltonian is given by a sum over all closed
path contributions. We first consider only paths without self-
intersections, i.e., oriented loops of length k, where the ori-
entation sense, d = ±, is determined by the arrow direction
and briefly remark on self-intersecting closed paths at the end
of this section. Since Hˆt is Hermitian, every oriented loop
comes along with its Hermitian conjugate counterpart, i.e., a
loop with opposite orientation. Moreover, loop contributions
to Hˆ(k) are distinguished by the ordering sequence, s, of in-
dividual Ti operators which in general neither commute with
each other nor with 1/Hˆ0.
For our two-tetron example in order k = 2, we obtain
Hˆ(2) = Oˆ
(2)
1,2,+ + Oˆ
(2)
2,1,+ + Oˆ
(2)
1,2,− + Oˆ
(2)
2,1,− , (8)
Oˆ
(2)
i,j,+ = Pˆ0Ti
1
−Hˆ0
T †j Pˆ0 ,
where the index specifies (s, d) and reversing the loop orien-
tation equals Hermitian conjugation. We note that in Eq. (8)
‘diagonal’ contributions, Oˆ(2)j,j,±, have been dropped since they
only cause an irrelevant overall energy shift. We now perform
the projection to the charge ground state sector in Eq. (8),
where the first term takes the form
Oˆ
(2)
1,2,+ = −
λκ∗
2EC
γ2,Aγ1,Bγ3,Bγ4,A =
λκ∗
2EC
zˆAzˆB . (9)
Here we have assumed that both MCBs are operated at the
electron-hole symmetric point (integer ng,A/B). In that case,
the intermediate virtual state involves a single-electron charg-
ing (decharging) of box A (B) with excitation energy 2EC .
For the qubit operator representation, i.e., the second equality
in Eq. (9), we have used the Pauli operators (4) for each tetron.
We are now ready to specify the general operator structure
for an ordered oriented loop of length k,
Oˆ
(k)
s,d = i
kA(k, s, d)Qˆ(k) , Qˆ(k) = qˆ1qˆ2 · · · qˆk , (10)
where Qˆ(k) is composed of Pauli operators qˆi acting on MCB
i. Note that Qˆ(k) neither depends on the orientation d nor on
6the sequence s. The prefactor A(k, s, d) collects all tunnel-
ing amplitudes and the (inverse) excitation energies of virtual
intermediate states, with A(k, s, d) ∼ 1/Ek−1C . Finally, by
summing over all possible sequences of Ti operators, we ob-
tain the operator for unordered oriented loops,
Oˆ
(k)
d =
∑
s
Oˆ
(k)
s,d . (11)
E. Destructive interference mechanisms and Hamiltonian
design
Since the prefactor A(k, s, d) in Eq. (10) decays exponen-
tially with the loop length k, dominant contributions to Hˆeff
originate from short loops involving just a few qubit opera-
tors. This fact poses a serious problem for engineering com-
plex quantum systems. In particular, fixed-point Hamiltonians
exhibiting topological order, e.g., string-net models, generi-
cally rely on the presence of high-order many-qubit interac-
tions [2, 7, 68], see Sec. IV A. A key point of our work is
to design MCB network structures where unwanted low-order
contributions due to short loops are automatically eliminated
by destructive interference. Based on these design ideas, one
can largely tune the effective Hamiltonians in a desired fash-
ion. We expect this to be of general interest for quantum sim-
ulations, beyond the specific application of generating topo-
logical models. We next present two different mechanisms
effecting such type of loop cancelation.
Loop cancellation by symmetry — Unordered oriented
loops will automatically vanish if, for each sequence s of tun-
neling operators, there exists a permuted sequence Π[s] with
opposite prefactor,
A(k,Π[s], d) = −A(k, s, d). (12)
Indeed, in such cases, Eq. (11) readily gives
Oˆ
(k)
d =
∑
s
Oˆ
(k)
s,d =
∑
s
Oˆ
(k)
Π[s],d = −
∑
s
Oˆ
(k)
s,d = 0. (13)
The next, and more difficult, step is to identify MCB network
structures where such loop-canceling permutations exist. To
that end, we first observe that for structures containing a pair
of anticommuting tunneling operators, {Ti, Tj} = 0, the pref-
actor A(k, s, d) will change sign when interchanging Ti and
Tj in the sequence s. Anticommuting Ti and Tj operators
share a common Majorana operator and thus represent over-
lapping hopping terms. Two examples for MCB structures
with overlapping Ti operators are depicted in Fig. 4.
However, an odd number of overlapping Ti operator pairs
— and thus a sign change in A(k, s, d) for the permuted se-
quence — is only a necessary (but not sufficient) condition for
loop cancellation. In order to fulfill Eq. (12), we also have to
guarantee that the product of intermediate excitation energies
is identical. The latter are determined by the charging contri-
bution Hˆ0 and therefore only depend on the charge transferred
between MCBs, irrespective of precisely which MBSs are in-
volved in the tunneling path or whether we have tetrons or
T1
T2 T3
T4
T1
T2
(a)
(c)
(b)
(d)
A
B
C
D
FIG. 4. Two examples for loop cancellation by symmetries and an-
ticommuting Ti terms. (a) MCB network with overlapping hopping
terms T2 and T3, and (b) the corresponding reduced graph (see main
text for its definition and the coloring of vertices). The reflection
symmetry defining the loop-canceling permutation Π[s] is also in-
dicated. (c) Another example for a network with anticommuting Ti
operators and (d) the associated reduced graph.
hexons. Loop structures with an invariant energy product can
then be identified from a simpler reduced graph obtained by
collapsing each MCB to a single vertex, see Fig. 4(b,d) for
examples. For convenience, vertices with overlapping Ti op-
erators are now marked by a different color (black in Fig. 4). If
the reduced graph has a reflection symmetry, mapping edges
to edges and vertices to vertices of the same color, every se-
quence s is uniquely mapped onto a mirror sequence with the
same energy product. We note that this invariance condition
does not require equal values of the charging energies on the
individual islands. In fact, the charging energies do not even
appear in our definition of a reduced graph. If the reflection
symmetry also interchanges an odd number of overlapping Ti
pairs, this map defines a loop-canceling permutation Π[s].
Let us illustrate this mechanism for the MCB network in
Fig. 4(a), which has a reflection symmetry of its reduced graph
[see Fig. 4(b)] along the vertical axis. This symmetry corre-
sponds to the permutation T1 ↔ T4 and T2 ↔ T3 of tunneling
terms, with the anticommutator {T2, T3} = 0. Without loss
of generality, we set all coupling amplitudes to λ = 1 and
evaluate the k = 4 loop contributions for a specific sequence
s and the associated permuted sequence Π[s],
Oˆ
(4)
s,+ = Pˆ0T1
1
−Hˆ0
T3
1
−Hˆ0
T2
1
−Hˆ0
T4Pˆ0
=
i
16E3C
xˆAxˆBIC(zˆ ⊗ zˆ)D , (14)
Oˆ
(4)
Π[s],+ = Pˆ0T4
1
−Hˆ0
T2
1
−Hˆ0
T3
1
−Hˆ0
T1Pˆ0
= − i
16E3C
xˆAxˆBIC(zˆ ⊗ zˆ)D .
Clearly, both contributions cancel each other. Such cancel-
7lation due to overlapping Ti operators in combination with
geometric symmetries already applies at the level of oriented
loops. The vanishing of an oriented loop then implies, by Her-
mitian conjugation, the vanishing of its reversed partner.
Loop cancellation by phase tuning — Alternatively, the
cancellation of loops can be achieved via the engineered tun-
ing of complex tunneling couplings, notably their phases. In
this way, oriented loops can be converted into anti-Hermitian
operators, sign opposite to their reversed partners. The sum-
mation over both orientations in Eq. (11) then implies the ex-
act cancellation of the corresponding unordered unoriented
loop according to
Oˆ(k) =
∑
d=±
Oˆ
(k)
d = Oˆ
(k)
+ + Oˆ
(k)†
+ = 0 . (15)
How the tunneling amplitudes in a given MCB network have
to be chosen for this to happen depends on the loop length k.
Excluding loop structures containing anticommuting Ti terms,
we find that for odd (even) k, the product of all tunneling am-
plitudes along the loop path has to be purely real (imaginary).
In fact, one only needs to tune an overall loop phase defined
below.
Let us briefly reconsider the two-tetron example in Fig. 3
to illustrate this mechanism. An unordered oriented loop with
k = 2, winding once around the structure, is described by
Oˆ
(2)
+ =
λκ∗
EC
zˆAzˆB , (16)
cf. Eq. (9). The unoriented loop contribution Oˆ(2) thus ex-
actly vanishes for Re(λκ∗) = 0. Writing λ = |λ|eiφλ and
κ = |κ|eiφκ , this condition is equivalently formulated as a
condition on the loop phase, φloop := φλ−φκ = ±pi/2. This
type of phase tuning offers a powerful tool for suppressing
few-qubit interactions.
We now return to the general case of a length-k loop with-
out anticommuting Ti terms. With the tunneling amplitudes
|λ1|eiφ1 , . . . , |λk|eiφk along the loop path, the loop phase is
φloop = φ1 + · · ·+ φk. We then observe that for
φloop =
{
±pi/2 , k even ,
0, pi , k odd ,
(17)
the unoriented loop vanishes, giving rise to Oˆ(k) = 0. In prac-
tice, the loop phase may be calibrated in an initial step by ad-
justing the voltage on just one local gate near a tunneling link
within the loop. By means of interferometric (e.g., conduc-
tance or capacitance spectroscopy) measurements [39, 40],
the value of φloop can be determined experimentally. The lo-
cal gate voltage is then subsequently readjusted until the de-
sired value of φloop in Eq. (17) has been realized. We expect
this calibration technique to be important when building com-
plex structures from elementary building blocks.
In practice, the above calibration procedure will adjust the
loop phases only up to a certain accuracy level, and the sup-
pression of short-loop contributions will not be perfect. One
may account for this fact by regarding the corresponding qubit
φ = pi
2
FIG. 5. An example for cancellation of composed loop paths.
operators, Vˆi, as small perturbations to the unperturbed effec-
tive Hamiltonian, Hˆeff , of a topologically ordered phase and
consider the generalized Hˆ ′eff = Hˆeff +
∑
i Vˆi. If all ‖Vˆi‖ are
sufficiently small, the perturbed Hamiltonian H ′eff will satisfy
the conditions of Ref. [69] where the stability of topological
order under small local perturbations has been demonstrated.
This implies that a finite window for tolerable loop phase cal-
ibration errors must exist. Within this window, our construc-
tion inherits the robustness of topological order as established
in Ref. [69]. In Sec. IV C, we return to this point for the spe-
cific case of the double semion model.
Composite loop patterns — Finally, we investigate how the
design mechanisms can be transferred to general closed paths.
It is straightforward to show that the contribution associated
to a disjoint union of loops factorizes into the product of the
single loop operators up to a real positive proportionality con-
stant (a combinatorial prefactor) and thus such contributions
vanish if any of their loops vanish. Loop-cancelling permu-
tations Π can also be applied to graphs with self-intersections
which implies that our symmetry cancellation arguments ex-
tend to this case. This follows from inspection of the sym-
metries of the reduced graph, and the sign structure of the
permutations acting on it.
Alternatively, one may eliminate self-intersecting paths
by phase tuning. To this end, consider a general ori-
ented closed path with intersections partitioned into non-
intersecting closed sub-paths. It is then specified by a col-
lection {(si, di)} of n sub-paths, si, along with their orien-
tations, di. Due to charge neutrality, this is equivalent to an
assembly of n closed oriented non-intersecting loops. Only
orientation patterns for which the number of paths beginning
and ending at all vertices are identical satisfy charge neutral-
ity and need to be taken into account. If all those patterns
are such that they contain at least one oriented loop with a
loop canceling phase, see Eq. (17), the parent path will be
subject to cancellation as well. For example, consider the
(unoriented) loops shown in Fig. 5, where the left length-2
loop, Lˆ = Lˆ+ + Lˆ− = 0, vanishes due to phase cancellation
while the right length-2 loop, Rˆ = Rˆ+ + Rˆ−, has an arbitrary
loop phase and does not vanish by itself. The closed length-
4 path Oˆ(4) obtained by concatenation of Lˆ and Rˆ can then
be decomposed into two oriented segments, namely the left
and the right loop with clockwise or anticlockwise orienta-
tions. It thus fulfills the aforementioned criterion and Oˆ(4) =
O
(4)
++ +O
(4)
+− +O
(4)
−+ +O
(4)
−− ∝ (Lˆ+ + Lˆ−)(Rˆ+ + Rˆ−) = 0
implies that the length-4 path is subject to phase cancellation.
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FIG. 6. (a) MCB ring of tetrons (the chain has periodic boundary
conditions), and (b) the leading order of the corresponding effective
qubit Hamiltonian (18), a product operator, represented as tensor net-
work.
III. ENGINEERING MULTI-QUBIT OPERATORS
We next outline how the design principles of Sec. II E may
be applied to engineer complex quantum systems with high-
order qubit interactions in MCB networks. In order to de-
sign 2D topological models, we have to formulate new design
principles to make sure that we arrive at models that are in
the anticipated phase. We do so by building upon the frame-
work of Hamiltonian gadgets [47–49, 70]. Gadgets are tools
for generating Hamiltonian terms with high locality (high op-
erator order in the language of many body physics) in pertur-
bation theory. Introduced in Ref. [48] as a method to generate
three-body terms, the idea has been generalized in Ref. [49]
to arbitrary orders. In our work, a variant of Hamiltonian gad-
gets tailored to the generation of PEPS from basic building
blocks [47, 70] will be applied. This design element will be
key to the direct realization of topological fixed point models
in mesoscopic Majorana platforms.
We start our construction from the Hamiltonians of M cou-
pled qubits (see Fig. 6) connected to effectively implement
matrix product operators (MPOs) [71–75]. In Sec. IV, these
1D units will be building blocks for the implementation of 2D
tensor networks [20–23] supporting topological order. This
bottom up construction will make heavy use of the gadget
principle which serves to generate effective interactions be-
yond the nearest neighbor level (sixth order correlations in our
case) while terms of lower order are excluded to a high level
of accuracy.
A. Product operators
Consider a ring of M coupled MCBs, where tunneling
bridges only connect neighboring MCBs. We assume that
each MCB contains one MBS at which all tunneling bridges
incoming from the left neighbor terminate, as illustrated in
Fig. 6(a) for a tetron ring. In such structures, loop paths not
fully winding around the ring necessarily include one sub-
loop of length 2. However, these loops vanish by symmetry,
as illustrated in Fig. 4(c,d). Thus, composite loops containing
one or several length-2 sub-loops vanish as well and we only
(a)
(b)
αi
βi
δi
i
ηi
FIG. 7. (a) MCB ring of hexons, and (b) the leading order of its
effective qubit Hamiltonian, a product operator composed from two-
qubit operators, depicted as tensor network.
need to consider loop paths with (one or several) full windings
around the ring.
We here focus on loops with a single winding as they con-
tribute dominantly to the perturbation expansion (6). Noting
that hopping processes between adjacent MCBs correspond to
a sum of Pauli operators weighted by the respective tunneling
amplitudes, qˆi, we obtain the oriented loop operator
Oˆ
(M)
+ =
−iM
(2EC)M−1
qˆ1qˆ2 · · · qˆM , (18)
qˆi = δixˆi + βiyˆi + αizˆi . (19)
The complex constants αi, βi, δi describe the three tunneling
amplitudes connecting the MCB labeled by i to its left neigh-
bor, see Fig. 6(a). We next observe that for loops with even
(odd) length M and purely real (imaginary) tunneling ampli-
tudes, Oˆ(M)+ is Hermitian. In that case, the low-energy Hamil-
tonian, Hˆeff = 2Oˆ
(M)
+ , implements a Hermitian product oper-
ator of qubits, where the associated tensor network is shown in
Fig. 6(b). We also note that by detuning the tunneling phases
away from the fine-tuned points above, one may generate op-
erators with stronger entanglement, corresponding to the sum
of two product operators.
The above product operator design can also be implemented
for hexons or mixed tetron-hexon structures. For hexons,
Eq. (18) is still an appropriate description. However, the indi-
vidual qˆi operators are now replaced by two-qubit operators.
For instance, for the example in Fig. 7(a), we have
qˆi = −αi(xˆ⊗ I)i + βi(yˆ ⊗ I)i
+ δi(zˆ ⊗ xˆ)i + i(zˆ ⊗ yˆ)i + ηi(zˆ ⊗ zˆ)i , (20)
where the constants αi, βi, δi, i, ηi refer to the five tunnel-
ing amplitudes connecting the MCB labeled by i to its left
neighbor, see Fig. 7(a). The corresponding tensor network is
shown in Fig. 7(b). Since the total operator is just a single
product over operators, qˆi specific to each i (rather than a sum
over products), the network does not carry a ’virtual’ internal
index, as indicated by the absence of horizontal links. The
two-qubit nature of the compound operators qˆi is indicated by
the presence of two vertical index lines at each block. More
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FIG. 8. Matrix product operators. (a) Tetron ring of length M = 3.
(b) Tensor network representation for case (a) as a qubit MPO. The
bond dimension of this MPO is D = 2.
complex structures can be designed by increasing the number
of tunneling bridges connecting neighboring MCBs. This idea
naturally leads us to MPOs.
B. Matrix product operators
We now consider rings where neighboring MCBs are cou-
pled by tunneling bridges connecting at least two MBSs for
each MCB. First consider a tetron ring as in Fig. 8(a). Denot-
ing the tunneling amplitudes of the upper (lower) link by
αi = |αi|eiφαi
(
βi = |βi|eiφβi
)
, (21)
we focus on the option to tune the loop phases,
φ
(i)
loop = φαi − φβi . (22)
Destructive interference occurs for
φ
(i)
loop = ±pi/2 , (23)
see Eq. (17). If all φ(i)loop are tuned to this value, the leading-
order contributions to the series expansion (6) are again loops
winding around the ring once. In this case, the effective
low energy Hamiltonian representing the structure is given by
Hˆeff = Oˆ
(M)
+ + h.c., where the oriented loop operators afford
the MPO representation
Oˆ
(M)
+ =
−iM
(2EC)M−1
∑
i1=0,1
· · ·
∑
iM=0,1
Aˆ1i1i2Aˆ
2
i2i3 · · · AˆMiM i1
=
−iM
(2EC)M−1
Tr
(
Aˆ1Aˆ2 · · · AˆM
)
, (24)
and the Aˆi are Pauli operators acting on MCB i weighted by
tunneling amplitudes,
Aˆi00 = −αixˆ , Aˆi01 = βiyˆ , (25)
Aˆi10 = αiyˆ , Aˆ
i
11 = βixˆ . (26)
The equivalent qubit tensor network representation is depicted
in Fig. 8(b) where vertical lines indicate the indices ik = 0, 1
and we used Penrose notation, meaning that index lines with-
out open ends are summed over. Since the index ik can as-
sume two different values, the bond is said to have bond di-
mension D = 2.
(a)
(b)
. . .
a
b
cM Xˆ
−cM Xˆ
cM YˆcM Yˆ
FIG. 9. Logical qubit in a repetition code. (a) Chain of M tetrons
with open boundary conditions. Neighboring tetrons are coupled by
tunneling amplitudes a and b. (b) Logical Pauli operators Xˆ and Yˆ
emerge by pumping an electron through the entire chain, see Eq. (30).
The structure of Eq. (26) does not suffice to realize arbi-
trary D = 2 MPOs. Specifically each of the summands in
Eq. (24) is constrained to contain an even number of Pauli-yˆ
operators. The latter limitations can be addressed by crossing
wires. In general one may consider more complex wirings of
neighboring tetrons but apart from changes of the local Pauli
bases this does not generate additional operator contents. In
particular, it is unclear at this stage how MPOs with bond di-
mension D > 2 could be realized without generating 2-body
interactions from additional length-2 loops. Future research
should address how such limitations can be overcome.
C. Repetition code
We next turn to another useful building block. Consider an
open chain of M tetrons, where neighboring tetrons are cou-
pled by two tunneling bridges with amplitudes a and b (as-
sumed identical for all MCB-MCB contacts), see Fig. 9(a).
To leading order, Hˆeff is determined by summing over all
length-2 loops, Hˆeff ' Hˆ(2). The result describes an Ising
spin chain,
Hˆeff = J
M−1∑
i=1
zˆizˆi+1 , J =
Re(ab∗)
2EC
. (27)
Tuning all elementary loop phases, φloop = φa − φb, such
that pi/2 < φloop < 3pi/2, we have ferromagnetic couplings.
The ground state space of the M -qubit chain is then two-fold
degenerate and we can encode a logical qubit in this repeti-
tion code [6]. Interestingly, this logical qubit may be operated
just like a single tetron-based qubit but with enhanced error
resilience.
To that end, we consider processes where a single elec-
tron is pumped through the entire MCB chain. (The practi-
cal realization of such a process has been discussed, e.g., in
Ref. [13].) We assume that the electron enters the left end
of the chain by tunneling in via the MBS located at the top
(j = 0) or bottom (j = 1) left corner of the leftmost MCB.
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FIG. 10. Bell pairs. (a) Coupled tetron device. The ground state
of the associated effective Hamiltonian (32) is a Bell state for real
positive a = b = c. (b) Tensor network representation of |Bell〉 =
|0, 0〉 + |1, 1〉. (c) Tensor network representation of the Bell pair
projector PˆBell = |Bell〉〈Bell|.
After propagating to the other end, it tunnels out of the chain
via the MBS corresponding to the top (j′ = 0) or bottom
(j′ = 1) right corner of the rightmost MCB. The coherent
multi-step tunneling process effectively applies a ‘string oper-
ator’ Sˆjj′ to the M -qubit state, cf. Ref. [13], where Sˆjj′ is a
superposition of Pauli product operators. We now show that
the string operators Sˆjj′ , when projected to the ground state
space of Hˆeff , act like logical Xˆ and Yˆ operators, as indicated
in Fig. 9(b).
We first consider the case M = 2 with j = j′ = 0. The
corresponding string operator is given by
Sˆ00 =
−1
2EC
(axˆ1xˆ2 + byˆ1yˆ2) . (28)
Using yˆ = ixˆzˆ and zˆ1zˆ2 = I2 (which holds within the ground-
state sector), we obtain
Sˆ00 = −a− b
2EC
xˆ1xˆ2, (29)
which is proportional to the logical Pauli-Xˆ operator. Gener-
alizing this argument now to arbitrary M , logical Pauli op-
erators are defined as Xˆ = xˆ1xˆ2 · · · xˆM−1xˆM and Yˆ =
xˆ1 · · · xˆM−1yˆM . We then find
Sˆ00 = −Sˆ11 = −cM Xˆ , Sˆ01 = Sˆ10 = cM Yˆ . (30)
Apart from the prefactor, cM = (−i)M [(a− b)/(2EC)]M−1,
this result reproduces the mapping of Majorana bilinears to
Pauli operators for a single tetron, cf. Eq. (4).
D. Bell states
We finally show how Bell pair states can be prepared as
ground states of tetron structures with tunneling bridges as
indicated in Fig. 10(a). Bell states are pairs of maximally en-
tangled qubits, e.g., |Bell〉 = |0, 0〉 + |1, 1〉. They are key
ai
bi βi
αi
(a)
(b)
FIG. 11. (a) A hierarchical structure in which units of two tetrons
are first linked by tunneling amplitudes ai ' −bi to define repetition
qubits. These blocks are then coupled by amplitudes αi, βi to an
MPO depicted as tensor network in (b).
to tensor network constructs like matrix product states (MPS)
and their 2D generalizations, PEPS, see Fig. 10(b). With the
projector PˆBell = |Bell〉〈Bell|, see Fig. 10(c), the Hamiltonian
HˆBell = ε(1− PˆBell) , (31)
ε > 0, has |Bell〉 as its unique ground state. This Hamilto-
nian can be realized with two coupled tetrons where a possible
setup is shown in Fig. 10(a). We assume that gate calibration
has been applied to tune the tunneling amplitudes to real pos-
itive values a = b = c > 0. In this case, the low-energy
Hamiltonian obtained by summation over all length-2 loops
reads
Hˆeff =
a2
2EC
(−xˆ1xˆ2 − zˆ1zˆ2 + yˆ1yˆ2) . (32)
This Hamiltonian has |Bell〉 as ground state and, for suffi-
ciently strong coupling ε = a2/2EC , effectively projects onto
this state.
E. Synthesizing design structures
Since the above structures all make reference to sequential
ordering, chains of alternating coupling types may be used
to define structures containing several types of functionality.
As an example relevant to our construction below we mention
MPOs whose base units are repetition code qubits. These are
formed (see Fig. 11) by first linking blocks of two tetrons each
via tunneling amplitudes Re(aib∗i ) < 0. This ferromagnetic
coupling defines low energy repetition code qubits on the two
tetron compounds. These units may then be coupled by am-
plitudes αi, βi to form an MPO structure whose operator units
act in the Hilbert spaces of the repetition code qubits.
IV. SIMULATING TOPOLOGICAL TENSOR NETWORKS
The MCB networks discussed in Secs. II and III allow
one to realize topological phases with strong entanglement.
While previous work has shown that Kitaev’s toric code can
be simulated with such constructions [13–15, 51], it has so
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far remained open how to realize more complicated string-
net models. Using the PEPS tensor network representation
for the ground states of string-nets, we here discuss how the
simplest case beyond Kitaev’s toric code, the double semion
model [7, 41, 76], can be implemented in a 2D network of
MCBs. For pedagogical introductions to tensor networks and
PEPS we refer to one of several available reviews, see, e.g.,
Ref. [20]. While this will provide useful background knowl-
edge, familiarity with these concepts is not essential through-
out as all required material is introduced in a self contained
manner. We are confident that by using similar strategies, one
could also realize more complicated string-nets such as the Fi-
bonacci Levin-Wen model [7] where, in particular, branching
is allowed, and which leads to schemes of universal topologi-
cal quantum computing. Our approach relates MPOs to MCB
networks where destructive interference mechanisms are ex-
ploited to suppress short loop contributions. The latter, if
present, would drive the system into a topologically trivial
phase.
To set the stage, we review the basic properties of topologi-
cal tensor networks from a string-net perspective in Sec. IV A.
The Hamiltonian design builds upon seminal work on Hamil-
tonian gadgets [47] which proposed a perturbative approach
to topological tensor networks on the abstract level of qubits.
The PEPS tensor network used in such a construction will be
discussed in Sec. IV B. Finally, the MCB network implemen-
tation of the PEPS tensor network realizing the double semion
ground state will be presented in Sec. IV C.
A. PEPS representation of string-net ground states
String nets have been introduced in Ref. [7] as generaliza-
tions of Kitaev’s toric code and quantum doubles [5], see also
Refs. [2, 68, 77, 78]. While the physical idea behind string-
nets is relatively easy to communicate in textual or graphical
ways, quantitative formulations via formulae tend to be cum-
bersome. The same is true for the representation of string-net
ground states as tensor network states. We therefore begin our
discussion of the double semion ground states and its simula-
tion in an MCB network with a qualitative discussion of the
main principles along the lines of Refs. [41, 42]. The language
is geared to readers with a background in condensed matter
physics for which the tensor network approach to topological
phases may be less familiar. Throughout, we dispense with
technical rigor in exchange for brevity and transparency. For
the sake of clarity, parts of our discussion below are formu-
lated in a general language, before specializing to the double
semion case.
String net definition — The basis states of a string-net are
coverings of a lattice, often chosen as trivalent for conve-
nience, cf. Fig. 12. Complex string-nets allow for coverings
carrying N internal indices (‘colors’) i, and senses of direc-
tions, i vs. i∗. However, the simple representatives consid-
ered here are un-directed and colorless, implying that a cov-
ered link may be identified by the label ′1′, while an empty
or vacuum link is identified as ′0′. We also exclude branch-
ing configurations so that the states of the system assume a
FIG. 12. Black lines: configuration of a non-branching colorless
string-net on a trivalent lattice. Red lines: equivalent configuration
on the corresponding fat lattice.
form as indicated by the pattern of black lines in the figure.
For later reference, we denote the linear spaces spanned by N
color indices plus vacuum by V˜ ' CN+1.
The physically relevant wave functions, Ψ, defined over
these sets of basis states are required to satisfy certain equiva-
lence relations. Referring for a full list of five equivalences to
Ref. [7], we note that wave functions are to be invariant under
topology-preserving deformations (no crossing or tearing) of
lines in the net. The inclusion of a closed, simply contractible
loop is equivalent to the multiplication of the wave function
by a factor di, which for a general net depends on the color
i, of the included loop and defines the quantum dimension
of the included link species. However, the most important
rule describes what happens under local topology changing
re-connections of the net. For a general multi-color string-net
with orientation, it states that
Ψ
(
i
j
m
k
l
)
=
∑
n
F ijmlkn Ψ
 i
j
k
l
n
 , (33)
where the F -symbols are scalar coefficients defining the per-
missible equivalence reconnections of the net [7].
A non-trivial consistent solution {F ijmlkn , di} of all consis-
tency relations defines a topological phase. In the present,
colorless, non-oriented, non-branching case, there exist only
two solutions, the Kitaev toric code, d1 = 1, and the double-
semion phase, d1 = −1. Since the nets are non-branching,
the F -symbols are defined through just one non-trivial recon-
nection rule,
Ψ
(
i j
)
= F 110110 Ψ
( )
(34)
with F 110110 = ±1, respectively. All other F -symbols describ-
ing permissible non-branching re-connections (for example,
F 000111 ) assume the trivial value unity.
From a condensed matter perspective, it may be most nat-
ural to describe a string-net in terms of an effective (’fixed
point’) Hamiltonian
Hˆ = −
∑
v
Qˆv −
∑
p
Bˆp, (35)
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whose eigenfunctions satisfy the above equivalence relations.
Here, Qˆv is a projector onto the permissible configurations at
each vertex v, i.e., a projector enforcing total even spin 0, 1 of
the adjacent legs in an identification (0, 1) ↔ (−1/2,+1/2),
and Bˆp is an operator specific to the plaquette, p, giving the
net dynamics. While the explicit description of Bˆp in terms
of F -symbols (the product of six symbols depending on the
twelve link states of the plaquette and it adjacent legs) or
Pauli spin operators (the tensor product of 12 Pauli operators)
is both cumbersome and non-intuitive, a much more intuitive
description engages the concept of loop insertion on the ’fat
lattice’. In fact, the PEPS construction below and its hardware
implementation are closer in spirit to this latter formulation
than to the Hamiltonian approach.
Fat lattice and PEPS string-net representation — To ob-
tain the fat lattice, consider the width of the ’physical’ honey-
comb lattice links in Fig. 12 enhanced until the entire plane
is covered except for the plaquette center points. Equiva-
lently, it is a planar structure into which holes are drilled at
the plaquette centers. A string-net configuration can now be
represented in more relaxed ways, as indicated by the red
lines. In our tensor network constructions below, state indices
a, b, · · · = 0, . . . , N , carried by lines on the fat lattice, will
assume the role of ’virtual indices’ and we denote the space of
these indices by V ' CN+1. The distinction from the space
V˜ of indices on the physical lattice, i, j, · · · = 0, . . . , N , is
purely syntactic and introduced for conceptual clarity; phys-
ically, there is no difference between lines on the physical or
fat lattice.
The advantage of this reformulation is that it allows for a
more flexible representation of configuration rearrangements
via F -moves. Specifically, the fat lattice affords an intuitive
definition of the string-net Hamiltonian. To this end, we note
that the insertion of a full set of non-vacuum closed loops Bˆap
(a = 1, . . . , N ) around a hole p in the fat lattice,
Bˆp :=
1
D2
∑
a
daBˆ
a
p (36)
with D2 = ∑Na=1 d2a, is a projective operation [7]. The sum
of all these operations defines the second term, −∑p Bˆp, of
the string-net Hamiltonian. An operation of three sequential
F -moves may then be applied to represent the Hamiltonian
entirely through its action on basis states on the physical lat-
tice [7]. The latter are defined through a configuration il of
states i = 0, . . . , N specific to lattice links l, and represented
in this way the loop insertion assumes the form of a prod-
uct of six F -tensors acting on the link states of the plaque-
ttes surrounding individual loop insertion points. (Following
a standard convention we label string types on the fat/physical
lattice by a/i = 0, . . . , N . This distinction will become use-
ful below when these indices correspond to virtual/physical
indices of the tensor network framework.)
In the tensor network description, it is more natural to focus
on the Hamiltonian’s ground states rather than on the Hamilto-
nian itself. A ground state must be invariant under the projec-
tive action of the Hamiltonian. The projector property implies
that, starting from a loopless fat lattice vacuum state |0〉, a
ground state is obtained as |GS〉 = ∏p Bˆp|0〉, i.e., as an equal
weight linear combination of all possible fat lattice elementary
loop insertions, see Fig. 13, left. Once again, an operation of
sequential F -moves may be applied to transform the fat lattice
ground state to an equivalent one defined entirely on the phys-
ical lattice [41, 42]: in a first step, three F -moves specific to
each vertex are applied to turn the configuration to the hybrid
shown in Fig. 13, center, where the blue dots on the links in-
dicate that the physical lattice is now carrying index structure.
This is followed by two more F -moves removing all links in
the fat lattice and reducing the state to one on the physical lat-
tice. In this final stage, the state assumes the symbolic form
|GS〉 = ∑{i} C{i}|{i}〉, where {i} is a basis configuration
on the physical lattice specified by a set of indices il, and the
coefficients C{i} contain an internal summation over config-
urations {a} originally inserted on the fat lattice. By defini-
tion, this makes C{i} a tensor network with physical indices
{i} and virtual indices {a}. The algebraic representation of
C{i} for a generic string-net is complicated and contains the
F -symbols representing the tensorial structure of individual
vertices. Individual of these tensors, represented as triangles
in Fig. 14, are maps A(ijk) : V ⊗ V ⊗ V 7→ V ⊗ V ⊗ V
characterized by tensor components A(ijk)abc,a′b′c′ . (It may be
worth repeating that the only distinction between ’physical’
(i, j, k) and ’virtual’ (a, b, c) indices is that the former/latter
refer to string states on the physical/fat lattice.) Individual
tensor components are defined by F -symbols, where details
depend on which sublattice (1, corner triangle right, or 2, cor-
ner triangle left) the tensor lives [41, 42]:
1 : A
(ijk)
abc,a′b′c′ = F
a∗ib
j∗ckδa,a′δb,b′δc,c′ ,
2 : A
(ijk)
abc,a′b′c′ =
√
djF
b∗jc
kai δa,a′δb,b′δc,c′ .
Note the presence of the virtual space Kronecker-δ’s which
motivates a representation in which the red virtual lines pene-
trate the tensorial structure.
The representation simplifies further in the case of colorless
non-branching nets. The absence of branching reconnections
implies a locking between virtual and physical indices, and the
configuration (a, b, c) determines that of (i, j, k). Specifically,
in the double semion system the A-tensors of both sublattices
are defined as [41]
A
(ijk)
abc,a′b′c′ = Aabcδa,a′δb,b′δc,c′ ,
Aabc =
 1 , a+ b+ c = 0, 3 ,i , a+ b+ c = 1 ,−i , a+ b+ c = 2 . (37)
Implicit to this equation is a locking i = 1 if (a, b′) have odd
parity [(0, 1) or (1, 0)] and 0 else. This replacement rule af-
fords an intuitive interpretation [41]: the ground state of the
double semion system is a superposition of all closed loops on
the physical lattice, where the coefficient of individual terms
is given by the parity (−)no. of loops. The above virtual/physical
index locking implies that physical lattice loops are domain
walls separating hexagons surrounded by virtual loops from
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FIG. 13. Left: Ground state of a string-net Hamiltonian as superposition of fat lattice loop insertions. Middle: A hybrid fat/physical lattice
representation obtained after a combination of F -moves applied at each lattice center. Right: Full reduction to a physical lattice configuration
after reduction of the loops by further F -moves.
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FIG. 14. Representation of string-net ground state as a tensor net-
work. Vertices of the net carry a tensor A.
those without. The assignment of ±i and 1 to different vir-
tual index configurations makes sure that each closed domain
wall/loop carries the appropriate sign factor.
This concludes our discussion of the PEPS representation
of string-nets. In the next subsection we will explore how the
above effective mapping of the description from physical to
virtual space provides the key to efficient hardware blueprints
simulating string-net ground states.
B. Encoded projected entangled pair states
As outlined in the previous subsection, string-net models
are naturally described using tensor networks. An attractive
feature of this representation is that each of the tensorsA con-
tains the full information on the system’s topological states.
At the same time they define a passage from the space of
physical indices into the larger space of virtual indices. The
advantage gained in exchange for this redundant encoding of
information in a larger space is the option of a more local and
hardware friendly description of the system. In this subsec-
tion, we show how the translation to an encoded description
in virtual space is achieved in concrete ways. And in the next,
how it is realized as a concrete MCB hardware layout.
The tensors A define maps,
Aˆ =
∑
a′b′c′,abc,ijk
|i, j, k〉A(ijk)abc,a′b′c′〈a, a′, b, b′, c, c′| , (38)
between the 26-dimensional virtual space, ⊗6V , and the 23-
dimensional physical space,⊗3V˜ . Due to the different dimen-
sionality of the spaces, they are neither injective nor invertible.
However, to each map Aˆ there exists a pseudo-inverse Aˆ+ de-
fined by the condition
Aˆ+Aˆ = Pˆ : ⊗6V 7→ ⊗6V , (39)
where Pˆ is a projector onto a virtual subspace which is in one-
to-one correspondence to the physical space. We will refer to
this space as local code space. Important properties of this
map include Aˆ+AˆAˆ+ = Aˆ+, meaning that states in the image
of Aˆ+ are invariant under application of the projector, and
similarly, AˆAˆ+Aˆ = Aˆ. For a more detailed discussion on the
properties of topological PEPS, see Refs. [44, 57, 75, 79].
Application of the pseudo-inverse to every physical site of
the PEPS ground state yields a state
|Ψ′〉 = Aˆ+ ⊗ . . .⊗ Aˆ+|Ψ〉 (40)
defined in the larger virtual space. The physical information
is now encoded and, following Ref. [47], we call |Ψ′〉 the en-
coded PEPS. The motivation behind Eq. (40) is that the en-
coded state will be easier to realize in a physical system. We
emphasize again that the un-encoded string-net PEPS, |Ψ〉, is
the ground state of a 12-body Hamiltonian which is extremely
difficult to realize in an actual physical system. In contrast
the encoded PEPS, |Ψ′〉, can be obtained perturbatively from
a comparatively simple Hamiltonian.
To understand the state |Ψ′〉 and the alluded Hamiltonian,
consider the diagrammatic representation in Fig. 15 where we
show a square lattice for better visibility. Following standard
tensor network notation, horizontal (perpendicular) lines in
panel (a) represent contracted virtual (uncontracted physical)
indices. Each square indicates the local presence of Aˆ. Now
contract each Aˆ with its pseudo-inverse, see panel (b). The
local building blocks now define the projectors Pˆ (see panel
on the right), and this leads to the representation in panels (c)
and (d). The visualization emphasizes that this state literally
is a PEPS, i.e., a state obtained by the local action of projec-
tors Pˆ = Aˆ+Aˆ on an assembly of maximally entangled Bell
pairs defined on the links of the lattice.
The entire construction has now been shifted to virtual
space. Due to the projective nature of Pˆ = Aˆ+Aˆ, the encoded
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Aˆ
=
Aˆ+Aˆ = Pˆ
Aˆ+
|Bell
FIG. 15. Topological PEPS on a square lattice. (a) PEPS built from local tensors A. (b) Encoded PEPS obtained by acting with the pseudo-
inverse Aˆ+ at every physical site, cf. Eq. (40). (c) Encoded PEPS where the deformation of the virtual index lines emphasizes the local
presence of Bell pairs shown in red, cf. Fig. 10(b). (d) Encoded PEPS where Aˆ+Aˆ has been replaced by the projector Pˆ (panel to the right) at
every site.
state is a ground state of the Hamiltonian
Hˆ ′ =
∑
v
(1− Pˆ ) + ε
∑
e
(1− PˆBell) , (41)
where v runs over the vertices and e over the edges of the un-
derlying lattice, cf. Eq. (31) with ε > 0. This Hamiltonian
is referred to as the perturbative parent Hamiltonian. The
first summands ensure that the low energy states lie within the
code space and thus can be mapped back to the original phys-
ical state |Ψ〉. The Bell pair projections act as a perturbation
within this (highly degenerate) ground state and effectively re-
assemble encoded versions of the original string-net Hamilto-
nian order by order in a perturbation series expansion. For fur-
ther details we refer to Ref. [47]. For an intuitive relation be-
tween the original string-net Hamiltonian and the perturbative
PEPS parent, we note that the perturbative expansion in the
Bell pair projectors, PˆBell, contains ring exchange processes
depicted in Fig. 15(d). Much like the toric code ground state
can be obtained via the action of all plaquette operators on a
vacuum state, the ground state of Hˆ ′ is obtained by the action
of the ring exchange operators on all virtual lattice loops.
Regarding a hardware design realizing a topological ground
state our problem is thus reduced to that of understanding the
local action of Aˆ+Aˆ and obtaining a good hardware represen-
tation of these operators locally. For the concrete case of the
double semion model, the A tensor as defined by Eq. (37) is
given by
Aˆ =
∑
a,b,c
|a⊕ b, b⊕ c, c⊕ a〉Aabc〈a, a, b, b, c, c| , (42)
where the addition modulo two, ⊕, determines physical in-
dices as required by Eq. (37), i = a ⊕ b, and so on. In
this case, the pseudo-inverse has a particularly simple form,
Aˆ+ = 12 Aˆ
†, where an explicit representation is given by
Aˆ+ =
1
2
∑
i,j,a
|a, a, a⊕i, a⊕i, a⊕j, a⊕j〉A∗a(a⊕i)(a⊕j)〈j, i⊕j, i| .
(43)
Equation (43) states that the pseudo-inverse will map a general
physical state of the system, |j, i ⊕ j, i〉, back to a superposi-
tion of virtual states subject to the condition that they (i) have
pairwise even parity at the corners and (ii) the parity between
states at different corners is determined by the physical state
of their edge. This leaves only one free summation index, a,
while all others are fixed as indicated.
By a straightforward calculation, we obtain the state pro-
jectors as
Pˆ =
1
2
(Pˆc + Xˆ) , (44)
where Pˆc =
∑
a,b,c |a, a, b, b, c, c〉〈a, a, b, b, c, c| projects
from the 26-dimensional space ⊗6V of general states,
|a, a′, b, b′, c, c′〉, onto the 23-dimensional space of pairwise
even-parity states ' ⊗3V . The second operator,
Xˆ =
∑
a,b,c
|a⊕ 1, a⊕ 1, b⊕ 1, b⊕ 1, c⊕ 1, c⊕ 1〉Xabc
〈a, a, b, b, c, c| (45)
likewise acts in⊗3V where it flips all states and assigns a sign
factor
Xabc =
{
−1 , a+ b+ c = 1, 2 ,
1 , otherwise .
(46)
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FIG. 16. Tetron ring (‘triangle’) used for implementing the effective
vertex Hamiltonian, Hˆv .
The operator Xˆ in Eq. (45) can alternatively be represented as
MPO with bond dimension D = 2,
Xˆ = − 1
32
∑
i,j,k
Aˆij ⊗ Aˆjk ⊗ Aˆki , (47)
where individual factors,
Aˆ00 =Aˆ11 = xˆ⊗ xˆ− yˆ ⊗ yˆ ,
Aˆ01 =Aˆ10 = xˆ⊗ yˆ + yˆ ⊗ xˆ , (48)
act on a qubit pair carried by each of the three corners of the
triangular vertex in Fig. 14. In passing we note that the rep-
resentation of the site-local projector Aˆ+Aˆ via a local MPO
ring contraction reflects the idea of ’MPO injectivity’ intro-
duced in Refs. [44, 79]. The advantage of this representation
is that the operators Aˆij act like logical Pauli operators on cor-
ner qubit pairs, effectively implementing the logical qubit of
a repetition code, see Sec. III C.
Since Pˆc acts as an identity operator within the parity sub-
space ⊗3V , the essential information on Pˆ is carried by Xˆ .
Specifically, we know that the local ground space of the op-
erators 1− Pˆ in the parent Hamiltonian in Eq. (41) coincides
with that of−Xˆ . Our objective in the next subsection will thus
be to engineer an MCB network whose ground space equals
that of −Xˆ .
C. Double semion MCB network
Above, we have identified the operator Xˆ , Eq. (47), as key
to the description of the PEPS ground state. The local action
of Xˆ amounts to an exchange of the three virtual string la-
bels a, b, c in Fig. 14 and the introduction of a sign factor, see
Eqs. (45) and (46). This operator can be realized as the tetron
ring structure (‘triangle’) of Fig. 16. In a second step, adjacent
triangles are connected via Bell pair tunneling bridges, result-
ing in the MCB network depicted in Fig. 17. This network has
the same ground state as the double semion string-net.
Vertex Hamiltonian — Let us first discuss how the MCB
structure shown in Fig. 16 effectively implements the action
of the operator Xˆ at the vertices of the lattice. This six tetron
structure defines a three unit repetition qubit MPO in the sense
of Sec. III E. The three two-tetron blocks at the corners are
linked by tunneling amplitudes (all defined to represent hop-
ping in counter clockwise direction) ai ' −bi. As discussed
in Sec. III C, this defines three repetition qubits at the corners.
Equivalently, we may say that the elementary length two tun-
neling loops define operators Re(aib
∗
i )
2EC
zˆ ⊗ zˆ, where the two
factor Pauli operators are defined to act in the Hilbert spaces
of the incoming and outgoing virtual states (|a〉 and |a′〉, etc.,
in Fig. 14). In this way, the ground state of the system implies
the parity projection |a〉 = |a′〉 central to the action of Xˆ .
The links αi, βi couple different repetition qubits. The min-
imal loops formed from these couplings generate an operator
Re(αiβ∗i )
2EC
zˆ ⊗ zˆ, where the two factor Pauli operators act in the
Hilbert spaces of virtual states |a〉 and |b〉. Recall that the par-
ity of the latter determines the physical state |i〉 = |a ⊕ b〉
which is no longer represented by an actual hardware degree
of freedom, but can always be deduced from the virtual states.
Thus, any preferred alignment of the two spins constitutes an
unwanted bias to a product state of |i〉 = |0〉 at every site. We
use the freedom to choose α = iβ and effectively suppress
these terms.
The most interesting contribution to the tunneling expan-
sion are the length-6 loops around the ring. Following the
same logics as in Sec. III B, the sum of all anti-clockwise ori-
ented tunneling paths defines an MPO
Oˆ
(6)
+ =
63
8E5C
Tr
(
Bˆ1Bˆ2Bˆ3
)
, (49)
with MPO matrix elements
Bˆi00 = −αi(aixˆ⊗ xˆ+ biyˆ ⊗ yˆ) , (50)
Bˆi01 = βi(aixˆ⊗ yˆ − biyˆ ⊗ xˆ) ,
Bˆi10 = αi(aiyˆ ⊗ xˆ− bixˆ⊗ yˆ) ,
Bˆi11 = −βi(aiyˆ ⊗ yˆ + bixˆ⊗ xˆ) ,
acting on the repetition qubits. Using the above restrictions
ai = −bi, αi = ±iβi,
Bˆi11 = ±iBi00 = ci(xˆ⊗ xˆ− yˆ ⊗ yˆ) , (51)
Bˆi01 = ∓iBi10 = ci(xˆ⊗ yˆ + yˆ ⊗ xˆ) ,
with the so far freely adjustable coefficient ci := βiai. We fi-
nally need to choose these parameters such that the sum of the
oriented path and its Hermitian conjugate (the reversed path)
reproduces the action of−Xˆ in (47). A straightforward calcu-
lation shows that this is the case for, e.g., ci = i and αi = iβi.
With this choice, the relatively simply MCB network defines
an effective tunneling Hamiltonian, Hˆv which encodes the es-
sential structure of the double semion vertex.
Bell pair bridges and double semion network — In a final
step, we couple individual vertex structures via Bell bridges
as in Fig. 10. These couplings shown in Fig. 17 are to gener-
ate a locking of the virtual states of neighboring vertices to a
Bell state according to the geometry of the tensor network in
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FIG. 17. Double semion MCB network: Triangular 6-tetron vertices
(grey triangles), see Fig. 16, are connected via Bell pair tunneling
bridges (red). Note that vertices are arranged in two different sub-
lattices. For a magnified view of the coupling between vertices, see
Fig. 18 below.
Fig. 14. The coupling effectively assigns a Bell pair Hamilto-
nian, HˆBell [Eq. (32)], to all (doubled) edges of the underlying
honeycomb lattices connecting two vertices [80].
Note that HˆBell is generated by length-2 loops while the
tunneling loops within each triangle — driving the system to
the code space — are of length six and thus a priori weaker.
To ensure that the Bell pair Hamiltonians can nonetheless be
treated as a perturbation, the respective tunneling strengths
λBell should be sufficiently small ensuring that ε := λ2Bell/EC
is small. The effective Hamiltonian of the whole MCB net-
work is given by
Hˆeff =
∑
v
Hˆv +
∑
e
HˆBell +O(ελ2/E2C) , (52)
where λ is the absolute value of the tunneling amplitudes
ai, bi and the leading corrections represent inter-vertex loops
of length four, which are parametrically weaker than the lead-
ing contributions. In addition they can be controlled to such
an extent that they do not influence the result of the perturba-
tive analysis [81] of the Hamiltonian in Eq. (41). As a con-
clusion the above effective Hamiltonian has the same ground
state space as the perturbative PEPS parent in Eq. (41). De-
tails of the perturbation series analysis are provided in the Ap-
pendix.
Practical implementation — Fig. 17 shows a schematic of
the actual hardware layout implementing the construction.
The discussion above reflects the importance of an initial cali-
bration procedure which in turn necessitates the presence of
local gates near each tunneling link. Specifically, starting
from a configuration in which the (bi, βi) are turned off, inter-
ferometric measurements [39, 40] between all possible Majo-
rana pair combinations around the outer loop defined by the
(ai, αi) links, followed by subsequent gate voltage tuning,
will be applied to fix a possible choice of relative coupling
amplitudes ai = −αi = λ with λ real. In the next step,
interferometric measurements and gate voltage readjustments
are carried out for each length-2 loop defined by (ai, bi) and
(αi, βi) until one has achieved the values of bi = −ai and
βi = iai, such that we obtain ci = iλ2 and λ2 is an inconse-
quential proportionality factor to the value specified above.
In practice, the above calibration steps would be performed
in an automated manner, and in view of the presumed robust-
ness of the topological phases, we do not expect that excessive
precision need be applied. However, to better understand the
consequences of inaccuracies, we note that small errors in the
(αi, βi) loop phase, φi = pi/2 + ∆φi, imply a small but finite
contribution to the Hamiltonian, Vˆi = (λ2/EC)∆φizˆ ⊗ zˆ,
with likely uncorrelated ∆φi. Depending on the sign of ∆φi,
even (odd) parity of the two qubits is now favored and im-
plies a bias towards the physical |0〉 (|1〉) state. This is
equivalent to the presence of an effectively random magnetic
field in the z-direction. The stability of the double semion
model against homogeneous magnetic fields has been studied
in Ref. [82]. It turns out that the topological phase persists
up to a critical field strength, hc, roughly one order of mag-
nitude smaller than the many-body Hamiltonian gap, ∆g (at
presumed infinite strength of the vertex operator). The duality
of Z2 topological ordered Hamiltonians and the random bond
Ising model substantiates the intuition that randomly fluctu-
ating fields have a lesser impact and the range of stability is
increased [83].
A conservative stability estimate follows from the condi-
tion that the average absolute value of ∆φi be less than the
critical value for homogeneous magnetic fields, hc ≈ 0.1∆g .
In our setup, the double semion model emerges at sixth or-
der of perturbation theory in the hopping amplitudes, ∆g ∼
ε6/∆5v , where ∆v ∼ λ6/E5C is the energy scale of Hv and
ε ∼ λ2Bell/EC the energy scale of the Bell pair Hamiltonian.
Assuming a separation of energy scales ε/∆v and λ/EC by
at least one order of magnitude we are led to the conclusion
that that phase variances |∆φi| < 10−10 will certainly be tol-
erable. However, this estimate is indeed very conservative.
The perturbative constructions of effective qubit Hamiltonians
from Majorana networks tolerate lower energy scale separa-
tions than those assumed above [15]. Since these ratios enter
our construction at ≥ 5th order it is likely that phase variance
exceeding the above estimate by several orders of magnitudes,
and hence within experimental reach, will not jeopardize the
integrity of the double semion phase.
V. CONCLUSIONS AND OUTLOOK
In this work, tensor network approaches have been intro-
duced for quantum simulations of complex phases of matter in
networks of Majorana Cooper boxes. Such networks may be
experimentally realizable in the near future. We have formu-
lated several design principles generating desired many-qubit
interactions, and suppressing unwanted lower-order interac-
tions via mechanisms of symmetry or engineered destructive
interference. Specifically, we have studied how tensor net-
works may serve to simulate topological Levin-Wen string-net
17
FIG. 18. Bell pair tunnel bridges connecting neighboring vertices in
the double semion MCB network of Fig. 17.
models [2, 7] beyond Kitaev’s toric code, a class of systems so
far elusive. As a concrete example, we have detailed how to
simulate the ground state of the double semion model [7], the
simplest string-net beyond the toric code. While the quantum
simulation of an exactly solvable model in its pristine form
may provide only limited insights, our constructions allow to
perturb around the solvable limit in controlled ways and probe
the stability of the phase. Similarly, the realization of the net
will be a first and necessary step to the creation of excitations
and the study of their dynamics.
The present work illustrates the potential of the linkage
condensed-matter/tensor network/device implementation, and
may actually define an entire research program. Concrete di-
rections of research within the general framework include the
realization of a large class of many-qubit interactions from
correlated Majorana Cooper box networks, or novel quantum
simulation schemes [9, 10] with read-out possibilities [39, 40]
unavailable in other architectures. It should be clear that the
local multi-qubit interactions generated by networks of Ma-
jorana Cooper boxes as such already hold the promise of es-
tablishing new quantum simulation schemes, regardless of no-
tions of topological order.
In this work, we have gone further to show how to engi-
neer a restricted class of matrix product operators with bond
dimension D = 2, where network structures emerge by build-
ing on Hamiltonian gadget techniques. However, one may go
beyond the level of tetrons to design hexon or polygon net-
works of advanced flexibility and versatility. At any rate, it
will be important to extend the scope and to understand in
generality which types of matrix product operators can be de-
signed in such architectures. The flexibility of the Majorana
platform may in fact allow for large classes of matrix prod-
uct operators while avoiding undesired few-qubit interactions.
However, further research is required to substantiate this ex-
pectation.
Turning to applications, it will be interesting to further ex-
plore the quantum error correcting capabilities of the double
semion model beyond a CSS picture [19]. Given our approach
towards realizing this phase of matter, a natural next step is to
quantitatively assess the advantages arising from such a pic-
ture of quantum error correction. It will be equally exciting to
explore other phases of matter that can be simulated within the
present framework. For example, the Majorana dimer models
[84, 85] are a class of systems which appear to be within direct
reach. From the perspective of quantum information, realiz-
ing Fibonacci anyon models [7] and exploring implications for
topological quantum computing is an obvious stepping stone.
Given the huge overhead in surface code based topological
quantum computing using Clifford operators and magic state
distillation [4], a comprehensive analysis of such alternative
approaches seems highly desirable. We are confident that our
work will also stimulate research along this direction.
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Note added: During the writing of this manuscript, we be-
came aware of two interesting preprints [86, 87] suggesting
the application of MCB networks to the quantum simulation
of spin liquid phases. These works, too, exploit the freedom
of engineered interactions in Majorana networks. However,
the focus is more on generating tailored spin correlations, and
the design principles of tensor networks or string-net phases
are not considered.
Appendix: Perturbation analysis
We consider the MCB network in Fig. 17 with the Hamil-
tonian in Eq. (52), where we assume that the energy scale
λ6/E5C characterizing the vertex part, Hˆv , is much larger than
the scale ε = λ2Bell/EC corresponding to Bell pair tunneling
links between neighboring vertices. Under this assumption,
the analysis of Ref. [47] applies where one treats the Bell pair
Hamiltonians HˆBell as perturbation to
∑
v Hˆv . In addition,
in our case, terms of order O(ελ2/E2c ) arise due to loops of
length 4 (and beyond) which involve MCBs on different ver-
tices. Such contributions need to be included in a perturbative
analysis aimed at checking that the low-energy Hamiltonian
of the perturbative PEPS parent theory is indeed the parent
Hamiltonian of the encoded PEPS, Eq. (40). While the full
analysis combining global and local Schrieffer-Wolff transfor-
mations [88] is cumbersome, a simplified calculation [81] for
the double semion model considers a self-energy expansion
series order by order and establishes the physical meaning
of each term. As in our perturbative expansion for the low-
energy physics of MCB networks in Sec. II, only operators
acting within the ground state space of the dominant Hamilto-
nian term, here the code space, are considered.
The first order gives no contribution since Pˆ HˆBellPˆ = 0,
where Pˆ is the projector to the ground state of
∑
v Hˆv . In
fact, all odd orders do not contribute apart from trivial energy
shifts. At second order, the simultaneous action of Bell pair
operators on two neighboring vertices yields a contribution
favoring even parity states for the corresponding four qubits.
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This term has a clear physical meaning. Indeed, mapping the
encoded state back to the physical state by applying the PEPS
map A, one finds that the physical state (which used to live on
the edge of the honeycomb lattice) is overdetermined. Thanks
to the even parity constraint for the four qubits, this overde-
termination is resolved and one recovers a consistent mapping
from code space to physical space. At fourth order, products
of second-order terms but no qualitatively new contributions
emerge. Such contributions arise, however, in sixth order from
six Bell pairs Hamiltonians acting on 12 qubits around one
plaquette. These terms correspond to encoded versions of the
string-net plaquette operator and are essential to drive the sys-
tem into a topological phase. Note that up to the fifth order,
the effective Hamiltonian only contains (encoded versions of)
vertex projections and terms ensuring consistency of different
local decodings, where one does not expect a topologically
ordered ground state. It is thus crucial that the effect of the
plaquette operator is relevant for the system. In particular,
if we repeat the perturbative analysis for the MCB network
Hamiltonian, taking into account perturbations due to loops
of length 4 and beyond, we have to check that no terms over-
whelming the plaquette operator are present which can poten-
tially destroy the topological order of the ground state.
The design of the MCB network in Sec. IV C overcomes
this obstacle in a natural way by making use of destructive in-
terference mechanisms. Consider a junction of two vertices
connected by two Bell pair bridges in Fig. 18. There are 36
different length-4 loops that emerge from tunneling from one
MCB at one vertex to the neighboring MCB on the same ver-
tex (via α or β) then to the other vertex via one of the three
Bell bridges, then (again via α or β) to the neighboring MCB
and finally back to the starting point via one of the three Bell
bridges. It is useful to partition these 36 loops into four dif-
ferent groups labeled by the loop phase φα/β − φα/β . Let us
analyse the different φα − φβ loops. There is one loop that
is threatening the emergence of topological order. It corre-
sponds to the zˆzˆ interactions on neighboring qubits, interac-
tions that we needed to suppress already in the design of the
vertex Hamiltonian. Because the parity of two different corner
qubits determines the physical state uniquely, a system that fa-
vors a specific parity of those two qubits corresponds to a triv-
ial product state. Since this state is part of the code space there
is no chance to argue that it will not survive the code space
projection P . This is why we have chosen the tunneling links
on different sublattices according to Fig. 18. The loop phase
φα−φβ = pi/2 and likewise φβ−φα leads to a complete can-
celation of all those loops (note that the Bell pair wires don’t
add phase shifts) including the one that would otherwise lead
to the adverse zˆzˆ interaction. The other half of the length-4
loops does not vanish but also poses no threat to the formation
of topological order. They are of the form Oˆ(4) ∝ pˆpˆ ⊗ qˆqˆ
where the tensor product indicates the separation into two
Bell pairs and pˆ, qˆ denote different Pauli operators. Contri-
butions of this form also arise in second order perturbation
theory in ε from the Bell pair Hamiltonian and therefore do
not yield qualitatively new contributions. In addition they are
completely outside the code space and do not contribute at
all when treated as a first order correction to
∑
vHv . Simi-
lar arguments apply to higher order loop terms. Prominently
among them are detour-loops that wind once around a vertex
ring but with a detour via two qubits of a neighboring vertex.
Those detour terms either leave the code space or yield terms
that correspond to a product ofO(6) and zˆzˆ⊗ zˆzˆ. These terms
cause a splitting of the ground state space degeneracy that is
in agreement with the aforementioned consistency of physical
qubit states and do not cause a phase transition. Detour terms
involving more than one detour can be treated similarly.
To conclude, we have verified that the analysis of Ref. [81],
and therefore our encoded PEPS approach to the ground state
of the double semion model, also applies in the presence of
higher-order terms of O(ελ2/E2C) in Eq. (52).
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