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a b s t r a c t
In this paper, we will consider a class of quasilinear elliptic problem of the form
−div |x|−ap|∇u|p−2∇u+ g1(x)|u|p−2u
= α
α + β h(x)|u|
α−2u|v|β + λH1(x)|u|n−2u,
−div |x|−ap|∇v|p−2∇v+ g2(x)|v|p−2v
= β
α + β h(x)|v|
β−2v|u|α + µH2(x)|v|n−2v,
u(x) > 0, v(x) > 0, x ∈ RN ,
where λ, µ > 0, 1 < p < N , 1 < n < p < α + β < p∗ = NpN−pd , 0 ≤ a < N−pp ,
a ≤ b < a + 1, d = a + 1 − b > 0, the weight g1(x), g2(x) are bounded and nonnegative
functions and h(x),H1(x),H2(x) are continuous functions which change sign inRN . Wewill
prove that the problemhas at least two positive solutions by using the Neharimanifold and
the fibering maps associated with the Euler function for this problem.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Recently, Miyagaki and Rodrigues [1] have studied the existence of a positive weak solution to the quasilinear elliptic
system with weights−div(|x|
−ap|∇u|p−2∇u) = λ|x|−(a+1)+c1uαvγ , inΩ,
−div(|x|−bq|∇v|q−2∇v) = λ|x|−(b+1)+c2uδvβ , inΩ,
u = v = 0, on ∂Ω,
(1.1)
whereΩ is a bounded smooth domain of RN , with 0 ∈ Ω, 1 < p, q < N, 0 ≤ a < N−pp , 0 ≤ b < N−qq , 0 ≤ α < p− 1, 0 ≤
β < q − 1, δ, γ , c1, c2 > 0 and θ = (p − 1 − α)(q − 1 − β) − γ δ > 0. By the lower and the upper-solution method,
they proved that the problem (1.1) possesses a positive weak solution (u, v) ∈ W 1,p0 (Ω, |x|−ap)×W 1,q0 (Ω, |x|−bq) for each
λ > 0. Similar research can be found in [2–6] and the references therein. Up until now, much attention has been paid to
the existence of solutions for the problem (1.1) in a bounded domain. But for the problem (1.1) in an unbounded domain
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Ω or RN , the existence of multiplicity of solutions has been a delicate question. Many authors studied the existence and
asymptotic behavior of the solution for the problem (1.1) with a = b = 0 and Ω = RN ; see [7–10] and the references
therein. To the best of our knowledge, little seems to be known about the existence of multiple solutions for problem (1.1)
with a, b ≠ 0 andΩ = RN .
In this paper, we are interested in the existence and multiplicity results of positive solutions for the quasilinear elliptic
system
−div |x|−ap|∇u|p−2∇u+ g1(x)|u|p−2u = α
α + β h(x)|u|
α−2u|v|β + λH1(x)|u|n−2u,
−div |x|−ap|∇v|p−2∇v+ g2(x)|v|p−2v = β
α + β h(x)|v|
β−2v|u|α + µH2(x)|v|n−2v,
u(x) > 0, v(x) > 0, x ∈ RN ,
(1.2)
where λ,µ > 0, 1 < p < N, 1 < n < p < α + β < p∗ = NpN−pd , 0 ≤ a < N−pp , a ≤ b < a + 1, d = a + 1 − b > 0, the
weight g1(x), g2(x) are bounded and nonnegative functions with ∥g1∥∞, ∥g2∥∞ > 0, and h(x),H1(x),H2(x) are continuous
functionswhich change sign inRN . Throughout the paper,we assume that h(x),H1(x),H2(x) satisfy the following conditions.
(A1) Hi(x)|x|bn ∈ Lθ (RN) ∩ L∞(RN), θ = p∗p∗−n , i = 1, 2;
(A2) h(x)|x|b(α+β) ∈ Lδ(RN) ∩ L∞(RN), δ = p∗p∗−α−β .
When a = 0, g1(x) = g1(x) = 0, Hsu [11] considered the following elliptic system in a bounded domainΩ ⊂ RN
−div(|∇u|p−2∇u) = λ|u|q−2u+ 2α
α + β |u|
α−2u|v|β , x ∈ Ω,
−div(|∇v|p−2∇v) = µ|v|q−2v + 2β
α + β |v|
β−2v|u|α, x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(1.3)
where λ,µ > 0, 1 < p < q < N, α > 1, β > 1 satisfy α + β = p∗. The author proved that the problem (1.3) has at least
one positive solution when 0 < λ
p
p−q + µ pp−q < λ1, and has at least two positive solutions when 0 < λ
p
p−q + µ pp−q < λ2.
In this paper, motivated by [1,4,8,12,13,11], we are concerned with the multiplicity results of positive weak solutions
of the problem (1.2). We will establish the existence and multiplicity results for the problem (1.2) by the Nehari manifold
and variation methods. SinceΩ = RN is an unbounded domain, the loss of compactness of the Sobolev embedding renders
variational technique more delicate.
In fact, in order to preserve this compactness in our problem (1.2), we introduce a weighted Sobolev space and impose
some conditions on the weight functions h(x),H1(x) and H2(x). The following Caffarelli–Kohn–Nirenberg inequality [3] will
be needed. There exists constant Ka,b > 0 such that
RN
|x|−bp∗ |u|p∗dx
 1
p∗ ≤ Ka,b

RN
|x|−ap|∇u|pdx
 1
p
, (1.4)
where−∞ < a < N−pp , a ≤ b < a+ 1, d = a+ 1− b, and p∗ = pNN−pd .
Let Lpb(R
N) be the completion of the space C∞0 (RN) endowed with the norm of
∥u∥Lpb =

RN
|x|−bp|u|pdx
 1
p
, (1.5)
andW 1,pa (RN) be the completion of the space C∞0 (RN) endowed with the norm of
∥u∥W1,pa =

RN
|x|−ap|∇u|pdx
 1
p
. (1.6)
We set
H1θ =

RN
(|H1(x)||x|bn)θdx
 1
θ
, H2θ =

RN
(|H2(x) ∥ x|bn)θdx
 1
θ
(1.7)
with θ = p∗p∗−n .
The natural functional space to study (1.2) is E = W 1,pa (RN)×W 1,pa (RN)with respect to the norm
∥(u, v)∥E =

RN
|x|−ap|∇u|pdx+ g1(x)|u|pdx+

RN
|x|−ap|∇v|pdx+ g2(x)|v|pdx
 1
p
. (1.8)
Then E is the reflexive Banach space endowed with the norm ∥(u, v)∥E .
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Definition 1. A pair of functions (u, v) ∈ E is said to be a weak solution of problem (1.2) if for any (φ, ψ) ∈ E, there holds
RN
(|x|−ap|∇u|p−2∇u∇φ + g1(x)|u|p−2uφ)dx+

RN
(|x|−ap|∇v|p−2∇v∇ψ + g2(x)|v|p−2vψ)dx
− α
α + β

RN
(h(x)|u|α−2u|v|β + λH1(x)|u|n−2u)φdx
− β
α + β

RN
(h(x)|v|β−2v|u|α + µH2(x)|v|n−2v)ψdx = 0. (1.9)
By the assumptions (A1)–(A2), all the integrals in (1.9) are well defined and converge.
Our main result is the following.
Theorem 1.1. Assume that (A1) and (A2) are fulfilled. There exists λ0 > 0 such that if the parameters λ,µ > 0 satisfy
0 < λH1θ + µH2θ < λ0, (1.10)
then the problem (1.2) has at least two positive solutions, where H1θ ,H2θ are given by (1.7).
Example. We can choose the following functions which satisfy (A1)–(A2) and (1.10) for small λ,µ > 0.
Hi(x) =
|x|ki for |x| > 1 x ∈ Ω
|x|mi for |x| ≤ 1 x ∈ Ω
with ki < (1− N)/θ − bn,mi ≥ (1− N)/θ − bn (i = 1, 2).
h(x) =
|x|d1 for |x| > 1 x ∈ Ω
|x|d2 for |x| ≤ 1 x ∈ Ω
with d1 < (1− N)/δ − b(α + β), d2 ≥ (1− N)/δ − b(α + β).
This paper is organized as follows. In Section 2, we give some properties of the Nehari manifold and set up the variational
framework of the problem (1.2). In Section 3, we prove Theorem 1.1. Throughout this paper, we assume (A1)–(A2).
2. Preliminaries
It is clear that problem (1.2) has a variational structure. Let Jλ,µ(u, v) : E → R1 be the corresponding Euler functional of
problem (1.2), which is defined by
Jλ,µ(u, v) = 1p∥(u, v)∥
p
E −
1
α + β

RN
h(x)|u|α|v|βdx− 1
n
Gλ,µ(u, v), (2.1)
where
Gλ,µ(u, v) =

RN
λH1(x)|u|ndx+

RN
µH2(x)|v|ndx. (2.2)
Then, we see that the functional Jλ,µ ∈ C1(E,R1) and for ∀(φ, ψ) ∈ E, there holds
⟨J ′λ,µ(u, v), (φ, ψ)⟩ =

RN
(|x|−ap|∇u|p−2∇u∇φ + g1|u|p−2uφ + |x|−ap|∇v|p−2∇v∇ψ + g2|v|p−2vψ)dx
− α
α + β

RN
(h(x)|u|α−2u|v|β + λH1(x)|u|n−2u)φdx
− β
α + β

RN
(h(x)|v|β−2v|u|α + µH2(x)|v|n−2v)ψdx. (2.3)
In particular, it follows from (2.3) that
⟨J ′λ,µ(u, v), (u, v)⟩ = ∥(u, v)∥pE −

RN
h(x)|u|α|v|βdx− Gλ,µ(u, v). (2.4)
It is well known that the weak solution of problem (1.2) is the critical point of the Euler functional Jλ,µ(u, v). Thus, to
prove the existence of weak solutions for problem (1.2), it is sufficient to show that Jλ,µ(u, v) admits a sequence of critical
points.
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Since Jλ,µ(u, v) is not bounded below on E, it is useful to consider the functional Jλ,µ(u, v) on the Nehari manifold
Mλ,µ = {(u, v) ∈ E \ (0, 0)|⟨J ′λ,µ(u, v), (u, v)⟩ = 0},
where ⟨, ⟩ denotes the usual duality. Then, (u, v) ∈ Mλ,µ if and only if
∥(u, v)∥pE −

RN
h(x)|u|α|v|βdx− Gλ,µ(u, v) = 0. (2.5)
Note thatMλ,µ contains every nontrivial weak solution of the problem (1.2) [14].
It is easy to see that if (u, v) ∈ Mλ,µ, then
Jλ,µ(u, v) =

1
p
− 1
n

∥(u, v)∥pE −

1
α + β −
1
n

RN
h(x)|u|α|v|βdx, (2.6)
=

1
p
− 1
α + β

∥(u, v)∥pE −

1
n
− 1
α + β

Gλ,µ(u, v). (2.7)
Furthermore, we define
Φλ,µ(u, v) = ⟨J ′λ,µ(u, v), (u, v)⟩, ∀(u, v) ∈ E.
Then, for any (u, v) ∈ Mλ,µ, we have
⟨Φ ′λ,µ(u, v), (u, v)⟩ = p∥(u, v)∥pE − (α + β)

RN
h(x)|u|α|v|βdx− nGλ,µ(u, v)
= (p− n)∥(u, v)∥pE + (n− α − β)

RN
h(x)|u|α|v|βdx
= (p− α − β)∥(u, v)∥pE + (α + β − n)Gλ,µ(u, v). (2.8)
It is natural to splitMλ,µ into three parts:
M+λ,µ = {(u, v) ∈ Mλ,µ|⟨Φ ′λ,µ(u, v), (u, v)⟩ > 0},
M−λ,µ = {(u, v) ∈ Mλ,µ|⟨Φ ′λ,µ(u, v), (u, v)⟩ < 0},
M0λ,µ = {(u, v) ∈ Mλ,µ|⟨Φ ′λ,µ(u, v), (u, v)⟩ = 0}.
(2.9)
We now derive some properties ofM+λ,µ,M
−
λ,µ andM
0
λ,µ.
Lemma 2.1. Jλ,µ(u, v) is coercive and bounded below on Mλ,µ.
Proof. SinceHi(x)|x|bn ∈ Lθ (RN)∩L∞(RN)(i = 1, 2), we obtain from theHölder and Caffarelli–Kohn–Nirenberg inequalities
that 
RN
λH1(x)|u|ndx ≤ λ

RN
(|H1(x)||x|bn)θdx
 1
θ

RN
|x|−bp∗ |u|p∗dx
 n
p∗
≤ λK na,bH1θ

RN
|x|−ap|∇u|pdx
 n
p
≤ λK na,bH1θ∥(u, v)∥nE .
Similarly, we have
RN
µH2(x)|v|ndx ≤ µK na,bH2θ∥(u, v)∥nE .
Then,
Gλ,µ(u, v) ≤ (λH1θ + µH2θ )K na,b∥(u, v)∥nE . (2.10)
It follows from (2.1), (2.5) and (2.10) that
Jλ,µ(u, v) ≥

1
p
− 1
α + β

∥(u, v)∥pE −

1
n
− 1
α + β

(λH1θ + µH2θ )K na,b∥(u, v)∥nE . (2.11)
Since p > n, the inequality (2.11) shows that Jλ,µ(u, v) is coercive and bounded below on Mλ,µ. Thus, the proof is
completed. 
Lemma 2.2. There exists λ0 > 0 such that M0λ,µ = ∅ for all λ, µ, which satisfy 0 < λH1θ + µH2θ < λ0, where H1θ and H2θ are
given by (1.7).
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Proof. In fact, we let
λ0 = α + β − p
(α + β − n)K na,b

p− n
(α + β − n)2hδKα+βa,b
(p−n)/(α+β−p)
, (2.12)
where δ = p∗p∗−α−β and
hδ =
 N
R
|(h(x)||x|b(α+β))δdx
 1
δ
<∞. (2.13)
Suppose otherwise; thus there exist λ and µ which satisfy 0 < λH1θ + µH2θ < λ0, such that M0λ,µ ≠ ∅, that is, there
exists (u, v) ∈ M0λ,µ. Then, it follows from (2.8) that
0 = ⟨Φ ′λ,µ(u, v), (u, v)⟩ = (p− α − β)∥(u, v)∥pE + (α + β − n)Gλ,µ(u, v) (2.14)
= (p− n)∥(u, v)∥pE + (n− α − β)

RN
h(x)|u|α|v|βdx. (2.15)
Hence, we obtain from (2.10) and (2.14) that
∥(u, v)∥E ≤ α + β − n
α + β − p [(λH1θ + µH2θ )K
n
a,b]
1
p−n . (2.16)
By (A2) and the Hölder inequality we have
RN
h(x)|u|α+βdx ≤

RN
(|h(x)||x|b(α+β))δdx
 1
δ

RN
|x|−bp∗ |u|p∗dx
 α+β
p∗
≤ hδKα+βa,b ∥(u, v)∥α+βE , (2.17)
Similarly, we have
RN
h(x)|v|α+βdx ≤ hδKα+βa,b ∥(u, v)∥α+βE . (2.18)
Hence, it follows from (2.17) and (2.18) that
RN
h(x)|u|α|v|βdx ≤ 2hδKα+βa,b ∥(u, v)∥α+βE , (2.19)
where δ = p∗p∗−α−β . Therefore, from (2.8) and (2.19) we have
∥(u, v)∥E ≥

p− n
(α + β − n)2hδKα+βa,b
1/(α+β−p)
. (2.20)
Then, we obtain from (2.16) and (2.20) that λH1θ + µH2θ ≥ λ0, which is a contradiction. 
As the argument in the proof Theorem 1.3 in [15], we have the following lemma.
Lemma 2.3. Suppose that (u0, v0) is a local minimizer for Jλ,µ(u, v) on Mλ,µ, and (u0, v0) ∉ M0λ,µ. Then (u0, v0) is a critical
point of Jλ,µ(u, v).
Proof. Let
F(u, v) = ∥(u, v)∥pE −

RN
h(x)|u|α|v|βdx− Gλ,µ(u, v).
We consider the optimization problem
min
(u,v)∈Mλ,µ
Jλ,µ(u, v), subject to F(u, v) = 0.
By the theory of Lagrange multiplier principle, there exists η ∈ R1 such that
J ′λ,µ(u0, v0) = ηF ′(u0, v0).
Since (u0, v0) ∈ Mλ,µ,
⟨J ′λ,µ(u0, v0), (u0, v0)⟩ = 0.
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However, (u0, v0) ∉ M0λ,µ, thus,
⟨F ′(u0, v0), (u0, v0)⟩ = ⟨Φ ′λ,µ(u0, v0), (u0, v0)⟩ ≠ 0.
Then, η = 0, and J ′λ,µ(u0, v0) = 0. The proof is completed. 
By Lemma 2.2, we writeMλ = M+λ

M−λ for λ ∈ (0, λ0) and define
δ+λ,µ = inf
(u,v)∈M+λ,µ
Jλ,µ(u, v), δ−λ,µ = inf
(u,v)∈M−λ,µ
Jλ,µ(u, v). (2.21)
Lemma 2.4. If λ and µ satisfy 0 < λH1θ + µH2θ < nλ0p . Then,
(i) δ+λ,µ < 0;
(ii) ∃k0 > 0 such that δ−λ,µ > k0.
Proof. (i) Let(u, v) ∈ M+λ,µ. It follows from (2.8) and (2.9) that
RN
h(x)|u|α|v|βdx ≤ p− n
α + β − n∥(u, v)∥
p
E . (2.22)
Then, by (2.6) and (2.22) we have that
Jλ,µ(u, v) ≤

1
p
− 1
n

∥(u, v)∥pE +

1
n
− 1
α + β

p− n
α + β − n∥(u, v)∥
p
E
≤ (p− n)(p− α − β)
np(α + β) ∥(u, v)∥
p
E < 0.
Furthermore,
δ+λ,µ = inf
(u,v)∈M+λ,µ
Jλ,µ(u, v) < 0.
(ii) Let (u, v) ∈ M−λ,µ. From (2.7) and (2.10) we have
Jλ,µ(u, v) =

1
p
− 1
α + β

∥(u, v)∥pE −

1
n
− 1
α + β

Gλ,µ(u, v)
≥

1
p
− 1
α + β

∥(u, v)∥pE −

1
n
− 1
α + β

(λH1θ + µH2θ )K na,b∥(u, v)∥nE
= ∥(u, v)∥nE

1
p
− 1
α + β

∥(u, v)∥p−nE −

α + β − n
n(α + β)

(λH1θ + µH2θ )K na,b

. (2.23)
Thus, it follows from (2.20) and (2.23) that
Jλ,µ(u, v) ≥

p− n
(α + β − n)2hδK na,b
 n
α+β−n 
α + β − n
p(α + β)

p− n
(α + β − n)2hδKα+βa,b
 p−n
α+β−p
− α + β − n
n(α + β) (λH1θ + µH2θ )K
n
a,b

.
If
0 < λH1θ + µH2θ < n(α + β − p)p(α + β − n)K na,b

p− n
(α + β − n)2hδKα+βa,b
 p−n
α+β−p
= nλ0
p
,
then, there exists k0(α, β, p, n, hδ, Ka,b) > 0 such that δ−λ,µ > k0. 
For each (u, v) ∈ E with RN h(x)|u|α|v|βdx > 0 we set
T0 =

(p− n)∥(u, v)∥pE
(α + β − n) RN h(x)|u|α|v|βdx
1/(α+β−p)
,
then, we have the following results.
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Lemma 2.5. Assume

RN h(x)|u|α|v|βdx > 0 and 0 < λH1θ + µH2θ < λ0. Then,
(i) if Gλ,µ(u, v) ≤ 0, there exists unique t− > T0 such that (t−u, t−v) ∈ M−λ,µ and
Jλ,µ(t−u, t−v) = sup
t≥0
Jλ,µ(tu, tv);
(ii) if Gλ,µ(u, v) > 0, there exist 0 < t+ < T0 < t− such that (t+u, t+v) ∈ M+λ,µ, (t−u, t−v) ∈ M−λ,µ and
Jλ,µ(t+u, t+v) = inf
0≤t≤T0
Jλ,µ(tu, tv), Jλ,µ(t−u, t−v) = sup
t≥0
Jλ,µ(tu, tv).
Proof. Set
ϕ0(t) = ⟨J ′λ,µ(tu, tv), (tu, tv)⟩
= tp∥(u, v)∥pE − tα+β

RN
h(x)|u|α|v|βdx− tnGλ,µ(u, v), (2.24)
ϕ1(t) = ⟨Φ ′λ,µ(tu, tv), (tu, tv)⟩
= ptp∥(u, v)∥pE − (α + β)tα+β

RN
h(x)|u|α|v|βdx− ntnGλ,µ(u, v), (2.25)
ϕ2(t) = Jλ,µ(tu, tv)
= t
p
p
∥(u, v)∥pE −
tα+β
α + β

RN
h(x)|u|α|v|βdx− t
n
n
Gλ,µ(u, v), (2.26)
and
m(t) = tp−n∥(u, v)∥pE − tα+β−n

RN
h(x)|u|α|v|βdx.
Then,
ϕ0(t) = tn[m(t)− Gλ,µ(u, v)].
Sincem(t)→ 0 as t → 0+ andm(t)→−∞ as t →∞,m(t) has unique critical point at T0.
It is easy to check thatm(t) increases in [0, T0], and decreases in [T0,+∞).
(i) Gλ,µ(u, v) < 0.
There exists unique t− > T0 such that m(t−) = Gλ,µ(u, v). It follows from ϕ0(t−) = 0 that (t−u, t−v) ∈ Mλ,µ. Then,
from (2.25) we get that ϕ1(t−) = (t−)n+1m′(t−) < 0, which implies that (t−u, t−v) ∈ M−λ,µ. By simple calculation, we
obtain that ϕ′2(t) = tn−1[m(t)− Gλ,µ(u, v)]. Furthermore, ϕ′2(t) > 0 for t ∈ [0, t−] and ϕ′2(t) < 0 for t ∈ [t−,+∞). Then,
ϕ2(t) gets its maximum at t−, that is
Jλ,µ(t−u, t−v) = sup
t≥0
Jλ,µ(tu, tv).
(ii) Gλ,µ(u, v) > 0.
Since 0 < λH1θ + µH2θ < λ0, by (2.10) we get that
m(0) = 0
< Gλ,µ(u, v) ≤ (λH1θ + µH2θ )K na,b∥(u, v)∥nE
<

α + β − p
α + β − n

p− n
(α + β − n)2hδKα+βa,b
 p−n
α+β−p
∥(u, v)∥nE
≤ m(T0).
Then, there exist t+ and t− such that 0 < t+ < T0 < t− and m(t+) = m(t−) = Gλ,µ(u, v). Similar to the argument in
(i), we have (t+u, t+v) ∈ M+λ,µ and (t−u, t−v) ∈ M−λ,µ. Since ϕ′2(t) < 0 for t ∈ [0, t+] and ϕ′2(t) > 0 for t ∈ [t+, T0],
Jλ,µ(t+u, t+v) = inf0≤t≤T0 Jλ,µ(tu, tv). Furthermore, it is easy to find that ϕ′2(t) > 0 for t ∈ [t+, t−], ϕ′2(t) < 0 for
t ∈ [t−,+∞] and ϕ2(t) ≤ 0 for t ∈ [0, t+]. Furthermore, since (t−u, t−v) ∈ M−λ,µ, by Lemma 2.4 we have ϕ2(t−) > 0.
Then, Jλ,µ(t−u, t−v) = supt≥0 Jλ,µ(tu, tv). 
Similar to Lemma 2.5, for each (u, v) ∈ E with Gλ,µ(u, v) > 0, we set
T1(u, v) =

(α + β − n)Gλ,µ(u, v)
(α + β − p)∥(u, v)∥pE
1/(p−n)
.
Then, we have the following lemma.
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Lemma 2.6. For each (u, v) ∈ E with Gλ,µ(u, v) > 0 and 0 < λH1θ + µH2θ < λ0,
(i) if

RN h(x)|u|α|v|βdx ≤ 0, then, there exists unique t+ < T1 such that (t+u, t+v) ∈ M+λ,µ and Jλ,µ(t+u, t+v) = inf0≤t≤T1
Jλ,µ(tu, tv);
(ii) if

RN h(x)|u|α|v|βdx > 0, there exist 0 < t+ < T1 < t− such that (t+u, t+v) ∈ M+λ,µ, (t−u, t−v) ∈ M−λ,µ and
Jλ,µ(t+u, t+v) = inf
0≤t≤T1
Jλ,µ(tu, tv), Jλ,µ(t−u, t−v) = sup
t≥0
Jλ,µ(tu, tv).
Proof. Let
m1(t) = tp−α−β∥(u, v)∥pE − tn−α−βGλ,µ(u, v), t > 0.
Clearly,m1(t)→−∞ as t → 0+;m1(t)→ 0 as t →+∞ andm′1(t) > 0 for t ∈ (0, T1],m′1(t) < 0 for t ∈ [T1,+∞). Then,
m1(t) obtain itsmaximum at t = T1. When

RN h(x)|u|α|v|βdx > 0we can also prove that 0 <

RN h(x)|u|α|v|βdx < m1(T1).
Similar to the proof of Lemma 2.5, Lemma 2.6 can be proved. 
Lemma 2.7. Assume (A1)–(A2). If uk ⇀ u0, vk ⇀ v0 weakly in E, then there exists a subsequence of {(uk, vk)}, still denoted by
{(uk, vk)}, such that
lim
k→∞

RN
h(x)|uk|α|vk|βdx =

RN
h(x)|u0|α|v0|βdx, (2.27)
lim
k→∞

RN
H1(x)|uk|ndx =

RN
H1(x)|u0|ndx, (2.28)
lim
k→∞

RN
H2(x)|vk|ndx =

RN
H2(x)|v0|ndx. (2.29)
Proof. We only prove (2.27), and (2.28)–(2.29) can be similarly obtain as the proof of (2.27). From (A2)we have that for any
ε > 0 there exists R0 > 0 such that
BcR0
(|h(x)||x|b(α+β))δdx < εδ
where Br = {x ∈ RN ∥ x| ≤ r} and Bcr = {x ∈ RN ∥ x| > r} for any r > 0. Since uk ⇀ u0, vk ⇀ v0 weakly in E, {(uk, vk)}
is bounded in E and uk ⇀ u0, vk ⇀ v0 weakly inW
1,p
a (RN). Furthermore, (1.4) means that {(uk, vk)} is bounded in Lp∗b (RN).
Then, we have that
uk ⇀ u0, vk ⇀ v0 in L
p∗
b,loc(R
N \ {0}), (2.30)
and
uk → u0, vk → v0 a.e. in RN . (2.31)
It follows from (2.30) and (2.31) that for large k
BR0
|x|−bp∗ |uk − u0|p∗ < εp∗ , (2.32)
and for k ≥ 1 there existsM > 0, which is independent of k such that
RN
|x|−bp∗ |uk|p∗dx ≤ Mp∗ ,

RN
|x|−bp∗ |u0|p∗dx ≤ Mp∗ . (2.33)
Similarly, from (2.30) and (2.31) we have that for large k
BR0
|x|−bp∗ |vk − v0| < εp∗ .
Furthermore, we get from the Hölder inequality that
BcR0
h(x)|uk − u0|α+βdx ≤

BcR0
(|h(x)||x|b(α+β))δdx
 1
δ

BcR0
|x|−bp∗ |uk − u0|p∗dx
 α+β
p∗
≤ 2α+βMα+βε. (2.34)
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By (A2) and for large kwe have
BR0
h(x)|uk − u0|α+βdx ≤

BR0
(|h(x)||x|b(α+β))δdx
 1
δ

BR0
|x|−bp∗ |uk − u0|p∗dx
 α+β
p∗
≤ M0εα+β (2.35)
for someM0 > 0. Thus, we obtain from (2.34) and (2.35) that
lim
k→∞

RN
h(x)|uk − u0|α+βdx = 0.
Similarly, we obtain
lim
k→∞

RN
h(x)|vk − v0|α+βdx = 0.
Note that
RN
|h(x)∥uk − u0|α|vk − v0|βdx ≤

RN
|h(x)∥uk − u0|α+βdx+

RN
|h(x)||vk − v0|α+βdx,
then we get (2.27). This gives the proof. 
3. Existence of positive solutions
Lemma 3.1. If 0 < λH1θ + µH2θ < nλ0p , then, there is a minimizer (u+0 , v+0 ) ∈ M+λ,µ such that
(i) Jλ,µ(u+0 , v
+
0 ) = δ+λ,µ;
(ii) (u+0 , v
+
0 ) is a positive solution of problem (1.2).
Proof. By Lemma 2.1, note that Jλ,µ(u, v) is bounded on M+λ,µ; then there exists a minimizing sequence {(uk, vk)} ⊆ M+λ,µ
such that
lim
k→∞ Jλ,µ(uk, vk) = inf(u,v)∈M+λ,µ
Jλ,µ(u, v).
Since Jλ,µ(u, v) is coercive, {(uk, vk)} is bounded in E. Thus, we may assume that
uk ⇀ u+0 , uk ⇀ v
+
0 ,
in E. By Lemma 2.4, we have
Jλ,µ(uk, vk)→ δ+λ,µ < 0.
Let k →∞, it follows from Lemma 2.4, (2.7), (2.28) and (2.29) that Gλ,µ(u+0 , v+0 ) > 0. In the following, we prove that
uk → u+0 , vk → v+0
in E. Suppose otherwise; then
∥u+0 ∥W1,pa < limk→∞ inf ∥uk∥W1,pa or ∥v
+
0 ∥W1,pa < limk→∞ inf ∥vk∥W1,pa . (3.1)
Let
m2(t) = tp−α−β∥(u+0 , v+0 )∥pE − tn−α−βGλ,µ(u+0 , v+0 ),
then,m2(t) has a unique critical point at
T2 , T1(u+0 , v
+
0 ) =

(α + β − n)Gλ,µ(u+0 , v+0 )
(α + β − p)∥(u+0 , v+0 )∥pE
 1
p−n
,
andm′2(t) > 0 for t ∈ (0, T2],m′2(t) < 0 for t ∈ [T2,+∞). This implies thatm2(t) has its maximum at T2. Let
φ0(t) = m2(t)−

RN
h(x)|u+0 |α|v+0 |βdx.
Then, φ0(t)→−∞ as t → 0 and φ0(t)→−

RN h(x)|u+0 |α|v+0 |βdx as t →+∞.
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Set
ψ0(t) = Jλ,µ(tu+0 , tv+0 ) =
tp
p
∥(u+0 , v+0 )∥pE −
tα+β
α + β

RN
h(x)|u+0 |α|v+0 |βdx−
tn
n
Gλ,µ(u+0 , v
+
0 ).
Thus,
ψ ′0(t) = tα+β−1

m2(t)−

RN
h(x)|u+0 |α|v+0 |βdx

.
By Lemma 2.6, there exists unique t+0 < T2 such that m
′
2(t
+
0 ) > 0,m2(t
+
0 ) =

RN h(x)|u+0 |α|v+0 |βdx, (t+0 u+0 , t+0 v+0 ) ∈ M+λ,µ
and Jλ,µ(t+0 u
+
0 , t
+
0 v
+
0 ) = inf0≤t≤T2 Jλ,µ(tu+0 , tv+0 ). Furthermore,
φ0(t+0 ) = (t+0 )p−α−β∥(u+0 , v+0 )∥pE − (t+0 )n−α−βGλ,µ(u+0 , v+0 )−

RN
h(x)|u+0 |α|v+0 |βdx,
= (t+0 )−α−β⟨J ′λ,µ(t+0 u+0 , t+0 v+0 ), (t+0 u+0 , t+0 v+0 )⟩ = 0.
For the further proof, we set
φk(t) = tp−α−β∥(uk, vk)∥pE − tn−α−βGλ,µ(uk, vk)−

RN
h(x)|uk|α|vk|βdx.
By (3.1), we have φk(t+0 ) > φ0(t
+
0 ) = 0 for large k. Since ⟨Φ ′λ,µ(uk, vk), (uk, vk)⟩ > 0,
(p− α − β)∥(uk, vk)∥pE + (α + β − n)Gλ,µ(uk, vk) > 0,
which implies that T1(uk, vk) > 1; furthermore, T2 = T1(u+0 , v+0 ) > 1. Sinceφk(1) = 0 andφ′k(t) > 0 for t ∈ [0, T2], φk(t) ≤
0 for all t ∈ [0, 1]. From φk(t+0 ) > 0, we have t+0 > 1. Thus, 1 < t+0 < T2 and
Jλ,µ(t+0 u
+
0 , t
+
0 v
+
0 ) ≤ Jλ,µ(u+0 , v+0 ) < limk→∞ Jλ,µ(uk, vk) = δ
+
λ,µ,
which is a contradiction. Hence, uk → u+0 , vk → v+0 strongly inW 1,pa (RN). This implies that
Jλ,µ(uk, vk)→ Jλ,µ(u+0 , v+0 ) = δ+λ,µ as t →∞.
Thus, (u+0 , v
+
0 ) is a minimizer of Jλ,µ(u, v) on M
+
λ,µ. Since Jλ,µ(u
+
0 , v
+
0 ) = Jλ,µ(|u+0 |, |v+0 |) and (|u+0 |, |v+0 |) ∈ M+λ,µ, by
Lemma 2.3, we may assume that (u+0 , v
+
0 ) is a nonnegative solution of problem (1.2). Furthermore, we obtain that u
+
0 >
0, v+0 > 0 by the maximum principle; see [2,16]. This concludes the proof. 
Lemma 3.2. Assume 0 < λH1θ + µH2θ < nλ0p . Then, Jλ,µ(u, v) has minimizer (u−0 , v−0 ) ∈ M−λ,µ and
(i) Jλ,µ(u−0 , v
−
0 ) = δ−λ,µ;
(ii) (u−0 , v
−
0 ) is a positive solution of problem (1.2).
Proof. It follows from Lemma 2.1 that Jλ,µ(u, v) is coercive and bounded below on M−λ,µ. Then, there exists a minimizing
sequence {(uk, vk)} ⊆ M−λ,µ such that
lim
k→∞ Jλ,µ(uk, vk) = inf(u,v)∈M−λ,µ
Jλ,µ(u, v).
Since Jλ,µ(u, v) is coercive, {(uk, vk)} is bounded in E. Therefore, there exists a subsequence of {(uk, vk)}, still denoted by
{(uk, vk)}, and (u−0 , v−0 ) ∈ E such that {(uk, vk)}⇀ (u−0 , v−0 ). By Lemma 2.4, we have that Jλ,µ(u, v) > 0 for all (u, v) ∈ M−λ,µ.
Thus
inf
(u,v)∈M−λ,µ
Jλ,µ(u, v) > 0.
Furthermore, by (2.6) we obtain that

RN h(x)|uk|α|vk|βdx > 0. Therefore, it follows from Lemma 2.7 that
RN
h(x)|u−0 |α|v−0 |βdx > 0. (3.2)
Now, we prove that uk → u−0 , vk → v−0 strongly inW 1,pa (RN). Suppose otherwise; then
∥u−0 ∥W1,pa < limk→∞ inf ∥uk∥W1,pa or ∥v
−
0 ∥W1,pa < limk→∞ inf ∥vk∥W1,pa .
Z. Xiu et al. / J. Math. Anal. Appl. 395 (2012) 531–541 541
Since

RN h(x)|u−0 |α|v−0 |βdx > 0, it follows from Lemma 2.5 that there exists unique t−0 such that (t−0 u−0 , t−0 v−0 ) ∈ M−λ,µ. For
any (uk, vk) ∈ M−λ,µ, Lemma 2.5 and a simple transformation imply that Jλ,µ(uk, vk) > Jλ,µ(tuk, tvk) for all t ≥ 0. Then
Jλ,µ(t−0 u
−
0 , t
−
0 v
−
0 ) < limk→∞ Jλ,µ(t
−
0 uk, t
−
0 vk) ≤ limk→∞ Jλ,µ(uk, vk) = δ
−
λ,µ.
This is a contradiction; hence, uk → u−0 , vk → v−0 strongly inW 1,pa (RN), which implies that Jλ,µ(uk, vk)→ Jλ,µ(u−0 , v−0 ) =
δ−λ,µ as k → ∞. Since Jλ,µ(u−0 , v−0 ) = Jλ,µ(|u−0 |, |v−0 |) and (|u−0 |, |v−0 |) ∈ M−λ,µ, similar to the argument in Lemma 3.1, we
can also get that (u−0 , v
−
0 ) is a positive solution of problem (1.2). 
Proof of Theorem 1.1. By Lemmas 3.1 and 3.2, we obtain that the problem (1.2) has two positive solutions (u+0 , v
+
0 ) ∈ M+λ,µ
and (u−0 , v
−
0 ) ∈ M−λ,µ. SinceM+λ,µ

M−λ,µ = ∅, the solutions (u+0 , v+0 ) and (u−0 , v−0 ) are distinct. Then we complete the proof
of Theorem 1.1. 
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