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Abstract
Simulations show Gly15, a polypeptide lacking any side-chains, can collapse in water. We assess
the hydration thermodynamics in this collapse by calculating the hydration free energy at each
of the end points of the reaction coordinate, here the end-to-end distance (r) in the chain. To
examine the role of the various conformations for a given r, we study the conditional distribution,
P (Rg|r), of the radius of gyration for a given value of r. P (Rg|r) is found to vary more gently
compared to the corresponding variation in the excess hydration free energy. Using this insight
within a multistate generalization of the potential distribution theorem, we calculate a reasonable
upper bound for the hydration free energy of the peptide for a given r. On this basis we find that
peptide hydration greatly favors the expanded state of the chain, despite primitive hydrophobic
effects favoring chain collapse. The net free energy of collapse is seen to be a delicate balance
between opposing intra-peptide and hydration effects, with intra-peptide contributions favoring
collapse by a small margin. The favorable intra-peptide interactions are primarily electrostatic
in origin, and found to arise primarily from interaction between C=O dipoles, hydrogen bonding
interaction between C=O and N-H groups, and favorable interaction between N-H dipoles.
Keywords: protein folding, conformational distribution, free energy, molecular dynamics
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The concept of hydrophobic hydration, the tendency of apolar solutes to disfavor the
aqueous phase, informs nearly all aspects of biomolecular self-assembly and is commonly ac-
cepted as providing the driving force for proteins to fold [1–4]. However, this rationalization
cannot explain recent experimental [5] and simulational [6, 7] observations that oligoglycine,
only mildly hydrophobic by some accounts [8, 9], also collapses into a non-specific structure
in liquid water.
Experimental studies on the collapse of (Gly)n and the closely related (GlySer)n polypep-
tides have attributed the collapse to the formation of intramolecular hydrogen bonds [5, 10].
However, an earlier simulation study has suggested that collapse is unlikely to be driven
solely by intramolecular hydrogen bonding [6]. They have instead postulated that the unfa-
vorable cost of creating a cavity to accommodate the peptide drives the collapse, a picture
that is synonymous with hydrophobicity driven collapse. More recent work has implicated
the charge ordering and the favorable correlation between the CO groups of the peptide as
an important determinant in oligoglycine collapse [11, 12]. A rigorous analysis of hydration
effects in folding of Gly15 has not yet been presented.
Here we explore the hydration thermodynamics of Gly15 collapse using the recently de-
veloped regularization approach to free energy calculations [13, 14]. This approach makes
possible the facile calculation of free energies of hydration of polypetides and proteins in
all-atom simulations. Importantly, this approach provides direct quantification of the hy-
drophilic and hydrophobic contributions to hydration [15, 16]. We complement these studies
with evaluation of the excess enthalpy and entropy of hydration as well [15, 16]. Our re-
sults show that in contrast to the usual paradigm of water aiding folding by decreasing the
mutual solubility of the peptide units comprising the polypeptide chain, hydration in fact
drives unfolding in this peptide; importantly, intra-peptide van der Waals and electrostatic
interactions are critical in driving Gly15 to collapse. Some of the favorable electrostatic
interactions are clearly attributable to the formation of hydrogen bonds, as was suspected
in the experimental studies [5, 10].
I. METHODS
Gly15 was constructed with capped ends and solvated by a box containing 13358
CHARMM-modified TIP3P [17, 18] water molecules. (The equilibrated system is a cube
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of edge length ≈ 73.5 A˚. The starting equilibrated configuration was kindly provided by
Karandur and Pettitt [12], who had simulated the system for over 100 ns at a temperature
of 300 K and a pressure of 1 atm. using, respectively, a Langevin thermostat and a Langevin
barostat [19].) We maintained the simulation parameters as in the Karandur-Pettitt study.
Specifically, the barostat piston period was 100 fs and the decay time was 50 fs. The decay
constant of the thermostat was 4 ps−1. The SHAKE algorithm was used to constrain the
geometry of water molecules and fix the bond between hydrogens and parent heavy atoms.
Lennard-Jones interactions were terminated at 12.00 A˚ by smoothly switching to zero start-
ing at 10.0 A˚. Electrostatic interactions were treated with the particle mesh Ewald method
with a grid spacing of 1.0 A˚. In contrast to the Karandur-Pettitt study, here we use a 2.0 fs
timestep. In vacuo calculations for peptide provided the vacuum reference. These in vacuo
simulations lasted at least 25 ns with a 1 fs timestep. The decay constant of the thermostat
was 10 ps−1.
To calculate the potential of mean force (PMF),W (r), where the order parameter r is the
distance between the terminal carbon atoms of the Gly15 peptide, we first obtained one frame
each with r ∈ (30, 40) A˚ (domain L40), r ∈ (25, 35) A˚ (domain L35), and r ∈ (20, 30) A˚
(domain L30) from the earlier simulations by Karandur and Pettitt [12]. Then the PMFs in
the respective domains were obtained using the adaptive-bias force (ABF) technique [20, 21].
Briefly, in the ABF approach, the order parameter is binned in windows of width 0.1 A˚ and
using these counts initial biasing forces are estimated that encourage a uniform sampling of
the order parameter in the chosen domain. As the simulation progresses, the distribution of
r and hence also the biasing forces are updated. At convergence, the biasing force should
cancel the force due to the underlying free energy surface (the quantity of interest), thus
allowing the calculation of W (r).
For each domain, ABF simulations spanned 26 ns. The first 16 ns was set aside for
equilibration, during which time we monitored the evolution of the biasing forces. Then the
gradient of W (r) obtained at the end of 18, 20, 22, 24, and 26 ns was averaged. The forces
from the overlapping segments in L30 and L35 were averaged. The L30-L35 average and
forces from L40 were then averaged to construct the gradient of W (r) in the entire domain
r ∈ [20, 40] A˚. The gradient was then numerically integrated (a trapezoidal rule suffices)
to obtained W (r) from r = 20.1 A˚ to r = 39.9 A˚. (For the in vacuo ABF simulation, we
follow a similar procedure with gradients obtained at the end of 10, 15, 20, and 25 ns.) The
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potential energy of the peptide (in the solvent) as a function of r was obtained from the last
4 ns of the ABF trajectory and sorted and binned in windows of width 0.1 A˚ along r. For
the potential energy calculation, we used structures only from L40 and L30 simulations.
The calculation of µex and its entropic Tsex and enthalpic hex follows earlier work [15,
16, 22]. For completeness, the calculation approach is briefly described in the Appendix.
II. RESULTS
A. Free energy of chain compaction
Figure 1 shows the potential of mean force (PMF) between the terminal carbon atoms
of the Gly15. As r decreases from 40 A˚ to 20 A˚, the radius of gyration of the peptide
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FIG. 1. Left panel: PMF, ∆W (r), relative to r = 40 A˚ for Gly15 folding in the domain r ∈
[20, 40] A˚. PMF obtained from ABF is shown as solid black line. Right panel: The change in the
internal energy ∆E (red line) and its electrostatic (blue) and van der Waals (grey) contributions
for the solvated peptide. The light red shading indicates the 1σ standard error of the mean. The
contributions from dihedral and angle terms of the forcefield are negligible on the scale of the
graph.
changes from about 13 A˚ to about 6 A˚, indicating that the polypeptide adopts a compact
configuration as r decreases. Figure 1 shows that chain compaction is favored by a free
energy change of approximately −4 kcal/mol. Observe that there is an intrinsic drive for
the peptide chain to collapse, as is seen in the potential of mean force for chain compaction
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obtained in the absence of the solvent (∆Wvac) and as can also be inferred from the large
intra-peptide energy change accompanying chain compaction (Fig. 1, right panel).
B. Analysis of intra-peptide interactions
Given their role in organized structures such as the α-helix and the b-sheet, it is natural
to suspect that hydrogen bonds would contribute to the favorable intra-peptide electrostatic
interaction, as has been suggested in earlier experimental studies [5, 10]. It is standard
practice, for example see Ref. 6, to identify hydrogen bonds on the basis of a geometric
criterion. However, to obtain a better understanding of the role of hydrogen bonds in the
electrostatic contribution, which is of first interest here, it is also necessary to evaluate their
energetic contribution. To this end, we analyzed hydrogen bonding contributions using both
geometric and energetic criteria.
First for all the sampled configurations (in r ∈ [20, 40] A˚), we calculated the number
of hydrogen bonds based on the distance rc between the carbonyl oxygen for residue i and
the amide nitrogen (N) at j and the angle θc between the N-H (amide proton) vector and
the N-O vector. (For assessing hydrogen bonds, i and j differ by at least 2 residues.) For
a hydrogen bond pair satisfying the defined cutoffs, we find the pair interaction energy
between the [CO]i group and the [HNCα(Hα)2]j group. (Our choice of interacting groups is
based on the fact that within the CHARMM forcefield, the CO group is neutral as is the
[HNCα(Hα)2] group, but the bare NH group is not.) Figure 2 collects the results of this
analysis for two commonly used cutoffs.
Figure 2 shows that the net interaction energy energy is linear in the number of hydrogen
bond for both the defined cutoffs (Fig. 2). Thus we can conclude that for the given forcefield,
a hydrogen bond based on rc ≤ 3.0 A˚ and θc ≤ 30◦ contributes on average 3.1 kcal/mol
favorably to the net binding strength. Likewise, a hydrogen bond based on rc ≤ 3.5 A˚ and
θc ≤ 30◦ contributes on average 2.3 kcal/mol to the net binding strength; it should be clear,
however, that this average includes the effect of the stronger hydrogen bonds that occur at
the 3.1 kcal/mol energy scale.
Figure 3 shows that the average number of hydrogen bonds increases as r (and hence also
Rg, Fig. S2) decreases, as has also been suggested experimentally [5, 10]. On average about
3 hydrogen bonds form upon collapse for the criterion RON ≤ 3.5 A˚ and ∠ONH ≤ 30◦.
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FIG. 2. Analysis of hydrogen bonding strength for hydrogen bonds defined according to various
geometric criteria. εHB is the slope of the line and defines the average contribution of the single
hydrogen bond based on the specified geometric criterion. The role of the end-caps, which can also
hydrogen bond, is ignored. Standard error of the mean is shown at 1σ.
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FIG. 3. Average number of hydrogen bonds as a function of the order parameter r for various
distance and angle criteria. (The role of the end-caps, which can also hydrogen bond, is ignored.)
For clarity, standard error at 2σ is shown as a shaded background only for RO−N ≤ 3.5 A˚,∠ONH ≤
30◦.
Based on the analysis in Fig. 2, we can infer than one of these is a H-bond contributing about
3.1 kcal/mol to the binding energy and the remaining two contribute about 1.9 kcal/mol
(on average) to the binding energy.
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Figure 4 compares the contribution from hydrogen bonds as well as due to interaction
between CO-CO dipoles and NH-NH dipoles. The results reveal that correlations between
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FIG. 4. Analysis of contributions to the electrostatic contribution to the internal energy change.
Only energetic contribution from hydrogen bonds satisfying rc ≤ 3.5 A˚ and θc ≤ 30◦ is shown. The
contribution from COi-COj (j ≥ i + 2) pairs and NHi-NHj (j ≥ i + 2) pairs are also indicated.
For interactions involving NH, we always consider the neutral [HNCα(Hα)2] group. The role of the
end-caps in H-bonding, CO-CO, and NH-NH interactions is ignored.
CO-groups play a larger role in the net electrostatic energy change than hydrogen bonds
(based on rc ≤ 3.5 A˚ and θc ≤ 30◦, εHB = 2.3 kcal/mol). Our identification of the importance
of CO-CO interactions is consistent with what has been reported earlier by Karandur et al.
[11, 12]. However, in variance with their conclusion, we find that ∆EHB also makes a
significant contribution to the net electrostatic energy change. In particular, we find that
∆EHB is about 63% of ∆ECO. In a similar vein, we find that correlations between NH
groups also contributes favorably to the change in electrostatic energy. The sum of CO-
CO, H-bonding, and NH-NH interactions is about 66% of the net electrostatic change. For
simplicity we have not included the interactions involving the terminal caps, which can
participate in all the three categories noted in Fig. 4. Further, in comparing with the
molecular dynamics data (Fig. 4), we have ignored short range interaction involving partial
charges that are not readily classifiable into one of the three defined categories noted in
Fig. 4. These contributions that have been left out contribute the rest of the change in
∆Eelec.
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Summarizing the results of our analysis on intra-peptide interactions, we find that corre-
lations between CO-groups and hydrogen bonds are two of the most important contributions
to the favorable change in ∆Eelec. The identified importance of hydrogen bonds is also in
good agreement with expectations based on experiments [5, 10].
C. Role of hydration
We next consider the analysis of hydration effects. To parse the effect of hydration, we
write
∆W = ∆Wvac +∆Wss , (1)
where ∆Wss accounts for all the hydration effects. Here ∆Wss = µ
ex(r = 20.1) − µex(r =
39.9), where µex(r) is the hydration free energy of the polypeptide with the constraint
that the end-to-end distance is r. To estimate µex(r), we first classify the ensemble of
conformations satisfying the constraint r by the radius of gyrationRg. For a given r, denoting
the excess chemical potential of a specific conformation Rg by µ
ex(Rg|r), the multistate
generalization [23–26] of the chemical potential µex(r) gives
βµex(r) = ln
∫
Rg
eβµ
ex(Rg|r)P (Rg|r)dRg , (2)
where the integration is over all the conformations (classified according to Rg) that satisfy
the constraint of fixed r, and β = 1/kBT , with kB the Boltzmann constant and T the
temperature. P (Rg|r)dRg is probability of finding a conformation in the range [Rg, Rg+dRg]
given the constraint r.
Constructing µex(r) by calculating µex(Rg|r) for an ensemble of configurations is a daunt-
ing task, but much progress can be made using Eq. 2 and some physically realistic assump-
tions. First we note that hydration free energy calculations for several different conforma-
tions of Gly15 shows that µ
ex for a given conformation is negative (Fig. 5). This negative
µex is also consistent with explicit hydration free energy calculations on shorter polyglycines
[15, 22] and is as expected based on hydration free energy calculations of another homoge-
neous peptides of varying chain lengths (up to about 10), for example, see 16, 27–31.
Since µex(Rg|r) < 0, it is clear that µex(r) must be bounded from above by the least
negative and from below by the most negative hydration free energy. Further since µex(Rg|r)
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FIG. 5. Hydration free energy values for several Gly15 conformations for Rg values of interest in
the present study. The linear fit is solely to indicate that on average µex decreases with increasing
Rg, i.e. as more of the chain is exposed to the solvent.
decreases with increasing Rg, i.e. with increasing solvent exposure of the backbone, we
can infer that for a given r, the hydration free energy µex(Rg|r) for the most collapsed
conformation is expected to be least negative. Denoting the most collapsed conformation
by R∗g, we thus expect [µ
ex(Rg|r)− µex(R∗g|r)] ≤ 0 and thus
βµex(r) = βµex(R∗g|r) + ln
∫
Rg
eβ[µ
ex(Rg |r)−µex(R∗g |r)]P (Rg|r)dRg
≤ βµex(R∗g|r) . (3)
For using Eq. 3, we first obtained two structures satisfying r = 39.9 A˚ and r = 20.1 A˚,
respectively, from the ABF trajectory. (We find a structure that is within 0.05 A˚ of the target
distance and then adjust r.) Subsequently, these peptide configurations were centered and
rotated such that the end-to-end vector is along the principal diagonal of the simulation cell.
With the terminal carbon atoms fixed in space, we sampled conformations of the peptide
from 2 ns of production.
Analysis of the distribution of Rg for r = 20.1 A˚ and 39.9 A˚, shows that P (R
∗
g|r) ≈ e−2
relative to the most probable R¯g, i.e. − ln[P (R∗g|r)/P (R¯g|r)] ≈ 2 kBT (Fig. 6). But for the
same increase in Rg, about 1 A˚, the hydration free energy decreases by O(17 kBT) (Fig. 5).
Because of the exponential dependence of the free energy on [µex(Rg|r) − µex(R∗g|r)] < 0
which decreases sharply relative to the growth in P (Rg|r), we expect the upper bound to
9
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FIG. 6. Probability distribution of Rg values for the specified end-to-end distance. For r = 20.1 A˚,
the Rg of the most collapsed conformation is 5.5 A˚ and for r = 39.9 A˚, the Rg of the most collapsed
conformation is 10.8 A˚. These Rg values fall slightly to the left of the leftmost point shown in the
plot.
itself be a fair approximation to the required free energy. (See also Ref. 26 for a similar
argument in the context of ion hydration.) Thus, we expect that the hydration contribution
in Eq. 1 can be approximated as
∆Wss = µ
ex[r = 20.1 A˚]− µex[r = 39.9 A˚]
≈ µex(R∗g|r = 20.1 A˚)− µex(R∗g|r = 39.9 A˚) (4)
For the (R∗g|r = 20.1) and (R∗g|r = 39.9) structures, we find the hydration free energy,
µex, using the regularization approach to hydration free energies [13–15, 22] (Appendix A),
a technique that is based on the extensively documented quasichemical organization of the
potential distribution theorem [23, 24]. As before [15, 16], we also obtained the entropic
(sex) and enthalpic (hex) decomposition of µex (Appendix A).
Table I collects the results of the hydration analysis and it is clear that the calculated
value of the free energy of collapse is in reasonable accord with the value obtained using the
ABF procedure (Fig. 1).
Analyzing ∆Wss shows that the packing contribution, a measure of primitive hydropho-
bic effects[32, 33], does favor chain compaction, as is expected (Fig. 7). But this packing
contribution is approximately balanced by the long-range contributions that favor chain
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TABLE I. Hydration and intra-peptide interaction contributions in the collapse of Gly15 from
r = 39.9 A˚ to r = 20.1 A˚. ∆Wss is based on Eq. 4. ∆W (calc.) = ∆Wss +Wvac is the value of the
free energy of collapse using the calculated hydration free energy; ∆W (ABF) is the corresponding
value from Fig. 1.
Quantity (kcal/mol)
∆Wvac (ABF) −31.3
∆Wss 25.5 ± 2
∆W (calc.) −5.8± 2
∆W (ABF) −4.0
E
n
er
g
y
(k
ca
l/
m
o
le
)
-175.0
-125.0
-75.0
-25.0
−µexpack µexchem µexlr µexnet
r = 39.9 A˚
r = 20.1 A˚
E
n
er
g
y
(k
ca
l/
m
o
le
)
-375.0
-325.0
-275.0
-225.0
-175.0
-125.0
-75.0
-25.0
−hexreorg hexsw Tsex µexnet
r = 39.9 A˚
r = 20.1 A˚
FIG. 7. Left panel: The hydration free energy and its components based on the quasichemical
decompostion [13–15, 22–24]. (See Appendix.) The packing contribution measures the free energy
to create a cavity to accommodate the peptide [15, 16]; it is the domain that is excluded to the
solvent centers and is uniquely defined for the given forcefield. The chemistry contribution captures
the role of solute attractive interactions with solvent in the first hydration shell, here defined to
be the surface at a distance of 5 A˚ away from nearest heavy atom in the solute. The long-range
contribution is the free energy of interaction between the peptide and the solvent when solvent is
excluded from the first hydration layer. Right panel: Decomposition of the hydration free energy
change into enthalpic and entropic contributions. The enthalpy of hydration is further separated
into a solvent reorganization and solute-solvent interaction parts.
unfolding. Importantly, the chemistry contribution reflecting the role of favorable solute
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interactions with the solvent in the first hydration shell is nearly twice the magnitude of
the packing contribution and favors chain unfolding. Thus hydrophilic effects overwhelm
hydrophobic effects to shift the balance to the unfolded state.
Mirroring the packing contribution, the energetic cost to reorganize the solvent around
a cavity (hexreorg) favors chain compaction, as does the entropy of hydration. But favorable
solute-water interactions reflected in hexsw greatly favor chain expansion. This observation
suggests that the backbone must play a substantial role in protein folding, consistent with
several recent studies [34–36].
III. CONCLUSIONS
We find that the collapse of Gly15 is driven by intra-molecular interactions, which are
primarily electrostatic in origin. The basis for this electrostatic drive is found mostly in
favorable CO-CO interactions, hydrogen bonding interactions between CO and NH groups,
and also interaction between amide group (NH) dipoles. Favorable solute-solvent interaction
dominates the hydration thermodynamics and opposes the collapse of Gly15, despite packing
(or primitive hydrophobic) effects favoring chain compaction. The net balance between
intramolecular interactions and hydration is such that intramolecular contributions win by
a small margin and drive the collapse of the peptide. Thus liquid water is both a good solvent
for the hydration of the peptide unit [22, 28], but also a poor solvent from the perspective of
folding, as the hydration effects lose in comparison to intra-peptide interactions. Our work
suggests that the hydration of the peptide backbone is likely an important determinant
in the solution thermodynamics of intrinsically disordered peptides, an aspect that needs
to be investigated further. The observed feature of hydration opposing collapse driven by
favorable intramolecular interactions is also expected to be relevant to protein folding and
assembly.
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IV. APPENDIX
S.I. METHODS
The free energy of hydration, µex, is given as
βµex = ln x0(λ)︸ ︷︷ ︸
chemistry
− ln p0(λ)︸ ︷︷ ︸
packing
+ βµex(n = 0|λ)︸ ︷︷ ︸
long−range
(S.1)
within the quasichemical organization of the potential distribution theorem [23, 24]. Each
of the terms in the above equation has a simple physical interpretation, as has been noted
before [15, 22].
In Eq. S.1, λ is the distance to which solvent is excluded from the surface of the solute
in computing the chemical contribution to hydration. Typically, excluding the solvent in
the first hydration shell (λ ≈ 5 A˚) suffices. This choice also ensures that the binding energy
distribution of the solute with the solvent outside the defined inner-shell is Gaussian to a
good approximation (see below).
The largest value of λ, labelled λSE, for which the chemistry contribution is zero has
a special meaning. It demarcates the domain within which solvent cannot enter, i.e. the
solvent is excluded. For the given forcefield, this surface is uniquely defined. We find that
λSE ≈ 3 A˚. With this choice, Eq. S.1 can be rearranged as,
βµex = ln
[
x0(λ)
p0(λSE)
p0(λ)
]
︸ ︷︷ ︸
renormalized chemistry
− ln p0(λSE)︸ ︷︷ ︸
SEpacking
+ βµex(n = 0|λ)︸ ︷︷ ︸
long−range
(S.2)
The term identified as renormalized chemistry has the following physical meaning. It is the
work done to move the solvent interface a distance λ away from the solute relative to the
case when the only role played by the solute is to exclude solvent up to λSE. This term
illuminates the role of short-range solute-solvent attractive interactions on hydration. This
decomposition is different from the ones we have used in the past [15, 22]. The results in
the present study are based on Eq. S.2.
A. Chemistry and packing contributions
We apply atom-centered fields to carve out a molecular cavity in the liquid [15, 16, 22].
We use the Tcl-interface to NAMD [37] to impose forces on the solvent due to the field. The
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functional form of the field was as before (Eq. 4b, Ref. 14):
φλ(r) = 4a
[(
b
r − λ+ 6√2b
)12
−
(
b
r − λ+ 6√2b
)6 ]
+ a , (S.3)
where a = 0.155 kcal/mol and b = 3.1655 A˚ are positive constants and (r < λ), and
φλ(r) = 0 for r ≥ λ.
To build the field to its eventual range of λ = 5 A˚, we progressively apply the field, and
for every unit A˚ increment in the range, we compute the work done in applying the field
using a seven-point Gauss-Legendre quadrature [38]. In earlier studies we have used a 5-
point quadrature. The calculated values using 5- and 7-points are the same within statistical
uncertainties, but a 7-point quadrature allows us to use fewer number of time steps per point
(here 0.9 ns versus 1.2 ns in earlier studies). The following seven Gauss-points
[0,±0.4058,±0.7415,±0.9491] are chosen for each unit A˚. At each Gauss-point, the system
was simulated for 0.9 ns and the (force) data from the last 0.5 ns used for analysis. (Excluding
more data did not change the numerical value significantly, indicating good convergence.)
Error analysis and error propagation was performed as before [14]: the standard error of
the mean force was obtained using the Friedberg-Cameron algorithm [39, 40] and in adding
multiple quantities, the errors were propagated using standard variance-addition rules.
The starting configuration for each λ point is obtained from the ending configuration of
the previous point in the chain of states. For the packing contributions, a total of 35 Gauss
points span λ ∈ [0, 5]. For the chemistry contribution, since solvent never enters λ < 2.5 A˚,
we simulate λ ∈ [2, 5] for a total of 21 Gauss points.
B. Long-range contribution
Let the conditional solute-solvent binding energy distribution be P (ε|φλ) and the
solute-solvent binding energy distribution with solute and solvent thermally uncoupled
be P (0)(ε|φλ). For a large enough conditioning radius, we expect both these distributions
to be well described by a gaussian. Then [23, 24]
µex[P (ε|φλ)] = 〈ε|φλ〉+ β
2
σ2
µex[P (0)(ε|φλ)] = 〈ε|φλ〉0 − β
2
σ2 . (S.4)
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In the above equations, 〈ε|φλ〉 and 〈ε|φλ〉0 are the mean binding energies in the coupled and
uncoupled ensembles, respectively, and σ2 is the variance of the distribution, the same for
both P (ε|φλ) and P (0)(ε|φλ).
For characterizing P (ε|φλ) (with λ = 5 A˚), the starting configuration for the λ = 5 A˚
simulation was obtained from the endpoint of the Gauss-Legendre procedure for the chem-
istry calculation; for P (0)(ε|φλ) (with λ = 5 A˚), we use the neat solvent state at the endpoint
of the packing calculation. The system was equilibrated for 0.9 ns and data collected over
an additional 1.2 ns with configurations saved every 0.5 ps. Protein solvent binding energies
were obtained using the PairInteraction module in NAMD.
Figure S1 shows that as expected the P (ε|φλ) and P (0)(ε|φλ) distributions are gaussian.
For this particular system, however, the variance is slightly different for these distributions.
[The origins of this behavior lie in the fact that the partial charges of the peptide backbone
are largely unshielded from the solvent. For example, were the backbone to be decorated
with apolar groups, as happens for a polyalanine, the conditioned coupled and uncoupled
distribution have the same variance [16].] Nevertheless, µex[P (ε|φλ)] = −40.5±1.0 kcal/mol
−10
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−40 −20 0 20 40
δε (kcal/mol)
√
〈δε2|φλ〉0 = 5.1
lnP (ε|φλ)
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FIG. S1. The coupled and uncoupled regularized binding energy distributions for the case where
the separation between the terminal carbon atoms is 20.1 A˚ and the structure has the smallest
Rg. The coupled (but not regularized) distribution is shown using open circles (◦). Regularization
serves to reduce the variance of this distribution. Not that despite the seemingly gaussian behavior,
the high-energy tail region of the non-regularized distribution is not well characterized; it is in fact
expected to obey an extreme value distribution [41].
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is in excellent agreement with µex[P (0)(ε|φλ)] = −40.4 ± 1.0 kcal/mole. These numbers are
also in excellent agreement with −41.8 kcal/mol obtained using the regularization approach
for vdW interactions and a 2-point Gauss-Legendre quadrature for electrostatics [14]. The
estimate µex(n = 0|λ) = 0.5 · (〈ε|φλ〉+ 〈ε|φλ〉0) = −44.8± 0.2 (cf. Eq. S.4; see also Ref. 42)),
which should be valid if both distributions are strictly gaussian, is also in error from the
quadrature result by only about 7%.
Similar analysis was also performed for the extended state of the peptide. The final
results reported are based on µex[P (ε|φλ)], which is particularly easy to obtain from the
conditioned-peptide simulations.
S.II. ENTHALPIC AND ENTROPIC CONTRIBUTIONS TO HYDRATION
From the Euler relation for the pure solvent and the solvent with one added solute, we
can show that the excess entropy of hydration is
Tsex = Eex − kT 2αp + p(〈V ex〉+ kTκT )− µex
≈ Esw + Ereorg − µex (S.5)
where κT is the isothermal compressibility and αp is the thermal expansivity of the solvent.
The average excess energy of hydration, Eex, is the sum the average solute-water interaction
energy Esw and Ereorg, the reorganization energy. The latter is given by the change in the
average potential energy of the solvent in the solute-solvent system minus that in the neat
solvent system. (Note that solute-solvent interactions are not counted as part of Ereorg.)
Ignoring pressure-volume effects, the excess enthalpy of hydration hex = Eex. The solute-
solvent interaction contribution Esw can be further decomposed into backbone-solvent, Ebb,
and sidechain-solvent, Esc, contributions. These contributions were straightforwardly ob-
tained using the PairInteraction module within NAMD. The coupled peptide solvent
system was simulated for an additional 3 ns and frames were archived every 500 fs for
interaction-energy analysis.
For calculating Ereorg we adapted the hydration-shell-wise procedure developed earlier
[41]. We define an inner-shell around the peptide as the union of shells of radius λ centered
on the peptide heavy atoms. λ ≤ 5.5 A˚, 5.5 < λ ≤ 8.5 A˚, and 8.5 < λ ≤ 11.5 A˚ defined the
first, second, and third shells, respectively. For the reorganization calculation, the definition
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of the inner shell was slightly increased by 0.5 A˚, but this change has no bearing on the final
thermodynamic quantity hex. Let nw be the number of water molecules in a shell for some
chosen configuration. The potential energy of these nw waters is given by the interaction
energy between these nw waters plus half the interaction energy of these nw waters with
the rest of the fluid. We thus find the average potential energy, 〈Eshell〉, and the average
population, 〈nshell〉, for a given shell. The contribution to the average reorganization energy
from the shell is then 〈Eshell〉 − 〈nshell〉 · 〈εw〉. Errors are propagated using standard rules.
For all cases, we find that by the third shell bulk behavior is attained; that is, Ereorg,3 ≈ 0
within statistical uncertainties, where Ereorg,3 is the reorganization energy contribution from
the third (3rd) shell.
S.III. DISTRIBUTION OF HYDROGEN BONDS VERSUS Rg
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FIG. S2. Average number of hydrogen bonds as a function of the radius of gyration Rg and for
various distance and angle criteria. The Rg range is divided into 25 bins and configurations sorted
into the appropriate bins. The mean number of hydrogen bonds from configurations in a bin and
the associated standard error is then obtained using standard relations.
The slight difference in the average counts versus Rg and average counts versus r (Fig. 3)
occurs because the relation between r and Rg is itself subject to some statistical uncertainty.
Thus sorting configurations using r or Rg as order parameters can influence the averaging
of the dependent variable (here the number of hydrogen bonds). However, the physical
17
conclusion that number of hydrogen bonds increases upon chain collapse is independent of
these considerations.
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