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 Abstract 
 
In May 2011 the Intergovernmental Panel on Climate Change published a report [Endnhofer et al., 
2011] which stated that the total technical onshore wind energy potential was between two and eight 
times global annual electricity consumption. Whilst this is extremely encouraging for a sustainable 
future, the wide spread in the estimate highlights the uncertainty currently present in the field of wind 
resource assessment.  
This is largely due to the fact that wind resource assessment is a multidisciplinary task with many 
potential sources of error. It requires an in-depth understanding of meteorological phenomena on all 
scales from the movements of global weather fronts to wakes in the lee of forests and various 
topographical features. In this thesis, we will concentrate on micrometeorology which is the smallest 
of these scales. In general terms, this involves the derivation, using computational models, of wind 
conditions at one point given those at another over the range of tens of kilometres.  
The task of performing a micrometeorology study is an area of resource assessment in which 
considerable uncertainties exist. This is evidenced by the results of the blind comparison organised by 
the European Wind Energy Association as part of the technology workshop held in Dublin on the 25th 
June 2013 [Mortensen & Jørgensen, 2013].  
Participants in this study were asked to perform a full resource assessment for a moderately complex 
site in the Eastern Scottish Borders region containing 22 wind turbines. A total of 60 sets of results 
were submitted by 56 organisations located in 17 European countries. The majority of participants in 
the study were from engineering consultancies (41) with representation from wind farm developers (7) 
and universities (5) also. Participants used a variety of computational models, listed on the x-axis in 
Figure 1, to calculate the net effect of the topography on the available wind resource for all turbines in 
the site of interest. Results are presented in Figure 1 where we see a maximum estimated reduction 
of 19% and increase of 1% in the available wind resource compared to baseline values where 
topographic effects were excluded. The data presented in Figure 1 do not include additional 
uncertainty resulting from the modelling of wind turbine wakes, which will be significant for this site. 
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Figure 1. An extract from the results of the blind comparison presented at the Dublin workshop showing the spread in 
estimates of topographic effects on this site achieved using various computational models                              
[Mortensen & Jørgensen, 2013]. 
This is a considerable spread in estimates for this relatively simple micrometeorological task when 
you consider that the European Wind Energy Technology Platform envisions a combined uncertainty 
of just 3% for the entire wind resource assessment process for any wind farm by 2030 [TPWind, 
2008]. An even greater spread in estimates would be expected had the blind test presented in Dublin 
been conducted for a site containing non-trivial terrain features or atmospheric conditions. These 
elements make the task of understanding micrometeorology significantly more difficult due to the 
complicated flow patterns which they induce.  
In the past, wind farm developers have simply avoided sites containing complex terrain and 
atmospheric features in order to ensure bankable levels of uncertainty in their resource assessments. 
However, as viable sites containing low levels of complexity become less common and the pressure 
to meet renewable energy targets continues, sites once considered marginal are now being 
increasingly developed. In order to meet the standards demanded in this era of financial rigor, 
research activities into the flow dynamics present in these complex sites has increased and as a 
result the net is gradually tightening around the uncertainty presented by non-trivial terrain and 
atmospheric features. 
One element of terrain complexity, which is increasingly found on or around potential wind farm sites, 
is the presence of forestry. Trees are living, breathing organisms which exert a considerable drag 
force on the wind, introduce turbulence and alter local temperature and heat flux profiles. The 
aggregated effect of these factors is an extremely complicated flow regime in the vicinity of forest 
canopies which presents a significant challenge to the micrometeorologist.  
The extent of this challenge was clearly demonstrated in Brower et al. (2014) where it was shown that 
the presence of forestry increases modelling uncertainty by a factor of 4-5 regardless of the 
computational technology used. Thus, it is perhaps unsurprising that various reports have identified 
ii 
 
Abstract 
_________________________________________________________________________________ 
the effects of forestry as a priority area for wind resource assessment research. [TPWind, 2008, Sanz 
Rodrigo, 2010].  
This thesis examines the possibility of using state of the art measurement and modelling techniques 
to understand the structure of both forest canopies and the atmosphere above. It is hoped that these 
technologies will provide a fuller understanding of the elements that drive the flow in these complex 
environments and contribute to a further tightening of the net around resource assessment 
uncertainty. 
This thesis is comprised of three parts, each containing five chapters, and a final section outlining the 
foreground knowledge. The three parts are described below. 
Part I: Background 
In this part of the thesis the state of the art of wind resource assessment is outlined in order to put the 
research in context. Concepts are introduced which will be further developed in later chapters. 
Part II: Morphology 
Photographic and laser survey techniques have greatly advanced over recent years. They are now 
capable of capturing the structure of a forest canopy to a leaf by leaf level of detail and reproducing 
these data in graphical computational models. These techniques are commonly used to assess the 
structure of canopies for the purposes of crop management and forestry research.  
In this part, it is shown that levels of uncertainty in resource assessment can be reduced by using 
these technologies to provide an intricate knowledge of the structure of forest canopies and thus 
provide high quality input data to conduct Computational Fluid Dynamics simulations.  
Segments of this part have been presented at and are included in the proceeding of the 13th 
International Conference on Wind Engineering [Desmond & Watson, 2011], the 7th European 
Academy of Wind Energy PhD Conference [Desmond & Watson, 2012a] and the European Wind 
Energy Conference 2013 [Desmond et al., 2013]. A paper based on this work has also been 
published in the Journal of Wind Engineering and Industrial Aerodynamics [Desmond et al., 2014a]. 
Part III: Stability 
This is an atmospheric phenomenon which has a significant influence on flow patterns and thus the 
nature of the wind resource. It is caused when thermal stratification of the atmosphere induces 
buoyancy effects which influence how the wind interacts with terrain features. It is generally assumed 
that, at the wind speeds at which wind turbines operate, inertial forces will prevail over those induced 
by buoyancy forces and so it is unnecessary to include these effects in resource assessments. 
However, as we move to more complex and lower wind speed sites it is found that this so-called 
'neutral assumption' is often invalid. Fortunately, measurement and modelling techniques have 
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advanced to the stage where the additional challenges presented by the effects of atmospheric 
stability can now be considered.  
In this part, it is shown that the neutral assumption is not valid in forested terrain as non-neutral 
events occur up to 60% of the time for wind speeds of less than 10 m/s. A methodology is developed 
to isolate these non-neutral events and techniques are examined to allow the combined effects of 
atmospheric stability and forest canopies to be considered in Computational Fluid Dynamics 
simulations. 
Segments of this part have been presented at and are included in the proceedings of the European 
Wind Energy Conference 2012 [Desmond et al., 2012], the European Academy of Wind Energy's  4th 
scientific conference: The Science of Making Torque from Wind [Desmond & Watson 2012b] and the 
European Wind Energy Conference 2014 [Desmond et al., 2014b]. The paper for the Torque event is 
currently under review for publication in the Journal of Physics. 
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 Background 
  
 
 
 
 
1. The Atmospheric Boundary Layer (ABL) 
"Sufficient account can be taken of the physical phenomena in the boundary layer between the fluid 
and the solid body by assuming that the fluid adheres to the surface and that, therefore, the velocity is 
either zero or equal to the velocity of the body" 
- Ludwig Prandtl 
 
In 1904 the German scientist Ludwig Prandtl conducted a series of experiments in which iron filings 
were used to visualise the flow fields which developed under various conditions in an open channel 
[Prandtl, 1904]. It was shown that as the water approached the rough walls of the channel, a 
boundary layer developed in which a rapid decrease in velocity was observed. The structure of this 
feature as observed in the channel is displayed Figure 2, which is reproduced from the original paper. 
 
Figure 2: Boundary Layer.  
[Prandtl, 1904] 
 
It was subsequently confirmed that such a boundary layer develops whenever a viscous fluid comes 
in contact with a surface moving at a different velocity. This effect is due to what is now called the no-
slip condition, the existence of which was suggested by Prandtl in the quotation which opens this 
chapter.  
 
There are many methods used to characterise the height of a boundary layer. In general terms, it can 
be taken as the height above the surface at which the fluid’s velocity returns to 99% of the 
undisturbed value. For most engineering applications, such as flow in pipes or over aerofoils, this will 
be in the range of tens of millimetres and will depend on factors such as the viscosity of the fluid and 
the roughness of the surface in question. In the atmosphere, where the wind is interacting with the 
planet’s surface, this region of decreased velocity extends to a height of approximately 1-2 km and is 
referred to as the Atmospheric Boundary Layer (ABL). 
Along with a decrease in velocity, the ABL is also characterised by an increase in turbulence which 
creates both vertical and horizontal fluxes of momentum, heat and water vapour. This region of 
complex flow is where the vast majority of human activities occur and where all wind turbines are 
placed. Thus, the ABL has been subject to intense scrutiny over the past decades and increasingly so 
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in recent years as both measurement and simulation technologies have developed to a stage where 
they are able to consider its complex nature.  
A detailed exploration of the ABL can be found in Kaimal & Finnigan (1994) and Stull (1988). What 
follows is a brief outline of some of its key features in order to advance this discussion. 
1.1 Velocity profiles 
It was noted above that the velocity in a boundary layer increases from zero at the surface to the 
magnitude of the undisturbed flow. A schematic of this transition within the ABL is given in Figure 3, 
which identifies approximate heights for the highly turbulent surface layer and also the gradient height 
at which the velocity is equal to that of the undisturbed or free atmosphere.  It is important to note that 
this curve represents the mean wind speed only and that the actual velocity is constantly varying in 
time.  
There are various equations used to approximate the mean flow velocity at a given height within the 
ABL. The simplest of these is the power law which is widely used for engineering purposes and is 
given by Eq. 1 U(z) =  U(zr)/ (z/zr)α 
Eq. 1 
Where, U(zr) Velocity at reference height zr (m/s) zr Reference height (m) U(z) Mean velocity at any height z (m/s) z Height above the surface (m) 
α Shear exponent  (-) 
The power law provides a reasonable fit to observed data when used over short distances, 
particularly when the shear exponent is derived from concurrent measurements at two heights. When 
Figure 3. The Atmospheric Boundary Layer. 
[Adjusted from: Burton et al., 2011] 
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such data are not available, published values can be used, however, the results achieved can only be 
considered a rough approximation of the true conditions. Guideline values for the shear exponent are 
provided in Table 1. 
Table 1: Typical shear exponent values. 
[Burton et al., 2011 ] 
The log law is another method of predicting the average wind velocity at a given height within the ABL 
which is more commonly used in meteorology. In its simplest adiabatic form the equation appears as 
shown in Eq. 2 U(z) =  U∗
κ
. �ln � zz0�� 
Eq. 2 
Where, U∗ Friction velocity  (m/s) 
 κ The von Kármán constant (-)  zo Aerodynamic roughness length of the surface (m) 
The aerodynamic roughness length relates to the average height of elements on the surface. It can be 
approximated as z0  =  Element Height30  or typical values for particular terrain types can be taken from
published guidelines such as those presented in Table 2. 
Type of terrain 𝒛𝟎 (m) 
Sand 0.0002 to 0.001 
Low grass 0.01 to 0.04 
Fallow field 0.02 to 0.03 
Forest 0.1 to 1 
City 1 to 4 
Table 2: Typical zo values. 
[Burton et al., 2011 ] 
The friction velocity is a scaling parameter which is introduced through the analysis of Monin-Obukhov 
similarity theory, which will be discussed in Section 1.3. This parameter is assumed to be constant in 
the surface layer and represents the effect of wind stress on the ground. Exact values are difficult to 
evaluate, and so the Log Law is often defined in terms of a reference wind speed at a reference 
height as shown in Eq. 3 [Burton et al., 2011 ] where reference values are denoted by the subscript 
"r". 
Terrain type α 
Sand 0.01 
Low grass 0.13 
High grass 0.19 
Suburb 0.32 
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U(z) =  U(zr) � ln (z/z0)ln (zr/z0)� 
Eq. 3 
The log law is a relatively accurate description of the mean wind speed profile within the surface layer 
of an ABL given that the terrain is flat and contains a constant roughness height. If there is a step 
change in roughness, a slope or significant obstacle the equation does not hold.  
Another condition for the applicability of  Eq. 2 is that the atmosphere is neutrally stratified. If this is 
not the case, a modified form, which includes the effects of buoyancy forces, can be used as shown in 
Eq. 4 [Burton et al., 2011 ]: 
U(z) =  U∗
κ
. �ln � zz0� − ψs �zL�� 
Eq. 4 
Where, Ψs A function representing the effects of stability (-) L The Obukhov length   (m) 
The Obukhov length quantifies the extent to which buoyancy effects, due to thermal stratification of 
the atmosphere, influence the movement of wind in the surface layer. The definition of this term and 
the implications of this modified form of the log law will be discussed in Section 1.4. 
1.2 Turbulence 
In Section 1.1 we discussed the characterisation of the mean wind speed within the surface layer and 
how it varies with height. We will now examine how it varies in time. Figure 4 shows a time series for 
wind speed measurements at a single point over a period of 600 seconds in which the mean wind 
speed was 8 m/s. This data has been generated using a statistical method but is comparable to real 
world field measurements.  
Figure 4. Example wind speed time series. 
This Figure 4 displays the complex nature of atmospheric turbulence which is characterised by rapid 
flucutations in wind speed with periods in the region of 1 Hz. These fluctuations are difficult to 
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measure and impossible to predict. However, it is important that we have a statistical understanding 
of these velocity variations as they affect potential energy capture and also introduce increased 
fatiguing loads on turbine structures. 
The most common parameter used to describe turbulence for practical purposes is Turbulence 
Intensity (TI) which is defined as. 
TI =  σuU� Eq. 5 
Where, U�, is the mean wind speed and σ is the standard deviation of measurements at ~ 1 second 
intervals in a given time period. This quantity is generally calculated over a 10 minute period in order 
to give a reasonable measure of the average turbulent fluctuations in the wind whilst avoiding those 
due to effects which occur over longer periods, such as the diurnal cycle. Values are often quoted as 
a percentage. The time series presented in Figure 4 has a TI of 10% and, depending on their 
specification, commercial turbines are generally designed for average values of between 15 – 20%.  
A concept called 'Reynolds decomposition' is often used to simplify the analysis of turbulence. In 
order to describe this method, let us again consider the time series shown in Figure 4. 
Figure 5: Times series of wind speed showing Reynolds decomposition. 
A bar has been introduced to indicate the mean velocity, U�, which was previously given as 8 m/s. In 
addition, the fluctuation from the mean at some time t is also indicated in Figure 5 as u′(t). Reynolds 
decomposition allows the wind speed at any time to be described as the sum of the mean and the 
time dependent values i.e. U(t) =  U� +  u′(t) Eq. 6
For convenience it is common to omit the t term when discussing instantaneous velocities. As 
turbulence is a three dimensional phenomenon it is necessary to describe velocity and its fluctuations 
in a three dimensional space. For the remainder of this thesis, the main velocity component U will be 
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considered to be acting in the streamwise direction aligned with the x-axis, V will act in the 
longitudinal direction aligned with the y-axis and W will act in the vertical along the z-axis.  
Thus, the total instantaneous wind speed will be: Total wind speed = �U2 + V2 + W2 Eq. 7 
Due to the definition of the alignment of the axes, the total velocity will be approximately equal to U 
and so the two are often used interchangeably.  
As discussed above, turbulence manifests itself as a series of random velocity fluctuations which are 
illustrated in Figure 5 for the streamwise velocity U. In three dimensional flows similar variations will 
be experienced for the three velocity components U, V and W. Reynolds decomposition allows us to 
define the Turbulent Kinetic Energy, k, which has units of m2/s2, as a more complete measure of the 
extent to which these three dimensional fluctuations are present. 
k = 12 (u′2 +  v′2 + w′2) Eq. 8 
An appreciation of the three dimensional structure of turbulent flow can be achieved by observing 
steam rising from a hot cup of tea on a cold day. The curling and interlocking steam vortices which 
move without any discernible pattern give some appreciation of the difficulty experienced in describing 
turbulence mathematically. Indeed, a complete mathematical solution for the structure of turblence is 
one of the great unsolved problems of physics.  
Due to this complexity, we cannot easily define a profile approximating how k will vary in the 
atmosphere as we did for velocity in Section 1.1. However, a useful analogy was introduced by the 
English mathematician Lewis Fry Richardson [Richardson, 1920]. In his theory, turbulence was 
visualised as a series of turbulent eddies which are large and unstable in the upper atmosphere and 
disperse to smaller eddies at lower altitudes, until the energy of the smallest eddies is disipated by 
viscous forces at the surface. 
Thus, k, will be smaller in the upper atmosphere and will gradually increase as the number of eddies 
increases closer to the Earth's surface. The exact profile of this change within the ABL is a subject of 
much discussion and for practical purposes, a constant value for k is often used. The appropriate 
value can be derived from the Friction Velocity, U∗ (Section 1.3) using Eq. 9 [Richards & Hoxey, 
1993], is whichis found to provide a satisfactory solution under neutral conditions. 
TKE = U∗2
�Cµ Eq. 9 
6 
Part I: Background  Chapter 1. The Atmospheric Boundary Layer (ABL) 
_________________________________________________________________________________ 
Where, Cµ is a constant used in computational models which has a value of approximately 0.09 in the 
ABL [Richards & Hoxey, 1993].  
An additional variable is required to describe the rate at which the energy contained in the eddies is 
lost to the effects of viscosity. This is defined as the Turbulent Eddy Dissipation rate, ε, which has 
units of m2/s3 . This term is of vital importance for the study of turbulence. However, it is difficult to 
both define and measure. An indicative profile employing U∗ has again been suggested by Richards 
& Hoxey (1993). 
ε = U∗3
κ(z + z0)
Eq. 10 
Where, κ is the previously introduced von Kármán constant which typically has a value of 0.4. The 
profiles derived from Eq. 9 and Eq. 10 give an appreciation of the nominal or background turbulence 
experienced in the ABL. However, actual values will depend on various factors such as the prevailing 
atmospheric stability (Section 1.4), the presence of forestry (Section 2.3) or otherwise complex terrain 
where steep slopes induce the generation of turbulent eddies. 
It is possible to relate values of the two most common measures of turbulence i.e. Turbulence 
Intensity and k. To derive the required formula, we must first examine the definition of variance which 
is a measure of how data is scattered about a  mean value and is equal to the square of the standard 
deviation: 
σu
2 =  1N �(Ui −  U�)2N−1
i=0
 
Eq. 11 
Where, N is the total number of observations and Ui is the instantaneous horizontal component of the 
wind speed. By using Reynolds decomposition (Eq. 6) we can rewrite this as: 
σu
2 =  1N �(ui′)2N−1
i=0
 
Eq. 12 
And so, 
σu
2 =  u′2����
Eq. 13 
Now, by assuming that the flow is fully isotropic ( i. e.  u′ ≈ v′ ≈ w′) and considering the average 
Turbulent Kinetic Energy value (denoted by an over bar), we can rewrite Eq. 8 as: 
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k� =  32 u′2����
Eq. 14 
By substituting in Eq. 13, we can rewrite this as: 
k� =  32 σu2
Eq. 15 
Using Eq. 5 this can be written as: 
k� =  32 (TI ×  U�)2 
Eq. 16 
Or alternatively: 
TI = �23 k�U�
Eq. 17 
Turbulence will be dealt with in greater detail in Section 3.2 when we will discuss how it is modelled 
using Computational Fluid Dynamics (CFD). 
1.3 Monin-Obukhov Similarity Theory 
Proposed in Monin (1970) based on evidence from field experiments, Monin-Obukhov Similarity 
Theory (MOST) proposes that the structure of turbulence within the surface layer can be determined 
by the analysis of a few key parameters. These are namely height, buoyancy, kinematic surface 
stress and surface temperature flux. In order to simplify analysis scaling parameters are introduced. 
These are the friction velocity, U∗, and scaling temperature, T∗, which are defined below: 
U∗ =  �−�u′w′�������0�12 Eq. 18 
and, 
T∗ =  −(w′θ′������)0U∗
Eq. 19 
Where, u' Instantaneous streamwise velocity deviation from the mean (m/s) w' Instantaneous vertical velocity deviation from the mean (m/s) 
θ′     Instantaneous temperature deviation from the mean  (K) 
�u′w′�������
0
 Reynolds' stress at the surface due to turbulent fluctuations (m2/s2) 
8 
Part I: Background  Chapter 1. The Atmospheric Boundary Layer (ABL) 
_________________________________________________________________________________ 
These scaling parameters allow non dimensional terms to be derived for important parameters within 
the surface layer. We will take wind shear as an example in order to display the application of MOST. 
The non-dimensional term of interest in this case is: 
 
Φm =  �kzu∗� . �∂U����∂z� Eq. 20 
 
 
Where, Φm, is the dimensionless wind shear in the surface layer and other terms have been 
previously defined. Integration of Eq. 20 over the limits  
z0
L
 and 
z
L
 leads to the log law in stability 
dependant form as given in Eq. 4 where ψs is a function of  zL i.e.            . 
 
 
ψs =  �(1 − ϕm)zL
z0
L
/ zL  dz 
Eq. 21 
  
As previously discussed, the stability function can be taken as equal to zero in a neutrally stratified 
surface layer (Section 1.4). In a stable surface layer the equation can be approximated as [Kaimal & 
Finnigan, 1994]: 
 
ψs =  −5 × �zL� Eq. 22  
In an unstable layer the stability function is more complicated but remains a function of  
z
L
 .  
This ability to reduce atmospheric parameters to functions of 
z
L
  encapsulates the attraction of MOST. 
Similar analyses can be performed for other quantities which are otherwise difficult to calculate such 
as: 
• Thermal stratification  
• Variability in vertical wind component 
• Variability in potential temperature  
• Dissipation of Turbulent Kinetic Energy 
 
MOST is found to hold for many parameters within the surface layer, however, it is not the panacea 
for modelling. Similarity is found to be non-applicable for some key parameters such as the standard 
deviations of streamwise and longitudinal velocity components. In addition MOST is found to fail in 
complicated terrain such as regions where forestry is present [De Ridder, 2010] and under certain 
atmospheric stabilities [Kumar & Sharan, 2012]. 
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1.4 Stability 
If you were to capture a parcel of air at ground level and move it upwards through the atmosphere it 
would cool naturally at a rate of approximately 1˚C per 100m. This is referred to as the adiabatic lapse 
rate.  
You might therefore imagine that if you were to measure the temperature of the ambient air at various 
heights throughout the atmosphere that this simple rule would hold. Unfortunately, due to the complex 
nature of the ABL this is not always the case. The difference between the actual temperature at a 
height and that which would be expected due to the adiabatic lapse is defined as the potential 
temperature, θ , measured in degrees kelvin. This is calculated as the temperature that a parcel of air 
would gain if brought to a standard reference pressure, P0 = 1000 mbar, and is defined by Eq. 23 
[Stull, 1988]. 
 
θ =  T �P0P �R/Cp 
 Eq. 23 
 
Where,          T Temperature of the parcel  (K) 
   R The gas constant for air   (J/(K.kg)) 
   P      Pressure of the parcel    (mbar)    Cp      Specific heat capacity of air    (J/(K.kg) 
Atmospheric stability is related to the gradient of the potential temperature within the ABL and can be 
divided into three distinct cases which are described in the following sections. These descriptions 
provide a simplistic view of the actual state of the ABL at any given time. In reality, many intermediary 
states exist which are driven by daily cycles of heating and cooling and the constant movement of 
winds of different temperature between latitudes. A more comprehensive summary of the causes and 
effects of atmospheric stability can be found in Stull (1988).  
1.4.1 Neutral 
Neutral conditions occur when the actual temperature gradient observed in the ABL is entirely due to 
the adiabatic lapse rate. This state is achieved when no significant heating or cooling of the surface 
occurs. If, during neutral conditions, a parcel of air were captured at some height and displaced 
vertically it would cool adiabatically with the result that it would be of the same temperature as the 
surrounding air at the new height. Thus, this parcel of air would not be subject to any buoyancy forces 
and would remain in a state of equilibrium at this new height.   
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A neutrally stratified ABL is characterised by moderate turbulence and moderate to strong winds. As 
the bulk of wind energy is generated during such events, it has often been assumed that a neutrally 
stratified atmosphere is the only condition of interest for the purposes of wind resource assessment. 
This has generally been found to be a reasonable assumption for homogenous, windy European 
sites, however, it is becoming clear that this is not the case for the increasingly diverse range of 
locations now being considered for wind farm development, for example the offshore environment. 
[Argyle & Watson, 2012 and Desmond & Watson, 2012b ] 
As assuming neutral stability, and thus neglecting buoyancy forces, significantly simplifies the 
governing mathematics, industry has been slow to move away from the assumption that neutral 
conditions prevail in windy sites. However, as the pressure to reduce uncertainty in resource 
assessments increases and computational power becomes more affordable, the effects of stability are 
now being considered.  
1.4.2 Stable 
In a stably stratified atmosphere, the potential temperature of the air increases with height. An 
extreme example of this would be in arctic regions where warm air flows over the cool land, however, 
it can also be experienced in more moderate climates at night or on dull overcast days when the sun 
does not warm the ground. During stable conditions, the weather is typically fair with light winds and 
almost nonexistent turbulence.  
The figure below shows a stream of smoke from a chimney in such conditions. As can be seen, very 
little mixing of the air is occurring and the smoke trail continues undisturbed for a considerable 
distance.  
 
 
Figure 6: Neutral atmospheric conditions. 
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Consider a stably stratified atmosphere in which the temperature increases with height as shown 
schematically in Figure 7. If you were to capture a parcel of air and move it upwards it would cool 
naturally due to the adiabatic lapse rate. The parcel would now be considerably cooler than the 
surrounding air and would experience a buoyancy force compelling it back to its original height. In this 
case the atmosphere can be said to be resisting vertical movements due to its thermal stratification.  
During periods of stable stratification, the levels of turbulence in the surface layer will be considerably 
lower than those suggested by Eq. 9 and so there will be very limited mixing of the boundary layer. 
Thus disturbances to the wind flow will tend to persist for greater distances behind the obstacle that 
created them in a similar fashion to the stream of smoke in Figure 7. For this reason the effect of 
stable stratification on wind turbine wakes is an active area of research. [Argyle & Watson, 2012] 
Another effect of the low levels of turbulence experienced during stable events is that the energy 
contained in the fast moving wind in the free stream is not well distributed throughout the ABL. This 
results in increased wind shear within the surface layer as there is limited energy available to 
reenergise the low wind speeds experienced at the surface due to the no-slip condition. Thus, the 
values of wind shear, α, observed during stable events will be greater than those observed during 
neutral stratifications as shown in the exemplar curves in Figure 9.  These increased values of α will 
results in considerable variation of the wind speed over the swept area of a wind turbine rotor which 
can have a significant impact on energy capture and also has implications for turbine loading [Warton 
& Lundquiest, 2010].  
The effect on wind shear due to stable stratification can be included in the log law by making use of 
the stability function as shown in Eq. 4. It has been suggested in Kaimal & Finnigan (1994) that the 
appropriate form is : 
 U(z) =  U∗k . �ln � zz0� + 5 �zL�� Eq. 24  
Figure 7: Stable atmospheric conditions.  
[Photo credit: Dr. T.  Mikkelsen, Risø & Dr. T. Ellermann, NERI]  
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In addition to an altered wind shear and reduced turbulence levels, stability will also affect how the 
wind interacts with certain terrain features. For example, the resistance to vertical motions will mean 
that the wind will be more inclined to move around rather than over hills which may result in 
phenomena such as the channelling of flow. This effect has been clearly demonstrated by the series 
of CFD simulations present by Koblitz et al. (2014 ) for a complex site in Northern Spain. 
1.4.3 Unstable 
This is another possible stratification and is experienced when the atmospheric temperature 
decreases with height at a rate greater than the adiabatic lapse rate, i.e. the potential temperature 
decreases with height. This is experienced, for example, when the sun heats the ground on a clear 
day or when colder air flows over warm land. Unstable conditions are again associated with light 
winds but there is a dramatic increase in turbulent mixing due to enhanced vertical motions. An 
analogy can be found by considering the atmosphere to be a pan of boiling water where strong 
convective forces from the heated surface cause high levels of turbulent mixing.  
Figure 8 provides a visualisation of such conditions where it is seen that the smoke trail is quickly 
disrupted by the increased turbulence levels. The accompanying sketch provides an insight into these 
conditions. The displaced parcel of air again cools as it is moved vertically but not as quickly as the 
ambient atmosphere, it therefore continues to rise from its displaced location due to buoyancy forces. 
Thus, the unstable stratification of the atmosphere is encouraging vertical motions. 
This increased mixing of the ABL during periods of unstable stratification means that disturbances to 
the wind flow are quickly blended into the background turbulence. This is vividly demonstrated for the 
smoke trail in Figure 8, however, a similar effect would be expected if, for instance, wind patterns 
were disturbed by a patch of forestry or other obstacle.  
A high level of ambient turbulence also allows a rapid cascade of energy from the free atmosphere to 
reenergise stagnant air at the surface. Thus, reduced levels of wind shear are experienced during 
unstable conditions with the result that the average wind speed may not vary significantly over the 
vertical extent of a wind turbine. This effect can again be included by use of the stability function in 
Figure 8. Unstable atmospheric conditions.  
[Photo credit: Dr. T.  Mikkelsen, Risø & Dr. T. Ellermann, NERI] 
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Eq. 4, forms of which have been suggested by various authors [Kaimal & Finnigan, 1994]. Example 
velocity profiles for a neutral, stable and unstable event are show in Figure 9. 
Figure 9: Example velocity profiles for neutral, stable and unstable conditions. 
Unstable stratification will also result in the wind interacting in an altered manner with certain terrain 
features. For example the wind will be encouraged to flow over rather than around hills, in contrast to 
the scenario outlined for stable stratifications in the preceding section. The reader is again directed to 
[Koblitz et al., 2014] for a demonstration of this effect. 
1.4.4 Measuring stability 
The descriptions above give an overview of the role of thermal stratification in determining 
atmospheric stability classification. However, the prevailing stability class within the ABL will in fact 
depend on not just the potential temperature gradient but also on factors such as wind shear, ambient 
turbulence levels, wind speed, the Coriolis Effect and vertical heat fluxes. Various metrics have been 
suggested which use a combination of measurements in order to ascertain the stability class 
experienced over a given period.  
Some of the metrics used to differentiate between stability events are outlined in the following 
sections. Their relative merits, demerits and ability to identify stability events of consequence for the 
wind resource assessment community will be discussed in Part III. 
1.4.4.1 Obukhov Length 
This is the most important stability metric used in boundary layer meteorology. It was previously 
introduced in Eq. 4, discussed in Section 1.3 and is defined in Eq. 25: 
    
   
 
  
              
  
Eq. 25 
Where,             Average vertical heat flux (K.m/s) 
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Conventionally, the Obukhov Length has units of metres and can be taken as being proportional to 
the depth of the mechanically mixed portion of the boundary layer. It is usual for values to be 
displayed as 1/L which is positive in stable conditions and negative in unstable. The following values 
are expected for near-neutral stability [Gryning et al., 2007]. 
−0.005 m−1 ≤  1L  ≤  0.005 m−1 
1.4.4.2 Kazanski-Monin Parameter 
This is a slight variation on the Obukhov Length which includes the Coriolis effect (Section 4.4.2). It 
was devised for estimating the rate of plume growth for dispersion modelling and is defined by Eq. 
26.[ Mannan & Lee, 2005] 
μ = κU∗fL Eq. 26 
Where, f, is the Coriolis parameter: f = 2Ω sin ϕ 
Eq. 27 
And where, ϕ, is the latitude of the measurement location and Ω is the rotational velocity of the Earth 
which is approximately: 
Ω = 7.2921 x 10−5  rad/sec 
1.4.4.3 Richardson Number 
Denoted as, Ri, this is a non-dimensional parameter which relates the importance of buoyancy and 
shear forces in creating turbulence within the ABL. It requires measurements of both temperature and 
wind speed at two heights and is defined by Eq. 28. 
Ri =  g
θ�
�
dθ�/dz(dU�/dz)2� 
Eq. 28 
Where, g  Acceleration due to gravity (m/s) 
θ� Average potential temperature   (K) dθ�/dz Rate of change of potential temperature with height (K/m) 
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The Richardson number is thus positive for stable atmospheric stratification, negative for unstable and 
zero for neutral. Near-neutral conditions can generally be assumed [Mannan & Lee, 2005] for values 
of: 
−0.13 ≤ Ri ≤ 0.03 
1.4.4.4 Bulk Richardson Number 
This modified version of Ri appears in a variety of forms. The version below is taken from 
Irwin & Binkowski (1981): 
Rib =  gθ�2 . z2. �Δθ�U�22� 
Eq. 29 
This metric again requires temperature measurements at two heights but only a single wind speed. 
The parameters in Eq. 29 have been previously defined, with the subscript "2” referring to data from 
the higher measurement point. 
1.4.4.5 Richardson Number in forestry 
This is a form of Rib which was devised specifically for investigating vertical mixing above forest due 
to stability effects [Burns et al., 2011]. This stability metric will henceforth be referred to as Rib2 and is 
defined as shown in Eq. 30: 
Rib2 = 1U�22 . gθ2��� . Δθ�Δz
Eq. 30 
The key difference with this metric and Rib, is that the higher measurements are taken above and the 
lower temperature measurement within the canopy at a height of 1-2m above the ground. The 
particular effects of stability in forested environments will be discussed in detail in Part III. 
1.4.4.6 Environmental Stability Parameter 
The Environmental Stablity Parameter, S, focuses only on the potential temperature gradient and is 
defined in Eq. 31. [Mannan & Lee, 2005] 
S =  g
θ�
. dθ�dz Eq. 31 
This parameter has units of (s-2) and is proportional to the rate at which the generation of  turbulence 
is suppressed. Positive values are indicative of stable conditions; negative of unstable with values 
close to zero expected for near-neutral conditions. 
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1.4.4.7 Standard deviation of direction 
This measure was by proposed by the US Nuclear Regulation Commission [Office of Nuclear 
Regulatory Research, 2007] to assess atmospheric stability for the purposes of guiding emergency 
responses in the event of a nuclear incident. A high value of the standard deviation of wind direction, 
σφ, indicates unstable conditions; low values stable conditions and near-neutral conditions are 
characterised by some intermediate value. Specific threshold values are highly site and measurement 
height dependant. For the purposes of comparison with the other metrics the inverse of this term, 1/σφ, will be used in this thesis.  
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 2. Forestry 
“Every tree was excited, bowing to the roaring storm, waving, swirling, tossing their branches in 
glorious enthusiasm like worship” 
-     John Muir 
Wind farms are being increasingly developed on sites containing complicated terrain and atmospheric 
features which make the behaviour of the wind difficult to predict. This trend is being driven by 
ambitious renewable energy targets and also improved technology in the fields of wind modelling and 
turbine design. These advances are reducing resource assessment uncertainty and component 
failure rates to a point whereby banks are willing to lend to finance projects in what were previously 
considered marginal sites. 
These sites have the added benefit that they are generally in low population density areas where 
objections to development are less likely. The land is also often poor from an agricultural point of view 
which makes the rental income highly attractive to land owners. This attraction can be greatly 
increased if turbines can be integrated alongside traditional fringe agricultural activities such as 
forestry. This will also have an obvious environmental benefit and will increase the likelihood of an 
application being accepted. 
Unfortunately, wind flows in and around forest canopies are extremely complicated which makes this 
integration problematic. Challenges arise specifically due to the fact that the height of the roughness 
elements, the trees, is the same order of magnitude as the height which we wish to investigate, 
turbine hub height. Calculations must thus be performed in the roughness sub layer where turbulent 
structures are dictated by the presence of the roughness elements.  
Flows are further complicated by the fact that forests are biologically active organisms where fluxes of 
CO2 and water vapour are driven by temperature gradients, which adds to the complexity of modelling 
stability effects. In addition, forests are dynamic structures. The drag which they exert on the wind 
changes from season to season and also from second to second as leaves and branches adjust to 
the incident wind direction. 
Despite, or perhaps because of this complexity there is a vast body of research into canopy flows.  
Early field measurement campaigns were conducted in the 1960's where agricultural canopies such 
as wheat crops were examined [Penman & Long, 1960]. These experiments focused on wind as a 
driver for CO2 and water vapour fluxes in order to better understand plant physiology.  
Based on the knowledge acquired in these early experimental campaigns it has been possible to 
consider the more complicated canopies of forests. The topics that are typically of interest to 
researchers include optimising pesticide spraying, wind throw of peripheral trees and reducing 
pedestrian discomfort by supplying wind breaks in urban areas. However, dedicated measurement 
campaigns have also been undertaken for the purpose of wind resource assessment [Lopes da Costa
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 et al., 2006 and Zaïdi et al., 2011]. The measurements in these studies are focused above and 
beyond the forest canopy, rather than within, as these are the areas of interest for the purposes of 
wind energy generation. 
Parallel with developments in the field, wind tunnel experiments have also been carried out to better 
understand forest flows. The motivation for these is similar to those outlined above and it is interesting 
to note the vast array of materials which have been used to represent forest canopies.  
Materials used include blocks of foam rubber [Sanz Rodrigo et al., 2007], Lego™ bricks , Meccano™ 
wheels [Stacy et al., 1994], wooden pegs, wire mesh [Aubrun & Leitl, 2004], miniature fir trees [Lee & 
Lee, 2012], bottle brushes [Liang et al., 2005], 3D printed fractal models [Bai et al., 2012], automotive 
bulbs [Böhm et al., 2013] and architectural model trees [Meroney, 1968, Endalew et al., 2009b and 
Ruck et al., 2012]. Each of these materials have their own merits and allow various aspects of canopy 
flows, such as flow over forest gaps, the effect of varying porosity or increasing terrain slope, to be 
investigated faster, cheaper and in greater detail than a full-scale experimental campaign. 
In computational models there has been a glut of experimentation in the past 15 years as forest flows 
have become a hot topic for researchers. In mesoscale, or regional level computational models, trees 
typically appear as simply a large surface roughness length. In micrometeorology they are 
represented by different methods depending on the software being used. These methods generally 
involve some level of semi-empirical approximation and usually require a degree of tuning. The 
methods which have evolved will be discussed in Section 4.3. 
Forests cover an estimated 30% of the planet's total land area and account for as much as 70% in 
countries such as Sweden [Commission of the European Communities, 2008]. As the drive to achieve 
renewable energy targets continues, such complicated sites will be unavoidable. In fact, an estimate 
30% of all wind farm projects considered by the turbine manufacturer REPower Ltd. (now Senvion 
Ltd.) in 2012 contained some element of forestry [Hilbert et al., 2012]. It is therefore of utmost 
importance that we capitalise on the various advances made in the field of modelling wind flow in 
forested terrain to reduce uncertainty in resource assessment. 
Some aspects of forestry flow touched upon above will be developed in the following four sections. 
The specifics of modelling forestry in CFD will be discussed in Section 4.3 once we have had the 
opportunity to discuss some additional background information. 
2.1 Canopy structure 
In order to consider forestry in our computational models it is important that we can parameterise the 
canopy structure in some manner. A convenient method is the Leaf Area Density (LAD) which is a 
metric commonly used in the forestry research community. It is calculated within a horizontal cross 
section through the forest at some height and is defined as the total one-sided leaf area within that 
section divided by its volume. By taking a series of horizontal sections, a height-dependant LAD 
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profile can be derived which encapsulates the vertical variation in the canopy structure. An example 
LAD profile for a single deciduous tree is shown in Figure 10. 
 
 
 
 
 
 
 
It is also possible to describe the structure of a given canopy by using the non-height dependant Leaf 
Area Index (LAI) which is simply the integral of the LAD curve. 
The LAD profile for a forest canopy can be determined in a number of ways. The first is the direct 
method which requires the felling of individual trees and the counting of leaves. This is entirely 
impractical for an entire forest and thus empirical methods have been devised in which parameters 
such as the tree height, diameter at breast height and winter litter fall can be combined to produce a 
characteristic curve [Lalic & Mihailovic, 2004 and Anderson et al., 2009]. 
In order to gain a more accurate appreciation of the canopy structure various pieces of 
instrumentation are available. The simplest of these is the densiometer which is shown in Figure 11. 
This handheld device contains a concave mirror with etchings forming a regular grid. This tool allows 
the density of the canopy above the user to be determined simply by counting the number of grid cells 
obscured by the canopy. 
 
Figure 11: A densiometer. 
[Picture credit: http://www.state.sc.us/] 
 
The densiometer allows a rather crude appreciation of the canopy structure. However, the method 
used is very similar to that employed by more sophisticated instrumentation such as the LAI-2000 
manufactured by LI-COR Biosciences Ltd. These handheld tools use hemispherical photography, in 
Figure 10: Example LAD curve.   
[Desmond & Watson, 2011] 
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place of the concave mirror, and computer algorithms, rather than manual counting, to determine the 
canopy density at a given location. These data can then be combined with GPS technology to 
produce LAD data which vary in three dimensions using the method as outlined in [Law et al., 2001] 
from which the image below is reproduced. 
 
 
 
 
 
As an alternative to measurements on the ground, it is also possible to combine satellite imagery data 
with local empirical corrections factors to produce LAI maps for vast areas [Um et al., 2011]. This 
method has been used with some success by researchers at DTU to produce input data for CFD 
modelling. [Boudreault et al., 2012].  
There is also an increasing trend towards using LiDAR systems where high levels of canopy detail are 
required for crop management or forestry research purposes. These systems are the cutting edge in 
canopy structure determination and allow a leaf by leaf resolution to be achieved. In Omasa et al. 
(2006), a high level of canopy structural detail was acquired using a method which combined GPS, 
airborne and terrestrial LIDAR as shown in Figure 13. These data were then combined with 
temperature and chlorophyll fluorescence measurements in order to allow detailed modelling of the 
plant physiology. 
 
 
These LiDAR and photographic techniques can be configured to isolate the leaves in the obtained 
images and thus give an accurate measure of the LAD. Alternatively, they can consider the branches 
Figure 12. Digital representation of canopy 
structure. [Law et al., 2001] 
Figure 13: Capturing canopy structural 
data. [Omasa et al., 2006] 
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and leaves and provide what would more accurately be described as a Plant Area Density (PAD). 
This latter term is more appropriate for our purposes, as even a leafless tree will have some residual 
effect on the wind. However, it is common for the term LAD to be used in the relevant literature. 
A review of the developments in technologies used to determine canopy structural data and an 
analysis of the accuracy achieved can be found in Jonckheere et al. (2004) and Seidel et al. (2012). 
2.2 Canopy flow 
In Section 1.1, we introduced the logarithmic profile and discussed that such a velocity profile can be 
expected in the ABL when the wind moves over flat homogenous terrain. One surface feature that has 
quite a severe impact on this idealised profile is the presence of forestry.  As the wind moves into a 
forest, the logarithmic profile will be distorted due to the drag forces exerted by the canopy elements. 
To quantify the likely effect of a particular canopy on the velocity profile the canopy adjustment length, Lc, has been calculated by Belcher et al., (2003) and others using Eq. 32. 
 Lc = 1/ (Cd ∗ LAD) 
 Eq. 32 
 
Where, Cd is the drag coefficient of the canopy elements. Thus, once the fetch of the forest canopy 
exceeds this critical length, Lc, the velocity profile can be considered to be fully adjusted to the 
presence of the canopy. The resulting characteristic canopy velocity profile has been summarised in 
Kaimal & Finnigan (1994) from which Figure 14 is reproduced. 
 
Figure 14: Normalised characteristic canopy profiles.  
[Kaimal & Finnigan, 1994] 
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This diagram summarises a number of field and wind tunnel experiments performed between 1974 
and 1987 in which a wide range of canopy densities and heights were used. All results are normalised 
to canopy height, hc, and velocity at canopy top, Uhc. The datasets used are summarised in Table 3. 
 
 
 
 
 
 
 
Table 3: Summary of data sets used to compile normalised characteristic canopy profiles in Figure 15.  
[Kaimal & Finnigan, 1994] 
 
Although there is quite a spread in the normalised data presented in Figure 14, a characteristic 
velocity profiles clearly emerges which is remarkable given the diverse range of canopies 
investigated.  The main distinguishing feature of this characteristic velocity profile is the transition from 
an exponential to a logarithmic curve which occurs at a height approximately equal to hc.  
 
An empirical relationship describing this fully developed canopy profile has been produced based on a 
comprehensive dataset at the behest of the UK Forestry Commission [Gardiner, 1993]. The resulting 
wind flow is divided into five distinct zones where the expected velocity profile is described by just 
three equations as shown in Figure 15. 
Name Canopy type 𝒉𝒄 (m) LAI 
WT Strips Wind tunnel 0.06 0.23 
WT Wheat Wind tunnel 0.05 0.47 
WT Rods Wind tunnel 0.19 1 
Shaw corn Corn 2.6 3 
Wilson corn Corn 2.25 2.9 
Moga Forest 12 1 
Uriarra Forest 20 4 
Bordeaux Forest 13.5 3 
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Figure 15: Empirical canopy velocity profile. 
[Gardiner, 1993] 
Where, d Displacement height (m) f Denotes variable value at floor level 
α Canopy loss index 
The value of α is related to the LAI and the drag coefficient Cd and should not be confused with the 
shear exponent discussed in Section 1.1. This term will vary seasonally as the canopy density 
changes but will also vary with the wind speed as leaves and branches streamline to the incident 
wind. This effect was investigated by [Molina-Aiz et al., 2006 and Stuart, 2004] who found that the 
relationship between Cd  and the  mean wind is strongly linked, particularly for moderate wind speeds. 
The following empirical relationship was suggested [Stuart, 2004] based on wind tunnel 
experimentation using a spruce forest. Cd = 0.04257. exp (−0.0009779. U�2) 
Eq. 33 
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The displacement height, d, and roughness length, z0, presented in the empirical equations in Figure 
15 are also related to the forest canopy structure. There are a variety of methods by which these 
parameters can be derived with 52 options identified and reviewed in [Crockford & Hui, 2007]. As a 
guideline, d will be in the region of 75% of the average canopy height whilst z0 increases with the 
canopy density. At a high canopy density, a critical value will be reached at which the forest will 
effectively act as an obstruction rather than as a porous body. At this point the empirical equations in 
Figure 15 will be invalid. It has been found that a forest will absorb momentum most effectively at an 
intermediate density where the corresponding z0  is approximately equal to one fifth of the actual 
average canopy height [Kaimal & Finnigan, 1994]. 
This characteristic canopy velocity profile will be observed in the lee of the forest and will return to a 
standard logarithmic profile at some point further downstream. The point of flow reattachment, and the 
structure of the forest wake in general, will depend heavily on a variety of parameters including 
surface roughness and atmospheric stability. However, idealised flow regions have been suggested 
by a number of authors which were summarised in Lee (2000) and are illustrated in Figure 16. 
 
Figure 16: Idealised canopy flow regions. 
[Lee, 2000] 
 
A description of the canopy flow regions A-D is given below: 
A- Developed canopy profile 
In this region the velocity profile resembles the characteristic profile described in Figure 15. One 
notable feature in this region that has not been previously discussed is a possible spike in velocity 
close to the surface. This speed up, referred to as the sub canopy jet, has been observed in canopy 
studies as early as Shaw (1977), is observed in the Bordeaux and Uriarra data sets in Figure 14 and 
is accounted for in the empirical profile in Figure 15.  
The sub-canopy jet is generally expected in canopies with a sparse trunk space and is characterised 
by a sharp peak in velocity above the floor at the windward edge of the obstruction. This peak then 
reduces exponentially as the flow moves through the canopy. Depending on the canopy density and 
length of the canopy fetch, this jet may or may not persist when the flow exits the forest.  
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B-  Quiet zone 
In this region, the velocity profile is significantly affected by the presence of the canopy. The shelter 
effect results in a region of low speed flow beneath the canopy height whilst increased turbulence 
levels are experienced at approximately hc . This is a transition region where there is relatively little 
change as the flow has not yet begun to adjust to the new surface roughness. Lee (2000) indicates 
that this region may persist for 4 – 7hc downstream of the canopy. 
C – Mixing zone 
The strong shear caused by the velocity deficit beneath the canopy height causes the region of 
turbulence at hc to increase in extent. Lee (2000) eloquently describes this as self-destructive 
turbulence as it eradicates the very shear which is creating it by allowing energy to cascade from the 
free-stream and thus encourage the velocity to return to a logarithmic profile. This region is 
characterised by increased mixing and the fact that the effect of the canopy is still observed in the 
velocity profile. 
D – Re-equilibrium zone 
At this stage, the effect of the canopy on the velocity profile has been completely eradicated through 
mixing of the boundary layer and a logarithmic profile characteristic of the underlying surface 
roughness is once again observed. 
Lee (2000) suggests a range of possible values at which re-equilibrium will be achieved. He points to 
a wind tunnel study [Chen et al.,1995] in which flow from a forest to a very flat field was simulated and 
the wake was found to persist to a distance 22hc. This value can be taken as an upper range, with 
Raynor (1971) approximating a value of 5hc based on full-scale measurements of flow in the lee of a 
coniferous forest transitioning into an open field with a more realistic roughness length. 
The velocity profiles and wake regions outlined above give an overview of the expected 
characteristics of forest canopy flows. However, in order to understand the exact behaviour of the 
wind around and above a forest canopy it is necessary to perform detailed analysis of individual 
cases. 
2.3 Canopy turbulence 
It was mentioned in Section 2.2 that a region of high turbulence develops above the canopy which is 
important for the subsequent development of the wake. This region of intense turbulent fluctuations is 
caused by both the increased velocity shear and also the many length scales of the canopy elements 
which induce a spectral shortcut to smaller, energy-rich turbulent eddies [Kaimal & Finnigan, 1994].  
The exact structure of this region of highly turbulent flow is only beginning to be understood through 
detailed field measurement campaigns such as those performed by Dupont et al. (2012), Belcher et 
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al. ( 2012)  and Feigenwinter et al. (2008). In these studies, three-dimensional sonic anemometry, see 
Section 5.1.3, was used to fully resolve turbulent fluctuations both inside and above forest canopies. 
Such detailed experimental work has provided much needed validation data for CFD models. In order 
to fully appreciate the structure of this turbulence, it is necessary to use highly computationally 
expensive models such as Large Eddy Simulation (LES), the basis of which will be discussed in 
Section 3.2.3. Thus, developments in this area have largely been driven by academia [Meir et al., 
2000, Yang et al., 2006, Ross, 2008, Dupont & Brunet, 2009 and Silva Lopes et al., 2013 ].  
These simulations and field studies have provided an insight into the structure of  the turbulent eddies 
above canopies and how they develop over time. An excellent summary of the processes involved 
can be found in  Finnigan (2010) from which Figure 17 is reproduced. 
 
Figure 17: Dual hair-pin eddy structure.  
[Finnigan, 2010] 
The dual hair-pin eddy detailed in Figure 17 is just one of the many intermediary turbulent structures 
which evolve over canopies which may be linked to the cyclic waves of motion observed in vegetation 
which comprise the canopy itself. These so called 'Honani waves' were first described by Finnigan & 
Mulhearn (1977), following a series of wind tunnel simulations in which the cyclical movements of a 
canopy were captured using a video camera as detailed in Figure 18. 
 
Figure 18: Capturing Honani waves.  
[Finnigan & Mulhearn, 1977] 
It was believed that these waves both described and contributed significantly to the structure of the 
turbulent eddies observed above canopies. However, this was called into question by                
Dupont et al. (2010), who carried out LES simulations in which canopy movements were simulated 
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based on video recordings of Honami waves in the field. In these simulations it was found that no 
“lock-in“ existed between the canopy movement and the turbulent structures and that the contribution 
of canopy movement to turbulence generation was negligible. Although the simulation work was 
based on a canopy crop, the conclusion suggested that the finding could be extended to forest 
canopies also. 
However, in Finnigan, (2010), some potential problems in the above study were identified and the 
findings were called into question. This ongoing debate in the literature indicates that the true 
structure of canopy turbulence has yet to be fully understood.  
Whilst it is academically intriguing to delve into resolving the exact temporal structure of turbulence 
above canopies it is important to keep our minds on the challenge at hand. Thus, this thesis will focus 
only on the statistical descriptions of turbulence which are relevant to the resource assessment 
community. These are namely, Turbulence Intensity and Turbulent Kinetic Energy as defined in 
Section 1.2. 
2.4 Temperature 
Temperature has an important role in forested regions as it is the driving force for tree physiology. 
There has been much work describing canopy temperature variation as a function of solar irradiance 
in order that fluxes of scalars such as CO2 and water vapour can be understood [Gu et al., 1999 and 
Gu et al., 2010].  
For our purposes, a forest can be considered as a large thermal mass which is slow to react to 
variations in irradiance levels. In addition, depending on the density of the canopy, forests inhibit 
surface heat flux as they act as a buffer between the atmosphere and the underlying soil [Belcher et 
al., 2012]. These factors result in characteristic thermal stratification within and above forests which 
varies significantly over the diurnal cycle.  
Generalised profiles are displayed in Figure 19, which shows how mean potential temperature, θ� , 
and vertical heat flux, ω′θ′������ , vary throughout and above the canopy height. Quantities are normalised
to values at the top of the canopy denoted by the subscript "hc". It has been shown [Yang et al., 1999] 
that the shape of these curves is heavily influenced by the Leaf Area Density of the specific canopy. 
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       (a)                            (b) 
Figure 19: Typical profiles of mean (a) potential temperature and (b) vertical heat flux in and above a forest canopy. 
[Kaimal & Finnigan, 1994]. 
These characteristic potential temperature and vertical heat flux curves would suggest that forestry 
may significantly affect the nature of local stability. Accordingly, the role of thermal stratification within 
and above forests has been an active area of experimental research using the latest meteorological 
instrumentation. For example in Burns et al. (2011) and Feigenwinter et al. (2008) both authors 
identified very stable periods which significantly altered the flow patterns in the forested regions which 
they examined.  
The effect of forest canopies on local thermal stability will be examined in Part III. For now, it is 
sufficient to acknowledge that the combination of thermal effects and canopy drag, both of which alter 
turbulence levels and velocity gradients, creates a region of intensely complex flow in the vicinity of 
forest canopies. 
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 3. Computational Fluid Dynamics (CFD) 
“Nothing is too wonderful to be true if it is consistent with the laws of nature” 
- Michael Faraday 
 
The equations describing flows within the ABL presented in the preceding chapters can only be taken 
as guidelines to the actual velocities and levels of turbulence that will be observed in reality. In order 
to gain an appreciation of the actual values, and how they vary as the wind moves over the terrain, it 
is necessary to undertake some numerical modelling. The tool of choice for this thesis is ANSYS 
CFX, which is a commercially available full Computational Fluid Dynamics (CFD) solver. 
CFD solvers have been in development since the 1950s although the history of the underlying 
mathematics goes back much further. From the 1960s these solvers were used almost exclusively in 
the research and development departments of the aerospace industry in order to test jet engine and 
aerofoil designs. The software saw greater adoption in the 1990s as computers became more 
powerful and CFD interfaces became more user friendly. Now CFD is a standard tool in many 
industries and is used for tasks as diverse as optimising the flow of ingredients in the food industry 
and the design of heating and ventilation systems. 
However, the use of CFD in the resource assessment industry is perhaps forty years behind these 
advances with use mainly being limited to research facilities and some forward thinking consultancies. 
This is primarily due to the fact that, until recently, satisfactory flow solutions have be achieved using 
heavily simplified computational solvers such as WAsP [Troen & De Bass, 1987]. These software 
packages, which were developed in the 1970's and 1980's, have allowed resource assessments to be 
conducted rapidly by users with minimal training using the computational resources available on a 
standard personal computer. 
As we move to more complex wind farm sites and as the acceptable level of modelling uncertainty 
reduces, these simplified solvers are not performing adequately. Fortunately, the computational power 
required to run full CFD simulations on the scale of a typical wind farm are becoming increasingly 
affordable and as a result CFD is beginning to see greater adoption by industry. Driven by this 
demand, user friendly CFD interfaces designed specifically to carry out resource assessments are 
being developed, examples include ANSYS WindModeller [www.ansys.com] and Meteodyn WTTM 
[www.meteodyn.com].  
An exploration of the fundamental mathematics used in CFD solvers has been the subject of entire 
undergraduate degrees and many comprehensive textbooks have been written on the matter. What 
follows is a brief introduction to some aspects which are of particular relevance to this thesis. We will 
examine how CFD is used to model the ABL in Chapter 4. 
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3.1 Navier-Stokes equations 
CFD is based on the Navier-Stokes equations. These are an application of Newton's laws of motion to 
fluids that were devised independently by the Irishman George Stokes and Frenchman Claude-Louis 
Navier in the 1800's.  
When expressed in three dimensional form, four equations are provided, i.e. one for conservation of 
mass and three for conservation of momentum (one for each dimension).  
These three dimensional Navier-Stokes equations are second-order, nonlinear and partially 
differential. They contain four independent variables (x, y, z and time), three dependent variables 
(pressure, density, temperature) and three dependant velocity components (U, V, W). The problem is 
simplified by the introduction of an equation of state which reduces the number of dependant 
variables. For the ABL this will be some form of the ideal gas law which allows temperature and 
density to be expressed in terms of pressure. 
In theory, the Navier-Stokes equations can be used to describe the movement of any fluid by 
considering each individual molecule. In practice, such solutions are difficult to achieve for all but the 
simplest of problems. This is due to the massive computational power required to solve all five 
equations simultaneously for a large number of molecules. In order to reduce this computational 
expense, Reynolds averaging is used. 
3.2 Reynolds averaging  
This method of simplifying the Navier-Stokes equations involves averaging in both space and time.  
Averaging in space is achieved by discretising the flow into a series of controlled volumes through a 
process called meshing, which will be discussed in Section 3.3. The conservation equations can then 
be applied to the entire control volume rather than each individual molecule. This has the potential to 
significantly reduce the computational expense of simulations. However, a trade off exists. If the mesh 
size is too large the detail of the flow will be lost whilst a very fine mesh will negate the benefits of 
averaging in this manner. 
Averaging in time is achieved by use of Reynolds decomposition to express instantaneous variables     
(U, V, W) as a sum of time averaged (U�,  V,���  W����) and fluctuating components (u', v', w') as outlined 
in Section 1.2.  
These methods allow the Navier-Stokes equations to be expressed in the Reynolds Averaged Navier 
Stokes (RANS) form for which steady state or mean flow solutions can be found for many problems. 
However, this averaging process introduces products of the fluctuating velocity components which, 
when multiplied by density, are referred to as the Reynolds Stresses 𝜏. These are defined by the 
matrix in Eq. 34: 
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τij = ρ �u′u′ u′v′ u′w′u′v′ v′v′ v′w′
u′w′ v′w′ w′w′
�����������������������
� 
Eq. 34 
Thus, for any time averaged three dimensional flow, there are four mean flow properties (U�, V,� W� , p�)
and six Reynolds-stress components ( u′2����, v′2���� , w′2�����, u′v′�����, u′w′������, w′v′������ ) giving us a total of ten
unknowns. Unfortunately, there are only four conservation equations with which to solve this problem 
space. This is the so called closure problem and in order to arrive at a satisfactory solution it is 
necessary to relate the Reynolds stresses to the mean flow properties by introducing a turbulence 
model. 
Some of the methods used in CFD solvers to resolve this closure problem are discussed below. 
3.2.1 One equation closures 
Simplified solver codes, such as the WAsP model [Troen & De Bass, 1987], use linearised forms of 
the Navier-Stokes equations and can describe turbulence using Prandtl's Mixing Length theory. The 
use of Mixing Length theory allows models to be computationally inexpensive but also limits their 
applicability. It is assumed that turbulence can be described by the length scale of the largest 
turbulent eddies and a single velocity gradient. It is generally assumed that the vertical velocity 
gradient will dominate and thus longitudinal and streamwise gradients are neglected. A term for 
kinematic turbulent viscosity is then derived: 
vt = lm2 �∂U∂y� 
Eq. 35 
Where, vt Kinematic turbulent viscosity (m2/s) lm Mixing length  (m) U Stream wise velocity  (m/s) y Distance in vertical direction (m) 
The mixing length scale is an empirical constant which is a function of the characteristic length scale 
of the flow. In the case of the surface layer, this can be approximated as: 
lm = κy. �1 − exp �y+26�� 
Eq. 36 
Where, y+, is a non-dimensional distance from the surface given by: 
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ν
Eq. 37 
Where, ν Local kinematic viscosity (m2/s) 
This model takes no account of added turbulence due to convection and diffusion but is found to 
perform well in neutral conditions where the majority of the flow can be contained on a 2 dimensional 
plane. However, in regions of complex turbulence, the assumption that the main velocity gradient is 
due to vertical wind shear fails and thus flows are not well predicted. Regions where such flow may 
occur include terrain with slopes greater than approximately 30%, forested regions and in unstable 
conditions.  
These shortcomings have been well documented [Bowen & Mortensen, 1996 and Rathmann et al., 
1996] and are certain to cause significant errors in all but the most homogeneous of flow conditions. 
Despite this, a survey of 72 analysts from 48 different organisations [Rodrigo, 2010] found that 
programs which use this turbulence model remain the industry standard for conducting 
micrometeorology for the purpose of resource assessment. This is due to the user friendliness and 
low computational expense of these engineering tools. However, as mentioned at the start of this 
chapter, industry is moving slowly towards the use of more robust turbulence models. 
3.2.2 Two-equation closures 
3.2.2.1 k-ε 
In order to provide a closure solution to the RANS equations the k-ε model was devised [Launder & 
Spalding, 1974]. The model considers the Turbulent Kinetic Energy (k) of a flow using Reynolds 
decomposition such that: k(t) =  K + k′ 
Eq. 38 
Where, k(t) Total Turbulent Kinetic Energy at a time t (m2/s2) K Average Turbulent Kinetic Energy (m2/s2) 
k′   Instantaneous fluctuation from the mean  (m2/s2) 
In a more complete form this is, 
k(t) =  12 �U2���� + V2��� + W2����� + 12 �u′2���� + v′2���� + w′2������ Eq. 39 
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The fluctuating component of k is considered as a quantity which moves between the control volumes 
and is dissipated and produced along the way. The rate of change of k per unit volume is considered 
as a transport term such that: 
Rate of 
change 
of k 
+ 
Transport of 
k by 
convection 
= 
Transport of k 
by pressure 
+ 
Transport of 
k by due to 
viscosity 
+ 
Transport of k due 
to Reynolds stress 
- 
Rate of 
dissipation 
of k 
+ 
Rate of 
production 
of k 
The destruction term above is the rate of dissipation of Turbulent Kinetic Energy, ε, the concept of 
which was introduced in Section 1.2. This term is of vital importance for the study of turbulence, 
however, it defined by unknown and immeasurable quantities. Thus, it is also investigated as a 
quantity which is transported between control volumes in a similar manner to k. The governing 
equations for this model are: 
ρ
δk
δt + ρuı� δkδxj = τij δuı�δxj − ρε + δδxj ��μ + μtσk� δkδxi� + Sk +  Pk 
Eq. 40 
and 
ρ
δε
δt + ρuı� δϵδxj = cϵ1 εk τij δuı�δxj − cϵ2ρ εk + δδxj ��μ + μtσk� δεδxi� + Sε +  Pε 
Eq. 41 
All variables have the usual meanings and 21,,, εεεσσ cck  are modelling constants. Sk and Sϵ are 
source terms which can be used to include the effect of various phenomena. In Section 4.3.1 we will 
use these terms to model the effects of forestry. The terms  Pk and Pϵ are used to include the effects 
of buoyancy and will be discussed in Section 4.4.1.  
The k-ε turbulence model requires a modest level of computing power but is far more robust than the 
single equation models discussed in Section 3.2.1. This has been the main closure model used in 
industrial CFD simulations and in resource assessment to date. The cost of simulations is kept low as 
turbulent eddies are not explicitly modelled but merely described statistically and modelled in a time 
and space averaged manner. 
This model is well established and has been used to produce many benchmark simulations used for 
resource assessment [Castro et al., 2003, Berg et al., 2011]. However, k-ε contains some inherent 
weaknesses. For example it is known to poorly predict flow recovery after a period of intense 
turbulence as demonstrated by the classic backwards facing step simulation [Thangam & Speziale, 
1992]. It is also known to perform badly when considering flow near surface elements as a singularity 
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occurs in the governing mathematics. As surface elements in ABL flow can stretch well within the 
area of interest, for example forestry, it is necessary to consider alternative turbulence modelling 
methods.  
3.2.2.2 k- ω 
The k-ω closure [Wilcox, 1998] introduces a slight modification to the k-ε model whereby the 
Turbulent Eddy Frequency, ω with units of (s-1), is considered rather than the Turbulent Eddy 
Dissipation rate ε. The equation for turbulent eddy frequency is simply: 
 
ω =   εk 
 Eq. 42 
 
This modification removes the problem of a mathematical singularity due to the fact that ω 
approaches infinity as flow approaches surface elements. In practice, ω is set to some very large 
value at the surface and thus it is not necessary to calculate it explicitly. However, the results 
achieved in applying k- ω have been found to be very sensitive to the prescribed value of ω in the 
free steam [Versteeg & Malalasekera, 2007]. This limits the model somewhat as exact values of ω 
cannot be measured in the real world as it is essentially a parameter which has been arrived at by 
dimensional analysis. Fortunately, the k-ω model has been found to be insensitive to the prescribed 
large value of ω near the wall and far more accurate results can be achieved for this zone compared 
to k-ε.  
3.2.2.3 SST 
In order to combine the best features of the k-ε and k-ω models, the Shear Stress Transport (SST) 
model was devised [Menter, 1992]. This model is a hybrid of k-ω and k-ε which introduces a 
blending function to allow the turbulence model to switch between the two depending on the proximity 
to surface elements. This allows k-ω to be used in the near wall regions and k-ε in the free stream. 
SST has been found to perform well particularly when considering adverse pressure gradients and 
regions of separated flow. However, the model does require a finer mesh in the near wall region in 
order to resolve the flow accurately. 
Whilst SST has a number of advantages over the other models outlined it is clear from submissions to 
the 13th International Conference on Wind Engineering (Amsterdam, July 2011) that it is far from 
being the standard closure model used. This is due to the wide variety of models available and the 
fact that the functioning and limitations of k-ε are so well understood. Figure 20 compares the 
performance of the k-ε and SST closure models when modelling flow over a modest slope 
[McCormick et al., 2012]. As can be seen, the SST model provides a much closer match to the 
experimental data, particularly in areas of high velocity shear where increased levels of turbulence 
would be expected. 
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3.2.3 Large Eddy Simulation 
Two equation closure models in which turbulence is averaged in both time and space were discussed 
in the section above. In Large Eddy Simulation (LES) the amount of averaging performed is vastly 
reduced thus allowing transient or time dependant simulation to be run. Although it is possible to run 
two equation models in transient or unsteady mode (t-RANS) by essentially seeking a number of 
consecutive steady states, the method employed in LES requires far fewer assumptions and should, 
in theory, be more representative of actual flows 
With RANS, and its associated turbulence closure models, all turbulent eddies are described in the 
same way. In LES it is assumed that the larger eddies contribute most to flow characteristics and thus 
they are singled out for particular attention. A cut-off eddy size, Δ, is defined as a spatial filter. Eddies 
larger than this value are explicitly modelled in a time dependant manner whilst information relating to 
smaller eddies is modelled using a sub grid model to account for their associated turbulent stresses. 
These sub grid models, such as Smagorinsky [Smagorinsky, 1963], apply an averaging process 
similar to RANS which means that only the large eddies are explicitly modelled in LES simulations. 
Selecting an appropriate value for Δ, which will dictate the appropriate mesh size, is based on 
Kolmogorov's theory of self-similarity [Kolmogorov, c.1941] which indicates that the structure of large 
eddies is dependent on surface geometry. However, selection of this value is non-trivial and is usually 
subject to sensitivity testing. The diagram below provides a visualisation of the filtering process. 
Figure 20: Experimental results compared to SST and k-ε. 
[McCormick et al., 2012] 
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The ability of LES simulations to capture the transient nature of unsteady flows means that they are 
particularly suited to modelling turbulent structures behind bluff bodies. They have also been applied 
to forest flows with some success [Yang et al., 2006]. In this paper, LES simulations were compared 
to both field and wind tunnel data and particularly good agreement was found in predicting the point of 
flow recovery downstream of the forest canopy.  
However, there are limitations with LES. The most obvious of which is the vast computational 
expense of removing the time and reducing the spatial averaging provided by RANS simulations. LES 
is also quite sensitive to the mesh type and is found to be most stable for a structured hexagonal 
mesh [Pope, 2000]. Achieving such a rigid mesh in complex terrain is a key difficulty in limiting the 
application of LES in resource assessment. On the other hand, RANS simulations can converge 
satisfactorily with unstructured tetrahedral meshes which fit even the most rugged terrain. 
In addition, LES requires initial conditions to be set for each control volume in the simulation whilst 
RANS simulations can be performed by specifying conditions at the boundaries only. This level of 
detail will not be available from field or wind tunnel experiments and thus LES simulations often have 
to be preceded by another CFD simulation in order to supply the required data. Due to these 
limitations, LES for the purpose of resource assessment has to date been limited to academic 
simulations of relatively small sites [Bechmann & Sørensen, 2010]. Although expectations for LES are 
high, it has been found that the sensitivity of the model to prescribed initial conditions, and the 
proficiency of the user, negates many of the potential benefits. In Bechmann et al. (2011) it was 
shown that results achieved using LES to model flow over an isolated hill were comparable or of 
poorer  quality than those achieved using simpler two equation closures. 
In a review of the current capabilities and future trends of LES [Xie et al., 2008] the author states that 
whilst it has become quite common in academic research, it will take up to ten years for LES to 
Figure 21: Visualisation of LES filter width.                          
The eddies in blue will be modelled using a sub grid model. 
 [Picture credit: Dr. Jens Sørensen, Risø, DTU] 
37 
 
Part I: Background                                                                         Chapter 3. Computational Fluid Dynamics (CFD) 
_________________________________________________________________________________ 
 
become a "design tool that can be employed by persons without extensive years of experience 
concentrating on LES techniques". In light of the reluctance of the wind resource assessment 
community to turn its back on linearised models (such as WAsP) and submissions to the blind 
comparison discussed in the introduction, this estimate seems extremely optimistic, at least for the 
wind energy industry. 
3.2.4 Direct Numerical Simulation 
In Direct Numerical Simulation (DNS) the Navier-Stokes equations for (U, V, W, P) are used in their 
pure form with no spatial or time averaging, thus negating the need for a turbulence closure model. All 
turbulent eddies are explicitly modelled which requires an extremely fine mesh to capture the smallest 
turbulent vortices. The size of the required mesh can be estimated using the                       
Kolmogorov scale, 𝑛, [Pope, 2000] which approximates at the size at which eddies will be dissipated 
by viscosity:  
 
𝑛 = �v3
ε
�
1
4
 
 Eq. 43 
 
Where,         v  Kinematic viscosity   (m2/s) 
  ε Rate of dissipation of TKE  (m2/s3) 
 
And the required time step, Τ𝑛 , can be estimated by: 
 
Τ𝑛 = �vε�12 
 Eq. 44 
 
DNS allows highly accurate transient simulations to be conducted, however, the required 
computational expense is prohibitive and implementation involves some complicated mathematical 
challenges. Indeed, it is interesting to note that some 200 years after the Navier-Stokes equations 
were first devised, we were unable to locate a single paper in which they have been applied in a pure 
form to the problem of flow over even moderately complex terrain. The use of DNS for a full resource 
assessment is beyond current computational abilities and is limited by the same requirement for a full 
set of initial conditions as for LES. 
3.3 Meshing 
It was mentioned in Section 3.2 that it is necessary to discretise any volume considered in a CFD 
simulation in order to allow the application of the RANS equations. This is achieved through a process 
called meshing whereby the entire computational domain is divided into a number of control volumes 
called cells.  
38 
 
Part I: Background                                                                         Chapter 3. Computational Fluid Dynamics (CFD) 
_________________________________________________________________________________ 
 
Meshing is a crucial process as the quality of the resulting mesh will dictate the quality of the 
subsequent computations. In general terms, a finer mesh will improve results but will also significantly 
increase the computational expense of the simulation.  
Unfortunately, there are no set guidelines as to what constitutes an acceptable mesh when 
considering flow over terrain. Standards are available for meshing domains in an urban environment 
[Franke et al., 2007] and first steps are being taken to provide similar documentation for simulations 
conducted for the purposes of resource assessment [Benchmarking of wind farm flow models IEA 
Task 31 (Wakebench)].It is thus advised that a mesh sensitivity analysis should be performed at the 
start of any simulation in order to identify the point whereby a finer resolution does not significantly 
alter results. 
There are also a number of metrics by which the quality of a mesh can be quantified, some of which 
will be explained in Section 3.3.2. In this thesis, meshes produced will be subject to a sensitivity 
analysis as well as ensuring adherence to the quality metric thresholds given below. 
3.3.1 Mesh types 
There are a number of different mesh types which are defined by the geometry of the three 
dimensional cells used to discretise the simulation volume. The mesh types which will be used in this 
thesis are hexagonal and tetrahedral as shown in Figure 22. 
  
 
In the past, CFD model users have shown a preference for the use of hexagonal cells due to the fact 
that the structured way in which they are generated is less prone to errors and also simplifies 
subsequent flow simulations as discussed in Section 3.2.3. However, advances made in ANSYS CFX 
allow an unstructured tetrahedral mesh to be generated for most volumes whilst also avoiding 
possible mathematical difficulties. Without going into too much detail, the solution used by ANSYS 
lays a new mesh over that which is generated by the user. This new mesh will be comprised of cells 
which are centred over the nodes joining the original user defined mesh.  
These advances implemented in the ANSYS CFX meshing software allow a user defined 
unstructured tetrahedral mesh to be applied to a domain. This cell structure is particularly useful when 
(a)      (b) 
Figure 22. Wireframe images of a (a) hexagonal and (b) tetrahedral cell  
used to discretise a given domain. 
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considering complex terrain comprised of features to which it would be difficult to generate a suitable 
structured hexagonal mesh.  
As mentioned in Section 3.3 there is no recognised best practice for the generation of a mesh when 
examining ABL flow. For this thesis the following conventions are used: Hexagonal mesh elements 
are employed for the ground boundary. The first element will have a height of at least twice the 
equivalent sand grain roughness height, as calculated by Eq. 46. When forest canopies are 
considered, a minimum of ten control volumes will be contained below the canopy height. A section 
through a sample mesh is shown in Figure 23. 
 
Figure 23. An example mesh generated in using ANSYS CFX. An inflation layer containing five hexagonal elements is 
applied to the ground boundary with subsequent layers using an unstructured tetrahedral mesh. The coloured cells 
are separate volumes within the simulation domain used, in this instance, to represent the presence of forestry. 
3.3.2 Mesh quality 
The following mesh quality metrics are used in this thesis. 
3.3.2.1 Skewness  
The skewness of a mesh cell quantifies the deformation from the optimum shape for that particular 
cell type. The optimum shape for a tetrahedral element is one in which all three faces are equilateral 
triangles, whilst in a perfect hexagonal cell all six faces will be squares or rectangles. Skewness is 
calculated for each face of the cell as shown in Eq. 45: 
 Skewness = max �θmax − θe180 −  θe , θe − θminθe � 
 Eq. 45 
 
Where,         θmax   The maximum angle made between two sides of the face  (˚) 
  θmin  The minimum angle made between two sides of the face  (˚) 
  θe   90˚ for hexagonal cell and 60˚ for tetrahedral   (˚) 
 
The range of possible skewness values and their acceptability in simulations is shown in Figure 24.  
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Figure 24. The range of possible values for skewness and their acceptability in simulations.  
[McCormick et al., 2012] 
3.3.2.2 Aspect ratio 
The aspect ratio is also calculated for each face of the cell in question. It is simply the ratio between 
the longest edge and the shortest edge for that particular face. The optimum value for the aspect ratio 
is 1 which indicates a perfect equilateral face in the case of a tetrahedral cell or a perfect square in 
the case of a hexagonal cell.  
It is good practice to limit the aspect ratio to 20 for all faces however, informal testing indicates that 
problems may not be encountered for values as high as 1,000 depending on the computational 
resources available.[ McCormick et al., 2012].  
 
                                                           (a)               (b) 
Figure 25. A tetrahedral cell face with an aspect ratio of (a) 1 and (b) 20 
3.3.2.3 Mesh expansion factor 
This is a measure of how quickly the volume of the mesh increases in subsequent layers. An 
expansion factor is typically applied to a mesh in order to allow for a fine resolution in areas in which 
complex flow patterns are expected and to allow the mesh to gradually expand as it moves away from 
these areas of interest. Examining Figure 23, the reader will notice that the cells in the expansion 
layer of hexagonal elements become larger as they move away from the surface. This is due to an 
expansion factor of 1.2 applied to the ground surface which allows the size of the mesh to increase 
into the free stream where the flow is less turbulent. 
The expansion factor is calculated by overlaying a notional volume on each node which is constructed 
with lines bisecting the centre of each edge to which it is connected. The expansion factor is then 
calculated as the ratio between the maximum and minimum sector volumes as shown in Figure 26. 
Generally, a maximum expansion factor of 20 is deemed acceptable. 
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Figure 26. Calculation of the expansion factor. 
[McCormick et al., 2012] 
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 4. CFD in the ABL 
"As far as the laws of mathematics refer to reality, they are not certain,  
and as far as they are certain, they do not refer to reality"   
- Albert Einstein 
 
As mentioned in Chapter 3, the use of CFD using the RANS equations is an emerging trend in 
industrial resource assessments. Submissions to the recent European Wind Energy Association's 
blind comparison presented as part of the technology workshop held in Dublin [Mortensen & 
Jørgensen, 2013] showed that 37% of the 59 participants used some form of CFD to perform the 
micrometeorological part of the resource assessment task. This is a considerable increase compared 
with the similar exercise presented in Brussels in 2011 [[Mortensen & Jørgensen, 2011] where just 
9.6% of 31 participants used some form of CFD. Whilst this is an encouraging trend, it is clear that the 
use of CFD is still far from being the norm. 
One of the barriers to greater adoption of these computational tools is a lack of standards advising 
how they should be used when considering flows within the ABL. Guidance can be taken from the 
COST Action 732 [Franke et al., 2007] which outlined best practice for the use of CFD when 
modelling urban dispersions. However, many of the standards suggested, such as relating domain 
height or mesh size to building geometry, are irrelevant when considering flows in rural areas. 
Guidance can also be taken from academic simulations examining flows over terrain for the purpose 
of resource assessment [Undheim et al., 2006  and Palma et al., 2008] which are extremely 
informative but do not provide solutions for all possible scenarios. 
There is a clear need for a standardised approach when using CFD codes to conduct resource 
assessments and this is generally regarded as one of the principal ways in which modelling 
uncertainty can be reduced. As a result, work is now underway to achieve a consensus among 
industrial and research partners to identify the best practice for conducting CFD simulations for 
various pertinent flow scenarios within the ABL [Benchmarking of wind farm flow models IEA Task 31 
(Wakebench)].  
In the following sections, we will present methodologies for modelling flows in the ABL which have 
been collated following a literature survey. Whilst these may be considered to be state of the art, 
rigorous application across various CFD codes will be required if they are to be deemed best practice. 
4.1 Boundary conditions 
CFD codes solve a prescribed flow condition by considering movements between the individual mesh 
cells which have been used to discretise the volume under consideration. The Navier-Stokes 
equations are solved iteratively, using the turbulence closure of choice, in order to achieve, among 
other things, a converged solution in which the flow into each cell is equal to the flow out, with some 
room for error as prescribed by a user defined tolerance.  
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In order to control this iterative solution, conditions which must be fulfilled in the converged solution 
are prescribed. These conditions are generally specified at the extremities of the volume being 
considered and are referred to as boundary conditions. Referring back to the discussion in Section 
1.1, the most immediately obvious boundary condition for ABL flows is that the flow velocity at the 
surface will be zero in order to fulfil the no slip condition.  
As well as flow velocity, boundary conditions will also need to be set for Turbulent Kinetic Energy, its 
Dissipation rate, Turbulent Eddy Frequency and, in the case where stability is being considered, 
temperature. These conditions are generally determined using the idealised ABL flow equations which 
were introduced in Chapter 1 such as the log law, Eq. 1, along with the Richards and Hoxey 
turbulence profiles, Eq. 8 & Eq. 9. However, there is ongoing discussion on how appropriate these 
boundary conditions are and alternatives continue to  be suggested as the state of the art develops. 
[Juretić & Kozmar, 2013] 
It is also possible to use actual measured data to determine boundary conditions rather than relying 
on these generalised equations. The required high level of measurement data is often available from 
wind tunnel experiments but very rarely from field measurement campaigns due to the prohibitive 
costs involved. Also, the use of measured data for boundary conditions can cause problems in terms 
of balance as the model equations are only an approximation to reality. This matter will be discussed 
in later chapters when we validate our CFD model against experimental and field datasets. 
A more cost effective solution, when considering real world flows, is to employ data from mesoscale 
simulations which are used for weather pattern prediction and thus operate on a much larger scale 
than micrometeorological simulations. The practicalities of utilising such data to produce appropriate 
boundary conditions for CFD simulations are not without certain difficulties and research is ongoing as 
to how this can be performed in an effective and repeatable manner. [Duraisamy et al., 2012] 
For each of the simulations conducted for this thesis the source of the boundary conditions used will 
be made clear at the start of the relevant section. 
4.2 Horizontal heterogeneity 
In Section 1.1, we discussed the velocity profiles that can be expected for flow moving over flat, 
homogenous terrain with no roughness changes. In theory, if we were to establish a CFD simulation 
with boundary conditions and surface roughness height to match such a scenario we would expect 
that the flow conditions that we prescribe at the inlet would match those recorded at the outlet with 
little or no development throughout the domain. 
Unfortunately, this is not the case for many CFD codes and in fact significant changes will occur for 
both velocity and turbulence profiles, especially when considering domain lengths of the order 
required for resource assessments. This problem has been given considerable attention by the 
scientific community with Blocken et al. (2007) and more recently Juretić et al. (2013) suggesting a 
number of causes and possible solutions. 
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It has been suggested that this horizontal development is a result of velocity and, in particular, 
turbulence profiles, prescribed as boundary conditions which do not accurately describe real world 
flows. For example the Richards and Hoxey profile, Eq. 8, suggests that the level of Turbulent Kinetic 
Energy does not decrease with height which is known to be fundamentally incorrect as highlighted by 
the Richardson's whorls analogy (Section 1.2). However, these profiles continue to be commonly 
used as a boundary condition for ABL flows in the absence of a more convenient solution. 
The cause of boundary layer horizontal heterogeneity may also lie in the mathematics used in the 
turbulence model. The fundamental equations underlying the closure systems outlined in Section 3.2 
have been developed based on results from experimental work in open channels and enclosed flows 
in pipes. This may cause problems when considering ABL flows particularly at the surface where the 
wall function used by these flow models is based on the sand grain roughness of the channel or pipe. 
Various augmentations to the turbulence model have been suggested which alter the constants used 
in the fundamental equations or how the wall function is dealt with mathematically in order to more 
closely match observations in the ABL [Hargreves and Wright, 2007]. 
Another possible cause of horizontal development in CFD ABL flow simulations is that there is no 
source of additional energy available to compensate for losses due to viscosity effects at the surface. 
In the ABL this is achieved by energy cascading from the free stream flow where fast moving 
geotropic winds stretch for tens of kilometres into the atmosphere. It is possible to simulate such 
conditions in a CFD simulation by prescribing a high constant velocity or shear at the top boundary or 
simply by extending the height of the domain.  
Satisfactory solutions to the horizontal heterogeneity problem can and have been found using many 
combinations of the methods suggested above. A lack of consensus as to the best approach to 
solving this problem is an aspect of modelling that will have to be addressed in future standardisation 
exercises. 
Finding a solution to the problem of horizontal heterogeneity in CFD simulations of the ABL comprised 
a large proportion of the early work contributing to this thesis. The possible solutions outlined above 
were iterated in a systematic manner for a flat homogenous CFD domain emulating the work of  
Zhang (2009). 
However, following discussions with a technical expert at ANSYS [Dr. Christiane Montavon, ANSYS 
Inc., personal communication, November, 2010] it was discovered that whilst these modifications 
result in an improvement in flat homogenous terrain, they will create unrealistic results when 
significant features or obstructions are introduced. Thus, it was advised that the solution as developed 
by ANSYS for use in their resource assessment package, WindModeller, should be used for all 
simulations.  
Some of the alterations used in WindModeller include the establishment of a relationship between the 
actual aerodynamic roughness and the equivalent sand grain roughness applied to the boundary such 
that:  
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εs =  z0 ∗ exp (8.48κ) Eq. 46 
Where, εs Equivalent sand grain roughness (m) 
The turbulence constants used in WindModeller are summarised in Table 4. 
Table 4: Modelling constants used in the ANSYS WindModeller Software. 
The complete details of the configuration used in WindModeller to address this issue can be found in 
[McCormick et al., 2012 and Sinai & Wilkes, 2009]. 
4.3 Modelling forestry 
The numerical theory describing flow through forest canopies has been developed over a number of 
years. This process has been driven by a need for robust wind resource assessment and also for 
agricultural applications such as modelling wind loads on isolated forest stands and optimisation of 
the spraying of pesticides. 
A wide variety of computational approaches have been employed with some authors favouring the 
use of LES in order to fully appreciate the turbulent structures which develop within and above 
canopies as outlined in Section 2.3. However, for most practical applications, simpler two equation 
turbulence models are preferred when considering canopy flows [Belcher et al., 2012].  
There has been considerable activity investigating how best to implement the effect of canopies in 
these two-equation turbulence models and a state of the art has emerged following contributions by 
Svensson & Haggkvist (1990), Liu et al. (1998), Sanz (2003) and Lopes da Costa (2007). More 
recently, these two equation canopy models have been modified to include buoyancy effects due to 
atmospheric stability [Sogachecv et al., 2012] and so it is likely that they will remain in common use 
for some time to come. 
Constant Value Cμ 0.09 
κ 0.41 B' 0.09 
α1 0.555' 
α2 0.44 
β 0.075 
β 0.0828 
σk1 2 
σk1 1 
σk1 2 
σk1 1.168 
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4.3.1 Mathematical formulation  
In order to represent a forest canopy within a CFD model it is necessary to introduce a porous sub-
domain. By including production terms for Turbulent Kinetic Energy, k, Turbulent Eddy Frequency, ω, 
and Turbulent Eddy Dissipation rate, ε, within this sub-domain, the effect of a forest canopy can be 
simulated mathematically. This is achieved by the use of the source terms in the governing equations 
for momentum and turbulent transportation. In the momentum equations, the drag term is: 
 Fi = −ρCdA(z)|U|Ui 
 Eq. 47 
 
Where,         Fi  Drag force per unit volume in the i-direction  (kg/m2.s2) 
  A(z)  Leaf area density at height z    (m-1) 
  |U|  The modulus of the windspeed    (m/s) 
  Ui  The wind speed in the i-direction   (m/s) 
  
The corresponding source term for Turbulent Kinetic Energy, k, is given by: 
 Sk =  ρCdA(z)|U|�βp|U|2 − βdk� 
 Eq. 48 
 
Where, βp and βd are constants, the values of which are given in Table 5. The source term for 
Turbulent Eddy Dissipation rate, ε, is given by: 
 Sε =  ρCdA(z)|U|ε �Cε4βp|U|2k − Cε5 βd� 
 Eq. 49 
 
Where, Cε4 and Cε5 are constants, the values of which are also given in Table 5. The source term for 
turbulent eddy frequency, ω, is given by: 
  Sω =  ρCdA(z)|U|ω �(Cε4 − 1)βp|U|2k − (Cε5 − 1) βd� 
 Eq. 50 
 
A discussion on the formulation of these equations can be found in Lopes da Costa (2007) and 
Sogachev (2009). The appropriate value for the modelling constants in the above equations has been 
an area of some research [Wylie, 2014]. For this thesis the values as recommended by Lopes da 
Costa (2007), are used and these are summarised in Table 5. 
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Constant Value 
βp 0.17 
βd 3.37 Cε4 0.9 Cε5 0.9 
Table 5: Modelling constants used for the canopy model.  
[Lopes da Costa, 2007] 
 
4.4 Modelling stability 
As discussed in Section 1.4, atmospheric stability has an important role to play in determining the 
characteristics of the wind resource. This effect can be included in CFD by using the Pk and Pϵ terms 
in Eq. 40 and Eq. 41. In ANSYS CFX these terms are expressed as functions of a specified potential 
temperature gradient. The user is required to provide a reference state (detailing height, temperature 
and density) in order to allow the solver to ensure adherence to the ideal gas law throughout the 
domain. 
A further complication to the modelling of the effects of stability is that in reality no one stratification 
will truly dominate in the ABL. In fact, various stabilities will be observed at different heights as the 
effect of the diurnal cycle moves through the atmosphere.  
In [Zilitinkevich, 1989] it was shown that it is most common for a strongly stable capping layer to sit at 
the top of the ABL regardless of the prevailing stability in the surface layer below. In             
[Montavon ,1998], it was shown that this free stream stability has a considerable effect on how the 
wind interacts with the  terrain and in some cases may be as important as the actual stability 
measured in the surface layer. This is particularly true for flow over very complex mountainous terrain, 
such as was considered in [Montavon ,1998].  
In Section 4.4.3 we will discuss appropriate boundary conditions to include the effect of this capping 
layer in CFD simulations once we have introduced a few additional concepts. 
4.4.1 Buoyancy forces  
Buoyancy forces are included in the momentum equations by use of an additional term: 
 Pm = gβρref(T −  Tref)δi3 
 Eq. 51 
 
Where,         Pm  Momentum buoyancy term    (kg/m.s) 
  g  Acceleration due to gravity    (m/s2) 
  β  Thermal expansion coeffiecient    (1/K) 
  T  The local real temperature    (K) 
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𝛿𝑖3  The Kronecker delta function (-) 
The potential temperature, θ, can be related to the real temperature, T using a form of the ideal gas 
law, previously defined in Eq. 23. 
The relevant term to be included in the transport equations for Turbulent Kinetic Energy is: 
Pk =  − μeffσH βg ∂T∂z
Eq. 52 
Where, PB  Buoyancy term for k (m2/s2) 
μeff Effective fluid viscosity (kg/m.s) 
σH Turbulent Prandtl number for heat (-) 
The additional term to include the effect of buoyancy forces on the rate of dissipation of Turbulent 
Kinetic Energy is: 
Pε = C1ε εk Pk
Eq. 53 
Where, Pε Buoyancy term for ε (m2/s3) C1ε Modelling constant (kg/m.s) 
In addition to the standard conservation equations introduced in Chapter 3, it is also necessary to 
model the movement of thermal energy throughout the domain. This is achieved by ensuring that Eq. 
54 is satisfied for all control volumes: 
∂
∂t (ρH) + ∂∂xj �ρUjH� = ∂∂xj �� λCp + μTσH� ∂H∂xj� Eq. 54 
Where, H Total fluid enthalpy (J/kg) 
λ Thermal conductivity of the fluid (W/m.K) 
μT Turbulent viscosity (kg/m.s) 
4.4.2 Coriolis effect 
This phenomenon is a result of the deflection of a moving object when viewed in a rotating frame of 
reference. It can be considered as a force which tends to push objects off their trajectory which acts 
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perpendicular to their direction of movement. In the Northern hemisphere this force pushes flow to the 
right and in the Southern hemisphere to the left.  
As the Coriolis effect is proportional to the velocity of the object or fluid, it is experienced to a greater 
extent as we move up through the atmosphere where wind velocities increase. This causes the flow 
direction to turn and form what is called the Ekman Spiral. 
In theory, the Coriolis force will have some effect on any flow considered in the ABL, but,  in practice it 
is rarely included in simulations. However, it has been found [Montavon,1998] that it is an important 
effect when considering flows in non-neutral atmospheric conditions and can aid convergence of 
calculations. 
The Coriolis effect is included in CFD simulations by introducing another supplementary term in the 
conservation of momentum equations: 
 Pcor = ρf��Ui − Ui,geo�δi1 − (Ui − Ui,geo)δi2� 
 Eq. 55 
 
 Where,         f Coriolis parameter    (rad/s) 
   geo Freestream or geostrophic value  (-) 
And, 
 Ugeo =  U1,geo = − 1ρf  ∂p∂y 
 Eq. 56 
 
Also, 
 Vgeo =  U2,geo = 1ρf  ∂p∂x 
 Eq. 57 
 
4.4.3 Non-neutral boundary conditions 
To achieve a converged solution, it is also necessary to select appropriate boundary conditions which 
account for the effect of stability on the velocity, temperature, turbulence and pressure profiles. It was 
mentioned in Section 4.1 that suitable profiles can be elusive in a neutrally stratified boundary layer. 
When the effects of stability are included this problem becomes even more difficult, however, 
solutions have been suggest by various authors. 
4.4.3.1 Velocity 
Work was done by Zilitinkevich et al. (1999) to describe velocity profiles which included the effect of 
the Ekman spiral as well as free steam and surface layer stability. The suggested profiles have been 
found to provide good agreement with modelled and measured profile although they require a degree 
of tuning by adjusting a number of modelling constants. Appropriate values for these constants have 
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been suggested by Montavon (1998) which are found to provide a convenient set of velocity boundary 
conditions for non-neutral simulations. 
The velocity profile is described by both U and V components such that: 
 U(z) =  U∗
κ
. �ln � zz0� + b1η + b2η2 + b3η3� 
 Eq. 58 
 
and, 
 V(z) = −  fh
κ
. [−η ln(η) + a1η + a2η2 + a3η3] 
 Eq. 59 
 
also, 
 
η =  zh Eq. 60  
 
 
Where, h, is the boundary layer height which  can be calculated using Eq. 61 [Garratt, 1992]: 
 
 h =  12 Ch2 U∗|f| ��Π02 + 4/Ch2 − Π0� 
 Eq. 61 
 
The value of U∗ is approximated using a form of the drag law [Garratt, 1992]: 
 U∗ = G. Fg(G/|f|z0) 
 Eq. 62 
 
Where,          G  Freestream wind speed    (m/s) 
   Fg    Gravitational force    (N)  
The remaining undefined terms in Eq. 58 to Eq. 61 can all be reduced to functions of the modelling 
constants shown in Table 6. The various means of combining these terms to derive the undefined 
terms above can be found in the appendices of Montavon  (1998). Values for the constants in Table 6 
have been provided by various authors [Zilitinkevick et al., 1999 and Lettau, 1950]. The values shown 
below are from those suggested by Monatvon (1998). 
 
 
 
51 
 
Part I: Background   Chapter 4. CFD in the ABL 
_________________________________________________________________________________ 
 
Constant Value CN 0.45 CL 6.63 CR 5.48 C�N -0.74 C�L -9.68 C�R 5.24 Ch 0.73 Cs 9.31 Ci 78.3 Csr 2.63 Cir 3.36 
Table 6: Modelling constants for the Zilitinkevich velocity profiles.  
[Monatvon, 1998] 
4.4.3.2 Turbulence 
Appropriate profiles have also been suggested by Zilitinkevick et al. (1999) for Turbulent Kinetic 
Energy and its dissipation rate within the ABL during non-neutral events. There are again discussions 
as to the relevance of these [Grachev & Andreas, 2013]; however, they have been found to provide a 
convenient set of boundary conditions for our purposes. Turbulent Kinetic Energy and Turbulent Eddy 
Dissipation rate for a non-neutral atmosphere are defined respectively [Zilitinkevick et al., 1999] as: 
 k(z) =  U∗2
�Cµ (1 − η)1.68 
 Eq. 63 
 
and, 
 
ε(z) =  U∗3
κz . 1.03 �1 + 0.015z0.9 ln zz0� exp (−2.8η2) 
 Eq. 64 
 
4.4.3.3 Pressure 
In CFD simulations it is typical to specify a pressure based boundary condition at the outlet rather 
than one based on velocity due to associated convergence problems. In a neutral simulation this will 
simply be a constant pressure which can be set to atmospheric pressure at sea level for convenience. 
However, in a non-neutral simulation, it is necessary to account for the pressure variations caused by 
the stratification of the boundary layer: 
 P =  P0 + ρrefβγ′g (z − zref)22  
 Eq. 65 
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Where,         γ′  The actual lapse rate   (K/m) 
  ρref    Density at reference height  (kg/m
3) 
4.4.3.4 Temperature 
Another important boundary condition for non-neutral CFD simulations is appropriate temperature 
profiles. As mentioned in Section 4.4.3 analysis by [Zilitinkevich, 1989] and others showed that a 
stable temperature inversion is commonly experienced at the top of the boundary layer regardless of 
the prevailing stability in the underlying surface layer. This work was later developed in          
Montavon (1998) and now forms the basis for the implementation of stability effects in the ANSYS 
WindModeller software which, as mentioned in Chapter 3, has been designed specifically for 
conducting wind resource assessments.  
In the ANSYS formulation the stratification of the free atmosphere is described with a default potential 
temperature gradient of 3.3 x 10-3 K/m. This is a value has been adopted from the US Standard 
Atmosphere [U.S. Standard Atmosphere, 1962] which are a series of definitions that provide average 
values for atmospheric constants such as density, pressure and temperature over a wide range of 
altitudes.  
In order to alter the stability conditions in the underlying surface layer, it is necessary to specify a 
constant temperature differential or heat flux at the surface. Depending on the value assigned this will 
either encourage or resist vertical movements through buoyancy effects due to local thermal 
stratification.  
The ability to model stability effects in ANSYS WindModeller has until recently been experimental. 
The development of a methodology to identify the correct surface temperature or heat flux to achieve 
the desired effect in the surface layer is the subject of Part III of this thesis. 
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5. Validation
"The brightest flashes in the world of thought are incomplete until they have been proven to have their 
counterparts in the world of fact." 
- John Tyndall 
Once a simulation domain has been generated, discretised and assigned sufficient boundary 
conditions, the CFD solver will run iteratively to produce a converged solution. If a RANS simulation is 
performed, the solver will produce steady state or average values for wind speed in the three main 
directions, Turbulent Kinetic Energy and a whole host of other fluid properties for each control volume. 
In order to ascertain if the produced results accurately reflect conditions in the real world, it is 
necessary to use a source of validation data. 
In the initial stage of developing and validating a CFD code, datasets which provide a high density of 
measurement points are desirable. Such data can be sourced from wind tunnel experiments and also 
field measurement campaigns undertaken specifically for research purposes. These campaigns will 
typically focus on specific elements of ABL flow such as the effect of ridges, roughness changes, 
forestry or non-neutral stability. This allows the ability of the CFD code to replicate the effect of such 
features to be considered in isolation and thus give the user confidence that the physics are being 
accurately reproduced.  
Once the CFD code has been shown to be capable of considering all elements in a given domain, it is 
possible to conduct simulations using the level of validation data that may be expected from a typical 
commercial resource assessment campaign. As the use of full CFD solvers for the purpose of 
resource assessment is still very much in its infancy, we are still at the stage of initial validation using 
research grade data sets for all but the simplest of flow problems. 
If we are to reduce uncertainty to acceptable levels it is clear that, for now at least, there is no one 
answer. CFD simulations, wind tunnel experiments and field measurement campaigns will continue to 
be used to iteratively validate each other in order to allow us to consider sites of increasing levels of 
terrain and atmospheric complexity. Eventually this process may lead to a fully deterministic and 
affordable computational model which will allow any site to be modelled with a high level of accuracy.   
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Figure 27. The validation interdependence of different methods of understanding the ABL. 
 
5.1 Field data 
As mention above, field measurement datasets can be categorised as those conducted for the 
purposes of research and those for commercial resource assessment. These categories of validation 
data will have very different characteristics. 
Firstly, research led campaigns, which tend to focus on individual terrain or atmospheric features, will 
concentrate measurements in the most interesting regions of flow. This may be for instance just 
above, or indeed within, a dense forest canopy or in the area of intense turbulence which results after 
a significant obstacle, sharp escarpment or surface roughness change. Such regions are of interest to 
researchers as they pose a significant challenge for CFD codes due to the presence of complex flow 
patterns and high levels of turbulence. Conversely, commercial resource assessments tend to avoid 
the low wind speeds and high levels of turbulence present in these interesting flow regions and 
instead masts are places in the windiest locations, such as the tops of hills. This is due to obvious 
commercial pressures to ensure that the potential wind farm under consideration is attractive to 
possible investors.  
Secondly, the quality of instrumentation available on research masts is generally of a far higher 
quality than those present on commercial masts. In research campaigns, sonic anemometers will 
generally be used (Section 5.1.3) along with various other pieces of meteorological instrumentation 
installed on masts often as high as 120m with numerous measurement heights. Commercial masts on 
the other hand have tended to be around 30m high, although this figure is increasing, with wind speed 
measurements made at 10m and 30m by use of cup anemometry (Section 5.1.1) and very little else 
by way of instrumentation. 
Finally, researchers are generally very open to sharing their datasets as long as they are used for 
strictly academic purposes. Commercial datasets, on the other hand, can often be guarded as closely 
as the third secret of Fátima, which can make collaboration with universities and other research led 
organisations problematic.  
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These factors have resulted in a lack of quality field measurement data sets with which to validate 
CFD models due to the prohibitive costs involved in establishing a research grade measurement 
campaign. Modellers are instead having to depend on landmark field measurement campaigns such 
as the Bolund [Berg et al., 2011] and Askervein Hill [Undheim et al., 2006] projects whose complex 
features have now been heavily researched.  
Initiatives such as the blind test cases conducted for the EWEA Resource Assessment Workshops 
[Mortensen & Jørgensen, 2011 and Mortensen & Jørgensen, 2013] and the WakeBench 
[Benchmarking of wind farm flow models IEA Task 31] project are addressing this need for a 
comprehensive set of quality field data with which to validate our models.  
Some of the instrumentation installed on both commercially and research led meteorological masts is 
discussed below.  
5.1.1 Cup anemometers  
These are the simplest form of wind speed measurement device and are also by far the most 
common. This is particularly true for commercial resource assessments where their use may be 
stipulated in the due diligence required by the financial backer. These instruments have the benefit of 
being relatively cheap, extremely robust and a well understood technology. 
Figure 28. Cup anemometer.  
[Picture credit: www.met-mast.com] 
The movement of the cups is monitored in the base of the instrument in order to ascertain the speed 
of rotation which is proportional to the incident wind speed. Cup anemometers are known to have a 
poor response at low wind speeds as an initial push is required to overcome the friction in the bearing. 
Also, these devices tend to respond quicker to increases in wind speed than reductions which results 
in skewed measurements. These limitations can be addressed to some degree by periodically testing 
and calibrating the devices in a wind tunnel. 
Another limitation of cup anemometers is that they provide no information on wind direction. Thus, 
they are generally deployed in conjunction with wind vanes. 
5.1.2 Wind vanes 
These are another cheap, robust and well understood piece of measurement technology which will be 
deployed in the majority of measurement campaigns. 
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Figure 29. Wind vane.  
[Picture credit: www.met-mast.com] 
 
The movement of the vane is monitored in the base of the instrument in order to produce an analogue 
output corresponding to the wind direction. There is a discontinuity at 0/360˚ which can make the 
calculation of mean or standard deviation values problematic. This can be overcome by orientating 
the instrument so that such measurements will be recorded away from the prevailing wind direction. 
5.1.3 Hot wire anemometers 
 
 
Figure 30. A hot wire anemometer shown next to an American 25 cent coin.  
[Picture credit: www.aawe.org] 
 
Hot wire anemometers use an extremely fine filament of metal, typically tungsten, to complete an 
electrical circuit. The wire is heated to slightly above the ambient temperature. As air passes over the 
wire it generates a cooling effect which is proportional to the flow speed. It is then possible to 
calculate the speed of the incident wind by closely monitoring the resistance of the wire which is 
proportional to its temperature. 
Hot wire anemometer provide excellent spatial and temporal resolution, however, their use is limited 
by the fact that they are extremely delicate. They are most commonly used in wind tunnel 
experiments where a high level of flow detail is required and it is possible to control factors which may 
damage the filament. 
57 
 
Part I: Background   Chapter 5. Validation 
_________________________________________________________________________________ 
5.1.4 Sonic anemometers 
These devices measure the wind speed by using transducer pairs each of which both emit and 
receive sonic pulses over a distance of about 200 mm. By monitoring the time it takes the pulses to 
travel this short distance the wind speed can be approximated to a high level of accuracy. 
Figure 31. A two axis sonic anemometer. 
[Picture credit: www.met-mast.com] 
The sonic anemometer shown in Figure 31 combines two pairs of transducers which allows the wind 
components to be fully resolved on the x-y plane. This allows both wind speed and direction to be 
calculated by analysis of the resulting vectors. It is also possible to include a third transducer pair 
which will provide data for the z plane and thus fully describe the movement of the wind through the 
measurement volume. Such measurements provide valuable data which are particularly useful for 
CFD validation, such as a direct measure of the Turbulent Kinetic Energy rather than just the 
Turbulence Intensity measurements available from a cup anemometer. 
Sonic anemometers take measurements over a small volume, in three dimensions and at a rate of 20-
50 Hz which means that they are ideally suited to capturing the turbulent nature of the surface layer. 
In addition, the lack of moving parts makes this a reliable technology which is well suited to long term 
deployment in exposed areas. Sonics can also be used to measure temperature due to the fact that 
the speed of sound is dependent on temperature but insensitive to pressure fluctuations. The use of 
such data to assess atmospheric stratification will be discussed in Part III. 
The main disadvantage of sonic anemometers is low accuracy during precipitation due to the effect 
that rain drops have on the movement of the sonic pulses. Another drawback is that the flow through 
the investigation volume will be altered to some degree by the structure supporting the transducers. 
This structure can be particularly elaborate for 3D sonics. However, It is possible to correct for this 
effect based on wind tunnel measurements. 
The use of sonic anemometry in commercial wind resource assessments is rare due to the fact that 
cup anemometers are so widely accepted in standards and due to the higher cost involved, i.e. the 
cost of a sonics can be five to six times that of a cup anemometer. However, sonics provide valuable 
high resolution data on wind speeds, Turbulent Kinetic Energy, vertical heat fluxes and can also 
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provide direct estimations of quantities such as the Friction Velocity which are invaluable for the 
purposes of CFD validation. Given that the cost of a sonic anemometer is currently in the region of 
€2-3,000, a small percentage of a full resource assessment, it is likely that they will see greater 
deployment for commercial assessments in the coming years. 
5.1.5 Ground-based remote sensing devices 
These devices can be transported to a potential wind farm site on a trailer and rapidly begin 
measuring the wind conditions without the need for a mast or other supporting structure. There are 
two main technology types, Sonic Detection and Ranging (SODAR) and Light Detection and Ranging 
(LIDAR). 
Figure 32. A SODAR (left) and LIDAR (right) deployed in a remote location. 
[Picture credit: www.seewind.org] 
SODAR units send pulses of sound waves vertically into the atmosphere where they are disrupted 
and scattered by turbulent eddies. By analysing the intensity and the Doppler shift of the returning 
sound waves it is possible to calculate the speed and the Turbulence Intensity of the eddy which 
caused the disruption. By combining data from a number of different sound pulses sent in different 
directions it is possible to calculate the direction in which the eddy is moving.  As turbulent eddies 
move with the mean wind speed, it is possible to infer wind speed measurements from these data.  
LIDAR units work on a broadly similar principle but use pulses of focused light rather than sound to 
gather the required data. These pulses are disrupted by aerosols in the atmosphere which allows the 
wind speed and direction to be calculated, again by analysing the Doppler shift of the return signal. 
Remote sensing units have the obvious benefit of being able to be rapidly deployed without the 
necessity of seeking permission to erect a met mast. The devices can also measure 100's of metres 
into the atmosphere which provides a much greater appreciation of the processes involved in ABL 
flows. 
However, there are some challenges with the use of these devices. The greatest of these is that fact 
that their operation depends on the assumption that the wind flow is horizontally homogenous at the 
measurement height. This is generally the case in flat homogenous terrain, where the devices 
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produce results comparable with conventional anemometry [Sanz Rodrigo et al., 2013], but will not be 
the case where there are complex features such as hills or forestry present. Attempts been made to 
resolve this problem by including additional measurements or internal CFD computations to correct 
for the effect of complex terrain, for example the WindCubeTM FCRTM system, however these methods 
are yet to see wide adaptation. 
Also, although both technologies claim to be capable of measuring Turbulence Intensity, the 
mathematics involved are non-trivial and the application is limited by various factors [Borbón, 2011]. 
For these reasons it is usual when a remote sensing unit is used to first deploy close to an existing 
meteorological mast in order to monitor its performance for a period of a few months.  
Power requirements can also be a limiting factor. Whilst SODAR units can operate autonomously 
using a small solar array and lead-acid batteries, LIDAR units require a considerable amount of power 
which necessitates a grid or generator connection. This factor negates some of the remote 
deployment benefits.    
Another factor which limits the widespread use of remote sensing units is the costs involved. A 
SODAR unit will cost in the region of 20 times that of a sonic anemometer whist the comparative 
figure for a LIDAR unit is closer to 60. In addition, standards do not yet exist which prescribe the best 
practice for installing remote sensing units. However, with the writing of an updated version of 
MEASNET (2009) this is set to change and the technologies will no doubt see greater adaptation. 
5.1.6 Temperature and pressure measurements 
Low cost temperature and pressure measurement equipment are widely available. It is standard 
practice for a measurement of both to be made at a single height on commercial meteorological 
masts in order to allow for corrections to measurements from other equipment, to infer air density 
(required for energy yield analysis) or to monitor for extreme weather effects such icing. However, it is 
rare for temperature measurements to be made at more than one height which would be required to 
assess possible stability effects. On research grade installations, temperature measurements will be 
made at numerous heights as standard. 
5.1.7 Irradiance measurements  
In order to measure irradiance level it is necessary to deploy a device called a pyranometer. This is 
essentially a group of thermocouples gathered in a cluster called a thermopile which is covered in a 
black coating and encased in an evacuated glass dome as shown in Figure 33. 
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Figure 33. A pyranometer.  
[Picture credit: www.met-mast.com] 
The thermopile is designed to absorb radiation in the range which corresponds to the solar irradiance 
spectrum. The voltage generated due to the heating of the thermocouple is monitored to provide a 
measurement of the incident irradiance.  
Pyranometers are again commonly found on research grade masts but are rarely deployed on 
commercial installations unless the developer has some interest in exploiting the solar resource. 
However, there is a good network of pyranometers in most countries which are used for monitoring 
weather conditions along with modelled annual averaged data for the entire globe from sources such 
Meteonorm (2010). 
5.2 Tunnel data 
The use of wind tunnel data to validate CFD simulations is long established. High density data sets 
from classical problems such as the flow over a bluff body or a backwards facing step have been 
particularly instrumental in guiding the development and validation of turbulence models.  
Experiments have also been carried out in wind tunnels specifically designed to simulated the 
conditions observed in the ABL. Measurements from these experiments are commonly used in 
pollution dispersion models or for the calculation of wind loading on individual buildings for the 
purposes of structural design. 
Figure 34. Wind tunnel model of an urban environment. 
[Photo credit: www.venus.iis.u-tokyo.ac.jp] 
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Experiments in ABL wind tunnels have also provided valuable data for wind flows over particular 
terrain features such as sinusoidal hills [Carpenter & Locke, 1999], an array of cubes [Santiago et al., 
2007] or step changes in surface roughness [Cheng & Castro, 2002]. More recently, the possibility of 
conducting entire resource assessments for a particular site has been explored by various 
researchers. Such experiments have been made possible through advances in rapid prototyping 
technologies which allow accurate scale three dimensional representations of the terrain in question 
to be produced. The flow over the Bolund Hill was investigated using a 1/500 scale representations 
and results presented as part of a blind comparison with field measurement and computational 
simulations [Bechmann et al., 2011] suggest that the errors associated with this methodology are in 
line with those that would be expected from CFD as can be seen in Figure 35.  
Figure 35. Comparison of fractional speed up ratio calculated at 2 m and 5m above  
the surface for flow over Bolund Hill using a variety of methods.  
Actual measurement data is marked by open circles and wind tunnel data with crosses. 
 [Bechmann et al., 2011] 
5.2.1 Simulating the ABL 
A number of methods are used in wind tunnels in order to create a scale representation of the ABL. 
The exact methodology used will vary from tunnel to tunnel but will generally use a combination of the 
tools discussed below. The configuration required to create the desired boundary layer is identified at 
the start of an experimental campaign. This is typically a time consuming process of trial and error in 
which the line between art and science is often blurred. 
At the inlet of the tunnel it is common to have grid of wooden slats of wire mesh in order to generate 
turbulent flow. This grid is used along with a set of triangular Irwin Spires which are place vertically in 
the tunnel so that they are wider at the bottom than the top. This reduces flow near the surface which 
generates wind shear and turbulence characteristics analogous to conditions at full scale.  
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The floor of an ABL wind tunnel is typically covered with a series of uniform roughness elements such 
as small wooden block or steel angles. As the flow moves over these elements an appropriate 
boundary layer will develop. In order to allow the flow to fully adjust to the roughness height presented 
by these elements it is necessary to have a long tunnel fetch in the scale of ten metres. Thus, tunnel 
length is one of the main factors which differentiate a standard wind tunnel from those used for ABL 
research.  
It is interesting to note that wind tunnel experimentalists face many of the problems which are 
analogous to those encountered by CFD modellers.  
For instance, the lack an accurate mathematical description for the structure of the ABL makes it 
difficult for the CFD modeller to select appropriate boundary conditions, as discussed in Section 4.1, 
whilst similar difficulties are faced when attempting to generate a scaled ABL flow in the wind tunnel. 
Solutions are again found using the equations outlined in Chapter 1. 
In addition, wind tunnel experimentalists encounter a problem with horizontal heterogeneity 
comparable to that faced by CFD modellers, Section 4.2. In order to overcome this issue some ABL 
tunnels are fitted with a conveyor belt roof which simulates the geostrophic wind and thus 
compensates for losses due to viscosity at the surface. However, it is more common to simply limit the 
fetch used for measurement or to ensure that the tunnel is sufficiently high that losses due to viscosity 
are negligible when compared to the total energy contained in the flow. 
5.2.2 Tunnel descriptions 
Data from a number of wind tunnel facilities are used in this thesis in order to provide a 
comprehensive data set for the validation of the CFD code. 
5.2.2.1 Watford 
This tunnel is owned and operated by the Building Research Establishment (BRE), UK. It is an open-
return, closed jet facility with the dimensions 2 m wide x 1.5 m high x 20 m long. The wind tunnel 
incorporates a blockage tolerant test section, in which the walls and roof are composed of aerofoil 
slats surrounded by a plenum chamber. An ABL is simulated by use of a turbulence grid at the inlet 
and adjustable wooden roughness elements on the floor. The speed range of the tunnel is 0-35 m/s. 
This facility is primarily used for the calculation of wind forces on building walls and thus 
measurements are made using pitot tubes. These are simply hollow metal tubes which are faced into 
the mean flow direction and are connected at the opposite end to plastic tubing which is partially filled 
with a fluid. The end of the plastic tubing will be placed vertically on a board and closed at the end. By 
measuring the average height to which the fluid rises in the tube on the board it is possible to 
calculate the pressure induced by the air flow incident on the open end and by the application of 
Bernoulli's equation this can be translated to a velocity measurement. By monitoring the fluctuations 
in the fluid height it is possible to estimate the Turbulence Intensity.  
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Pitot tubes are a cheap measurement technology which allow high density pressure measurements to 
be taken on the surface of a structure. Thus they are ideally suited for modelling forces on building in 
the urban canopy. However, they are not ideal for validation of CFD simulations as measurements are 
only taken on a single plane and the method of recording measurements is prone to error, particularly 
in highly turbulent flow.  
5.2.2.2 Orléans 
Experiments for this thesis were also conducted in the Lucien Malavard wind tunnel which is located 
in the Laboratoire Prisme, Orléans University, France. This is a close-return wind tunnel in which two 
sections are available for testing. Experiments for this thesis were conducted in the 5m wide × 5m 
high × 12m long secondary test section which utilises a turbulence grid, turbulence spires and a rough 
metallic floor plate to generate a scaled atmospheric boundary layer to a maximum wind speed of    
10 m/s. 
 
Figure 36. Schematic view of the wind tunnel in Orléans University. 
 
Measurements in the Lucien Malavard wind tunnel are performed using Stereo-PIV [Schröder & 
Willert, 2008]. The flow  is seeded with a fine mist of olive oil (1μm in diameter). The area of interest is 
illuminated by use of an Nd-YAG twin laser (model CFR PIV 190, manufactured by Big Sky Laser, 
200 mJ/pulse) to generate a laser light sheet. In order to acquire the required images, two 
POWERVIEW Plus 4M cameras (model 630059, 2048 × 2048 pixel resolution) are positioned to 
capture a stereoscopic view of the illuminated flow field. Both cameras and lasers are synchronised 
by use of a LASERPULSE module (model 610035) with a sampling frequency of 7 Hz, the maximum 
allowable by the equipment. Signal acquisition and processing of raw data are then performed using 
Insight software, provided by TSI, to produce a three dimensional flow field for the plane under 
investigation.   
The setting of the Stereo-PIV is performed by using a TSI Dual Plane/Dual Sided calibration target.  A 
total of 2000 images are captured for each of a series of concatenated 360mm wide x 350mm high 
measurement planes. An overlap of 60 mm is used between planes in order to improve the merging 
of data through linear interpolation.   
An adaptive interrogation window is used, starting from 64x64 pixels to a final 32x32 pixels window. 
The interrogation window overlap is 25% and the analysis is based on a Fast Fourier Transform 
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Correlation algorithm and the Gaussian peak fitting technique. Analysis of these data allowed both 
mean and variances to be deduced for the three main instantaneous wind speed components U, V, 
W.  
In order to automate the measurement process, both the cameras and laser equipment are placed on 
an ISEL traverse system. 
 
 
(a)       (b) 
Figure 37. (a) Schematic of the Stereo-PIV configuration. (b) View inside the Lucian Malavard wind tunnel. The Stereo-
PIV configuration can be seen along with the turbulence grid and Irwin spires at the inlet.  
[Picture credit: Dr. Sandrine Aubrun] 
 
Tracking of the relative positions of individual particles in subsequent images allows both mean and 
variances to be deduced for the three main instantaneous wind speed components U, V, W. This is 
extremely high quality data for the purpose of CFD validation due to the high resolution in both time 
and space and the fact that the three dimensional structure of the flow field is captured. 
 
It is difficult to quantify the experimental error associated with the Stereo-PIV measurement 
technique. A discussion on potential error sources and a suggested uncertainty analysis methodology 
can be found in Zhang et al., (2002).  
5.2.2.3 Surrey 
Wind tunnels are generally only able to consider neutrally stratified flows, however, there are a limited 
number of ABL wind tunnels which can be thermally stratified. The EnFlo atmospheric boundary layer 
tunnel located at the University of Surrey, UK is such a facility.  
This is a twin-fan suck-through facility with an operational section of 1.5m high × 3.5m wide × 20m 
long and an operating range of 0.3 - 4.5 m/s. Stratification is achieved via fully adjustable heating 
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elements (405 kW) at the inlet along with heating (5 kW/m2) and cooling (max 1 kW/m2) panels on the 
floors and walls. A maximum stratification of 80˚C/m can be achieved in the tunnel which is necessary 
in order to achieved the required scaled thermal stratifications. 
 
Figure 38. The stratifiable EnFlo wind tunnel at the University of Surrey. 
[Picture credit: www.surrey.ac.uk] 
 
An ABL is simulated in the tunnel by use of a fabric honeycomb smoothing screen, Irwin spires and a 
series of metallic angles arranged on the tunnel floor. As with CFD simulations of non-neutral flows, 
the selection of appropriate boundary conditions is difficult when running the tunnel under non-neutral 
stability. 
 
Velocity measurements are made at this facility by use of Laser Doppler Anemometry (LDA).  A laser 
unit is moved into position by use of a fully adjustable traverse system. From this unit, two pairs of 
lasers are projected and meet at a distance of approximately 300 mm from the head of the unit. One 
pair of lasers coloured blue are arranged on the z-axis whilst the second coloured green are arranged 
on the x-axis. Transmitting optics in the laser unit head relays images of  the interference pattern 
produced by particles moving through the focal point of the lasers for a period of approximately 3 
minutes. Analysis of these data allows both mean and variances to be calculated for the U and W 
wind components observed in the control volume generated at the focal point of the lasers, which is 
approximately 3 mm3. Data can also be determined for the V component by orientating the laser unit 
appropriately. 
Measurements are taken by the LDA at a rate of 50 to 200 Hz depending on the number of particles 
available in the flow. In order to increase this to the upper range, the air drawn into the tunnel is 
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seeded with a fine mist of water containing dissolved sugar which is produced in an ultrasonic 
vaporiser.  
Temperature measurements are taken by use of a fine cold wire thermometer which is located a few 
centimetres downstream of the control volume under investigation.  
5.3 Quality 
It is not uncommon for the results of months of careful analysis and adjustment of CFD codes to be 
presented at international conferences with a phrase such as "....and this graph looks a bit better." If 
we are to perform rigorous cross validation between CFD simulations, wind tunnel experiments and 
field data measurements this is not acceptable. Non-subjective measures of simulation quality must 
be used whenever possible. 
This issue was given particular attention in Holmes (2011) where a methodology for systematically 
comparing wind tunnel, field and CFD models was developed for application in ABL studies for the 
purpose of wind resource assessment. The author identified a selection of quality metrics which are 
appropriate for studies in the ABL. The metrics used in this thesis, all of which have be suggested or 
influenced by Holmes (2011), are defined in the following sections.  
In these sections, E represents experimental values, from wind tunnels or the field, and S represents 
simulated values. An over bar denotes the mean of a given dataset and σ the standard deviation. 
5.3.1 Pearson Correlation Coefficient, R 
This metric gives an appreciation of the linearity of the relationship between two set of data. It is one 
of the most commonly used and widely understood quality metrics. 
R =  �(E − E�)(S − S��������������������
σEσs
Eq. 66 
The optimum value for this metric is R = 1. 
5.3.2 Geometric Mean, GM 
This metric provides a measure of the degree of scatter contained in a given dataset. Values are 
determined using a logarithmic scale with the result that obtained values are less sensitive to seldom 
occurring large values. GM = exp(ln E����� − ln S�����) 
Eq. 67 
The optimum value for this metric is GM = 1 
5.3.3 Percentage Error, PE 
The previous two quality metrics are used to give an overall measures of the agreement between two 
datasets containing a number of measurement points. This metric is used to compare a single 
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experimental data point to its corresponding simulated value and so is useful for the generation of 
contour plots with which to identify locations in simulations where the most error is occurring. 
PE =  |E − S| E  × 100 
Eq. 68 
The optimum value for this metric for a given data point is PE = 0% 
5.3.4 Miss rate 
This is the number of measurement points for which the PE exceeds some threshold value. The miss 
rate is a useful method of expressing the overall quality of a simulation but is best used in conjunction 
with a contour plot or other method of visualisation. Values can be expressed as a percentage of all 
measurement points if necessary. 
5.3.5 Normalised Percentage Error, NPE 
This is identical to the PE except that the denominator in the relevant equation is set to some 
reference value for all points. A suitable reference value may be the free stream value of the variable 
under consideration. The NPE is useful when, for instance, the experimental data contain some very 
low values which would generate nonsensical results if the PE was used.  
NPE =  |E − S| Ref  × 100 
Eq. 69 
The optimum value of NPE = 0% which would indicate perfect agreement between the experimental 
and simulation data for the location under consideration. 
. 
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"The anvil must be somewhere in the centre, 
Horned as a unicorn, at one end and square, 
Set there immoveable: an altar 
Where he expends himself in shape and music." 
from The Forge 
By Seamus Heaney
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6. Morphology motivation 
The parallel advances in the numerical theory behind modelling canopy flows and the ability to 
capture detailed canopy morphology data were discussed in Part I. Various authors have suggested 
that these technological developments could be used in combination to reduce the uncertainty 
associated with numerically  modelling the effect of forestry on wind flow. 
In Endalew et al. (2009 a) it was noted that much work has been carried out in accurately capturing 
the structural detail of forest canopies, but that little effort had been expended to implement this in 
CFD modelling. These authors used an extremely high level of canopy detail to conduct CFD 
simulations of flow around a pair of model trees using LES. Individual branches were explicitly 
modelled and the effect of the leaves was introduced within tight fitting porous sub-domains around 
each branch. Simulations were validated using wind tunnel data and it was found that this high level 
of canopy detail improved the quality of the CFD results, albeit at a considerable computational 
expense. 
More recently, Burns et al. (2011) pointed to the importance of canopy morphology based on 
investigations of data from five forested sites and suggested that the required structural data would be 
best captured using high density LIDAR systems. In Dupont et al. (2012), a number of LES 
simulations were conducted based on forested site data and in Lee and Lee (2012), the flow around a 
bank of real fir trees was investigated by use of Stereo-PIV in a wind tunnel. Again, both Dupont et al. 
(2012) and Lee and Lee (2012) concluded that an understanding of the actual morphology is vital 
when modelling canopy flows. 
Whilst a body of opinion clearly exists that CFD simulations will benefit from the incorporation of 
morphology data, it is important to note that the work mentioned above is concerned with aspects of 
canopy flow such as wind loading on individual trees and turbulent structures within and above 
canopies. Whilst of interest, these factors may not be directly applicable to the concerns of the wind 
energy industry. 
In this part of the thesis, we will examine the potential benefits of including detailed canopy 
morphology data to improve CFD simulations with respect to elements of the flow of direct relevance 
to the wind resource assessment community. These are the mean horizontal wind speed and 
Turbulent Kinetic Energy above and around forest canopies. 
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7. Validation data 
In order to conduct the analysis reported in this chapter, validation data were required from a forested 
area which included both high resolution wind measurements and a precise description of the canopy 
structure. Unfortunately, such a dataset was not available from a field measurement campaign and so 
a solution was sought from wind tunnel experimentation. The methodology used, which included the 
use of architectural model trees along with photographic analysis software, is described in the 
following two sections. 
7.1 Model trees 
It was mentioned in Part I that a wide variety of materials has been used to simulate the effect of 
forest canopies in wind tunnel studies. In this thesis, we have chosen to use architectural model trees 
similar to those used by Endalew et al. (2009b). These models, which were sourced from the 4D 
Modelshop Ltd. (London, UK), are composed of etched brass wire with rough ground silicon to 
simulate foliage, as shown in Figure 39.  
 
Figure 39. An example of an architectural model tree used for 
experimentation. The overall height of this specimen is 175 mm. 
These model trees allow a high level of canopy structural data to be captured using photographic 
techniques, which will be discussed in Section 7.2, whilst also allowing for repeatability of experiments 
that could not be achieved using live specimens. However, these model trees also have a number of 
limitations. For instance, the artificial leaves are stationary and are thus unable to interact with the 
wind, which may be an important factor for the evolution of turbulence in forest flows (Finnigan, 2010). 
Similarly, the ridged branches are unable to streamline to the incident flow which results in a 
coefficient of drag which is independent of the magnitude of the incident wind speed which is not the 
case in real life canopies (Molina-Aiz et al. 2006).  
Also, as discussed in Böhm et al. (2013), the use of scale models of vegetation in wind tunnel studies 
may result in the flow being dominated by viscous drag which will not be representative of full-scale 
flows. However, the use of non-bluff bodies to represent forest canopies in wind tunnels is not without 
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precedent [Meroney, 1968, Liang et al., 2005, Endalew et al., 2009 b, Lee and Lee, 2012 and Ruck et 
al., 2012].  
These limitations aside and given that the focus of this part of the thesis is the role that detailed 
canopy morphology can play in improving simulations, these model trees were deemed to be the best 
candidate for experimentation. 
7.2 LAD determination 
In Part I, the numerical theory behind modelling canopy flows in CFD was outlined. We discussed the A(z) term in the necessary source and sink terms and how this is referred to as the canopy LAD 
profile. Some of the different methods of determining this profile for a given canopy were also 
outlined. In this thesis we have opted to use the photographic analysis tool Tree Analyser which was 
developed at Kasetsart University, Thailand [Phattaralerphong and Sinoquet, 2005]. This tool has 
previously been used to calculate an accurate LAD profile for the type of architectural model tree 
described in Section 7.1. [Endalew et al., 2009 b] 
The Tree Analyser software requires photographs to be taken from a number of different directions 
around the canopy under investigation. It is suggested that eight images be taken from each of the 
cardinal coordinates (N-NE-E-SE-S-SW-NW) however, this is left to the discretion of the user. Given 
the distance between the tree and the camera, along with some camera constants, the software is 
able to calculate the maximum width and height of the canopy. These dimensions are then used to 
generate a virtual bounding box which is divided into a number of 3D cells, called voxels, of user 
defined edge length. Using the supplied images as input, the software then implements a ray 
intersection algorithm in order to remove unnecessary voxels from the boundary box and thus 
generate a 3D model which approximates the structure of the canopy. This process can be visualised 
in Figure 40. 
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Figure 40. A visualisation of the voxel removal process using seven input images. The black arrow indicates the 
direction from which the relevant picture was taken.  
This image is reproduced from [Phattaralerphong and Sinoquet, 2005 ] 
 
Once the virtual canopy has been constructed, the software can calculate the occupied volume and 
its variation with height. A further calculation is then conducted to estimate the required LAD profile 
using an implementation of Beer's law [Beer, 1852], which assumes that all leaves in the canopy are 
infinitely small and randomly dispersed.  
The Tree Analyser software has been found to produce results which compare well with direct 
measurements of canopies in the field. The reader is directed to [Phattaralerphong and Sinoquet, 
2005] and to the user manual for Tree Analyser which is available at [http://tree-
analyser.software.informer.com] for additional information. 
For this study, eight photographs were taken of each model tree using an eight megapixel Canon 
PowerShot SX120. As this camera is not one of those available for selection in Tree Analyser, it was 
necessary to first carry out a calibration in order to determine the necessary camera specific 
constants. Details of this process can be found in the software's user manual.  
All images were taken from a fixed location with the tree being rotated 45˚ about a central axis 
between photographs in order to ensure consistency. These images were then converted to black and 
white bitmap images in order to isolate the canopy. 
Analysis of these images was then performed using the finest accuracy settings possible in the     
Tree Analyser software. A voxel edge length of 2mm was used and the leaves were described as 
having  a mean face area of 1mm2 for the purposes of calculation. The resulting computations took 
approximately six hours on a standard desktop PC per canopy analysed. This level of detail was 
deemed necessary in order that results would be analogous to a LIDAR survey of a full scale canopy 
where a resolution of 30mm is recommended [Seidel et al., 2012]. 
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Figure 41. Outline of the steps used to determine the LAD profile of each canopy using the Tree Analyser software. 
As the Tree Analyser software is designed to digitise and analyse full scale canopies it was necessary 
to make some adjustments in order to allow the scale models trees to be considered. This was 
achieved by altering the settings so that calculations would be conducted as if the images were taken 
of a full scale tree at a distance of 200m rather than of a model tree at a distance of 200mm. The 
possible ramifications of these modifications will be discussed in Section 9.1.1.1. 
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8. Wind tunnel single tree validation
Initial validation simulations were conducted by comparing with wind tunnel experiments in which the 
flows around five individual model trees, as shown in Figure 42, were investigated. These data were 
available from an experimental campaign that had previously been conducted at the BRE wind tunnel 
in Watford. These data enabled testing of the hypothesis that increasing the level of canopy 
morphology data in CFD simulations will improve the quality of results. In addition, these simulations 
provided proof of the concept that the LAD profile generated by Tree Analyser is relevant for CFD 
simulations.  
8.1 Methodology 
In general terms the methodology used was to conduct a number of CFD validation simulations for 
each model tree in which the level of canopy morphology data included was gradually increased. 
Each simulation was then validated against the relevant wind tunnel data in order to ascertain if a 
more sophisticated level of canopy structural data improved results. As the validation data available 
for this study have poor spatial and temporal resolution, see Section 8.1.2, the analysis presented in 
this chapter should be considered a first pass in order to achieve proof of concept. 
Precise details of the wind tunnel and CFD configurations, a description of the five model trees and an 
outline of the levels of canopy detail used are given in the following sections.   
8.1.1 Tree descriptions 
The 1:100 scale architectural model trees used for this series of experiments are labelled 1 to 5 for 
the purpose of discussion as shown in Figure 42. The relevant properties of these trees are 
summarised in Table 7.  
Figure 42. From left to right, Trees 1 to 5 respectively. 
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Description Tree 
No. 
LAI Canopy 
Height (m) 
Average 
Width (m) 
Trunk 
height (m) 
Porous deciduous 1 10.64 17.5 11.2 4 
Dense deciduous 2 10.16 17.5 9.4 4 
Winter deciduous 3 1.45 17.5 10.1 4 
Porous conifer 4 13.53 17.5 7.1 2.5 
Dense conifer 5 15.9 17.5 7.3 2.5 
Table 7. Properties of the 1:100 scale model trees. All values are full scale equivalent. 
The LAI is the integral of the LAD and gives an appreciation of the canopy density. 
8.1.2 Experimental configuration 
The experiments were conducted in the BRE wind tunnel in Watford as described in Part I. 
The fully developed ABL simulated in the wind tunnel can be described using the neutral version of 
the log law in terms of a reference wind speed and height which are U�ref = 10 m/s and  zref  = 0.1 m 
respectively. The actual aerodynamic roughness height in the tunnel was approximated as z0 = 
0.0003 m. As these experiments were conducted at a scale of 1:00, this roughness height is 
equivalent to that which would be expected at full scale with low vegetation and isolated obstacles. 
The fully developed ABL was characterised by use of hot wire anemometry. The results of these 
measurements are shown in Section 8.1.3 where they are compared to the boundary conditions used 
in the CFD. 
Velocity measurements in the wind tunnel, for the purposes of validation, were taken in the wake of 
each model tree by means of a vertical rack of 100 pitot tubes. The arrangement of the tubes and a 
view down the tunnel are shown in Figure 43. The rack was placed at distances hc (canopy height = 
175 mm) to 9 hc behind the specimen, perpendicular to the mean wind flow. Thus, a total of 900 
measurements were taken in the wake of each model tree.   
Figure 43. Schematic of pitot tube rack and view downwind with Tree 1 in place. All dimensions 
are in millimetres. 
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8.1.3 CFD configuration 
The inlet boundary condition for the CFD simulation was set using the log law with U�ref , zref and z0
estimated from the parameters used to determine the wind tunnel ABL. The agreement for the 
numerical and experimental inlet profiles is shown in Figure 4. Mean wind speeds have been 
normalised to U�ref = 10 m/s. 
Figure 44. Comparison of boundary layers in the wind tunnel and CFD. 
The SST turbulence model was used for closure of the RANS equations as this model has been 
found to perform well when considering canopy flows [Wylie, 2014].Turbulence conditions were 
defined for all boundaries using the Richards and Hoxey equations as defined in Part I. In Figure 45, 
the resulting profile for Turbulent Kinetic Energy is compared to the Turbulence Intensity (TI) profile 
measured by hotwire anemometry during the characterisation of the developed boundary layer within 
the wind tunnel. It is not possible to directly output values of TI from ANSYS CFX and so Eq. 70, 
which was derived in Part I, was used to convert k to TI. 
TI = �23 kU�
Eq. 70 
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Figure 45. Comparison of Turbulence Intensity measurements in the tunnel compared with equivalent data extracted 
from the CFD. 
As can be seen in Figure 45 there is a significant difference in the Turbulence Intensity measured in 
the wind tunnel and the values simulated in the CFD. The possible reasons for such a divergence and 
the suggested solutions to this problem will be discussed in Chapter 9. For the purposes of this 
chapter, and given the fact that pitot tubes are known to have a poor performance when measuring 
turbulence, the profiles in Figure 44 and Figure 45 were deemed acceptable. In order to avoid any 
errors that may result, normalised values will be used for all presented results. 
In order to reduce computational expense, the length of the CFD domain was limited to 4 m. A 
clearing of 800 mm was provided between the domain inlet and the position of the porous subdomain 
representing the model tree to avoid problems with recirculation and is in line with the configuration 
used by Santiago et al. (2007). Otherwise the CFD domain was dimensioned as per the tunnel. 
The top and side boundaries of the CFD domain were defined as openings with 0 Pa relative pressure 
in order to simulate the blockage tolerant wind tunnel used. The floor of the CFD domain was defined 
as a smooth no-slip wall as this was representative of the actual experimental arrangement in which 
roughness elements were removed from behind the model tree in order to facilitate movement of the 
pitot tube rack. 
The mesh was refined in four areas by the use of 'bodies of influence'. These are three dimensional 
shapes which limit the maximum or minimum size of the mesh in the volume which they encompass.  
The first was a rectangular body of influence 0.4 m wide x 2.6 m long x 0.430 m high with a maximum 
element size of 25 mm, which ran along the path of the pitot tube rack. The second was a hemi-
spherical body of influence centred on the tree location with a radius of 200 mm and a maximum 
element size of 10 mm. Another hemi-spherical body of influence with the same centre and a radius 
equal to the scaled trunk height, see Table 7, was given a maximum element size of 1 mm to allow 
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the curvature of the trunk to be explicitly modelled. Finally, an inflation layer, of two cells, was added 
to the bottom boundary with a first layer height of 17 mm to avoid problems with the wall function.  
All simulations were performed using the same unstructured tetrahedral mesh with a growth rate of 
1.1. The mesh had a total of 210,225 nodes and 1,105,134 elements with an average aspect ratio of 
1.82 and skewness of 0.2134. The corresponding maxima were 15.174 and 0.8213 respectively, 
which are well within acceptable limits. This mesh is relatively coarse for an academic simulation and 
was chosen to reflect what may be used in commercial resource assessments where typically ten 
control volumes are provided below the canopy height. A mesh sensitivity study was performed, 
however, given the crude nature of the measurement technology used to produce the validation data 
further refinement was deemed unnecessary. 
All simulations were conducted on a single 64-bit desktop PC with 2 x 2.13 GHz Intel Xeon 
processors and 16.0 GB of RAM. 
8.1.4 Morphology levels 
The level of canopy detail included in the CFD simulations was gradually increased by adjusting both 
the shape of the porous sub-domain and also by modifying the LAD profile used. The descriptions of 
these levels of detail are given below in which there are two interpretations of the LAD. The first 
(LAD-1) was calculated using a constant annular volume for the entire canopy based on the average 
width of the tree. The resulting LAD-1 profile was integrated around the Y-axis in order to determine 
the LAI values shown in Table 7. The second interpretation, (LAD-2) was calculated using the actual 
volume of each annular ring which composed the geometry of the particular porous sub-domain used. 
The levels of canopy detail included in the CFD simulations are described below. 
8.1.4.1 Level A: Cube mean LAD 
This level was based loosely on the work of Walshe (2003). A cubic sub-domain was used to 
represent the forest and A(z) was taken as a constant equal to the mean of the LAD-1 profile of the 
canopy. The dimensions of the sub-domain were taken as per Table 7.  
8.1.4.2 Level B: Cube LAD profile 
This level of detail was based on the work of Wylie & Watson (2010). Again a cubic sub-domain was 
used but A(z) varied with height as described by the relevant LAD-1 profile. 
8.1.4.3 Level C: Plant scale 
This level was inspired by the work of Yue et al. (2007). Here the trunk of the tree was explicitly 
modelled as a solid cylinder in the CFD domain with a height equal to the scaled trunk heights in 
Table 7. The canopy was modelled as a cylindrical sub-domain above the trunk with diameter equal to 
the maximum diameter of the specimen. The LAD-1 profile was used.  
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8.1.4.4 Level D: Occupied volume 
In this level of detail, an attempt was made to represent the geometry of the canopy. Unfortunately, it 
is not currently possible to export the three dimensional virtual canopies created by Tree Analyser  to 
a format which can be read by CFX. Thus, it was necessary to approximate the geometry by 
examining the occupied volume profile outputted by Tree Analyser.  
It was assumed that the entire volume was contained in a solid annular disk the diameter of which is 
thus a simple function of the occupied volume at the same height. This method provides a fair 
representation of the denser trees (i.e. Tree 2 + 5) but does not capture the asymmetric nature of the 
other architectural trees. The trunk was again explicitly modelled and the LAD-2 profile was used. 
8.1.4.5 Level E: Actual volume 
This model was used only for the conifers due to their regular shape which allowed the actual canopy 
geometry to be measured and manually modelled in CFX. Two variations were run, Model E(i) which 
used the LAD-1 profile and Model E(ii) which used the LAD-2 profile. It is important to note that in the 
case of Tree 5 the geometry measured varies only very slightly from the geometry as used in Model D 
due to the density of the trees in question.   
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8.2 Results 
The results for the simulation of mean horizontal velocity and turbulence are given below. 
8.2.1 Velocity 
8.2.1.1 Tabulated results 
Table 8 provides a summary of the quality of the various CFD simulations for each of the model trees. 
The miss-rate is the percentage of the 900 measurement points in which the difference in normalised 
values for velocity simulated in the CFD and measured in the wind tunnel is greater than 5%. All data 
have been normalised to the mean horizontal velocity value measured/simulated at the same location 
without the model tree/porous sub-domain in place. 
Tree 
No. 
Acceptable 
Error 
Morphology Level 
Description (%) A B C D E(i) E(ii) 
Porous 
deciduous 
1 5 26 20 11.2 15.1 - - 
Dense 
deciduous 
2 5 20.6 13.33 7.44 7.22 - - 
Winter 
deciduous 
3 5 8.89 9.98 2.4 2.4 - - 
Porous 
conifer 
4 5 26 19.9 7.56 2.33 9.44 1.11 
Dense 
conifer 
5 5 25.44 20.22 8.22 2.67 4.89 2.22 
Table 8. Quality of CFD simulations for various levels of canopy detail compared to wind tunnel validation data 
with respect to mean horizontal velocity using the miss-rate quality metric, in terms of the stated acceptable error, 
for all 900 measurement points. The best performing morphology level for each model tree is highlighted in bold. 
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8.2.1.2 Scatter plots 
The scatter plots in Figure 46 provide a visualisation of the error associated with each simulation for 
Tree No. 4.  Each data point relates to one pitot tube measurement point in the tunnel and its 
equivalent in the CFD, thus a total of 900 points are shown on each graph. All data points have again 
been normalised. Thus, a value of 0.8 indicates a 20% reduction in velocity when the effect of the 
canopy is considered. 
The Pearson Correlation Coefficient, R, was also calculated for each scatter plot and these results are 
shown below the relevant graph.  
R: 0.89 R: 0.93 
R: 0.96 R: 0.95 
R: 0.98 R: 0.98 
Figure 46. Normalised mean horizontal velocity comparison between CFD and wind tunnel. The relevant 
Pearson Correlation Coefficient quality metric is shown below each scatter plot. The red line indicates perfect 
correlation between the physical and numerical model and is provided for guidence. 
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8.2.1.3 Visualisation 
In order to visualise where the error occurs for each level of canopy morphology the following images 
display the percentage error for each pitot tube measurement point. The 100 measurement points for 
each pitot tube rack location are represented as a plane with data relating to each tube being 
represented by an individual square. The colour of these squares indicates the percentage error in 
modelling mean horizontal velocity for that particular measurement location. There are nine planes for 
each level of morphology representing the nine locations of the pitot tube rack.  
Results are again displayed only for Tree No. 4, however a similar error pattern was observed for all 
model trees. 
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Figure 47. Visualisation of error in simulation of mean horizontal wind speed  for each pitot tube location. Results are show  for four CFD simulations of different levels of canopy detail 
for Tree No. 4 The black vertical line indicates the centreline and height of the model tree.
Tree 
No. 
Detail 
level 
4 A 
Distance 
downstream:   hc       2hc         3hc     4hc          5hc     6hc      7hc           8hc             9hc 
4 B 
Distance 
downstream:  hc      2hc       3hc           4hc       5hc    6hc      7hc  8hc             9hc 
4 D 
Distance 
downstream:  hc    2hc        3hc           4hc   5hc    6hc     7hc      8hc             9hc 
4 E (ii) 
Distance 
downstream: 
    hc           2hc         3hc    4hc          5hc    6hc     7hc           8hc        9hc 
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8.2.2 Turbulence results 
8.2.2.1 Tabulated results 
Table 9 provides a summary of the quality of the various CFD simulations for each of the model trees. 
The miss-rate is the percentage of the 900 measurement points in which the difference in normalised 
values of TI simulated in the CFD , calculated using Eq. 70, and measured in the wind tunnel is 
greater than 5%. All data points have been normalised to the value of TI measured/simulated at the 
same location without the model tree/porous sub-domain in place. 
Tree 
No. 
Acceptable 
Error 
Morphology Level 
Description (%) A B C D E(i) E(ii) 
Porous 
deciduous 
1 5 65 53 36 31 - - 
Dense 
deciduous 
2 5 55 41 29 27 - - 
Winter 
deciduous 
3 5 36 35 25 20 - - 
Porous 
conifer 
4 5 50 39 24 15 15 13 
Dense 
conifer 
5 5 50 37 25 11 13 10 
Table 9. Quality of CFD simulations for various levels of canopy detail compared to wind tunnel validation data       
with respect to TI  using the miss-rate quality metric, in terms of the stated acceptable error, 
for all 900 measurement points. The best performing morphology level for each model tree is  highlighted in bold.
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8.2.2.2 Scatter plots 
The scatter plots in Figure 47 provide a visualisation of the error associated with each simulation for 
Tree No. 4.  Each data point relates to one pitot tube measurement point in the tunnel and its 
equivalent in the CFD, thus a total of 900 points are shown on each graph.  All data points have again 
been normalised. Thus, a value of 1.2 indicates a 20% increase in turbulence when the effect of the 
canopy is considered. 
The Pearson Correlation Coefficient, R, was also calculated for each scatter plot and these results are 
shown below the relevant graph.  
R: 0.28 R: 0.27 
R: 0.67 R: 0.75 
R: 0.78 R: 0.82 
Figure 48. Normalised TI comparison between CFD and wind tunnel. The relevant Correlation Coefficient quality 
metric is shown below each scatter plot. The red line indicates perfect correlation between the physical and 
numerical model and is provided for guidence. 
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8.2.2.3 Visualisation 
In order to visualise where the error occurs for each level of canopy morphology the following images 
display the percentage error for each pitot tube measurement point. The 100 measurement points for 
each pitot tube rack location are represented as a plane with data relating to each tube being 
represented by an individual square. The colour of these squares indicates the percentage error in 
modelling TI for the relevant CFD simulation at that particular measurement location. There are nine 
planes for each level of morphology representing the nice locations of the pitot tube rack.  
Results are again displayed only for Tree No. 4, however a similar error pattern was observed for all 
model trees
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Figure 49. Visualisation of error in simulation of TI  for each pitot tube location. Results are shown for four CFD simulations of different levels of canopy detail for Tree No. 4 The black 
vertical line indicates the centreline and height of the model tree.
Tree 
No. 
Detail 
level 
4 A 
Distance 
downstream:      hc      2hc         3hc     4hc          5hc    6hc      7hc           8hc      9hc 
4 B 
Distance 
downstream:     hc          2hc      3hc      4hc   5hc     6hc          7hc           8hc           9hc 
4 D 
Distance 
downstream:   hc   2hc         3hc     4hc   5hc   6hc            7hc        8hc           9hc 
4 E (ii) 
Distance 
downstream:      hc       2hc   3hc            4hc       5hc   6hc      7hc           8hc      9hc 
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8.3 Discussion 
8.3.1 Velocity 
The tabulated results presented in Table 8 clearly show that the quality of CFD simulations can be 
improved in terms of modelling mean horizontal velocity by increasing the level of canopy detail 
included. Results can be improved by introducing geometry into the CFD domain which reflects the 
shape of the actual canopy. This can be seen by examining the results for Trees 1 and 2, where detail 
Levels C and D respectively provide the least error. This is due to the fact that Model D provides a 
more accurate representation for denser canopies as discussed in Section 8.1.4.4. This trend is 
continued when we examine the results for the conifers, where the errors are seen to reduce as we 
move from Model A to D. 
Further improvements in simulation quality can be achieved by refining the LAD to use an annular 
volume representative of the actual canopy (i.e. LAD-2 described in Section 8.1.4 ). This improvement 
is most noticeable when we compare the results for Tree 5 Model D and E(ii). Here the geometries 
are essentially identical (see Section 8.1.4.5 ) with the main difference being the interpretation of the 
LAD profile with  Model D using a more specific value. 
The scatter plots presented in Figure 46 show that, as would be expected, the mean horizontal wind 
speed is reduced when the effect of the canopy is considered. Reductions in the order of 30% are 
observed for some measurement points. However, the dense clustering of data points around the 
normalised velocity point (1.0 - 1.0) highlights that many of the measurement points were only slightly 
affected by the presence of the canopy. This is due to the extensive and relatively coarse 
measurement zone provided by the pitot tube rack.  
These scatter plots also highlight the fact that the CFD typically over predicts the effect of the canopy 
and thus reduces the wind speed to a greater degree than what is observed in reality. This over 
prediction is reduced by providing a more detailed canopy morphology in the form of realistic canopy 
geometry and LAD data.  
The visualisations of the modelling error presented in Figure 47 again demonstrate the reduced errors 
achieved by including additional morphology data. It can be seen that at distances greater than 3 hc 
behind the tree the greatest errors tend to be experienced at the lowest measurement points. 
Although it may appear that this renders results irrelevant for the purposes of wind resource 
assessment, it is important to note that at full scale the lowest measurement point is 5 m from ground 
level. Thus, if additional features are present, such as roughness changes etc., this error could 
propagate to higher altitudes. Also, when a full forest canopy is considered rather than a single tree it 
is likely that these effects will be more pronounced. 
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8.3.2 Turbulence 
A similar improvement in CFD results with respect to turbulence modelling is again observed in the 
tabulated results presented in Table 9. However, the overall errors are far higher than comparable 
figures for the mean horizontal velocity as presented in Table 8. This may be due to a number of 
factors. 
Firstly, Eq. 70 does not provide an exact translation from k to TI as its implementation requires certain 
assumptions regarding the isotropic nature of the turbulent flow. However, the fact that normalised 
values are used should reduce the errors associated with these assumptions.  
Another potential source of error is the fact that TI measurements were made in the tunnel by means 
of pitot tubes, a technology with a number of limitations as discussed in Part I. In addition,  the use of 
the temporally averaged RANS equations to describe the turbulent flow may degrade the quality of 
simulations. It may be more appropriate to implement LES or transient RANS simulations in order to 
fully resolve the transient nature of the flow, however, as discussed in Part I, such simulations will not 
be considered in this thesis in order that the presented results will be of benefit to the emerging state 
of the art in commercial resource assessments. 
The scatter plots presented in Figure 48 show that the presence of the canopy increases the levels of 
turbulence within both the experimental and simulation domains. Increases as high as 50% are 
observed for some measurement points. These scatter plots also once again display a steady 
increase in the quality of the CFD simulations with increasing levels of canopy morphology detail. 
The visualisation in Figure 49 show a similar trend with a dramatic reduction in the zone affected by 
errors when we compare results from detail Level A and E (ii). The persistence of errors for the first 
measurement plane in the best performing CFD simulation, E (ii),  may suggest that the quality 
problems experienced lie with the measurement technology used in the wind tunnel. Pitot tube 
measurements will typically be poorest in areas of high turbulence as would be expected directly in 
the lee of the obstacle.  
8.4 Conclusion of Wind tunnel single tree validation 
The results present in Section 8.2 suggest that the quality of CFD simulations of canopy flows can be 
improved by the incorporation of high quality morphology data. These data can be introduced into 
simulations either by adjusting the shape of the required porous sub-domain to reflect the shape of 
the actual canopy or by prescribing a LAD profile which accurately accounts for the vertical variation 
in the canopy structure.  
Thus, these results indicate that errors in CFD simulations for the purpose of resource assessment in 
forested terrain may benefit from the use of canopy measurement equipment, such as LIDAR, to 
provide realistic input data in the form of canopy structure and LAD profiles. 
There are some limitations with the presented analysis. Firstly, the use of pitot tubes to provide 
validation data for CFD simulations is less than ideal. This technology is known to have poor 
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performance when measuring turbulent fluctuations and only captures data relating to the horizontal 
component of the flow. The magnitude of the associated errors will be reduce to some degree in 
this investigation as the turbulence values used have essentially been double normalised. This is 
due to the fact that Turbulence Intensity is a normalised quantity in itself. This double normalisation 
will reduce the magnitude of any errors caused by the use of ptiot tubes to measure turbulent 
fluctuations, however, it also limits our understanding of the flow characteristics.
Furthermore, the fact that simulation quality can be improved by the inclusion of more detailed 
canopy morphology data for a single tree cannot necessarily be extended to an entire forest.   
However, these experiments and subsequent CFD validation simulations are an important first step 
towards understanding the potential for modern canopy measurement techniques to improve the 
quality of CFD simulations for the purpose of resource assessment. In addition, the presented 
analysis provides proof of concept that these architectural model trees can be used in conjunction 
with Tree Analyser to provide high quality data for CFD validation. In Chapter 9 we will develop this 
concept further to examine the flow around an entire forest. In doing so we will address some of the 
limitations outlined above.   
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9. Wind tunnel forest validation
Building on the findings of Chapter 8, a series of wind tunnel experiments were commissioned at the 
Lucien Malavard wind tunnel located in the Laboratoire Prisme, University of Orléans, France which 
was described in Part I. The objective of these experiments was to address some of the limitations of 
the BRE single tree experimental dataset used for validation of the simulations presented in 
Chapter 8. 
As discussed in Part I, the measurement technology used in the Lucien Malavard wind tunnel is 
Stereo-PIV which provides a validation dataset with a far superior spatial and temporal resolution to 
the pitot tube rack used at the BRE facility. This allows a full appreciation of the three dimensional 
nature of the flow and provides a measure of Turbulent Kinetic Energy which is directly analogous to 
values outputted by CFD. 
These experiments were conducted using a forest of 100 architectural model trees which allowed an 
investigation of whether the findings of Chapter 8 could be extended to an entire forest. 
9.1 Methodology 
A number of CFD validation simulations were conducted for the flow around the model forest in which 
the level of canopy morphology data included was gradually increased. Each simulation was then 
validated against the wind tunnel data in order to ascertain if a higher level of canopy structural data 
provides improved results for the purpose of wind resource assessment. It is hoped that the inclusion 
of such data will allow accurate flow modelling without the need to resort to tuning of the CFD. 
Precise details of the wind tunnel and CFD configurations are given in the following sections along 
with a description of the model forest and an outline of the levels of canopy detail used in each 
simulation.   
9.1.1 Forest description 
The miniature forest used in the Orléans experiments was comprised of 100 architectural model trees 
of the type described in Section 7.1. A range of tree types was selected to ensure that the vertical 
structure of the canopy was strongly heterogeneous, as would be expected for a mixed forest 
containing a variety of tree species. In addition, advice was taken [Dr. Jonathan Millet, Geography 
dept, Loughborough University, personal communication, May 1, 2012] as to the range of heights that 
would be expected in a mixed forest. The distribution used is shown in Figure 50 where the mean 
canopy height hc = 76 mm. 
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Figure 50. Height distribution of the model forest. 
The trees were randomly placed in the tunnel with an approximately equal spacing in an area of 
675mm × 675mm as shown in Figure 51. Trees were individually numbered and the x-y coordinates 
of their placement was carefully recorded in order to allow an accurate replication of the forest 
configuration within the CFD domain.  
Figure 51. Photographs of the miniature forest in position for experimentation. The black cloth was used to limit 
reflectance from the metallic floor as this was found to interfere with the Stereo-PIV measurements. 
The random placement of the trees and the variety of shapes, sizes and densities used ensured that 
the canopy was strongly heterogeneous in order to allow realistic three dimensional flow patterns to 
develop. Given the relatively small footprint of the forest, approximately 10 × 10 trees, it is possible 
that the flow will not be fully adjusted to the effect of the canopy. To assess this we can calculate the 
canopy adjustment length, Lc as defined in Part I: Lc = 1 (Cd ∗ Bulk⁄ ) Eq. 71
Where, Bulk = 8.34 m-1 is the Leaf Area Density which describes the bulk structure of the canopy as 
defined in Figure 53. Using a value for the drag coefficient Cd = 0.25, as recommended in Endalew et 
al. (2009b) for similar model trees, Lc is calculated as 479mm. This would indicate that, as the total 
canopy length is 675 mm, the flow over the model forest will be fully adjusted to the canopy 
roughness. 
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The average spacing between the trees is 0.95hc and the plan roughness density λp = ΣAp/ A = 
0.341, where ΣAp is the sum of the maximum plan area of each tree and A is the total plan area 
covered by the forest. These values are characteristic of a sparse canopy and so there will be some 
residual drag effect from the underlying roughness of the wind tunnel floor.  
One of the principle ways in which this experimental campaign differs from the experiments outlined in 
Chapter 8 is the reduced height of the model trees used. The reason for the reduction in canopy 
height from 175 mm to an average value of 76 mm is that following testing in the Orléans wind tunnel 
this same forest configuration was to be used for a series of measurements at the stratifiable EnFlo 
facility at the University of Surrey, UK. As this wind tunnel is designed to perform analysis at a scale 
of 1:300 it was necessary to utilise these smaller model trees. 
It is possible that at a scale of 1:300 the flow around these model trees will no longer be characteristic 
of a canopy flow, particularity given the concerns raised in Böhm et al. (2013) relating to the 
unrealistic dominance of viscous forces when using non-bluff bodies to represent canopies at wind 
tunnel scale. One method of assessing the relative importance of viscous and inertial forces in a given 
flow is the calculation of the dimensionless Reynolds number, Re defined in Eq. 72. 
Re = l U�ρ
μ Eq. 72 
Where, l is the characteristic length scale, ρ is the density of air and μ is the dynamic viscosity. 
The selection of a characteristic length scale when considering flows within the atmospheric boundary 
layer is a non-trivial task and the value used often depends on the preference of the author [Petersen, 
2013]. This task is particularly complicated in this study as the canopy structure presents a variety of 
possible values, from the diameter of an average branch to the height of the boundary layer itself. 
Thus, in order to assess the validity of using these smaller model trees an additional experiment was 
conducted at the EnFlo facility at the University of Surrey.   
In this experiment the flow around a 175mm conifer and an 80mm conifer of similar LAD was 
investigated by use of Laser Doppler Anemometry (LDA) for a free-steam wind speed of 2.5 m/s and 
an aerodynamic roughness height of 3 x 10-5 m. Due to time limitations, it was not possible to set up 
rural boundary layers with appropriate scaling for each of the model trees individually and so this low 
roughness height was used. 
Measurements were taken to produce a series of U� and k profiles at nine distances from 0.5 - 15 hc
behind each of the model trees. Results were then normalised to the respective hc of each canopy in 
order to investigate the Reynolds number dependence of the flow. Results are presented in Figure 52 
for the profiles measured at 2 hc and 5 hc behind each of the model trees. 
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(a) Normalised profiles at   2    (b) Normalised profiles at 5   . 
Figure 52. Normalised profiles for k and    at     and 5   behind trees of 80mm and 175mm 
The velocity profiles in Figure 52 show a good collapse of the normalised data which would suggest 
that the flow around the architectural model trees is not heavily dependent on the Reynolds number 
over the considered range. Whilst this gives us a degree of confidence that experimentation with 
these smaller model trees is valid, it does not confirm if the generated results will be applicable to full 
scale flows. This matter will be given further consideration in Section 9.3.3, where we will compare the 
observed flow field around the miniature forest to published characteristics of full-scale and wind 
tunnel canopy flows.   
9.1.1.1 Appropriate LAD 
Each model tree was analysed using the method outlined in Section 7.2 and an individual LAD profile 
was produced using the average cross sectional area of each specimen. These profiles were then 
averaged for the entire forest. This average LAD profile is shown in Figure 53 in which hc = 0.076 m is
the average canopy height and hT  = 0.019 m is the average trunk height. Bulk = 8.34 m
-1
 is
calculated between these limits following Andersen et al., (2005). The average value for the entire 
profile in Figure 53 is  LAD =  5.75 m
-1
. Dimensions are normalised to hc in order to facilitate
comparison with other graphs in this chapter.
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Figure 53. Average LAD profile for the entire canopy.  
The Bulk LAD is the average LAD calculated between Hc and HT
It was mentioned in Section 7.2 that as Tree Analyser is designed for use on full scale canopies, it is 
necessary to make subtle modifications to analyse the scale models. These adjustments did not 
cause a problem when analysing the larger 175mm trees [Endalew et al. 2009b and Chapter 8], 
however it was noticed that the LAD profile was overestimated for the smaller 80mm models 
[Desmond et al., 2012].  
In order to investigate the extent of this discrepancy, data from experiments conducted at the EnFlo  
facility examining the flow around two individual 80mm conifers of differing porosities were used for 
CFD validation. The magnitude of the LAD profile as calculated using Tree Analyser was gradually 
reduced in a series of CFD simulations in order to identify the appropriate reduction.  
Validation data were available for both U� and k for a series of profiles at 0.5, 1 to 7,10 and 15 hc in 
the wake of each tree. For each profile a total of 24 measurements were taken at heights of between 
0.25 to 2.5 hc giving a total validation dataset of 240 measurement points for each model tree. The 
Geometric Mean (GM) quality metric was used to assess the quality of each CFD simulations. Results 
are normalised to the optimum value of GM = 1 and are summarised in Figure 54 for both the dense 
and porous conifers. 
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(a) Dense 80 mm conifer  (b) Porous 80 mm conifer 
Figure 54. Tuning LAD reduction to minimise Geometric Mean Error in CFD validation simulations for two conifers. 
As can be seen from Figure 54 the optimal value for the reduction of the LAD as calculated by Tree 
Analyser is in the region 75% for both U and k regardless of the porosity of the model canopy under 
investigation. There is a slight discrepancy for U in the case of the porous conifer where the optimum 
value seems to be closer to 85% however a value of 75% is more appropriate for the other cases.   
The argument could be made that this analysis should be performed for each tree height which 
comprises the forest under investigation, however, this was not feasible within the time available for 
this project. Thus, a reduction of 75% was applied to all LAD profiles calculated for each of the 100 
model trees of the miniature forest used in the Orléans experiments.   
It is possible that the overestimation of the simulated effect of the canopy on the wind flow using the 
LAD profiles determined using Tree Analyser is in part due to the value of Cd used. As previously 
discussed, a value of Cd = 0.25 was determined in Endalew et al., (2009b) for 175mm model trees 
and a reduced value may be more appropriate for the smaller models.  It is unclear whether an 
adjustment should be made to the LAD profile values, the value of Cd or a combination of both for the 
smaller scale trees. However, as the product of Cd and LAD is always used in the CFD source and 
sink terms for the modelling of canopy flows, the effect of reducing the LAD alone is sufficient. 
9.1.2 Experimental configuration 
A boundary layer representative of moderately rough open terrain with low vegetation in neutral 
stability was simulated at a scale of 1:300 during the course of these experiments in accordance with 
VDI (2000). The vertical profile of the fully developed inlet wind speed was described by the power 
law with a value of Uref = 4.28 m/s is at a height of  zref = 0.2 m and shear exponent α = 0.154.  
For heights of less than 0.150 m the mean horizontal velocity profile is described by the log law 
where, u∗ = 0.199 m/s and  z0 = 4.25 x 10-5 m which is equivalent to 1.28 x 10-2 m at full scale. 
Graphs of the experimental mean horizontal wind speed and Turbulent Kinetic Energy profiles are 
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given in Section 9.1.3 where they are compared with the boundary conditions applied to the CFD 
simulations.  
The Stereo-PIV measurement technique produces a large quantity of data for the plane investigated. 
In the present study, a total of 43,200 measurement points on a 3.2 mm × 3.2 mm resolution grid 
were available covering the region shown in Figure 55. Data were not available for less than 20 mm 
above the tunnel floor or canopy as reflectance from the surfaces interfered with data capture. It was 
also not possible to capture data during the experiments for approx 2 hc up and down-stream of the 
forest as the trees obscured the stereoscopic view. The Stereo-PIV plane is centred on the forested 
area.   
Figure 55. Elevation showing extent of Stereo-PIV measurement plane in relation to the model forest. 
The U-arrow indicates the main component of the wind. 
For each of the data points on the plane in Figure 55, the modulus of the mean wind speed, |U�|, was 
calculated using the equation introduced previously: |U�|  =  �U�2 + V�2 + W� 2 Eq. 73 
Values for k were directly calculated as: 
k� =  12 �u′2���� + v′2���� + w′2������
Eq. 74 
This method of calculating |U�|  and k provides values with are directly analogous to those outputted 
by the CFD which is beneficial for the purposes of validation. It is difficult to quantify the experimental 
error associated with the Stereo-PIV, however it is considerably more accurate than the pitot tubes 
used for the experiments in Chapter 8. A discussion on potential error sources when using Stereo-PIV 
and a suggested uncertainty analysis methodology can be found in Zhang et al., (2002). However, for 
the purposes of this analysis the data produced will be taken as the “true values” for the canopy flow 
field.   
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9.1.3 CFD configuration 
The boundary conditions within the CFD model were configured to match the fully developed 
boundary of the wind tunnel which was measured upstream of the forest. The resulting non-
normalised profiles are compared in  Figure 56. Due to the high density of data available, profiles are 
presented as a continuous series.  
(a) Velocity (b) Turbulent Kinetic Energy 
Figure 56. Inlet profiles from the CFD model and the wind tunnel. Profiles are measured at a distance of 5 hc upstream 
of the forest in both the CFD and the wind tunnel in order to coincide  
with the start of the Stereo-PIV measurement plane.  
As can be seen in Figure 56, there is good agreement between the CFD model boundary conditions 
and the wind tunnel measurements for |U�| , however, the values for k from the CFD model are 
slightly lower. It is possible to remove this discrepancy by adjusting the value of Cμ used to determine 
the profile within the CFD model. However, this modification causes instability and thus undesirable 
development of the boundary layer within the domain.  
It is also possible to simply use the k profile as measured in the wind tunnel for the relevant boundary 
conditions in the CFD. However, this was also found to cause excessive problems with horizontal 
heterogeneity within the domain. A discussion on the implications of such conditions can be found in 
[Juretić & Kozmar, 2013]. As the magnitude of the error is low, approximately 0.08 m2/s2, the profiles 
in Figure 56 were considered satisfactory for all simulations 
The CFD model domain used for this analysis  was 5.7 m long × 2.3 m wide × 1 m high.  
A mesh sensitivity study was conducted in which three different  unstructured tetrahedral meshes 
were investigated. Each mesh was refined in two zones. The first, Zone 1,  coincided with the volume 
of the porous sub domain representing the forest. The second, Zone 2, extended to 40 hc behind, 7 hc in front, 4 hc above and 3 hc to either side of the forest. A constant cell size was used in Zone 1 
whilst a geometric growth rate of 2 was used in Zone 2. Details of the maximum element size applied 
to these zones for each mesh can be found in Table 10. 
99 
Part II: Morphology                                                                                       Chapter 9. Wind tunnel forest validation 
_________________________________________________________________________________ 
For all meshes, a five cell inflation layer of hexahedral elements was defined at the lower boundary of 
the domain which represented the floor of the tunnel. The first cell height was set at 2.4 mm with an 
expansion factor of 1.2. 
Simulations for both the mesh sensitivity study and the main body of this paper were conducted on 
the Loughborough University research High Performance Computing (HPC) cluster which consists of 
161 nodes, each having two six-core Intel Westmere Xeon X5650 CPUs and 24GB of memory. Each 
simulation was divided among twelve cores in order to avoid problems which may occur from 
segmenting the domain into an excessive number of parallel computations. 
Descriptions of the three meshes used for the sensitivity study are presented Table 10 along with the 
time in minutes required for each simulation to converge. All simulations for the mesh sensitivity study 
were conducted using the k-ε turbulence model and canopy representation B2 as described in 
Section 9.1.4.2. 
Mesh Maximum element size Zone 1               Zone 2 Elements Nodes Time 
Coarse 15 mm 20 mm 2,600,616 502,962 29 min 
Medium 7.5 mm 10 mm 16,774,974 3,064,868 167 min 
Fine 5 mm 7.5 mm 33,601,429 6,035,206 727 min 
Table 10. Details of the meshes used in the mesh sensitivity study. 
In order to compare results for the Coarse, Medium and Fine meshes, values for |U�| and k were 
extracted  from the converged solutions for a  profile centred on the forest and located a distance of 2 hc in the lee of the obstruction.  These profiles are presented in Figure 57.  
(a) Velocity  (b) Turbulent kinetic energy  
Figure 57. Results of the mesh sensitivity study using the standard k-ε turbulence model for 
a profile located at 2 hc behind the forest. 
As can be seen in Figure 57 (a), a minimal alteration to the simulated mean velocity values is 
obtained by refining the mesh. The effect of a finer resolution is observed to a greater degree in the 
Turbulent Kinetic Energy profiles presented in Figure 57 (b) where there is a difference in the 
magnitude of the peak simulated value of 0.06 m2/s2 between results achieved using the Coarse and 
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Medium meshes. This reduces to a difference of just 0.02 m2/s2  when we compare values achieved 
using  the Medium and Fine meshes which otherwise shows strong agreement away from these peak 
values. 
In order to set the findings of this mesh sensitivity study in context, we will also examine the quality of 
the three simulations using same methodology as for the results in the main body of this paper as 
presented in Section 9.2. To this end, data for both |U�| and k were extracted from each converged 
solution for the plane of investigation relevant to this analysis as described in Figure 55. Values for 
the Normalised Percentage Error (NPE), defined in Part I, were then calculated in order to compare 
results achieved using the Coarse and Fine meshes with those achieved using the Medium mesh. 
The results of these comparisons are presented as contour plots in Figure 58. The scale used in 
Figure 58 is the same as those used in Figure 62 and in Figure 63 in order to set the results of the 
mesh sensitivity study in context. 
Coarse 
V 
Medium 
Medium 
V Fine 
(a) Velocity  (b) Turbulent Kinetic Energy 
Figure 58. Results of the mesh sensitivity study using the k-ε turbulence model. 
A s can be seen from Figure 58  the results achieved using the Fine mesh vary only very slightly from 
those achieved using the Medium mesh. This alteration is particularly pronounced in Figure 58 (b) for 
the simulation of k, however, the magnitude of this discrepancy is considerably lower than the results 
presented for the main body of this analysis in Figure 62 and Figure 63. Thus, we have opted to use 
the Medium mesh for all simulations as this arrangement provides a balance of accuracy and 
computational expense which is more applicable to the industrial flow calculations which this thesis 
aims to influence. 
The maximum observed skewness for the Medium mesh was 0.84 with a mean value of 0.2 and a 
standard deviation of 0.11. Generally, a skewness of <0.95 is taken as being acceptable and <0.25 
deemed excellent as discussed in Part I. 
The maximum observed aspect ratio for the Medium mesh was 50 with a mean value of 1.87 and a 
standard deviation of 0.86. Aspect ratios of <1000 have proven unproblematic in the past, however 
values of <20 are generally desirable as discussed in Part I.  
Key: (%) (%) Key: 
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Given the high quality of the turbulence data available from the Stereo-PIV measurements, the 
opportunity was taken to examine the ability of both the SST and the k-ε turbulence closures to model 
forest generated turbulence.  
As discussed in Part I, the limitations associated with using  the k-ε model for investigations within 
the atmospheric boundary layer are well documented [Franke et al., 2007]. Some of these limitations 
can be circumvented by adopting modified forms of the standard k-ε equations, such as the 
realizable or RNG models, which along with the standard k-ε model are a popular choice for those 
conducting simulations for the purpose of resource assessment [Bechmann et al., 2011]. As the 
standard k-ε  model is the most widely used turbulence scheme in wind engineering and remains an 
important reference in the boundary layer meteorology community [Sogachev et al., 2012] it will be 
used here as a benchmark for the more advanced SST model. 
9.1.4 Morphology levels 
As in Chapter 8, canopy morphology was taken to be comprised of LAD data and also geometry data 
such as the canopy height, crown diameter and the location of individual trees. These geometry data 
have been obtained by recording the placement of each tree within the forest and by taking detailed 
measurements of each individual tree using a digital calliper. The required LAD data were acquired 
using  Tree Analyser using the method described in Section 9.1.1.1. 
The effect of the forest was simulated within the CFD model domain using varying levels of canopy 
morphology detail in order to ascertain the role that canopy morphology data can play in improving 
numerical simulations. The levels of detail used are summarised in Table 11 and are described in the 
following sections. 
9.1.4.1Level B1  
The geometry of the canopy was modelled as a porous regular cuboid of 675 mm × 675 mm and 
height equal to the average canopy height of 76mm, as shown in Figure 59. A constant   
LAD = 5.75 m-1 was applied throughout the cuboid. This value was obtained by averaging the values 
calculated using the method described in Section 9.1.1.1 in the x, y z dimensions. This homogenous 
description of forest canopies is commonly used both in industry and academic research 
[Lee, 2000 and Ross & Baker, 2013]. 
9.1.4.2 Level B2  
The canopy was again modelled as a porous regular cuboid, however, a greater level of canopy detail 
was introduced by allowing the leaf area density to vary in z to reflect the actual porosity as shown in 
Figure 53. This is a subtle method of increasing canopy detail previously used by Wylie & Watson 
(2010) and Sogachev et al., (2009). 
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Figure 59. Canopy geometry used for B1 and B2. The 
U-arrow indicates the main component of the wind. 
9.1.4.3 Level V1 
As the x,y coordinates of each model tree were recorded during experimentation, it was possible to 
accurately model the variation in canopy height throughout the forest. This was achieved by 
introducing a surface into the CFD model domain which followed the x, y, z coordinates of the highest 
point of each of the 100 trees. This then served as the top surface for a porous block representing the 
canopy, as shown in Figure 60. In this model, the single value of LAD = 5.75 m-1 was used.  
9.1.4.4 Level V2  
As V1, but the LAD profile was averaged in x, y and allowed to vary in z as shown in Figure 53. 
Figure 60. Geometry used for V1 and V2.  
9.1.4.5 Level C1 
This model was inspired by the work of Yue et al. (2007) who advocated the use of a plant scale 
approach when considering canopy flows. Each tree was modelled as an individual cylinder of height 
and diameter equal to the height and maximum diameter of the actual tree represented, as shown in 
Figure 61. An average value of LAD = 32.5 m-1 was applied throughout each cylinder. This larger 
value is due to the fact that the volume used to calculate the LAD is the annular volume of the 
individual tree rather than that of the entire forest. 
9.1.4.6 Level C2 
The geometry was modelled as C1. An LAD was calculated for each tree using the appropriate 
annular volume. These profiles were then averaged. The resulting LAD profile follows the trend shown 
in Figure 53 with the values of LAD increased, approximately by a factor of 6. 
103 
Part II: Morphology                                                                                       Chapter 9. Wind tunnel forest validation 
_________________________________________________________________________________ 
9.1.4.7 Level C3 
Although the model forest is comprised of 100 unique model trees, there are, broadly speaking, ten 
categories. The trees were divided into these categories and a characteristic LAD profile was 
calculated for each. The appropriate profile was then included in each cylindrical porous sub-domain. 
Figure 61. Geometry used in C1, C2 and C3. 
 The canopy representations used are summarised in Table 11. 
Name Geometry LAD averaging 
B1 Regular cuboid x,y,z 
B2 Regular cuboid x,y 
V1 Block with varying roof x,y,z 
V2 Block with varying roof x,y 
C1 100 x Cylinders x,y,z 
C2 100 x Cylinders x,y 
C3 100 x Cylinders By category 
Table 11. Summary of canopy representations used. 
9.2 Results 
In order to assess the accuracy of each CFD simulation, values for k and |U�| were extracted from 
each model run for all points on the Stereo-PIV measurement plane detailed in Figure 55. The extent 
of the error for each simulation can be visualised in the contour plots in Figure 62 and Figure 63.  
These plots display the Normalised Percentage Error (NPE) for each of the grid points considered for 
both the k-ε and SST turbulence closures. The NPE is calculated using reference values of 4.5 m/s 
and 0.133 m2/s2 for |U�| and k respectively. Maximum NPE values of 25% for |U�| and 150% for k  are 
set  in order to maintain a meaningful scale on the contour plots.  
The Pearson Correlation Coefficient, R, was also calculated for both k and |U�| for each CFD 
simulation and these results are shown below the relevant contour plot. In addition the time in minutes 
for the completion of each simulation, using the computational resources described in Section 9.1.3, 
is also provided for comparison purposes.  
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9.2.1 Velocity  
Key for NPE values: (%) 
B 
1 
R: 0.9906 Time: 67 min R: 0.9786 Time: 168 min 
2 
R: 0.9915  Time: 66 min R: 0.9802 Time: 167 min 
V 
1 
R: 0.9889 Time: 65 min R: 0.9746 Time: 180 min 
2 
R: 0.9915  Time: 64 min R: 0.9776 Time: 165 min 
C 
1 
R: 0.9851 Time: 70 min R: 0.9613 Time: 250 min 
2 
R: 0.9870 Time: 70 min R: 0.9645 Time: 248 min 
3 
R: 0.9918 Time: 69 min R: 0.9762 Time: 215 min 
(a) SST (b) k−𝛆 
Figure 62. These contour plots show the NPE between the |U| calculated in the various CFD model simulations and the 
corresponding values from the wind tunnel. 
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9.2.2 Turbulence 
Key for NPE values: (%) 
B 
1 
R: 0.8458 Time: 67 min R: 0.7856 Time: 168 min 
2 
R: 0.8592  Time: 66 min R: 0.7887 Time: 167 min 
V 
1 
R: 0.8385 Time: 65 min R: 0.7735 Time: 180 min 
2 
R: 0.8585 Time: 64 min R: 0.7826 Time: 165 min 
C 
1 
R: 0.8276 Time: 70 min R: 0.7398 Time: 250 min 
2 
R: 0.8342 Time: 70 min R: 0.7478 Time: 248 min 
3 
R: 0.8603 Time: 69 min R: 0.7863 Time: 215 min 
(a) SST (b) k-𝛆 
Figure 63. These contour plots show the NPE between the Turbulent Kinetic Energy values calculated in the various 
CFD model simulations and the corresponding values from the wind tunnel. 
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9.3 Discussion 
9.3.1 Velocity 
Examining the contour plots for velocity in Figure 62 alone would indicate that the k-ε model 
produces less error. However, this appraisal is not borne out by examination of corresponding R 
values for each canopy representation. This apparent contradiction is explained by Figure 64, which 
shows the non-normalised |U�| profile measured in the tunnel at a distance of 10 hc behind the
canopy, compared with corresponding profiles simulated using both SST and k-ε turbulence closures 
for the V1 canopy representation. 
Figure 64.Velocity profiles for SST and k-ε at 10 hc for canopy 
representation V1 compared to tunnel measurements. 
We see in Figure 64 that the magnitude of the error between the modelled and simulated |U�| is larger 
for the SST turbulence model than for the k-ε model for heights of less than 1.5 hc. However, the 
SST model gives a better approximation of the gradient of the actual velocity profile whilst the k-ε 
model does not capture this detail. However, both models perform quite well as can be observed from 
the high values of R and the fact that the error in the measurement campaign can be observed in the 
cyclical patterns in the contour plots which follow the positioning of adjacent Stereo-PIV measurement 
planes. 
No reduction in error is observed by introducing increased levels of geometry data with contour plots 
for B2, V2 and C3 in Figure 62 being very similar. However, there is a considerable reduction in error 
achieved by increasing the level of LAD data included in simulations regardless of the geometry used 
to represent the canopy. This trend can be clearly seen in Figure 65. 
k-ε 
|𝐔�| 
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(a) SST (b) k-ε 
Figure 65. Variation in Pearson Correlation Coefficient for each level of canopy morphology detail with respect to 
velocity for (a) SST and (b) k-e turbulence closures. Refer to Table 11 for descriptions of B1, B2 etc.
9.3.2 Turbulence 
There is a much starker contrast observed between results produced using the SST turbulence model 
and the k-ε model when we examine contour plots for k shown in Figure 63. It is clear that the SST 
model performs considerably better at simulating both the gradient and magnitude of the measured k 
profiles. This is also seen in Figure 66, which shows the k profile measured in the tunnel at a distance 
of 5 hc behind the canopy, compared with corresponding profiles simulated using both SST and k-ε 
turbulence models for the C3 canopy representation.  
Figure 66. k profiles for SST and k-ε at 5hc  for canopy 
representation C3 compared to tunnel measurements. 
As can be seen in Figure 66, the SST model performs very well in capturing the magnitude of the 
turbulence which is often an area in which RANS simulations are poor. A significant proportion of the 
NPE in the highest quality simulation, i.e. C3 in Figure 63 (a), can in fact be attributed to the error due 
to the mismatch between the inlet k profile used in the tunnel and the CFD model, as discussed in 
Section 9.1.3, rather than the simulation of the effect of the canopy. 
Again, there is no observed reduction in error achieved by introducing increased levels of geometry 
data, with contour plots and R values for B2, V2 and C3 being very similar. However, a considerable 
reduction in error is again achieved by increasing the level of LAD data included in simulations 
regardless of the geometry used to represent the canopy. This trend can be clearly seen in Figure 67. 
k-ε 
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(a) SST (b) k-ε 
Figure 67. Variation in Pearson Correlation Coefficient for each level of canopy morphology detail with respect to 
turbulence for (a) SST and (b) k-ε turbulence closures. Refer to Table 11 for descriptions of B1, B2 etc.
9.3.3 Relevance to real world flows 
The characteristic regions of canopy flows were discussed in Part I. In the following section, we will 
examine the observed flow field in the present study in order to ascertain if these characteristic 
regions are present. Thus, we will assess the applicability of the presented results to full scale canopy 
flows. 
As illustrated by Figure 55, the Stereo-PIV plane is limited to a distance of 13 hc behind the canopy 
and also does not cover regions close to surfaces. Thus, in order to carry out this comparison, we will 
examine results from the CFD model simulation which presents the least error. That is the simulation 
which used the C3 canopy representation along with the SST turbulence model. Contour plots for this 
simulation are provided in Figure 68 for both k and |U�|. The contour plots cover the entire CFD model 
domain and are on the same plane as the Stereo-PIV measurements. 
The characteristics of the various canopy flow regions are discussed in this section and their 
approximate extents in the current study are illustrated in Figure 68. This discussion will again focus 
on aspects of the flow which are directly relevant to wind resource assessment. 
Figure 68. Contour plots for |𝐔�| and k for the C3 canopy representation using the SST turbulence model. 
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A – Developed canopy profile 
In Section 9.1.1, we calculated the canopy adjustment length for the model forest as Lc = 479 mm. In 
Figure 68 we see that this is the approximate distance at which an internal boundary layer 
characteristic of the forest emerges. The subsequent region should thus be characteristic of a fully 
developed canopy flow. In order to investigate this flow region, a profile for mean horizontal wind 
speed is taken at a distance of hc from the leeward canopy edge. Velocity values are normalised to 
the mean horizontal wind speed above the canopy, Uhc,   and the mean canopy height hc. 
The resulting normalised wind speed profile is shown in Figure 69, where it is compared with 
characteristic developed canopy profiles as collated by Kaimal & Finnigan (1994) as discussed in 
Part I. 
Figure 69. Flow profile in region A compared with profiles published in Kaimal & Finnigan (1994). 
As can be seen in Figure 69, there is good agreement between the fully developed canopy profile 
simulated in the present study and the characteristic profiles presented in the literature. The simulated 
profile follows measurements in the WT Wheat data particularly well, except for the speed up 
simulated close to the surface. This speed up, which is also observed in the Bordeaux data set, is 
referred to as the sub-canopy jet.  
As discussed in Part I, a sub-canopy jet is expected in canopies with a sparse trunk space and is 
characterised by a sharp peak in velocity above the floor at the windward edge of the obstruction. 
This peak then reduces exponentially as the flow moves through the canopy. In the present study, this 
initial peak and subsequent decay is observed within the trunk space at a distance of approximately 
5 mm above the tunnel floor. However, the jet is not fully eradicated before reaching the leeward 
canopy edge. This is most likely due to the sparse nature of the canopy, discussed in Section 9.1.1, 
which does not pose a sufficient blockage in the trunk space to oppose the flow. Energy cascades 
Present study 
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from the more significantly obstructed crown space and results in a sub-canopy jet which persists for 
2 hc behind the forest into flow region B. 
B – Quiet zone 
In this characteristic canopy flow region, the velocity profile is significantly affected by the presence of 
the canopy. The shelter effect results in a region of low speed flow beneath the canopy height and 
increased turbulence levels experienced at approximately hc. This is a transition region where there is 
relatively little change as the flow has not yet begun to adjust to the new surface roughness.  
Lee (2000) indicates that this region can persist for 4 – 7 hc. In the present study, a distance of 5 hc
can be estimated as seen in Figure 68.  
C – Mixing zone 
The strong shear caused by the velocity deficit beneath the canopy height causes the region of 
turbulence at hc to increase in extent. This region is characterised by this increased mixing and the 
fact that the effect of the canopy is still present in the velocity profile.  These characteristics can be 
observed for the present study in Figure 68. 
D – Re-equilibrium zone 
At this stage, the effect of the canopy on the velocity profile has been completely eradicated through 
mixing of the boundary layer and a logarithmic profile is once again observed. Lee (2000) gives a 
range of possible values at which this will occur. He points to a wind tunnel study [Chen et al., 1995] 
in which flow from a forest to a very flat field was simulated and the wake was found to persist to    
22 hc. This value can be taken as an upper range, with Raynor (1971) approximating a value of 5 hc 
based on full-scale measurements of flow in the lee of a coniferous forest transitioning into an open 
field with a more realistic roughness length. 
In the present study, a logarithmic profile was re-established at 22 hc, which is marked on Figure 68 
and is in line with the findings of [Chen et al., 1995]. However, values of k do not return to within 25% 
of ambient levels until approximately 45 hc. This distance is marked in Figure 68 as the upper range 
of flow region D. This is a considerable distance which is influenced by the low ambient turbulence 
levels in the simulation due to the aerodynamic roughness length used.   
In a recent experimental campaign presented in Lee and Lee (2012), the flow around a bank of three 
fir trees of hc = 150 mm was investigated in a wind tunnel study using Stereo-PIV. Although the 
presented blockage was far below the relevant canopy adjustment length, the effect of the wake on 
the velocity profile was found to persist until 10hc in the lee of the blockage. In this context, the values 
of 22 hc and 50 hc  for |𝐔�|  and k respectively, as simulated by the CFD model, are not unreasonable
given that a far greater blockage is present in these simulations.. 
111 
Part II: Morphology                                                                                       Chapter 9. Wind tunnel forest validation 
_________________________________________________________________________________ 
9.4 Conclusion of Wind tunnel forest validation 
A series of numerical simulations of the flow over a forest stand have been conducted using two 
different turbulence closure models along with various levels of canopy morphology detail. 
Simulations have been validated against Stereo-PIV measurements from a wind tunnel study using 
one hundred architectural model trees, the porosities of which have been assessed using a 
photographic analysis tool. 
It has been found that an accurate assessment of the porosity of the canopy, and specifically the 
variability with height, improves simulation quality regardless of the turbulence closure model used or 
the level of canopy geometry included. The observed flow field and recovery of the wake are in line 
with characteristic canopy flows published in the literature and it was found that the SST turbulence 
model was best able to capture this detail numerically. 
The greater computational expense of the k-ε simulations indicates that this turbulence model 
struggled to resolve the turbulence generated by the canopy and this is further evidenced by the poor 
results presented in Figure 63 (b). This is unsurprising given the difficulties experienced with the k-ε 
model when considering flows near surface elements and lends further weight to the argument that 
this model should not be used when considering flows within the atmospheric boundary layer. 
Despite the strong performance of the SST turbulence model in capturing the detail of the flow above 
and in the lee of the forest, a divergence between simulated and measured data is observed, even for 
the best simulations, near the floor in the final 4 hc of the Stereo-PIV measurement plane. This can be 
observed in Figure 62(a) for the B2, V2 and C3 contour plots. By examining velocity profiles in this 
region it was found that the recovery of the flow predicted by the CFD simulation is slower than that 
observed in the tunnel. As the velocity profile is modelled accurately near the floor closer to the forest, 
this may indicate that the modelling constants used in the SST model require adjustment. However, 
given the cyclical nature of the error, which corresponds to the positioning of the Stereo-PIV planes, it 
is possible that this divergence is simply due to experimental error. 
This cyclic error in the experimental measurements can be dampened by further linearization of the 
data between successive Stereo-PIV planes. However, this was deemed to be undesirable for the 
present study where the stated aim was to avoid unnecessary tuning. Also, despite this discrepancy, 
the improvement in CFD simulation quality by including additional morphology data is clearly 
observed in Figure 62 and Figure 63. This trend would not be significantly altered by removing the 
cyclic error from the experimental data. 
In Section 9.3.3, the canopy flow produced by the forest of architectural model trees used for this 
study was compared with various other wind tunnel experiments canopy and field measurements 
campaigns. It was shown that the observed flow field and the recovery of the wake are similar to the 
characteristic canopy flow regions presented in the literature. This would indicate that the architectural 
model trees are a good candidate for wind tunnel experimentation of heterogeneous canopy flows. In 
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addition, the use of the Tree Analyser software to capture the required LAD data allowed accurate 
simulation of the flow without resorting to tuning of the CFD model. This is encouraging for cross-
model validation and may allow other features of the flow field, such as turbulent structures, to be 
investigated using LES and other unsteady CFD models. Unfortunately, the point of flow reattachment 
in the lee of the canopy was not captured in the experimental data and so it is not possible to assess 
the ability of the CFD model to predict this important feature.  
During the validation presented in this part of the thesis it was also possible to assess the ability of the k-ε and the SST turbulence closures to numerically describe the turbulent fluctuations generated by 
the model forest. It was noted in Lopes da Costa (2007) and Wylie (2014) that the best turbulence 
model for predicting k is not usually the best for predicting velocity when considering canopy flows. 
This was not the case for the present study where SST was found to consistently outperform the k-ε 
turbulence closure model. As outlined in Part I, the SST model is known to perform well when 
simulating adverse pressure gradients and separating flow [Menter, 1994] as it switches between k-ε 
and k-ω formulations depending on the proximity to roughness elements. It would appear that this 
ability has allowed the SST model to capture the turbulent fluctuations created by the extreme 
roughness presented by the canopy. 
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There is a significant discrepancy in the tunnel and CFD inlet Turbulent Kinetic Energy profiles as 
shown in Figure 56. Whilst we wished to avoid any tuning of the turbulence models during this study, 
it is desirable to investigate the effect of removing this  discrepancy by  adjusting the value of Cμ. Thus,  
the simulations were also run using a Cμ value of 0.04 in order to increase the level of Turbulent 
Kinetic Energy simulated in the CFD and bring them in line with mean values measured in the tunnel. It 
was found that whilst the quality of the simulations was generally improved, the observed trend, with 
regards the desirable level of canopy morphology and the relative performance of the SST and 
standard k-ε  model, remained the same. 
10. Morphology summary
From the results presented in Chapter 8 and Chapter 9, it is clear that simulation quality of forested 
terrain can be improved by including data which capture the heterogeneous nature of forest canopies. 
These data can be derived using a combination of canopy geometry and LAD measurements. For 
robust numerical simulations for the purpose of wind resource assessment, it may also be desirable to 
capture the seasonal, annual and forestry management variations associated with real world 
canopies.  
Fortunately, cheap and effective tools exist to effectively capture these morphology data as 
summarised in Part I. These tools, which were developed for the forestry industry, would seem to 
provide a financially and computational inexpensive method of reducing uncertainty for the resource 
assessment industry. 
The inclusion of accurate LAD profile data was found to significantly improve simulation quality 
without incurring additional computational expense. Unfortunately, the inclusion of realistic geometry 
data yields only minor improvements and, in the case of the k-ε turbulence model, significant 
computational expense. Also, a more realistic level of canopy geometry significantly increases the 
sensitivity of the model to the prescribed LAD profile as evidenced by Figure 65  and Figure 67. This 
indicates that, in the absence of accurate LAD data which varies with height, the use of a rudimentary 
representation of the canopy geometry, such as that used in canopy model B1 and B2, is the best 
option when conducting resource assessments in forested terrain.   
The presented analysis has also shown that the use of architectural model trees in conjunction with 
the photographic tool, Tree Analyser, provides high quality data for the validation of CFD simulations 
including the effect forest canopy flows. In Part III we will use this methodology to examine flows 
featuring the complex atmospheric conditions introduced by non-neutral stratifications. 
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Part III: 
Stability 
"I know that I shall meet my fate, 
Somewhere among the clouds above; 
Those that I fight I do not hate, 
Those that I guard I do not love" 
from An Irish Airman Foresees His Death 
by W.B. Yeats 
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11. Stability motivation
The concept of atmospheric stability was introduced in Part I. We outlined how the buoyancy forces 
associated with this phenomenon can have a significant impact on the wind resource as they alter the 
wind shear, turbulence levels and the distance to which wake effects persist. We also discussed the 
fact that as we move to more complex and lower wind speed sites, it may be unreasonable to assume 
that neutral conditions prevail when modelling the wind resource. 
As outlined in Part I, forestry is a particular form of complex terrain which reduces wind speeds and 
produces characteristic curves for local thermal stratification and surface heat flux. Thus, it is prudent 
to investigate whether some of the uncertainty associated with the modelling of flow in and around 
forestry may be due to the effects of local thermal stratification. 
In this part of the thesis, we examine the occurrence of non-neutral stability events in forested terrain 
and develop a methodology for the inclusion of the associated buoyancy effects in wind resource 
assessments. This analysis has been conducted using a combination of research grade field data, 
stratifiable wind tunnel experiments and CFD simulations.  
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12. Measuring stability
In order to assess the importance of non-neutral stability events in forested terrain, it is first necessary 
to identify an appropriate method with which to measure their occurrence. Unfortunately, the 
measurement of atmospheric stability is not addressed in the current best practice guidelines for the 
evaluation of site specific wind conditions [MEASNET,2009] and so there is no consensus as to what 
should be measured on site to classify the stratification of the surface layer. 
A number of possible stability metrics were summarised in Part I. For this study the selected metric 
will be required to differentiate between the effects of stability and forestry, both of which affect wind 
shear and local turbulence levels. In this chapter, we attempt to identify a stability metric which can 
reliably perform this task. 
Datasets from four well instrumented meteorological masts located in heavily forested European sites 
in different locations and terrain types are examined. Seven stability metrics are applied to these data 
sets. A novel method is then used to identify the metric that consistently differentiates between 
stability events of consequence to wind energy generation, critical values are established and the 
implications are discussed.  
12.1 Available data 
This analysis was performed using data from the Norunda, Wetzstein, Sirta and Vaudeville sites 
which will be described in the following four sections. A total of seven stability metrics were 
considered which were defined in Part I. Due to data limitations it was not possible to calculate all 
stability metrics for each site. Details of which metrics were calculated for each site are given in 
Table 12. A dry adiabatic lapse rate of -0.0098 K/m has been used for all conversions to potential 
temperature [Stull, 1988]. 
Metric Symbol Norunda Wetstein Sirta Vaudeville 
Richardson Number Ri ● ● ● ● 
Bulk Richardson Number Rib ● ● ● ● 
Richardson Bulk Number in Forestry Rib2 ● ● 
Obukhov Length 1/L ● ● ● 
Kazanski-Monin Parameter μ ● ● ● 
Environmental Stability Parameter S ● ● ● ● 
Standard Deviation of Direction σφ ● ● 
Table 12. Details of which stability metrics were calculated for each site.  
A black dot indicates that the metric was calculated for the relevant site. 
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12.1.1 Norunda 
This mast is located in the middle of a heavily forested area in Sweden (60° 5’ N , 17° 28’ E) and was 
established for the purposes of studying  fluxes of CO2. The mast is located in flat terrain in the middle 
of a dense coniferous forest with a mean canopy height of 30m. Data were available in 30 min 
averages for the period 7/7/06 – 18/09/06 for a series of sonic anemometers (Metek USA-1) and 
temperature sensors located on a 100 m meteorological mast. Concurrent solar irradiance data were 
also available from a pyranometer located at the top of the mast. This is a relatively short 
measurement period; however, the variation in irradiance levels experienced provides sufficient data 
for our purposes. For additional information on the instrumentation the reader should refer to 
Feigenwinter et al.  (2008). 
It was possible to calculate values for all seven of the stability metrics at heights between 
28 m – 36.9 m. Values of shear exponent, α, at 87 m and Turbulent Kinetic Energy, k,  at 31.8 m 
were calculated as the parameters of interest for the purpose of wind resource assessment. 
Access to this dataset was provided by Dr. Christian Feigenwinter, lead scientist on the ADVEX 
carbon flux project. [ Feigenwinter et al., 2008] 
12.1.2 Wetstein 
This mast is located in Germany (50° 27'N, 11° 27'E) and data were available for the period of 
12/04/05 – 19/08/05 as 30 min averages. As it was part of the same project as the Norunda site it is 
also located in the midst of a large coniferous forest. The mean canopy height is 20 m and the mast is 
located on the top of a slight hill. Sonic anemometers (Gill R3) were located at 24 m and 32 m.  
No temperature data were available for this site except for values of virtual acoustic temperature as 
calculated by the sonic anemometers. These data were adjusted for the effects of humidity and 
pressure using concurrent on site data. [Lazinger & Langmack, 2005] 
Solar irradiance data were again available from measurements made above the canopy. Values for α 
between 24 m and 32m and k at 32 m were calculated as the variables of interest for the purposes of 
resource assessment. 
Access to this dataset was again provided by Dr. Christian Feigenwinter. 
12.1.3 Sirta 
This site is located in the Palaiseau Ecole Polytechnique (48° 42' 50'' N , 2° 12' 39'' E). The mast is 
located in a semi-urban area with a large mixed forest located to the north-east at a distance of c.55m 
which extends a distance c.560m along a bearing of 37° from the meteorological mast as shown in 
Figure 70. 
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Figure 70. Location of the Sirta meteorological mast is indicated by the red marker. 
[Picture credit: www.maps.google.com] 
The instrumentation is comprised of sonic anemometers (Meter USA-1) and temperature sensors 
located at 10m and 30m.  Additional information on the instrumentation can be found in [Zaidi et al., 
2013]. Data were available between 04/05/07 – 18/05/09 as 10 min averages. These were filtered to 
examine directions of between 25°- 47° in order that the effect of the canopy could be assessed.  
All stability metrics were again calculated with the exception of σφ due to a lack of available data and 
also Rib2 as it is not applicable outside of a canopy. For comparison purposes, α was calculated 
between 10 m and 30 m and k was calculated at 30 m. Concurrent irradiance data were not available 
and so annual average data from the Meteonorm database were used [Meteonorm, 2010]. 
Access to this data set was provided by Mr. Eric Dupont of the EDF Research and Development 
department, Paris, France. 
12.1.4 Vaudeville 
This mast is located adjacent to a wind farm in eastern France (46° 26' 58''N , 05° 35' 02''E). There is 
an extensive mixed forest with a mean canopy height of 30m [Texier et al. 2012],  located to the west 
at a distance of c. 150 m as shown in Figure 71. Two operating turbines are located at a bearing of 
69° and a distance of 400 m and 23° at a distance of 600 m from the mast. Data were available 
between 01/01/10 – 31/12/11 as 10 min averages from a series of sonic anemometers (Metek USA-
1), temperature sensors and wind vanes on a 100 m mast [Texier et al., 2010]. Solar irradiance data 
were again provided for the same period from a pyranometer on site. 
N 
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Figure 71. Location of the Vaudeville met mast is indicated by the red marker. 
[Picture credit: www.maps.google.com] 
Due to a lack of access to the full data sets, only values for S, σφ ,Ri and Rib have been calculated 
between heights of 40 m and 80 m. Values for α were calculated between 60 m and 80 m along with 
values for Turbulence Intensity, TI, at 80 m. Unfortunately, it was not possible to calculate values of k  
due to a lack of access to the required data. 
Analysis was carried out for two direction sectors: one in which the wind will have travelled through 
the dense forest (“V- forest”), 240° - 260°, and the other over flatter terrain (“V-flat”) , 30° - 50°.  Flow 
in this second direction sector will have been perturbed by the two turbines mentioned above; 
however, it will provide some comparison for the effect of the forestry.  
Access to this data set was facilitated by Mr. Oliver Texier who conducted analysis of this data on 
behalf of Maia Eolis Ltd. [Texier et al., 2010]. 
12.2 Methodology 
The values of k or TI and α calculated for each site, as outlined in Section 12.1, were considered for 
each case. The spread in observed values was considerable as can be seen from the scatter plots for 
Norunda in Figure 72. 
N 
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Figure 72. Scatter plots of 𝛂 and k/𝐔�2 against direction for Norunda. 
There are many possible causes of such a spread in values particularly in forested terrain where the 
drag which the canopy exerts on the flow will change seasonally and over shorter time scales as the 
branches and leaves streamline to the incident wind. In order to investigate the degree to which 
stability effects cause the spread in these data, the Pasquill stability classes were used to isolate the 
range of α and k values that would be indicative of neutral conditions.  
In this method, classes are defined as: A- Unstable, D- Neutral, F-Stable with C, B and E representing 
intermediate states. Table 13 indicates when such events are expected for certain irradiance levels 
and mean wind speed, U�, measured at 10 m above ground level [Mannan & Lee, 2005]. The 
classification of irradiance level in this system is rather subjective. Attempts have been made to link 
the categories used by to values of W/m2 [Pasquill, 1961] or to solar altitude [Turner, 1970]. However, 
the import factor to note in Table 13 is the sensitivity of the prevailing stability class to the incident 
irradiance for low wind speeds.  
Table 13. Pasquill’s stability categories. 
As we can see from Table 13, the prevailing stability conditions are sensitive to irradiance levels at 
low wind speeds but this relationship is removed for higher wind speeds when neutral conditions 
prevail. This trend was observed for Norunda as can be seen in Error! Reference source not 
found.. Values for k have been normalised to the square of the mean wind speed for comparison.  
Irradiance Night 
𝑼�  (m/s) Strong Moderate Light Overcast 
(>4/8 Cloud) 
Cloudless 
(<3/8 Cloud) 
<2 A A-B B - - 
2-3 A-B B C F F 
3-5 B B-C C D E 
5-6 C C-D D D D 
>6 C D D D D 
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Figure 73. Scatter plots of k/𝐔�2 against irradiance for low and high wind speeds for the Norunda site. 
The reduced scatter of points at higher wind speeds, the trend of which is insensitive to irradiance 
levels, suggests that a value of k /U�2 from 0.14 to 0.24 would be characteristic of neutral conditions. 
Bars indicating this range are included in Error! Reference source not found.. A similar collapse of 
data was found for both k and α and for all five cases. Values expected for neutral events for each 
case are provided in      Table 14. 
Case k/U2 α 
Norunda 0.14-0.24 0.38-0.71 
Wetzstein 0.11-0.17 0.7-0.85 
Sirta 0.11-0.16 0.46-0.63 
V-forest 0.14-0.23* 0.29-0.53 
V-flat 0.14-0.24* 0.32-0.54 
* Turbulence Intensity
Table 14. Expected neutral values for Normalised TKE and shear exponent. 
There was some difficulty identifying neutral conditions for α in the case of Sirta. This was due to the 
fact that two separate ranges of neutral values exist depending on the season. This was taken to be a 
consequence of increased foliage during the summer months in the mixed forest. Thus, 
measurements recorded from June to August were discarded as data available during these months 
was relatively sparse. This problem was not found in the other cases, a fact likely due to less 
pronounced seasonal foliage variations. 
A scatter plot of values for α versus k/U�2 was then produced. An example of such a plot is given for 
the Norunda case in Figure 74. 
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Figure 74. Scatter plot of k/𝐔�𝟐 against α for the Norunda case. 
By including bars to indicate the neutral ranges of α and k/U�2, as given in Table 14, nine segments 
are created within this scatter plot. We can now say, with a reasonable degree of certainty, that 
events located in the segments on the main diagonal are indicative of stable, neutral and unstable 
stratification. These are identified in Figure 75 where stable events are shown in blue, neutral in green 
and unstable in red. This colour convention will be used throughout this chapter. 
Figure 75. Scatter plot of k/𝐔�𝟐 against α for the Norunda case 
indicating the stable, neutral and unstable events.. 
It is taken that the three coloured segments represent stability events of interest for the purposes of 
resource assessment. The classification of points in the other segments is less certain and so they 
are disregarded for the purposes of assessing the seven considered stability metrics. For the five 
cases investigated, on average 60% of points were retained following this stage. 
The next step was to indentify which stability metric was best able to differentiate between the stable, 
neutral and unstable categories as identified using the method above. The scatter plots in Figure 76 
show the level of this differentiation achieved for the Norunda case using two of the stability metrics. 
Key:       - Unstable  - Neutral   - Stable 
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Figure 76. Scatter plots of 1/L and Rib2 against wind speed for the Norunda case. 
As can be seen from the scatter plots in Figure 76, differentiation of the stability classes is more 
successfully achieved using 1/L compared to Rib2 for the Norunda case. However, in order to 
compare all metrics for all cases in a non-subjective manner, it is necessary to devise a measure of 
the level of differentiation. This was achieved by writing a short program which identifies the line of 
best fit to segregate stable-neutral and neutral-unstable cases. The program incrementally adjusts the 
positions of these dividing lines until a position which minimises categorisation error is achieved.  
For example, in the Norunda case, these dividing lines were identified as 1/L = 0.00198 m-1 and          1/L = -0.00692 m-1. Thus, if a blue stable event’s value of 1/L is greater than 0.00198 m-1 it is 
correctly categorised and is counted as a “hit”. Using this method, 89% of events were correctly 
categorised for the Norunda site using the 1/L metric. The corresponding figure for Rib2 was 70%. 
This indicates that the use of 1/L is more successful at identifying stability events of interest for this 
particular case. 
Results for all metrics and for all cases are presented in Table 15. Data points for wind speeds of         
< 3m/s have been excluded from this analysis as the ability to differentiate stability class is poor at 
such low wind speeds and they are not relevant for wind energy generation. 
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+ These results are calculated using converted virtual acoustic temperature measurements and are provided for comparison purposes only. 
BOLD TEXT indicates the best performing metric for each case. 
Table 15. Results of the analysis of the stability metrics ability to differentiate between stability events of consequence to the wind energy industry.  
1/L 𝛍 Ri Rib Rib2 S 𝟏/𝛔𝛗 
Norunda Hit % : 89 88 80 82 70 83 85 
Measured at: Stable if :       > 0.002 m
-1 3.54 0.038 0.006 0.185 0.00025 s-2 0.05 deg-1 
28-36.9m Unstable  if:  < -0.007 m-1 -14.63 -0.078 -0.008 -0.022 -0.00042 s-2 0.04 deg-1 
Wetzstein Hit % : 91 91 46+ 39+ 39+ 65 - 
Measured at: Stable if :       > 0.003  m
-1 7.04 1.47+ 0.28+ 0.0702+ 0.0004 s-2 - 
24-32m Unstable  if:  < -0.004 m-1 -9.65 2.07+ 0.135+ 0.0337+ -0.00033 s-2 - 
Sirta Hit % : 79 77 78 78 - 70 - 
Measured at: Stable if :       > -0.001 m
-1 2.27 0.023 0.0085 - 0.000019 s-2 - 
10-30m Unstable  if:  < -0.004 m-1 -10.08 -0.04 -0.0095 - -0.000017 s-2 - 
V-forest Hit % : - - 58 69 - 62 86 
Measured at: Stable if :       > - - 0.0709 0.0159 - 0.000272 s
-2 0.0927 deg-1 
40-80m Unstable  if:  < - - 0.0159 -0.012 - -0.00012 s-2 0.064 deg-1 
V-flat Hit % : - - 67 77 - 71 86 
Measured at: Stable if :       > - - 0.103 0.021 - 0.0035 s
-2 0.1108 deg-1 
40-80m Unstable  if:  < - - 0.181 -0.014 - -0.0002 s-2 0.0700 deg-1 
125 
Part III: Stability                                                                                                         Chapter 12. Measuring stability 
_________________________________________________________________________________ 
12.3 Discussion 
The ability of each metric to differentiate between stability events of interest is discussed below. 
12.3.1 Obukhov & Kazanski-Monin 
The Obukhov length was the best performing metric for each case in which it could be calculated. The 
threshold values for neutral events are relatively consistent for each case and are broadly in line with 
the expected values quoted in the literature discussed in Part I. 
The superior performance of this metric may be due in part to the fact all measurements are 
performed by a single instrument, i.e. a sonic anemometer, which has a high level of accuracy. This 
eliminates the inherent potential error in the other metrics which rely on multiple measurement 
technologies to produce synchronous results.  
The Kazanski-Monin parameter performs comparably which would suggest that the Coriolis Effect is 
not a factor over the range of heights considered. 
The Rib outperforms or provides similar results to Ri for each case. This is with the exception of the 
Wetzstein case where, as discussed in Section 12.1.1, the accuracy of results is diminished by a lack 
of reliable temperature data due to the use of sonic anemometry to measure the virtual acoustic 
temperature. 
The performance of the Rib for the Norunda and Vaudeville sites is particularly interesting as it is 
devised as a crude approximation of Ri. This may be due to sensitivity of the Ri to the (dU�)2 term in 
the denominator which produces unreliable results at low wind speeds or for low wind shear. As 
mentioned above, there is also inherent error in relying on up to four instruments to provide high 
quality synchronous data. 
Furthermore, it may be difficult to establish a sensible gradient of mean wind speed or indeed 
temperature in complex sites with turbulent flow. Comparing values for Ri and Rib in V-flat against   
V-forest would suggest that the metrics are more applicable in simpler terrain where the flow is less 
turbulent and meaningful averages of U and θ are more likely to exist. 
The results for Wetzstein highlight the need for accurate temperature measurements. It appears that 
the conversion of virtual acoustic temperature, measured using the sonic anemometers, to actual 
potential temperature values does not provide data of a sufficient quality. This conversion depends on 
ambient humidity and pressure levels which introduces dependence on more instrumentation and 
hence increased potential error. It appears that the use of the virtual acoustic temperature has not 
adversely affected calculation of the Obukhov length. This is likely due to the fact that the calculation 
of this metric requires parameterisation of the fluctuations observed in temperature measurements 
rather than absolute values.   
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Results achieved using Rib2 are poor which is disappointing as, in [Burns et al., 2011], this metric 
proved successful at identifying stability effects within five forest canopies in complex terrain. This 
disparity is likely due to the fact that the cited research is in the area of CO2 fluxes and so is focused 
on flow parameters and effects of stability are not be directly relevant to the wind energy industry.  
12.3.3 Environmental Stability Parameter 
This parameter produces results comparable to Ri and Rib. The quality of results is again reduced in 
more complex sites as can be seen from comparing results from the two Vaudeville cases and the flat 
Norunda against the hilly Wetzstein. This may be due to the lack of meaningful average values of θ in 
more complex terrain, or the increased importance of shearing effects in such sites which this metric 
ignores. 
It is also important to note that, depending on the stratification above the surface layer, the local 
potential temperature gradient may be insufficient to determine prevailing stability. This would require 
measurements of temperature at greater heights than are commonly achievable using a standard 
meteorological mast. This is explained by the series of graphs on p. 170 of Stull (1988) to which the 
reader is referred.  
12.3.4 Standard deviation of direction 
This metric performs surprisingly well given the fact that it is by far the easiest to measure and relies 
on the reliable and well established technology of the wind vane.  However, it is clear that threshold 
values of  1/σφ will be insufficient for the purposes of resource assessment as they are site, height 
and direction sector dependant. Also, such data provide little information as to the structure of the 
boundary layer for the purposes of simulation. 
This metric may perhaps be best used alongside more comprehensive measurements, such as sonic 
anemometry, so that 1/σφ values can be correlated to stability categories. This data could then be 
used in the event of failure or redeployment of the other instrumentation  
12.4 Implications 
In order to gain an appreciation of the likely effect of stability on wind generation the most effective 
metric for each case was applied to the complete data sets. Wind speeds were scaled up to a realistic 
hub height of 100 m using the calculated α and the standard power law formula given in Part I. 
Although this equation relies on a number of assumptions and may not be reliable in such complex 
sites, the derived values are more indicative of wind energy potential than those measured a few 
metres above the canopy. 
Data were binned into wind speeds and segmented by percentage occurrence of stability class as 
shown in the following four figures. A graph showing the number of data points in each wind speed 
bin is overlaid for information. The colour convention for stability introduced in Figure 75 is used for all 
graphs. 
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Figure 77. Occurrence of stability events for various wind speeds at the Norunda case. 
This graph was produced using threshold values of 1/L given in Table 15. 
Figure 78. Occurrence of stability events for various wind speeds at the Wetzstein case. 
This graph was produced using threshold values of 1/L given in Table 15. 
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Figure 79. Occurrence of stability events for various wind speeds at the Sirta case. 
This graph was produced using threshold values of 1/L given in Table 15. 
Figure 80. Occurrence of stability events for various wind speeds at the V-forest case. 
This graph was produced using threshold values of 1/𝝈𝝋 given in Table 15. 
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Figure 81. Occurrence of stability events for various wind speeds at the V-flat case. 
This graph was produced using threshold values of 1/𝝈𝝋 given in Table 15. 
On inspection of the above four figures it is clear that non-neutral stability events are common in the 
considered sites, especially for wind speeds below 10 m/s. It has been suggested by various authors 
that stable stratifications are the most prevalent non-neutral state in forested terrain [Burns et al., 
2011, Feigenwinter et al., 2008 and Medici et al., 2014]. This assertion is supported by the results 
presented above for the Vaudeville and Norunda sites whilst the trend is less clear for Wetzstein and 
Sirta.  
It is also interesting to note that, with the exception of Norunda, the fraction of stable events has a 
peak at 5-9 m/s dispending on the site. This is counter to expectations that the occurance of such 
events would monotonically decrease with increasing wind speed, as is broadly the case for the 
unstable events. A specific reason for this trend was not identified, however, it highlights the need for 
special consideration of stability effects where forestry is concerned. This is notwithstanding the 
Norunda dataset where it appears that the occurrence of stable events continues to increase for  wind 
speeds of up to 10 m/s. This is one of the many strange atmospheric behaviours observed at 
Norunda which suggests that this site is far from typical. [Feigenwinter et al., 2008]  
Comparing Figure 80 and Figure 81 we see that there is only marginal difference in the occurrence of 
non-neutral events between V-flat and V-forest which may indicate that the presence of forestry has 
little effect on stability. However it is important to note that, although the V-flat direction sectors 
contain considerably less forestry, the entire site is characterised by the presence of this feature. 
Also, flow in this direction sector will be perturbed by the operational wind turbines mentioned 
previously. Unfortunately, unobstructed direction sectors were not available for comparison at the 
other sites. 
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It is important to understand how these non-neutral events affect the wind resource. In [Garratt, 1990] 
it was noted that the effects of stability are specifically influential in the development of internal 
boundary layers in areas of abrupt roughness, temperature and moisture changes. This would 
indicate that stability effects will be particularly important when modelling the transition from forested 
to grassland or other less complicated terrain. In the following chapter we will examine how these 
effects can be included in CFD flow simulations. 
It is also desirable to quantify the effect that these non-neutral events have on the actual performance 
of wind turbines due to the altered wind shear and turbulence levels which they introduce. This matter 
was given some attention in Wharton & Lundquist (2012a) where the authors demonstrated a clear 
correlation between atmospheric stability and ability of wind turbines to capture energy. It was 
recommended that these effects should be included in power curves in order to provide forecasters 
with the necessary tools to increase the accuracy of energy production predictions. 
Unfortunately, wind turbine manufactures typically only supply idealised wind turbine power curves 
produced for wind shear in the region of 0.2 and Turbulence Intensity dictated by the turbine class. A 
sample of such a power curve for a Vestas V90 is given in Figure 82. 
Figure 82. Power curve for a Vestas V90. 
[Adapted from: www.vestas.com] 
Whist power curves such as those presented in Figure 82 are useful when considering neutral flows, 
if we are to account for the effects of stability it is necessary to have access to a family of curves for a 
variety of wind shears and turbulence intensities. Currently such a level of detail is not readily 
available from wind turbine manufacturers. 
There are methods that can be used to approximate the effect of wind shear on wind turbine power 
generation, e.g. the equivalent wind speed for AEP method [Wagner et al., 2011] and the cosine loss 
model for inflow angle [Pedersen, 2002]. However, the quality of the results achieved using these 
methods are highly technology dependant as some turbines are now being designed with the ability to 
adjust their operation to mitigate losses due to such effects [Blodau, 2012]. 
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In order to gain an appreciation of the likely effect on wind turbine performance due to the effects of 
stability it is necessary to examine empirical datasets. Results from such a dataset were presented in 
[Brower, 2012] where the author analysed data relating to 24 separate wind farms in various locations 
in North America with an average size of 82 MW. Data were collected for an average of 4 years from 
each wind farm and examined in terms of normalised percentage production (NPP) as defined in 
Eq. 75. 
NPP =  Actual production
Production prediced by power curve  × 100  
Eq. 75 
Figure 83 and Figure 84 show the average effect of varying Turbulence Intensity and wind shear for 
an average turbine in the 24 sites. These turbines are of various sizes and were manufactured by 
eight leading wind turbine producers. 
Figure 83. Effect of Turbulence Intensity on normalised power 
production. The indicated wind speeds are at turbine hub height.  
Adapted from [Brower, 2012] 
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Figure 84. Effect of shear exponent on normalised power 
production. The indicated wind speeds are at turbine hub height.  
Adapted from [Brower, 2012] 
The curves presented in Figure 83 and Figure 84 clearly show that varying levels of Turbulence 
Intensity and wind shear have a significant effect on the energy generation of wind turbines. However, 
the net effect is far from clear cut and appears to be heavily influenced by the average hub height 
wind speed.  
The empirical study from which these curves have been produced was limited in a number of ways. 
For instance, the author had difficulty isolating the effects of wind shear from Turbulence Intensity as 
the two phenomena are closely linked. Also, as the data are averaged across all turbines in the 
various sites, there is no way of discerning to what degree the reduction in power production is due to 
wake effects rather than altered wind shear or Turbulence Intensity. Wind turbine wakes are known to 
behave very differently under various atmospheric stratifications [Argyle, 2014] and these effects will 
need to be considered in isolation. 
However, in the absence of accurate power curves produced in controlled environments, these curves 
provide a valuable insight into the effects of stability on the energy capture potential of wind turbines.  
12.5 Conclusion of Measuring Stability Chapter 
It is clear that the Obukhov Length, 1/L, as calculated by a fast response sonic anemometer, 
provides the most consistent results in identifying non-neutral stability events in the highly complex 
sites considered.  
There is a significant level of differentiation that can be achieved between stable, neutral and unstable 
events by simply analysing data that are measured as standard at potential wind farm sites, such as α 
and k or TI. An analysis of such data was used in [Wharton & Lundquist, 2012b] to identify stability 
events in moderately complex terrain and it would appear from the presented analysis that a similar 
approach is also applicable in these highly forested complex sites. 
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Although simple metrics do provide information on the effects of stability events they do not provide 
any information on the cause. If we are to successfully model non-neutral events in complex terrain 
we may require additional data on thermal stratification, vertical heat flux and values for quantities 
such as U∗ in the surface layer in order to select appropriate boundary conditions and accurately 
describe buoyancy forces in computational simulations. Given the performance of the Obukhov length 
it would appear that these data are best collected with the deployment of sonic anemometry. 
The presented analysis has also shown that stability effects are prevalent in the considered forested 
sites for wind speeds of less than 10 m/s. It has been suggested by various authors that buoyancy 
effects can have a significant impact on how the wind interacts with forest canopies [Brunet & Irvine, 
2000 and Morse et al., 2002]. Thus, in the following chapter we will attempt to use CFD to accurately 
model the combined effects of atmospheric stability and canopy drag on the wind resource.  
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13. Tunnel validation
Following on from the conclusions in Chapter 12, we will now attempt to include the joint effects of 
atmospheric stability and canopy drag in our flow model. This type of CFD modelling is complicated 
by the fact that two sets of source and sink terms must be included in the RANS equations. A unified 
modelling approach using a single set of source and sink terms was suggested in  [Sogachev et al., 
2012], however as this method  has not been numerically verified in ANSYS CFX, we will use the 
terms outlined in Part I.    
13.1 Methodology 
Due to the complexity of the considered flow, it is desirable to use validation data that provide a fine 
spatial and temporal resolution for both wind speed and temperature measurements. As such data 
were not readily available from field experimentation, it was necessary to first validate our CFD model 
against wind tunnel experiments.  
For this chapter, simulations have been conducted using validation data from the EnFlo stratifiable 
wind tunnel located in the University of Surrey, as described in Part I. Experiments have been 
conducted in this facility using the exact forest configuration used for the Orléans experiments 
described in Part II.  
13.1.1 Experimental configuration 
Initial experiments were conducted in which the tunnel was operated in neutral configuration in order 
to provide reference data. Additional experiments were then conducted in which a surface and free 
stream stratification were introduced to develop a stable boundary layer. Whilst it is now possible to 
conduct unstable experiments in the EnFlo facility [Hancock et al., 2013], this option was not available 
at the time of experimentation. 
The forest configuration used in Orléans was replicated for this series of experiments. Measurements 
were performed for a total of 333 points using the Laser Doppler Anemometer (LDA) and cold wire 
thermometer. Of these, 253 were taken in a series of profiles of 23 measurements between 20 mm 
and 600 mm above the surface of the tunnel and staggered vertically with a logarithmic distribution to 
concentrate measurements in the lowest 150 mm. One of these profiles was taken 200 mm upstream 
of the forest in order to characterise the boundary layer. The other ten profiles were positioned at hc – 5 hc, 10 hc, 15 hc, 20 hc, 30 hc and 40 hc downstream of the forest along the centreline. In this 
case, hc is taken to be 80 mm which is approximately equal to the average canopy height. 
The remaining measurements were taken along two lines as shown in Figure 85. 
The first line was located at a height of 120 mm above the wind tunnel floor across the top of the 
forest along the centreline parallel to the x-axis. A total of 40 measurements were taken at equal 
intervals covering the entire length of the forest. 
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The second line of measurements was positioned 2 hc behind the forest at a height of 100 mm and 
contained a total of 40 measurements running parallel to the forest edge and the y-axis. This line of 
measurements again covered the entire length of the forest. 
 (a) Elevation                        (b) Plan 
Figure 85. Schematic view showing the position of the additional measurement lines. 
The U-arrow indicates the stream wise wind direction. 
Information on the specifics of the neutral and stable experiments is given in the following sections. 
13.1.1.1 Neutral configuration 
Metal angles were placed in an ordered pattern on the tunnel floor in order to replicate the roughness 
that would be expected in a rural area at a scale of 1:300. The resulting boundary layer had a free 
stream velocity U∞ = 2.5 m/s with zo = 0.001 m and U∗ = 0.1355 m/s. These values of zo and U∗ were 
estimated by fitting a logarithmic profile to the experimental velocity data. 
The LDA system is capable of taking measurements for two of the three velocity components. In this 
case, measurements were made for the streamwise, U, and vertical, W, components. In order to 
provide data analogous to the CFD outputs it is necessary to estimate the magnitude of the 
longitudinal, V, component. This was achieved by analysis of the Orléans data set where 
measurements for the three components were available. Through analysis of these data the following 
relationships were established: V(z) ≈  W(z) 
Eq. 76 v′(z) ≈ 0.3675 × [u′(z) +  w′(z)] 
Eq. 77 
These relationships were used to produce three dimensional velocity and Turbulent Kinetic Energy 
measurements for each of the 333 measurement points. 
13.1.1.2 Stable configuration 
For this experiment, the same roughness elements were used in the same configuration as for the 
neutral experiment described in Section 13.1.1.1. The free stream velocity was reduced to U∞ = 1.5 m/s and a thermal stratification was introduced as shown in Figure 86. 
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Figure 86. Temperature profile used in the EnFlo 
wind tunnel for the stable experiments. 
For heights of less than 0.3 m the experimental velocity profile can be described by a stability 
dependent version of the log law as shown in Eq. 78 which was obtained by adjusting the previously 
introduced stable form of the log law, Eq. 24, to fit the observed data. As can be seen this required a 
reduction of the coefficient of the  
z
L
  term.
U(z) =  U∗k . �ln � zz0� + 4 �zL�� 
Eq. 78 
Where, zo = 0.001 m as per the neutral experiment and L = 1.94 m. This equation is slightly different 
to the form suggest by [Kaimal & Finnigan, 1994] as outlined in Part I, however it was found to provide 
a good fit to the observed wind characteristics. 
For heights of above 0.3 m the velocity profile is described by the power law where  Uref = 1.4 m/s at zref = 0.5 m. It was again necessary to estimate the magnitude of the longitudinal - V velocity 
component. Although the relative magnitudes of the three velocity components may be different when 
the effects of stability are involved, in the absence of a more satisfactory solution, the relationships 
described by Eq. 77 and Eq. 78 were used.
13.1.2 CFD configuration 
The domain size and mesh resolution used for these simulations was the same as that used for the 
forest simulations outlined in Part II. Given the results of the analysis presented in Part II, the SST 
turbulence closure was used, the geometry of the forest was represented as a porous block and the 
LAD was averaged in x, y but allowed to vary in z. This corresponds with morphology Level B2 as 
described in Part II.  
The boundary conditions required for the neutral and stable simulations are described in the following 
two sections. 
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13.1.2.1 Neutral 
The velocity profile is described using the log law with zo = 0.001 m and U∗ = 0.1355 m/s. The 
Turbulent Kinetic Energy and its dissipation rate were described using the standard Richard's and 
Hoxey equations. It was found that a value of Cµ = 0.07 gave a better fit to observed turbulence 
measurements in the tunnel particularly for heights of less than 0.2 m. These conditions were applied 
at the boundaries. The profiles in Figure 87 have been extracted from the CFD at distance of 200 mm 
upstream of the forest in order to coincide with the boundary layer characterisation measurements 
from the wind tunnel.  
R: 0.979 R: 0.708 
(a) (b) 
Figure 87. Velocity (a) and Turbulent Kinetic Energy (b) profiles in the CFD compared to the  
Wind Tunnel for the neutral simulation. The average canopy height in this experiment is c. 80mm 
The CFD velocity profile provides a reasonable fit to the observations in the wind tunnel with some 
divergence above 0.5 m. The Turbulent Kinetic Energy profile in the CFD is significantly different to 
the observed values particularly above 0.3 m. Various attempts were made to eliminate this by using 
alternative TKE inlet profiles, however, this resulted in undesirable problems with horizontal 
heterogeneity within the domain. Although not ideal, the presented formulation was found to provide 
the most acceptable solution in terms of matching observations and limiting development of the 
boundary layer within the CFD domain. 
13.1.2.2 Stable 
The velocity profile was described using the stable version of the log law below 0.3 m and the power 
law above this height. The Turbulent Kinetic Energy profile was described by [Zilitinkevick et al., 
1999]: 
k(z) =  U∗2
�Cµ . �1 − zL�1.68
Eq. 79 
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In this case the standard value of Cµ = 0.09 was used [Richards & Hoxy, 1993]. The rate of Turbulent 
Eddy Dissipation was described by [Zilitinkevick et al., 1999]: 
ε(z) =  U∗3
κ + z  × 1.03 × exp �−2.8 �zL�2� × EdCorr 
Eq. 80 
Where, 
EdCorr = 1 +  �0.015z �0.9 × �ln zz0� 
Eq. 81 
The resulting profiles for velocity and Turbulent Kinetic Energy are given in Figure 88 where they are 
compared to measurements up stream of the forest in the wind tunnel. As can be seen there is strong 
agreement for the velocity profile whilst the Turbulent Kinetic Energy profile used in the CFD is less 
representative of the observed values in the wind tunnel. 
R:0.9985 R:0.6972 
(a) (b) 
Figure 88. Velocity (a) and Turbulent Kinetic Energy (b) profiles in the CFD compared to the Wind Tunnel 
for the stable simulations. 
The pressure, P, at the domain outlet was set as: 
P(z) =  ρ × 9.81
θ(z) ×  12 [θ(z) − θ(0)]  × z 
Eq. 82 
Where,  θ  is the potential temperature in degrees Kelvin. This is taken as being equal to the 
temperature profile as shown in Figure 86 which is also used for temperature boundary conditions in 
the CFD. A heat flux of -80 W/m2 was applied to the floor surface in order to mimic the actual 
conditions in the wind tunnel. The Coriolis force was neglected for these simulations as the effect will 
be negligible over the 1.5 metre height of the tunnel. 
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13.2 Results 
The results for the simulation of velocity and Turbulent Kinetic Energy in the wake of the model forest 
for the neutral and stable simulations are provided in the following Sections: 
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13.2.1 Velocity 
13.2.1.1Profiles 
In order to provide a direct comparison between the neutral and stable datasets, velocities have been normalised to the free stream values for each of the ten 
profiles in the wake of the forest. These are 2.5 m/s and 15. m/s for the neutral and stable data respectively. In each graph the normalised velocity is 
displayed on the x-axis whilst the height in metres is given on the y-axis. The Pearson Correlation Coefficient, R, is included for each profile. 
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Figure 89. Comparison of CFD and wind tunnel velocity profiles for the neutral and stable stratifications for hc to 5 hc. Details of axes labels are given in the preceding text. 
141 
10 hc 15 hc 20 hc 30 hc 40 hc 
N
eu
tr
al
 
R:0.9854 R:0.9761 R:0.9765 R:0.9809 R:0.9854 
St
ab
le
 
R:0.9989 R:0.9986 R:0.9982 R:0.9892 R:0.9768 
Figure 90. Comparison of CFD and wind tunnel velocity profiles for the neutral and stable stratifications for 10 hc to 40 hc. Details of axes labels are given in the preceding text. 
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13.2.1.2 Line 1 & Line 2 
Velocity values for Line 1 and Line 2, as described in Section 13.1.1, are provided in Figure 91. Velocity values have been normalised to the free stream 
values, i.e. 2.5 m/s and 15. m/s for the neutral and stable data respectively. 
Line1 Line 2 
N
eu
tr
al
 
R:0.9762 R:0.9277 
St
ab
le
 
R:0.9685 R:0.922 
Figure 91. Comparison of CFD and wind tunnel velocity values for the neutral and stable stratifications for Line 1 and Line 
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13.2.2 Turbulence 
13.2.2.1 Profiles 
In order to provide a direct comparison between the neutral and stable datasets, Turbulent Kinetic Energy values have been normalised to the square of the 
free stream velocity values for each of the ten profiles in the wake of the forest. In each graph the normalised Turbulent Kinetic Energy is displayed on the x-
axis whilst the height in metres is given on the y-axis.  
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Figure 92. Comparison of CFD and wind tunnel Turbulent Kinetic Energy profiles for the neutral and stable stratifications for hc to 5 hc. 
Details of axes labels are given in the preceding text. 
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Figure 93. Comparison of CFD and wind tunnel Turbulent Kinetic Energy profiles for the neutral and stable stratifications for 10 hc to 40 hc. 
Details of axes labels are given in the preceding text. 
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13.2.2.2 Line 1 and Line 2 
Turbulent Kinetic Energy values are given for Line 1 and Line 2, as described in Section 13.1.1, are provided in Figure 94. Turbulent Kinetic Energy values 
have been normalised to the square of the free stream velocity values. These are 2.5 m/s and 15. m/s for the neutral and stable data respectively. 
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Figure 94. Comparison of CFD and wind tunnel Turbulent Kinetic Energy values for the neutral and stable stratifications for Line 1 and Line 2.
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13.3 Discussion 
13.3.1 Velocity 
13.3.1.1 Wind tunnel experiments 
The effects of stability are very much in evidence in the wind tunnel velocity data shown in Figure 89 
and Figure 90. The boundary layer is characterised by an increased wind shear which is well 
described by the stable form of the log law as outlined in Section 13.1.2.2. The flow within the tunnel 
was thermally stratified at the inlet and also as it flowed over the cooled tunnel walls and floor for 
approx 15 m before being characterised using LDA upstream of the forest. The resultant thermal 
stratification has very clearly had an impact on the wind characteristics, which are in line with 
atmospheric theory, and so the experiments can be viewed as a success from that point of view.  
Examining the wind tunnel velocity data at 30 hc in Figure 89  we see that in the neutral experiment 
the flow has returned to an approximately logarithmic profile. However, in the stable wind tunnel 
dataset also shown in Figure 90, the effect of the forestry is still apparent with a slight inflection at a 
height approximately equal to the mean canopy height. This again shows that the experimental 
velocity data is in line with theory under stable conditions which suggests that wake effects will persist 
for greater distances in the lee of the obstruction which caused them. 
Examining the wind tunnel velocity data at hc , we see further evidence of the effects of stability with 
the magnitude of the sub-canopy jet being slightly more pronounced in the stable data, Figure 89 . 
Field measurement campaigns of canopy flows have suggested that this canopy flow feature is more 
prevalent under stable atmospheric stratifications [Su et al., 2008]. Also, as the sub-canopy jet is a 
wake feature, we would expect that it would persist for a greater distance downstream in an 
environment where vertical fluxes are inhibited. This assumption is borne out in examination of the 
experimental data.  
The measurements taken within the tunnel for Line 1, across the top of the canopy in Figure 91, 
suggest that the flow adheres to the canopy adjustment length as calculated in Part II. In both the 
neutral and stable datasets these is a slight initial velocity increase followed by a more significant 
decrease at 400-500 mm. 
13.3.1.2 CFD simulations 
The effects of the imposed stability are also very much apparent in the CFD velocity data in Figure 89 
and Figure 90. The recovery of the logarithmic profile is considerably slower in  the stable simulation 
with the effect of the canopy still very much apparent at 40 hc in Figure 90 . In addition the sub-canopy 
jet is still visible at  2 hc for the stable simulation whilst it has been eradicated at this stage in the 
neutral data. There is also a considerably more pronounced increase and subsequent decrease in the 
velocity measurements for Line 1 in the stable simulation, Figure 91. As discussed in Section 13.3.1.1 
this may be an effect attributable to thermal stability. 
147 
Part III: Stability                                                                                                            Chapter 13. Tunnel validation 
_________________________________________________________________________________ 
In terms of validation quality, there is very good agreement between the neutral CFD simulation and 
the corresponding wind tunnel experiment in respect of velocity data for all considered profiles in the 
wake of the model forest. The agreement is particularly strong above 0.1 m , the approximate canopy 
height, as can be seen in Figure 89 and Figure 90. Also, both the numerical and physical model show 
recovery of the wind speed to a logarithmic profile at between 20 - 30 hc. There is also very strong 
agreement for Line 1 and Line 2 as shown in Figure 91. These findings confirm the analysis of neutral 
canopy flow simulations presented in Part II and provide a suitable bench mark for comparison with 
the stratified datasets. 
Examining the quality of the stably stratified CFD simulation in Figure 89 and Figure 90, we see that 
there is generally good agreement in the characteristics of the velocity profiles. Both the physical and 
numerical models capture the detail of the sub canopy jet and show an inflection in the profiles at 
approximately 0.2 m. However, there is considerable divergence below this height which becomes 
exaggerated above 15 hc until the agreement for the entire profile degrades significantly by 40 hc as 
shown in  Figure 90. 
Generally it appears that the CFD is overestimating the effects of thermal stratification in terms of how 
long it takes the wind field to recover following the obstruction. This trend is highlighted by 
examination of the Pearson's Correlation Coefficients for subsequent profiles in Figure 89 and   
Figure 90 which are summarised in Figure 95.  
 
The high Correlation Coefficient values for the stable simulations shows that the overall 
characteristics of the velocity profile, though not necessarily the absolute values, are accurately 
modelled up until approximately 20 hc where there is a rapid decline in qulity. On the other hand, the 
neutral simulations quality experiences a sudden drop at 10 - 20 hc but ultimately recovers as the flow 
returns to a logarithmic profile. A similar recovery is not experienced for the stable CFD simulation 
where the effects of stability cause a divergence from the observed velocity values.  
Figure 95. Parson's Correlation Coefficient values comparing CFD and wind tunnel velocity profiles 
at various distances downstream of the forest for the neutral and stable cases. 
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This overestimation of the effects of stability is also clearly shown for data relating to  Line 1 & Line 2 
in Figure 91. In Line 1, we observe a much more rapid increase and subsequent decrease in the 
velocity for the stable CFD simulation. This feature may be attributable to the effects of stability due to 
a limited cascade of energy from the free stream creating a greater sensitivity of the flow to the 
underlying roughness, however, such a phenomenon is not observed in the corresponding 
experimental data. In the data for Line 2 we see an increased divergence from observed velocity 
values in the stable simulations directly in the lee of obstruction which may again suggest an 
overestimation of the effects of stability. 
13.3.2 Turbulence 
13.3.2.1 Wind tunnel experiments 
There is a stark contrast between the magnitude of the free stream normalised Turbulent Kinetic 
Energy values for the stable and neutral experiments in Figure 92 and Figure 93. As the placement 
and height of the roughness elements within the tunnel are identical for both configurations, the 
reduced k values in the stable experiment must be due to the inhibition of turbulent fluxes imposed by 
the stratification. This effect can also be observed at, for instance, 4 hc in Figure 92 where the peak 
for the normalised k values in the neutral experiment are approximately 0.02 as compared to 0.015 
for the stable case.  
Another interesting difference between the stable and neutral experimental data can be observed for 
profiles between 10  and 30 hc downstream in Figure 93. In the neutral data the peak in k caused by 
the presence of the forest gradually moves from 0.1 m to 0.3 m much as was observed for the 
Orléans dataset in Part II. However, in the stable experiments the peak in k remains at 100 - 150 mm 
for each of the profiles. Such an effect may be expected under stable stratification where buoyancy 
forces and reduced ambient Turbulent Kinetic Energy values would limit vertical propagation of wake 
effects. 
Aside from these obvious differences, evidence for the existence of the wake persists in the k profiles 
for both the neutral and stable experiments up to 40 hc. These values are in line with the extent of the 
turbulent wake simulated for the Orléans experiments in Part II. In addition, examination of the values 
measured across Line 1, shown in Figure 94, again show a similar trend for both the stable and 
neutral experiments, with a steep ramp in measured values at approximately 450 mm from the 
canopy edge which them reaches an equilibrium for the remainder of the obstruction. Again these 
measurements are in line with expectations following calculation of a canopy adjustment length of 
479 mm in Part II.    
13.3.2.2 CFD simulations 
The inlet Turbulent Kinetic Energy profile in the neutral simulations does not decrease with height as 
was observed in the tunnel. This is due to the fact that we used the standard Richards and Hoxey 
equations to determine the profile in order to be consistent with the approach used for the Orléans 
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simulations in Part II. This reduction in k with height is achieved in the stable CFD simulations using 
the stability dependant version of the Richards and Hoxey equations, as outlined in 13.1.2.2. Good 
agreement between the stable atmospheric theory and observations in the tunnel ensure that ambient 
turbulence levels are accurately reproduced. 
Stability effects are again apparent in the CFD profiles presented in Figure 92 and Figure 93 with a 
reduced turbulence peak at 100 mm for the stable simulations. If we again examine values at 4 hc in 
Figure 92 we see that the peak normalised turbulence level in the neutral simulation is 0.017 
compared to 0.015 in the stable. This effect is also observed in the wind tunnel data, however, the 
magnitude is greater. 
In terms of validation quality, the overall trend in the magnitude of Turbulent Kinetic Energy is well 
captured for both the stable and neutral simulations, with a slight deviation for the stable data below 
100 mm, as shown in the series of graphs in Figure 92. In Figure 93, we see a significant disparity for 
the height of the peak  k  value in the neutral simulation with a gradual divergence from the observed 
height between 10 and 30 hc. A similar disparity is observed in the stable data set where the CFD 
predicts a gradual increase in the height of the peak k value between 10 and 30 hc which is not seen 
in the experimental data. Thus, it is clear that the effect of stability on the growth of the turbulent wake 
is not well captured in the stratified CFD simulation. Also, there is again evidence of the over 
estimation of the effects of the stable stratification in the CFD with the perturbation to the k profile still 
apparent at 40 hc in Figure 93. 
These limitations aside, the agreement of  the simulated and experimental values of Turbulent Kinetic 
Energy in the wake of the forest is high for both the neutral and stable profiles for up to 20 hc in the 
lee of the obstruction with a similar reduction in quality for both cases thereafter. This trend is 
evidenced by the Pearson Correlation Coefficient values for each profile which is presented in Figure 
96. 
Examining the data for Line 1 and Line 2 in Figure 94 we see that the stable simulation significantly 
outperforms the neutral in respect of capturing the magnitude of the Turbulent Kinetic Energy. The 
Figure 96. . Parson's Correlation Coefficient values comparing CFD and wind tunnel TKE profiles at 
various distances downstream of the forest for the neutral and stable cases. 
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results for Line 1 show that the stable simulation is more successful in capturing the rapid increase in 
values at approximately 450 mm from the canopy edge. Similarly, the results for Line 2 show a much 
greater correlation with observations. It is quite likely that this is simply a result of the better match in 
the k inlet profile achieved using the stable form from of the atmospheric theory equations. 
13.4 Conclusion of Tunnel Validation Chapter 
There is significant variation in the level of agreement  between the CFD validation simulations and 
the experimental data for the neutral and stable canopy flows, presented in Section 13.2. However, 
both the CFD and the experimental data show very definitely that atmospheric stability, in this case 
stable stratification, has a significant effect on the wind characteristics and also the development and 
extent of the forest wake. As the analysis in Chapter 12 showed that such atmospheric conditions are 
common in forested areas, it is thus important to consider these effects in our resource assessments. 
What is less clear from the presented analysis is whether changes to the extent and shape of the 
wake in the stable CFD simulation are simply due to the altered wind speed and turbulence profiles 
prescribed at the boundaries or if they are due to the additional buoyancy physics included in the 
calculations. In order to investigate this point, an additional simulation was conducted using the stable 
boundary conditions outlined in Section 13.1.2.2 but removing the surface heat flux and the thermal 
stratification within the domain.  An abridged version of the results is shown in Figure 97. 
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Figure 97. Abridged CFD results using the stable boundary conditions outlined in Section 13.1.2.2 with thermal 
stratification and surface heat flux included and excluded. In each graph the height in metres is shown on the vertical 
axis whilst the normalised velocity or normalised TKE are shown on the horizontal.  
As can be seen in Figure 97, the CFD simulation in which buoyancy effects are not included matches 
the CFD simulation in which these additional physics are included very well for both normalised 
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velocity and turbulence profiles at hc. However, as we move downstream of the obstruction the 
buoyancy forces come into play and the simulation in which they are included shows a slower 
recovery of the velocity a logarithmic profile along with reduced normalised Turbulent Kinetic Energy 
values. This would indicate the CFD is replicating the effects of stability in the simulation in which 
stratification and surface heat flux are included, however, the magnitude of these effects is clearly 
overestimated.  
It may be possible to reduce this overestimation by altering the thermal stratification within the CFD 
domain, or tuning the various modelling constants, to identify a configuration in which  the velocity and 
turbulence levels simulated are in agreement with the wind tunnel data. However, this would be a time 
consuming and ultimately pointless exercise as the findings will only be relevant to this very particular 
flow situation.  
We will instead turn our attention to conducting simulations validated against real world canopy flow 
data, confident in the knowledge that we have the ability to include both forestry and buoyancy effects 
in the CFD model without incurring mathematical difficulties. 
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In Chapter 12, we showed that non-neutral atmospheric stabilities are common in forested terrain for 
wind speeds of less that 10m/s. In Chapter 13 we showed that these non-neutral events have a 
considerable impact on the wind characteristics and wake recovery of canopy flows. We also took 
important first steps towards including the combined effects of thermal stratification and canopy drag 
in our CFD model. 
In this chapter we will turn our attention to real world canopy flow data. As well as being more relevant 
to industrial resource assessment, the analysis in this chapter will also examine unstable events, data 
for which were not available from the EnFlo experiments. 
14.1 Methodology 
In all of the previous numerical simulations presented in this thesis we have used the commercially 
available software ANSYS CFX. As previously outlined, this is a versatile CFD solver, primarily used 
for modelling industrial flows, which requires various modifications in order to allow atmospheric 
boundary layer flows to be considered. The flexibility of this software has been invaluable when 
validating against the various wind tunnel studies which have been the focus of this thesis thus far.  
Now that we are turning our attention to real world flow data, it is prudent to use the WindModeller 
package which was developed by ANSYS specifically for conducting flow simulations for the purpose 
of resource assessment. This package automates the generation of terrain detail using Shuttle Radar 
Topography Mission data (SRTM) [Werner, 2001], and generates a suitable mesh which adheres to 
user defined criteria.  
The mathematics used in WindModeller to set boundary conditions and to include the effects of 
forestry are identical to those that we have implemented within domains generated using CFX in 
previous chapters. A recent release of the WindModeller software has also allowed the effects of non-
neutral stability to be included in simulations using the method which we implemented in Chapter 13. 
Given that we have validated the underlying theory in previous chapters, we can now confidently use 
WindModeller to conduct the analysis for this chapter. 
Firstly, we will use the methodology outlined in Chapter 12 to identify sets of stable, neutral  and 
unstable events. We will then model the neutral events in WindModeller in order to identify the 
appropriate terrain, canopy, mesh and atmospheric configurations to successfully model flow over the 
considered site. We will then introduce the effects of atmospheric stability and attempt to replicate the 
non-neutral events observed in the dataset. 
In addition, access has been granted to a set of high resolution canopy fly-over data for the site of 
interest. This will allow us to investigate the findings in Part II of this thesis relating to the desirable 
level of canopy morphology detail to include in our simulations.  
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14.1.1 Validation data 
The data used for the analysis in this chapter is from the Vaudeville site which was previously 
introduced in Chapter 12. An IGN (Institut National de l’Information Géographique et Forestière) map 
of the area under consideration is given in Figure 98. 
Figure 98. IGN map of the Vaudeville region. The meteorological mast location (46° 26' 58''N , 05° 35' 02''E) is marked 
with by the red X circumscribed by a red circle. Turbine locations are indicated by a red inverted Y. In terms of scale, 
the distance from the meteorological mast to the closest turbine to the east is 400 m and the distance to the forest 
edge is approximately 150m [Texier et al., 2010]. 
The meteorological mast is 100m in height and is equipped with a variety of sensors as summarised 
in Table 16. 
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Height 
(m) 
Sensor 1 Sensor 2 Sensor 3 
80 
Temperature 
sensor 
(PT 100) 
3D Sonic 
anemometer 
(Metek USA-1) 
Cup Anemometer 
(Thies First class) 
70 Wind vane 
(Thies compact) 
- - 
60 
Temperature 
sensor 
(PT 100) 
3D Sonic 
anemometer 
(Metek USA-1) 
- 
40 
Temperature 
sensor 
(PT 100) 
3D Sonic 
anemometer 
(Metek USA-1) 
- 
10 
Temperature 
sensor 
(PT 100) 
3D Sonic 
anemometer 
(Metek USA-1) 
- 
3 
Temperature & 
Humidity 
(CS215) 
Pyranometer 
(CMP6) 
- 
1 Pluviometer - - 
-1 
Temperature 
sensor 
(PT 100) 
- - 
Table 16. Meteorological sensors present on the Vaudeville mast. 
Model numbers are given in parenthesis where available. 
Data from all the instrumentation listed in Table 16 are available in 10 minute averages for dates 
between 01/01/10 – 31/12/11. In order to isolate data with which to validate our CFD simulations, the 
steps described in Section 14.1.1.1 were taken. 
14.1.1.1 Wind speed data 
The first step was to identify which direction sector to consider for the analysis. In Chapter 12 we 
analysed directions from 240 - 260˚ when considering this site. However, over this range of 20˚ there 
is considerable variation in the distance from the meteorological mast to the forest edge. Such 
variation will have a significant impact on the wind characteristics which is likely to make validation 
difficult. Thus, we limited analysis for this chapter to between 250 - 260˚. This range can be seen in 
Figure 99. 
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Figure 99. Aerial photograph of the Vaudeville site showing the 250-260˚ direction sector.  
Distances to the forest edge are indicated by the red arrows. Picture credit: www.maps.google.com 
The effect of the forest canopy on the wind resource will vary seasonally and annually as the trees 
grow and develop. Such variations in the data will complicate the validation process, thus it was 
deemed necessary to focus analysis on data relating to a single season. The maximum possible 
number of observations were required for the selected season in order to provide sufficient data for 
validation. Also, as the analysis in Chapter 12 showed that unstable events are the least common in 
the Vaudeville site, a season was selected in which high irradiance levels were recorded in order that 
sufficient validation data would be available for all three stability classes. A summary of the available 
data is given in Figure 100. 
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Figure 100. A summary of the available data showing the number of observations and the maximum recorded 
irradiance level for each month. Month 1 relates to January 2010. The yellow  
shading identifies the months selected for  analysis. 
Months 7 and 8 were selected for analysis as highlighted by the yellow shading in Figure 100. These 
data relate to July and August 2010 and allow us to avoid complications due to varying canopy 
density whilst providing an adequate spread of irradiance values and number of observations for this 
analysis. 
The next step was to apply the methodology outlined in Chapter 12 to identify non-neutral events. As 
can be seen in Figure 92, the sensitivity of observed wind shear and Turbulence Intensity again 
becomes insensitive to solar irradiance levels at higher wind speeds. For the Vaudeville site the 
Turbulence Intensity was calculated at 80 m and the wind shear between 40 m and 80 m. 
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Figure 101. Observed wind shear and Turbulence Intensity at the Vaudeville site for the 250-260˚ direction sectors for 
July and August 2010. The red lines indicate the applied neutral threshold values. Wind speeds are measured at 80 m. 
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The neutral threshold values for the considered data are indicated as red lines in Figure 101. These 
are 0.14 - 0.23 for Turbulence Intensity and 0.29 - 0.53 for wind shear. These thresholds are then 
applied to the considered data set in order to identify the stable, neutral and unstable events as 
shown in Figure 102. 
Figure 102. Neutral thresholds are applied to the selected data.  Points in the sector with the green background are 
taken to be neutral, blue are stable and red unstable. Profiles for the oversized data points in each of these sectors are 
given in Figure 93. Only events with wind speeds of > 3m/s at 40 m are displayed in this Figure. 
As can be seen in Figure 102 there are a limited number of observations which display both wind 
shear and Turbulence Intensity values which would be indicative of unstable stratification for the given 
site. This is despite the fact that we selected an analysis period in which high levels of irradiance were 
observed and is one of the limitations of the Vaudeville dataset. Regardless of this, the effects of 
stability can clearly be observed as shown in the sample profiles presented in Figure 103. These 
sample profiles relate to the oversized data points in Figure 102. The time and date of each 
measurement are provided in Table 17. 
Stability class Time & date 
Stable 19:40 13/07/2010 
Neutral 23:40 17/08/2010 
Unstable 12:00 10/08/2010 
Table 17. Time and date at which each of the profiles in Figure 103 were recorded. 
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Figure 103. Sample profiles for the oversized data points in Figure 102.   
In order to give an appreciation of the relative importance of the various classes of stability at the 
Vaudeville site for the  255˚ direction sector, the stability dependant probability distribution function 
produced in Chapter 12,  is reproduced below in Figure 104. 
Figure 104. The occurrence of non-neutral events in the Vaudeville site from the 255 degree direction sector. 
 As can be seen from Figure 104, non-neutral events are common in the Vaudeville site for wind 
speeds of less than 10 m/s. Given the significant effect that these conditions have on the wind 
resource characteristics, as shown in Figure 103, it is important to be able to replicate these events in 
our CFD model. 
14.1.1.2 Canopy height data 
Data were provided for a 5km radius around the Vaudeville meteorological mast by Intermap 
Technologies Ltd. These data was measured using Interferometric Synthetic Aperture Radar which 
combines aerial, satellite and ground measurements to gather x, y, z coordinates for the ground 
surface surveyed. These data are then analysed using a canopy height model to derive vegetation 
height. The resolution of the supplied data is 5m with an approximate accuracy in terms of measuring 
canopy height of 2m [Texier et al., 2010]. Information on the canopy measurement techniques can be 
found in Andersen et al. (2008). 
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The canopy data cover the entire 5 km radius area and do not differentiate between data points where 
trees are or are not present. Thus, in order to isolate the forested regions we deleted all data where 
the canopy height was less than 2.5 m were deleted. The resulting forested areas agree well with the 
available aerial photographs of the area and accurately identify the various forest edges as seen in 
Figure 105. 
(a) Canopy height data between 2.5 - 5 m (a) Aerial photograph covering the same region. 
Figure 105. Limiting the minimum canopy height to 2.5 m isolates the forested areas. The red dot indicates the 
position of the meteorological mast in each image and dashed line indicates the centre of the 250 -260˚ direction 
sector. The scale used in each image is approximately equal. 
The detailed canopy height data was supplied in a 249 megabyte file which was too large to be used 
directly in the CFD solver. Thus, the extent of the data was limited to the range shown in 
Figure 105 (a) in order to provide a more manageable file size. As can be seen by the overlaid 
dashed line at 255˚ in Figure 105 (b), this reduced dataset provides ample canopy height data for the 
considered direction sector. 
The distribution of canopy heights in the examined region in shown in Figure 106. 
Figure 106. The height distribution of trees for the region outlined in Figure 105.. 
The mean canopy height in Figure 106 is 10.7 m with a standard deviation of 5.62 m. These values 
are significantly lower than the mean canopy height of 30 m stated in [Texier, 2010] for the Vaudeville 
forest.  
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14.1.2 CFD configuration 
As stated previously, all CFD simulations in this chapter were configured using the ANSYS 
WindModeller package. Specific details of the configuration used are given below. 
14.1.2.1 Domain description 
A key difference from previous CFD simulation discussed in this thesis is that circular domains are 
generated when using ANSYS WindModeller. The outer edges is then divided into 24 planes which 
allows various wind directions to be considered using a single domain configuration. For the present 
study, the radius of the domain was set to 7.5 km and the domain was centred on the meteorological 
mast (46° 26' 58''N , 05° 35' 02''E). The wind direction was set to 255˚ in order to coincide with the 
centre of the direction sector investigated in the field data, as shown in Figure 99.   
Topographical details from the 90 m resolution SRTM dataset were used to generate a tessellated 
surface of triangular elements which captured the undulations in the terrain. This terrain detail was 
limited to 5km from the mast in all directions with the outer most 2.5 km being entirely flat. This 
configuration is used to allow the wind characteristics to adjust to the applied surface roughness 
height before encountering the terrain detail.  
The surface roughness applied in all simulations was   zo= 0.04 m which is what would be expected 
for a site containing low grass. Values of 0.1 m and 0.001 m were also trialled, however the impact on 
results was negligible. This is due to the fact that much of the fetch along the 255˚ direction  is 
occupied by forestry and thus the surface roughness itself will have a reduced role in dictating the 
wind characteristics. 
The height and extent of the Vaudeville forest was included as a porous sub domain the top of which 
was described by a set of x, y, z coordinates derived from the Intermap data described in Section 
14.1.1.2. The effect of the canopy on the wind was accounted for using the Lopez da Costa model 
previously outlined in Part I. The porosity of the canopy was defined by a loss coefficient, Lx, which is 
the product of the canopy drag, Cd, and the Leaf Area Density, A(z). This loss coefficient can be set 
to a constant value or can vary with height. As no data relating to the vertical structure of the canopy 
was available, a constant value was used for all simulations. The specific values used for each 
simulation will be given below. 
The height of the domain was set to 2 km for the majority of simulations. Any alterations to this will be 
discussed where applicable. Following the analysis in Part II, the SST turbulence closure model was 
used for all simulations. A description of the mesh used will be given in Section 14.1.2.5. 
14.1.2.2 Neutral 
The inlet wind profile is defined by prescribing a reference mean horizontal wind speed, Uref, and the 
height above ground level at which it occurs zref along with the surface roughness z0 as discussed in 
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Section 14.1.2.1. From these user defined criteria, the software then calculates a values of  U∗ using 
a form of the log law as shown in Eq. 83. 
U∗ =  κ . Urefln �zrefz0 �
Eq. 83 
The mean horizontal wind speed profile is then calculated using the standard form of the log law 
along with profiles for Turbulent Kinetic Energy k(z) and Turbulent Eddy Dissipation rate ε(z) using 
the standard form of the Richards and Hoxey equations as outlined in Part I. These profiles are 
calculated using a default Cµ value of 0.09. 
The calculated U(z), k(z) and ε(z) profiles are then applied as boundary conditions to all 24 panes 
which constitute the outer edge of the domain along with the top of the domain. The only exception to 
this is for panes which the software defines as outlets, the selection of which is dependent on the 
examined direction sector. For these  boundaries a 0 Pa relative pressure is defined rather than a 
wind speed.  
Finally, the floor of the domain is set as a no-slip wall with roughness equal to the equivalent sand 
grain roughness which is derived from z0 using the method outlined in Part I. 
14.1.2.3 Stable 
When the effects of stability are included in a CFD simulation configured using WindModeller a stable 
capping layer, which begins at the top of the boundary layer, is introduced.  
As discussed in Part I, this condition is representative of the situation in the real world and has been 
found to be important for the convergence and relevance of simulations in which the effects of stability 
are included [Montavon, 1998]. The strength of this inversion is set to 3.3 x 10-3 K/m as per the 
standard US atmosphere [U.S. Standard Atmosphere, 1962], however this can be adjusted by the 
user. The height of this inversion, which is equal to the boundary layer height h is calculated as a 
function of the Coriolis parameter, inversion gradient, U∗ , and the Obukhov length as shown in Part I. 
The value of U∗ is estimated using a look up table [Garratt, 1990] which provides reference values for 
a given Rossby number [Stull, 1988], which itself is a function of the free-stream wind speed, the local 
Coriolis force and the surface roughness as shown in Eq. 84. The value of the Obukhov Length is set 
to a default value of 1000 m which cannot be altered using the standard WindModeller user interface. 
Rossby =  Ugeof ×  z0
Eq. 84 
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Where, Ugeo is the free steam of geostrophic wind speed. Once values for U∗ and h have been 
calculated it is possible to describe profiles for the mean horizontal and vertical wind speeds, the 
Turbulent Kinetic Energy and Turbulent Eddy Dissipation rate using the stability dependant form of 
the relevant equations as described in Part I. 
Buoyancy forces are also introduced into the domain in order to allow stability effects to develop 
within the domain. These forces are related to a reference temperature of 288 K and a reference 
location which coincides with the start of the capping inversion. 
Once again, a pressure condition rather than a velocity is set at the boundaries which the software 
defines as openings. The pressure is related to the inlet temperature profile using the ideal gas law 
with a reference value of 1.013 x 105 Pa at 288 K.  
Once these calculations have been performed the appropriate velocity, temperature, k and ε values 
are set for each boundary and are also used as the initial conditions for the entire domain. In addition, 
it is possible to set a temperature condition on the floor in order to introduce stability effects in the 
surface layer. This is the mechanism that we will use in this investigation. 
Finally, in order to capture the additional flow detail introduced by the buoyancy effects, all 
WindModeller runs which include stability are investigated as transient RANS simulations. The overall 
simulation time is calculated using: 
Overall time = 2.5 × Domain diameterUgeo
Eq. 85 
The initial time step is set to 10 seconds and increases to a maximum value of 30 seconds depending 
on how quickly the simulation converges. 
14.1.2.4 Unstable 
The configuration for modelling unstable events is identical to that summarised in Section 14.1.2.3. 
The only exception being that the temperature set on the floor surface is greater rather than less than 
the ambient air temperature in order to simulate the effect of solar heating of the earth's surface.  
In theory, this configuration and the adjustment of the surface boundary temperature should allow the 
full range of atmospheric stabilities within the surface layer to be investigated. However, as the ability 
to include such stability effects using the WindModeller software is such a recent release it remains 
unclear how successful it will be. Certainly, the fact that the Obukhov length is set to a value of 1000 
m, which in turn dictates the height of the capping inversion, would suggest that the configuration is 
better suited to the simulation of stable events. The analysis presented in this chapter will investigate 
this matter.  
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14.1.2.5 Mesh sensitivity 
A mesh sensitivity study was conducted using a neutral configuration, along with the region of canopy 
height data outlined in Figure 105. A constant canopy loss coefficient of 0.05 m-1 was used for all 
simulations along with Uref = 6.5 m/s at zref = 40 m. 
The circular domain generated by ANSYS WindModeller is divided into nine zones for the purposes of 
meshing as shown in Figure 107. In each of these zones, a block structured hexahedral mesh is 
generated in accordance with user-defined criteria. This configuration allows all direction sectors to be 
considered using a single mesh which considerably reduces the time required to set up simulations 
for the purpose of a resource assessment. It may be desirable to use an unstructured tetrahedral 
mesh, particularly for sites of increasing levels of complexity, however, hexahedral meshes are 
perceived to be more stable by the CFD community and so they are used when possible by the 
WindModeller software.  
(a)        (b) 
Figure 107. Mesh zones created by WindModeller. The red dot in (b) indicates the mast location. 
These images have been modified from the ANSYS WindModeller user manual. 
In Figure 107 (a),  the critical dimensions which define the mesh are shown. For all simulations the 
following values were used: the edge length of the centre block, L = 2.33 km, the radius of the inner 
zones R1 = 5 km and the radius of the outer zones R2 = 7.5 km. The structure of the mesh itself is 
defined by setting a maximum horizontal, Hz, and vertical, Vt, mesh resolution for the centre block. 
The user also defines an expansion factor to allow the mesh to grow as it moves to the inner and 
outer zones. Finally, an inflation layer can be applied to the ground surface in order to allow the user 
to further refine the mesh.  
For all simulations, a 10 cell inflation layer of 2 m high cells was applied to the floor boundary 
throughout the domain with a vertical expansion factor of 1.15 thereafter. A horizontal expansion 
factor  of 1.1 was used for the both the inner and outer zones. The maximum horizontal and vertical 
cell size within the central block was then adjusted in order to produce three different meshes; details 
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of which are given in Table 18. All simulations were conducted using 12 cores on the Hydra server as 
described in Part I.  
Mesh Maximum cell size 
Hz                      Vt 
Elements Nodes Time 
Coarse 100 m 100 m 87,696 93,478 5 min 
Medium 20 m 50 m 2,149,056 2,215,626 60 min 
Fine 10 m 25 m 13,418,460 13,638,322 480 min 
Table 18. Mesh resolutions used for the mesh sensitivity analysis. 
In order to compare the quality of the results achieved using the three levels of mesh, values for the 
mean horizontal wind speed, U, and Turbulent Kinetic Energy, k, at the mast location up to a height of 
200 m were determined. The results of the mesh sensitivity study are shown in Figure 108. Simulated 
values have been normalised to the reference velocity Uref = 6.5 m/s. 
(a) Velocity    (b) Turbulent Kinetic Energy 
Figure 108. Results of the mesh sensitivity study. 
As can be seen from the results presented in Figure 108, there is a significant alteration to the 
magnitude of the simulated U and k profiles at the mast location for the coarse and medium mesh. 
However, the effect of further refining the mesh to the fine configuration is only very slight whilst  a 
significant computational expense in incurred with the result that a full wind resource assessment 
using the fine mesh and examining 4 wind speeds for 36 direction sectors would take in the order of 
48 days to run. As we will be examining a single direction sector and in order to preserve the 
academic relevance of the presented analysis, the fine mesh was used for all simulations.   
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14.2 Neutral simulations 
The first step in this analysis is to understand the neutral flows before we consider the more 
complicated events in which stability effects are present. For all simulation results presented in this 
chapter it was necessary to convert the CFD results for Turbulent Kinetic Energy to Turbulence 
Intensity in order to provide a direct comparison to the field dataset. This conversion was achieved 
using the standard equation which was derived in Part I. 
In Part I, and in previous chapters, the limitations associated with  this conversion were discussed. 
However, as it was not possible to arrange access to the full set of sonic anemometer data from the 
Vaudeville site, the values obtained using this conversion will have to suffice. Thus, this calculation 
was performed for simulated k values at 80m and values for α were calculated between 40 and 80 m 
in order to provide a direct comparison with the validation dataset presented in Figure 101. 
14.2.1 Process 
The neutral simulations were configured as described in Section 14.1.2.2. 
In all previous analyses presented in this thesis, the tuning of the CFD model was avoided as much 
as possible. This was with the aim of developing methodologies which would allow the software to be 
used, as much as practicable, as a black box analysis tool.  
However, due to a lack of canopy structural data or an accurate description of the boundary layer 
characteristics, it was necessary to tune the CFD model in this instance. Thus, the following variables 
were adjusted iteratively in order to indentify the appropriate settings to simulate the neutral events 
observed in the validation dataset.  
• Reference height, Zref
• Reference velocity, Uref
• Canopy loss coefficient, Lx : Variable hc
• Canopy loss coefficient, Lx : Constant hc
• Cμ
When the term "Variable hc" is used, simulations have been conducted using the canopy height data 
discussed in Section 14.1.1.2. When the term "Constant hc" is used, simulations have been 
conducted using a constant canopy height for the forested area identified in Figure 105. 
The results of this analysis are presented in the following section. 
14.2.2 Results 
14.2.2.1 Reference height, zref and Reference velocity, Uref 
The values set for zref and Uref  are used by WindModeller to calculate the value of U∗ and also to 
define the inlet velocity profile. The simulations summarised in Table 19 and in Table 20 were 
conducted in order to access the sensitivity of the model to the prescribed value of Zref and Uref 
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respectively. The default WindModeller value for the canopy loss coefficient has been used for all 
simulations.  
The results of these simulations are also displayed in Figure 109 where they are compared to the 
validation dataset. The target neutral range is highlighted in green.  
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
1 40 6.5 0.05 0.09 Variable 0.415 0.142 
2 60 6.5 0.05 0.09 Variable 0.415 0.142 
3 80 6.5 0.05 0.09 Variable 0.415 0.142 
4 100 6.5 0.05 0.09 Variable 0.415 0.142 
5 500 6.5 0.05 0.09 Variable 0.415 0.142 
Table 19. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Zref. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
6 100 5 0.05 0.09 Variable 0.418 0.141 
7 100 5.5 0.05 0.09 Variable 0.418 0.141 
8 100 6 0.05 0.09 Variable 0.417 0.141 
9 100 7 0.05 0.09 Variable 0.417 0.141 
10 100 13 0.05 0.09 Variable 0.418 0.142 
11 100 20 0.05 0.09 Variable 0.418 0.142 
Table 20. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Uref. 
Figure 109. The locus of the results of Simulations 1-11 are represented by the purple oversized data point. 
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As can be seen from the results presented in Table 19, Table 20 and in Figure 109 the values of α 
and TI simulated at the location of the mast are insensitive to the prescribed value of zref and Uref. In 
Figure 109 we see that the simulated value of α is in line with the observed value for the neutral 
events whilst the values of TI are significantly lower. Due to the insensitivity of the model to the 
prescribed values, it is not possible to correct this discrepancy by adjusting zref or Uref. 14.2.2.2 Canopy loss coefficient, Lx : Variable hc 
In these simulations the sensitivity of the CFD simulation to the prescribed value of the canopy loss 
coefficient, Lx was assessed using the simulations summarised in Table 21. The canopy height was 
allowed to vary as described by the canopy height data outlined in Section 14.1.1.2. The CFD outputs 
for α and TI at the mast location are summarised in Figure 110 where they are compared to the 
validation data. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
12 100 6.5 0.001 0.09 Variable 0.223 0.095 
13 100 6.5 0.01 0.09 Variable 0.373 0.129 
14 100 6.5 0.02 0.09 Variable 0.397 0.135 
15 100 6.5 0.03 0.09 Variable 0.405 0.138 
16 100 6.5 0.04 0.09 Variable 0.411 0.140 
17 100 6.5 0.045 0.09 Variable 0.413 0.141 
18 100 6.5 0.06 0.09 Variable 0.420 0.144 
19 100 6.5 0.07 0.09 Variable 0.423 0.145 
20 100 6.5 0.08 0.09 Variable 0.426 0.146 
21 100 6.5 0.09 0.09 Variable 0.430 0.148 
22 100 6.5 0.5 0.09 Variable 0.484 0.169 
Table 21. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Lx with a variable canopy height . 
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Figure 110. The results of Simulations 12-22 are represented by the purple oversized data points. The reference 
numbers shown correspond to the simulation numbers given in Table 21. 
As can be seen in Figure 110 the CFD simulation is significantly more sensitive to the prescribed 
value of the canopy loss coefficient. It is possible to bring the simulated value of both α and TI into the 
desired neutral range by applying a canopy loss coefficient of 0.5 m-1 as used in simulation No. 22.   
14.2.2.3 Canopy loss coefficient, Lx : Constant hc 
We now examine sensitivity of the CFD simulation to the prescribed value of Lx when using a 
constant rather than a variable canopy height. Firstly, the canopy height was set to 11m which is the 
average of the canopy height data summarised in Figure 106. The simulations conducted using this 
height are summarised in Table 22.  
The canopy height was then gradually increased to the average value of 30m stated in [Texier et al., 
2010]. These simulations are summarised in Table 23 to Table 25. As before, all simulations are 
compared to the validation dataset in Figure 111. 
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Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
23 100 6.5 0.02 0.09 11 0.360 0.130 
24 100 6.5 0.03 0.09 11 0.360 0.130 
25 100 6.5 0.04 0.09 11 0.363 0.130 
26 100 6.5 0.05 0.09 11 0.365 0.131 
27 100 6.5 0.06 0.09 11 0.368 0.133 
28 100 6.5 0.09 0.09 11 0.374 0.136 
29 100 6.5 0.12 0.09 11 0.379 0.138 
30 100 6.5 0.15 0.09 11 0.383 0.141 
31 100 6.5 0.2 0.09 11 0.389 0.144 
32 100 6.5 0.3 0.09 11 0.397 0.148 
33 100 6.5 0.4 0.09 11 0.404 0.151 
34 100 6.5 0.6 0.09 11 0.412 0.156 
35 100 6.5 0.7 0.09 11 0.415 0.158 
36 100 6.5 0.8 0.09 11 0.414 0.158 
Table 22. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Lx with a constant canopy height of 11m. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
37 100 6.5 0.05 0.09 20 0.458 0.154 
38 100 6.5 0.7 0.09 20 0.462 0.176 
39 100 6.5 0.9 0.09 20 0.465 0.179 
Table 23. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Lx with a constant canopy height of 20m. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
40 100 6.5 0.05 0.09 25 0.544 0.193 
41 100 6.5 0.9 0.09 25 0.570 0.238 
Table 24. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Lx with a constant canopy height of 25m. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
42 100 6.5 0.05 0.09 30 0.572 0.174 
43 100 6.5 0.7 0.09 30 0.514 0.193 
44 100 6.5 0.9 0.09 30 0.515 0.197 
Table 25. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Lx with a constant canopy height of 30m. 
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Figure 111. The results of Simulations 23-44 are represented by the oversized data points. The reference numbers 
shown correspond to the simulation numbers given in Table 22 to Table 25. 
As can be seen in Figure 111 the effect of varying the canopy loss coefficient is heavily dependent on 
the average canopy height used. It is again possible to simulate α and TI values which fall within the 
desired range by using a canopy loss coefficient of approximately 0.7 m-1. 
14.2.2.4 Cμ 
A low level of simulated Turbulence Intensity is common in the preceding simulations. In an attempt to 
increase levels to the desired range, simulations were conducted in which the value of Cμ was 
adjusted. The considered simulations are summarised in Table 26 and are compared with the 
validation data in Figure 112. 
Simulation 
No. 
CFD Settings CFD Output 
Zref (m) Uref (m/s) Lx (m-1) Cμ hc (m) α TI 
45 100 6.5 0.05 0.044 Variable 0.401 0.142 
46 100 6.5 0.05 0.001 Variable 0.279 0.168 
47 100 6.5 0.05 0.0005 Variable 0.248 0.191 
Table 26. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed value of Cμ. 
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Figure 112. The results of Simulations 45-47 are represented by the purple oversized data points. The reference 
numbers shown correspond to the simulation numbers given in Table 26. 
As can be seen in Figure 112 it is possible to increase the simulated values of Turbulence Intensity by 
adjusting the value of Cμ.  However, the required value, 0.0005, is well below the appropriate range for 
this modelling parameter. 
14.2.3 Discussion 
It can be seen in the analysis presented above that the CFD simulation is most sensitive to the 
prescribed value of the canopy loss coefficient. By tuning this variable it is possible to bring both 
simulated wind shear and Turbulence Intensity values in line with values observed during neutral 
events in the validation dataset. In order to visualise the effect of this tuning on the simulated wind 
characteristics, profiles are extracted at the mast location for the untuned simulation No. 4 and the 
tuned simulation No. 38. In Figure 113, these simulated profiles are presented along with ensemble 
profiles of the neutral events in the validation dataset. 
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Figure 113. Graphs showing the simulated normalised velocity and Turbulence Intensity profiles at the mast location 
for simulations No. 4 & 38. The field data points represent the average value at that height for all neutral events whilst 
the horizontal bars indicate the range of recorded values at each height in terms of 2 x Standard Deviation. 
As can been seen in Figure 113 there is little difference between the velocity profile simulated in No. 4 
and 38. Both simulations show good agreement with the normalised mean velocity profiles in the 
validation dataset for measurement points above 10m.   
The effect of tuning the prescribed value of the canopy loss coefficient is more clearly evident in the 
profiles for Turbulence Intensity where we see that the values simulated in No. 38 are more in line 
with values in the validation dataset. This is with the exception of measurements at 10m where the 
simulated values of Turbulence Intensity in No. 4 are closer to the mean value observed during the 
neutral events in the validation dataset. However, values of Turbulence Intensity simulated in No. 38 
fall well within the expected range. 
Whilst the wind characteristics simulated using the configuration in No. 38 are similar to those 
observed in the validation dataset, the required value of the canopy loss coefficient is 10 times the 
default values in WindModeller. Thus, it is prudent to investigate whether the required value has any 
basis in reality.  
As mentioned in Section 14.1.2, the canopy loss coefficient, Lx, is the product of the canopy drag, Cd, 
and the Leaf Area Density, A(z). A value of Cd = 0.15 has been suggest by   [Amiro, 1990] as being 
appropriate for a variety of forest canopy types. This would indicate that the average LAD for the 
Vaudeville forest is approximately 3 m-1.  
In order to set this average LAD value in context, we can examine published values for LAD such as 
those found in [Banerjee et al., 2013]. In this paper, the authors' provide a selection of LAD profiles for 
dense canopies. Whilst peak LAD values of up to 8 m-1 were suggested, values of 0.5 - 3 m-1 were 
more common.  
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Thus, it would appear that an average LAD value of 3 m-1 for the Vaudeville forest is high but realistic. 
Given that we are considering a mixed canopy and that the validation dataset relates to the summer 
months, this is in line with expectations.  
As shown in PART II, the ideal situation when modelling a forest within a CFD domain is to include 
both realistic canopy height and height dependant LAD data. When such a level of detail is not 
available, the best option is simply to utilise a constant canopy height and mean value of LAD. Thus, 
as we do not have access to any level of LAD data for the Vaudeville site, and given the quality of the 
profiles in Figure 113, the configuration used in simulation No. 38 will be taken as the best option to 
simulate the neutral events in the considered dataset. 
14.3 Stable simulations 
In the previous section we systematically adjusted the CFD simulation settings in order to model the 
neutral events observed in the validation dataset for the Vaudeville site. Having simulated the effect of 
the forest canopy on the wind resource we will now include buoyancy forces and attempt to model the 
stable events.  
14.3.1 Process 
The simulations were configured as for simulation No. 38, described in Section 14.2.2.3, with  the 
addition of the physics required to model buoyancy effects as outlined in Section 14.1.2.3. The floor 
temperature was gradually adjusted in order to induce stable stratification of the surface layer. The 
resulting wind characteristics were then compared to the validation dataset.  
14.3.2 Results 
The considered simulations in which stable stratification of the boundary layer was induced are 
summarised in Table 27. The resulting wind characteristics are compared to the validation dataset in 
Figure 114 where the target stable range is highlighted in blue. In Table 27, the floor temperature is 
defined in terms of deviation from the ambient air temperature of 288K. 
Simulation 
No. 
Floor temp 
(Kelvin) 
CFD Output 
α TI Time (min) 
48 - 0.5 0.594 0.120 800 
49 - 1 0.626 0.117 828 
50 - 5 0.720 0.107 1088 
51 - 10 0.764 0.099 2204 
52 - 25 0.833 0.092 2434 
53 - 50 0.864 0.068 2574 
Table 27. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed temperature of the domain floor. 
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Figure 114. The results of Simulations 48-53 are represented by the blue oversized data points. The reference numbers 
shown correspond to the simulation numbers given in Table 27. 
14.3.3 Discussion 
As can be seen in Figure 114 decreasing the temperature of the floor in the CFD domain has a 
profound effect on the wind characteristics in the CFD simulation. The resulting values of α and 
Turbulence Intensity simulated at 80 m are in line with those observed during stable events in the 
validation data set.  
In order to compare the simulated wind profile, values were extracted at the mast location for 
simulation No. 51.  In Figure 115, these are compared with the average profile of the stable events in 
the validation dataset.  
Figure 115. Graphs showing the simulated normalised velocity and Turbulence Intensity profiles at the mast location 
for simulation No. 51. The field data points represents the average value at that height for all stable events whilst the 
horizontal bars indicate the range of recorded values at each height  in terms of 2 x Standard Deviation. 
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As can be seen in Figure 115 the simulated stable wind characteristics at the mast location are well 
within the range of values observed during stable events in the validation dataset. However, it is clear 
that the required temperature differential on the floor surface, up to 50 K less than the ambient air 
temperature, is far from what could be reasonably be expected in reality. 
14.4 Unstable simulations 
This next step in this analysis is to attempt to simulate the joint effects of forestry and unstable 
stratification within the considered domain. Due to a lack of validation data, such simulations have not 
been conducted in this thesis so far.  
14.4.1 Process 
The simulations were configured as for simulation No. 38, with the addition of the physics required to 
model buoyancy effects as outlined in Section 14.1.2.4. The floor temperature was then gradually 
increased in order to induce unstable stratification of the surface layer. The resulting wind 
characteristics were then compared to the validation dataset.  
14.4.2 Results 
For the unstable simulations the CFD domain was initially sized as described in Section 14.1.2.1 with 
an overall domain height of 2000m. The height of the stable capping inversion was set to the height of 
the boundary layer h, which is calculated using the equation previously introduced in Part I: 
h =  12 Ch2 U∗|f| ��Π02 + 4/Ch2 − Π0�
Eq. 86 
Using this equation, a value of h = 350 m is calculated. Initial simulations were conducted using this 
standard WindModeller configuration and are summarised in Table 28. The corresponding simulated 
values of α and Turbulence Intensity at the mast location are compared with the validation data in 
Figure 116 where the target range is highlighted in red. 
Simulation 
No. 
Domain 
height (m) 
Inversion  
height (m) 
   ∆ Temp 
   (K) 
CFD Output 
α TI Time (min) 
54 2000 350 0.5 0.494 0.132 792 
55 2000 350 1 0.482 0.139 803 
56 2000 350 5 0.297 0.046 1198 
57 2000 350 10 0.661 0.120 1766 
Table 28. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed temperature of the domain floor with a domain height of 2000m.
∆ Temp is the domain floor temperature minus the ambient air temperature.  
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Figure 116. The results of Simulations 54-57 are represented by the red oversized data points. The reference numbers 
shown correspond to the simulation numbers given in Table 28. 
As can be seen in Figure 116, it was not possible to simulate the effect of unstable stratification for 
the Vaudeville site using the standard WindModeller configuration. Whilst the results of the 
simulations presented in Section 14.2 and Section 14.3 showed very defined trends, which were in 
line with expectations, the unstable simulations results in Figure 116 are highly erratic. These 
inconsistent results may be due to the fact that the free stream stable temperature gradient, imposed 
above 350 m within the domain, is preventing unstable flow characterises from emerging in the 
surface layer below. In order to remove this possible conflict, the height of the capping layer was 
moved to a height of 1250 m. The height of the simulation domain was also increased to 3000 m in 
order to allow a sufficiently deep stable capping layer to exist in the new configuration. 
Firstly, the height of the domain was increased to 3000m and simulations were conducted using an 
identical configuration to simulations No. 54 - 57 above. This first step was performed in order to 
ascertain to what degree the results were modified by the increased domain height. The simulations 
conducted using this configuration are summarised in Table 29 and the resulting α and Turbulence 
Intensity values are compared to the validation data in Figure 117. 
Simulation 
No. 
Domain 
height (m) 
Inversion  
height (m) 
∆ Temp 
   (K) 
CFD Output 
α TI Time (min) 
58 3000 350 0.5 0.467 0.135 950 
59 3000 350 1 0.482 0.139 962 
60 3000 350 5 0.297 0.046 1759 
61 3000 350 10 0.661 0.120 2179 
Table 29. Summary of simulations run to investigate the sensitivity of the CFD model 
to the prescribed temperature of the domain floor with a domain height of 3000m.  
∆ Temp is the domain floor temperature minus the ambient air temperature. 
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Figure 117. The results of Simulations 58-61 are represented by the red oversized data points. The reference numbers 
shown correspond to the simulation numbers given in Table 29. 
As can be seen in Figure 117 , increasing the domain height to 3000m has a moderate effect on the 
simulated values of α and Turbulence Intensity at the mast location. Simulations were now conducted 
in which the height of the capping inversion was moved to 1250m within the 3000m simulation 
domain. Simulations conducted using this configuration are summarised in Table 29 and the results 
are summarised in Figure 118. 
Simulation 
No. 
Domain 
height (m) 
Inversion  
height (m) 
∆ Temp 
   (K) 
CFD Output 
α TI Time (min) 
62 3000 1250 0.5 0.444 0.159 1035 
63 3000 1250 1 0.421 0.157 1097 
64 3000 1250 2 0.358 0.151 1140 
65 3000 1250 3 0.465 0.178 1287 
66 3000 1250 4 0.511 0.1188 1589 
67 3000 1250 5 0.823 0.209 1674 
68 3000 1250 10 0.253 0.106 2314 
Table 30. Summary of simulations run to investigate the sensitivity of the CFD model to the prescribed temperature of 
the domain floor with a domain height of 3000m and altered capping inversion height.  
∆ Temp is the domain floor temperature minus the ambient air temperature. 
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Figure 118. The results of Simulations 62-68 are represented by the red oversized data points. The reference numbers 
shown correspond to the simulation numbers given in Table 30. 
14.4.3 Discussion 
As can be seen in Figure 116, Figure 117 and Figure 118 it was not possible to simulate the effect of 
unstable stratification for the Vaudeville site using the WindModeller configuration despite reasonable 
modifications. Whilst the results of the  simulations presented in Section 14.2 and Section 14.3 
showed very defined trends, which were in line with expectations, the unstable simulations in Section 
14.4 are highly erratic.  
As preciously outlined, when the magnitude of the unstable stratification is increased we would expect 
a reduction in the value of α along with increased levels of Turbulence Intensity. This trend is only 
observed for when the floor temperature is increased by 0.5 to 1 K as shown in simulation No. 54 - 55 
and No.58 - 59. For higher levels of temperature differential between the floor and the ambient air, 
simulated values of α and Turbulence Intensity are inconsistent with these expectations. 
Unfortunately, it was not possible to bring the unstable simulation results in line with the validation 
data by adjusting the height of the stable capping inversion with the results presented in Figure 118 
being broadly similar to those in Figure 117. 
14.5 Conclusion of Site Validation Chapter
The analysis in this chapter suggests that the WindModeller software is capable of successfully 
modelling the joint effects of canopy drag and atmospheric stability when considering stable 
stratification. 
Unfortunately, it was not possible to simulate the unstable events in the validation dataset using the 
WindModeller configuration despite modification. It may be possible to achieve the desired results by 
adjusting the boundary conditions to better represent the effects of unstable stratification and/or 
tuning the modelling constants. However, due to the fact that validation data is limited to a single 
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measurement location, it will not be possible to fully appreciate the ramifications of such alterations on 
the overall quality of the simulation. Thus, until a more comprehensive data set can be made 
available, perhaps from further experimentation in the EnFlo tunnel, it will not be possible to find a 
satisfactory solution to this problem. 
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15. Stability summary
It is clear from the analysis presented in Chapter 12 that non-neutral atmospheric stabilities are 
commonly experienced in forested terrain for wind speed of less than 10 m/s. The analysis presented 
in Chapter 13 and Chapter 14 has shown that these non-neutral events significantly alter how the 
wind interacts with surface features such as forestry. The results of this interaction can be observed in 
the local wind characteristics, specifically wind speed gradients, turbulence levels and the distance to 
which perturbations to the flow persist. 
Furthermore, the simulations conducted for Chapter 13 and Chapter 14 have shown that it is possible 
to simulate the joint effect of canopy drag and stable atmospheric stability using ANSYS CFX and the 
current WindModeller configuration. However, whilst the neutral and stable simulations appear to be 
successful, it would be beneficial to have access to additional validation data in order to assess if the 
real world flow conditions are being accurately captured numerically at locations other than at the 
mast. For example, we have not been able to assess the ability of the CFD to capture the recovery of 
the flow following the obstruction presented by the forest. In addition, if access to concurrent SCADA 
data from the onsite wind turbines can be arranged, it may be possible to assess the ability of the 
WindModeller software to model the wind characteristics at the turbine locations during various 
stability events. Such analysis would give us confidence the CFD is accurately simulating the real 
world physics, concern for which may stem from the unrealistic temperature differential required on 
the floor surface in order to replicate the effect of stable stratification. 
During the analysis presented in this part of the thesis we have developed and demonstrated a useful 
methodology to isolate and systematically consider non-neutral events for a complex site. The stability 
dependant wind speed probability distribution graphs produced in Chapter 12, along with the 
approach used in Chapter 14. can be used as a roadmap for the measurement, identification and 
modelling of stability effects in computational simulations for the purpose of wind resource 
assessment. An outline of this method was developed in [Desmond et al., 2014b]. 
Whilst considering non-neutral events in micro-meteorological studies will allow a greater appreciation 
of the prevailing wind characteristics at a given site, it is clear that this knowledge will come at a 
significant computational expense. The considered stable and unstable simulations in Chapter 14 
required approximately 27 times the computational time in order to achieve a converged solution. If 
we assume that a full resource assessment for the Vaudeville site would involve consideration of 3 
wind speeds for 36 direction sectors, we can estimate that examining only neutral conditions would 
take 4.5 days using a similar level of computational power as used in this study.  
Thus, if this resource assessment was extended to include a single stable and unstable stratification 
for each case, the required computational time would extend to 247.5 days. Whilst this is a 
considerable expense, it may be unavoidable if we are to reduce the uncertainty generated by non-
neutral events in forested terrain.  
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One way of significantly mitigating these computational requirements would be to gather accurate 
LAD data with which to describe the vertical structure of the forest canopy. Using the methods 
described in Part II, such data will allow the CFD practitioner to model the canopy without resorting to 
lengthy tuning of the model to identify the appropriate loss coefficient. The possible saving achieved 
by using these methods quickly adds up if the resource assessment is required to include the 
seasonally and annual variations in the canopy morphology. 
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Foreground knowledge 
This thesis aimed to improve the quality of industrial wind resource assessment with a particular focus 
on the effects of forestry. Two methods of reducing flow modelling uncertainty were identified: 
• The measurement and inclusion of canopy morphology data in CFD simulations.
• The measurement and inclusion of stability effects in CFD simulations of forested terrain..
Detailed conclusions have been given at the end of each relevant chapter and also in the summary 
chapters for Part II and Part III. What follows is a review of these conclusions in order to identify the 
likely foreground knowledge of this thesis. This will be discussed in terms of 'Exploitable knowledge', 
which can immediately be used by those involved in wind resource assessment and 'Future work'.  
Exploitable elements 
i. The SST turbulence closure model consistently outperforms the k-ε model when simulating
the effects of forestry in RANS based CFD simulations using the standard model constants as
suggested by Lopes da Costa (2007).
ii. CFD simulations benefit from the inclusion of site specific LAD data which accurately describe
the vertical structure of forest canopies.
iii. Depending on the extent of forestry present, it may be desirable to account for seasonal,
annual and forestry management variations of the characteristic canopy LAD in CFD
simulations.
iv. Whilst CFD simulations of forested terrain are sensitive to the prescribed average canopy
height, there is limited benefit to the inclusion of high resolution height data which capture the
undulating nature of the canopy. Such a high level of detail was found to significantly increase
the sensitivity of the model to the prescribed LAD and could therefore degrade overall
simulation quality. Thus, it is advised that high resolution canopy height data should only be
used in conjunction with accurate LAD data.
v. The assessment of stability metrics in Chapter 12 showed that the most common measures of
stability used by industry (e.g. Richardson Bulk number, potential temperature gradient) have
limited applicability in complex terrain. It is thus advised that three dimensional sonic
anemometry should be deployed where possible in order to provide a more direct measure of
the Obukhov length.
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 vi. In Chapter 12, a methodology was developed which allows the classification of stability 
events using standard site instrumentation (e.g. cup anemometers, wind vanes and 
pyranometers) for even the most complex of sites. This methodology provides results which 
are comparable with those achieved using three dimensional sonic anemometry and is a
robust option when considering data from meteorological masts installed under the 
MEASNET 2009 guidelines. 
 
vii. It was shown that it is not reasonable to assume neutral stability when performing wind 
resource assessments in and around forestry. Both stable and unstable events were 
observed in forested sites up to 60% of the time for wind speed of less than 10 m/s. It was 
also shown that such events significantly affect the interaction of the wind with forest 
canopies. 
 
viii. It was shown that it is possible to include the combined effects of stable stratification and 
canopy drag in RANS CFD simulations using the current state of the art methods as 
implemented in ANSYS WindModeller. However, further validation is required. (See below) 
 
ix. A road map for the measurement and systematic consideration of stability effects in industrial 
wind resource assessment was outlined in Chapter 14. 
Future work 
i. The use of architectural model trees and photographic analysis software has produced a 
valuable set of high resolution wind tunnel data. It would be interesting to conduct additional 
CFD simulations using advanced turbulence closure models, such as LES, to study the 
transient nature of canopy flow. 
 
ii. There is also scope for further experimental work using the architectural model trees. 
Specifically it would be interesting to identify the point of flow reattachment in the lee of the 
forest using the Orléans facility and to conduct unstable experiments at the EnFlo tunnel in 
the University of Surrey. It would also be interesting to investigate the effect of using non-rigid 
trees, such as the miniature firs used by Lee & Lee (2012), on the forest wake characteristics 
and the point of flow recovery. 
 
iii. The analysis in this thesis has highlighted the need for a better understanding of the 
relationship between Turbulence Intensity and Turbulent Kinetic Energy and how this varies 
with height, stability and terrain complexity. Such an insight would be particularly valuable 
when validating RANS CFD simulations using data from MEASNET 2009 installations.   
 
iv. The need for a better understanding of the appropriate boundary conditions for ABL 
simulations under various stabilities was made evident in Chapter 13 and 14. In these 
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chapters it was shown that the standard atmospheric theory, and the modifications suggested 
by Zilitinkevich et al. (1998) and others, do not provide an accurate description of the non-
neutral ABL. Thus, suitable boundary conditions for non-neutral CFD simulation of the ABL 
remain elusive, particularly when considering unstable stratifications. 
 
v. It may be necessary to adjust the wall function in ANSYS CFX in order to solve the problem of 
horizontal heterogeneity in ABL simulations. Such modifications have been implemented 
successfully in open source CFD codes [Balogh et al., 2012]. 
vi. In Chapter 12, it was observed that the percentage occurrence of stable events in forested 
terrain increased with increasing wind speed up to 5-9 m/s depending on the site. This is 
counter to expectations and warrants further investigation 
 
vii. During the analysis in Chapter 14, it was not possible to include the joint effects of canopy 
drag and unstable stratification in the CFD simulations. Thus, additional work is required in 
this area which may involve implementation of the unified approach suggested by Sogachev 
et al. (2012). 
 
viii. Whilst it appears that the simulation of the joint effects of canopy drag and stable stratification 
in Chapter 14 were successful, additional data is required to assess the overall quality of the 
simulations rather than simply at the meteorological mast location. 
 
ix. This thesis has also highlighted the need for a more complete set of wind turbine power 
curves which account for the secondary effect of stability (i.e. variations in wind shear and 
Turbulence Intensity). Such data will be required if we are to successfully model the likely 
effects of forestry and non-neutral events on wind energy generation. 
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