Abstract. Let A = 1 (B) be the semigroup algebra of B, the bicyclic semigroup. We give a resolution of ∞ (B) which simplifies the computation of the cohomology of 1 (B) dual bimodules. We apply this to the dual module ∞ (B) and show that the simplicial cohomology groups H n (A, A ) vanish for n ≥ 2. Using the Connes-Tzygan exact sequence, these results are used to show that the cyclic cohomology groups HC n (A, A ) vanish when n is odd and are one-dimensional when n is even (n ≥ 2).
Introduction
In this paper we calculate the simplicial and cyclic cohomology groups of 1 (B), the semigroup algebra of the bicyclic semigroup. The bicyclic semigroup B has two generators p and q, subject to the relation qp = 1. It follows that the elements can all be written in the standard form p α q β , where α, β ≥ 0. This Banach algebra has been considered by Dales and Duncan in [4] . Banach algebras similar to 1 (B) are considered in [5] .
There are several reasons to be interested in the cohomology groups of algebras. The first reason, which is at the origin of the computations of cohomology for topological spaces, is to compute simple invariants which capture fundamental (and elementary) properties of the object in question. These invariants might also be hoped to provide the basis for a crude classification of the objects. In the early stages of study one is led to discover which algebras have trivial cohomology. In Banach algebra theory, this led to the discovery and analysis [12] of amenable Banach algebras, which have trivial cohomology with coefficients in dual modules. While the trivial cohomology groups do not provide a useful classification tool for amenable Banach algebras, it follows from the trivial cohomology that many other equations over the Banach algebra can be solved and this leads to other interesting properties [15] .
The cohomology invariants for topological algebras, like C ∞ (M ), the algebra of smooth functions on a smooth manifold M , are given by cochains of alternating n-forms on the manifold. This is De Rham cohomology theory. It proved difficult to transfer this construction to Banach algebras. The first problem is the well-known Singer-Wermer Theorem [14] , which tells us that semi-simple commutative Banach algebras have no non-zero derivations into themselves. This gives the clue that the target module for a natural analogy of De Rham cohomology should not be the algebra itself.
In 1981, Connes realized that the dual of the algebra was well suited to this role (see Chapter 3 of [3] ): this led to simplicial cohomology. Connes also created the theory of cyclic cohomology, which has many better properties than simplicial cohomology. The cyclic theory also works well for non-commutative algebras and so is often thought of as the natural version of De Rham cohomology for non-commutative algebras. Connes also discovered the long exact sequence which relates cyclic and simplicial cohomology. This facilitates the computation of the cyclic cohomology groups, as these cannot be computed straightforwardly using bi-projective resolutions.
Once one has some understanding of the cohomologically trivial algebras, one is naturally led to the next most tractable class of algebras, namely those which have cohomology supported in low dimensions. This is rather a rare phenomenon for Banach algebras, and so we shall only ask that the simplicial cohomology is supported in low dimensions. This idea resulted in another successful move in transferring a De Rham type theory to Banach algebras which was the notion of n-weak amenability introduced by Johnson in [13] , which built on the definition of weak amenability in [1] . This successfully introduced a notion of dimension to Banach algebras, which tries to cohomologically capture the dimension of the maximal ideal space by using alternating n-cochains, which reflects De Rham theory. Following this, one is immediately led to compute the low dimensional simplicial cohomology of Banach algebras. The simplest case is that of 1 (Z + ), where one expects the simplicial cohomology to be supported in dimension 1. This was shown to be the case for dimension greater than three in [9] , following [4] and [8] which dealt with dimensions 2 and 3 respectively. It was natural to conjecture that the finite powers of this algebra, 1 (Z k + ), would have simplicial cohomology supported in dimensions k and lower and this was proved in [7] (with analogous results for L 1 (R k + ) in [6] ). Furthermore, it follows from the Künneth construction of these proofs that low dimensional simplicial cohomology groups can be identified with alternating cochains, as one would expect from De Rham theory.
After the successes with the commutative algebras 1 (Z k + ) and armed with the knowledge that simplicial and cyclic cohomology adept well to non-commutative settings, one is led to consider other analogous, but noncommutative, semigroup algebras. The simplest of these is the bicyclic semigroup algebra 1 (B) and this is the topic of this paper.
The first simplicial cohomology group was calculated in [2] , where it is shown that H 1 ( 1 (B), ∞ (B)) is isomorphic to ∞ (N). It will be shown in the proof of Theorem 3.11 that this first simplicial cohomology group can be naturally identified, via the Connes-Tzygan exact sequence, with a subspace of the traces on 1 (B).
Another way to view the calculation of the first simplicial cohomology in [2] , is that it shows derivations essentially arise from a pair of derivations
, gives rise to a pair of derivations
, via the pair of inclusion homomorphisms z n → p n , and z n → q n . (Note that it is a rather more subtle argument in [2] to
show that each such pair induces a bounded derivation.) The core of our method consists of the presentation of a resolution which shows that this phenomenon works in dimension 2 and above, for all dual modules. We show in Theorem 3.8 that the cohomology groups of a dual 1 (B) bimodule are given by the sum of the cohomology groups of the same module restricted to the two subalgebras described above. Note that this is not proved for cohomology groups in dimensions 0 and 1 where the resolution has a slightly different form: those cases have already been considered in [2] . We apply this resolution to calculate the simplicial cohomology of
that is the cohomology with coefficients in ∞ (B). In this case, most of the cohomology groups are trivial as they are isomorphic to the sum of 2 copies of the simplicial cohomology of 1 (Z + ), which was shown to be trivial for dimension 2 and above in [9] . This is the content of Theorem 3.9 and Corollary 3.10. We then identify the cyclic cohomology in Theorem 3.11 using the Connes-Tzygan exact sequence.
Background and definitions
We now recall some basic results and introduce our notation. Let A be a Banach algebra and Y be a Banach A-bimodule. An n-cochain is a bounded n-linear map T from the n-fold Cartesian product A n to Y which we denote
where a 1 , . . . a n+1 ∈ A.
The n-cochain T is an n-cocycle if δ n T = 0 and it is an n-coboundary if
The linear space of all n-cocycles is denoted by Z n (A, Y ), and the linear space of all n-coboundaries is denoted
Note that in the above, by convention,
In this paper we take a special interest in the case where Y is the dual module A . In this case we call the cohomology groups H n (A, A ), the simplicial cohomology of A and sometimes write these cohomology groups as HH n (A).
There is an important connection between the simplicial cohomology groups and the cyclic cohomology groups, which we now introduce. The
. . , a n−1 )(a n ) and we denote the linear space of all cyclic n-cochains by CC n (A). It is well known (see [11] ) that the cyclic cochains CC n (A) form a subcomplex of
. This allows one to define cyclic versions of the spaces defined above: these cyclic versions are denoted by ZC n (A), BC n (A) and HC n (A). The cyclic and simplicial cohomology groups are connected via the Connes-Tzygan long exact sequences for many Banach algebras, including those which are unital, a result we use in Theorem 3.11.
The reader is referred to [11] for more details.
Remark 2.1. We will generally drop the superscripts for δ n and write δ.
It is standard that the cohomology of a module can be computed using various resolutions, there being more freedom when the module in question is a dual module. We give below the basic definitions and facts we shall require, and refer the reader to [10] for a complete treatment.
We note here that the standard resolution used to compute Hochschild cohomology is the Bar resolution
which has boundary maps defined by
In this paper we need to take weak- * accumulations points, via a Banach limit (defined below), so we will consider the dual of this biprojective resolution,
where the boundary map is given by δ = d , the dual maps of d. This is the standard bi-injective resolution [10] , which can be used to compute the cohomology of dual modules. We briefly recall a few standard facts about bi-injective resolutions. Note that we are working in the category of admissible sequences and that the notion of bi-injective here is often called relatively bi-injective. In this category a resolution is admissible if it has a contracting homotopy as a complex of Banach spaces.
For our purposes, it will be convenient to say that a bimodule Y is (relatively) bi-injective over the Banach algebra A, if it is a bimodule direct summand of the bimodule L(A #⊗ A # , Y ), where A # denotes the (forced) unitization of A.
Definition 2.2. Let A be a Banach algebra and X a Banach A-bimodule. An admissible bi-injective resolution of Y over A, is a long exact sequence of Banach A-bimodules which splits as a complex of Banach spaces
where the I k are all bi-injective, k ≥ 0.
The important fact about bi-injective resolutions is that they can be used to compute the cohomology of dual modules: this is the content of the following theorem, where A ev denotes the algebra A⊗A op .
Theorem 2.3. Let A be a Banach algebra with a bi-injective resolution
, and X a dual A-bimodule. Then the cohomology H n (A, X ) is the homology of the complex
where hom A ev denotes the space of A # -bimodule maps.
Proof. The proof of this fundamental result can be found it [10] , Chapter III, Theorem 4.9.
The bi-injective resolution, which we use later in this paper is, in fact, a subcomplex of this complex, with A = 1 (B).
The Resolution
The key to this work is the existence of a bi-injective resolution of ∞ (B).
The existence of the resolution was discovered by the authors while calculating the simplicial cohomology of 1 (B). These calculations proceeded by starting with a cocycle and moving it progressively by adding coboundaries, at each stage arriving at a cohomologous cocycle with more structure, until eventually the simplicial cohomology groups could be identified. It was realized at this stage that the form of the resulting cocycles was suggestive of a general fact for arbitrary modules, which may be deduced from a certain bi-injective resolution. We prove in Theorem 3.6 that such a resolution exists. Let us note here that ∞ (B × B) has the standard bimodule structure arising from its identification with the dual of
) has the standard bimodule structure arising from its identification with the dual of
The first stage of the initial reduction method was to show it is possible to restrict our attention to q-p normalized cochains when calculating cohomology for dual bimodules. This is a useful fact, and we will require a more subtle version later.
where a i ∈ B, i = 0, . . . , n + 1.
To begin our proof, we describe the bimodules which form the resolution. The first term, I 0 , consists of the submodule of ∞ (B × B) consisting of qp normal bilinear maps. We denote the space of q-p normal bilinear maps by
We denote the subspace of ∞ (B n+2 ) which consists of q-p normal ele-
We will need to show that there exist maps with various q-p normal type properties. This will require us to pass to the dual and to use some form of Banach Limit type argument. A Banach limit on Z + is a linear functional LIM :
∞ (Z + ) → C, which we will write LIM f or LIM n→∞ f (n), such that the following properties hold:
• LIM f = lim n→∞ f (n) if f tends to a limit;
• LIM has norm 1; and
Such functionals are often called means or translation invariant linear functionals. We consider a choice of such a Banach limit as fixed throughout the paper.
) and the map Q :
is a bimodule projection onto the submodule.
Proof. We begin by noting that it is sufficient to show that Q is a bimodule map which is a projection onto a submodule, as it is a standard fact (see [10] ) that a module direct summand of a bi-injective bimodule is also bi-injective. For any elements a and b in B, aq ends with q and pb starts with p (even when they are reduced to their standard form) as there can be no cancellation: we have qp = 1 and an initial p cannot be simplified by multiplication on the right, nor a final q by multiplication on the left. It follows that C n+2 qp (B) is a subbimodule. To see this more precisely, note that for any T ∈ C n+2 qp (B) and any point masses x, y ∈ 1 (B), the bimodule actions are such that we have
= yT x(a 0 , . . . , a j , a j+1 , . . . , a n+1 )
Note that in the above, we denote point mass at x (for x ∈ B) as an element of 1 (B) by x itself (as is often done in this context). Note also that the calculations are the same for any position where the q, p is inserted: for instance, inserting between a 0 and a 1 (which gives a 0 q, pa 1 ) is dealt with in exactly the same way.
It is also simple to show that Q acts as the identity on elements of C n+2 qp (B).
where we use the q-p normality of T repeatedly in the equations above to remove the powers of q and p in adjacent arguments of T . Similar calculations to these show that Q is a bimodule map. It remains only to show that Q maps into
which follows from the fact that LIM N j →∞ is translation invariant.
The following theorem is not used in the proof of our main result (Theorem 3.8), but is of independent interest and so we give the proof. It shows that we can calculate cohomology with respect to q-p normalized cocycles, and it seems that variants of this theorem could be applied in cases where we have the action of a semigroup with an invariant mean. Our main result is a further simplification in the calculation of cohomology. 
The subcomplex given by
with the restriction of δ as the coboundary map, is an admissible bi-injective resolution of ∞ (B).
Proof. We have proved in the previous theorem that the subcomplex consists of bi-injective bimodules: this was the hardest part. We need to verify that the restriction of the coboundary map δ maps C n+1 qp (B) into C n+2 qp (B), which is to say that δT is q-p normal whenever T is, but this is a routine check. Recall that δ is the dual of the boundary map in the standard Bar resolution. Therefore
and, in the summands for δT (a 0 , . . . a i q, pa i+1 , . . . , a n+1 ), either the arguments a i q and pa i+1 are multiplied together, in which case this term has the same value as the corresponding summand for δT (a 0 , . . . a i , a i+1 , . . . , a n+1 ), as a i qpa i+1 = a i a i+1 , or the terms are not multiplied together, but are adjacent arguments, in which case the summand is equal to the corresponding summand from δT (a 0 , . . . a i , a i+1 , . . . , a n+1 ) by q-p normality of T . Finally we must show that the complex is exact. This is done by means of the usual contracting homotopy, which it inherits from the dual of the Bar resolution by restriction,
As with the coboundary map, we have to check that the restriction maps the subcomplex into itself. However, it is clear that (sT ) is q-p normal whenever T is q-p normal.
It follows from the theorem above that we may calculate the cohomology of a dual 1 (B) bimodule using q-p normal cochains. However, this is not quite enough for our purposes. We wish to show that the cocycles can be taken to be supported on terms involving either only powers of p or only powers of q. The domains of these two families of cochains overlap, namely they both need to be defined on the terms consisting only of 1's. Our bi-injective resolution is the direct sum of these two submodules of the q-p normal cochains, but it is not itself a submodule.
To this end we introduce some more bi-injective bimodules which are defined using these subalgebras.
Let us denote by Z +,p the unital subsemigroup of B consisting of all powers of p, and by Z +,q the subsemigroup consisting of powers of q. We can now define the bi-injective modules we will consider. 
We say that such an element is q-p normal.
The subspace of Proof. We show that these bimodules are bimodule direct summands of the space of 1-normal (in the Z +,p variables) maps in ∞ (B × Z n +,p × B) (which we will denote by
, and hence are also bi-injective. As in the proof of Theorem 3.2, we give a bimodule projection Q :
where a, b ∈ B. The verification that this is indeed an 1 (B) bimodule projection proceeds as in Lemma 3.2. We first need to verify that it is a bimodule map: it is sufficent to show that Q(yT x)(a, p
for any x, y ∈ B (where we identify point mass with the element of B itself, as in the proof of Lemma 3.2). This is direct. Next, we show that QT is q-p+1 normal. For 1 normality, we check when p α 1 = 1 as the others are immediate. We have QT (a, 1,
For the q-p normal property, we have
and thus QT (aq, pp α 1 , . . . , b) = QT (a, p α 1 , . . . , b).
Finally, it remains to show that Q is a projection. Let T be q-p+1 normal. Then
b).
For I n q , the result follows similarly by defining Q with respect to q N 0 , p : we will denote these maps by δ n p . Also, for n = 0, it will be useful to consider the map from I 0 to I 
Then the following is an admissible bi-injective resolution of the 1 (B) bimodule ∞ (B):
where the coboundary maps are defined as
Proof. To begin, let us recall what is required to show that the above diagram is an admissible resolution of ∞ (B). We require that:
(1) each bimodule I k is a bi-injective module;
(2) the sequence is exact with the boundary maps as given; (3) the sequence splits as a complex of Banach spaces.
We have essentially already proved (1) in Lemma 3.5 and Lemma 3.2, except that we need to note that each I k (k > 1) is bi-injective as it is a direct sum of two bi-injective modules, namely I k p and I k q . It remains only to show that the complex is exact and splits as a complex of Banach spaces. As usual this type of result is demonstrated by exhibiting a contracting homotopy for the complex. This homotopy is particular to the bicyclic semigroup algebra and uses the structure of the bicyclic semigroup.
We define maps
Now the maps are defined, it remains only to show that they form a contracting homotopy for our complex. As usual this requires us to verify the identity δ n−1 s n−1 + s n δ n = 1 In for all n > 0, and that s
Because the definitions of δ n and s n do not fall into a simple pattern for small n, we will check the exactness at ∞ (B), I 0 and I 1 as three cases, and then the remaining cases I n , for n > 1, all follow the same pattern and can be checked as another case. We begin with (s
Next we check δ
.
We claim that δ
and therefore the result holds in this case. A similar calculation shows that this holds when α 1 < β 0 , and when α 1 = β 0 , the result follows using q-p normality. Next, we want to establish
We first consider the component in I 0 p , which is evaluated on points of the form (
It is important to note that precisely because of q-p normality in the last variable, the T q component (when α 1 + α 2 < β 0 ) cancels out in the one case where it would be used above. Now we look at the I 
We can now show that (δ 0 s 0 +s 1 δ 1 )(T ) = 1 I 1 using the expressions above.
When α 1 + α 2 > β 0 , there are five terms to consider, four of which cancel out; the only one left is
, which is the I 0 p component of T , as claimed. When α 1 + α 2 ≤ β 0 , there are only three terms. As
The calculations for the I
are similar. We have
, where q-p normality was used when β 1 + β 2 < α 2 to obtain
Thus, in (
the terms cancel and only
is left, as needed. And if
It remains only to verify the identity δ n−2 s n−2 + s n−1 δ n−1 = 1 I n−1 for all n > 2. This is much easier than the cases above: we can argue with I n p and I n q separately as the I n are all direct sums for n > 0.
First we compute δ n−2 q s n−2 q T q (for n > 2). This is defined on points of the form (p α 0 q β 0 , q β 1 , . . . , p αn q βn ), and we have
Adding these gives (δ n−2 q s n−2 q + s n−1 q δ n−1 ) q T q = T q . The calculation for T p is essentially the same, but one has to check carefully the sign changes arising from the definition of s n p . This shows that the s k form a contracting homotopy of bounded linear maps. Hence the sequence is exact and splits as a complex of Banach spaces.
Before we prove the main result, we require another lemma showing that the cohomology of some 1 (Z + ) modules can be computed using what we will call q-p normal cochains. Let us state this precisely. Let X be an 1 (B) bimodule, which is considered as an 1 (Z + ) bimodule by the inclusion of 1 (Z + ) as the subalgebra generated by p.
where q acts contractively on X and satisfies qzx = x for all x ∈ X. Using the identification above, this can be written as qT (
The following proof could proceed as other results in this paper by giving a suitable bi-injective resolution of ∞ (Z + ). However, we will give a proof based on the direct manipulation of cochains. This gives a flavour of the original proof of the triviality of the higher simplicial cohomology groups of 1 (B) and the method is preferred by many. The drawback with this method, as compared with the resolution method, is that it hides the abstract structural reason the proof works, being just a computation. Its advantage is that it clearly gives explicit formulae.
Lemma 3.7. Let X be an 1 (B) bimodule, which is considered as an
bimodule by the inclusion of the subalgebra generated by p. The cohomology H n ( 1 (Z + ), X ) is isomorphic to the homology of the complex of q-p+1 normal cochains.
Proof. Throughout, we will be using normal cochains (which, to be clear, we call 1-normal) as it is a standard fact that we can calculate cohomology using normalised cochains.
We need to prove two facts. Firstly, that every cocycle can have a coboundary added so the result is a q-p+1 normal cocycle. Secondly, and more subtly, it is necessary to show that every coboundary cochain which is q-p+1 normal, is also the coboundary of a q-p+1 normal cochain; again, we do this by adding a suitable coboundary.
In fact, the first clearly follows from the second, because a cocycle has a zero coboundary, which is clearly q-p+1 normal, thus by the second result we can add a coboundary to make the cocycle q-p+1 normal. It remains to prove our second claim.
Given a 1-normal cochain ψ in C n ( 1 (Z + ), X ) such that δψ is q-p+1 normal, we consider the cochain χ defined by
where we identify 1 (Z + ) as the subalgebra generated by p. We now consider the new cochain ψ = ψ−δχ. This has the same coboundary as ψ. It remains only to show that ψ is q-p+1 normal. We have
and, using the definition of χ, this is
This can be rewritten as
As δψ is q-p+1 normal, q
We also note that the value of p it is also 1-normal is easily checked using the formula above with α 1 = 0, and is obvious for the other variables as ψ is 1-normal.
Lemma 3.7 shows that we can calculate H n ( 1 (Z +,p ), X ) from the homology of the complex of q-p+1 normal cochains. We can use this to compute the cohomology of dual 1 (B) bimodule.
Theorem 3.8. Let X be an 1 (B) bimodule. Then, for n ≥ 2, the cohomol-
where the isomorphism is induced by the canonical inclusions, by considering 1 (Z +,p ) (respectively 1 (Z +,q )) to be a subalgebra of 1 (B).
Proof. We recall from [10] that given a bi-injective resolution
of the dual A of any algebra considered as a bimodule over A, the cohomology of a dual module X is isomorphic to the homology of the complex
where hom A ev denotes the space of A-bimodules maps. We now need to identify the spaces hom A ev (X, I k ). For k > 1, we have that the spaces I k are direct sums of 1 (B) bimodules. It follows that hom A ev (X, I k ) is also a direct sum. Let us consider the summand coming from I n p ,
This is isomorphic to the space hom 1 (B) (X,
+,p )), which in turn is isomorphic to the space of mapsT :
That is the space of q-p+1 normal maps from 1 (Z k−2 +,p ) to X . Under this sequence of isomorphisms, the element
+,p ). Note that this fails for k = 0, as I 0 is not a direct sum in the same way.
We now compare the complex coming from the I n p for k > 1, to the complex of q-p+1 normal maps which Lemma 3.7 shows is a permissible way of computing the cohomology of H n ( 1 (Z +,p ), X ). We see that they are equal for k > 1 and have the same boundary maps. Hence the two complexes have the same homology for k > 2. This shows that the cohomology of H n ( 1 (B), X ) is equal to the direct sum of the cohomology of
For general dual modules, the above simplification of the calculation is the best that we can achieve. However, for special modules, we are able to say more. We are particularly interested in the dual module, which gives us simplicial cohomology. The following theorem helps to us to identify this further.
Theorem 3.9. The simplicial cohomology groups
Proof. Recall that, by Lemma 3.7, we may calculate the cohomology of
) using q-p+1 cochains. We now identify this space of cochains. The value of such a cochain T is given by
or 0 if α 1 − β 0 is negative. This shows that the values are determined by the restriction to a cochain in
The same formula can be used to extend a cochain in
It remains to check that this isomorphism of spaces commutes with the relevant coboundary operations. This is straightforward. For T a cochain in C n ( 1 (Z + ), ∞ (Z + )), letT denote its q-p+1 normal extension. We have
We can now easily check that this is zero whenever β 0 > α 1 : this is clear when β 0 > α 1 + α 2 , and follows from the cancellation of two identical terms (the first two) when β 0 ≤ α 1 + α 2 . With this observation it is easy to check that δ(T ) = δ(T ).
Our corollary which shows that the bicyclic semigroup algebra has trivial simplicial cohomology for k ≥ 2 now follows easily.
Corollary 3.10. The bicyclic semigroup algebra, 1 (B), has trivial simpli-
Proof. We know from Theorem 3.8 that for k ≥ 2, the simplicial cohomology of dual modules is the direct sum of the cohomology of the module considered as a module over the two unital subalgebras 1 (Z +,p ) and 1 (Z +,q ) generated by p and q respectively, as ∞ (B) is a dual module, i.e.
We also know by Theorem 3.9 that ∞ (B) has the same cohomology as the module ∞ (Z +,p ), similarly for ∞ (Z +,q ). Thus the cohomology is the sum of two copies of the cohomology group H k ( 1 (Z + ), ∞ (Z + )), but these groups were shown to vanish for k ≥ 2 in [9] . This shows that the simplicial cohomology of 1 (B) vanishes for k ≥ 2.
Now we know the simplicial cohomology groups of 1 (B), it is easy to deduce the cyclic cohomology groups as the two kinds of cohomology group are connected by the Connes-Tzygan long exact sequence [11] . Proof. For j ≥ 2, we consider the following portion of the Connes-Tzygan long exact sequence → HH j ( 1 (B)) → HC j−1 ( 1 (B)) → HC j+1 ( 1 (B)) → HH j+1 ( 1 (B)) → .
As the simplicial cohomology HH j ( 1 (B)) vanishes for j ≥ 2, the first and last terms are zero giving that the two central terms are isomorphic. This shows that the odd (respectively even) cyclic cohomology groups are isomorphic for j ≥ 2, that is the higher odd cohomology groups are all isomorphic to HC 1 ( 1 (B)) and the higher even cohomology groups are all isomorphic to HC 2 ( 1 (B)). It is known from [2] that all cyclic derivations for 1 (B) are inner, that is HC 1 (  1 (B) ) ∼ = 0. It follows that all higher odd cyclic cohomology groups vanish. It remains to identify HC 2 (  1 (B) ). For this we use the first part of the Connes-Tzygan long exact sequence.
0 → HH 1 ( 1 (B)) → HC 0 ( 1 (B)) → HC 2 ( 1 (B)) → HH 2 ( 1 (B)), noting that the last term is zero. We note that the space HC 0 ( 1 (B)) of traces on 1 (B) is easily seen to be isomorphic to ∞ (Z), the element of ∞ (Z) being determined by the values of the trace τ on the powers of p and q and the identity. This follows as τ (p α q β ) = τ (q β p α ) which is equal to either τ (p α−β ), τ (q β−α ) or τ (1), depending on whether α − β is positive, negative or zero.
The space of simplicial derivations HH 1 ( 1 (B)) is identified in [2] . They are determined by the values of the derivation on on powers of p and on powers of q. The two sequences {D(p n )(1)} n≥1 and {D(q n )(1)} n≥1 must be bounded and any two bounded sequences define uniquely (up to a coboundary) a simplicial derivation. We now recall that the map 
Conclusion
It is interesting to note that simplicial and cyclic cohomology of the 1 -algebra of the bicyclic semigroup remember more of the structure of the bicyclic semigroup than the cohomology of the corresponding C * -algebra.
The C * -algebra generated by the bicyclic semigroup is the Toeplitz algebra, which is amenable, and so has trivial cohomology which coefficients in dual modules. It seems likely that the methods of this paper can be applied more widely to other inverse semigroup algebras, in particular to those which have large subsemigroups which are easily understood like the Cuntz-Kreiger type inverse semigroups.
