In this paper, we propose a primal IP method for solving the optimal experimental design problem with a large class of smooth convex optimality criteria, including A-, D-and pth mean criterion, and establish its global convergence. We also show that the Newton direction can be computed efficiently when the size of the moment matrix is small relative to the sample size. We compare our IP method with the widely used multiplicative algorithm introduced by Silvey et al. [27] . The computational results show that the IP method generally outperforms the multiplicative algorithm both in speed and solution quality.
Introduction
In this paper, we consider the optimal experimental design problems on a given finite design space X = {x 1 , . . . , x n } ⊆ ℜ m . In this setting, we consider a coefficient matrix K ∈ ℜ m×k of full column rank and the moment matrix defined as
for w ∈ Ω := {w : w i ≥ 0, n i=1 w i = 1}, where A i is the expected Fisher information matrix related to x i , i = 1, ..., n. As in [37] , throughout this paper we assume that A i 's are m × m real symmetric positive semidefinite matrices and that there exists an w ∈ Ω such that M(w) is positive definite. This in particular implies that M(w) is positive definite for all positive w ∈ Ω. The optimal experimental design problem can then be formulated as the following minimization problem (see [25, Section 7 .10]): 
where Ψ is a function defined on the set of positive definite matrices and C K (M(w)) is the information matrix defined by C K (M(w)) := (K T (M(w)) † K) −1 . Here A † denotes the Moore-Penrose pseudoinverse of a matrix A. The well-definedness of C K (M(w)) is guaranteed by the range inclusion condition in the constraint of (1) and the fact that K has full column rank [25, Chapter 3] . The function Φ in the objective is commonly referred to as an "optimality criterion". Some classical optimality criteria include (see [25, Chapter 6] for some p < 0, c ∈ ℜ m and K ∈ ℜ m×k of full column rank. It is easy to observe that c-criterion is just a special case of A-criterion with K = c and Acriterion is a special case of pth mean criterion with p = −1. We shall also mention that pth mean criterion can be defined more generally to include D-criterion as a special case (see [25, Chapter 6] for details). Furthermore, it can be shown that the constraint set of (1) is convex [25, Section 3.3] , and the criteria (i)-(iv) are convex functions in the constraint set (by using [25, Theorem 5.14] and [25, Theorem 6.13] , or [24, Proposition IV.14] and [24, Proposition IV.15] ). Hence, problem (1) with these criteria is a convex optimization problem. Indeed, it is known that (1) with the above criteria can be reformulated as (possibly nonlinear) semidefinite programming (SDP) problems (see, for example, [14, 7, 9, 23] ).
The optimal design problems (1) with the aforementioned criteria usually do not have closed form solutions. Numerous procedures have thus been proposed to solve (1) (see, for example, [13, 36, 4, 5, 35, 6, 18, 8, 24, 2, 32, 12, 33] ). Among them, the multiplicative algorithm introduced in [27] has been widely explored. For example, Titterington [28] , Pázman [24] , Dette et al. [12] and Harman and Trnovská [19] studied the multiplicative algorithm for D-criterion. In addition, Fellman [15] and Torsney [31] considered the multiplicative algorithm for A-criterion under the assumption that all A i 's are rank-one. Recently, Yu [37] studied the multiplicative algorithm for a class of convex optimality criteria and proved its global convergence under some assumptions. Nevertheless, for several commonly used optimality criteria, some of those assumptions may not hold and hence there is no theoretical guarantee for its convergence. Indeed, as observed in [37, Section 5] , one of the assumptions does not hold for pth mean criterion with p = −2. Moreover, for such a criterion, our numerical experiments in Section 5 demonstrate that the multiplicative algorithm appears not to converge when p < −1. More details about the multiplicative algorithm for solving (1) are given in Section 2.
In this paper, we consider an alternative approach to solve problem (1) . In particular, we study interior point (IP) methods for (1) , which are Newton-type methods and can be efficiently applied to a broad class of optimal design problems with moderate-sized matrices A i 's. More specifically, we develop a primal IP method for (1) with a large class of convex optimality criteria and establish its global convergence. We also demonstrate how the Newton direction can be computed efficiently when n ≫ m 2 , i.e., when the size of A i 's is small relative to the sample size. We then compare the IP method with the multiplicative algorithm. The computational results show that the IP method usually outperforms the multiplicative algorithm in both speed and solution quality.
The rest of this paper is organized as follows. In Subsection 1.1, we introduce the notations that are used throughout the paper. In Section 2, we review the multiplicative algorithm and address its convergence. In Sections 3, we propose a primal IP method for solving problem (1) with a large class of convex optimality criteria and address its convergence. In Section 4, we discuss how the IP method can be applied to solve problem (1) with criteria (i)-(iv) and demonstrate how the Newton direction can be computed efficiently when n ≫ m 2 . In Section 5, we conduct numerical experiments to test the performance of the method and compare it with the multiplicative algorithm. Finally, we present some concluding remarks in Section 6.
Notations
In this paper, the symbol ℜ ++ denotes the set of all positive real numbers and ℜ n denotes the n-dimensional Euclidean space. For a vector x ∈ ℜ n and I ⊆ {1, . . . , n}, x denotes the Euclidean norm of x, x I denotes the subvector of x indexed by I and D(x) denotes the diagonal matrix whose ith diagonal entry is x i for all i. For α ∈ ℜ and a vector x ∈ ℜ n with positive entries, x α denotes the vector whose ith entry is x α i for all i. For x, y ∈ ℜ n , x • y denotes the Hadamard (entry-wise) product of x and y. The letter e denotes the vector of all ones, whose dimension should be clear from the context. The set of all m × n matrices with real entries is denoted by ℜ m×n . For any A ∈ ℜ m×n , I ⊆ {1, . . . , m} and J ⊆ {1, . . . , n}, a ij denotes the (i, j)th entry of A, A J denotes the submatrix of A comprising the columns of A indexed by J and A IJ denotes the submatrix of A comprising the rows and columns of A indexed by I and J , respectively. The space of n × n symmetric matrices will be denoted by S n . If A ∈ S n is positive semidefinite (resp., definite), we write A 0 (resp., A ≻ 0). The cone of positive semidefinite (resp., definite) matrices is denoted by S n + (resp., S n ++ ). For A, B ∈ S n , A B (resp., A ≻ B) means A − B 0 (resp., A − B ≻ 0). The trace of a real square matrix A is denoted by tr(A). We denote by I the identity matrix, whose dimension should be clear from the context. A function f : S n → ℜ is said to be increasing (resp., decreasing) if for any A B, it holds that f (A) ≥ f (B) (resp., f (A) ≤ f (B)).
The multiplicative algorithm
In this section we review the multiplicative algorithm introduced in [27] for solving problem (1) and discuss its convergence. In particular, we first describe the multiplicative algorithm as follows, which is specified through a power parameter λ ∈ (0, 1].
Multiplicative Algorithm:
1. Start: Let a positive w 0 ∈ Ω and λ ∈ (0, 1] be given.
2. For k = 0, 1, . . .
where d i (w) = −tr(∇Φ(M(w))A i ) and ∇Φ(M(w)) is the gradient of Φ at M(w).
End (for)
Remark 2.1. The above algorithm is the same as the one described in [37] , in the sense that both algorithms generate exactly the same sequence {w k } provided the initial points w 0 are identical.
We now state a global convergence result recently established by Yu [37, Theorem 2] for the multiplicative algorithm when applied to solve the following problem, which is closely related to (1):
val := sup
Observe that (1) and (3) are equivalent (i.e., the optimal value being negative of each other) if there exists an optimal solution w * of (1) with M(w
and (3) has an optimal solution.
Proposition 2.1. Let {w k } be the sequence generated from the above multiplicative algorithm. Suppose the following assumptions hold:
(a) for any feasible point w of (3), ∇Φ(M(w)) 0 and ∇Φ(M(w))A i = 0 for i = 1, . . . , n; (b) for any feasible point w of (3), if T (w) = w, then Φ(M(T (w))) < Φ(M(w)), where
(c) Φ is strictly convex and ∇Φ is continuous in S
Then Φ(M(w k )) → −val monotonically, and moreover, any accumulation point of {w k } is an optimal solution of (3).
Remark 2.2. Notice that the assumptions in the above proposition imply that any accumulation point w * of {w k } satisfies M(w * ) ≻ 0. Hence, if the assumptions in Proposition 2.1 hold and Φ is convex in S m + (K), then (1) is equivalent to (3) and any accumulation point of the sequence {w k } generated from the above multiplicative algorithm solves (1).
Using Proposition 2.1 and some technical results developed in [37] , one can establish the convergence of the above multiplicative algorithm when applied to problem (1) with A-, D-and pth mean criterion for p ∈ (−1, 0) and K = I, which is summarized as follows.
Corollary 2.1. Assume that K = I and A i = 0 for i = 1, . . . , n. Then the multiplicative algorithm converges for any λ ∈ (0, 1] when applied to problem (1) with D-and pth mean criterion for p ∈ (−1, 0). Also, it converges for A-criterion when λ ∈ (0, 1).
As seen from Proposition 2.1 and Corollary 2.1, the multiplicative algorithm converges for a large class of optimality criteria Φ. Nevertheless, for some important convex optimality criteria, the assumptions stated in Proposition 2.1 may not hold and hence there is no theoretical guarantee for its convergence. Indeed, as observed in [37, Section 5] , the assumption (b) with λ = 1 does not hold for pth mean criterion with p = −2. Moreover, for such a criterion, our numerical experiments in Section 5 demonstrate that the multiplicative algorithm appears not to converge when p < −1.
Due to the aforementioned potential drawbacks of the multiplicative algorithm, we will propose an IP method for solving problem (1) with a broad class of optimality criteria Φ including A-, Dand pth mean criterion in subsequent sections.
IP method for a class of convex optimality criteria
In this section, we propose a primal IP method for solving (1) with a class of convex optimality criteria Φ = Ψ • C K . We make the following assumption on Ψ throughout this section. 
Remark 3.1. We now make some brief comments on the above assumptions.
(a) Assumption 3.1 is fairly reasonable. Indeed, all optimality criteria described in Section 1 satisfy this assumption.
(b) Since the feasible set is not necessarily closed, problem (1) with a general convex optimality criterion may not have an optimal solution. However, when the optimality criterion satisfies Assumption 3.1, it must have an optimal solution as shown in Theorem 3.1(a). We refer the readers to [25, Chapter 5] for more discussion on conditions guaranteeing existence of solutions for problem (1).
(c) In contrast to Proposition 2.1, we do not require the existence of a positive definite optimal moment matrix M(w * ). Indeed, Assumption 3.1 may hold even when problem (1) does not have a positive definite optimal moment matrix. For instance, the design problem
has a unique optimal solution at (w 1 , w 2 ) = (1, 0). The corresponding optimal moment matrix is not positive definite; thus, the assumption (d) of Proposition 2.1 does not hold. However, it is easy to check that Assumption 3.1 is satisfied for this design problem (with Ψ(t) = 1/t). In general, the assumption (d) of Proposition 2.1 does not hold when K is not invertible, while our Assumption 3.1 is independent of K.
Under Assumption 3.1, it is not hard to show that the function Φ(M(·)) is bounded below on the feasible set of (1) . Also, it is routine to show that the function Φ is twice continuously differentiable in S m ++ . Furthermore, it can be shown that Φ is convex in S m + (K) by considering suitable Schur complements (see, for example, [23, Section 6] ). We include a short proof below for the convenience of readers. Before proceeding, we state the following well-known fact, which concerns the Schur complement of a positive semidefinite submatrix (see, for example, [25, Lemma 3.12] ). Proof. First of all, it can be shown that the set S m + (K) is convex (see, for example, [25, Section 3.3] ). In addition, notice that for any X ∈ S m + (K), we have
where the second equality follows from the fact that Ψ is decreasing, the fourth and last equalities follow from Lemma 3.1, while the third equality holds because [26, Theorem 5.7] .
Observe that M(w) ≻ 0 whenever w > 0. Thus, under Assumption 3.1, the function Φ is twice continuously differentiable for any positive w ∈ Ω. It is hence natural to develop an IP method to solve (1) since such a method keeps all iterates in the relative interior of Ω until convergence. To proceed, we first reformulate the problem by eliminating the equality constraint. The resulting equivalent problem is given by
where P ∈ ℜ n×(n−1) and q ∈ ℜ n are such that
We next develop an IP method for solving problem (5) instead. First, we need to build a suitable barrier function. Given anyw > 0 satisfying e Tw < 1, one can observe that Pw + q > 0 and hence M(Pw + q) ≻ 0, which leads to Range(K) ⊆ Range(M(Pw + q)). This implies that any barrier function that takes into account the first two inequality constraints of (5) is sufficient for the development of IP method. Here we naturally choose the logarithmic barrier function and then solve the barrier subproblem in the form of
for a sequence of parameters µ ↓ 0. In view of Assumption 3.1, we see that any level set of f µ is compact. Moreover, f µ is strictly convex. Thus, there exists a unique minimizer to (7) for any µ > 0. Furthermore, it follows from Assumption 3.1 that f µ is twice continuously differentiable and its Hessian is positive definite in its domain. Therefore, problem (7) can be suitably solved by the Newton's method with a line search whose stepsize is chosen by Armijo rule.
We are now ready to present our IP method for solving problem (5).
Primal IP Method:
1. Start: Let a strictly feasiblew 0 , 0 < β, γ, η, σ < 1 and µ 1 > 0 be given. Let ǫ(µ) be an increasing function of µ so that lim µ↓0 ǫ(µ) = 0. Setw =w 0 and k = 1.
(c) Let α be the largest element of {ᾱ(w), βᾱ(w), β
End (while)
, and go to step 2.
In standard convergence analysis of IP methods, the feasible sets are usually assumed to be closed and the objective functions are twice continuously differentiable in a neighborhood of the feasible sets (see, for example, [17] ). Nevertheless, these two conditions do not necessarily hold for our problem (5). In particular, the objective function is not necessarily continuous up to the boundary of the feasible region [25, Section 3.16] . Hence, it is not immediately clear the sequence generated by our method will accumulate at a global minimizer of (5) . Thus, we analyze convergence of our IP method below. We first present convergence analysis regarding the outer iterations of our IP method and leave the discussion on the convergence of its inner iterations to the end of this section.
For notational convenience, in the remainder of this section, we associate with eachw ∈ ℜ n−1 a unique w ∈ ℜ n by letting w := Pw + q. Analogously, we associate with each w ∈ ℜ n a uniquẽ w ∈ ℜ n−1 by lettingw i = w i for i = 1, . . . , n − 1. Also, we let Φ M (w) := Φ(M(w)). We first observe that if problem (1) has an optimal solution w * with M(w * ) ≻ 0, then there exists a Lagrange multiplier u * ≥ 0 such that (w * , u * ) satisfies the following KKT system:
Given a strictly feasible pointw ∈ ℜ n−1 of problem (7), we notice that
Then it is not hard to observe that for each µ > 0, the w associated with the approximate solutioñ w of (7) obtained by the Newton's method detailed in step 2 above together with u := µw
satisfies the following perturbed KKT system:
In order to analyze the convergence of our IP method, we will study the limiting behavior of the solutions of system (11) 
We first claim that system (11) has a unique solution for any (µ, v) ∈ ℜ ++ × ℜ n−1 . Indeed, it is easy to observe that (w, u) is a solution of (11) if and only ifw ∈ ℜ n−1 is an optimal solution of
Since the objective function of (12) is strictly convex and it has compact level sets, problem (12) has a unique optimal solution, which immediately implies that system (11) has a unique solution.
From now on, we denote by (w(µ, v), u(µ, v)) the unique solution of (11) and byw(µ, v) the vector obtained from w(µ, v) by dropping the last entry for all (µ, v) ∈ ℜ ++ × ℜ n−1 . It is clear that w(µ, v) is the unique optimal solution of (12) . We next establish the limiting behavior of w(µ, v) as (µ, v) → (0 + , 0).
Then the following statements hold:
an optimal solution of (1).
(b) Suppose that problem (1) has an optimal solution w * with M(w
Cµ} for some given C > 0, is an optimal solution of (1) with maximum cardinality.
(c) Suppose that problem (1) has an optimal solution w * with M(w * ) ≻ 0. Let u * be the associated Lagrange multiplier satisfying (9) . Assume that |B| + |N | = n, where B := {i : w * i > 0} and
] BB ≻ 0 for any w ∈ Ω satisfying w B > 0 and w N = 0. Then w(µ, v) converges to an optimal solution of (1) with maximum cardinality
Proof. We first prove part (a). Let
We first show that lim
Given an arbitrary ǫ > 0, there exists a positivew satisfying e Tw < 1 such that f (w) <f * +ǫ/2. Recall thatw(µ, v) is the unique optimal solution of (12). Then we have that for any v ∈ ℜ n−1 ,
On the other hand, note thatw(µ, v) > 0 and e Tw (µ, v) < 1. Hence,
and f (w(µ, v)) ≥f * . In view of these inequalities, (14) and the fact that w(µ, v) 1 ≤ 1 and w 1 ≤ 1, one can obtain that for any (µ, v) ∈ ℜ ++ × ℜ n−1 ,
Thus, there exists some δ > 0 such thatf
We now suppose for contradiction that f * <f * . By the definitions of f * andf * , there exist w 1 and w 2 which are feasible points of (1) and (13), respectively, so that
Now suppose that w * is an accumulation point of w(µ, v) as (µ, v) → (0 + , 0). We next show that w * is an optimal solution of (1). Indeed, it follows from (4) that for any feasible point w of (1),
In view of (15)
From the second relation in (16), we see that
, from which it follows that U (µ, v) is bounded and thus it has an accumulation point as (µ, v) → (0 + , 0). Let U * be such an accumulation point. In view of the first relation in (16) and the assumption on Ψ, we see that U * ≻ 0. Moreover, we obtain by taking limit in (16) 
The second relation in (17) together with Lemma 3.1 implies that
Hence, w * is a feasible point of (1). In view of (15), the first relation in (17) and the result lim
Thus, w * is an optimal solution of (1). This proves part (a).
Dividing both sides of the above inequality by µ and using the third equation of (11), we obtain that
Since (w ⋆ , u ⋆ ) ≥ 0 and (w(µ, v), u(µ, v)) > 0, it follows from (19) that for all i,
It immediately implies that the ith entry of any accumulation point
must be positive whenever w ⋆ i > 0. Since w ⋄ is an optimal solution of (1) by part (a), we conclude that part (b) holds.
Finally, we show that part (c) holds. By assumption, (w * , u * ) is a solution of (9) with |B|+|N | = n. Notice from the third equation of (9) that B ∩ N = ∅. Thus, B and N form a partition for {1, . . . , n}. We first show that when (µ, v) ∈ Ξ C and µ is sufficiently small,
Since w * B > 0 and u * N > 0, it follows from (18) 
In addition, in view of (20) and the fact that w(µ, v) ∈ Ω, one can immediately see that w i (µ, v) = Θ(1) for all i ∈ B and (µ, v) ∈ Ξ C . We now show that when (µ, v) ∈ Ξ C and µ is sufficiently small, u i (µ, v) = Θ(1) for all i ∈ N . Indeed, using the first equation of (11), we obtain that
Since w * ∈ Ω, we know that |B| ≥ 1, which together with the definition of P implies that (P T ) N has full column rank. It then follows from the above equation that
Recall from above that w i (µ, v) = Θ(1) for all i ∈ B and (µ, v) ∈ Ξ C . Using this result and the fact that w(µ, v) ∈ Ω and M(w
Further, in view of (20), (22) and the result that
Then it follows from (11) that (w
for all (µ, v) ∈ ℜ ++ × ℜ n−1 . In view of (21), we know that when (µ, v) ∈ Ξ C and µ is sufficiently small,
be one such accumulation point. Clearly, (w ⋄ , u ⋄ ) > 0 due to the third equation and the inequality in (24) . We will show below that (w
. First, it is easy to see that (w ⋄ , u ⋄ , 0, 0) satisfies (24) . Since M(w * ) ≻ 0 and w ⋄ > 0, it is not hard to verify M(I 1 (0)w ⋄ ) ≻ 0. Using this result and Assumption 3.1, we observe that F is continuously differentiable in a neighborhood of (w ⋄ , u ⋄ , 0, 0). The Jacobian matrix of F with respect to (w, u) at (w ⋄ , u ⋄ , 0, 0) is given by
We next show that the Jacobian matrix J is nonsingular. It suffices to show that the linear system J ∆w ∆u = 0, or equivalently,
has only zero solution. Indeed, we observe that the null space of P T is spanned by e. It then follows from the first equation of (25) that
for some λ ∈ ℜ. Multiplying both sides of (26) by (I 1 (0)∆w) T and making use of the second equation of (25) and the fact I 1 (0)I 2 (0) = 0, we arrive at
which is equivalent to ∆w
This together with the assumption implies that ∆w B = 0. Using this result, the third equation of (25) and the fact w ⋄ > 0, we see that ∆u B = 0. Substituting ∆w B = 0 into (26), we obtain that −I 2 (0)∆u = λe, which together with the definition of I 2 (0) and |B| ≥ 1 implies λ = 0 and hence ∆u N = 0. Using this result, the third equation of (25) and the fact u ⋄ > 0, we see that ∆w N = 0. Thus, we have shown that ∆w = ∆u = 0. Hence, the Jacobian matrix J is nonsingular.
By applying the implicit function theorem to (24), we conclude that there exists ǫ > 0, a neighborhood U of 0 and a continuously differentiable function (w
Recall that system (24) has a unique solution (w
Using this equality and (23), we finally conclude that
From part (b), we further see that (w ⋄ B , 0) is an optimal solution of (1) with maximum cardinality. This proves part (c) of the theorem.
As an immediate consequence of Theorem 3.1, we now state a global convergence result regarding the outer iterations of our IP method. (b) Suppose that problem (1) has an optimal solution w * with M(w * ) ≻ 0 and ǫ(µ k ) = O(µ k ). Then any accumulation point of {w k } is an optimal solution of (1) with maximum cardinality.
(c) Suppose that problem (1) has an optimal solution w * with M(w * ) ≻ 0. Let u * be the associated Lagrange multiplier satisfying (9) . Assume that |B| + |N | = n, where B := {i : w * i > 0} and N := {i : u * i > 0}. Suppose further that [∇ 2 Φ M (w)] BB ≻ 0 for any w ∈ Ω satisfying w B > 0 and w N = 0. Then {w k } converges to an optimal solution of (1) with maximum cardinality.
In view of (10) and (11), we can observe that (w k , u k , µ k , v k ) satisfies (11) . By virtue of the definition of (w(µ, v), u(µ, v)), we then have
, which together with the fact µ k → 0 and Theorem 3.1 implies the conclusion holds.
Before ending this section, we establish a convergence result regarding the inner iterations of our IP method. Proposition 3.2. Let µ k > 0 and ǫ(µ k ) > 0 be given. Then the Newton's method detailed in step 2 of the primal IP method starting from any strictly feasible pointw init of (5) generates a point
within a finite number of iterations.
Proof. First, observe that all iterates generated by the Newton's method lie in the compact level set Υ : 
IP method for classical optimality criteria
In this section, we discuss how to apply our IP method to solve problem (1) with A-, D-and pth mean criterion. In particular, we will demonstrate how the Newton direction (8) can be efficiently computed for each criterion.
Before proceeding, we introduce some notations that will be used in this section (see, for example, [29] for more details). Given matrices A and B in ℜ m×n , A ⊗ B denotes the Kronecker product of A and B, while A • B denotes the Hadamard (entry-wise) product of A and B. In addition, vec(A) denotes the column vector formed by stacking columns of A one by one. For any m × m symmetric matrix U , we define the vector svec(U ) ∈ ℜ m(m+1)/2 as
It is not hard to observe that svec is an isometry between S m and ℜ m(m+1)/2 and moreover,
We denote the inverse map of svec by smat. Clearly, they are adjoint of each other, namely,
The symmetric Kronecker product of any two (not necessarily symmetric) matrices G, H ∈ ℜ m×m is a square matrix of order m(m + 1)/2 such that
As mentioned in [29] , G⊗ s H can be expressed in terms of the standard Kronecker product of G and H as follows:
2 is such that
It is easy to observe that the above Q exists and is unique. Moreover, QQ T = I. Throughout this section, for each optimality criterion Φ, we define the associated function φ as follows:
for any x ∈ ℜ m(m+1)/2 , provided that Φ(smat(x)) is well-defined. It is clear to observe that φ is convex due to the convexity of Φ. Define
Clearly, M ∈ ℜ m(m+1)/2×n . With the notations above, the function f µ defined in (7) can be rewritten as
By the chain rule, the gradient and Hessian of f µ are given by
where w = Pw + q.
The main computational effort of our IP method lies in computing the Newton direction d by solving the system ∇ 2 f µ (w)d = −∇f µ (w) (see (8) ). In applications, n can be significantly larger than m 2 . Since the rank of ∇ 2 φ(M w) is at most m(m + 1)/2, the first matrix in (31) has "low" rank compared to ∇ 2 f µ (w). It is generally more efficient to compute the Newton direction via the Sherman-Morrison-Woodbury formula. To this end, suppose that ∇ 2 φ(M w) has rank r. Let V DV T be the partial eigenvalue decomposition of ∇ 2 φ(M w), where D is the r × r diagonal matrix whose diagonal consists of r largest eigenvalues of ∇ 2 φ(M w), and the columns of V are the corresponding eigenvectors.
1 Due to the convexity of φ, one can observe that ∇ 2 φ(M w) = V DV T . It then follows from (31) that
which together with the Sherman-Morrison-Woodbury formula yields the Newton direction
where
When n ≫ m 2 , the above approach is much more efficient than solving the Newton system directly by performing Cholesky factorization of ∇ 2 f µ (w). We remark that the ideas of using ShermanMorrison-Woodbury formula to solve specially structured Newton systems have been explored in literature (see, for example, [1, 16] ).
As seen from above, ∇φ(M w) and ∇ 2 φ(M w) are needed to compute Newton direction. For the rest of this section, we will discuss how to evaluate these two quantities for A-, D-and pth mean criterion, and determine the rank of ∇ 2 φ(M w) which is used to perform the aforementioned partial eigenvalue decomposition of ∇ 2 φ(M w).
IP method for pth mean criterion
Recall from Section 1 that in S m ++ , the pth mean criterion Φ becomes
for some p < 0 and K ∈ ℜ m×k with full column rank. It is easy to check that Assumption 3.1 holds for Φ. Hence, problem (1) with this criterion can be suitably solved by our IP method proposed in Section 3.
Based on the above discussion, we know that our IP method needs the gradient and Hessian of the associated function φ for computing Newton direction, where φ is defined by (30) . We next discuss how to compute them. Before proceeding, we state the following classical result (see, for example, [11, Proposition 4.3] ) that will be used subsequently. 
Then the function g is well-defined, i.e., it is independent of the choice of V and d, and is also differentiable. Moreover, let S g,d ∈ S m be a symmetric matrix whose (i, j)th entry is given by
Then the directional derivative of g at Y along the direction H ∈ S m is given by
Proposition 4.1. Let Φ be defined in (32) and the associated φ be defined in (30) .
2 be defined in (29) . Then the gradient and Hessian of φ at any x ∈ svec(S m ++ ) are given by
respectively, where
In particular, when K = I, the above gradient and Hessian reduce to
Proof. To derive the gradient of φ, we fix an arbitrary x ∈ svec(S m ++ ). Let X = smat(x). For all sufficiently small h ∈ ℜ m(m+1)/2 , we have X + H ≻ 0, where H = smat(h), and moreover,
Using (37) and Lemma 4.1 with g(t) = t −p and
where for all i, we further have
In view of the definitions of φ, Φ, X and H, it follows from (38) , (39) and (27) that
which yields (33) . And (35) immediately follows from (33) by letting K = I. We next derive the Hessian of φ at any x ∈ svec(S m ++ ). To proceed, we first recall the following well-known results (see, for example, page 243 and Lemma 4.3.1 of [20] ):
Let X, h and H be defined as above. Using (37) and Lemma 4.1 with g(t) = t −p−1 and
where G is defined as above. Since X is symmetric, it follows from (40) that
In addition, since G is symmetric, we further have that
In addition, by virtue of (29), (30) , the definition of X and H, and the fact that svec is the adjoint operator of smat, one can have
This relation together with (29), (41)- (43) and the definition of H yields
and hence (34) holds. For the case when K = I, ∇ 2 φ can be directly derived as follows. We know from (35) that ∇Φ(X) = pX p−1 . Letting g(t) = p t p−1 and V D(d)V T be an eigenvalue decomposition of X, it follows from Lemma 4.1 that
In view of (40), one can see that
Using these relations and a similar proof as above, we can see that (36) holds.
As mentioned earlier, we need to know the rank of ∇ 2 φ(x) for performing the partial eigenvalue decomposition of ∇ 2 φ(x) which is used to compute Newton direction. In the next proposition, we determine the rank of ∇ 2 φ(x) at any x ∈ svec(S m ++ ).
Proposition 4.2. Let Φ be defined in (32) and the associated φ be defined in (30) . Then the rank of
Proof. Let x ∈ svec(S m ++ ) be arbitrarily chosen. Define X = smat(x). Let G, V , d and S g,d be defined in Proposition 4.1 with g(t) = t −p−1 . For convenience, we define
To determine the rank of ∇ 2 φ(x), it suffices to know the dimension of the null space of
where H = smat(h). It then follows that
Notice that K T X −1 has full row rank. Thus, there exist nonsingular matrices E 1 and E 2 such that
where I is the identity matrix of order k. It then follows that
It is easy to see that the dimension of {U ∈ S m : I 0 U = 0} is (m − k)(m − k + 1)/2. Since E 2 is invertible, we conclude that the dimension of {H ∈ S m :
Since smat is a one-to-one map between ℜ m(m+1)/2 and S m , the dimension of Null(∇ 2 φ(x)) is (m − k)(m − k + 1)/2, and hence the rank of
To complete the proof, we next show that (44) holds by considering two cases p ≤ −1 or −1 < p < 0.
We start with the first case p ≤ −1. Notice that all entries of S g,d are nonnegative and thus M 1 0. Also, M 2 0. It then follows from (34) and (29) 
By (43), the second equality of (45) becomes
which is equivalent to
Moreover, K T X −1 H = 0 implies that the first equality of (45) holds. Therefore, (45) holds if and only if K T X −1 H = 0. It follows that (44) holds for p ≤ −1. We next show that (44) also holds for −1 < p < 0. Indeed, for such p, all entries of S g,d are negative and hence −M 1 0. Using Proposition 4.1, we see that h T ∇ 2 φ(x)h = 0 if and only if
We claim that
Indeed, letting W = (K T X −1 K) −1 and using Lemma 3.1, we have
The latter relation together with the definitions of M 2 , G and (43) implies that
Using this relation, the definition of Z and (40), we have
which together with (49) yields
Also, by the definitions of M 1 , Z and (40), we obtain that
Since 1 > p + 1 > 0 and d i > 0 for all i, it is not hard to show that
), which together with (50) and (51) implies that (48) holds. It then follows from (48), (47) and the fact M 2 0 that vec(H) T M 2 vec(H) = 0. The rest of proof is similar to the case p ≤ −1.
IP method for A-criterion
Recall from Section 1 that in S m ++ , the A-criterion Φ becomes
for some K ∈ ℜ m×k with full column rank. Since A-criterion is a special case of pth mean criterion, the IP method discussed in Sections 3 and 4.1 can be suitably applied to solve problem (1) with A-criterion. We next show that by exploiting the special structure, we can obtain a more compact representation of the associated Hessian matrix that is used to compute Newton direction for our IP method. Proposition 4.3. Let Φ be defined in (52) and the associated φ be defined in (30) . Then the gradient and Hessian of φ at any x ∈ svec(S m ++ ) are given by
where X = smat(x).
Proof. (53) follows immediately from (33) with p = −1. We now prove (54). Let x ∈ svec(S m ++ ) be arbitrarily chosen, and let X = smat(x). For all sufficiently small h ∈ ℜ m(m+1)/2 , we observe X + H ≻ 0, where H = smat(h). In view of the definitions of X and H, it then follows from (53), (37) and (28) that
which proves (54).
Since the A-criterion is a special case of the pth mean criterion, it follows from Proposition 4.2 that the rank of
IP method for D-criterion
Recall from Section 1 that in S m ++ , the D-criterion Φ becomes Φ(X) = log det(
for some K ∈ ℜ m×k with full column rank. It is easy to verify that Assumption 3.1 is satisfied. Hence, problem (1) with this criterion can be suitably solved by the IP method studied in Section 3.
In the next proposition, we provide formulas for computing gradient and Hessian of the associated function φ that are used in the IP method. The proof is similar to that of Proposition 4.3 and is thus omitted.
Proposition 4.4. Let Φ be defined in (55) and the associated φ be defined in (30) . Then the gradient and Hessian of φ at any x ∈ svec(S m ++ ) are given by
where X = smat(x) and W = (
We next determine the rank of ∇ 2 φ(X) at any x ∈ svec(S m ++ ). Proposition 4.5. Let Φ be defined in (55) and the associated φ be defined in (30) . Then the rank of
++ ) be arbitrarily chosen. Define X = smat(x). As in the proof of Proposition 4.2, to determine the rank of ∇ 2 φ(x), it suffices to know the dimension of Null(∇ 2 φ(x)). Notice that φ is a twice differentiable convex function in svec(S m ++ ). Thus,
In view of (28) and (56), it is not hard to verify that h T ∇ 2 φ(x)h = 0 if and only if 2 tr(HX
where H = smat(h). In addition, we can observe that (49) also holds for p = 0, and hence
Furthermore,
The above relations imply that h T ∇ 2 φ(x)h = 0 if and only if
which together with definition of W and the same arguments used in (46) implies that
The rest of the proof follows similarly as that of Proposition 4.2.
Computational results
In this section, we conduct numerical experiments to test the performance of the IP method discussed in this paper for solving problem (1) with A-, D-and pth mean criterion and also compare its performance with the multiplicative algorithm. We develop Matlab codes for our IP method to solve (1) with A-, D-and pth mean criterion. We also implement the multiplicative algorithm in Matlab for solving (1) with A-, D-and pth mean criterion. To benchmark the performance of our IP method, we also report the computational results using a general SDP solver, namely, SDPT3 [30, 34] (Version 4.0) on solving a linear SDP reformulation of (1) with A-criterion (see [14, Page 532] ) and a log-determinant SDP reformulation of (1) with D-criterion (see [23, Equation (9) ]). We shall mention that it is not clear whether problem (1) with pth mean criterion can be reformulated into a problem that can be efficiently solved by SDPT3. As SDPT3 implements an infeasible path-following algorithm, we project the approximate solution w found by SDPT3 onto the unit simplex to obtain an approximate optimal feasible solution for problem (1) and the final objective value reported in our tests is based on the latter solution. All computations in this section are performed in Matlab 7.13.0 (2011b) on a workstation with an Intel Xeon E5410 CPU (2.33 GHz) and 8GB RAM running Red Hat Enterprise Linux (kernel 2.6.18).
For our IP method, we setw 0 = 1 n e ∈ ℜ n−1 , µ 1 = 10, β = γ = 0.5, σ = 0.1 and η = 0.95. In addition, we set ǫ(µ) = max{µ, 1e − 10} and terminate the algorithm once µ k ≤ 1e − 10. On the other hand, for the multiplicative algorithm, similarly as in [37] , we set λ = 1, w 0 = 1 n e ∈ ℜ n , and terminate the algorithm when it reaches 10000 iterations or
holds with δ = 2e − 4, where d i (w) is defined in (2). Furthermore, for SDPT3, we use the default tolerance. Finally, we use the mex files skron, smat and svec from the SDPT3 package for efficient operations on symmetric matrices in our implementation of the IP method and the multiplicative algorithm.
In our tests below, we consider the following four design spaces:
n . The space χ 1 (n) represents the linearization of a compartmental model [3] . The space χ 2 (n) corresponds to polynomial regression. The third space, as described in [38] , represents a response surface with a nonlinear effect and an interaction, while the fourth space is the quadratic/trigonometric example proposed in [36] . The test sets χ 1 , χ 3 and a variant of the test set χ 2 are also used in [38] .
In our first test, for each design space, we set A i = x i x T i for i = 1, . . . , n, with n = 10000, 50000, 100000. For each n and each design space, we randomly generate 30 different matrices K ∈ ℜ m×3 (i.e., we set k = 3), each having i.i.d. Gaussian entries of mean 0 and variance 1. We then apply our IP method and the multiplicative algorithm to solve problem (1) with A-, D-and pth mean criterion on these instances and also apply SDPT3 to solve (1) with A-and D-criterion. The computational results averaged over the 30 instances are reported in Tables 1-4 . In particular, the performance of our IP method, the multiplicative algorithm and SDPT3 are reported under the columns named "IP", "MUL" and "SDPT3", respectively. In addition, the CPU time abbreviated as "cpu" is in seconds and the objective value abbreviated as "obj" is rounded off to six significant digits. We see that our IP method significantly outperforms the multiplicative algorithm in terms of CPU time, and gives a smaller objective value in all instances. Moreover, our IP method also outperforms SDPT3 in CPU time and gives a smaller objective value in most instances. Furthermore, it is worth pointing out that SDPT3 early terminates when solving some instances for χ 1 with A-criterion, possibly due to bad scaling of M(w). This accounts for its significantly larger objective values in Table 1 corresponding to χ 1 . Finally, for pth mean criterion with p < −1, our IP method achieves significantly better objective values than the multiplicative algorithm, where the objective value of the latter algorithm is chosen to be the minimum over all iterations (see Table 4 ). This phenomenon is actually not surprising since the multiplicative algorithm is only known to converge for p ∈ (−1, 0), but it may not converge when p < −1.
In our second test, we consider the case when K = I. The instances used in this test are the same as those in the first test except K = I. We also apply our IP method and the multiplicative algorithm to solve problem (1) with A-, D-and pth mean criterion on these instances and apply SDPT3 to solve (1) with A-and D-criterion. The computational results are reported in Tables 5-8 . We again observe that our IP method outperforms the multiplicative algorithm in terms of objective value in all instances, and is generally much faster on large instances. Furthermore, our IP method is usually faster than SDPT3 and produces comparable or smaller objective values.
Concluding remarks
In this paper we propose a primal IP method for solving problem (1) with a large class of convex optimality criteria and establish its global convergence. We demonstrate how the Newton direction can be efficiently computed when the method is applied to solve problem (1) with classical opti- multiplicative algorithm in both speed and solution quality. The codes for this paper, including our implementation of the multiplicative algorithm and our codes generating inputs for SDPT3, are available online at www.math.sfu.ca/∼zhaosong. We would like to remark that the performance of our IP method depends on whether the Newton direction can be computed accurately and efficiently. In our implementation, we observe that for pth mean criterion with large |p|, as well as for the design space {x i = (1, s i , s T , 1 ≤ i ≤ n} with n ≥ 50000 and some random K ∈ ℜ m×3 , the Newton direction cannot be computed accurately due to numerical errors and hence our IP method fails to terminate with a good approximate solution, compared with the multiplicative algorithm.
Finally, we also compare the performance of our IP method with KNITRO [10] (Version 7.0) that is a general IP solver for solving smooth convex and nonconvex optimization problems. In particular, we call KNITRO from its Matlab interface with algorithm option interior/CG 2 to solve problem (1) for pth mean criterion with K = I. We also provide this solver with the subroutines that efficiently evaluate function, gradient and Hessian-vector multiplication. Furthermore, we use the default tolerance of the solver. We observe that our IP method is at least 10 times faster and produces a smaller objective value for all instances described in Tables 7 and 8. 
