ABSTRACT Over the past few decades, a large family of subspace learning algorithms based on dictionary learning have been designed to provide different solutions to learn subspace feature. Most of them are unsupervised algorithms that are applied to data without label scenarios. It is worth noting that the label information is available in some application scenarios such as face recognition where the above-mentioned dimensionality reduction techniques cannot employ the label information to improve their performance. Therefore, under these labeled scenarios, it is necessary to transform an unsupervised subspace learning algorithm into the corresponding supervised algorithm to improve the performance. In this paper, we propose an approach which can be used as a general way for developing a corresponding supervised algorithm based on any unsupervised subspace learning algorithm using sparse representation. Moreover, by utilizing the proposed approach, we achieve a new supervised subspace learning algorithm named supervised principal coefficients embedding (SPCE). We show that SPCE establishes the advantages over the state-of-the-art supervised subspace learning algorithm.
I. INTRODUCTION
Dimensionality reduction is a very useful technique when we try to find the secrets hidden behind the data. Especially as the size and the dimension of the data is increasing rapidly, conventional algorithms which are based on the Euclidean distance are no longer applicable. These techniques like PCA [1] , LDA [2] assumed that all the data have the same dimensions. Namely, they belong to the same subspace. Nevertheless, [3] thought the data with different labels may come from different subspace. Thus, subspace learning appears.
Subspace learning based on sparse representation is one of the most efficient dimensionality reduction algorithms to extract the intrinsic feature of the high dimensional data. Let X ∈ R D×N be the input data set. Like many other dimensionality reduction algorithms, it aims to find a projection matrix ∈ R D×d , and each input data point x i ∈ R D can be embedded into a low dimensional data point via y i = T x i .
Sparse representation is trying to find a sparse coefficient to represent a data as x i = Dz i , where D is a dictionary
The associate editor coordinating the review of this manuscript and approving it for publication was Mingjun Dai. and z i is the coefficient corresponding to the data point x i . In general, we make the original data set X be the dictionary i.e. D = X. In addition, we let most of the entity of the coefficient vector be zero to make it sparse.
To make the coefficient enough sparse, SSC [4] is trying to solve the problem as follows: min ||Z|| 1 s.t. X = XZ.
Nevertheless, the objective function will make the coefficients too sparse to represent the intrinsic feature of the input data correctly. To solve this problem, LRR [5] is trying to minimize the rank of the coefficient matrix Z. In addition, considering to the noise of the process of sampling, both SSC [4] and LRR [5] set a gap between the clean data set X 0 and corrupted data set X where E = X − X 0 shows the noise. Moreover, they add a constraint (e.g., ||E 1 ||, ||E 2 || or ||E F || ) on the objective function to remove different types of errors (e.g., Laplacian or Gaussian noise), and have achieved a good performance in the domain of subspace learning or dimensionality reduction. Inspired by their successes, there has been a surge of approaches emerged [6] - [18] under the framework:
min J (Z) = F(E) + λR(Z) s.t. Z ∈ C where R(Z) is the regularization item, F(E) represents the type of the sampling error, λ balances the two items in the objective function, C is the constraint set which the coefficient matrix belongs to (e.g. C = {Z|Z ii = 0}).
Most of these subspace learning algorithms are unsupervised algorithms which are used in data without label information. It's worth noting that the label information is available in some application scenarios like face recognition. In practice, once we can utilize the label information in our algorithm, we can learn the intrinsic feature hidden behind the high dimensional space more deeply.
Inspired by the tremendous success of the sparse representation and dictionary learning, we propose a general approach which can be used to transform any unsupervised subspace learning algorithm based on sparse representation into a supervised dimensionality reduction algorithm in this paper. Furthermore, by employing this approach as a tool, we propose a novel supervised subspace learning algorithm based on PCE [19] . The experiment results show that the approach we proposed named SPCE establishes the advantages over state-of-the-art supervised subspace learning algorithm [2] and some other unsupervised dimensionality reduction algorithms in the dataset of expended Yale database B (ExYaleB) [24] , AR facial database [23] , the handwritten digital database USPS (http://archive.ics.uci.edu/ml/datasets.html), four sessions of multiple PIE (MPIE) [45] , COIL 100 objects database [46] and the real data sets ETH80 database [47] .
The contributions of this paper are listed as follows:
• We propose to view the subspace learning based on sparse representation as a supervised dimensionality reduction problem to take the label information of the input data into account. That is to say, we propose a general approach for converting any unsupervised dimensionality reduction algorithms based on dictionary learning into supervised methods.
• We propose a novel supervised subspace learning algorithm named SPCE based on the general approach.
• Experimental results show that our proposed methods outperform the stat-of-the-art supervised dimensionality reduction algorithm and unsupervised subspace learning techniques. The rest of the paper is structured as follows: Section II describes the motivation of our method and discusses some related works. We introduce the general approach in Section III. We then use this formulation as a general approach for designing a supervised subspace learning algorithm called SPCE in Section IV. In Section V, we experimentally evaluate the proposed technique in a series of dataset. Finally, we give concluding remarks and a discussion of future work in Section VI.
II. MOTIVATION AND RELATED WORK A. MOTIVATION
Along with the birth of SSC and LRR, many approaches have been proposed for the subspace learning based on the dictionary learning and sparse representation. Although the motivations of all these algorithms vary (i.e. try to achieve different degrees of sparse or try to eliminate different types of noise.), the objectives of these algorithms are similar. They aim to project input data points in high dimensional space into low dimensional space to extract the hidden feature of the data set. In addition, these algorithms aim at projecting data with different classes into different subspace and projecting data with the same class into one low dimensional space. By using sparse representation, these algorithms [26] , [38] outperform some other traditional dimensionality reduction algorithms like Locality Preserving Projections [22] and Neighborhood Preserving Embedding [21] in image representation and classification.
Most of them are unsupervised algorithms which are applied to data without label scenarios. It is worth noting that in some application scenarios like face recognition, the label information is available. What's more, we want to improve our model by utilizing the label information. Under this condition, it is necessary to transform an unsupervised dimensionality reduction technique into supervised dimensionality reduction technique. In fact, some algorithms such as Sparse Distance Preserving Embedding (SDPE) and Sparse Proximity Preserving Embedding [29] indeed propose a way to extend the unsupervised subspace learning algorithm to supervised scenarios. Unfortunately, this way can only be utilized by SDPE and SPPE. Namely, this extension cannot be used in the other unsupervised dictionary learning algorithms. Our study involves the technique of subspace learning which aims at making all the unsupervised dimensionality reduction algorithm based on the sparse representation can use the label information to improve the performance when the label information exists. The experiment results show that our methods can outperform related state-of-the-arts in a variety of simulation settings.
B. RELATED WORK
First of all, we define some notations to describe the dimensionality reduction task. In the following, lower-case bold letters represent column vectors and upper-case bold one denotes matrices.
1) LOW RANK REPRESENTATION
In LRR, the objective function is as follows (when the data is clean.):
where A is the dictionary and Z is the sparse coefficient matrix. It is easy to see that Eqn. (1) 
2) GROUP SPARSE CANONICAL CORRELATION ANALYSIS
GSCCA [26] incorporates the group sparse representation into the canonical correlation analysis [51] . CCA aims at preserving the group sparse characteristics of data within each set in addition to maximize the global interset covariance. What's more, group sparse classifier (GSC) [27] , [28] was introduced. GSC assumes that training data of a particular class approximately form linear basis for any sample of the class. Thus, GSCCA obtains the coefficient matrix by solving the objective function as follows:
X is one of the input set, e is a vector where all the values are one,
. With analogous arguments, GSCCA obtains the group sparse weight vectors for reconstructing each point y p in the another input set from solving the following l 2,1 -norm problem:
Like CCA [51] , GSCCA seeks two optimal projection vectorsl x andl y such that the correlation coefficient ρ between the variablesl T x x i andl T y y i , i = 1, 2, · · · , N , is maximized. Thus, the objective function of GSCCA is as follows the equation can be derived, as shown at the top of next page :
By setting Y ∈ R c×N to be the specific class indicator matrix, where c is the number of labels, GSCCA can then be extended to supervised feature extraction algorithm. In such case, GSCCA only needs to computeL X for representing the sample set X and applies embedded data for subsequent visualization and classification. There are some distinctions between GSCCA and SPCE as follows:
• The motivation between GSCCA and SPCE is different. GSCCA is motivated by Canonical Correlation Analysis, which aims at maximizing the correlation coefficient between the input data X and Y. This corresponds to that SPCE is motivated by subspace learning and the well-known locally linear embedding (LLE) method [36] . SPCE aims at preserving the sparse property of the coefficient matrix. Especially, while the data are coming from different subspace (i.e, the label of the data is different.), SPCE makes the coefficient between them be zero.
• The objective function of the two techniques is different.
To calculate the sparse coefficient, GSCCA uses the l 2,1 -norm to restrict the sparse property of the coefficient matrix. SPCE utilizes the Frobenius norm instead. In addition, the objective function of the final step which embeds the represented data into low dimensional space is different.
• GSCCA uses the GOMP [28] which is a greedy algorithm to optimize the l 2,1 -norm problem. SPCE solves the Frobenius norm problem by singular value decomposition thus avoiding iterative optimization procedure.
3) SPARSE DISTANCE PRESERVING EMBEDDING AND SPARSE PROXIMITY PRESERVING EMBEDDING
Reference [29] proposed two dimensionality reduction techniques, termed sparse distance preserving embedding (SDPE) and sparse proximity preserving embedding (SPPE). SDPE and SPPE aim at preserving pairwise similarities between data points in addition to preserving the sparse characteristics. They incorporate the sparse representation into some traditional dimensionality reduction algorithms (i.e. ISOMAP, LPP). The first step of SDPE and SPPE is learning the sparsest presentation from the following problem:
where || · || 1 denotes the l 1 -norm, e ∈ R N is a column vector where all the numbers are one, λ is a positive parameter, S is the reconstruction coefficient matrix and E represents the error. SDPE calculates a projection matrix to best preserve pairwise similarities between points which is mainly motivated by ISOMAP [30] , Multidimensional Scaling (MDS) [31] and IsoProjection. After the weight matrix S is obtained by Eqn. (3), SDPE maximizes J (W) where
) is the corresponding inner product matrix as follows:
where I − 1 N ee T is the ''centering matrix''. After the embedding matrix W is obtained, dimensionality reduction of the data X can be achieved by W T X.
SPPE is motivated by LPP [22] . After the weight matrix S is obtained by Eqn. (3), the symmetric adjacency matrix G in SPPE can be formed where its entries are G ij = (S ij + S ji )/2. Then, SPPE optimizes the following criterion
where W is the projection matrix. D is a diagonal matrix with entries being
Reference [29] extended SDPE and SPPE to supervised dimensionality reduction techniques by incorporating pairwise constraints (PC) [32] - [34] . According to the label information, PC divided the input data into must-link (ml) constraint set and cannot-link (cl) constraint set as
X ) be Euclidean inner product matrix over ml set and cl set respectively. The objective function of supervised SDPE is as follows
With analogous arguments, the supervised extension of SPPE can be similarly implemented like SDPE.
Comparing to SPCE, there are some distinctions among them.
• Firstly, the supervised extension form is different. Supervised SDPE and supervised SPPE use the label information in the final step of feature extraction. In the sparse representation, they neglect the class information, which makes this extension cannot be reused in the other unsupervised dictionary learning algorithms. On the contrary, SPCE uses the label information in the sparse representation. That is to say, for any unsupervised algorithms which utilize dictionary learning and sparse representation to reconstruct the input data, SPCE offers a method to convert these algorithms into supervised techniques.
• Secondly, In learning the sparest presentation of the input dataset, SDPE and SPPE use the inexact Augmented Lagrange Multimplier (ALM) [35] approach which is a iteration algorithm. However, SPCE can calculate the sparse presentation by singular value decomposition (SVD) over the training data set which makes it very fast.
• Finally, It is obviously that the objective functions of supervised SDPE, supervised SPPE and SPCE are different due to the motivations of them are different.
4) SOME OTHER DIMENSIONALITY REDUCTION ALGORITHMS
Eigenfaces [20] is the well-known dimensionality reduction method. It utilizes the eigenvectors to recognize the face which is based on the PCA [1] . Like PCA, Eigenfaces aims at maximizing the variance of all the input data set. Linear discriminant analysis (LDA) [2] is a generalization of Fisher's linear discriminant, which is a method that characterizes different class of the input data. It is a supervised dimensionality reduction technique which aims at maximizing the distance of the data with different labels and minimizing the distance of the data with the same class. Locally linear embedding (LLE) [36] preserves distances from each point to its nearest neighbors, which measure the similarity among data points by linear reconstruction coefficient instead of pairwise distance such as Euclidean distance. However, LLE cannot handle the out-of-sample data. To solve this problem, neighborhood preserving embedding (NPE) [21] calculates a projection matrix instead of getting the embedding points directly like LLE. Locality preserving projections (LPP) [22] is linear projective maps that optimally preserves the neighborhood structure of the data set. Though LPP is a linear dimensionality reduction algorithm, it shares many of the data representation properties of nonlinear techniques such as Laplacian Eigenmaps (LE) [37] or LLE. By following the approach of LLE and NPE, sparsity preserving projections (SPP) [38] and L1-graph [39] were proposed respectively. SPP and L1-graph represent the input data points by the sparse coefficients, and they embed the coefficient matrix into the feature space by NPE. The advantage of subspace learning algorithm based on sparse representation is that they can automatically determine the neighborhood for each data point without the parameter of neighborhood size. Robust principal component analysis [40] is proposed to improve the robustness of PCA, which aims at minimizing the rank of the data set. Usually, one can relax the optimization problem with nuclear norm and l 1 -norm. Non-negative matrix factorization (NMF) [41] , [42] is a group of algorithms in multivariate analysis where a matrix is factorized into two matrices. NeNMF [43] is one of the most efficient NMF solvers, which can effectively overcome the slow convergence rate, numerical instability and nonconvergence issue of NMF. Robust orthonormal subspace learning (ROSL) [44] is proposed for efficient robust low-rank recovery. It accelerates RPCA by replacing the nuclear norm on the low-rank matrix by a light-weight measure-the group sparsity of its coefficients under orthonormal subspace. This enables using fast sparse coding algorithms to solve the robust low-rank recovery problem at the quadratic complexity of matrix size.
III. A GENERAL APPROACH FOR ACHIEVING SUPERVISED SUBSPACE LEARNING ALGORITHM A. OVERVIEW
An overview of our proposed approach is shown in Fig. 1 . First, we preprocess the input data by their label information. Second, we generate n dictionary respectively. This is the key step to transform these unsupervised sparse subspace learning algorithms into supervised dimensionality reduction techniques. After this step, we extract the hidden feature of the input data and represent it by the coefficients. Last, we can embed the data into low dimensional space by some dimensionality reduction algorithms like NPE [21] .
B. GENERAL APPROACH FOR USING LABEL INFORMATION IN SUBSPACE LEARNING IN DETAIL
In this part, we will show the detailed process of utilizing the label information of each input point. Unlike [25] , which builds a shared dictionary from data with different labels, our approach establishes the dictionary respectively, and then, concatenates those dictionary to form one dictionary.
1) POINTS WITH DIFFERENT LABELS
Let X i , X j ⊂ X be two subsets of the data set with labels k i and k j respectively. Furthermore, x i ∈ X i , x j ∈ X j are two arbitrary input data points belong to corresponding space. We assume that the two subspace X i , X j are uncorrelated. Namely, ∀ x i ∈ X i , there is no solution in the following equation:
where z * ij is the coefficient which is used to represent x i by X j . Without any loss of generality, we can rewrite the equation in matrix form as follows:
where coefficient matrix Z * ij shows the relation between subspace X i and X j . According to the assumption, we can make Z * ij = 0 due to the fact that there is no solution of Eqn.(6).
2) POINTS WITH THE SAME LABEL
Let X i ⊂ X be the arbitrary data set whose label equals to k i , and x i ∈ X i . In our approach, we choose the data set X i as the dictionary corresponding to ith class. Thus, the objective function can be written as follows:
where l can be chosen as l 1 norm, l 2 norm, l 2,1 norm, Frobenius norm or nuclear norm depend on the sparse property you want in the coefficient matrix. In addition, considering the data is corrupted by the noise, we can add a matrix E ii satisfies E ii = X ii − X 0 ii to show the noise in sampling. Thus, the objective function can be rewritten as follows:
where X 0 ii is the clean data. m can also be chosen as l 1 norm, l 2 norm or Frobenius norm to represent different types of noise (i.e., Gaussian noise, Laplacian noise, or sample-specified corruption). 
3) EMERGING COEFFICIENT MATRIX
Let X = [X 1 , X 2 , · · · , X k ],
4) EMERGING PROJECTION MATRIX
After the above steps, we obtain the coefficient matrix Z. Then, NPE [21] is introduced to produce the projection matrix. The objective function is as follows:
where is the projection matrix.
IV. SUPERVISED PRINCIPAL COEFFICIENTS EMBEDDING
The general approach presented above can be regarded as a tool to use in most unsupervised subspace learning algorithms which are based on dictionary learning. By using this approach, we propose a new supervised subspace learning algorithm named Supervised Principal Coefficients Embedding performing robuster than the traditional supervised dimensionality reduction algorithm (i.e., Linear Discriminant Analysis) in the corrupted data. In this section, we will show the detailed process of the algorithm SPCE.
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A. CONSTRUCTING WEIGHT MATRIX 1) GET DICTIONARY Let X ∈ R D×N be the input data set and each data point x i has its label information. It is easy to do a decomposition on the input data set based on the label information as follows:
where the subscript of X shows the class it belongs to. Thus, we get k dictionaries respectively which can be used to achieve the coefficient matrix in the next step.
2) GET COEFFICIENT MATRIX
We solve the objective function to get the coefficient matrix as follows:
where X 0 i is the clean data subset with label k i . Without any loss of generality, we can solve the minimization problem Eqn.(10) by breaking it up as follows:
The following theorem in [19] can be used to solve the objective function Eqn.(11). Thus, in this step, we perform the skinny SVD on each data subset X ii respectively, i.e. X ii = U i i V T i , and get the
where V ik consists of k i column vector of V i corresponding to k i largest singular. k i is calculated by the objective function as follows:
where σ 2 j (X ii ) represent the jth singular value of X ii . After getting all the coefficient matrices Z 11 , Z 22 , · · · , Z kk , we construct the weight matrix as follows:
B. EIGENMAPS
After obtaining the weight matrix Z, SPCE introduces NPE to embed the input data points into corresponding points in low dimensional space. The objective function is as follows:
where ∈ R D×d is the embedded matrix, and d is the dimension of the low dimensional space. According to the property of Frobenius norm, we can rewrite the objective function Eqn. (14):
where M = (I − Z)(I − Z) T . Noted that the optimal solution to Eqn. (15) consists of d eigenvectors corresponding to the d largest eigenvalues of the following generalized Eigen decomposition problem:
where σ is the singular value of the problem. Thus, in this step, SPCE gets the projection matrix D×d that consists of d leading eigenvectors of the generalized eigenvector problem Eqn. (16) . In addition, if the subspaces of different labels are orthogonal, the dimension d in the low dimensional space can be calculated automatically as
Algorithm 1 summarizes the training procedure of SPCE. Note that, the output of the training process is the projection matrix . When there gets a new data x i , we can use the training results directly to obtain the embedded points y i via y i = T x i .
V. EXPERIMENTS AND RESULTS
In this section, we reported the performance of SPCE and some state-of-the-art unsupervised and supervised dimensionality reduction algorithms including LDA [2] , PCE [19] , NPE [21] , LPP [22] , Eigenfaces [20] , L1-graph [39] , nonnegative matrix factorization (NMF) [41] , [42] , RPCA [40] , NeNMF [43] , and robust orthonormal subspace learning (ROSL) [44] . Noticed that, LDA is the traditional supervised subspace learning technique using the fisher criteria. PCE is the unsupervised subspace learning algorithm which SPCE based on. NPE, LPP, Eigenfaces are the traditional dimensionality reduction techniques. L1-graph utilizes the sparse coefficient to represent the input data set which can automatically determines the neighborhood for each data point without the parameter of neighborhood size. NeNMF is one of the most efficient NMF solvers which can effectively overcome the slow convergence rate, numerical instability and nonconvergence issue of NMF.
Algorithm 1 Supervised Principal Coefficients Embedding
input: A collection of training data points X = {x 1 , x 2 , · · · , x n } sampled from a union of linear subspaces with label information y = {y 1 , y 2 , · · · , y n }, and the parameter λ > 0. 1: Preprocess the input data. Classify the training data according to their label information. Namely, the input collection can be split into k subset X = {x 11 ,
is the number of data set with label i. 2: Generate the weight matrix Z. For each subset, perform the PCE algorithm to establish the dictionary respectively. And then, concatenate these dictionary directly as the form Eqn.(13) 3: Generate the embedding matrix . Introduce NPE to embed W into a d-dimension subspace. By minimizing the loss function Eqn. (14), we can get the projection matrix that consists of the eigenvectors corresponding to the d largest eigenvalues. output: The embedding matrix . For any data point from the high dimensional space x, its low dimensional representation can be gotten by y = T x 
A. DATA SETS AND EXPERIMENTAL SETTING
We used nine image data sets including Expended Yale database B (ExYaleB) [24] , AR facial database [23] , four sessions of multiple PIE (MPIE) [45] , COIL100 objects database [46] , the handwritten digital database USPS and ETH80 database [47] . The used ExYaleB data set contains 2414 frontal-face images of 38 subjects. Fig. 2 shows nine poses of a single individual in the data set. We chose the first 58 samples of each subject. In addition, we set 40 samples of each subjects randomly as the training data, and the rest of them are used to test our algorithms. AR facial database samples from 50 male and 50 female subjects. For each person, 14 images are clean data, and 6 images are disguised by scarves (occlusion rate is about 40%). In the experiment with data set AR, we randomly chose 10 clean images of one person to train and the rest 4 clean images are used to calculate the accuracy of the tested algorithm. At the same time, the data set AR-Scarce consists of 6 images which are disguised by scarves and 6 clean images of one person, and training set have 10 images of a person randomly. MPIE contains the facial images captured in four sessions. MPIE-S1 has 3486 samples from 249 persons. In our experiment, we randomly set 10 samples of each subject to train and the rest 4 samples to test. There are 10 images from one class in MPIE-S2, MPIE-S3, MPIE-S4 and COIL100 data base. We set 7 of them to train and the rest to test the subspace learning algorithms. USPS is the handwritten digits which has 7291 train and 2007 test images. The images are 16 × 16 grayscale pixels. Some example images of the handwritten digital database USPS with the label ''0'' is shown in Fig.3 . ETH80 database contains images of eight big categories: apple, car, cow, cup, dog, horse, pear, and tomato. Every category has 10 subcategories, each of which contains 41 images (we resized the images to 32 × 32 pixels.) from different viewpoints. In this study, each of the eight big categories is considered as a single class. Thus, our experiment can be regarded as an eight-class classification problem in this data set. In addition, 200 images are selected randomly from each of the eight big categories for testing these methods. We show some typical images in Fig.4 .
In our experiments, after embedding the input data points into low dimensional space, we evaluated the performance of the subspace learning methods with k-NN classifiers, where k = 1. In addition, we also utilize the support vector machine (SVM) with linear kernel [48] in some data base and test the time the algorithms take simultaneously.
B. PERFORMANCE ON CORRUPTED FACIAL IMAGES
In this section, we present the robustness of these unsupervised and supervised algorithms using ExYaleB and AR database. In SPCE, the dimension of the output space is calculated automatically by Eqn. (17) . In addition, PCE [19] can also automatically produce the parameter d which denotes the dimension in the low dimensional space. We set d = 300 for all the tested methods except NN. In the data set ExYaleB, we add a white Gaussian noise into ExYaleB data set at a corruption ratio of 0% to 30%. Namely, we made x i = x i + ρn, where ρ is the corruption ration, and n is the noise belongs to standard Gaussian distribution. Table 1 presents the comparison results from which we can see the following:
• SPCE is more robust than the traditional supervised subspace learning algorithm LDA. Especially when the data is corrupted with Gaussian noise at the ratio of 30%. The accuracy of SPCE is almost 12.57% higher than that of LDA.
• SPCE performs better than the unsupervised subspace learning algorithm. This means the feature SPCE extracted is more meaningful due to make full use of the label information. Table 2 shows the robustness of the subspace learning techniques on the real disguises. It is obviously that SPCE has the advantages over PCE. In addition, comparing to LDA, SPCE increases the accuracy approximate 1%-2%. 
C. PERFORMANCE ON CLEAN IMAGES
In this section, we investigate the performance of SPCE using COIL100 and MPIE. There are four sessions of multiple PIE. Thus, five data base are used to show the advantages of SPCE. As did in the above experiments, we set d = 300 for all the tested algorithms except SPCE, PCE and NN. Tables 3-7 report the experiment results (Please note that partial experimental results are quoted from [19] .), from which one can find the following: at least higher than that of the second best subspace learning method on MPIE-S4.
• SPCE is more stable than other investigated approaches.
From the experiment result, we can get that there is no distinct on the accuracy by using SVM classifier or NN classifier. For example, in the database MPIE-S3, the difference accuracy of SPCE between NN and SVM is 0.04%, which is smaller than that of RPCA+PCA (43.17%).
• SPCE takes the least time to perform dimensionality reduction and classification on these five data set. By splitting the input data matrix into some matrix with smaller dimension according to the label information, SPCE saves running time in the SVD process.
D. SUBSPACE LEARNING WITH INCREASING TRAINING DATA
In this part, we investigate the performance of SPCE with increasing training samples. We randomly sample k (where k = 3, 4, 5, · · · , 11) clean AR images from each subject for training and use the rest of the database for testing. From  Fig.5 , we can conclude that: • SPCE consistently outperforms the other subspace learning algorithms even though only a few of training samples are available.
• SPCE performs better than PCE, because SPCE uses the label information in the process of dimensionality reduction. This proves that this way of transforming the unsupervised subspace learning technique into supervised dimensionality reduction algorithm is efficient.
E. SUBSPACE LEARNING ON REAL DATABASE
In this study, we evaluate the performance of SPCE on ETH80 which is a real data base. To be exact, we address on object categorization task on ETH80 database. Two simulation settings over different training sample sizes are evaluated. We compare the accuracies by averaging the test results over 10 random splits of training/test samples. The performance of our method is also compared with PCA, LDA, maximum margin criterion(MMC) [49] , MCCA, ITR-based LDA (TR-LDA) [50] , SPP [38] , LPP [22] , NPE, IsoProjection, SLPP, SDPE, SPPE, GSCCA and o-GSCCA. We show the means of recognition accuracies and the standard deviations (Std) in Table 8 (Note that some experiment results are quoted from [26] and [29] ). The best records are also described here, from which we can conclude as follows:
(1) SPCE performs very close to the state-of-the-art algorithm such as SPPE. (2) The accuracy of SPCE is about 15% higher than the traditional supervised dimensionality reduction algorithm LDA. Thus, the general approach of developing a new supervised algorithm based on arbitrary unsupervised subspace learning algorithm using sparse representation is efficient. (3) However, the experiment results don't show that SPCE has much advantages over than SDPE. It may because of that ETH80 database violates against the assumption of SPCE. SPCE assumes that data points with different classes belong to different subspace. Nevertheless, in database ETH80, there are many intersections of the data with different labels, especially, after we change the original images into gray scale images.
F. INFLUENCE OF THE PARAMETER
To investigate the influence of the parameter λ on the classification accuracy, we increase the value of λ from 1 to 10 with an interval of 1 by performing experiment on the data set AR-Scarve and Expended Yale database B (30%). Fig. 6 shows the influence of the parameter λ on SPCE. The blue line denotes the classification accuracy on the data set Expended Yale database B (add a white Gaussian noise at a corruption ratio of 30%), and the orange line denotes the classification accuracy on the data set AR-Scarve. λ is used to measure the possible corruptions and estimate the feature dimension in PCE [19] . Nevertheless, in SPCE, the experiment results don't show much relation on λ.
G. SCALABILITY AFTER INTRODUCING LABEL INFORMATION
In this section, we examine the performance of the sparse representation after utilizing the label information. In this experiment, we use the whole handwritten digital database USPS as the input data set, where the parameter λ of SPCE and PCE is fixed as 0.05. USPS handwritten digital database has 11000 images and the images are 16 * 16 grayscale pixels. Furthermore, we split the whole data set into two partitions for training and testing, where the number of training samples FIGURE 6. Influence of the parameter λ, where the classifier k-NN(k=1) is used. The orange line denotes the classification accuracy on the data set AR-Scarve and the blue line denotes the classification accuracy on the data set Expended Yale database B (add a white Gaussian noise at a corruption ratio of 30%).
FIGURE 7.
Scalability performance between PCE and SPCE on the whole USPS data set, where the number training samples increase from 500 to 9000 with an interval of 500. The orange line denotes the classification accuracy of PCE and the blue line denotes the classification accuracy of SPCE.
increases from 500 to 9000 with an interval of 500. Fig. 7 shows the classification accuracy with the increasing of the number of the training sample, where the orange line denotes the classification accuracy of PCE and the blue line denotes the classification accuracy of SPCE. From the result, we can see the advantage of SPCE. Especially when the number of the training sample is small, utilizing the label information can make the accuracy of SPCE 40% higher than that of PCE.
VI. CONCLUSION
In this paper, we have proposed a general approach to emerge supervised subspace learning algorithm based on sparse representation. Moreover, under this approach, we develop a novel supervised subspace learning method, called SPCE. Unlike existing subspace learning approaches, SPCE can utilize the label information to produce a higher accuracy after embedding input data points into low dimensional space. Experiment results on several popular image databases show that SPCE establish the advantages over traditional supervised dimensionality reduction algorithm (Especially when the data mixed with noise.) and these unsupervised subspace learning methods. This paper would be further extended or improved on the robustness of dealing different types of noise. In addition, when the data set has not only unlabeled data but labeled data, the approach cannot use two types of data simultaneously. Namely, one can develop a semi-supervised approach to make full use of both data with label information and unlabeled data.
