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6 Billiards and two-dimensional problems
of optimal resistance
A. Yu. Plakhov∗
Abstract
A body moves in a medium composed of noninteracting point par-
ticles; interaction of particles with the body is absolutely elastic. It is
required to find the body’s shape minimizing or maximizing resistance
of the medium to its motion. This is the general setting of optimal
resistance problem going back to Newton.
Here, we restrict ourselves to the two-dimensional problems for
rotating (generally non-convex) bodies. The main results of the paper
are the following. First, to any compact connected set with piecewise
smooth boundary B ⊂ R2 we assign a measure νB on ∂(convB) ×
[−pi/2, pi/2] generated by the billiard in R2 \ B and characterize the
set of measures {νB}. Second, using this characterization, we solve
various problems of minimal and maximal resistance of rotating bodies
by reducing them to special Monge-Kantorovich problems.
Mathematics subject classifications: 49K30, 49Q10
Key words and phrases: bodies of minimal and maximal resis-
tance, billiards, Newton’s aerodynamic problem, Monge-Kantorovich
problem, optimal mass transportation
1 Introduction
A body moves in a homogeneous medium consisting of point particles. The
medium is very rare, so that mutual interaction of particles can be neglected.
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The particles interact with the body in the absolutely elastic manner; each
particle performs several (maybe zero) collisions and moves freely afterwards.
It is required to find a body, out of a given class of bodies, such that resistance
of the medium to the body’s motion is minimal.
This is the general setting of minimal resistance problem. In order to
specify it, one needs to determine the class of bodies, the kind of motion
(for example, translational motion or a combination of translational and
rotational motion), and the state of medium (the particles may rest as well
as perform thermal motion). The problem can be stated not only in R3,
but also in spaces of other dimensions; besides, the problems of maximal
resistance can be considered as well.
This problem goes back to Newton; he considered the class of convex
axially symmetric bodies of fixed length along the symmetry axis and fixed
maximal cross section orthogonal to this axis. A body of the class moves in
a medium of particles at rest, the velocity being parallel to the symmetry
axis. The solution of this problem is a body whose boundary is composed of
front and rear flat disks and a smooth strictly convex lateral surface [1].
Since then, the problem has been studied by many mathematicians, in-
cluding Euler and Legendre; among other results, there were found solutions
in various classes of axisymmetric convex bodies. Since the early 1990th,
there have been obtained new interesting results related to the minimization
problem in classes of non-symmetric and/or non-convex bodies [2]-[10]. It was
proved, in particular, that in the class of convex (generally non-symmetric)
bodies of fixed length and width the solution exists and does not coincide
with Newton’s one [2, 3, 4, 7, 5]. The solution was obtained numerically
[10]. There was found analytically the solution in the more restricted class of
convex bodies with developable lateral surface [6]. Also, there were obtained
solutions in some classes of non-convex bodies satisfying the so-called single
impact assumption meaning that each particle collides with the body at most
once [8, 9]. Further, it was shown that generically, in classes of non-convex
bodies where multiple collisions are allowed, infimum of resistance is zero,
that is, there exist almost perfectly streamlined bodies [11, 12]. This result
is based on the study of some special billiards in unbounded regions in R3.
It is essentially three-dimensional: for the two-dimensional analogue of the
problem, infimum is positive [12].
The problems involving rotational motion of bodies and/or thermal mo-
tion of particles are more relevant to real life. Some of them, concerning
classes of convex bodies, are solved in [13] and [14], for the case of slowly uni-
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formly rotating convex bodies of fixed volume and the case of translational
motion of axially symmetric convex bodies in media of positive temperature,
respectively. As applied to classes of non-convex bodies, these problems seem
to be more difficult: to calculate resistance, one needs to know the relation
between the initial and final velocity of each particle interacting with the
body; in the case of multiple collisions the calculation may turn out to be
very involved. Nevertheless, as will be shown below, these difficulties can
be overcome. Here, we restrict ourselves to the two-dimensional case; the
three-dimensional case is postponed to the future.
In what follows, instead of a body moving in a medium, we shall consider
a flux of particles falling on the body. The body may rest and may rotate
around a fixed point. This picture is equivalent to the initial one and usually
is more convenient.
Our approach is as follows. Each body (a compact connected subset of R2
with piecewise smooth boundary) is limited by a curve composed of a ”convex
part” and a number of ”cavities”. Each particle, interacting with the body,
either reflects only once from the convex part of curve, or, otherwise, gets
into a cavity, makes there a series of reflections, and eventually gets out of
the cavity and leaves the body forever. Define the angles of ”getting in” and
”getting out” by ϕ and ϕ+; to any cavity one assigns a measure describing
the joint distribution of ϕ and ϕ+. Resistance of the body is determined by
these measures generated by the cavities, therefore characterization of these
measures is a key question for a wide range of problems of minimal and
maximal resistance.
This characterization is the main issue of the present work: we determine
closure, in the weak topology, of the set of measures generated by cavities.
The proof of this result is based on construction of a family of cavities of
special form and on a detailed analysis of billiard dynamics in such cavities.
We then apply this result to the problem of optimal mean resistance for the
classes of (generally non-convex) bodies containing or being contained in a
given convex bounded set K. The bodies are subject to slow uniform motion.
By mean resistance, we understand the time averaged value of resistance.
The problem reduces to some special one-dimensional Monge-Kantorovich
problems of optimal mass transfer; solving them, one finds that infimum and
supremum of mean resistance are equal to 0.9878... and to 1.5, respectively,
where resistance of K is taken to be 1.
The paper is organized as follows. In section 2, to each body B one assigns
a measure νB: the linear combination of a measure generated by the convex
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part of its boundary and measures generated by the cavities. The main
theorem, consisting in characterization of the set of measures νB, is stated
and then applied to the problem of optimal mean resistance for rotating
bodies. In section 3 the auxiliary result, consisting in characterization of the
set of measures generated by cavities, is formulated. Basing on this result, we
prove the main theorem. Finally, in section 4, the auxiliary result is proved.
2 Main theorem
2.1 Statement of main theorem
Let B ⊂ R2 be a compact connected subset of Euclidean space R2 with
piecewise smooth boundary. The last means that B is determined by a finite
number of relations fi(x) ≥ 0, fi ∈ C1(R2), besides ∇fi(x) 6= 0, whenever
fi(x) = 0, and the vectors ∇fi(x) and ∇fj(x) are not collinear, whenever
fi(x) = 0, fj(x) = 0, i 6= j.
Consider the billiard in R2 \ B. Consider a billiard particle whose tra-
jectory intersects the convex hull of B, convB. Initially the particle moves
freely in R2 \B with a unit velocity v. Let x be the point of first intersection
of the particle with ∂(convB); denote by nx the unit outer normal vector to
∂(convB) at x and denote by ϕ ∈ [−pi/2, pi/2] the angle between nx and −v.
Let us agree that the angle is counted from nx to −v clockwise. Thus, to
each particle motion one assigns a value (x, ϕ) ∈ ∂(convB)× [−pi/2, pi/2].
After intersecting ∂(convB), the particle moves inside convB \ B, elas-
tically reflecting off the boundary ∂B, then intersects ∂(convB) again and
moves freely afterwards. It may also happen that at some moment the par-
ticle gets into a singular point of the boundary ∂B, or its trajectory touches
the boundary, or it makes an infinite number of reflections on a finite time
interval, or the particle will stay inside convB forever. The set of values
(x, ϕ), for which one of these events happens, has zero measure (see., e.g.,
[16]) and therefore will be excluded from our consideration. Note that by this
agreement, the cases ϕ = pi/2 and −pi/2 are excluded, therefore the particle
intersects ∂(convB) two times: when getting in and when getting out.
Let x+ = x+B(x, ϕ) be the point of second intersection. Denote by ϕ
+ =
ϕ+B(x, ϕ) ∈ [−pi/2, pi/2] the angle between the normal nx+ and the velocity
of final free motion v+. Like ϕ, the angle ϕ+ is measured from nx+ to v
+
clockwise.
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Note that the set ∂(convB)\∂B is a union of a finite or countable (maybe
empty) family of mutually disjoint open intervals, ∂(convB) \ ∂B = I1 ∪ I2∪
. . .. The set convB \ B is decomposed into several connected components;
denote by Ωi the closure of the connected component containing Ii, i ≥ 1.
All the sets Ωi are different.
v
v+
x
x+
b
b
I0
I3
I2
I1
B
Designate by I0 := ∂(convB) ∩ ∂B the convex part of the boundary ∂B;
thus, one has
∂(convB) = I0 ∪ I1 ∪ I2 ∪ . . . .
If the point of first intersection x belongs to I0 then x
+ = x, ϕ+ = −ϕ, and
the time interval of staying of the particle within convB reduces to a point.
If, otherwise, x belongs to an interval Ii, i ≥ 1 then the intersection of the
particle trajectory with convB entirely belongs to Ωi and x
+ belongs to the
same interval Ii. In both cases one has nx+ = nx.
Define a Borel measure µ = µconvB on the set ∂(convB) × [−pi/2, pi/2]
by dµ(x, ϕ) = cosϕdxdϕ, where dx is the element of length on ∂(convB).
Consider the mapping TB : (x, ϕ) 7→ (x+, ϕ+). It is a one-to-one mapping of
a full measure subset of ∂(convB) × [−pi/2, pi/2] onto itself; moreover, the
following holds:
T1 TB preserves the measure µ;
T2 TB = T −1B .
Actually, the conditions T1 and T2 are derived from the fact that a bil-
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liard dynamical system preserves the Liouville measure and is invariant with
respect to time inversion.
The sets Ii × [−pi/2, pi/2] are invariant with respect to the mapping TB;
denote by T iB the restriction of TB to Ii× [−pi/2, pi/2]. The restriction of µ to
Ii × [−pi/2, pi/2] will be also designated by µ. Each mapping T iB transforms
a subset of full measure of Ii × [−pi/2, pi/2] onto itself and also satisfies T1
and T2.
Denote by |∂(convB)| the length of the curve ∂(convB), by |Ii|, the length
of Ii, i = 1, 2, . . ., and by |I0|, the length of I0: |I0| = |∂(convB)|−
∑
i≥1 |Ii|.
Denote also κi = |Ii|/|∂(convB)|; one has
∑
i κi = 1. Define Borel measures
νB, ν
i
B on the square Q := [−pi/2, pi/2] × [−pi/2, pi/2] as follows: for any
measurable set A ⊂ Q,
νB(A) :=
1
|∂(convB)| µ
({
(x, ϕ) ∈ ∂(convB)× [−pi/2, pi/2] : (ϕ, ϕ+B(x, ϕ)) ∈ A
})
,
νiB(A) :=
1
|Ii| µ
({
(x, ϕ) ∈ Ii × [−pi/2, pi/2] : (ϕ, ϕ+B(x, ϕ)) ∈ A
})
.
These definitions imply that νB =
∑
i κiν
i
B.
Note that the measures νB, ν
i
B remain unchanged under translations, ro-
tations and similarity transformations of B. The total measures are νB(Q) =
νiB(Q) = 2 for any i.
Define the Borel measure λ on [−pi/2, pi/2] by dλ(ϕ) = cosϕdϕ, denote
by pi1, pi2 : Q → [−pi/2, pi/2] the projections pi1(ϕ, ϕ+) = ϕ, pi2(ϕ, ϕ+) =
ϕ+, and denote by pidiag : Q→ Q the symmetry with respect to the diagonal
ϕ = ϕ+: pidiag(ϕ, ϕ+) = (ϕ+, ϕ). Denote by M the set of Borel measures ν
on Q such that
A1 both orthogonal projections of ν to the coordinate axes coincide with
λ; that is, pi1#ν = λ = pi
2
#ν;
A2 the measure ν is symmetric with respect to the diagonal ϕ = ϕ+;
that is, pidiag# ν = ν.
The measures νB, ν
i
B satisfy the conditions A1 and A2; that is,
νB, ν
i
B ∈M.
This property can be easily derived from the conditions T1 and T2 for the
mappings TB and T
i
B; see also [13].
Note that there exists a unique measure ν0 ∈ M whose support belongs
to the diagonal ϕ = −ϕ+. If |I0| > 0 then one has ν0B = ν0. Moreover, if B is
convex then the family {Ii} contains a unique element I0, therefore νB = ν0.
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Let us give a mechanical interpretation of the measures νB and ν
i
B. A
two-dimensional body B at rest is situated in a medium of non-interacting
identical point particles, moving in all possible directions. The medium is uni-
form and isotropic, that is, its density is constant and velocities of particles,
contained in any space region at any time instant, are uniformly distributed
on the unit circumference. When colliding with the body, the particles are
elastically reflected by it. For any particle, interacting with the body, mark
ϕ and ϕ+, the angles of ”getting in” and ”getting out” at the moments of
intersection with ∂(convB). The measure νB describes the normalized joint
distribution over ϕ and ϕ+ of the number of particles that have been inter-
acted with the body during a fixed time interval. The normalizing factor
is chosen in such a way that the normalized total number of particles that
have been interacted with the body equals 2. The measures νiB describe the
normalized joint distribution over ϕ and ϕ+ of the number of particles that
first intersected Ii during a fixed time interval. The normalizing factor is
chosen in such a way that the normalized total number of particles that first
intersected Ii during this time interval equals 2.
Any measure νB belongs toM. In the present paper we are interested in
an inverse question: is it true that any measure fromM can be approximated
by measures νB? The positive answer to this question is given by the following
theorem.
LetK1 andK2 be compact convex sets such thatK1 ⊂ K2 and dist(∂K1, ∂K2) >
0. Denote by BK1,K2 the class of compact connected sets B with piecewise
smooth boundary such that K1 ⊂ B ⊂ K2.
Theorem 1. The set {νB, B ∈ BK1,K2} is everywhere dense in M in the
weak topology, that is, for any ν ∈ M there exists a family of sets {Bε, ε >
0} ⊂ BK1,K2 such that for any continuous function f : Q→ R,
lim
ε→+0
∫
Q
f dνBε =
∫
Q
f dν.
2.2 Applications of main theorem
Let us illustrate on examples that this theorem is useful when solving prob-
lems of minimization and maximization of aerodynamic resistance.
Example 1 On a rotating body in R2 is incident a flux of point particles.
Density of the flux is constant; all the particles have an equal velocity. When
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colliding with the body, the particles are reflected by it according to the law
of elastic reflection. The particles do not mutually interact. The body is
fixed at some point and rotates around it with a constant angular velocity.
The rotation velocity is small: at each moment, the linear velocity of any
point of the body is much less than the flux velocity. Thus, when considering
interaction of the body with any individual particle, one can neglect the effect
of rotation.
The force of pressure of the flux on the body is a periodic vector-valued
function with the period equal to the period of the body rotation. The mean
value of this function — let it call mean resistance — is a vector parallel to
the flux velocity. It is required to find infimum of mean resistance
(a) in the class of convex bodies of given area;
(b) in the class of (generally non-convex) bodies of given area.
Denote by B the set occupied by the body at the zero instant. The mean
resistance is equal (up to a factor proportional to the medium density and
to the squared flux velocity) to
R¯(B) = |∂(convB)| · F(νB), (1)
where
F(ν) =
∫∫
Q
(
1 + cos(ϕ− ϕ+)) dν(ϕ, ϕ+). (2)
(a) If B is convex then νB = ν
0 and convB = B, hence R¯(B) = |∂B| ·
F(ν0). Thus, the minimal resistance problem reduces to an isoperimetric
problem: find a convex set B with fixed area S and minimal perimeter ∂B.
The solution is a circle B(r) of radius r =
√
S/pi; minimal resistance equals
R¯(B(r)) = 2
√
piS · F(ν0). Note that
F(ν0) =
∫∫
Q
(
1 + cos(ϕ− ϕ+)) dν0(ϕ, ϕ+) = ∫ π/2
−π/2
(1 + cos 2ϕ) cosϕdϕ = 8/3.
(b) In the non-convex case the problem is solved in three steps.
(i) Find
inf
ν∈M
F(ν);
this is a one-dimensional Monge-Kantorovich mass transport problem with
the cost function c(ϕ, ϕ+) = 1+cos(ϕ−ϕ+) and with both marginal measures
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equal to λ. It was solved in [13]; the minimizing measure ν∗ satisfies the
relation F(ν∗)
F(ν0) = 0.9878... .
(ii) Using theorem 1, by diagonal method choose a sequence of sets B′n
such that B(r) ⊂ B′n ⊂ B(r+
1
n
) and the sequence of measures νB′n weakly
converges to ν∗.
(iii) Make similarity transformations Bn = knB
′
n in such a way that the
areas of all obtained sets Bn are equal to S. The obtained sequence of sets
is a solution of the minimization problem.
Indeed, whatever the set B of area S, the length ∂(convB) is not less than
the perimeter of a circle of area S, that is, |∂(convB)| ≥ |∂B(r)| = 2√piS;
moreover, F(νB) ≥ F(ν∗). Hence, R¯(B) ≥ 2
√
piS · F(ν∗).
On the other hand, one has limn→∞ kn = 1 and |∂B(r)| ≤ |∂(convB′n)| ≤
|∂B(r+1/n)|, hence limn→∞ |∂(convBn)| = |∂B(r)|. Further, one has limn→∞F(νBn) =
F(ν∗). This implies that limn→∞ R¯(Bn) = 2
√
piS · F(ν∗).
The ratio of least resistance for non-convex bodies of fixed area to least
resistance for convex bodies of the same area equals
limn→∞ R¯(Bn)
R¯(B(r))
=
F(ν∗)
F(ν0) = 0.9878... .
Thus, the gain is approximately 1.22%.
Example 2 Like in the previous example, consider the functional of mean
resistance R¯(B) (1,2). The following problems are under consideration:
(a) find inf R¯(B) in the class of sets B containing a given convex bounded
set K;
(b) find sup R¯(B) in the class of sets B contained in a given convex
bounded set K with nonempty interior.
The problem (a) is solved in the same way as the problem (b) of the
previous example; one constructs a sequence of sets B∗n such that the sequence
νB∗n weakly converges to ν∗ and, moreover, K ⊂ B∗n ⊂ (1 + 1/n)K. Here
and in what follows, κK := {κx : x ∈ K} designates the set obtained from
K by the homothety with center at the origin and ratio κ. The sequence
B∗n minimizes resistance; the following relations hold: limn→∞ |∂(convB∗n)| =
|∂K| and limn→∞F(νB∗n) = F(ν∗). On the other hand, one has R¯(K) =
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|∂K| · F(ν0), hence
limn→∞ R¯(B
∗
n)
R¯(K)
= 0.9878... .
Now, consider the problem (b). Let us first note that there exists a unique
measure ν⋆ ∈ M whose support belongs to the diagonal ϕ = ϕ+. One has
F(ν⋆) = ∫ π/2
−π/2
2 cosϕdϕ = 4. This measure maximizes the functional F :
max
ν∈M
F(ν) = F(ν⋆) = 4.
Further, one constructs a sequence of sets B⋆n such that νB⋆n weakly converges
to ν⋆ and (1− 1/n)K ⊂ B⋆n ⊂ K. This sequence maximizes resistance: one
has limn→∞ |∂(convB⋆n)| = |∂K|, limn→∞F(νB⋆n) = F(ν⋆), therefore
limn→∞ R¯(B
⋆
n)
R¯(K)
= 1.5.
Thus, there are constructed two sequences of sets approximating K and
providing solutions for the problems of minimal and maximal resistance. The
limit value of resistance for the first sequence is 1.22% less than resistance of
K, and for the second sequence, 50% more. Note in passing that boundaries
of the sets of both sequences approximate boundary of the limit set, ∂K, in
C0, but not in C1.
Like in these examples, one can put other problems of resistance mini-
mization and maximization for two-dimensional bodies performing transla-
tional and/or rotational motion in rarefied medium, and reduce these prob-
lems to special one-dimensional problems of Monge-Kantorovich mass trans-
fer. In this approach, of importance are the assumptions that the medium
is rarefied enough, so that mutual interaction of particles can be neglected,
and that the collisions of particles with the body are absolutely elastic. The
particles may rest, and may perform chaotic thermal motion. The body’s
rotation may be uniform or non-uniform. The velocity of rotational motion
may be small as compared to the velocity of translational motion, and may
be comparable to it. Many problems of this kind reduce to minimization or
maximization problems for functionals similar to (2). The functionals are
defined on M, and the cost function is determined by a particular prob-
lem under consideration. The work in this direction is in progress. Another
important task is generalization of this approach to the three-dimensional
case.
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3 Auxiliary result
In this section, an auxiliary statement, theorem 2, is formulated, and basing
on this statement, theorem 1 is derived.
3.1 Statement of the auxiliary result
Let Ω ⊂ R2 be a compact set with piecewise smooth boundary. Denote by
dx the element of length on ∂Ω and define the Borel measure µ = µΩ on
∂Ω × [−pi/2, pi/2] by dµ(x, ϕ) = cosϕdxdϕ. The billiard in Ω generates
the mapping T = TΩ in the following way. Let x ∈ ∂Ω be a regular point
of the boundary and let −pi/2 < ϕ < pi/2. Find the unit vector v such
that the angle between −nx and v is ϕ; recall that nx designates the unit
outer normal vector to ∂Ω at x and that the angle is counted from −nx
to v clockwise. From x, launch a ray in the direction v, denote by x′ the
point of first intersection of the ray with ∂Ω and, if x′ is a regular point of
the boundary, reflect the vector v off the boundary according to the law of
absolutely elastic reflection. The reflected vector equals v′ = v−2(v, nx′)nx′.
Denote by ϕ′ the angle that v′ makes with −nx′ ; the angle is counted from
−nx′ to v′ clockwise. By definition, T (x, ϕ) = (x′, ϕ′). It is well known
that T is a one-to-one correspondence between two full measure subsets of
∂Ω× [−pi/2, pi/2] and preserves the measure µ.
For further convenience, introduce the notation T n(x, ϕ) =: (xn(x, ϕ), ϕn(x, ϕ)),
n = 1, 2, . . .. Let I ⊂ ∂Ω be a Borel subset of ∂Ω of positive one-dimensional
Hausdorff measure, |I| > 0. For any (x, ϕ) ∈ I × [−pi/2, pi/2], denote by
n(x, ϕ) = nΩ,I(x, ϕ) the smallest positive integer n such that xn(x, ϕ) ∈ I.
Define the mapping TΩ,I by TΩ,I(x, ϕ) := (xn(x,ϕ)(x, ϕ), −ϕn(x,ϕ)(x, ϕ)). In
other words, we launch a billiard particle from the point x ∈ I at the angle
ϕ and wait until it reflects off I again. Fix the point of the second reflection
x+ and the angle ϕ+ of the particle’s motion just before the reflection. By
definition, TΩ,I(x, ϕ) = (x+, ϕ+).
The mapping TΩ,I preserves the measure µ and, by Poincare´ recurrence
theorem, represents a one-to-one correspondence between two full measure
subsets of I × [−pi/2, pi/2].
Denote TΩ,I(x, ϕ) =: (x+Ω,I(x, ϕ), ϕ+Ω,I(x, ϕ)) (in what follows we shall, as
a rule, omit the subscripts of the functions x+, ϕ+). Define the Borel measure
νΩ,I on Q = [−pi/2, pi/2] × [−pi/2, pi/2] as follows. For any measurable set
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A ⊂ Q, put
νΩ,I(A) =
1
|I| µ
({(x, ϕ) : (ϕ, ϕ+Ω,I(x, ϕ)) ∈ A}) .
Recalling the definition of sets Ωi, Ii, i ≥ 1, mappings T iB and measures
νiB, one sees that T iB = TΩi,Ii and νiB = νΩi,Ii.
It is easy to see that the measure νΩ,I satisfies the conditions A1 and A2
and hence belongs toM. We are interested in an inverse problem: show that
any measure ν ∈M can be approximated by measures of the form νΩ,I .
Denote by S the set of pairs (Ω, I) such that Ω ⊂ R2 is a compact set
with piecewise smooth boundary, I ⊂ ∂Ω is a line segment, and Ω lies on one
side of the straight line containing I (see the picture below). The auxiliary
result is as follows.
Theorem 2. The set {νΩ,I , (Ω, I) ∈ S} is everywhere dense in M in the
weak topology, that is, for any measure ν ∈ M there exists a family of pairs
{(Ω(r), I(r)), r ≥ 1} ⊂ S such that for every continuous function f : Q →
R,
lim
r→+∞
∫
Q
f dνΩ(r),I(r) =
∫
Q
f dν.
Note that in [15] there was obtained a particular case of this theorem;
namely, it was proved that ν⋆ can be approximated by measures νΩ,I , (Ω, I) ∈
S. Recall that ν⋆ ∈ M and the support of ν⋆ belongs to the diagonal
ϕ = ϕ+. This result allows one to solve the mean resistance maximization
problem for slowly rotating bodies. Moreover, in [15] there was obtained
a three-dimensional analogue of this result, which allows one to solve the
three-dimensional maximization problem.
3.2 Derivation of main theorem
Here theorem 1 is derived from theorem 2.
Denote by S ′ the set of pairs (Ω, I) ∈ S such that for some positive a and
b,
I = [−a, a]× {−b} and Ω ∩ (R× (−∞, 0)) = [−a, a]× [−b, 0)
12
(see the figure below). The following lemma holds.
b b
Ω
I
x+
ϕ+
x,ϕ
An example of a pair (Ω, I) ∈ S
Ω
I
Ω˜
An example of a pair (Ω, I) ∈ S ′
Lemma 1. For any (Ω, I) ∈ S there exists a sequence {(Ω[n], I [n]), n =
1, 2, . . .} ⊂ S ′ such that the sequence of measures νΩ[n],I [n] weakly converges
to νΩ,I .
The proof of this lemma is not difficult and is placed in Appendix.
It follows from theorem 2 and lemma 1 that the set of measures {νΩ,I , (Ω, I) ∈
S ′} is everywhere dense in M in the weak topology.
Let K1 and K2 be compact convex sets, K1 ⊂ K2, dist(∂K1, ∂K2) > 0,
and let (Ω, I) ∈ S ′ be an arbitrary pair. To prove theorem 1, it suffices
to show that the measure νΩ,I is a weak limit of measures of the form νB,
B ∈ BK1,K2.
Denote Ω˜a,b,c = ([−a, a] × [−b, 0]) ∪ ((−c, c) × [0, c)). Obviously, there
exist positive values a, b, c such that a ≤ c, I = [−a, a] × {−b}, and Ω ⊂
Ω˜a,b,c. We shall use the shorthand notation Ω˜a,b,c = Ω˜. Later on, we shall also
use the sets Ω˜C = Ω˜Ca,b,c := (−c, c)×[−b, c), Ω˜l = Ω˜la,b,c := (−c, −a)×[−b, 0),
and Ω˜r = Ω˜ra,b,c := (a, c) × [−b, 0) (see the figure below). One has Ω˜C =
Ω˜∪ Ω˜l∪ Ω˜r; the sets Ω˜, Ω˜l, Ω˜r are mutually disjoint. We shall also designate
by V an isometry of general form. Thus, the composition of a homothety
with ratio k and center at the origin and an isometry V , applied to a set
B ∈ R2, has the form V kB. For brevity, sets of this form will be referred to
as copies of B.
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Consider a convex polygonK0 such thatK1 ⊂ K0 ⊂ K2 and dist(∂K0, ∂K1) >
0, and fix ε > 0. Our goal is to construct a set of mutually disjoint copies
of Ω contained in K0 \ K1 in such a way that the corresponding copies of
I are contained in the boundary ∂K0 and fill it all, except possibly for a
set of common length at most ε. Then the set Bε, obtained from K0 by
set-theoretic subtracting that set of copies of Ω, will be defined. Making ε
arbitrarily small, one will be able to make the measure νBε arbitrarily close
(in variation) to νΩ,I .
On the figure, an intermediate result of this procedure is shown: the set-
theoretic difference of K0 and a union of copies Ω associated with one side
of K0.
K1
K2
K0
The construction itself is simple, but its description is rather cumbersome.
Let the polygon K0 have m sides; designate them by Li, i = 1, . . . , m. On
each segment Li, put two points at the distance ε/(4m) from its endpoints;
the segment Lεi limited by these points has the length |Li| − ε/(2m). Denote
by Πi,δ,ε the closed rectangle that belongs to K0, has a side coincident with
Lεi , and another side of length δ orthogonal to L
ε
i . Choose δ > 0 in such a
way that the rectangles Πi,δ,ε, i = 1, . . . , m do not mutually intersect and do
not intersect with K1.
Fix i and let Π1 := Πi,δ,ε. Select a ratio k
1 > 0 and a finite number of
isometries V 1j , j = 1, . . . , q1 in such a way that the sets V
1
j k
1Ω˜C do not mutu-
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ally intersect, the union of their closures ∪jV 1j k1Ω˜C is a rectangle containing
Lεi and being contained in Π
1, and all the segments V 1j k
1I belong to Lεi .
Denote Π2 := ∪jV 1j k1(Ω˜l ∪ Ω˜r). Select a ratio k2 > 0 and a finite number
of isometries V 2j , j = 1, . . . , q2 in such a way that the sets V
2
j k
2Ω˜C do not
mutually intersect, the set ∪jV 2j k2Ω˜C is a union of rectangles containing
Lεi ∩Π2 and being contained in Π2, and all the segments V 2j k2I belong to Lεi .
Continuing this process, one obtains infinite sequences of sets Π1, Π2, . . .,
isometries {V 1j }, {V 2j }, . . ., and numbers k1, k2, . . .. The lengths
rn :=
∣∣∣Lεi \ ((∪jV 1j k1I) ∪ . . . ∪ (∪jV nj knI)) ∣∣∣, n = 1, 2, . . .
form a decreasing geometric progression with ratio 1 − a/c. Note that if
a = c, one has r1 = 0, so the process terminates on the first step.
Choose n in such a way that rn ≤ ε/(2m) and consider all the sets V 1j k1Ω,
j = 1, . . . , q1; V
2
j k
2Ω, j = 1, . . . , q2; . . .; V
n
j k
nΩ, j = 1, . . . , qn, as well as
the segments V 1j k
1I, j = 1, . . . , q1; V
2
j k
2I, j = 1, . . . , q2; . . .; V
n
j k
nI, j =
1, . . . , qn. For further convenience, rename these sets and segments according
to Ωil,j and I
i
l,j, i = 1, . . . , m, l = 1, . . . , n, j = 1, . . . , qli. The superscript i
enumerates the sides of K0, the subscript l corresponds to the ”rank” of the
set on the ith side, and the subscript j enumerates identical sets of rank l
on the ith side. The sets Ωil,j do not mutually intersect and are copies of Ω,
so the related measures are identical, νΩi
l,j
,Ii
l,j
= νΩ,I . Besides, each segment
I il,j belongs to ∂K0. Denote by |I il,j| its length, denote κil,j = |I il,j|/|∂K0| and
let κ0 = 1 −
∑
i,j,l κ
i
l,j be the part of the polygon’s boundary free of these
segments; one has κ0 ≤ ε/|∂K0|.
Consider the set
Bε = K0 \
(∪i,j,lΩil,j);
the bar means closure. One has K1 ⊂ Bε ⊂ K2, hence Bε ∈ BK1,K2. Further,
one has convBε = K0; the set ∂(convBε) \ ∂Bε is a union of a finite number
of disjoint intervals ∪i,j,lI il,j. One has
νBε = κ0ν
0 +
∑
i,j,l
κil,jνΩil,j ,Iil,j .
Taking into account that
∑
i,j,l κ
i
l,j = 1 − κ0 and νΩil,j ,Iil,j = νΩ,I , one obtains
that νBε = κ0ν
0 + (1 − κ0)νΩ,I . As ε → 0, one has κ0 → 0, therefore νBε
converges in variation, and hence in the weak topology, to νΩ,I . This proves
theorem 1.
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4 Proof of the auxiliary result
4.1 A preparatory lemma
Let σ be a permutation of the set {1, . . . , m}, m ≥ 2. Denote θmi =
arcsin(−1 + 2i/m), i = 0, 1, . . . , m. The points θm1 , . . . , θmm−1 divide the seg-
ment [−pi/2, pi/2] into smaller segments Θmi := [θmi−1, θmi ] of equal measure λ:
λ(Θmi ) = 2/m, i = 1, . . . , m. Recall that λ is defined by dλ(ϕ) = cosϕdϕ.
Define the mapping ϕσ : [−pi/2, pi/2]→ [−pi/2, pi/2] as follows: ϕσ preserves
the measure λ and rearranges the segments Θmi , i = 1, . . . , m, according to
the permutation σ; the restriction of ϕσ to each segment Θ
m
i monotonically
decreases and maps it bijectively (up to a set of zero measure) to Θmσ(i), if
σ(i) 6= i, and is identity mapping, if σ(i) = i. The mapping ϕσ is given, up
to a set of zero measure, by the following formulas:
if ϕ ∈ Θmi , σ(i) 6= i then ϕσ(ϕ) = arcsin
(
−2 + 2 i+ σ(i)− 1
m
− sinϕ
)
;
if ϕ ∈ Θmi , σ(i) = i then ϕσ(ϕ) = ϕ.
The mapping ϕσ induces a Borel measure ν
σ on Q: for any measurable
set A ⊂ Q one has
νσ(A) := λ({ϕ : (ϕ, ϕσ(ϕ)) ∈ A}).
The measure νσ satisfies the condition A1; if, additionally, σ2 = id then it
also satisfies A2. Thus, the set {νσ : σ2 = id} belongs to M. Later on, we
will need the following lemma.
Lemma 2. The set {νσ : σ2 = id, σ(1) 6= m} is everywhere dense in M in
the weak topology.
Its proof is not difficult and is put in appendix.
The condition σ(1) 6= m is quite technical and will be used below when
proving corollary 1.
4.2 Definition of a reflector
Denote eϕ = (sinϕ, cosϕ). Let ϕ1, ϕ2 ∈ (−pi/2, pi/2), ϕ1 6= ϕ2; consider two
rays teϕ1 , t ≥ 0 and teϕ2 , t ≥ 0. These rays make angles ϕ1 and ϕ2 with the
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vector e0 = (0, 1), the angle being counted clockwise from e0. Let x
(1) and
x(2) be the points of intersection of these rays with the unit circumference
|x− e0| = 1. Let O = (0, 0) denote the origin. Draw two parabolas, p1 and
p2, with common focus at O and with a common axis parallel to x
(2) − x(1);
require, moreover, that the parabola p1 contains x
(1), the parabola p2 contains
x(2), and the intersection of convex sets bounded by these parabolas contains
the segment [x(1), x(2)].
Let δ ≥ 0. Consider the straignt lines l0, l+ and l− given by the formulas
(x, e0) = 0, (x, e−δ)+ δ sin δ = 0 and (x, eδ)+ δ sin δ = 0, respectively. Let us
denote by R(ϕ1, ϕ2, δ) and call (ϕ1, ϕ2, δ)-reflector the convex set bounded
by parabolas p1, p2 and lines l0, l+, and l−, that is
R(ϕ1, ϕ2, δ) =
{
x : (x, e0) ≥ 0, (x, e−δ) + δ sin δ ≥ 0, (x, eδ) + δ sin δ ≥ 0,
|x| − |x(1)| ≤
(
x− x(1), x
(2) − x(1)
|x(2) − x(1)|
)
, |x| − |x(2)| ≤
(
x− x(2), x
(1) − x(2)
|x(1) − x(2)|
)}
.
(3)
b
b
b
I(ϕ1, ϕ2, δ)
O
x(1)
x(2)
p1
p2
l0
l−
l+
eϕ1 eϕ2
e0
e−δ
eδ
R(ϕ1, ϕ2, δ)
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Let us call the set I(ϕ1, ϕ2, δ) := ∂R(ϕ1, ϕ2, δ) ∩ l0 base of the reflector,
and the set κ I(ϕ1, ϕ2, δ), 0 < κ < 1, κ-base of the reflector; for δ small
enough, these sets coincide with [−δ, δ]×{0} and [−κδ, κδ]×{0}, respectively.
The point O is called center of the reflector. In the particular case δ = 0,
the reflector R(ϕ1, ϕ2) := R(ϕ1, ϕ2, 0) is the set bounded by p1, p2, and
l0. Denote also I(ϕ1, ϕ2) := I(ϕ1, ϕ2, 0). Any copy of the reflector, that
is, any set of the form V k R(ϕ1, ϕ2, δ), where V is a generic isometry and
k > 0, will also be called (ϕ1, ϕ2, δ)-reflector, the sets V k I(ϕ1, ϕ2, δ) and
V k κ I(ϕ1, ϕ2, δ) will be called base and κ-base of this reflector, respectively,
and the point V k O will be called center of the reflector.
Note that R(ϕ1, ϕ2, δ) = R(ϕ2, ϕ1, δ) and R(ϕ1, ϕ2) = R(ϕ2, ϕ1).
Later on, we will need one more definition. Adding the left and right hand
sides of the inequalities in (3), one gets 2|x| ≤ |x(1)|+ |x(2)|+ |x(2)−x(1)|. The
right hand side of this inequality is perimeter of the triangle with vertices
O, x(1), and x(2), inscribed in the unit circumference. It does not exceed
the perimeter of an equilateral triangle inscribed in the same circumference.
This implies that 2|x| ≤ 3√3. Define the set T(δ) = {x : 0 ≤ (x, e0) <
3
√
3/2, (x, e−δ) + δ sin δ ≥ 0, (x, eδ) + δ sin δ ≥ 0}, the trapezium bounded
from below by l0, l+, and l−, and from above, by a straight line parallel to
l0. It follows from the construction that R(ϕ1, ϕ2, δ) ⊂ T(δ) for any ϕ1 and
ϕ2.
b
O
T(δ)
R(ϕ1, ϕ2, δ)
Consider the billiard in R(ϕ1, ϕ2). Suppose that a billiard particle is
initially located at a regular point of the boundary, x = (ξ, 0) ∈ I(ϕ1, ϕ2),
and has velocity eϕ, −pi/2 < ϕ < pi/2, and during the subsequent motion
reflects first from p1, then from p2, and for the third time, from an interior
point of I(ϕ1, ϕ2). Denote by x
+ = (ξ+, 0) the point of third reflection and
denote by −eϕ+ , −pi/2 < ϕ+ < pi/2 the particle’s velocity just before the
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third reflection. The set of values (ξ, ϕ, ϕ1, ϕ2) such that the mentioned or-
der of reflections takes place is denoted by A. The set A ⊂ R4 is open and
contains the points of kind (0, ϕ1, ϕ1, ϕ2), ϕ1 6= ϕ2; hence it is nonempty.
Denote by ξ˜+, ϕ˜+ the mappings that send (ξ, ϕ, ϕ1, ϕ2) ∈ A to ξ+, ϕ+,
respectively, and define the mapping T˜ : A → R2 by T˜ (ξ, ϕ, ϕ1, ϕ2) =
(ξ˜+(ξ, ϕ, ϕ1, ϕ2), ϕ˜
+(ξ, ϕ, ϕ1, ϕ2)). Recalling the definition of functions x
+
Ω,I ,
ϕ+Ω,I given in section 3.1, one concludes that (ξ˜
+(ξ, ϕ, ϕ1, ϕ2), 0) = x
+
R(ϕ1,ϕ2),I(ϕ1,ϕ2)
(x, ϕ),
ϕ˜+(ξ, ϕ, ϕ1, ϕ2) = ϕ
+
R(ϕ1,ϕ2),I(ϕ1,ϕ2)
(x, ϕ), where x = (ξ, 0).
The mapping T˜ is infinitely differentiable; besides, one has
ξ˜+(0, ϕ, ϕ1, ϕ2) = 0, ϕ˜
+(0, ϕ1, ϕ1, ϕ2) = ϕ2.
Indeed, a particle gets out of the common focus O of the parabolas p1 and
p2, then reflects from p1 and moves in parallel to the common axis of p1 and
p2; finally, it reflects from p2 and gets into the common focus O. If, besides,
the initial velocity equals eϕ1 then after reflections at the points x
(1) and x(2)
it returns to O with velocity −eϕ2 .
Lemma 3. For any ϕ1, ϕ2 ∈ (−pi/2, pi/2), ϕ1 6= ϕ2 holds
(a)
∂ϕ˜+
∂ϕ
⌋
ξ = 0
ϕ = ϕ1
(ξ, ϕ, ϕ1, ϕ2) = −cosϕ1
cosϕ2
;
(b)
∣∣∣ ∂ξ˜+
∂ξ
⌋
ξ = 0
ϕ = ϕ1
(ξ, ϕ, ϕ1, ϕ2)
∣∣∣ = 1.
Proof. Fix the values −pi/2 < ϕ1 < ϕ2 < pi/2; the case ϕ1 > ϕ2 is completely
analogous. Put A = x(1), B = x(2). Note that on the figure below there are
drawn the angles ϕ1 < 0, ϕ2 > 0.
A particle that gets out of O with velocity eϕ1+∆ϕ, with ∆ϕ sufficiently
small, first reflects from p1 at a point xˇ
(1) = A′, then reflects from p2 at a
point xˇ(2) = B′, and finally returns to O, the velocity just before returning
being eϕ2+∆ϕ+ . Thus, one has ϕ2 + ∆ϕ
+ = ϕ˜+(0, ϕ1 + ∆ϕ, ϕ1, ϕ2). Put
∆ϕ < 0, then ∆ϕ+ > 0. On the figure, there is shown the circumference
|x− e0| = 1. Note that the points A and B belong to the circumference, but
A′ and B′, generally, do not.
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For our convenience, introduce two additional points L1, L2 lying on the
the line l0, one to the left and another to the right of O. On can put, for
example, L1 = (−ξ0, 0), L2 = (ξ0, 0), where ξ0 > 0. One has
∡AOB = ϕ2 − ϕ1;
∡BOL2 = pi/2− ϕ2; moreover, the angles ∡OAB and ∡BOL2 are inscribed
in the same arc and hence are equal, therefore
∡OAB = pi/2− ϕ2.
Further, ∡AOL1 = ϕ1 + pi/2; the angles ∡ABO and ∡AOL1 are inscribed
in the same arc and hence are equal; therefore,
∡ABO = ϕ1 + pi/2.
b
b
b
b
b
O
A = x(1)
B = x(2)
A′ = xˇ(1)
B′ = xˇ(2)
ϕ1
ϕ2
L1 L2
The law of sines implies that
|OA|
|OB| =
sin∡ABO
sin∡OAB
=
cosϕ1
cosϕ2
. (4)
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By the elastic reflection law, the inner normal to ∂R(ϕ1, ϕ2) at A makes
the angle 1
2
∡OAB = pi/4−ϕ2/2 with the straight line OA; hence the tangent
to ∂R(ϕ1, ϕ2) at A makes the angle pi/4 + ϕ2/2 with OA. This implies that
∡OAA′ =
pi
4
+
ϕ2
2
+O(∆ϕ);
besides
∡OA′A = pi − ∡OAA′ − ∡AOA′ = 3pi
4
− ϕ2
2
+O(∆ϕ).
(Note that ∡AOA′ = −∆ϕ). Applying the law of sines to the triangle OAA′,
one gets
sin∡OA′A
|OA| =
sin∡AOA′
|AA′| ,
hence
sin (3pi/4− ϕ2/2 +O(∆ϕ))
|OA| =
−∆ϕ (1 +O(∆ϕ))
|AA′| , ∆ϕ→ 0. (5)
Further, two different particles starting at the focus O, after reflecting off
the parabola p1 move in parallel, that is, the straight lines AB and A
′B′ are
parallel. Denote the distance between them by ∆x. One has
∆x = |AA′| · sin∡A′AB = |AA′| · sin (∡OAA′ + ∡OAB) =
= |AA′| · sin (3pi/4− ϕ2/2 +O(∆ϕ)) , ∆ϕ→ 0.
Taking account of (5), one obtains
∆x = −|OA| ·∆ϕ · (1 +O(∆ϕ)) , ∆ϕ→ 0. (6)
Next, considering the triangle OBB′ in an analogous way and taking into
account that ∆ϕ+ > 0, one obtains
∆x = |OB| ·∆ϕ+ · (1 +O(∆ϕ)) , ∆ϕ→ 0. (7)
From (6) and (7) one gets
∆ϕ+
∆ϕ
= −|OA||OB| · (1 +O(∆ϕ)) , ∆ϕ→ 0;
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taking the limit in this equality as ∆ϕ→ 0 and using (4), one obtains
∂ϕ˜+
∂ϕ
(ξ = 0, ϕ = ϕ1, ϕ1, ϕ2) = −cosϕ1
cosϕ2
. (8)
The statement (a) of lemma is proved.
Further, one has ξ˜+(0, ϕ, ϕ1, ϕ2) = 0; hence for any ϕ one has
∂ξ˜+
∂ϕ
(0, ϕ, ϕ1, ϕ2) = 0. (9)
The restriction of T˜ to the subspace {ϕ1 = const, ϕ2 = const} preserves the
measure dµ(ξ, ϕ) = cosϕdξdϕ, that is, cos ϕ˜+ dξ˜+dϕ˜+ = cosϕdξdϕ, and
using that dξ˜+dϕ˜+ =
∣∣D(ξ˜+,ϕ˜+)
D(ξ,ϕ)
∣∣ dξdϕ, one obtains
cos ϕ˜+(ξ, ϕ, ϕ1, ϕ2) ·
∣∣∣∣D(ξ˜+, ϕ˜+)D(ξ, ϕ)
∣∣∣∣ = cosϕ. (10)
Taking into account that
D(ξ˜+, ϕ˜+)
D(ξ, ϕ)
=
∂ξ˜+
∂ξ
∂ϕ˜+
∂ϕ
− ∂ξ˜
+
∂ϕ
∂ϕ˜+
∂ξ
and using (8) and (9), one gets∣∣∣∣D(ξ˜+, ϕ˜+)D(ξ, ϕ)
∣∣∣∣
(ξ=0,ϕ=ϕ1,ϕ1,ϕ2)
=
∣∣∣∂ξ˜+
∂ξ
(0, ϕ1, ϕ1, ϕ2)
∣∣∣ · cosϕ1
cosϕ2
.
Substituting this value into (10) and using that ϕ˜+(0, ϕ1, ϕ1, ϕ2) = ϕ2, one
obtains ∣∣∣∂ξ˜+
∂ξ
(0, ϕ1, ϕ1, ϕ2)
∣∣∣ = 1; (11)
thus, the statement (b) of lemma is also proved. Using an additional geomet-
ric argument, the formula (11) could be made more precise: ∂ξ˜
+
∂ξ
(ξ = 0, ϕ =
ϕ1, ϕ1, ϕ2) = 1, but we will not need this specification in the future.
Let f be a function of x, ϕ, ϕ1, ϕ2, δ. In the following lemma, by O(f) we
mean a generic function of the same variables such that O(f)/f is bounded
over all admissible values of the variables.
Let −pi/2 < Φ1 < Φ2 < pi/2, 0 < Φ0 < Φ2 − Φ1.
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Lemma 4. There exist positive constants c = c(Φ0,Φ1,Φ2) and c0 = c0(Φ0,Φ1,Φ2)
such that
(a) if ϕ1, ϕ2 ∈ [Φ1, Φ2], |ϕ2−ϕ1| ≥ Φ0, |x| ≤ δ(1− cδ− c|ϕ−ϕ1|) then
ϕ+R(ϕ1,ϕ2,δ),I(ϕ1,ϕ2,δ)(x, ϕ)−ϕ2 = −
cosϕ1
cosϕ2
(ϕ−ϕ1)+O(δ)+O((ϕ−ϕ1)2); (12)
(b) if, moreover, δ < c0, |ϕ− ϕ1| < c0 then
nR(ϕ1,ϕ2,δ),I(ϕ1,ϕ2,δ)(x, ϕ) = 3. (13)
Thus, the lemma states that a billiard particle that starts moving at a
point of a reflector’s base, under the given restrictions on the initial position
x, on the initial direction of motion ϕ, and on the reflector’s parameters,
after two reflections from p1 and p2 will return to the reflector’s base and the
direction of motion of the returning particle ϕ+ will satisfy the relation (12).
Proof. The set {(0, ϕ1, ϕ1, ϕ2) : ϕ1, ϕ2 ∈ [Φ1, Φ2], |ϕ2 − ϕ1| ≥ Φ0} is com-
pact and belongs to the open set A; hence there exist positive values ∆ξ
and ∆ϕ such that the compact set A(∆ξ,∆ϕ,Φ0,Φ1,Φ2) := {(ξ, ϕ, ϕ1, ϕ2) :
|ξ| ≤ ∆ξ, |ϕ−ϕ1| ≤ ∆ϕ; ϕ1, ϕ2 ∈ [Φ1, Φ2], |ϕ2−ϕ1| ≥ Φ0} also belongs to
A.
For (ξ, ϕ, ϕ1, ϕ2) ∈ A(∆ξ,∆ϕ,Φ0,Φ1,Φ2) holds
ϕ˜+(ξ, ϕ, ϕ1, ϕ2) − ϕ˜+(0, ϕ1, ϕ1, ϕ2) =
= [ϕ˜+(ξ, ϕ, ϕ1, ϕ2)−ϕ˜+(0, ϕ, ϕ1, ϕ2)] + [ϕ˜+(0, ϕ, ϕ1, ϕ2)−ϕ˜+(0, ϕ1, ϕ1, ϕ2)] =
=
∂ϕ˜+
∂ξ
· ξ + ∂ϕ˜
+
∂ϕ
(0, ϕ1, ϕ1, ϕ2) · (ϕ− ϕ1) + ∂
2ϕ˜+
∂ϕ2
· (ϕ− ϕ1)
2
2
.
According to statement (a) of lemma 3, one has ∂ϕ˜
+
∂ϕ
(0, ϕ1, ϕ1, ϕ2) = − cosϕ1cosϕ2 .
Moreover, using that ϕ˜+(0, ϕ1, ϕ1, ϕ2) = ϕ2 and that the functions
∂ϕ˜+
∂ξ
, ∂
2ϕ˜+
∂ϕ2
are bounded on the set A(∆ξ,∆ϕ,Φ0,Φ1,Φ2), and introducing the shorthand
notation ϕ˜+(ξ, ϕ, ϕ1, ϕ2) = ϕ˜
+, one obtains
ϕ˜+ − ϕ2 = −cosϕ1
cosϕ2
(ϕ− ϕ1) +O(ξ) +O
(
(ϕ− ϕ1)2
)
. (14)
Further, one has
ξ˜+(ξ, ϕ, ϕ1, ϕ2) − ξ˜+(0, ϕ, ϕ1, ϕ2) = ∂ξ˜
+
∂ξ
(0, ϕ, ϕ1, ϕ2) · ξ + ∂
2ξ˜+
∂ξ2
· ξ
2
2
,
23
∂ξ˜+
∂ξ
(0, ϕ, ϕ1, ϕ2) =
∂ξ˜+
∂ξ
(0, ϕ1, ϕ1, ϕ2) +
∂2ξ˜+
∂ξ∂ϕ
· (ϕ− ϕ1).
According to statement (b) of lemma 3, |∂ξ˜+
∂ξ
(0, ϕ1, ϕ1, ϕ2)| = 1. Taking into
account that ξ˜+(0, ϕ, ϕ1, ϕ2) = 0 and the values
∂2ξ˜+
∂ξ2
, ∂
2ξ˜+
∂ξ∂ϕ
are bounded on
A(∆ξ,∆ϕ,Φ0,Φ1,Φ2), and using the shorthand notation ξ˜+(ξ, ϕ, ϕ1, ϕ2) =
ξ˜+, one gets
ξ˜+ = ξ (±1 + O(ξ) +O(ϕ− ϕ1)) . (15)
It follows from (14) that for some constant c0 > 0 the following holds:
if |ξ|, |ϕ − ϕ1| < c0 then |ϕ|, |ϕ˜+| < pi/2 − c0. From (15) it follows that
for some constant c > 0 the following holds: if |ξ| ≤ δ(1 − cδ − c|ϕ − ϕ1|)
then |ξ˜+| < δ. These facts imply that for δ < c0 the following holds true:
if |ξ| ≤ δ(1 − cδ − c|ϕ − ϕ1|) and |ϕ − ϕ1| < c0 then |ξ˜+| < δ and |ϕ|,
|ϕ˜+| < pi/2− c0.
The last conclusion means that under the chosen restrictions on the initial
data ξ, ϕ, a billiard particle in R(ϕ1, ϕ2) starts moving at some point on the
base I(ϕ1, ϕ2) and after two reflections off p1 and p2 returns to the base,
besides the distances from the initial and final points to the origin O are
less than δ and the directions of initial and final motion make with the base
angles more than δ. This implies that this motion is at the same time a
billiard motion in R(ϕ1, ϕ2, δ), that is, (ξ˜
+, 0) = x+R(ϕ1,ϕ2,δ),I(ϕ1,ϕ2,δ)(x, ϕ),
ϕ˜+ = ϕ+R(ϕ1,ϕ2,δ),I(ϕ1,ϕ2,δ)(x, ϕ), and nR(ϕ1,ϕ2,δ),I(ϕ1,ϕ2,δ)(x, ϕ) = 3 (recall that
x = (ξ, 0)). Thus, (13) is proved.
Taking into account the above-mentioned and using (14), one concludes
that (12) is true locally, for δ < c0, |ϕ − ϕ1| < c0; hence it is also true
globally, for all admissible values of x, ϕ, ϕ1, ϕ2, δ.
4.3 Definition of a pair (Ω, I)
Consider a permutation σ of {1, . . . , m} such that σ2 =id and σ(1) 6= m. Fix
r > 1 and δ > 0, and put I = [−1/2, 1/2] × {0}. In this section we shall
define a set Ω = Ω(σ, r, δ) such that ∂Ω contains I, and in the next section
we shall prove that νΩ(σ,r,δ),I weakly converges to ν
σ as r →∞, rδ → 0.
Recall that by definition, θi = θ
m
i = arcsin(−1 + 2i/m), Θi = Θmi =
[θi−1, θi], i = 0, 1, . . . , m, and eϕ = (sinϕ, cosϕ). Denote Pi = reθi; the
points Pi lie on the upper half-circumference of radius r with the center
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O = (0, 0). Denote by Q the polygon P0P1 . . . PmP0. Denote by ni the unit
outer normal to ∂Q at some point of [Pi−1, Pi]; one has ni = e(θi−1+θi)/2.
n1
n2
O
P0
P1
P2
P6
P5
P4
P3 Q
Fix the values i, j ∈ {1, . . . , m}, i 6= j, and a point x ∈ [Pi−1, Pi]. Denote
by θ the angle the vector x makes with e0; thus, x = |x|eθ, θ ∈ Θi. Denote
by ϕij the bijective mapping from Θi to Θj that monotonically decreases and
preserves the measure λ. Put θ′ = ϕij(θ); one easily sees that sin θj− sin θ′ =
sin θ − sin θi−1. Take the vector x′ = x′(x) ∈ [Pj−1, Pj] that forms the angle
θ′ with e0; thus, x
′ = |x′|eθ′ . Denote by ϕ1 = ϕ1(x) and ϕ2 = ϕ2(x) the
angles the vectors x and x − x′, respectively, form with ni; these angles are
counted from ni clockwise; in particular, one has ϕ1 = θ − (θi−1 + θi)/2.
Finally, define the reflector Rkij [x] = R
k
ij [x, r, δ] by
Rkij [x] = VxkR (ϕ1, ϕ2, δ) ,
where 0 < k < 1 and Vx is the isometry taking the point O to the point
x, and the vector e0, to the vector ni. Note that for fixed m and under the
condition that x belongs to the broken line P0P1 . . . Pm, the value x uniquely
defines r, and hence the isometry Vx.
Let us give an example explaining the meaning of the above definition.
Consider the billiard in the set Q∪Rk1ij [x]∪Rk2ji [x′]: the union of the polygon
and two reflectors; the ratios k1 and k2 being taken small enough, so that the
reflectors do not intersect. If a particle starts at O with the initial velocity
eθ, then in the subsequent motion it passes through x, makes two reflections
off the boundary of the first reflector, then moves along the straight line
joining the points x and x′, makes two more reflections off the boundary of
the second reflector, and finally returns to O, the velocity just before the
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return being −eθ′ (see the figure below).
O
x
x′
Rk1ij [x]
Rk2ji [x
′]
Note that there exist values Φˇ1 = Φ1(i, j) and Φˇ2 = Φ2(i, j) such that
−pi/2 < Φˇ1 < Φˇ2 < pi/2 and for any x ∈ [Pi−1, Pi], ϕ1(x) and ϕ2(x) belong to
[Φˇ1, Φˇ2]. If, in addition, (i, j) does not coincide with one of the pairs (1, m),
(m, 1) then there exists a value Φˇ0 = Φ0(i, j) such that 0 < Φˇ0 < Φˇ2−Φˇ1 and
for any x ∈ [Pi−1, Pi], |ϕ2(x)−ϕ1(x)| ≥ Φˇ0. Note in passing that the measure
preserving function ϕij was chosen to be monotone decreasing just to make it
possible to choose Φˇ1 and Φˇ2; if it were defined as monotone increasing then
for |i − j| = 1 it would not be possible to separate the functions ϕ1(x) and
ϕ2(x) from −pi/2 and pi/2. Note also that the condition σ(1) 6= m, stated in
lemma 2, guarantees that the pair (i, σ(i)) does not coincide with one of the
pairs (1, m), (m, 1).
Denote by Ω(i) = Ω(i)(r) = {ρeθ : ρ ∈ [0, r], θ ∈ Θi} the circular sector
bounded by the radii OPi−1 and OPi. For any pair of values i 6= j, the set
Ω(i,j) = Ω(i,j)(r, δ) is defined as union of the triangle OPi−1Pi and a finite
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set of reflectors of the form Rklij [x
l
q], where x
l
q ∈ [Pi−1, Pi] and 0 < kl < 1.
The detailed definition is given in the two next paragraphs. The reflectors
do not mutually intersect and are contained in the angle ∠Pi−1OPi := {ρeθ :
ρ ≥ 0, θ ∈ Θi}; besides, the set ∂Ω(i,j) ∩ [Pi−1, Pi] is a union of segments of
common length at most 1. The last property can be formulated in a slightly
different manner: the collection of points of [Pi−1, Pi] that do not belong
to bases of the mentioned reflectors has common length at most 1. The set
Ω = Ω(σ, r, δ) is defined as the union
Ω =
(∪σ(i)=iΩ(i)) ∪ (∪σ(i)6=iΩ(i,σ(i))) . (16)
Obviously, ∂Ω contains I, and Ω lies on one side of the straight line l0 con-
taining I; hence (Ω, I) ∈ S.
Let us give a detailed description of Ω(i,j). The trapezium T(δ), defined
in section 4.2, will be briefly referred to as T. Denote by Λ01 the isosceles
triangle with the base [Pi−1, Pi] and the angle δ at the base. Denote by x
0
1 the
midpoint of the segment [Pi−1, Pi] and consider the trapezium T
0
1 := Vx01k0T,
where k0 is the greatest value, not exceeding 1, such that T
0
1 is contained in
Λ01. The set Λ
0
1 \ T01 is a union of three triangles; two of them have bases
belonging to [Pi−1, Pi]; denote these triangles by Λ
1
1 and Λ
1
2. Designate by
x11 and x
1
2 the midpoints of their bases and consider trapezia T
1
1 = Vx11k1T
and T12 = Vx12k1T, where k1 is the greatest value, not exceeding 1, such that
T11 ⊂ Λ11 and T12 ⊂ Λ12.
Continuing this process, one obtains the sequence of numbers kl, triangles
Λl1, . . . ,Λ
l
2l, points x
l
1, . . . , x
l
2l , and trapezia T
l
1, . . . ,T
l
2l , l = 0, 1, 2, . . . (see
the figure below). These trapezia do not mutually intersect; the numbers kl
form a decreasing geometric progression. The set Jl = [Pi−1, Pi]\∪l−1l′=0∪2
l′
q=1T
l′
q
is a union of 2l intervals, besides the one-dimensional Lebesgue measures |Jl|
of Jl, l = 1, 2, . . . form a decreasing geometric progression. Choose l0 such
that |Jl0 | < 1. Denote by Λ(i) the triangle OPi−1Pi and let
Ω(i,j) = Λ(i) ∪
(
∪l0l=0 ∪2
l
q=1 R
kl
ij [x
l
q]
)
.
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At last, Ω is defined by the formula (16). Each reflector constituting the
subset Ω(i,σ(i)) will be called i-reflector of the set Ω.
On the figure below, the pair of sets (Ω = Ω(σ, r, δ), I) is shown, where
σ =
( 1 2 3 4 5
1 4 3 2 5
)
, r = 2.5., δ = 0.4.
I
Ω
In the particular case where σ = id, that is, σ(i) = i for any i, the set
Ω = Ω(id, r, δ) takes an especially simple form: it is just the upper half-circle
of radius r.
Note that there exist values Φ0, Φ1, Φ2, not depending on r and δ, such
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that −pi/2 < Φ1 < Φ2 < pi/2, 0 < Φ0 < Φ2 − Φ1, and for any (ϕ1, ϕ2, δ)-
reflector, being a constituent of Ω, holds ϕ1, ϕ2 ∈ [Φ1, Φ2], |ϕ2−ϕ1| ≥ Φ0. It
suffices to put Φ1 = mini 6=j Φ1(i, j), Φ2 = maxi 6=j Φ2(i, j), Φ0 = min{Φ0(i, j) :
i 6= j, (i, j) 6= (1, m), (m, 1)}.
From existence of the mentioned values and from lemma 4 it follows
Corollary 1. If x, ϕ are such that x belongs to the (1− cδ− c|ϕ−ϕ1|)-base
of some (ϕ1, ϕ2, δ)-reflector constituting Ω(σ, r, δ) then
ϕ+
Rˇ,Iˇ
(x, ϕ)− ϕ2 = −cosϕ1
cosϕ2
(ϕ− ϕ1) +O(δ) +O((ϕ− ϕ1)2). (17)
Here Rˇ denotes this reflector, Iˇ, its base. If, in addition, δ < c0 and |ϕ−ϕ1| <
c0 then
nRˇ,Iˇ(x, ϕ) = 3. (18)
Here c, c0 are positive values that depend only on σ.
Like in lemma 4, here we denote by O(f) a generic function of x, ϕ,
ϕ1, ϕ2, δ, r such that O(f)/f is bounded over all admissible values of the
arguments.
4.4 Proof of convergence νΩ,I → νσ
Consider a positive function δ = δ(r) = o(1/r), r → +∞. Recall that
nΩ,I(x, ϕ) designates the number of reflections from ∂Ω (including the last
reflection from I) the particle getting out of x ∈ I in the direction ϕ has to
make before returning to I. Define the function nσ : I× [−pi/2, pi/2]→ R by
the relations nσ(x, ϕ) = 5, if ϕ ∈ Θi, σ(i) 6= i, and nσ(x, ϕ) = 2, if ϕ ∈ Θi,
σ(i) = i. Thus, nσ does not depend on the argument x: nσ(x, ϕ) = nσ(ϕ).
At the endpoints of Θi, the definition may turn out to be ambiguous; correct
it by redefining nσ at these points. Denote Ω(r) := Ω(σ, r, δ(r)); that is, Ω(r)
is a one parameter family of sets depending on r. Recall that (Ω(r), I) ∈ S.
The following lemma is basic.
Lemma 5. One has convergence in measure
lim
r→+∞
nΩ(r),I = nσ, (19)
lim
r→+∞
ϕ+Ω(r),I = ϕσ. (20)
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In other words, the lemma states that for large r, all the particles getting
in Ω through I, except for a small part of them, after one or four reflections
get out through I, besides the relation between the angles of getting in and
getting out is close to the one given by ϕσ.
Proof. Fix i. It suffices to prove that there exists a family of sets Ar ⊂ I×Θi
such that their measures converge to zero: limr→+∞ µ(Ar) = 0 and
for (x, ϕ) ∈ (I ×Θi) \ Ar holds nΩ(r),I(x, ϕ) = nσ(ϕ) (21)
and
lim
r→+∞
sup
(x,ϕ)∈(I×Θi)\Ar
|ϕ+Ω(r),I(x, ϕ)− ϕσ(ϕ)| = 0. (22)
Consider the cases σ(i) = i and σ(i) 6= i separately.
(a) Let σ(i) = i. In this case the relations (21) and (22) may be re-written
in the form
1) for (x, ϕ) ∈ (I ×Θi) \ Ar holds nΩ(r),I(x, ϕ) = 2;
2) lim
r→+∞
sup
(x,ϕ)∈(I×Θi)\Ar
|ϕ+Ω(r),I(x, ϕ)− ϕ| = 0.
It follows from simple geometric argument that if a billiard particle in Ω(r) is
initially placed at x = (ξ, 0) ∈ I and has velocity eϕ, ϕ ∈ (θi−1+arcsin 12r , θi−
arcsin 1
2r
) ⊂ Θi then the first reflection point x′ = reθ belongs to the arc
⌣
Pi−1Pi= {reθ : θ ∈ Θi}. The second reflection occurs at a point x+ =
(ξ+, 0), the velocity before the second reflection being −eϕ+ . By using simple
geometric argument, related to the triangle with vertices x, x′, and x+, one
comes to the relation
1
ξ
− 1
ξ+
=
2 sin θ
r
.
It implies that if |ξ| < 1/(2 + 4/r) then |ξ+| < 1/2, that is, the second
reflection point x+ belongs to I. Denoting
Ar =
([−1
2
, − 1
2 + 4/r
]∪[ 1
2 + 4/r
,
1
2
])×([θi−1, θi−1+arcsin 1
2r
]∪[θi−arcsin 1
2r
, θi
])
,
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one concludes that for (x, ϕ) ∈ (I ×Θi) \Ar, 1) holds true; besides, one has
ϕ+ = ϕ+Ω(r),I(x, ϕ). One obviously has limr→+∞ µ(Ar) = 0.
b
Pi−1
Pi
x′
x x+
Further, from geometric argument related to the same triangle it follows
that |ϕ+ − ϕ| < 2 arctan 1
2r
= o(1), r → +∞. Thus, 2) is also proved.
(b) Let σ(i) = j 6= i. All the estimates below are true for r → +∞ and
are uniform with respect to x and ϕ. The assertions stated here are true for
sufficiently large values of r, and therefore for sufficiently small δ = δ(r).
Let φ(r) := sup∡LPO, the supremum being taken over all points L ∈
I and over all points P contained in the broken line P0P1 . . . Pm. Denote
κ(r) = 1 − cδ(r) − cφ(r), where c is the constant defined in corollary 1.
Obviously, κ(r) = 1 + O(r). Denote by [Pi−1, Pi]
′ the union of κ(r)-bases
of the i-reflectors that have centers located at distances more than 1 from
both points Pi−1, Pi. One has [Pi−1, Pi]
′ ⊂ [Pi−1, Pi], besides the length of
[Pi−1, Pi] \ [Pi−1, Pi]′ is O(1). The set [Pj−1, Pj ]′ is defined analogously.
Consider the set A
(1)
r of values (x, ϕ) ∈ I ×Θi such that the ray, getting
out of the point x in the direction ϕ, intersects the broken line P0P1 . . . Pm
at a point that does not belong to [Pi−1, Pi]
′. Thus, the point of intersection
x′ belongs to a set of Lebesgue measure O(1). Denote by ϕ′ the angle the
vector eϕ forms with ni. (Recall that ni is the unit outer normal to ∂Q
at a point of [Pi−1, Pi]). For any fixed x
′, the value ϕ′ is contained in an
interval of length O(1/r). Thus, measure µ of the set of points (x′, ϕ′) is
O(1/r). Taking into account that the mapping (x, ϕ) → (x′, ϕ′) preserves
the measure µ, one concludes that µ(A
(1)
r ) = O(1/r), r → +∞.
A billiard particle with initial data (x, ϕ) ∈ (I × Θi) \ A(1)r at some mo-
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ment intersects the κ(r)-base of an i-reflector, makes two reflections off its
boundary, then, according to corollary 1, intersects the base again and leaves
the reflector. At the moment of leaving, its velocity forms an angle O(1/r)
with the ray AB that is defined as follows: the point A is the center of this
i-reflector, θ is such that OA
|OA|
= eθ; θ
+ = ϕσ(θ), the point B belongs to the
broken line P0P1 . . . Pm and
OB
|OB|
= eθ+ .
Let x′′ be the point at which the particle intersects the line ∂Q = P0P1 . . . PmP0
again (for the third time), and let ϕ′′ be the angle the velocity of the par-
ticle forms with nj at the moment of intersection. Denote by A
(2)
r the set
of values (x, ϕ) ∈ (I × Θi) \ A(1)r such that x′′ 6∈ [Pj−1, Pj]′. Again, it is
true that x′′ belongs to a set of Lebesgue measure O(1) and for any fixed
x′′, the value ϕ′′ belongs to an interval of length O(1/r). It follows that
measure of the set of points (x′′, ϕ′′) is O(1/r), and taking into account that
the mapping (x, ϕ) → (x′′, ϕ′′) preserves the measure µ, one concludes that
µ(A
(2)
r ) = O(1/r), r → +∞.
Consider an element (x, ϕ) ∈ (I × Θi) \ (A(1)r ∪ A(2)r ); the corresponding
billiard particle reflects two times off the boundary of an i-reflector, then
reflects two times off the boundary of a j-reflector, and for the fifth time,
reflects at a point x+ ∈ [−r, r] × {0}. Denote by −eϕ+ the velocity just
before the fifth reflection. The set of elements (x, ϕ) such that x+ 6∈ I is
designated by A
(3)
r .
Let us introduce some auxiliary notation. Mark by letter L the point
x = (ξ, 0), and by letter L+, the point x+ = (ξ+, 0). Mark by letters A
and B′, respectively, the centers of those i- and j-reflectors that contain the
reflection points. The first of them is a (ϕ1, ϕ2, δ)-reflector, and the second,
a (ψ1, ψ2, δ)-reflector; thereby the values ϕ1, ϕ2, ψ1, ψ2 are determined.
Recall that the angle θ is such that OA
|OA|
= eθ; θ
+ := ϕσ(θ); and the point
B ∈ [Pj−1, Pj] is such that OB|OB| = eθ+ . Further, define dθ+ in such a way
that OB
′
|OB′|
= eθ++dθ+ ; define dθ in such a way that ϕσ(θ+dθ) = θ
++dθ+, and
denote by A′ ∈ [Pi−1, Pi] the point such that OA′|OA′| = eθ+dθ. On the figure
below, the case i < j, ξ > 0 is shown; these relations imply that dθ < 0
and dθ+ > 0. The last inequalities are used in the geometric reasoning given
below. The cases where i > j and/or ξ < 0 can be considered analogously.
One easily sees that the values ϕ1 and ϕ2, defined above, are the angles
the rays AO and AB, respectively, form with the normal −ni, and the values
ψ1 and ψ2 are the angles the rays B
′O and B′A′, respectively, form with −nj .
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Remind that throughout this paper, the angles are counted clockwise from
the normal vector to the ray. Therefore, on the figure below one has ϕ1 > 0,
ϕ2 < 0, ψ1 < 0, ψ2 > 0.
Pi
Pi−1
Pj
Pj−1
A
O
B
B′
A′
c
b
a
α
ϕ2
ϕ1
ψ2 ψ1
θ
θ+
L L+
α1
β
β1
Designate a = |OA|, b = |OB|, c = |AB|. Recalling the definition of
the set A
(1)
r and taking into account that |AB| > |APi|, one concludes that
c ≥ 1. Designate also dx = |AA′|, dx+ = |BB′|; α = ∡BAB′, β = ∡AB′A′;
α1 = ∡OAL, β1 = ∡OB
′L+.
Recall that |OL| ≤ 1/2, the value a is of order r, direction of the ray LA
does not coincide with direction of the billiard trajectory, but rather deviates
from it, the difference being O(δ/r). Thus, ϕ = θ+α1+O(δ/r). Further, the
difference between the direction of AB′ and the true direction of the billiard
particle is O(δ/c). Besides, α1 = O(1/r). The billiard particle intersects
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the κ(r)-base of the i-reflector, makes two reflections off its boundary, then
intersects the base again and leaves the reflector, the angles at the moments
of the first and second intersection being ϕ˜ = ϕ1 − α1 + O(δ/r) and ϕ˜+ =
ϕ2 + α + O(δ/c), respectively. Applying corollary 1, one gets ϕ˜
+ − ϕ2 =
− cosϕ1
cosϕ1
(ϕ˜− ϕ1) +O(δ) +O((ϕ˜− ϕ1)2), hence
α +O(δ/c) = −cosϕ1
cosϕ2
(−α1 +O(δ/r)) +O (δ) +O
(
1/r2
)
,
therefore
α1 cosϕ1 = α cosϕ2 + o(1/r). (23)
This implies that α = O(1/r), hence dx+ = O(c/r) and dθ+ = O(c/r2).
The last equality implies that dθ = O(c/r2), therefore dx = O(c/r) and
β = O(1/r). After leaving the i-reflector, the particle gets into the j-reflector
through its κ(r)-base, makes the third and fourth reflections off its boundary,
and then gets out of this reflector; the angles at the moment of getting in
and getting out are ϕˇ = ψ2 + β + O(δ/c) and ϕˇ
+ = ψ1 − β1 + O(δ/r),
respectively. Applying corollary 1 again, one comes to the formula ϕˇ+−ψ1 =
− cosψ2
cosψ1
(ϕˇ− ψ2) +O(δ) +O((ϕˇ− ψ2)2), hence
−β1 +O(δ/r) = −cosψ2
cosψ1
(β +O(δ/c)) +O (δ) +O
(
1/r2
)
,
therefore
β1 cosψ1 = β cosψ2 + o(1/r). (24)
The function ϕσ preserves the measure λ and monotonically decreases on Θi,
hence
− cos θdθ = cos θ+dθ+(1 + o(1)). (25)
Finally, simple trigonometric relations for the triangles shown on the fig-
ure imply the following (asymptotic as r → +∞) equalities (just for the
purpose of completeness, we put below the formulas (23)–(25)):
α1 = ξ
cos θ
a
(1+o(1)); α = α1
cosϕ1
cosϕ2
+o(1/r); dx+ = α
c
cosψ2
(1+o(1));
dθ+ = dx+
cosψ1
b
(1+o(1)); −dθ = dθ+ cos θ
+
cos θ
(1+o(1)); dx = −dθ a
cosϕ1
(1+o(1));
β = dx
cosϕ2
c
(1+o(1)); β1 = β
cosψ2
cosψ1
+o(1/r); ξ+ = β1
b
cos θ+
(1+o(1)).
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Making successive substitutions (from the bottom to the top) in these for-
mulas, one obtains
ξ+ = ξ(1 + o(1)) +
o(1)
cos θ
+
o(1)
cos θ+
.
This relation can be rewritten in the form
|ξ+| ≤ |ξ| (1 + α(r)) + α(r)
cos θ
+
α(r)
cos θ+
,
where α(r) is a positive function going to zero as r → +∞. Taking into
account that ϕ = θ + O(1/r), ϕ+ = θ+ + O(1/r), select a constant c such
that |ϕ − θ| ≤ c/r, |ϕ+ − θ+| ≤ c/r. Define the three sets A′r, A′′r , A′′′r ⊂
(I × Θi) \ (A(1)r ∪ A(2)r ) as follows: A′r is the set of pairs x = (ξ, 0), ϕ
such that |ξ| ≥ (1/2 − 2√α(r))/(1 + α(r)); A′′r is the set of (x, ϕ) such
that |ϕ| ≥ arccos√α(r) − c/r; A′′′r is the set of (x, ϕ) such that |ϕ+| ≥
arccos
√
α(r) − c/r. It is not difficult to check that the measure of each of
these sets goes to zero as r → +∞. Moreover, if (x, ϕ) does not belong
to these sets then |ξ+| < 1/2, therefore x+ ∈ I. This implies that A(3)r ⊂
A′r ∪ A′′r ∪ A′′′r and therefore limr→+∞ µ
(
A
(3)
r
)
= 0.
Denote Ar = A
(1)
r ∪ A(2)r ∪ A(3)r ; one has limr→+∞ µ(Ar) = 0. If (x, ϕ) ∈
(I×Θi)\Ar then there are four reflections at points ∂Ω that do not belong to
I, and the fifth reflection, at a point of I; therefore, one has ϕ+ = ϕ+Ω(r),I(x, ϕ)
and nΩ(r),I(x, ϕ) = 5. Thus, (21) is proved.
It follows from the equations ϕ+ = θ+ + o(1), θ+ = ϕσ(θ), θ = ϕ + o(1)
that ϕ+ = ϕσ(ϕ) + o(1), r → +∞; therefore, (22) is also proved.
From lemma 5 it follows
Corollary 2. As r → +∞, νΩ(r),I weakly converges to νσ.
Proof. Indeed, (20) implies that the mapping (ϕ, ϕ+Ω(r),I(x, ϕ)) from I ×
[−pi/2, pi/2] toQ, as r → +∞, converges in measure to the mapping (ϕ, ϕσ(ϕ)),
hence f(ϕ, ϕ+Ω(r),I(x, ϕ)) converges in measure to f(ϕ, ϕσ(ϕ)) for any contin-
uous function f : Q→ R. This implies that
lim
r→+∞
∫ ∫
I×[−π/2, π/2]
f(ϕ, ϕ+Ω(r),I(x, ϕ)) dµ(x, ϕ) =
∫ ∫
I×[−π/2, π/2]
f(ϕ, ϕσ(ϕ)) dµ(x, ϕ).
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Using the relations
∫∫
I×[−π/2, π/2]
f(ϕ, ϕ+Ω,I(x, ϕ)) dµ(x, ϕ) =
∫∫
Q
f(ϕ, ϕ+) dνΩ,I(ϕ, ϕ
+)
and
∫∫
I×[−π/2, π/2]
f(ϕ, ϕσ(ϕ)) dµ(x, ϕ) =
∫∫
Q
f(ϕ, ϕ+) dνσ(ϕ, ϕ+), which arise
from the definitions of measures νΩ,I , ν
σ and hold true for arbitrary f and
(Ω, I) ∈ S, one gets
lim
r→+∞
∫
Q
f dνΩ(r),I =
∫
Q
f dνσ.
Corollary is proved.
According to lemma 2, any measure from M can be approximated by
measures of the kind νσ, where σ2 =id, σ(1) 6= m, and according to corollary
2, any such measure νσ can be approximated by measures of the kind νΩ(r),I
where (Ω(r), I) ∈ S. This proves theorem 2.
Appendix
Proof of lemma 1
Let (Ω, I) ∈ S. Taking into account that the measure νΩ,I is invariant with
respect to isometries applied simultaneously to Ω and to I, one can assume,
without loss of generality, that I coincides with the segment [−a, a] × {0},
a > 0, and Ω ⊂ R× [0, +∞). Define the sets Ω[n], I [n] by
Ω[n] = Ω ∪ ([−a, a]× [−1/n, 0]) , I [n] = [−a, a]× {−1/n}.
Define the mapping T(n) in the following way. Consider billiard in the
rectangle [−a, a]× [−1/n, 0]. From a point x ∈ In let out a particle with ini-
tial velocity (sinϕ, cosϕ), −pi/2 < ϕ < pi/2. After several (maybe none) re-
flections off vertical sides of the rectangle, the particle reflects off I at a point
x(n)(x, ϕ), its velocity before the reflection being (sinϕ(n)(x, ϕ), cosϕ(n)(x, ϕ)).
Thereby, the mapping T(n) : (x, ϕ) 7→ (x(n)(x, ϕ), ϕ(n)(x, ϕ)) is determined;
it is defined and takes values on full measure subsets of I [n]×[−pi/2, pi/2] and
preserve the measure µ. It is not difficult to see that the mappings TΩ[n],I [n]
and TΩ,I are interconnected in the following way:
TΩ[n],I [n] = T −1(n) TΩ,I T(n) .
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Let Bn = {(x, ϕ) ∈ I [n] × [−pi/2, pi/2] : ϕ(n)(x, ϕ) = ϕ}. It is easy to see
thatBn ⊂ {(x, ϕ) : x = (ξ,−1/n), −a ≤ ξ ≤ a, −pi/2 ≤ ϕ ≤ − arctann(a+ ξ)
or arctann(a− ξ) ≤ ϕ ≤ pi/2}; this implies that µ(Bn) = o(1), n → ∞,
where dµ(x, ϕ) = cosϕdxdϕ. Put B′n = T −1Ω[n],I [n](Bn).
Let A ⊂ Q = [−pi/2, pi/2] × [−pi/2, pi/2] be an arbitrary measurable
set. Denote DA = {(x, ϕ) : (ϕ, ϕ+Ω,I(x, ϕ)) ∈ A} and D(n)A = {(x, ϕ) :
(ϕ, ϕ+
Ω[n],I [n]
(x, ϕ)) ∈ A}. One has
D
(n)
A △
(
T −1(n) (DA)
)
⊂ Bn ∪B′n,
where △ means symmetric difference of sets. Hence |µ(D(n)A ) − µ (DA) | ≤
µ (Bn ∪ B′n) ≤ 2µ (Bn); this implies
νΩ[n],I [n](A) = νΩ,I(A) + o(1),
the estimate o(1) being uniform over all A. This means that the sequence of
measures νΩ[n],I [n] converges in variation, and hence weakly, to νΩ,I .
4.5 Proof of lemma 2
Let us previously prove an auxiliary statement.
Lemma 6. Let A = (aij)
m
i,j=1 be a symmetric matrix, aij being nonnegative
integers. Denote ni =
∑m
j=1 aij. There exist matrices Bij = (b
µν
ij )µ,ν, i, j =
1, . . . , m of order ni × nj such that BTij = Bji,
∑ni
µ=1
∑nj
ν=1 b
µν
ij = aij and
the block matrix B = (Bij) contains precisely one ”1” in each row and each
column, other elements of B being zeros.
Note 1. It may happen that for some values i = i1, i2, . . . and for any j,
holds aij = 0. For these values of i, one has ni = 0 and the matrices Bij
and Bji for any j have the order 0×nj and nj × 0, respectively, that is, they
are empty sets. In this case the matrix B coincides with the block matrix
B′ = (Bij), where the rows with indices i = i1, i2, . . . and columns with
indices j = i1, i2, . . . are crossed out.
Proof. Apply induction by m. Let the lemma be proved for m − 1. When
applying it to the matrix A˜ = (aij)
m
i,j=2, one obtains that there exists a block
matrix B˜ = (B˜ij)
m
i,j=2 satisfying the condition of lemma. Note that the order
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of B˜ij is n˜i × n˜j , where n˜i =
∑m
j=2 aij = ni − ai1. Define the matrices Bij as
follows.
(a) Let B11 = diag {1, . . . , 1︸ ︷︷ ︸
a11
, 0, . . . , 0}.
(b) Let ba11+1,112 = . . . = b
a11+a12,a12
12 = 1; b
a11+a12+1,1
13 = . . . = b
a11+a12+a13,a13
13 =
1; . . . ; b
a11+...+a1,m−1+1,1
1m = . . . = b
a11+...+a1m,a1m
1m = 1; other elements of the
matrices B1j , j = 2, . . . , m are zeros. Thus, in each matrix B1j , on the diag-
onal, whose first element belongs to the first column and the (a11+a12+ . . .+
a1,j−1 + 1)th row, the first a1j elements equal 1, and the remaining elements
on this diagonal and all the elements outside the diagonal equal aero. Thus,
the matrices B1j, j = 2, . . . , m are defined. The matrices Bi1, i = 2, . . . , m
are defined by the condition Bi1 = B
T
1i.
(c) For i ≥ 2, j ≥ 2 define the matrix Bij as follows. For µ ≤ a1i or
ν ≤ a1j let bµνij = 0, and for µ ≥ a1i + 1, ν ≥ a1j + 1 let bµνij = b˜µ−a1i,ν−a1jij .
Thus, in the obtained matrix Bij , the right lower corner coincides with the
matrix B˜ij , and all the remaining elements are equal to zero. The number
of rows of this matrix equals a1i + n˜i = ni, and the number of columns,
a1j + n˜j = nj . It is also not difficult to verify that
∑
µν b
µν
ij = aij and
that each row and each column of the obtained block matrix B = (Bij)
m
i,j=1
contains precisely one number ”1”.
Now, let us proceed to the proof of lemma 2.
Consider an arbitrary measure ν ∈M. Let n ∈ N; consider the partition
of the square Q to n2 smaller squares Qnij = Θ
n
i × Θnj ; Q = ∪ni,j=1Qnij . Let
us show that for all n ∈ N, 1 ≤ i, j ≤ n one can choose rational non-
negative numbers cnij in such a way that c
n
ij = c
n
ji, for any i
∑
j c
n
ij = 2/n
and n2 ·maxi,j |ν
(
Qnij
)− cnij | tends to 0 as n→∞.
Indeed, for i > j choose values cnij in such a way that |cnij − ν(Qnij)| ≤
n−4; for i < j put cnij = c
n
ji; finally, for i = j put c
n
ii = 2/n−
∑
j 6=i c
n
ij . One
has
∑n
j=1 ν(Q
n
ij) = ν (Θ
n
i × [−pi/2, pi/2]) = λ(Θni ) = 2/n, hence ν(Qnii) =
2/n−∑j 6=i ν(Qnij). This implies that |cnii−ν(Qnii)| = ∣∣∑j 6=i (cnij − ν(Qnij)) ∣∣ ≤
(n− 1) · n−4 < n−3. Therefore |maxi,j
(
ν(Qnij
)− cnij)| < n−3.
Any sequence of measures νn, satisfying the conditions νn(Q
n
ij) = c
n
ij,
1 ≤ i, j ≤ n, weakly converges to ν. Indeed, for any continuous function
f : Q→ R holds∫
Q
f dνn −
∫
Q
f dν =
n∑
i,j=1
(∫
Qnij
f dνn −
∫
Qnij
f dν
)
=
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=
n∑
i,j=1
(
f(xnij) c
n
ij − f(x˜nij) ν
(
Qnij
))
=
=
n∑
i,j=1
f(xnij)
(
cnij − ν
(
Qnij
))
+
n∑
i,j=1
(
f(xnij)− f(x˜nij)
)
ν
(
Qnij
)
, (26)
where xnij , x˜
n
ij ∈ Qnij . Taking into account that |f(xnij)−f(x˜nij)| ≤ maxi,j supx′,x′′∈Qnij |f(x′)−
f(x′′)| → 0 as n→∞ and that n2 ·maxi,j |ν
(
Qnij
)− cnij | → 0 as n→∞, one
concludes that the expression in (26) tends to zero as n→∞.
Thus, to finish the proof of lemma, it suffices to show that for any n ∈ N
there exist a positive integer m and a permutation σn of {1, . . . , m} such that
σ2n = id, ν
σn(Qnij) = c
n
ij and σ(1) 6= m.
Fix n and find a positive integer N such that all values aij := N · cnij
are integer. Obviously, the matrix A = (aij)
n
i,j=1 is symmetric and for any i∑n
j=1 aij = 2N/n ∈ N. According to lemma 6, there exist square matrices
Bij of order 2N/n such that B
T
ij = Bji, the sum of elements of each matrix
Bij equals aij , and composed of them block matrix B = (Bij) has precisely
one unit in each row and each column, and all the remaining elements are
zeros.
Consider block matrices Dij of double size, obtained from Bij by substitu-
tion of elements with 2×2 matrices: zeros are substituted with
(
0 0
0 0
)
, and
units, with
(
1 0
0 1
)
. The matrices Dij have order 4N/n, holds D
T
ij = Dji,
the sum of elements in each matrix Dij equals 2aij, and the block matrix
D = (Dij) composed of Dij has precisely one unit in each column and each
row, and all remaining elements are zeros.
The order of D is 4N . Let m = 4N and denote by dij, i, j = 1, . . . , m,
the elements of D. The peculiarity of D, as compared to B, is that the
equality d1m = 0 is guaranteed. Define the mapping σ = σn : {1, . . . , m} →
{1, . . . , m} in such a way that for any i, diσ(i) = 1. The so defined mapping
σn is a permutation; since the matrix D is not symmetric, one concludes
that σ2n = id, and since d1m 6= 1, one concludes that σn(1) 6= m. Besides, the
following holds true: νσn(Qnij) = N
−1
∑
µ,ν b
µν
ij = c
n
ij. Lemma is proved.
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