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Over the years, numerous design methods were developed to evaluate the undrained shear strength, 
Su, ultimate pile capacity and pile set-up parameter, A. In recent decades, the emphasis was given 
to the in-situ cone and piezocone penetration tests (CPT, PCPT) to estimate these parameters since 
CPT/PCPT has been proven to be fast, reliable and cost-effective soil investigation method. 
However, because of the paucity of a vivid comprehension of the physical problem, some of the 
developed methods incorporate correlation assumptions which might compromise the consistent 
accuracy. In this study, the Artificial Neural Network (ANN) was exerted using CPT data and soil 
properties to generate a better and unswerving interpretation of Su, ultimate pile capacity and ‘A’ 
parameter. In this regard, a data set was prepared consisting of CPT/PCPT data as well as relevant 
soil properties from 70 sites in Louisiana for the evaluation of Su. For ultimate pile capacity, a 
database of 80 pile load tests was prepared. Lastly, data was collected from 12 instrumented pile 
load tests for the interpretation of the ‘A’ parameter. Corresponding CPTs along with the soil 
borings were also collected. Presenting these data to ANN, models were trained through trial and 
error using different feed-forward network techniques, e.g. Back Propagation method. Different 
models of ANN were explored with cone sleeve friction, fs, and tip resistance, qt, as well as 
plasticity index, PI, effective overburden pressure, σ’vo, etc. as input data and were compared to 
the conventional methods. It was found that the ANN model with qt, fs, and σ’vo as inputs 
performed satisfactorily and was found to be better than the conventional empirical method of 
evaluation of Su. On the other hand, ANN models with pile embedment length, pile width, qt, and 
fs as inputs, outperformed the best-performed direct pile-CPT methods in the interpretation of 
ultimate pile capacity. Similarly, the ‘A’ parameter predicted by the ANN models (PI, OCR, and 




applicability of ANN for estimating the undrained shear strength, ultimate pile capacity and ‘A’ 
























 CHAPTER 1 .   INTRODUCTION 
The prime subject matters of this thesis can be pointed as (1) undrained shear strength of soil, Su, 
(2) Ultimate pile capacity, (3) Cone Penetration Test (CPT), (4) Pile set-up parameter, and (5) 
Artificial Neural Network (ANN). To illustrate, The capability of the soil to endure shear stress is 
usually termed as shear strength. It is a governing parameter in the evaluation of numerous 
phenomena in geotechnical engineering, e.g. settlement. Su also possesses paramount importance, 
in the foundation design (both deep and shallow foundation). Hence, it is imperative to 
meticulously evaluate the Su. Over the decades, numerous empirical and analytical methods were 
developed by researches to evaluate Su, e.g. Bearing Capacity Method (BCM), Cavity Expansion 
Method (CEM), Strain Path Method (SPM),  and Finite Element Methods (FEM) [1]. 
Combinations of the mentioned methods were also investigated to have a better prediction of Su, 
e.g. CEM-FEM [2], CEM-BCM [3], CEM-SPM [4], and SPM-FEM [5]. However, almost all of 
these methods involve judgments and assumptions regarding the condition of the soil, soil failure 
criteria and boundary conditions. Therefore, sometimes verification is needed for the results of the 
theoretical methods from laboratory or in-situ tests. In this regard, the UU Triaxial test 
(unconsolidated undrained) can be very useful. Unfortunately, performing the UU Triaxial test is 
sometimes expensive and time-consuming. Moreover, sometimes the test result becomes 
disputable due to the unavoidable disturbance while collecting the undisturbed sample as well as 
the handling and transportation.  
The in-situ PCPT and CPT can be successfully implemented for the identification of soil, 
interpretation of different soil properties, e.g. Su, and several other applications of geotechnical 
engineering. Compared to the conventional characterization (soil borings and lab tests) the CPT is 




(i.e. sleeve friction, fs, tip resistance, qc, and porewater pressure, u) related to stiffness parameters 
and strength of soil which can be beneficial in the prediction of Su. Therefore, over the years 
numerous empirical methods were proposed to evaluate Su form the CPT data e.g. Lunne and 
Kleven (1981) [6], Senneset (1982) [7], etc. However, almost all of these methods involve 
judgments and assumptions in the selection of proper correlation coefficients e.g. Nkt, between the 
parameters of  CPT data (fs, qc, u) and Su. For different soil/site conditions, it may result in 
inconsistent accuracy in the evaluation of the Su. 
As for the pile foundation, it is being used in geotechnical engineering for decades when 
structures are built over weak subsurface soil that are unable to support the design load encountered 
at the upper soil layers. Piles transfer the load from the superstructure to the stronger soil layers. 
This infers that the stability of the structure is immensely dependent upon the performance of the 
piles. Therefore, scrupulous evaluation of pile capacity is of paramount importance. In recent 
decades, numerous empirical and analytical methods for pile design were proposed by several 
researchers(e.g., Meyerhof [8]; Vesic [9]; Coyle and Castello [10]). These methods usually relate 
the pile capacity to different soil properties, which are evaluated from the field and/or laboratory 
tests including soil boring, unconfined compression test, soil classification, etc. Conducting these 
field and laboratory tests are expensive and time-consuming. 
Like the case of Su, the in-situ cone and the PCPT and CPT can also be fruitfully 
implemented in the determination of the ultimate pile capacity. In fact, due to the similarity 
between the cone and pile, the use of CPT to evaluate the ultimate pile capacity was one of the 
earliest applications of CPT.  There are two approaches to estimate the ultimate pile capacity from 
CPT/PCPT data: indirect and direct approaches. In the indirect approach, the CPT data (qc, fs) are 




then using static analytical methods to estimate the pile capacity. In the direct approach, the CPT 
data (qc, fs) are used directly to evaluate the unit tip resistance and unit skin friction of the pile 
through certain correlation equations. These correlations are dependent on soil type, pile type and 
size, pile installation method, scale effect, effects of pore pressure and overburden pressure, etc. 
Hence, different direct pile-CPT methods were proposed over the years to evaluate the ultimate 
pile capacity form CPT parameters, including Schmertmann [11], de Ruiter and Beringen [12], 
LCPC [13], probabilistic [14], UF [15] and many other methods. However, most of these methods 
are based on local pile load test databases that involve several judgments and assumptions in 
choosing proper correlation coefficients between CPT data (qc, fs, u) and pile data (unit tip 
resistance and unit skin friction), which can affect the evaluation of the ultimate pile capacity. This 
can lead to inconsistent accuracy of predicting the ultimate pile capacity for different soil/pile 
conditions. 
Another phenomenon, pile set up is usually observed when piles are driven into cohesive 
soils. Generally, an increased resistance is found in this case which is called “set-up” or “freeze”. 
Large lateral deformation and hence disturbance are experienced by the soil surrounding the pile 
while driving. Consequently, excess pore water pressure (EPWP) develops around the pile along 
with a change in soil permeability [16, 17]. The dissipation of this EPWP and the successive 
recasting of the influence zone of the pile followed by reconsolidation significantly contribute to 
the pile set-up. Over time researchers came up with different empirical models to estimate the pile 
set-up [18-21]. Among them, one of the most widely used empirical equation was given by Skov 
and Denver, 1988 [18]. However, the equation contains a “Set up parameter, A”. Ther is no 




range of values for the A parameter from which is difficult to choose a value for a certain site 
condition since there is no particular direction on the evaluation of the parameter. 
Over the last few years, the emergence and effective implementation of the Artificial 
Neural Network (ANN) is noteworthy in divergent problems of geotechnical engineering e.g. 
estimation of the settlement of foundations, evaluation of the undrained shear strength, 
interpretation liquefaction potential, evaluation of swelling pressure in the soils prone to 
expansion, etc. [22-30]. It can be expected that the implementation of the ANN algorithms in the 
estimation of the undrained shear strength of the soil and ultimate pile capacity from CPT data will 
mitigate the mentioned shortcoming of the conventional methods since ANN does not depend on 
judgments or correlation assumptions. Rather, the ANN algorithm is an embodiment of artificial 
intelligence, which uses mathematical techniques to grasp the learning methodology of the human 
brain using prior cases/instances. The ANN uses the at hand data of divergent soil/pile conditions 
derived from different sites and strives to understand the correlation between the input variables, 
e.g., corrected cone tip resistance, qt, cone sleeve friction, fs, pile width, and pile embedment 
length, overburden pressure, σvo, etc. and the output parameter, e.g. the ultimate pile capacity, Qt, 
undrained shear strength of soil, Su, set-up parameter, A. This is usually obtained through training 
steps with trial and error. In each training step, the connection weights, number of layers and 
number of nodes in each layer are adjusted. After the satisfactory precision of the ANN model is 
achieved (number of nodes and the corresponding number of layers), it can be then implemented 
for the evaluation of the undrained shear strength or ultimate pile capacity as well as the set-up 




1.1 Scope and Objectives of the Thesis  
The scope of this thesis comprises the evaluation of the undrained strength, Su, of clayey soils. For 
this purpose, CPT data along with corresponding bore log data were collected from 70 different 
sites in Louisiana which were used to perform ANN analyses. Analyses were conducted with the 
following objectives. 
• The main objective is to investigate the application of Artificial Neural Network in the 
interpretation of the Su, using CPT data (i.e., qt, fs) with the generation of a model of 
practical importance.  
• The relative importance of the variables used as inputs, e.g., qt, fs, σ’vo, etc. in the 
interpretation of the Su, will be scrutinized.  
• Also, a comparison will be made between the ANN results and the results of an independent 
verification data set of Su from laboratory tests, as well as, the results of well-performed 
traditional methods to demonstrate its precision and bolster its expediency and reliability. 
The scope of this thesis also includes the evaluation ultimate pile capacity from CPT parameters. 
At this perspective, a total of eighty (80) prestressed precast concrete (PPC) piles of various sizes 
and lengths were collected from 34 different project sites across the state of Louisiana. All the 
piles in the database were square piles loaded to failure under static load tests. The corresponding 
CPT tests were conducted close to each test pile. Thereupon, ANN analyses were performed with 
the following objectives. 
• The prime objective is to investigate the application of the Artificial Neural Network in the 
interpretation of ultimate pile capacity from CPT data (i.e., qt, fs) with the generation of a 




• The relative importance of the variables used as inputs, e.g., qt, fs, pile width diameter and 
pile embedment length in the estimation of ultimate pile capacity, Qt, will also be 
scrutinized.  
• Furthermore, the ANN results will be compared with the results of a verified set of pile 
load tests, as well as, the results of well-performed direct pile-CPT methods to demonstrate 
its accuracy and bolster its feasibility and reliability. 
Finally, interpretation of the pile set-up parameter, A, from CPT data and soil properties is another 
scope of this thesis. A total of twelve instrumented square PPC piles of various sizes and lengths 
from different project sites across the state of Louisiana were studied in this regard. ANN analyses 
were performed with the following objectives. 
• The main objective is to perform Artificial Neural Network analyses in the prediction of 
pile set-up parameter, A, from CPT data (i.e., qt, fs) and soil properties (i.e. plasticity index, 
PI, over consolidation ratio, OCR, undrained shear strength, Su). 
• The relative importance of the variables used as inputs, e.g., qt, fs, PI, OCR, Su, in the 
interpretation of pile set-up parameter, A, will also be reviewed.  
• The result of the best ANN model from the analyses will be compared with the results of 
an independent verification set of pile set-up parameters, A. 
1.2 Thesis Outline  
Six different chapters comprise this thesis. The background, objectives, and scope of the research 
are described in the first chapter. A review of the CPT test and available methods to obtain the 
undrained shear strength of soil, ultimate pile capacity and pile set up parameter form CPT/PCPT 
is presented in chapter two. Then, chapter three gives the outline and results of the ANN analyses 




describe the outline and results of the ANN analyses for the ultimate pile capacity and pile set up 
parameter.  Finally, the summary of the findings of this research work and the recommendations 






















 CHAPTER 2 .   LITERATURE REVIEW 
This chapter consists of a brief description of the aspects of the cone penetration test and existing 
methods for the interpretation of the undrained shear strength,  of soil from CPT data.  The 
interpretation of the ultimate pile capacity of driven piles, as well as the pile set up parameter, A, 
from the CPT data, is also discussed in this chapter. Finally, the chapter consists of an overview 
of the Artificial Neural Network (ANN).  
2.1 Cone Penetration Test (CPT) 
The Cone Penetration Test (CPT) is a well-known in-situ testing method. It is referred to as the 
Piezocone Penetration Test (PCPT) with the inclusion of pore pressure measurement. Nowadays, 
the popularity of CPT/PCPT for subsurface exploration has increased immensely due to the 
repeatability and reliability of this field test. In the Cone Penetration Test, a cone on the end of a 
series of rods is pushed into the ground at a constant rate of 0.79 in./sec (2 cm/sec) and continuous 
or intermittent measurements are made of the resistance to the penetration of the cone. Usually, 
the data collection is not continuous and is collected every 0.79 in (2 cm). However, different types 
of penetrometers are available depending on the purpose of use such as the mechanical cone, the 
friction cone, the electric cone, the piezocone, or the combinations.  
To illustrate the operation of the cone penetration test (CPT), usually, the tip resistance qc and 
the sleeve friction fs can be measured from the CPT tests. The cone tip resistance, qc, is obtained 
by dividing the total force acting on the cone, Qc, with the projected cross-sectional area, Ac. A 
standard cone penetrometer usually has a base area of 1.55 in2 (10 cm2) with an apex angle of 60o. 
The area of the friction sleeve is typically 23.25 in2 (150 cm2) and it is positioned above the cone 




on the friction sleeve Fs, and the surface area of the friction sleeve, As. These parameters i.e. qc and 
fs are usually derived from the data acquisition system.  
Now, unlike the typical penetrometer, the piezocone penetrometer facilitates the measurement 
of pore water pressure. The pore pressure can be measured at different locations of the 
penetrometer (Figure 1.1). If it is measured on the cone it is called u1, if measured behind the cone 
it is called u2 and it is called u3 if the location is behind the friction sleeve. Pore pressure transducers 
are connected with the cone or friction sleeve to measure the pore water pressure during 
penetration in the piezocone penetrometer (PCPT/CPTu). Now, in the subsurface exploration, CPT 
primarily has three salient applications. 
a) To depict the sub-surface soil stratigraphy and to discern the constituting materials 
present in the soil.  
b) To estimate the geotechnical parameters e.g. unit weight of soil (γ), the undrained shear 
strength (su), stress history (σp', OCR), constrained modulus (M), the coefficient of 
consolidation (cv), soil classification, etc. 
c) To come up with a guideline for a geotechnical design using CPT results directly. 
 




Now, in clayey soils, because of its’ prevailing undrained loading condition, excess pore pressures 
generate creating a hydrostatic state. The actual excess pore water pressure can then be easily 
determined as,  
Δu = um – uo            (2.1) 
However, in the cavity expansion and critical state theory, this excess pore water pressure has been 
described as a combination of soil displacement and probe driving along with shear stress 
developed near the penetrometer. 
Δu = Δuoct + Δushear           (2.2) 
where Δuoct is octahedral stress, Δushear is shear stress and uo is hydrostatic pressure. Now, as 
mentioned earlier, the pore pressure can be measured at different locations of the penetrometer. 
However, Abu-Farsakh et al., 1998 [32] recommended using the u2 configuration of the filter 
location since excess pore water pressure measurement is highly sensitive to filter location. Hence, 
in this study u2 was used. 
Another concern regarding the generation of PWP behind the cone is that it may impact 
the measurement of the total stress by the tip of the cone. At this perspective, the cone sleeve 
friction and tip resistance data call for corrections. The corrected cone tip resistance (qt) can be 
obtained as follow. 
qt = qc + (1 - a) u2                     (2.3) 
a= an/ac 
where a is the effective cone area ratio, an is the cross-sectional area of the load cell and ac is the 
area projected by the cone. In Louisiana, the effective cone area ratio is usually considered as 0.59. 
Similarly, the corrected cone sleeve friction (fs) can be determined as follow: 




where Asb and Ast are the cross-sectional areas of bottom and top of friction sleeve respectively, 
and As is the surface area of the friction sleeve. 
Now, since CPT is a fast, reliable and economical test compared to many other 
conventional tests in depicting the actual scenario of the soil stratigraphy, researchers had 
endeavored to evaluate different soil parameters from the CPT results directly to save cost and 
time by avoiding strenuous laboratory tests. Rewarding their effort, a good correlation was 
observed between the soil parameters obtained from CPT  and actual laboratory tests. M Hossain, 
2018 [33] compiled the soil parameters that can be derived from CPT effectively which is 
presented in Table 2.1 with the recent updates. 




1 Soil Classification Begemann (1965), Schmertmann (1978), Senneset & 
Janbu (1985), Robertson (1990, 2009) 
2 Effective Friction angle (ϕ') Senneset and Janbu (1985), Robertson (2010) 
3 In situ Stress State (Ko) Brown and Mayne (1993), Mayne and Kulhawy 
(2002), Robertson (2010) 
4 Stress History (σp', OCR) Baligh et al. (1980), Sully et al. (1988), Voyiadjis et al. 
(1993), Abu-Farsakh (2003), Lee et al. (2011) 
5 Shear Modulus (Gmax) Mayne and Rix (1993), Mayne and Campanella (2005) 
6 Constrained Modulus (M) Buisman (1940), Khulway and Mayne (1990), Abu-
Farsakh (2003 and 2007) 
7 Sensitivity (St ) Robertson and Campenella (1988) 







8 Undrained Strength (su) Aas et al. (1986); Konrad and Law (1987), Hossain and 
Abu- Farsakh (2019), Hayashi and Yamanashi (2019), 
Bol et al. (2019) 
9 Hydraulic Conductivity (k) Robertson et al. (1992a), Voyiadjis and Song (2003) 
10 Coefficient of 
Consolidation (cv) 
Senneset et al. (1982), Baligh et al. (1981), Abu- 
Farsakh (2003, 2007), Cai et al. (2012) 
11 Effective cohesion intercept  Senneset et al. ( 1989), Alonso et al. (2016) 
12 Unit weight (γt) Robertson et al. (1986), Mayne (2014) 
13 Attraction, a' = c' cotϕ' Senneset et al. (1989), Mayne (2014) 
14 California Bearing Ratio, 
CBR 
Pamukcu & Fang (1989), Mayne (2001) 
15 Strain Rate and Partial 
Saturation 
DeJong and Randolph (2012) 
  
It is, however, to be noted that, in some places, the partial drainage condition can interpret 
CPT data more difficult and time-consuming. Therefore, for the proper identification of soil and 
to have a complete understanding of the soil condition of the site, laboratory tests should also be 
conducted along with the CPT simultaneously. 
2.2 Undrained Shear Strength  
The capability of the soil to endure shear stress is usually termed as shear strength. It can be 
classified into several types. However, the scope of this thesis work covers the undrained shear 
strength of soil, Su.  According to Lunn et al. 1997 [31], no unique value of Su can be obtained for 




stress history. It is well known that the undrained shear strength of the soil is one of the prime 
parameters in the determination of the capacity of clayey soil to withstand the applied load. Hence, 
the sublime evaluation of Su is of paramount importance. In this regard, laboratory tests such as 
the UU triaxial test (unconsolidated undrained) can be useful. However, conducting the Triaxial 
test is expensive and time-consuming sometimes. Furthermore, sometimes the result of the test 
becomes disputable due to the unavoidable disturbance while collecting, transporting, and 
handling the undisturbed sample.  
The CPT/PCPT can be successfully applied for the identification of soil and interpretation 
of soil properties (e.g. Su, etc.). Numerous works have been reported in the literature on the 
evaluation of Su from CPT/CPTu parameters. Evaluation was done with both theoretical and 
empirical approaches. The theoretical solutions were based mainly on five theories namely, 
classical bearing capacity theory, cavity expansion theory, the combination of conservation of 
energy and cavity expansion theory, linear and non-linear stress-strain relationship, and strain path 
theory. Some of the most widely accepted theoretical methods are Bearing Capacity Method 
(BCM), Cavity Expansion Method (CEM), Strain Path Method (SPM), and Finite Element 
Methods (FEM) [1]. Combinations of the mentioned methods were also investigated to have a 
better prediction of Su, e.g. CEM-FEM [2], CEM-BCM [3], CEM-SPM [4], and SPM-FEM [5]. 
Lunn et al. 1997 [31] mentioned that all the theories resulted in a relationship between cone tip 
resistance and Su as follows. 
qc = Nc. Su + σ0           (2.5) 
where Nc is a theoretical cone factor and is the in-situ overburden pressure. Lunne et al. [31] 




However, these theoretical cone factor values possess some limitations since almost all of 
them involves assumptions regarding boundary conditions, soil failure criteria, and soil condition 
Table 2.2. Theoretical cone factor, Nc, for deep circular foundation (after Lunne et al. [31] )  
Nc (ϕ = 0) σi Remarks Reference 
7.41 σvo - Terzaghi (1943) 
7.0 σvo - Caquot and 
Kerisel (1956) 
9.34 σvo Smooth base Meyerhof (1951) 
9.74 σvo Rough base De Beer (1977) 
9.94 σvo Spherical cavity expansion, Et  Meyerhof (1951) 
4
3
[1 + ln(Et/3su)] + 1 σvo Spherical cavity expansion, Es  De Beer (1977) 
4
3
[1 + ln(Es/3su)] + 1 σvo Spherical cavity expansion Meyerhof (1951) 
4
3
[1 + ln(Es/3su)] + cotθ σvo Spherical cavity expansion Gibson (1950) 
4
3
[1 + ln(Es/su)] + cotθ σvo Spherical cavity expansion, 




[1 + lnIr] σvo Spherical cavity expansion Vesic (1972) 
4
3
[1 + lnIr] + 2.57 σmean Spherical cavity expansion Vesic (1972) 




(sr/su) [1 + ln(Er/3sur)] + 
4
3
 σvo Trilinear stress-strain 
relationship 
Ladanyi (1967) 



























(1-K0) + 2α 
 Elastic perfectly plastic- strain 
path approach 
Teh (1987) 
   
to simplify the calculations. Therefore, verification is needed these methods from laboratory and 
in-situ soil parameters.  
Despite the mentioned limitation, the CPT based equation for the evaluation of undrained 
shear strength is being popular since CPT offers a reliable and repeatable prediction of soil 
stratigraphy and strength parameters at different depths. However, the reliability might be low for 
the parameters obtained from empirical equations which can be compensated by incorporating a 
larger factor of safety. Lunne et al.  [31] said that empirical equations can be developed for the 
interpretation of Su can be done in three approaches namely, using total cone resistance, using 
effective cone resistance and using excess pore pressure. Hence, using the total cone resistance 
approach, Lunne, and Kleven, 1981 [6] developed the following empirical equation based on 
bearing capacity theory. 
su  =  
(qc − σvo)
Nk
                                (2.6) 
where Nk denotes the cone factor for tip resistance and σv0 denotes total in situ vertical stress. Lunne 
and Kleven, 1981 [6] mentioned that depending on the soil types and tests Nk value might range 
from 11 to 19 with an average of 17.  Again, Lunne et al. [31] mentioned that equation 2.14 can 
be improved by correcting the cone resistance for pore pressure, qt, which can be easily done in 
CPTu. Su can then be expressed as, 
𝑠𝑢  =  
(𝑞𝑡 − 𝜎𝑣𝑜)
𝑁𝑘𝑡




where Nkt is a cone factor dependent upon the geological conditions and tests performed. Although 
normally the Nkt value varies from 4 to 29, Powell and Quarterman (1988) [34] suggested the range 
to be 10 to 20 for soft intact clays. M. Hossain, 2018 [33] compiled different Nkt values suggested 
by researchers (Table 2.3).  
 
Table 2.3. Recommendations for cone factor Nkt (After M. Hossain 2018 [33]) 
Nkt   Reference test Comments Reference 
8-16 Triaxial compression, triaxial 
extension and direct shear 
For clays (3% < Ip < 50%) 
Nkt increases with Ip 
Aas et al. (1986) 
11-18  No correlation between Nkt 
and Ip 
La Rochelle et al. 
(1988) 
8-29 Triaxial compression Nkt varies with OCR Rad and Lunne (1988) 
10-20 Triaxial compression - Powell and 
Quarterman (1988) 
6-15 Triaxial compression Nkt decreases with Bq Karlsrud (1996) 
7-20 Triaxial compression Busan clay, Korea  
25% < Ip < 40% 
Hong et al. (2010) 
4-16 Vane shear High plasticity, soft clay, 
42% < Ip < 400% 
Oliveira et al. (2010) 
10-18 Triaxial compression, triaxial 
extension 
Nkt increases with increasing 
Ip  






Using the effective cone resistance approach, Senneset et al. (1982) [7] and later Robertson 
and Campanella, 1988 [35], recommended using qe to instead of qt to evaluate the undrained shear 
strength. qe can be easily calculated from the difference between measured cone tip resistance and 







          (2.8) 
where Nke is an effective cone factor. Different values of Nke has been reported in the literature. 
According to Senneset et al., 1982 [7], the average value of Nke ranges from 6 to 12. Lunne et al. 
[6] showed that Nke varies from 1 to 13. Later, Karlsrud (1996) [36] suggested a range from 2 to 
10 in the case of the Triaxial compression test. Rcently, Hong et al. (2010) recommended that the 
average value of Nke ranges from 3 to 18 in the Triaxial compression test for Bunsan clay, Korea. 
However, Robertson and Campanella, (1988) [35] did not suggest using the effective cone 
resistance in the estimation of Su for soft normally consolidated clays and heavily over-
consolidated deposits. The reason was mainly ascribed to qe being very small in quantity and being 
sensitive to small errors in qt or u measurements.  
This drawback can be addressed using the excess pore pressure approach. Using theoretical 
and semi-theoretical approaches based on the Cavity expansion theory, Vesic, 1972 [37] proposed 
the following equation to measure Su from CPT parameters.  







          (2.9) 
where u0 is the in-situ hydrostatic pressure, Δu is the difference between pore pressure behind the 
cone and in-situ hydrostatic pressure, and NΔu denotes cone factor based on excess pore water 
pressure. The advantage of measuring NΔu is that Δu can be of high magnitude, mainly in soft 
clays. Consequently, the impact of errors in measurement becomes less significant leading to better 
accuracy which is not the scenario in the effective cone resistance method. The ranges of NΔu 




Table 2.4. Ranges of NΔu value 
Name and year NΔu 
Lunne et al (1985) 4-10 
Karlsrud et al (1996) 6-8 
Hong et al. (2010) 4-9 
  
Later on, researchers came up with different values of Nk, Nkt, Nke, and NΔu. Most of them 
are in close proximity to the mentioned ranges. However, Kim et al., 2010 [38] made a different 
approach to correlate Nk with plasticity index, Ip, for the clayey soils from nine sites in Indiana and 
suggested the following equation to estimate Nk:  
Nk = 0.285*Ip + 7.636          (2.10) 
Also, numerous regression equations were proposed at different times to evaluate the Su of soil 
using CPT parameters. For instance, very recently M. Hossain, 2018 [33] proposed following 
regression equations for clayey soils in Louisiana. 


























Figure 2.2. Correlation of cone factor Nk and Plasticity index Ip (after Kim et al., 2010 [38]). 
These equations were based on Cone Tip Resistance and Sleeve Friction, Cone Tip 
Resistance and Overburden Pressure, and Combination of Cone Tip Resistance, Sleeve Friction 
and Overburden Pressure respectively. The predicted undrained shear strength was also in good 
agreement with the measured ones from the unconfined compression test. (R2=0.71, 0.70, 0.74 for 
equation 2.11, 2.12 and 2.13) 
2.3 Pile Capacity 
Pile foundations have been being used in geotechnical engineering for decades when structures are 
built over weak subsurface soil that is unable to support the design load encountered at the upper 
soil layers. Relatively longer in structure, the pile foundations can transfer the load from the 
superstructure to deeper soil strata. The stability of the structure is immensely dependent upon the 
performance of the piles. Hence, proper evaluation of pile capacity is of great significance. The 
ultimate bearing capacity of a pile can be defined as the maximum load which it can sustain without 




(Qside) and the tip-bearing capacity of the pile (Qtip) generates the ultimate capacity of the pile 
(Qultimate). This can be shown in the equation as follow: 
Qultimate = Qtip + Qside = qpAp + ∑ fiAsi
n
i=1        (2.14) 
where qp is the unit tip-bearing capacity, Ap is the pile tip area,  fi represents the unit skin friction 
of the ith layer of soil, and Asi is the peripheral area of the pile in the i
th layer of soil. Qtip usually 
governs in the sandy soils, whereas Qside dominates in the soft clays. The design load-carrying 




           (2.15) 
where F.S. is the factor of safety. 
Now, the evaluation of the ultimate pile capacity from CPT/PCPT data consists of two approaches, 
indirect and direct approaches. In the indirect approach, the CPT data (qc, fs) are first used to 
evaluate input soil properties such as undrained shear strength and friction angle, and then using 
static analytical methods to estimate the pile capacity. In the direct approach, the CPT data (qc, fs) 
are used directly to evaluate the unit tip resistance and unit skin friction of the pile through certain 
correlation equations. These correlations are dependent on soil type, pile type and size, pile 
installation method, scale effect, effects of pore pressure and overburden pressure, etc. The scope 
of this thesis covers the direct method only. 
In the last few decades, different direct pile-CPT methods were proposed to determine the ultimate 
pile capacity form CPT parameters including Schmertmann [11], de Ruiter and Beringen [12], 
LCPC [13], probabilistic [14], UF [15] and many other methods. Some of these are described in 




2.3.1 Schemertmann Method 
Following equation was proposed by Schmertmann [11] to evaluate the unit tip resistance of the 




            (2.16) 
where qc1 represents the least average of qc from 0.7D to 4D beneath the tip of the pile (D refers 
to the diameter of the pile) and qc2 is the least average of qc from the tip of the pile to 8D above it. 
However, Schmertmann [11] recommended that the unit tip resistance (qtip) should be less than 
150 tsf (15 MPa). 
As for skin friction of the pile (f), Schmertmann [11] proposed the following equation.  
f = αcfs           (2.17) 
here, fs is the sleeve friction and αc is the reduction factor with a value ranging from 0.2 to 1.25 for 
clayey soil. For different types of piles in clay, the variation of αc with fs is illustrated in Figure 
2.3. Schmertmannproposed another equation to evaluate the friction capacity (Qs) for piles in sand. 
The equation is given by, 
Qs = αs (∑
y
8D




y=0 )        (2.18) 
 




where αs is the correction factor for sand (Figure 2.4), y denotes the side resistance calculation 
depth, and L is the length of the pile. The limiting value of 1.2 tsf (120 kPa) was also set for the 
unit skin friction. 
 
Figure 2.4.  Design curves for pile side friction in the sand in the Schmertmann method. 
2.3.2 De Ruiter and Beringen Method 
De Ruiter and Beringen [12] proposed a different method to evaluate pile capacity from CPT. 
Another name of this method is the European method. In this method, for clayey soil, the Su of 
each layer of soil is calculated from the qc value. Then, applying multiplying factors to the Su value 
the unit skin friction and the unit tip bearing capacity are determined as follows. 




            (2.20) 
here, the bearing capacity factor, Nc = 9 is considered. Based on the condition of the soil, the cone 
factor Nk ranges from 15 to 20. qc,tip denotes the average cone tip resistances around the pile tip. 
Also, the unit skin friction in clayey soil can be calculated using the following equation. 




where β is the adhesion factor. Usually, β=1 for normally consolidated (NC) clay, and β =0.5 for 
overconsolidated (OC) clay. Su, side is the undrained shear strength for each soil layer along the pile 





           (2.22) 
However, the skin friction in sandy soil is kind of similar to that of the Schmertmann 














         
        (2.23) 
Limiting values here are f < 120 kPa (1.2 tsf) and qc < 15 MPa (150 tsf). 
2.3.3 LCPC Method 
Analyzing 197 pile load tests of different types of piles and soil conditions, LCPC (Laboratoire 
Central des Ponts et Chaussees) method was proposed by Bustamante and Gianeselli [13] for the 
French Highway Department. Interestingly, in this method, the cone sleeve friction (fs) is not used. 
Both unit skin friction (f) and unit tip bearing capacity (qp) of the pile are obtained from the qc. 
The unit tip bearing capacity of the pile (qp) is can be estimated from the following equation. 
qp = kbqeq,tip           (2.24) 
here, kb is an empirical bearing capacity factor which may range from 0.15 to 0.60. the value of kb 
depends on the type of soil and installation procedure of pile. Table 2.5 comprises different values 
of kb according to the conditions. On the other hand, qeq,tip is the equivalent average qc around the 




calculated by averaging qc values over a zone from 1.5D below the pile tip to 1.5D above the pile 
tip where D is the pile diameter. After that, qc values which are higher than 1.3qc,avg and lower than 
0.7qc,avg are eliminated. Then, by averaging the remaining qc values over the same zone the qeq,tip 
is calculated. 
Table 2.5. LCPC bearing capacity factor (kb) 
Soil Type Bored Piles Driven Piles 
Clay-Silt 0.375 0.60 
Sand-Gravel 0.15 0.375 
Chalk 0.20 0.40 
 
On the other hand, the unit skin friction (f) in each soil layer is estimated from the equivalent cone 




< fmax           (2.25) 
here, Ks can be obtained from Table 2.6 and the pile categories are illustrated in Table 2.7. The 
maximum unit skin friction (fmax), which is dependent on pile type, soil type, and the procedure of 
installation.  
Table 2.6. Values of 𝐾𝑠 for LCPC method 
 
 
Nature of the soil  
𝐪𝐜 
 




IA IB IIA IIB 
Soft clay and mud <10 30 30 30 30 
Moderately compact clay 10 to 50 40 80 40 80 
Silt and loose sand <50 60 150 60 120 
Compact to stiff clay and compact silt >50 60 120 60 120 
soft chalk <50 100 120 100 120 
moderately compact sand and gravel 50 to 120 100 200 100 200 
Weathered to fragmented chalk >50 60 80 60 80 
compact to very compact sand and 
gravel 





Table 2.7. Pile category for LCPC method 
Pile Category Type of the pile 
IA Plain bored piles, mud bored piles, hollow auger bored piles, case screwed piles 
IB Cased bored piles, driven cast piles 
IIA Driven precast piles, prestressed tubular piles, jacked concrete piles 
IIB Driven steel piles, jacked steel piles 
IIIA Driven grouted piles, driven rammed piles 
IIIB High pressure grouted piles (d>0.25 m), Type II micro-piles 
 
2.3.4 University of Florida Method 
21 cases of pile load test in Florida with sandy soil and 28 from Louisiana with clayey soil was 
used by Bloomquist et al.,2007 [15] in the development of a new method, university of Florida 
method or the UF method. In this method unit tip bearing capacity of the pile (qp) is can be 
estimated as follows. 
qp = kbqca < 150 tsf          (2.26) 
where, the bearing capacity factor kb differs with the soil type as shown in Table 2.8. 
Table 2.8. Bearing capacity factor 
Soil Type 𝐤𝐛 
Well-cemented sand 0.1 
Lightly cemented sand 0.15 
Gravel 0.35 













qcs ≤ 1.2           (2.27) 
where, αs can be obtained form Table 2.9 and the values of Fs are shown in Table 16. In indexing 
the soil,  
if (%  clay) > 0.80, kb = 1.0 
if (%  sand) > 0.80, kb = 0.4 
kb = 0.4 x % sand + 0.45 x % silt + 1 x % clay 
Table 2.9. αs values for calculating unit side resistance 
Soil index kb αs 
1 1 0 
2 1 0 
3 0.82 0 
4 0.45 0 
5 0.425 2/3 
6 0.4 1 
7 0.375 1 
8 0.6 2/3 






Table 2.10.  Empirical factor 𝐹𝑠 
Soil Type 𝐅𝐬 
Clay and calcareous clay 50 
silt, sandy clay, and clayey sand 60 
Loose sand 100 
Medium dense sand 150 
Dense sand and gravel 200 
Lightly cemented sand 250 
Well-cemented sand 300 
2.3.5 Probabilistic Method 
Abu-Farsakh and Titi, 2007 [14] used the data from 35 square PPC piles (26 driven in clay, 9 
driven in layered soil) to evaluate the ultimate pile capacity with a new method, Probabilistic 
method. In this method unit tip bearing capacity of the pile (qp) is can be estimated as follows. 
qp = kbqca < 15 MPa         (2.28) 
where, qca is determined similar to Schmertmann method for the influence zone of 4D below and 
8D above the pile’s tip. Kb can be determined with equation 2.29 as follow. 
Kb = 0.3 Pr (sand) + 0.4 Pr (silt) 0.5 Pr (clay)      (2.29) 
The unit skin friction of the pile (f) is determined by equation 2.29. 
f = ks fs           (2.30) 















            (2.34) 
2.4 Pile Set Up 
In both cohesive and cohesionless soil, it has been observed that the resistance of piles increases 
with time. The surrounding soil of a pile experiences large radial plastic deformation and 
disturbance while driving. The extent of such a disturbed zone is usually proportional to the 
displaced soil volume. Also, excess pore water pressure (EPWP) is developed significantly which 
diminishes the effective shear strength of the soil. Consequently, the pile resistance decreases. 
After the end of the drive of pile, the developed EPWP of the disturbed soil dissipates with time 
followed by successive remolding and reconsolidation. Hence, the strength of the soil increases 
resulting in an enhanced pile resistance. This time-dependent enhancement of the pile resistance 
is known as Pile set up [39-41]. The extent of Pile Set-up and corresponding required time depends 
on several factors i.e. pile characteristics, soil properties, etc. On the contrary, sometimes for 
highly overconsolidated soils, negative pore water pressure can develop where the surrounding 
soil experiences a decrease in the overall strength leading to a lower pile resistance. This is called 
“Relaxation” [42].   
2.4.1 Mechanism 
While driving a pile into the soil a remolded zone is formed around the pile since it displaces an 
equal volume of soil in the direction of the least resistance. After the remolded zone, a transition 
zone is created with changed soil properties. High excess pore water pressure is developed in the 
remolded zone [43-47]. With time, the excess PWP dissipates reconsolidating the remolded zone. 
This reconsolidation of the remolded zone is the prime contributor to the increased pile resistance 




developed EPWP which occurs due to the aging of soil [50-52]. The mechanism of pile set-up was 
divided into three phases by Komurka et al., 2003a [52]: 
Phase 1—Rate of dissipation of EPWP is nonlinear with the logarithm of time, 
Phase 2— Rate of dissipation of EPWP is linear with the logarithm of time 
Phase 3—Aging of soil. 
The three phases are depicted in Figure 2.5. However, at a given time, soils at different elevations 
along the pile shaft may experience different phases of set up due to the non-uniform behavior of 
soil. 
Phase 1: In this phase the rate of soil disturbance too high. As a result, the rate of dissipation 
of excess PWP in this phase is not logarithmically linear leading to a non-linear rate of pile set-up 
with respect to the logarithm of time. The type of the driven pile i.e. size, material, etc. and soil 
properties i.e. sensitivity, permeability, etc. dictate the duration of this phase. For example, large 
pile size and low soil permeability will lead to a large volume of displaced soil and a remolded 
zone to a greater extent. Hence, the duration of Phase 1 will be greater. The increase in pile 
resistance which is usually observed minutes after the end of drive (EOD), is the resultant of this 
nonlinear logarithmic phase of pile set up [53, 54]. Based on the soil permeability, the 
logarithmically nonlinear rate of dissipating excess PWP may become linear in almost no time 
after the EOD (for clean sand) or may take several hours to days to become linear (Cohesive soil). 
While driving pile in clay, severe disturbance of the surrounding soil and development of excess 
pore water pressure lead to reduced horizontal effective stress (close to zero). During this re-
consolidation phase, with the dissipation of EPWP effective horizontal and vertical stresses 





Figure 2.5. Three phases of pile set-up [52]. 
Phase 2: Following the nonlinear phase, a linear rate of excess PWP dissipation is usually 
obtained with respect to the logarithm of time [55, 56] which results in a logarithmically linear 
pile set-up rate with the logarithm of time. The time after the end of drive at which logarithmically 
linear pile set up rate is obtained is called the initial time, t0. In the second phase of set up, 
consolidation of the remolded soil increases the effective horizontal and vertical stresses with an 
augmented shear strength of soil following the traditional consolidation theory. The duration of 
this phase is also governed by the type of the driven pile i.e. size, material, etc. and soil properties 
i.e. sensitivity, permeability, etc. Usually, a longer logarithmically linear phase is observed for 
fine-grained cohesive soil (several weeks to months) [57-59] whereas the opposite happens for 
coarse-grained cohesionless soil (several hours) [45, 60, 61]. 
Phase 3: The third phase of set-up is not dependent on the effective stresses rather it is more 
related to the aging phenomenon [62, 63] that is the time-dependent change of the soil properties 
at certain effective stress. Thixotropy, particle interference, secondary compression, and clay 




organic content is subjected to significant aging due to secondary compression [51]. While aging, 
the stiffness and shear strength of soil increase along with the angle of interface friction between 
pile surface and soil [66] resulting in an increased pile resistance.    
However, consolidation theory states that to dissipate the excess PWP entirely, it might 
require an infinite time [67]. Therefore, infinite might be required for pile set up in some cases. In 
this third phase of set up, hardly any change in effective stress is observed since the set-up rate is 
much slower. 
2.4.2 Empirical Models 
Analytical and empirical methods, as well as numerical methods, have been used in the evaluation 
of Pile set-up [20, 68]. An empirical model was proposed by Wang, 1988 [69] to estimate the 
amount of set-up. The equation was based on DLT results of clayey soil from Shanghai, Pei, China. 




= 0.263 [ 1 + log (t) ] Rmax        (2.35) 
where, t = interval of time after driving  
Rto = the initial pile resistance. 
 
The relation of sensitivity (St) to pile set up was first suggested by Guang-Yu, 1988 [70] 
analyzing cohesive soils from 70 test piles on 20 separate construction sites in the coastal areas of 
East China. He reported that increased sensitivity (St) increases the regain of pile resistance. A 
comparison of results was made in this study to that of SLT to present the following equation. 
𝑅𝑡
𝑅14




However, among the empirical equations, the most widely used one was developed by 
Skov and Denver, 1988 [18]. They proposed a semi-logarithmic model based on the data of four 
case histories from Denmark and Germany. Based on three types of soil (sand, chalk, and clay) 
Skov and Denver (1988) proposed the following equation. 
𝑅𝑡
𝑅𝑡0
= 1 + 𝐴 𝑙𝑜𝑔10  
𝑡
𝑡0
          (2.37) 
where, Rt = Resistance of the pile at a time, t, 
Rto = Resistance of the pile at initial time, to, 
t = Elapsed time since the end of driving, 
to = Initial time (reference time)  
A = set-up rate parameter. 
The time after the end of the drive at which logarithmically linear pile set up rate is obtained 
is usually considered as the initial time, t0. It is a function of pile size and soil type, the evaluation 
of which is strenuous. Usually, the larger diameter of pile calls for the larger initial time, t0 [71]. 
For the precise evaluation of t0, estimation of the ultimate pile resistance is to be done at different 
close intervals of time, which is too difficult to do in practice. Hence, researchers had assumed or 
back-calculated from field data or used an empirical equation to obtain t0. Camp and Parmar,1999 
[71] obtained the value of t0 as two days for H-piles and PSC piles. However, they recommended 
that the value of One day is reasonable. A similar t0 = 1 day was obtained by Axelsson, 1998 [72] 
in cohesionless soils for PSC piles. t0 = 1 or 2 days was used by Svinkin et al., 1994 [73]. Some 
researchers e.g., Bullock, 1999 [53]; McVay et al., 1999a [66]  also recommended the 
standardization of t0 = 1 day. 
The set-up parameter ‘A’ used in Equation 2.37 depends on several factors such as type of 




0.2 and 0.6 was suggested by Skov and Denver (1988) [18] for sand and clay respectively. The 
corresponding t0 value was 0.5 days and 1 day for sand and clay respectively. However, that 
suggested value is independent of excess PWP dissipation as well as the depth [53, 66]. As a result, 
researchers had assumed or back-calculated from field data or used an empirical equation to obtain 
the ‘A’ parameter. From a detailed literature review, Chow et al., 1998 [74] suggested a range from 
0.25 to 0.75 for the set-up parameter ‘A’. Axelsson (1998) [72] extended the range a bit from 0.2 
to 0.8. An average value of 0.20 was reported by Bullock (1999) [53] for the set-up parameter ‘A’. 
Haque, 2016 [75] summarized the value of t0 and set-up parameter ‘A’ recommended by different 
researchers. 
Table 2.11. Value of t0 and set-up parameter ‘A’ from the literature (Haque, 2016 [75]) 
References “A” value t0 days 
Skov and Denver (1988) 0.2 (Sand) 0.5 
0.6 (Clay) 1 
Chow et al. (1998) 0.25-0.75 1 
Axelsson (1998) 0.20-0.80 1 
Bullock et al. (2005) 0.20 1 
Camp and Parmar (1999) 0.36-1.33 1 
Samson and Authier  2 
Eriksson et al. (1993)  1 




2.5 Artificial Neural Network (ANN) 
The prime insight of the artificial neural networks (ANNs) is the learning mechanism of the human 
brain which consists of an intricate web of interrelated neurons. The ANN algorithm is an 
embodiment of artificial intelligence, which uses mathematical techniques to imitate the learning 
methodology of the human brain using prior cases/instances. Like the human brain, the smallest 
building unit of ANN is also called neurons. They are also known as processing elements or nodes. 
They are intended to replicate the way that we humans learn by mathematical algorithms. With the 
involvement of many neurons, ANNs can conduct simultaneous computation for large and 
complex data processing. ANN is widely popular now a day for its several features including, 
• the ability to acquire knowledge regarding highly complex/nonlinear relationships. 
• Capability to learn via incremental training 
• Much less vulnerable to an error in the data. 
• Ability to perform with incomplete knowledge meaning output can be obtained even with 
incomplete information after training.  
• Capability to accomplish more than one job simultaneously.  
The ANNs have become a very attractive tool in solving problems in many research areas due 
to their ability to learn from instances. They can predict unseen or future cases based on 
generalized trained examples. It depends highly on the size of training samples and the processing 
of data. At present, different types of neural network models are available. But all of them have 
similarities in learning from given instances or examples. 
2.5.1 Structure of ANN 
The primary element of an artificial neural network is the neurons. They are also known as 




an ANN model consists of three types of layers namely, input layer (single layer), intermediate 
layer (single or multiple layers) and output layer (single layer) (Figure 2.6). The intermediate layers 
are sometimes known as hidden layers since they never interact with the exterior environment. At 
least one neuron is present in each layer. The neurons in the layers are ordered in a certain way so 
that the input of each layer is derived from the output of the preceding layer [30]. 
 
Figure 2.6. Typical structure ANN [26]. 
The neurons or nodes of each layer are interrelated to other neurons or nodes through 
connection weights (Figure 2.6). Corresponding connection weights are the determining factor of 
the connection strength between the interrelated nodes. Typically, all the connection weights 
possess a non-zero value. If the value of the connection weight is negative, it is an indication of a 
repressive relation. The received inputs of a processing node through the connection weights are 
then aggregated and scaled within a certain range to attain a superior convergence property. 
Transfer functions (e.g. hyperbolic tangent, sigmoid logistic, ramp, linear, or step) are usually used 
to propagate the result to obtain the output of the processing node (Figure 2.6). This procedure can 
be outlined using the following equations[76]: 
Ij   =  θj + ∑ wji
n




 yj  = f(Ij)                 (2.39) 
where, j = any node, l = any layer,  Ij
l = level of activation of node j; 𝑤𝑗𝑖
𝑙  = connection weight 
within ith  and jth nodes; 𝑥𝑖
𝑙−1= input from ith node; i = Natural Number; 𝜃𝑗
𝑙=wj0 = bias of j
th 
node; yj
l = output from jth node; f(Ij) = transfer function. In this research, hyperbolic tangent 
function (tanh) was used as the transfer function which is the hyperbolic analogue of the circular 
function of tan. It is a widely used function for ANN where the range of output is -1 to +1. In 
theory, tanh (Ij) = ( 𝑒𝐼𝑗 − 𝑒−𝐼𝑗) / ( 𝑒𝐼𝑗 + 𝑒−𝐼𝑗). After that, the network is transmitted forward toward 
the output, yj. Then, a comparison is made with the aspired output, yt. After that, the error of the 
network, E, is determined as, E= ½ ∑(𝑦𝑡 − 𝑦𝑗)
2. 
2.5.2 Classification of ANN 
Artificial neural networks can be classified based on their structure and learning method. Based 
on structurer, there are two types: feedforward networks and recurrent networks. Feedforward 
networks consist of neurons, conglomerated into layers and flow of signal occurs in the single 
direction starting from the input layer to the output layer. There are no connections between 
neurons located in the same layer. Examples can be cited as Single (SLP) and Multilayer 
Perceptrons (MLP) [77]. In Recurrent networks, some of the outputs of a few neurons are fed back 
to corresponding neurons or neurons in preceding layers. Hopfield networks (1982), Elman 
network (1990) are examples of recurrent networks. 
According to the learning process, ANN can be further divided into three categories. (a) 
Supervised Learning, where the network is provided with correct answers for every input pattern. 
The connection weights are adjusted to allow the network to produce answers as close as possible 
to target answers. Example: Backpropagation algorithm [77]. (b) Unsupervised Learning does not 




similar features. An example of this type is the Self-Organizing Map (SOM). (c) Reinforcement 
Learning is a special case of supervised learning in which the network is provided only with a 
critique on the goodness of network outputs for a given input pattern rather than true answers. An 
example can be given as Genetic Algorithms (Holland 1975; Goldberg 1989). 
The MLP trained by backpropagation and Marqardt-Levenberg algorithm will be used in 
this research. Therefore, developments, derivation of learning rules, and discussion of these 
algorithms seem to be essential in this context. 
2.5.3 Back Propagation Algorithm of ANN 
The backpropagation algorithm is a famous procedure for training supervised networks. The prime 
operation in Backpropagation is searching for an error surface for point(s) with minimum error 
using a form of steepest descent. At each time step, the error gradient guides to a certain direction 
in the weight space which reduces the local error drastically. 
Now, let’s consider a neural network with l number of layers. An arbitrary neuron j in the 
lth layer integrates the signals (wji
l xi
l-1) and produces activation (Ij) as shown earlier in equation 
(2.38) and (2.39). In a typical layer l, the integrated signal of linear neuron j is expressed as 
Ij
l
   = θj
l  + ∑ wji
l xi
l−1i
n=1                   (2.40) 
The corresponding activation will be 
yj
l  = f(Ij)                    (2.41) 
here, f(.) is the activation function which in most cases of backpropagation is the logistic sigmoid 
σ(x)=1/(1+e-x) the output of which ranges between 0 to 1. The network is then propagated forward 
leading to final output yj. Comparison is then made with the target output, yt and the error of the 





The concept of learning from examples in ANN computing is mainly a process of updating 
network weights with the minimization of an appropriate overall error criterion. An arbitrary 
weight wj at iteration (t) is updated from the previous one (t-1) as 
wji
l(t) = wji
l(t-1) + ∆wjil(t)           (2.42) 
The incremental change ∆wjil is calculated from the delta-rule 
∆wjil = η δjl xll-1            (2.43) 
where η, usually ranges between 0 to 1, is learning rate which determines the updating step size, 
xl
l-1 is input from the l-1th layer, and δ is an error term. δ is calculated via a search on error surface 
for a set of weights that minimizes error criterion. To start with analysis, let’s consider an 
oversimplified 2-D error surface shown in Figure 2.7. The goal is to find the weight, w, that 
minimizes the error. The change in w, ∆w, is correlated with the error gradient according to 
∆w = w(t) – w(t-1) = -k (
dE
dw
)                       (2.44) 
 




In Equation 2.44, k is proportionality constant and E is the error function. Equation 2.44 
signifies that the search is made as to the negative of error gradient. If current w is to the left of 
global optimum (i.e. point a), the gradient is negative and ∆w is positive, thus pushing search to 
proceed to the right towards the optimum. Similarly, if w is at point c, the gradient is positive and 
∆w is negative, thus the movement is made back towards the optimum. Using network symbolic 
representation, Equation 2.44 can be rewritten as  
∆wjil= -k (∂E
l/ ∂wji
l )                    (2.45) 
Equation 2.45 enables calculation of incremental change of connection weights located in 
layer l. It is obvious that for a particular learning algorithm, the main task is to quantify the error 
gradient (∂El/ ∂wji
l ). 
The error gradient at any iteration (t) is determined by 
∂El
∂wji











l )                  (2.46) 
To determine the error gradient, it is required that each derivative on the right-hand side of 




l  = xi
l. 







l)           (2.47) 
Now for the output layer, ∂El ∂yj
l⁄ = (yt-xj
l) can be obtained using differentiation, whereas it 
becomes a bit more complex for hidden layers. Here, it is assumed that error, E, produced by the 
forward process at a given layer, l, has been distributed evenly over each neuron k (k=1, 2, …. r) 





















In brief, the Back Propagation algorithm can be described as following [78], 
1. The input parameters can be denoted as x10,x10,x30….xmo . 
2. Then, the weighted connection can be marked as wjil where l=0,1,2….l. 
3. The forward propagation of the network will be done with equation (2.33) and (2.34) 
Ij
l
   = θj





l  = f(Ij)  
where f(.) is the activation function (e.g. logistic sigmoid). 
4. After that, for each jth node belonged to output layer (l=l), the corresponding correction 
factor δ, can be evaluated as: 
δj
l= ( yt – yj
l ) yj
l (1 – yj
l )              (2.49) 
5. Then with application of the following equation wjil needs can be updated. 
∆wjil (current) = η δjl xll-1 + µ∆wjil (previous)             (2.50) 
Equation (2.50) resembles the delta-rule (∆wjil = η δjl xll-1 ) where µ is the momentum rate (0< µ < 
1). This equation is also known as the generalized delta rule [79]. The update of bias can be done 
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l )               (2.52) 
7. Then using Equation 2.50 and 2.51 weights and biases can be amended respectively. 





2.5.4 Marqardt-Levenberg Modification 
The Marquardt-Levenberg algorithm [80] is an approximation to Newton's method, whereas the 
backpropagation is the steepest descent algorithm. For a function V(x) which is to be minimized 
with respect to the parameter vector I, Newton's method would be 
 Δx = - [∇2 V(x)]-1 ∇ V(x)                (2.53) 
where ∇2V(x) is the Hessian matrix and ∇ V (x) is the gradient. If it’s assumed that V(x) is a sum 
of squares function, 
V(x) = ∑ 𝑒𝑖
2(𝑥)𝑁𝑖=1                   (2.54) 
then it can be shown that 
∇ V(x) = JT(x) e(x)                   (2.55) 
∇2 V(x) = JT(x) J(x) + S(x)                (2.56) 
Here, J (x) is the Jacobian matrix 
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               (2.57) 
also 
S(x) = ∑ 𝑒𝑖
2(𝑥)𝑁𝑖=1  ∇
2 ei (x)                 (2.58) 
For the Gauss-Newton method, it is assumed that S(x) = 0. Then, the update (2.53) becomes 
Δx = [JT(x) J(x)]-1 JT(x) e(x)                  (2.59) 
The Marquardt-Levenberg modification to the Gauss-Newton method is 
Δx = [ JT(x) J(x) + μI ]-1 JT(x) e(x)                 (2.60) 
The parameter μ is multiplied by some factor (b) whenever a step would result in an increased 




becomes the steepest descent (with step 1/μ), while for small μ the algorithm becomes Gauss-
Newton. Hence, the Marquardt-Levenberg algorithm can be considered as a modification to 
Gauss-Newton. The key step in this algorithm is the computation of the Jacobian matrix. For the 
neural network mapping problem, the terms in the Jacobian matrix can be computed by a few 
modifications to the backpropagation algorithm. 
2.5.5 Training Cycle 
The number of training cycles required for the optimization of the model is determined in an 
iterative process. Overfitting or overtraining as well as the near-zero error on the prediction of the 
training data can occur due to long training. The generalization of test data degrades significantly 
in such situations (Figure 2.8).  In the beginning, for a small number of training epochs, the error 
of the test-sets continues to decrease likewise the training examples. However, as the network loses 
its capability to generalize on test data, the error starts to increase after each epoch. The onset of 
an increase in the error of the test sets data resembles the optimum number of training cycles. 
When there are a limited number of training examples available, a sufficiently large test set is 
usually difficult to arrange. In such a case, Hecht-Nielsen [81] suggested the network be trained 
on all available data and the training process is to be stopped when the error on training data is at 





Figure 2.8. Evolution of error for training and test data as a function of network size and the 
number of training cycles [78]. 
2.5.6 Recent application of ANN in Geotechnical Engineering 
Artificial neural networks (ANNs) have been being applied to almost every problem in 
geotechnical engineering for the last couple of decades. Different researchers put their endeavor 
in predicting the behavior of earth retaining structures, deep and shallow foundations, dams, slope 
stability, soil characterizations, etc. to certain related factors so that the prediction can be done 
with the minimum effort. The use of artificial neural networks was of great success in this regard.  






Table 2.12. Applications of ANN in geotechnical Engineering (after Jaska et al. 2008 [82]) 
Area References 
Blasting Lu, 2005. 
Dams Kim and Kim, 2007. 
Earth retaining structures Goh et al., 1995; Kung et al., 2007. 
Environmental geotechnics Shang et al., 2004. 
Ground anchors Shahin and  Jaksa, 2004; 2005a; 2005b; 2006. 
Liquefaction Goh, 1994b; 1996a; Agrawal et al., 1997; Ali and Najjar, 
1998; Najjar and Ali, 1998; Ural and Saka, 1998; Juang 
and Chen, 1999; Goh, 2002; Javadi et al., 2006; Young-
Su and Byung-Tak, 2006; Goh and Goh, 2007; Maral 
Goharzay et al., 2007. 
Pile foundations Goh, 1994a; 1995b; 1996b; Chan et al., 1995; Lee and 
Lee, 1996; Teh et al., 1997; Abu-Kiefa, 1998; Nawari et 
al., 1999; Rahman et al., 2001; Hanna et al., 2004; Goh 
et al., 2005; Das and Basudhar, 2006; H Ardalan et al., 
2009; Pooya Nejad et al., 2009; E. Momeni et al., 2014; 
MA Shahin, 2014 
Rock mechanics Gokceoglu et al., 2004. 
Site characterization Zhou and Wu, 1994; Basheer et al., 1996; Najjar and 
Basheer, 1996a; Rizzo et al., 1996. Reale et al., 2018 
Shallow foundations Sivakugan et al., 1998; Shahin et al., 2002a; 2002b; 
2003a; 2003b; 2003c; 2004a; 2005a; 2005b; Provenzano 
et al., 2004; Padmini et al., 2007; Rezania and Javadi, 
2007; Samui, 2007. 
Slope stability Ni et al., 1996; K.M. Neaupane and S.H. Achet, 2004; 
Ferentinou and Sakellariou, 2007; Zhao, 2007 






Soil properties and behavior Ellis et al., 1992; Agrawal et al., 1994; Gribb and Gribb, 
1994; Penumadu et al., 1994; Basheer and Najjar, 1995; 
Cal, 1995; Ellis et al., 1995; Goh, 1995a; 1995c; Najjar 
and Basheer, 1996b; Najjar et al., 1996a; 1996b; Romero 
and Pamukcu, 1996; Penumadu and Jean-Lou, 1997; 
Basheer and Najjar, 1998; Ghaboussi and Sidarta, 1998; 
Sidarta and Ghaboussi, 1998; Tutumluer and Seyhan, 
1998; Zhu et al., 1998a; 1998b; Najjar et al., 1999; 
Penumadu and Zhao, 1999; Kurup and Dudani, 2002; 
Habibagahi and Bamdad, 2003; Lee et al., 2003; Kurup 
et al., 2006; Shahin and Indraratna, 2006; Erzin, 2007; 
Hung and Ni, 2007; Najjar and Huang, 2007.  
Tunnels and underground 
openings 
Lee and Sterling, 1992; Moon et al., 1995; Shi et al., 



















 CHAPTER 3 . ANALYSES FOR UNDRAINED SHEAR STRENGTH 
This chapter delineates the steps in the development of ANN models (e.g. choice of inputs, data 
division and pre-processing, network architecture, training, stopping criteria) for the prediction of 
undrained shear strength, Su, utilizing CPT parameters. The chapter also discusses the results and 
comparison of results with conventional equations. Moreover, the results of the sensitivity analysis 
are also discussed in this chapter to grasp the relative importance of the input parameters in the 
prediction of the undrained shear strength of the soil. The chapter also describes the limitations of 
the ANN models. 
3.1 Development of Neural Network Models 
To develop an ANN model, several parameters need to be identified and addressed. For example, 
the input and output parameters, pre-processing and division of data, appropriate architecture of 
the network, optimizing the connection weights, selection of the stopping criteria and finally the 
proper validation [83]. The collected data of 70 cone or piezocone penetration tests (CPT/PCPT) 
data as well as the relevant laboratory test data were implemented in this research to accomplish 
the mentioned steps of the ANN analyses. Neural Designer [www.neuraldesigner.com], a PC-
based software, was utilized in this research to train and validate the ANN models. 
3.1.1 Model Inputs and Outputs 
The selection of input variables possesses a substantial effect on the performance of ANN models. 
An appropriate and decent selection of inputs can augment the models’ performance. The 
incorporation of too many input variables usually enlarges the size of the network which can cause 
a reduction in the processing speed resulting in reduced efficiency of the ANN model [84], 
accumulated several techniques from the literature to assist with the selection of input variables. 




appropriate input variables can be selected in advance. Another approach used by some researchers 
is using the input variables in different combinations to train many neural networks and to choose 
the network that has the best results. Maier and Dandy (2000) [85] suggested a step-wise technique 
in which several networks are trained, each consisting of only one of the variables as model inputs. 
The best network is then retained, combining the variable that produces the best performance with 
each of the remaining variables. After that, the number of input variables is increased, and this 
process is repeated until the addition of variables results in no significant changes in model 
performance. 
The CPT parameters were implemented in this study as input variables in several combinations to 
train numerous ANN models. Based on the literature review, the following variables were selected 
as the inputs for this study: cone skin friction, fs, cone tip resistance (corrected), qt, overburden 
pressure, σvo, Plastic Limit, PL, and Liquid Limit, LL. The only output parameter was the Su [80 
psf, 5870 psf]. The values of Su were obtained from the UU triaxial test. Now, the property of soil 
is a governing factor in the evaluation of the Su. In this regard, CPT is being implemented over the 
decades to evaluate soil properties. Hence, CPT skin friction, fs, and CPT tip resistance, qc,  possess 
higher importance among the input parameters in quantifying characteristics of the soil. Hence, a 
correction was performed for the qc since the measured total stress by the cone tip can be affected 
by the development of EPWP behind the cone. The cone tip resistance (corrected), qt, is expressed 
as follow: 
qt = qc+ (1 - a)× u2                                              (3.1) 
here the ratio of the effective area of the cone, a = an/ac; an and ac is the area of cross-section and 
the projected area of the load cell and the cone respectively, and u2 denotes the pore-pressure 




skin friction, fs-avg, and the average of corrected cone tip resistance, qt-avg, was used. To illustrate, 
for each  3ʹ soil layer (Figure 3.1)  related to the collected undisturbed sample, the average of qt 
value was calculated. Similarly, the average of fs value was determined. For the target layer of soil, 
the σʹvo was calculated up to point A (Figure 3.1). For a certain soil layer, the other essential 




Figure 3.1. Data points selection system. 
Once the database was compiled, different combinations of the input variables were implemented 
to obtain the optimal ANN model that yields the best interpretation of the Su. A total of 6 different 
types of ANN model input patterns (Table 3.1) were used in this study. As per the literature review 
of previous research works, the qt-avg was considered in each ANN model type. In conjunction with 
qt-avg, the other input variables were explored using several combinations. In this study, both 
indirect (CPT parameters along with soil properties) and direct (CPT parameters only) approach 
were performed to evaluate Su from CPT parameters.  
3.1.2 Data Division and Pre-processing 
Usually, the available input database is divided into two subsets consisting of a training set to train 
the ANN models and a separate validation set to check the performance of the model. 
Hammerstrom [86] suggested considering two-third of the database for the training of the models 
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which is called the cross-validation method.   This method divides the data set into three subsets: 
a training set which is implemented in the improvement of connection weights, a testing set is used  
Table 3.1. ANN model types used in this research work 
ANN model type Parameters used as input 
Type 1 (1) tip resistance, qt-avg, (2) skin friction, fs-avg 
Type 2 (1) tip resistance, qt-avg, (2) skin friction, fs-avg, (3) effective 
overburden pressure σvo 
Type 3 (1) tip resistance, qt-avg, (2) effective overburden pressure σvo 
Type 4 (1) tip resistance - effective overburden pressure (qt-avg - σvo) 
Type 5 (1) tip resistance - effective overburden pressure (qt-avg - σvo), 
(2) skin friction, fs-avg, (3) LL (4) PL 
Type 6 (1) tip resistance, qt-avg, (2) skin friction, fs-avg, (3) effective 
overburden pressure σvo (4) LL (5) PL 
 
to escape the over-fitting while training and a validation set to evaluate the efficiency of the trained 
ANN model. Shahin et al. [88] did not find any definite relationship between the performance of 
the model and the data proportioning within the subsets. However, the best result was obtained 
with a combination of 80% of the data for network modeling (of which, training-70% and testing-
30%) and rest of the data (20%) for validation. Also, the primary database can be split into 65% 




data from the 70 sites of Louisiana were divided into 70%, 15%, and 15% for training, testing and 
validation respectively. 
Now, although the division of data into the corresponding subsets is done at random in 
most of the cases, it is to be ensured that the training set consists of all the available patterns of the 
dataset. If not, the extrapolation capability will be tested in the validation phase rather than the 
interpolation ability. Since ANN models are usually substandard in extrapolation beyond the 
training limit [90], the efficiency of the model decays. Hence, the necessary steps were taken in 
this regard. 
After the whole dataset was split into relevant subsets, pre-processing of the data is required 
in a compatible way before the ANN analyses so that equal importance is received by all the 
variables while training. Sometimes it can be fruitful in the escalation of the convergence. Pre-
processing of data can be done with different techniques namely, reducing input dimensionality, 
data transformation, and noise removal. Scaling or normalization of data can be useful in this 
regard to prevent larger numbers from quashing smaller ones. Since different order of magnitude 
was observed in the data set of this research work, scaling/normalization was performed within 
the limits of the data.  
3.1.3 ANN Network Architecture 
In developing ANN models, the determination of the network architecture is an important and 
difficult task at the same time. This involves the selection of the optimum number of layers and 
the number of nodes in each layer. It is generally done by choosing the number of layers first and 
then fixing the number of nodes in corresponding layers. However, there are always two layers in 
any neural network to represent the input and output variables. Therefore, the choice of the number 




enough most of the time to approximate any continuous function with sufficient connection [91, 
92].  However, some researchers [90] [93] suggested the use of more than one hidden layer to 
provide the flexibility needed for modeling complex functions in many situations. In this regard, 
it is also found in the literature [94] that two hidden layers are enough. The extraction of the local 
features of the input patterns is accomplished in the first hidden layer, while the second hidden 
layer extracts the global features of the training patterns [95]. However, more than one hidden 
layer often slows the training process down. Consequently, the chance of getting trapped in local 
minima increases [96]. 
The number of nodes in the input and output layers usually determined by the number of 
model input and output parameters respectively. There is hardly any explicit approach to quantify 
the optimum number of nodes in a certain hidden layer. A trial-and-error procedure is usually 
conducted to estimate the number of nodes in each hidden layer. While doing so, it is important to 
remember that the neural networks comprised of a large number of hidden layer nodes are 
susceptible to overfitting and poor generalization [97]. To obtain satisfactory performance of the 
model, hence, the number of hidden nodes should be kept to a minimum. This will lead to (a) 
reduction of computational time required for training stage; (b) better generalization performance; 
(c) less vulnerability to the problem of overfitting and (d) comparatively easier analysis of the 
trained network [84]. Initially, the number of hidden nodes can be considered 75% of the number 
of input units [98]. Also, a number between the average and the sum of the nodes in both input and 
output layers can be considered as the number of hidden nodes [99]. In this case, the highest 
allowable number of hidden nodes in a single layer network can be considered as (2I+1), where I 
is the number of inputs [81]. However, it is better to start with a small number of nodes and then 




obtained [100].  For networks with two hidden layers, the geometric pyramid rule [100] can be 
used where the number of nodes in each layer decreases from the input layer towards the output 
layer.  
Considering all the facts, starting from one, up to three hidden layers with different 
combinations of nodes were explored in this study. For single hidden layer maximum number of 
nodes were 2I+1 while for double and triple hidden layers geometric pyramid rule was followed. 
The input layer consisted of nodes varying in number from one to five depending on the ANN 
type. However, for all the ANN types, the number of nodes in the output layer was only one, 
undrained shear strength, Su. 
3.1.4 Training of Models 
Training of ANN model refers to the process of initializing a network through the deployment of 
initial values and then optimizing the connection weights to obtain a global-minima instead of a 
local one. A very widely used method to obtain the optimum weights, the back-propagation 
algorithm or the gradient descent method was used in this study. However, the convergence is 
sometimes slower and requires lots of iterations in this method. Hence, a faster Marqardt-
Levenberg method and Quasi-Newton method was also used in this work to get the optimum ANN. 
The number of training cycles required for a better performance of the model is usually determined 
iteratively. It was reported in the literature that long training can result in overtraining or overfitting 
along with near-zero error on predicting training data [97]. Hence, a maximum of 1000 iterations 
was allowed in the Neural Designer software. 
3.1.5 Stopping Criteria 
Stopping criteria is important to determine when to stop the training process so that overtraining 




stopped when a fixed number of training records are presented, when the sufficiently small value 
of the training error is obtained or when changes in the training error are insignificant. However, 
these approaches may lead to premature model stopping or over-training. As mentioned earlier, 
the cross-validation method [87] was implemented in this study to solve this issue. According to 
this technique, the data was divided into three sets: training, testing, and validation. The training 
set re-adjusts the connection weights while the testing set judges the capability of the model to be 
generalized, by evaluating the performance of the model at different stages of the training process. 
The training process is stopped when an increase in error is detected. The testing set also helps to 
determine the optimum number of hidden layer nodes along with the desired values of the internal 
parameters (i.e. learning rate, momentum term, and initial weights). Once the testing process is 
completed, the validation set comes into play and assesses the models’ performance. 
3.1.6 Validation of ANN Models 
After completion of the training phase, the ANN model needs to be validated to ensure its ability 
to be generalized in a robust way within the limits of training data. A separate data set that was not 
utilized in the training phase is usually used to validate the ANN model to accurately predict the 
measured undrained shear strength, Su,m. The satisfactory performance in this phase indicates the 
model’s robustness. At this perspective, the coefficient of determination, R2, the root mean squared 
error, RMSE, mean bias factor, 𝜆, and the coefficient of variance, COV, of the measured over 
predicted undrained shear strength (Su,m/Su,p), are the prime criteria that were used to evaluate the 
prediction performance of ANN models. The coefficient of correlation, r, can also be used to obtain 
the relative correlation and goodness of fit between the measured and predicted value. Smith [101] 
suggested the following guide for values of |r|: 




0.2 < |r| < 0.8 correlation exists between the two sets of variables; and 
|r| ≤ 0.2 weak correlation exists between the two sets of variables.  
However, the RMSE is considered the most popular measure of error due to its advantage of giving 
greater attenuation towards large errors rather than the smaller ones. The parameters can be 














                       (3.3) 
𝜆 =  
S𝑢,𝑚
S𝑢,𝑝
                         (3.4) 
𝐶𝑂𝑉 (%) = (
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
?̅?
) × 100                         (3.5) 
where ‘n’ is the number of samples or observations, S𝑢,𝑝 is the predicted or estimated value, S𝑢,𝑚 
is the measured or observed value. 
3.2 Results of ANN Modeling 
As stated in Table 3.1, different types of ANN models with different input parameters were 
investigated. The input parameters primarily included qt-avg. However, fs-avg and some other easily 
achievable soil properties e.g. effective overburden pressure σ’vo, Liquid Limit, LL, and Plastic 
Limit, PL were also utilized in different combinations in conjunction with qt-avg and fs-avg. The 
objective was to perceive whether the inclusion of these parameters as inputs enhances the 
prediction capability of ANN models. For each ANN model type, different numbers of hidden 
layers and different numbers of nodes per hidden layer were tried to obtain the best-performed 
ANN model. Summary of the best-performed ANN models of each type (6 model types in Table 




validation) is listed in Table 3.2. As stated earlier, the performance was evaluated based on the 
coefficient of correlation, r, the coefficient of determination, R2, the root mean squared error, 
RMSE, mean bias factor, 𝜆, and the coefficient of variance, COV. The ANN models are designated 
in a manner to understand the structure of the model at a glance. For example, for the model 
designated as 2-6-4-1, the first and last number refers to the number of nodes in the input and 
output layers, respectively, meaning that the model has two input parameters with only one output 
parameter. The intermediate numbers denote the number of hidden layers and nodes, i.e., the 
mentioned model has two hidden layers with 6 and 4 nodes, respectively. 
 
3.2.1 ANN Models Based on Cone Tip Resistance and Skin Friction 
To start with, Type 1 ANN models with two input parameters cone tip resistance and skin friction 
(qt-avg.and fs-avg) were explored. ANN analyses (trial ANN models) were performed with a different 
number of hidden layers with different combinations of several hidden nodes. Each model was 
verified against the validation data set (15% of the total dataset which was never introduced to 
ANN during training). Within the Type-1 models, ANN model 2-6-4-1, 2-5-3-1 and 2-5-1 seems 
to have a good prediction capability of Su from CPT parameters. However, ANN model 2-6-4-1 
of Type 1 showed a better prediction capacity with quite satisfactory evaluation statistics 
(validation phase RMSE = 370.57 psf, r = 0.92, R2 = 0.82, Mean 𝜆 = 0.99 and COV = 0.30) (Figure 
3.2 a). This infers that only CPT parameters can be useful in the prediction of Su using ANN. The 
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(b)   Training              Testing           Validation 
 
(C)     Training             Testing        Validation  




3.2.2 ANN Models Based on Cone Tip Resistance and Skin Friction and Effective 
Overburden Pressure 
Type 2 ANN models were trained with the inclusion of overburden pressure (σ’vo) as input 
parameter along with cone tip resistance (qt-avg) and skin friction (fs-avg). Analyses were performed 
with different numbers of hidden layers with different combinations of the number of hidden 
nodes. Each model was then verified against the validation data set. Among the Type 2 models, 
the ANN model of 3-8-1, 3-4-4-1 and 3-6-6-1 outperformed other models. Moreover, an improved 
prediction capability (validation phase RMSE = 340.73 psf, r = 0.92, R2 = 0.84, Mean 𝜆 = 1.01 
and COV = 0.26) was observed (Figure 3.3 a) in the model 3-8-1 compared to that of Type 1 
models. The best three models of this type are presented in Figure 3.3. It is quite obvious from the 
Figure 3.2 and Figure 3.3 that the ANN’s prediction capacity for shear undrained shear strength 
increases with the addition of overburden pressure (σ’vo) as input parameter along with cone tip 
resistance (qt-avg) and skin friction (fs-avg) 
 
(a)    Training               Testing        Validation 
Figure 3.3. Type-2 ANN model (a) 3-8-1, (b) 3-4-4-1, and (c) 3-6-6-1. 






(b)  Training                           Testing         Validation 
 
(C)     Training                 Testing          Validation 
3.2.3 ANN Models Based on Cone Tip Resistance and Effective Overburden Pressure  
Several researchers (e.g., Mayne, 2007; Robertson, 2009) suggested that considering the 
parameters, qt, and σvo, generates the best prediction of su for clayey soils. In addition, Senneset, 
1982; Roberson, 2012, showed that a linear correlation exists between su and both qt and σvo. 
Therefore, in ANN model Type 3 only cone tip resistance, qt-avg and effective overburden pressure 
σ’vo was used as input parameters. Although, the performance of these models was not up to the 
expected mark, Model 2-2-2-1-1 (validation phase RMSE = 356.59 psf, r = 0.88, R2 = 0.75, Mean 
𝜆 = 1.03 and COV = 0.28) of Type 3 ANN models showed better prediction capability and turned 
out to be the best of their own category (Figure 3.4 a). The results of the best three models of Type-
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3.2.4 ANN Models Based on Cone Tip Resistance - Effective Overburden Pressure  
In ANN models of Type-4, a different approach was made by considering the difference between 
cone tip resistance, qt-avg and effective overburden pressure σ’vo as the input parameter. This was 
done to have a resemblance in parameters with the widely used conventional formula provided by 
Lunne and kleven [6]. Although, the overall prediction capability of Type-4 ANN models was not 
satisfactory compared to previous ones, yet some models i.e.1-6-1-1, 1-5-5-3-1 and 1-6-5-3-1 
predicted better within the Type-4 models. ANN model 1-6-1-1(validation phase RMSE = 361.54 
psf, r = 0.87, R2 = 0.75, Mean 𝜆 = 1.01 and COV = 0.31) with its’ comparatively better prediction 
capability outstands the other Type-4 models. The results of the best three models of Type-4 are 
presented in Figure 3.5.     
 
(a) Training              Testing      Validation 
 
(b)  Training              Testing       Validation 
Figure 3.5.  Type-4 ANN model (a) 1-6-1-1, (b) 1-5-5-3-1, and (c) 1-6-5-3-1. 





(C)     Training             Testing     Validation 
3.2.5 ANN Models Based on Cone Tip Resistance - Overburden Pressure, Skin Friction, 
Liquid Limit, and Plastic Limit  
In ANN models of Type-5, a combination of some easily achievable soil properties i.e. Liquid 
Limit (LL), Plastic Limit (PL) was incorporated as input parameters along with the difference of 
cone tip resistance and effective overburden pressure, qt-avg - σ’vo and skin friction, fs-avg to observe 
whether the prediction capability of ANN models is enhanced. Indeed, an improvement was 
noticed in the evaluation of Su with the newly added input parameters. Among the others, ANN 
models 4-3-2-1, 4-4-3-2-1 and 4-5-1-1 of Type-5 showed very good Su prediction potential. 
However, ANN model 4-3-2-1 (validation phase RMSE = 349.44 psf, r = 0.89, R2 = 0.76, Mean 𝜆 
= 0.97 and COV = 0.30) turned out to be the best of ANN Type-5 model. The results of the best 
three models are illustrated in Figure 3.6. 
 
(a) Training              Testing    Validation 
Figure 3.6.  Type-5 ANN model (a) 4-3-2-1, (b) 4-4-3-2-1, and (c) 4-5-1-1. 





(b)  Training              Testing          Validation 
 
(c)     Training                   Testing          Validation 
3.2.6 ANN Models Based on Cone Tip Resistance, Skin Friction, Overburden Pressure, 
Liquid Limit, and Plastic Limit  
From the inspiration of the good results of ANN models of Type-5, Type-6 ANN models were 
explored with cone tip resistance (qt-avg), Skin friction (fs-avg), overburden pressure (σ’vo), Liquid 
Limit (LL) and Plastic Limit (PL). These models also produced good prediction results. However, 
ANN models 5-4-3-1, 5-4-3-2-1, and 5-4-3-3-1 exhibited better prediction potential compared to 
others. Among them ANN model 5-4-3-1 outperformed (validation phase RMSE = 352.49 psf, r 
= 0.92, R2 = 0.84, Mean 𝜆 = 0.98 and COV = 0.31)  all the other type-6 ANN models. Figure 3.7 
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3.3 Comparison of ANN Models  
The top three best-performed models of each type, obtained through trial and error from hundreds 
of ANN models, are hereby listed in Table 3.2. It can be observed that, Type 1 ANN model 2-6-
4-1 (input parameters were qt-avg and fs-avg only) has a good prediction capacity with quite 
satisfactory evaluation statistics (validation phase RMSE = 370.57 psf, r = 0.92, R2 = 0.82, Mean 
𝜆 = 0.99 and COV = 0.30). However, an enhancement in the prediction capability was observed 
with the involvement of effective overburden pressure σvo, as an input parameter in Type 2 ANN 
model 3-8-1 which is also in agreement with the literature [102, 103] Exploring Table 3.2, it is 
also obvious that Type 2 ANN model 3-8-1 is best ANN model of this study based on the 
performance in the prediction of undrained shear strength of the soil. Another ANN model 5-4-3-
1 of Type 6 (qt-avg, fs-avg, σvo, LL and PL as input parameters) shows promising Su prediction result 
(validation phase RMSE = 0.352.49 psf, r = 0.92, R2 = 0.84, Mean 𝜆 = 0.98 and COV = 0.31) 
which is better than that of Type 1 ANN model 2-6-4-1. However, despite having a very good Su 
prediction capability, Type 6 ANN model 5-4-3-1 was not considered to relieve the burden of 
added soil parameters as input. For the most part, it can be inferred from the results presented in 
Table 2 that, the combination of average corrected tip resistance, qt-avg, and average sleeve friction, 
fs-avg, along with effective overburden pressure σvo, yields better ANN prediction models to 
evaluate the undrained shear strength of the soil. 





Phase r R2 RMSE Mean 𝜆 COV 
Type 1 2-6-4-1 Training 0.90 0.79 378.21 0.99 0.31 
(table cont’d) 








Phase r R2 RMSE Mean 𝜆 COV 
Type 1 2-6-4-1 Testing 0.92 0.81 456.28 0.96 0.40 
 
validation 0.92 0.82 370.57 0.99 0.30 
 
2-5-3-1 Training 0.86 0.67 477.45 0.99 0.33 
 
Testing 0.86 0.69 392.52 0.90 0.38 
validation 0.91 0.81 465.01 0.90 0.32 
2-5-1 Training 0.90 0.79 437.59 1.02 0.34 
Testing 0.78 0.49 446.09 0.99 0.44 
validation 0.84 0.60 363.23 0.98 0.28 
Type 2 3-8-1 Training 0.93 0.85 366.59 1.00 0.30 
Testing 0.87 0.69 379.88 0.98 0.29 
validation 0.92 0.84 340.73 1.01 0.26 
3-4-4-1 Training 0.93 0.84 368.93 1.00 0.27 
Testing 0.84 0.64 464.07 0.87 0.43 
validation 0.90 0.76 368.81 0.91 0.32 
3-6-6-1 Training 0.93 0.86 345.57 1.01 0.26 
Testing 0.84 0.66 457.90 0.88 0.40 
validation 0.86 0.60 424.60 0.92 0.35 
Type 3 2-2-2-1-1 Training 0.87 0.73 486.79 0.98 0.37 
Testing 0.85 0.69 412.74 0.97 0.35 
 
validation 0.88 0.75 356.59 1.03 0.28 
2-6-2-1-1 Training 0.89 0.76 447.33 0.99 0.34 
 
Testing 0.80 0.58 486.44 1.05 0.34 








Phase r R2 RMSE Mean 𝜆 COV 
 
validation 0.88 0.73 399.565 0.98 0.34 
 
2-6-4-1 Training 0.91 0.83 371.68 0.99 0.32 
 
Testing 0.86 0.73 570.79 1.00 0.41 
validation 0.88 0.77 426.50 1.00 0.34 
Type 4 1-6-1-1 Training 0.80 0.50 575.20 0.99 0.41 
Testing 0.77 0.52 629.06 1.12 0.41 
validation 0.87 0.75 361.54 1.01 0.31 
1-5-5-3-1 Training 0.80 0.50 556.30 0.96 0.36 
Testing 0.84 0.66 467.89 0.90 0.42 
validation 0.87 0.70 466.54 1.03 0.49 
1-6-5-3-1 Training 0.84 0.63 513.64 0.99 0.38 
Testing 0.85 0.68 442.83 0.93 0.39 
validation 0.85 0.68 494.19 1.05 0.49 
Type 5 4-3-2-1 Training 0.92 0.83 366.81 0.99 0.32 
Testing 0.88 0.75 526.71 1.13 0.28 
validation 0.89 0.76 349.44 0.97 0.30 
4-4-3-2-1 Training 0.90 0.80 428.39 0.99 0.33 
Testing 0.87 0.63 406.62 0.80 0.33 
validation 0.91 0.77 353.74 0.90 0.33 
4-5-1-1 Training 0.91 0.82 394.31 1.01 0.31 
Testing 0.87 0.68 424.38 0.81 0.32 









Phase r R2 RMSE Mean 𝜆 COV 
Type 6 5-4-3-1 Training 0.94 0.88 332.23 1.01 0.36 
Testing 0.84 0.63 409.50 0.96 0.53 
validation 0.92 0.84 352.49 0.98 0.31 
5-4-3-2-1 Training 0.93 0.88 334.59 1.03 0.29 
Testing 0.81 0.67 468.51 0.96 0.33 
validation 0.91 0.82 391.71 0.97 0.34 
5-4-3-3-1 Training 0.93 0.87 340.21 1.05 0.31 
Testing 0.87 0.68 406.53 0.94 0.38 
validation 0.91 0.78 383.08 1.01 0.32 
 
3.4 Comparison Between ANN Model and Conventional Methods 
The equation by Lunne and Kleven [6] modified with corrected tip resistance, qt, has been used 
widely for decades to evaluate the undrained shear strength of soil from CPT parameters. The best 
performed ANN model of this study, 3-8-1 was compared with this method (Table 3.3) with the 
same validation data set. Based on prior knowledge from literature, [104, 105] and local experience 
[106] Nkt value was considered to be 15.9 in the equation: 𝑠𝑢  =  
(𝑞𝑡 − 𝜎𝑣𝑜)
𝑁𝑘𝑡
. The comparison of 
results (Table 3.3, Figure 3.8) shows that, ANN model possesses relatively higher precision in the 
interpretation of shear strength of soil. Hence, it can be deduced that the ANN models can 







Table 3.3. Comparison of ANN model with a conventional model 
Method r R2 RMSE Mean 𝜆 CoV 
ANN (3-8-1) 0.92 0.84 340.73 1.01 0.26 
Lunne and Kleven  0.89 0.74 378.09 0.97 0.32 
 
 
   (a) ANN Validation      (b) Lunne and Kleven  
Figure 3.8.  Predicted versus measured undrained shear strength of (a) validation phases of ANN 
Type 2 model 3-8-1 and (b) Lunne and Kleven equation [6]. 
3.5 Sensitivity Analysis of ANN Input Parameters  
Sensitivity analysis was performed on the input parameters for the best performed ANN model 3-
8-1 of Type 2 to evaluate the effect of these parameters (qt-avg, fs-avg, and σvo) on the output 
undrained shear strength of the soil. The result of sensitivity analysis is listed in Table 3.4, which 
shows that the average corrected cone tip resistance, qt-avg, is relatively the highest important input 




importance in the prediction of Su. However, the percentages of the considerable relative 
importance of all the three inputs parameters infer that qt-avg, fs-avg, and σvo plays a significant role 
in better interpretation of the undrained shear strength of soil using the ANN models.  
Table 3.4. The relative importance of ANN input variables 
Input Variables The relative importance of input variables (%) 
qt-avg  39.32 
fs-avg  35.89 
Effective overburden pressure σ’vo 24.79 
  
3.6 Limitations of ANN Models   
The ANN models were developed from a database collected from DOTD. The database of this 
study mostly represents clayey soils in Louisiana. Thus, the proposed ANN models should perform 
well for clayey soils of Louisiana, and other locations with similar geological conditions. However, 
it is recommended to follow the following guidelines at the time of using the ANN models: 
a) It is to be noted that, the ANN can’t extrapolate efficiently beyond the range of the 
training data. Hence, the range of qt should be ≤ 100000 psf, the range of fs should be ≤ 
4000 psf and the range of σvo should be ≤9 18000 psf, and the range of soil collection 
depth should be between 4 feet (1.2 meters) to 110 feet (33.5 meters).  
b) The developed ANN models should be used only to predict the data for unknown sites 
without further training. If it’s trained again on the same training data, the prediction 
capability might not remain the same.  
c) Although a good agreement was observed between the measured undrained shear 




applying the model to soils from other geological origins and soils with substantially 
different properties since ANN doesn’t illustrate the prediction methodology.   
3.7 Conclusion  
The undrained shear strength of soil, Su, was evaluated from CPT data alone and along with 
different combinations of some other easily obtainable soil parameters i.e. effective overburden 
pressure, liquid limit, and plastic limit. The analyses showed that the prediction of Su without 
rigorous laboratory test can be of a higher standard with the application of ANN. The combination 
of cone tip resistance, skin friction and effective overburden pressure as input parameters in ANN 
turned out to be the most fruitful in the prediction of Su. The developed model can be applied to 
















 CHAPTER 4 .  ANALYSES FOR ULTIMATE PILE CAPACITY 
This chapter illustrates the steps in the development of ANN models (e.g. choice of inputs, data 
division and pre-processing, network architecture, training, stopping criteria) for the evaluation of 
ultimate pile capacity of driven piles from CPT parameters. The chapter also describes the results 
and comparison of results with conventional equations. A comparison was also made based on 
LRFD analysis which is also presented in this chapter. Moreover, the result of the sensitivity 
analysis is also discussed in this chapter to grasp the relative importance of the input parameters 
in the prediction of the ultimate pile capacity of driven piles. The chapter also describes the 
limitations of the ANN models. 
4.1 Development of Neural Network Model 
To develop an ANN model, several parameters are needed to be identified and addressed, such as 
the model inputs and outputs, data division and pre-processing of available data, proper network 
architecture, training or optimization of connection weights, stopping criteria and validation [83]. 
The collected 80 pile load test data were used in this study to train (calibrate), verify and validate 
the neural network model(s). The personal computer-based software Neural Designer was used in 
this work to simulate the ANN models      
4.1.1 Model Inputs and Outputs 
In developing ANN models, the selection of the model input variables is very important, since it 
has the most significant impact on the model performance. A proper and quality selection of input 
variables can improve the model performance significantly. The use of a large number of input 
variables usually increases the network size, hence resulting in a decrease in processing speed. 
Consequently, the reduction occurs in the efficiency of the network. In this study, different 




ANN model(s) that has the best performance in terms of estimating the measured ultimate pile 
capacity of the 80 pile load tests database more accurately. Based on prior knowledge from 
literature, the following input variables were selected for this study: pile embedment length, pile 
diameter, corrected cone tip resistance, qt, and cone sleeve friction, fs. The ultimate pile capacity, 
Qt, was the only output. The corrected cone tip resistance, qt, is defined as: 
qt = qc+ (1 - a)× u2                                              (4.1) 
where a= an/ac is the effective area ratio of the cone; an is the cross-sectional area of the load cell; 
ac is the projected area of the cone, and u2 is the porewater pressure behind the base. 
There are some other factors, such as the pile installation method, load test method, whether 
the pile tip is open or closed, the shape of pile cross-section, pile material, etc. These factors were 
ignored in this study since all the tested piles were square precast prestressed concrete (PPC) driven 
pile with a closed tip. The pile capacity also depends a lot on the soil properties. The CPT test is 
considered a very useful tool for evaluating soil strength parameters. Consequently, among the 
input parameters, the CPT corrected tip resistance, qt, and the CPT sleeve friction, fs, along with 
the embedded length are the most significant variables in quantifying the soil characteristics. 
However, the soil properties along the shaft of the pile vary with depth. To account for this 
variability, the embedded length of the piles was divided into five equal segments (layers). For 
each division, the average qt, avg and fs, avg were determined as follow:  
qt, avg = 
∑𝑞𝑡𝑖  𝑍𝑖
∑𝑍𝑖
                                               (4.2) 
fs, avg = 
∑fsi  𝑍𝑖
∑𝑍𝑖
                                              (4.3) 
where Zi is the thickness of the soil layer of a certain soil segment. The total side capacity of the 




end bearing capacity, the average corrected tip resistance, qt-tip, was calculated separately within 
the influence zone around pile toe. From literature, the influence zone for end bearing capacity 
extends down to 4B below the pile toe and up to 4B to 8B above the pile toe, where B is the pile 
width. In this study, we considered two cases of influence zone: 4B below to 4B above pile toe, 
and 4B below to 8B above pile toe (Figure 4.1), to find the best results. Accordingly, the final 
selection of ANN input parameters in this study were: (1) Pile embedment depth, L, (2) Pile width, 
B, (3) qt, avg 1, (4) qt, avg 2, (5) qt, avg 3, (6) qt, avg 4, (7) qt, avg 5, (8) fs, avg 1, (9) fs, avg 2, (10) fs, avg 3, (11) fs, 
avg 4, (12) fs, avg 5, (13) qt-tip, 4B/8B above, (14) qt-tip, 4B below. These input parameters were used in three 
different combinations to determine the ANN model(s) that yields the best performance in terms 
of estimating the measured ultimate pile capacity. They only vary in the way the side resistance of 
piles were calibrated, i,e., using qt, avg alone, using fs, avg alone, or both qt, avg, and fs, avg in this regard. 
For each case either qt-tip, 4B above or qt-tip, 8B above were used. Hence, a total of 6 different types of 
input parameter sets, as shown in Table 4.1, were considered in this study to obtain the best 
performed ANN model(s). 
Table 4.1. ANN model types used in this research work 
ANN model type Parameters used as input 
Type 1 (1) Pile embedment depth, L, (2) Pile width, D, (3) qt, avg 1, 
(4) qt, avg 2, (5) qt, avg 3, (6) qt, avg 4, (7) qt, avg 5, (8) qt-tip, 4B above, 
(9) qt-tip, 4B below 
Type 2 (1) Pile embedment depth, L, (2) Pile width, D, (3) qt, avg 1, 
(4) qt, avg 2, (5) qt, avg 3, (6) qt, avg 4, (7) qt, avg 5, (8) qt-tip, 8B above, 





ANN model type Parameters used as input 
Type 3 (1) Pile embedment depth, L, (2) Pile width, D (3) fs, avg 1, 
(4) fs, avg 2, (5) fs, avg 3, (6) fs, avg 4, (7) fs, avg 5, (8) qt-tip, 4B above, 
(9) qt-tip, 4B below 
Type 4 (1) Pile embedment depth, L, (2) Pile width, D (3) fs, avg 1, 
(4) fs, avg 2, (5) fs, avg 3, (6) fs, avg 4, (7) fs, avg 5, (8) qt-tip, 8B above, 
(9) qt-tip, 4B below 
Type 5 (1) Pile embedment depth, L, (2) Pile width, D, (3) qt, avg 1, 
(4) qt, avg 2, (5) qt, avg 3, (6) qt, avg 4, (7) qt, avg 5, (8) fs, avg 1, (9) 
fs, avg 2, (10) fs, avg 3, (11) fs, avg 4, (12) fs, avg 5, (13) qt-tip, 4B 
above, (14) qt-tip, 4B below 
Type 6 (1) Pile embedment depth, L, (2) Pile width, D, (3) qt, avg 1, 
(4) qt, avg 2, (5) qt, avg 3, (6) qt, avg 4, (7) qt, avg 5, (8) fs, avg 1, (9) 
fs, avg 2, (10) fs, avg 3, (11) fs, avg 4, (12) fs, avg 5, (13) qt-tip, 8B 
above, (14) qt-tip, 4B below 
 
4.1.2 Data Division and Pre-Processing 
As mentioned in article 3.1.2, usually the available input database is divided into three subsets i.e. 
training set (to build the ANN model), testing set (to determine when to stop the training) and 
validation set (to check the model performance). Also, different proportions of these sets have 
been proposed in the literature [86-89]. In this study, the database of 80 pile load tests was divided 
as 70% for training, 10% for testing and 20% for validation. The data were randomly divided into 
their subsets. Again, the ANN models have difficulty in extrapolating beyond the range of the 





Figure 4.1 Selection of pile tip influence zone [107]. 
validation data will test the models extrapolation capability instead of its interpolation ability. As 
a result, the model will not perform well. Therefore, the training set was prepared in a manner, so 
that it includes all the existing patterns of the data set. 
After the available 80 pile load tests database has been divided into corresponding subsets 
(i.e., training, testing, and validation), it is required to pre-process the data in a congenial form 
before their application to the ANN to ensure that all variables receive equal importance during 
the training. It can sometimes aid in the acceleration of the convergence. Normalization or scaling 
of data can be handy in this regard. In the data set of this study, the data are not of the same order 
of magnitude and hence, were scaled within the data limits. 
4.1.3 ANN Network Architecture 
The determination of the ANN network architecture consists of the selection of the optimum 




number of layers first and then fixing the number of nodes in corresponding layers which have 
already been illustrated in article 3.1.3. Considering all the facts, both single and double hidden 
layers with different combinations of nodes were explored in this study. For the single hidden 
layer, the maximum number of nodes was 2I+1; while for the double hidden layers, the geometric 
pyramid rule was followed. In this study, the input layer consisted of 9 nodes for the cases where 
only the average corrected cone tip resistance, qt, avg, or only the average cone sleeve friction, fs, 
avg, was used to simulate the side capacity. In the case of using both qt, avg and fs, avg, the number of 
nodes in the input layer increased to 14. In all cases, only one node was used for the output layer, 
that is the ultimate pile capacity, Qt. 
4.1.4 Training of Models 
Training of the ANN model deploys the initial values and then optimizes the connection weights. 
This way the network is initialized to obtain a global-minima instead of a local one. A very widely 
used method to obtain the optimum weights, the back-propagation algorithm or the gradient 
descent method was used in this study. However, the convergence is sometimes slower and 
requires lots of iterations in this method. Hence, a faster Marqardt-Levenberg method and Quasi-
Newton method was also used in this study to get the optimum ANN. The number of training 
cycles, usually determined iteratively, was kept below 1000 to avoid overtraining or overfitting 
along with near-zero error on predicting training data [97]. 
4.1.5 Stopping Criteria 
The termination of the training process is dictated by the stopping criteria. However, these 
approaches may lead to. Like the analyses for the undrained shear strength of soil, the cross-
validation method [87] was also implemented here to steer clear of premature model stopping or 




and validation. The function of the training set is to re-adjust the connection weights. The testing 
set judges the capability of the model to be generalized, through evaluating the performance of the 
model at different stages of the training process. When an increase in error is detected, the training 
process is stopped. The testing set also helps to determine the optimum number of hidden layer 
nodes along with the desired values of the internal parameters (i.e. learning rate, momentum term, 
and initial weights). Upon the completion of the testing process, the validation set is considered to 
assess the model performance. 
4.1.6 Validation of ANN Models 
After completing the training phase, the ANN model needs to be validated to ensure its ability to 
be generalized in a robust way within the limits of training data. A separate data set that was not 
utilized in the training phase is usually used to validate the ANN model to accurately predict the 
measured ultimate pile capacity, Qm. The satisfactory performance in this phase indicates the 
model’s robustness. At this perspective, the coefficient of determination, R2, the root mean squared 
error, RMSE, mean bias factor, 𝜆, and the coefficient of variance, COV, of the measured over 
predicted ultimate pile capacity (Qp/Qm), are the prime criteria that were used to evaluate the 
prediction performance of ANN models. The coefficient of correlation, r, can also be used to obtain 
the relative correlation and goodness of fit between the measured and predicted value. Smith 
[101]suggested the following guide for values of |r|: 
|r| ≥ 0.8 strong correlation exists between two sets of variables; 
0.2 < |r| < 0.8 correlation exists between the two sets of variables; and 




However, the RMSE is considered the most popular measure of error due to its advantage of giving 
greater attenuation towards large errors rather than the smaller ones. The parameters can be 
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𝜆 =  
Q𝑚
Q𝑝
                              (4.6) 
𝐶𝑂𝑉 (%) = (
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
?̅?
) × 100                              (4.7) 
where ‘n’ is the number of samples or observations, Q𝑝 is the predicted or estimated value, Q𝑚 is 
the measured or observed value.   
4.2 Results of ANN Modeling 
As stated earlier in Table 4.1, different types of ANN models with different input parameters were 
investigated. The input parameters include qt, fs, pile width, B, and embedment pile length, L. For evaluating 
the pile side capacity, the corrected tip resistance, qt, avg, alone, sleeve friction, fs, avg, alone, or both were 
considered. However, for evaluating the pile end bearing capacity, two influence zones were contemplated: 
4B below to 4B above pile toe (qt-tip, 4B above, qt-tip, 4B below) and 4B below to 8B above pile toe (qt-tip, 8B above, qt-
tip, 4B below) as described in Figure 3. For each ANN model type, different numbers of hidden layers and 
different numbers of nodes per hidden layer were tried to obtain the pest-performed ANN model. Summary 
of the best-performed ANN models (for the 6 model types in Table 4.2) in terms of predicting the measured 
ultimate pile capacity (testing training, validation) is listed in Table 2. As stated earlier, the performance 
was evaluated based on the coefficient of correlation, r, the coefficient of determination, R2, the root mean 
squared error, RMSE, mean bias factor, 𝜆, and the coefficient of variance, COV. The ANN models are 




designated as 9-4-1-1, the first and last number refers to the number of nodes in the input and output layers, 
respectively, meaning that the model has 9 input parameters with only 1 output parameter. The intermediate 
numbers denote the number of hidden layers and nodes, i.e., the mentioned model has two hidden layers 
with 4 and 1 nodes, respectively. 
4.2.1 Type-1 ANN Models 
Initially, Type 1 ANN models with nine input parameters (L, D, qt, avg 1, qt, avg 2, qt, avg 3, qt, avg 4, qt, 
avg 5, qt-tip, 4B above, qt-tip, 4B below) were explored. ANN model 9-7-1 of Type 1 showed a good 
prediction capacity with quite satisfactory evaluation statistics (validation phase RMSE = 25.39 
tons, r = 0.98, R2 = 0.93, Mean 𝜆 = 0.93 and COV = 0.17) (Figure 4.2 a). This infers qt parameter 
alone can be of handy in the prediction of ultimate pile capacity using ANN. The results of the 
best three models of Type 1 are presented in Figure 4.2. 
 
(a) Training                 Testing          Validation 
 
(b)  Training                  Testing            Validation 
Figure 4.2. Type-1 ANN model (a) 9-7-1, (b) 9-6-1-1, and (c) 9-9-4-1. 






(C)     Training                Testing           Validation 
4.2.2 Type-2 ANN Models 
Type 2 ANN models were trained with the only change from type 1 in using qt-tip, 8B above instead 
of qt-tip, 4B above as input parameter. No significant improvement in prediction capability was 
observed. Best ANN model of this type, 9-7-5-1, ended up with a validation phase RMSE = 29.40 
tons, r = 0.97, R2 = 0.91, Mean 𝜆 = 0.97 and COV = 0.20. The best three ANN models among 
Type 2 are presented in Figure 4.2.  
 
(a) Training                Testing         Validation 
Figure 4.3.  Type-2 ANN model (a) 9-4-1-1, (b) 9-7-5-1, and (c) 9-8-1-1. 







(b)  Training                 Testing         Validation 
 
(C)     Training                Testing        Validation 
4.2.3 Type-3 ANN Models 
In ANN model Type 3, cone tip resistance, qt-avg was replaced with fs-avg to simulate the skin friction 
along the pile shaft. Cone tip resistance, qt-tip, 4B above, was used as an input to simulate the pile tip 
resistance. The performance of this model improved significantly. Especially, ANN model 9-7-7-
1 of Type 3 (validation phase RMSE = 26.78 tons, r = 0.99, R2 = 0.98, Mean 𝜆 = 0.99 and COV = 
0.19) turned out to be the best of Type-3 ANN models (Figure 5.3 b). The result of the best three 





(a) Training                 Testing           Validation 
 
(b) Training                Testing           Validation 
 
(C)     Training               Testing           Validation 
Figure 4.4. Type-3 ANN model (a) 9-7-5-1, (b) 9-7-7-1, and (c) 9-9-9-1. 
4.2.4 Type-4 ANN Models 
ANN model Type-4 comprises the same inputs as ANN model Type-3 except for the cone tip 
resistance, qt-tip, 8B above instead of qt-tip, 4B above, was used as an input to simulate the pile tip 




Especially, ANN model 9-7-7-1 of Type 4 (validation phase RMSE = 22.49 tons, r = 0.99, R2 = 
0.98, Mean 𝜆 = 0.99 and COV = 0.15) turned out to be the best of Type-4 ANN models (Figure 
5.4 b). The result of the best three models ANN Type-4 is illustrated in Figure 4.4. 
 
(a) Training               Testing          Validation 
 
(b)  Training                Testing          Validation 
 
(C)     Training                Testing           Validation 




4.2.5 Type-5 ANN Models 
A combination of both cone tip resistance, qt-avg, skin friction, fs-avg along with pile length and 
width was used as input parameters in ANN Type 5. The cone tip resistance, qt-tip, 4B above, was used 
in this ANN type to simulate the pile tip resistance. Compared to Type 1 and 2, an improvement 
in the prediction capability of ANN was observed with the newly applied combination of input 
parameters. Type-5 models exhibited good prediction potential with ANN model 14-9-3-1 
(validation phase RMSE = 24.90 tons, r = 0.99, R2 = 0.97, Mean 𝜆 = 0.96 and COV = 0.14) to be 
the best within this type. Figure 4.5 represents the result of the best three models of each type.  
 
(a) Training                 Testing            Validation 
 
(b)  Training                 Testing          Validation 
Figure 4.6. Type-5 ANN model (a) 14-7-1, (b) 14-9-3-1, and (c) 14-10-8-1. 





(C)     Training                Testing          Validation 
4.2.6 Type-6 ANN Models 
ANN model Type-4 comprises the same inputs as ANN model Type-3 except for the cone tip 
resistance, qt-tip, 8B above instead of qt-tip, 4B above, was used as an input to simulate the pile tip 
resistance. The performance of these models also showed significant improvement in prediction 
capability like that of Type-5which are better than Type-1 and Type-2 ANN models. Especially, 
ANN model 14-20-1(validation phase RMSE = 24.31 tons, r = 0.98, R2 = 0.95, Mean 𝜆 = 0.93 and 
COV = 0.16) outperformed other models of Type-6 ANN models. Figure 4.6 represents the result 
of the best three models of each type.  
 
(a) Training                Testing           Validation 
Figure 4.7. Type-6 ANN model (a) 15-9-4-1, (b) 14-20-1, and (c) 14-25-1. 





(b)  Training                  Testing          Validation 
 
(C)     Training                Testing           Validation 
4.3 Comparison of ANN Models 
The ANN models listed in Table 4.2 represent the top three best-performed models of each type obtained 
through trial and error from hundreds of ANN models. Exploring Table 4.2, it was evident that Type-4 
ANN model 9-7-7-1 (fs was used to simulate the pile side capacity, influence zone for end bearing capacity: 
4B below to 8B above pile toe) can be considered the best model, based on validation phase, in predicting 
the measured ultimate pile capacity. However, considering testing and validation phases, Type-5 ANN 
model 14-9-3-1 (both qt and fs were considered to simulate the pile side capacity, influence zone for end 
bearing capacity: 4B below to 4B above pile toe) outstands all the other models with the most stable and 
best-performed model in predicting the ultimate pile capacity. Figures 4.7 (a) and (b) present the 
comparison between the predicted and measured ultimate pile capacity for training, testing and validation 




presented in Table 4.2 show that using the combination of average corrected tip resistance, qt, avg, and 
average sleeve friction, fs, avg, to evaluate the pile’s side capacity yields better ANN prediction models. 
 
 
                    Training           Test             Validation 
(a) ANN Type-4 model 9-7-7-1 
 
                  Training           Test            Validation 
(b) ANN Type-5 model 14-9-3-1 
Figure 4.8. Predicted versus measured ultimate pile capacity for training, testing and validation 














Phase r R2 RMSE Mean 𝜆 COV 
Type 1 9-7-1 Training 0.99 0.97 28.45 1.00 0.18 
Testing 0.98 0.90 52.09 0.94 0.20 
validation 0.98 0.93 25.39 0.93 0.17 
9-6-1-1 Training 0.97 0.93 44.13 0.99 0.27 
Testing 0.89 0.75 48.34 1.10 0.28 
validation 0.96 0.92 29.85 0.93 0.23 
9-9-4-1 Training 0.99 0.99 10.24 0.99 0.08 
Testing 0.95 0.84 37.12 1.11 0.19 
validation 0.96 0.93 33.06 1.11 0.26 
Type 2 9-4-1-1 Training 0.97 0.93 44.40 1.00 0.26 
Testing 0.90 0.78 41.82 1.11 0.27 
validation 0.95 0.87 37.06 0.91 0.27 
9-7-5-1 Training 0.98 0.97 27.42 1.00 0.18 
Testing 0.95 0.90 35.46 1.14 0.23 
validation 0.97 0.91 29.40 0.97 0.20 
9-8-1-1 Training 0.98 0.97 29.26 1.02 0.20 
Testing 0.96 0.91 45.66 1.17 0.15 
validation 0.98 0.95 33.84 0.90 0.23 
Type 3 9-7-7-1 Training 0.99 0.99 11.65 1.00 0.08 
 Testing 0.94 0.68 33.23 1.06 0.19 
 validation 0.99 0.98 26.78 0.99 0.19 








Phase r R2 RMSE Mean 𝜆 COV 
Type 3 9-7-5-1 Training 0.99 0.99 13.44 0.99 0.10 
 Testing 0.99 0.98 28.80 0.98 0.17 
 validation 0.98 0.96 32.62 0.95 0.18 
 9-9-9-1 Training 0.99 0.99 8.76 1.00 0.07 
 Testing 0.91 0.81 31.34 1.12 0.23 
 validation 0.98 0.95 37.66 1.01 0.22 
Type 4 9-7-7-1 Training 0.99 0.99 11.83 1.00 0.08 
Testing 0.96 0.92 25.79 0.93 0.11 
validation 0.99 0.98 22.49 0.99 0.15 
9-6-5-1 Training 0.99 0.99 18.05 0.99 0.13 
Testing 0.93 0.79 55.28 1.03 0.23 
validation 0.97 0.95 37.31 0.95 0.19 
9-17-1 Training 0.99 0.99 13.43 1.00 0.08 
Testing 0.95 0.77 45.39 1.20 0.23 
validation 0.99 0.98 33.46 1.08 0.17 
Type 5 14-9-3-1 Training 0.99 0.99 10.18 1.00 0.08 
 Testing 0.98 0.94 14.78 0.96 0.08 
 validation 0.99 0.97 24.90 0.96 0.14 
 14-7-1 Training 0.99 0.98 22.98 0.99 0.12 
 Testing 0.90 0.82 30.28 1.10 0.19 
 validation 0.98 0.93 38.08 0.93 0.20 
 14-10-8-1 Training 0.99 0.99 7.44 1.00 0.06 








Phase r R2 RMSE Mean 𝜆 COV 
Type 5 14-10-8-1 Testing 0.96 0.93 20.79 0.97 0.19 
  validation 0.97 0.93 33.58 0.99 0.23 
Type 6 14-9-4-1 Training 0.99 0.99 7.17 1.00 0.07 
Testing 0.97 0.94 30.27 0.96 0.23 
validation 0.99 0.98 29.65 0.97 0.14 
14-20-1 Training 0.99 0.99 7.57 0.99 0.07 
Testing 0.99 0.98 36.07 1.01 0.15 
validation 0.98 0.95 24.31 0.93 0.16 
14-25-1 Training 0.99 0.99 9.30 0.99 0.08 
Testing 0.84 0.67 49.16 1.16 0.27 
validation 0.98 0.97 39.84 1.03 0.22 
  
4.4 Comparison Between ANN Models and Traditional Pile-CPT method  
Amirmojahedi and Abu-Farsakh [108] evaluated 18 traditional direct pile-CPT methods for 
estimating the ultimate pile capacity form CPT parameters using a database of 80 pile load tests 
and ranked LCPC, probabilistic and UF methods as the best three performed pile-CPT methods. 
The best-performed ANN models (i.e., 9-7-7-1, 14-9-3-1) developed in this study were compared 
with the aforementioned three pile-CPT methods (Table 4.3) using the same validation data set. 
The comparison clearly shows that the ANN models outperform these three pile-CPT methods in 
almost all evaluation criteria. Especially the RMSE value seems to be much higher in the 
conventional methods. Hence, it can be inferred that the ANN models perform substantially better 





Table 4.3. Comparison of ANN models with conventional pile-CPT methods 
Method R2 RMSE Mean 𝜆 COV 
LCPC 0.91 57.13 0.96 0.27 
Probabilistic 0.91 35.29 0.97 0.21 
UF 0.93 51.30 0.99 0.25 
ANN (9-7-7-1) 0.98 22.49 0.99 0.15 
ANN (14-9-3-1) 0.97 24.90 0.96 0.14 
  
4.5 Comparison between ANN Models and Pile-CPT Methods Based on LRFD Analysis 
Another endeavor was made in this study to compare the ANN models with traditional direct pile-
CPT methods applying the LRFD (load and resistance factor design), a concept based on 
reliability. This analysis revealed a more vivid view of the efficiency of the developed ANN 
models. The first step in conducting the LRFD calibration is to define the performance limit state 
functions. In this regard, the Ultimate Limit State (ULS) or Strength Limit State, and the 
Serviceability Limit State (SLS) are often checked in the LRFD analysis of piles. Since the design 
of deep foundations is usually governed by the ULS (Factored load effects < Factored resistance), 
the SLS was not considered in this study. In LRFD methodology, the design pile capacity is 
calculated as follow: 
𝑄𝑑𝑒𝑠𝑖𝑔𝑛 = 𝜙𝑄𝑛  >  ƞ ∑ γi Qi = ƞ (γD QD + γL QL)      (4.8) 
here Qn = nominal resistance, 𝜙 = factor of resistance, ƞ = load modifier (ramification for 
operational importance, redundancy, and ductility); which is usually selected to be equal to 1. Qi 
= load effect (dead load, QD, or live load, QL), γi = load factor (γD for QD or γL for QL). Driven 




skin and toe resistances. Hence, correlating all the three factors of resistance i.e. sleeve, toe, and 
combined resistances seems implausible. Consequently, only the factor of resistance associated 
with the combined resistance was considered and calibrated in this study. It is noteworthy that the 
calibrated factors of resistance for the different methods are only applicable to the pile type (PPC) 
and the range of dimensions of piles (diameter and length) used in this study. 
Now, the normal and lognormal distributions of bias factor, 𝜆𝑅, as well as the histogram is 
illustrated in figure 5. As depicted in these figures, the lognormal distribution, compared to the 
normal distribution, resembles a better match to the histogram and the probability density function 
of the bias factor. Furthermore, the bias factor consists of a lower bound of zero which conforms 
to the lognormal distribution compared to the normal one. Hence, the lognormal distribution was 
selected in this study for the reliability analysis.  
The resistance factor, 𝜙, can be calibrated by using different reliability-based analysis 
methods. The most commonly used methods are First Order Second Moment (FOSM), First Order 
Reliability Moment (FORM), and Monte Carlo simulation (MCS). In this study, the FORM 
method was used for calibration of the 𝜙 factors. In this method, the limit state function is 
evaluated at a point known as the design point, on the failure surface, instead of the mean values. 
Iteration needs to be used in this method as the design point is usually unknown beforehand. Now, 
since the dead load to live load ratio, QD/QL, is subjected to loading conditions, a value of QD/QL 
= 3 was assumed in this study, as specified by AASHTO LRFD. The target reliability (βT) of 2.33 
was selected for calibration. Load factor γD and γL were selected to be 1.25 and 1.75 respectively. 
The bias means, λR, was then calculated using equation 12. From equations 12 and 15, we can 







⁄ )𝑄𝑚          (4.9) 
Here, the ratio (𝜙 𝜆𝑅⁄ ), or efficiency refers to the percentage of measured pile capacity, Qm, 
that can be used as design capacity, Qdesign. In other words, this ratio represents the efficiency of 
the corresponding pile design method. A higher value of (𝜙 𝜆𝑅⁄ ) depicts a better efficiency and 
better design method. Table 5 represents the comparison of the efficiency of the ANN models and 
the traditional pile-CPT methods. The ANN models 9-7-7-1 and 14-9-3-1 with an efficiency of 
0.81 and 0.83, respectively, clearly outperform the LCPC, Probabilistic and UF pile-CPT design 
methods. Moreover, the values of (𝑄𝑚 𝑄𝑝⁄ )𝑚𝑖𝑛 and (𝑄𝑚 𝑄𝑝
⁄ )
𝑚𝑎𝑥
 based on 95% confidential 
interval were determined for the ANN models (Figure 5). Assuming a normal distribution for 
ln(𝑄𝑚 𝑄𝑝⁄ ), it can be demonstrated that, with 95% confidence, the values of ln(𝑄𝑚 𝑄𝑝⁄ ) are 
located within the mean + 1.96* Standard deviation. 
Table 4.4. The Performance Evaluation of conventional pile-CPT methods and ANN models 
Based on LRFD Analysis 
Pile Capacity 
Method 
Data Set Bias, λR COV 
Resistance 
Factor, 𝜙  
Efficiency 
𝜙 /λR 
LCPC Whole data set  
(80 piles) 
1.04 0.31 0.60 0.57 
Probabilistic 1.08 0.34 0.57 0.53 
UF 1.05 0.27 0.65 0.62 
ANN (9-7-7-1) 0.99 0.11 0.88 0.88 
ANN (14-9-3-1) 0.99 0.10 0.89 0.90 
ANN (9-7-7-1) Validation data set 
(16 piles) 
0.97 0.15 0.79 0.81 
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4.6 Sensitivity Analysis 
Sensitivity analyses (Garson method [109]) were performed on the input parameters for the ANN 
Type 5 model 14-9-3-1 to evaluate the effect of these parameters, especially the CPT parameters, 
on the output ultimate pile capacity. Garson evaluated the relative importance of each parameter 
for a single-layered ANN model as follow:  
























     (4.10) 
Where, 𝑤𝑗𝑖
𝑙  = connection weight between nodes i and j, 𝑤𝑦𝑗
𝑂  = connection weight between nodes j 
and output layer, 𝑛ℎ = number of hidden nodes, 𝑛𝑣 = number of variables. It is well known that 
both the pile embedment length, L, and pile width, B, are directly affecting the pile capacity. 
Therefore, the focus of sensitivity analyses here is to understand the relative importance of the 
CPT input parameters. The results of sensitivity analysis are listed in Table 4.5, which shows that,  
Table 4.5 The relative importance of ANN input variables 
CPT Input Variables The relative importance of input variables (%) 
Embedment length of pile, L 14.8 
Width of the pile, B 14.1 
qt-tip, 4B above 19.0 
qt-tip, 4B below 22.8 
qt-avg along the pile shaft  12.9 
fs-avg along the pile shaft  16.4 
 
apart from pile embedment length, L and width of the pile, B, the average corrected cone tip 




the CPT input data. The results also show that the average sleeve friction along pile shaft, fs-avg, 
has higher importance than the average corrected tip resistance along pile shaft, qt-avg. However, 
the percentages of the relative importance of the four CPT parameters seem to be conspicuous, 
meaning that all the CPT parameters are important in estimating the ultimate pile capacity using 
the ANN models. 
4.7 Limitations of ANN Models 
The ANN analyses were conducted on 80 pile load tests mostly performed by the Department of 
Transportation Development (DOTD). The sites were located mostly in Louisiana.  Therefore, the 
developed ANN models should perform well for clayey soils of Louisiana, and other locations 
with similar geological conditions. However, it is recommended to follow the following guidelines 
at the time of using the ANN models: 
a) It is to be noted that, the ANN can not extrapolate efficiently beyond the range of the 
training data. Hence, the range of qt should be ≤ 300 tsf, the range of fs should be ≤ 3.2 
tsf, the range of pile width should be ≤ 30 in, and the pile load capacity should be less 
than 678 tons.  
b) Since the analyses were conducted on squared driven piles only, it is not recommended 
to be used for the evaluation of the capacity of other pile types with different shapes. 
c) The developed ANN models should be used only to predict the data for unknown sites 
of piles without further training. If it’s trained again on the same training data, the 
prediction capability might not remain the same.  
d) Although a good agreement was observed between the measured pile capacity and the 




soils from other geological origins and soils with substantially different properties since 
ANN doesn’t illustrate the prediction methodology.   
4.8 Conclusion  
The ultimate pile capacity was evaluated from different combinations of CPT data along with pile 
dimensions. The analyses showed that prediction of ultimate pile capacity without rigorous and 
expensive pile load tests can be done with ANN models. Furthermore, it was also shown that the 
evaluation of ultimate pile capacity can be of a higher standard with the application of ANN 
compared to the traditional pile-CPT methods. In addition, the analysis based on LRFD 
demonstrated that higher resistance factor, as well as efficiency, can be obtained with the pile 
capacity predicted by ANN models. The developed models can be applied to new sites with the 
















 CHAPTER 5 .   ANALYSES FOR PILE SET-UP PARAMETER 
This chapter describes the steps in the development of ANN models (e.g. choice of inputs, data 
division and pre-processing, network architecture, training, stopping criteria) for the prediction of 
pile set-up parameter, A, from CPT parameters. The chapter also discusses the results and 
comparison of results. Furthermore, the result of the sensitivity analysis is also discussed in this 
chapter to grasp the relative importance of the input parameters in the prediction of pile set-up 
parameter, A. Finally, the limitations of the developed ANN models are described. 
5.1 Development of Neural Network Models 
As mentioned in the previous chapters, several parameters such as model inputs and outputs, data 
division and pre-processing of available data, proper network architecture, training or optimization 
of connection weights, stopping criteria and validation [83] are needed to be identified and 
addressed in the development of an ANN model. The 12 instrumented pile load test data along 
with laboratory test and CPT data was used in this study to train (calibrate), test (verify) and 
validate the neural network model(s). Like undrained shear strength and ultimate pile capacity, the 
personal computer-based software Neural Designer, developed by Artificial Intelligence 
Techniques Ltd., was used in this work to simulate the ANN models. 
5.1.1 Model Inputs and Outputs 
The selection of the model input variables is of paramount importance in the development of ANN 
models. A proper selection of input variables can improve model performance significantly. A 
large number of input variables increase network size which might cause a reduction in the 
efficiency of the network due to decreased processing speed. In this study, different combinations 
of input variables were used to train ANN models to find the network that generates the best results. 




resistance, qt, cone skin friction, fs, overburden pressure, σvo, Plasticity index, PI, Undrained Shear 
Strength, Su, and Over consolidation ratio (OCR). The pile set-up parameter, A, was the only the 
output (ranging from 0.07 to 0.53).  In the determination of the set-up parameter, A, the resistance 
of individual soil layers during the Dynamic Load Tests (DLT) was measured by CAPWAP load 
distribution. Load distribution measured by strain gage readings during the Static Load Tests 
(SLT) was used to measure the resistance of individual soil layers. After that, since the values of 
Rt, Rt0 and corresponding t and t0 are already known, “A” was measured from equation 2.37 
proposed by Skov and Denver (1988). Now, the set-up parameter depends a lot on the soil 
properties. CPT is a very strong tool being used over the years to have an idea of the soil strength. 
A correction was made for tip resistance, qc, as the generated excess pore water pressure behind 
the cone can affect the total stress measured by cone tip. The corrected cone tip resistance, qt, is 
defined as: 
qt = qc+ (1 - a)× u2                                              (5.1) 
where a= an/ac is the effective area ratio of the cone; an is the cross-sectional area of the load cell; 
ac is the projected area of the cone, and u2 is the porewater pressure behind the cone. As the 
CPT/PCPT provides continuous data, the average of corrected cone tip resistance, qt-avg, and the 
average of cone skin friction, fs-avg, was used in this study. To explain, the average of qt value of 
total thickness (Figure 5.1) of soil was calculated for each soil layer. The average of fs value was 
calculated similarly. For the aspired soil layer, the overburden pressure, σvo, was calculated up to 
point X (Figure 5.1). For this specific soil layer, other necessary parameters (e.g., LL, PL, Su, OCR, 
etc.) were determined from laboratory tests. 
Once the compilation of the database was completed, input variables were used in different 







Figure 5.1. Data points selection system. 
the pile set-up parameter, A. Two different types of ANN model input patterns (Table 5.1) were 
used in this research work. Based on prior research works from the literature, the first type of ANN 
model consists of average corrected cone tip resistance, qt-avg, average skin friction, fs-avg, and 
effective overburden pressure. On the other hand, the second type of ANN model comprises 
plasticity index, PI, undrained shear strength of soil, Su, and over consolidation ratio (OCR).  
Table 5.1. ANN model types used in this research work 
ANN model type Parameters used as input 
Type 1 (1) tip resistance, qt-avg, (2) skin friction, fs-avg, (3) effective 
overburden pressure σvo 
Type 2 (1) plasticity index, PI (2) undrained shear strength of soil, Su, 
(3) over consolidation ratio (OCR) 
 
5.1.2 Data Division and Pre-processing 
As mentioned earlier, in the data division phase available input database is divided into three 
subsets i.e. training set (to build the ANN model), testing set (to determine when to stop the 
training) and validation set (to check the model performance). Different proportions of data among 
these subsets were proposed by different researchers [86-88] [89]. In this research work, the data 
.X Target Soil layer 
2 
Soil layer 1 







from the 12 sites of Louisiana were divided as 70% for training, 12% for testing and 18% for 
validation. The data were randomly divided into subsets. The training set was prepared in a manner 
so that it includes all the existing patterns of the data set. Because the ANN models have difficulty 
in extrapolating beyond the range of the training data. If the highest or extreme data points are 
excluded from the training data set, validation data will test the models extrapolation capability 
instead of its interpolation ability. Consequently, the model will not perform well. 
After the available data from the 12 sites have been divided into corresponding subsets 
(i.e., training, testing, and validation), it is required to pre-process the data in a congenial form 
prior to their application to the ANN so that all variables receive equal importance during the 
training. Moreover, it can sometimes aid in the acceleration of the convergence. Normalization or 
scaling of data can be useful in this regard. In the data set of this study, the data points are not of 
the same order of magnitude and hence, were scaled within the data limits.  
5.1.3 ANN Network Architecture 
The selection of the optimum number of layers and the number of nodes in each layer is the prime 
aspect in the determination of the ANN network architecture. It is generally done by choosing the 
number of layers, followed by fixing the number of nodes in corresponding layers which have 
already been illustrated in article 3.1.3. Considering all the facts, both single and double hidden 
layers with different combinations of nodes were explored in this study. For the single hidden 
layer, the maximum number of nodes was 2I+1; while for the double hidden layers, the geometric 
pyramid rule was followed. In this study, the input layer consisted of three nodes for each type of 
ANN model mentioned in Table 5.1. However, for all the ANN types, the number of nodes in the 




5.1.4 Training of ANN Model 
Training of ANN model consists of initialization of a network through the deployment of initial 
values followed by optimizing the connection weights to obtain global minima instead of a local 
one. A very widely used method to obtain the optimum weights, the back-propagation algorithm 
or the gradient descent method was used in this study. However, the convergence is sometimes 
slower and requires lots of iterations in this method. Hence, a faster Marqardt-Levenberg method 
and Quasi-Newton method was also used in this study to get the optimum ANN model. The 
number of training cycles, usually determined iteratively, was kept below 1000 to avoid 
overtraining or overfitting along with near-zero error on predicting training data [97].  
5.1.5 Stopping Criteria 
Stopping criteria are usually deployed to avoid overtraining through timely termination of the 
training process. Like the previous analyses, the widely used cross-validation method [87] was 
implemented in this study to avoid overtraining. According to this technique, the data was divided 
into three sets: training, testing, and validation. The training set re-adjusts the connection weights 
while the testing set judges the capability of the model to be generalized, by evaluating the 
performance of the model at different stages of the training process. The training process is stopped 
when an increase in error is detected. The testing set helps to determine the optimum number of 
hidden layer nodes along with the desired values of the internal parameters (i.e. learning rate, 
momentum term, and initial weights). Once the testing process is completed, the validation set 
comes into play and assesses the models’ performance.  
5.1.6 Validation of ANN Models 
After completion of the training phase, the ANN model needs to be validated to ensure its ability 




model (checking the accuracy in predicting the measured pile set-up parameter, A) is usually done 
with a separate data set that was not utilized in the training phase. The satisfactory performance in 
this phase indicates the model’s robustness. At this perspective, the coefficient of determination, 
R2, the root mean squared error, RMSE, mean bias factor, 𝜆, and the coefficient of variance, COV, 
of the measured over predicted pile set up-parameter (Am/Ap), are the prime criteria that were used 
to evaluate the prediction performance of ANN models. The coefficient of correlation, r, can also 
be used to obtain the relative correlation and goodness of fit between the measured and predicted 
value. Smith [101] suggested the following guide for values of |r|: 
|r| ≥ 0.8 strong correlation exists between two sets of variables; 
0.2 < |r| < 0.8 correlation exists between the two sets of variables; and 
|r| ≤ 0.2 weak correlation exists between the two sets of variables.  
However, the RMSE is considered the most popular measure of error due to its advantage of giving 
greater attenuation towards large errors rather than the smaller ones. The parameters can be 
calculated as follow: 
𝑟 =
𝑛 ( ∑A𝑝 A𝑚) − ( ∑A𝑝 ) ( ∑A𝑚 )
√[𝑛 ( ∑  A𝑝
2 ) − ( ∑A𝑝)2 ] [ 𝑛 ( ∑A𝑚
2 ) − ( ∑A𝑚 )2 ]
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𝜆 =  
A𝑚
A𝑝
                         (5.4) 
𝐶𝑂𝑉 (%) = (
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
?̅?
) × 100                         (5.5) 
where ‘n’ is the number of samples or observations, A𝑝 is the predicted or estimated value, A𝑚 is 




5.2 Results of ANN Modeling 
As stated in Table 5.1, different types of ANN models with different input parameters were 
investigated. The input parameters primarily included average corrected cone tip resistance, qt-avg, 
average skin friction, fs-avg, and effective overburden pressure. On the other hand, the second type 
of ANN model comprises plasticity index, PI, undrained shear strength of soil, Su, and over 
consolidation ratio (OCR). For each ANN model type, different numbers of hidden layers and 
different numbers of nodes per hidden layer were tried to obtain the best-performed ANN model. 
Summary of the best-performed ANN models of each type (presented in Table 5.1) in terms of 
predicting the measured pile set-up parameter, A (training, testing, and validation) is listed in Table 
5.2. As stated earlier, the performance was evaluated based on the coefficient of correlation, r, the 
coefficient of determination, R2, the root mean squared error, RMSE, mean bias factor, 𝜆, and the 
coefficient of variance, COV. The ANN models are designated in a manner to understand the 
structure of the model at a glance. For example, for the model designated as 2-6-4-1, the first and 
last number refers to the number of nodes in the input and output layers, respectively, meaning 
that the model has two input parameters with only one output parameter. The intermediate numbers 
denote the number of hidden layers and nodes, i.e., the mentioned model has two hidden layers 
with 6 and 4 nodes, respectively. 
5.2.1 ANN Models Based on Cone Penetration Test (CPT) Data 
To start with, Type 1 ANN models with three input parameters average corrected cone tip 
resistance, qt-avg, average skin friction, fs-avg, and effective overburden pressure were explored. 
ANN analyses (trial ANN models) were performed with a different number of hidden layers with 
different combinations of several hidden nodes. Each model was verified against the validation 




Type-1 models, ANN model 3-4-1 and 3-2-2-1 seems to have a good prediction capability of set-
up parameter, A, from CPT parameters. However, ANN model 3-4-1 of Type 1 showed a better 
prediction capacity with quite satisfactory evaluation statistics (validation phase RMSE = 0.057, r 
= 0.96, R2 = 0.76, Mean 𝜆 = 1.03 and COV = 0.20) (Figure 5.1 a). This infers that only CPT 
parameters can be of handy in the prediction of set-up parameter, A, using ANN. The results of 
the best three models of Type 1 are presented in Figure 5.1. 
 
 (a)   Training              Testing           Validation 
 
(b)   Training              Testing           Validation  
Figure 5.2. Type 1 ANN model (a) 3-4-1 and (b) 3-2-2-1.  
5.2.2 ANN Models Based on Soil Properties 
Type 2 ANN models were trained with three input parameters namely, plasticity index, PI, 
undrained shear strength of soil, Su, and over consolidation ratio (OCR). Analyses were performed 































































































with different numbers of hidden layers with different combinations of several hidden nodes. Each 
model was then verified against the validation data set. Among the Type 2 models, the ANN model 
of 3-2-1, 3-3-1 and 3-4-1 outperformed other models. Moreover, an improved prediction capability 
(validation phase RMSE = 0.03, r = 0.96, R2 = 0.91, Mean 𝜆 = 0.99 and COV = 0.11) was observed 
(Figure 5.2 a) in the model 3-8-1 compared to that of Type 1 models. The best three models of this 
type are presented in Figure 5.2. It is quite obvious from Figure 5.1 and Figure 5.2 that the ANN’s 
prediction capacity for set-up parameter, A, increases with the use of soil properties i.e. plasticity 
index, PI, undrained shear strength of soil, Su, and over consolidation ratio (OCR) as an input 
parameter. 
 
(a)   Training                Testing            Validation 
 
b) Training                           Testing         Validation 
Figure 5.3. Type-2 ANN model (a) 3-2-1, (b) 3-3-1, and (c) 3-4-1. 
             (Figure cont’d) 
































































































c)     Training                Testing          Validation 
5.3 Comparison of ANN Models  
The best-performed models of each type, obtained through trial and error from hundreds of ANN 
models, are hereby listed in Table 5.2. It can be observed that, Type 1 ANN model 3-4-1 (input 
parameters were average corrected cone tip resistance, qt-avg, average skin friction, fs-avg, and 
effective overburden pressure) has a good prediction capacity with quite satisfactory evaluation 
statistics (validation phase RMSE = 0.057, r = 0.96, R2 = 0.76, Mean 𝜆 = 1.03 and COV = 0.20)). 
However, an enhancement in the prediction capability was observed with the consideration of soil 
properties (plasticity index, PI, undrained shear strength of soil, Su, and over consolidation ratio, 
OCR) as an input parameter in Type 2 ANN models. Exploring Table 2, it is also obvious that 
Type 2 ANN model 3-3-1 is the best ANN model of this study based on the performance in the 
prediction of pile set-up parameter, A (validation phase RMSE = 0.03, r = 0.96, R2 = 0.91, Mean 
𝜆 = 0.99 and COV = 0.11). Overall, the result of the analysis shows the pile set-up parameter, A, 
can be predicted with satisfactory accuracy from the CPT data with the application of ANN. 


























































Phase r R2 RMSE Mean 𝜆 COV 
Type 1 3-4-1 Training 0.91 0..76 0.05 0.97 0.17 
Testing 0.96 0.92 0.04 0.94 0.19 
validation 0.96 0.76 0.06 1.03 0.20 
3-2-2-1 Training 0.86 0.65 0.06 1.01 0.21 
Testing 0.89 0.78 0.05 1.01 0.22 
validation 0.72 0.65 0.06 1.12 0.27 
Type 2 3-3-1 Training 0.95 0.89 0.03 1.01 0.11 
Testing 0.90 0.80 0.05 0.99 0.18 
validation 0.96 0.91 0.03 0.99 0.11 
3-2-1 Training 0.94 0.87 0.03 0.99 0.13 
Testing 0.89 0.78 0.04 1.03 0.20 
validation 0.95 0.90 0.03 1.04 0.10 
3-4-1 Training 0.96 0.92 0.03 1.00 0.10 
Testing 0.95 0.83 0.05 1.03 0.19 
validation 0.89 0.79 0.04 1.04 0.17 
 
5.4 Comparison of ANN Models with Empirical Equations 
To avoid the approximation and judgments in determining the pile set-up parameter, A, M.N. 
Haque (2016) [75] proposed three empirical equations. He validated those equations with cases 
mentioned in McVay et al. (1999a) [66] and Bullock et al. (2005) [19]. In this study, the best 
performed ANN model 3-4-1 of type 2 was compared (Table 4) with empirical equations proposed 




better than those empirical equations. The RMSE value is much lower for the case of the ANN 
model compared to the empirical equations which demonstrate the superiority of the ANN model 
in the interpretation of the pile set-up parameter, A. 
Table 5.3.  Comparison of ANN models  
Method R2 RMSE Mean 𝜆 COV 
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 0.93 51.30 0.99 0.25 
ANN (14-9-3-1) 0.97 24.90 0.96 0.14 
 
5.5 Sensitivity Analysis of ANN Input Parameters  
Sensitivity analysis was performed on the input parameters for the best performed ANN model 3-
4-1 of Type 2 to evaluate the effect of these parameters (plasticity index, PI, undrained shear 
strength of soil, Su, and over consolidation ratio, OCR) on the output pile set-up parameter, A. The 
result of sensitivity analysis is listed in Table 5.3, which shows that the over consolidation ratio, 
OCR, is relatively the highest important input parameter. The result also shows that the Plasticity 




However, the percentages of the considerable relative importance of all the three inputs parameters 
infers that plasticity index, PI, undrained shear strength of soil, Su, and over consolidation ratio, 
OCR play a significant role in better interpretation of the pile set-up parameter, A, using the ANN 
models.  
Table 5.4.  The relative importance of ANN input variables 
Input Variables The relative importance of input variables (%) 
Over Consolidation Ratio, OCR  55.09 
Plasticity Index, PI  31.84 
Undrained Shaer Strength, Su 13.06 
  
5.6 Limitations of ANN Models   
The ANN models were developed from a database collected from DOTD. The database of this 
study mostly represents clayey soils in Louisiana. Thus, the proposed ANN models should perform 
well for clayey soils of Louisiana, and other locations with similar geological conditions. However, 
it is recommended to follow the following guidelines at the time of using the ANN models: 
a) It is to be noted that, the ANN can’t extrapolate efficiently beyond the range of the training 
data. Hence, the range of qt should be ≤ 175 tsf, the range of fs should be ≤ 3.75 tsf, the 
range of overburden pressure should be ≤ 10.26 tsf, the range of plasticity index, PI, should 
be ≤ 84, the range of undrained shear strength of soil, Su, should be ≤ 1.57 tsf, and the range 




b) The developed ANN models should be used only to predict the data for unknown sites 
without further training. If it’s trained again on the same training data, the prediction 
capability might not remain the same.  
c) Although a good agreement was observed between the measured pile set-up parameter, A, 
and the one predicted by ANN models, there remains some uncertainty in applying the 
model to soils from other geological origins and soils with substantially different properties 
since ANN doesn’t illustrate the prediction methodology.   
5.7 Conclusion  
The pile set-up parameter, A, was evaluated from CPT data alone and with several soil properties 
i.e. plasticity index, PI, undrained shear strength of soil, Su, over consolidation ratio, OCR. The 
analyses showed that the prediction of pile set-up parameter, A, without rigorous pile load tests 
can be of a satisfactory standard with the application of ANN. The combination of plasticity index, 
undrained shear strength of the soil and over consolidation ratio as input parameters in ANN turned 
out to be the most fruitful in the prediction of pile set-up parameter, A. The developed model can 












 CHAPTER 6 .   CONCLUSIONS AND RECOMMENDATIONS 
In this research work the undrained shear strength (su) of the clayey soils, the ultimate pile capacity, 
and the pile set-up parameter were evaluated from the CPT/PCPT data and some other soil 
properties namely, LL, PL, PI, OCR, etc. using the Artificial Neural Network (ANN). The obtained 
findings and recommendations for future research will be described in this chapter. 
6.1 Undrained Shear Strength of Soil 
6.1.1 Conclusions 
Artificial Neural Network (ANN) was used in this study to explore the potential of using Artificial 
Intelligence (AI) to accurately estimate the undrained shear strength of the soil. A database 
consisting of CPT/PCPT data along with corresponding soil boring and laboratory test data from 
70 test sites located in 14 different parishes of Louisiana was used in this study. Six types of ANN 
models with different combinations of input parameters (LL, PL, and σvo in conjunction with CPT 
parameters qt-avg, fs-avg) were explored to obtain the best model regarding the prediction of Su. For 
each ANN model type, different architectures (different number of hidden layers and different 
nodes per hidden layer) were tried to enhance the performance. Sensitivity analysis was performed 
to assess the relative importance of the CPT input parameters of the best-performed model. Also, 
the results of ANN models were compared with the results of the widely used empirical equation 
by Lunne and Kleven [6]  using the same validation data. Based on the findings of this study, the 
following conclusions can be drawn: 
a) Almost all the developed ANN model types were able to estimate the measured 
undrained shear strength of soil with good to excellent accuracy. Type 1 ANN model 
2-6-4-1 with only CPT parameters (qt-avg, fs-avg) as input, generated satisfactory 




Su. However, with the inclusion of an easily obtainable soil property, effective 
overburden pressure, σvo, as input, Type 2 ANN model 3-8-1 (input parameters: qt-avg, 
fs-avg, and σvo) turned out to be the best performed ANN model of this study acing all 
the evaluation criteria (validation phase: R2 =0.84, 𝜆 = 1.01, RMSE = 340.73 psf, COV 
= 0.26). Besides, ANN model 5-4-3-1 of Type 6 (qt-avg, fs-avg, σvo, LL and PL as input 
parameters) also showed promising Su prediction result (validation phase RMSE = 
0.352.49 psf, r = 0.92, R2 = 0.84, Mean 𝜆 = 0.98 and COV = 0.31) which is better than 
that of Type 1 ANN model. From the results, therefore, it is obvious that the ANN 
algorithm can be successfully implemented to estimate the undrained shear strength of 
soil from CPT data. 
b) The results of ANN analyses showed that using the combination of few soil properties 
i.e. LL, PL and σvo as inputs, along with average corrected tip resistance, qt-avg, and 
average sleeve friction, fs-avg, facilitates the ANN model to better grasp the relation 
between input parameters and the output, measured undrained shear strength of the soil. 
c) Sensitivity analysis of the ANN Type 2 model 3-8-1 showed that the average corrected 
cone tip resistance, qt-avg, has relatively the highest importance among the three input 
parameters (qt-avg, fs-avg, and σvo). However, the percentages of the considerable relative 
importance of all three inputs parameters infer that qt-avg, fs-avg, and σvo play a significant 
role in better interpretation of the undrained shear strength of soil using the ANN 
models. 
d) The comparison of prediction capability of Su between the best-performed ANN model 
(3-8-1) and the widely implemented empirical equation by Lunne and Kleven (1981) 




performance of conventional empirical methods in the estimation of the undrained 
shear strength of the soil.  
e) Finally, the estimation of the undrained shear strength of the soil is cumbersome in 
many cases due to difficulty in obtaining undisturbed soil samples and performing the 
relatively strenuous Triaxial test. Although the problem is solved in mathematical 
models, these involve correlation equations that require different assumptions and 
judgments. On the contrary, the ANN uses only the data from previous experience and 
training without incorporating any assumption or hypothesis. Besides, the ANN models 
can be continuously updated with time to achieve more accurate estimation results, if 
new input data is available.  
6.1.2 Recommendations 
a) The ANN models developed in this thesis are based on data acquired from all over 
Louisiana. Therefore, it is suggested to apply the develop models within Louisiana soils 
with certain data ranges, and for soils with similar engineering characteristics due to the 
reason that ANN can’t extrapolate efficiently beyond the range of the training data. 
Hence, the range of qt should be ≤ 100000 psf, the range of fs should be ≤ 4000 psf and 
the range of σvo should be ≤9 18000 psf, and the range of soil collection depth should be 
between 4 feet (1.2 meters) to 110 feet (33.5 meters).  
b) The developed ANN models should be used only to predict the data for unknown sites 
without further training. If it’s trained again on the same training data, the prediction 
capability might not remain the same.  
c) The database used in this study did not include pore pressure measurement in the cone. 




laboratory tests, such as consolidated undrained (cu) triaxial tests, consolidation tests, 
hydraulic conductivity tests, and detailed gradation tests are recommended for the future 
to improve the prediction capability of ANN models.  
a) Finally, it’d have been amazing if the ANN could be trained with a database could cover 
all the US states. Therefore, for further research, it is suggested to collect more data and 
train the ANN model accordingly. Training with the new additional data will further 
increase the generalization capability of the ANN model. In that way, the developed 
ANN model can be applied to any site location in the evaluation of the undrained shear 
strength of the soil.   
6.2 Ultimate Pile Capacity 
6.2.1 Conclusions 
Artificial Neural Network (ANN) was used in this study to explore the potential of using Artificial 
Intelligence (AI) to accurately estimate the ultimate capacity of driven PPC piles. A database of 
80 pile load tests along with the corresponding CPT profiles collected from 34 different project 
sites in Louisiana was used in this study. Six types of ANN models with different input parameters 
for pile side capacity (i.e., using qt alone, using fs alone, or using both) and different influence 
zones for pile end bearing capacity (i.e., 4B below to 4B above pile toe and 4B below to 8B above 
pile toe) were explored. For each ANN model type, different architectures (different numbers of 
hidden layers and different nodes per hidden layer) were tried to obtain the best-performed ANN 
model(s). Sensitivity analyses were performed to assess the relative importance of the CPT input 
parameters. In addition, the results of ANN models were compared with the results of top-




and UF methods, using the same validation data. Based on the findings of this study, the following 
conclusions can be drawn: 
a) All developed ANN model types were able to estimate the measured ultimate capacity of 
the 80 pile load tests with good to excellent accuracy. Type 4 ANN model 9-7-7-1 (fs was 
used for side capacity, influence zone for end bearing: 4B below to 8B above pile toe) is 
considered the best ANN model based on validation phase (  = 0.99, RMSE = 22.49, COV 
= 0.15). However, based on testing and validation phases, Type 5 ANN model 14-9-3-1 
(both qt and fs were used for side capacity, influence zone for end bearing: 4B below to 4B 
above pile toe) can be considered the best-performed model in estimating the ultimate pile 
capacity ( av = 0.96, RMSEav = 21.53, COVav = 0.12). The ANN algorithm can be 
successfully implemented to estimate the ultimate pile capacity from CPT data. 
b) The results of ANN analyses showed that using the combination of average corrected tip 
resistance, qt, avg, and average sleeve friction, fs, avg, to evaluate the pile’s side capacity gives 
better ANN prediction models.  
c) Sensitivity analysis of the ANN Type 5 model 14-9-3-1 showed that the average corrected 
cone tip resistance below pile tip, qt-tip, 4B below, has relatively the highest importance 
parameter among all CPT input data. The average sleeve friction along pile shaft, fs-avg, has 
higher importance than the average corrected tip resistance along pile shaft, qt-avg. 
However, the percentages of the relative importance of the four CPT parameters 
demonstrated that all the CPT parameters are important in estimating the ultimate pile 
capacity using ANN models.  
d) The comparison between the best-performed ANN models (9-7-7-1 and 14-9-3-1) and the 




methods), using the same validation data, clearly depicted that the ANN model outweighed 
the performance of the pile-CPT methods for estimating the ultimate pile capability, with 
lower RMSE and lower COV.  
e) Also, the comparison based on LRFD analysis between the best-performed ANN model 9-
7-7-1 and 14-9-3-1 and the direct pile-CPT methods, using the whole data set and 
validation data, demonstrated higher resistant factor and superior efficiency for the ANN 
models in the evaluation of ultimate pile capacity. 
f) Finally, the estimation of pile capacity is cumbersome in many cases due to the lack of a 
complete understanding of the physical problem. In mathematical models, the problem is 
solved using correlation equations that involve different assumptions and judgments. On 
the contrary, the ANN uses only the data and previous experience and training without 
incorporating any assumption or hypothesis. Besides, the ANN models can be continuously 
updated with time to achieve more accurate estimation results, if new pile load test data are 
available. 
6.2.2 Recommendations 
b) Since almost all the pile load tests were conducted in Louisiana and the ANN can’t 
extrapolate efficiently beyond the range of the training data, the range of qt should be ≤ 
300 tsf, the range of fs should be ≤ 3.2 tsf, the range of pile width should be ≤ 30 in, and 
the pile load capacity should be less than 678 tons.  
c) Also, since the analyses were conducted on squared driven piles only, it is not 





d) The developed ANN models should be used only to predict the data for unknown sites 
of piles without further training. If it’s trained again on the same training data, the 
prediction capability might not remain the same.  
e) It’d have been better if the ANN could be trained with pile load test data from all around 
the US and for different types and shapes of piles. Therefore, for further research, it is 
suggested to collect more data and train the ANN model accordingly. Training with the 
new additional data will further increase the generalization capability of the ANN model. 
In that way, the developed ANN model can be applied to any site location in the 
evaluation of ultimate pile capacity.   
f) Also, more attention should be given to frequently calibrate the components that measure 
the tip resistance or the sleeve friction of cone to increase the accuracy and performance 
of CPT/PCPT data. 
6.3 Pile Set-Up Parameter 
6.3.1 Conclusions 
An endeavor was made in this study to interpret the pile set-up parameter, A so that an estimation 
od pile set-up can be made to evaluate the ultimate capacity of driven PPC piles. Artificial Neural 
Network (ANN) was used in this study to explore the potential of using Artificial Intelligence (AI) 
in the evaluation of pile set-up. A database of 12 pile load tests along with the corresponding CPT 
profiles and soil boring logs from different project sites in Louisiana was used in this study. Two 
types of ANN models with different input parameters i.e. corrected cone tip resistance, qt, cone 
skin friction, fs, effective overburden pressure, plasticity index, PI, undrained shear strength of 
soil, Su, and over consolidation ratio, OCR was explored. For each ANN model type, different 




to obtain the best-performed ANN model(s). Sensitivity analyses were performed to assess the 
relative importance of the input parameters. Based on the findings of this study, the following can 
be concluded: 
a) All developed ANN model types were able to estimate the pile set-up parameter, A, 
with good to excellent accuracy. Type 2 ANN model 3-3-1 ( input parameter: plasticity 
index, PI, undrained shear strength of soil, Su, and over consolidation ratio, OCR) can 
be considered the best ANN model based on validation phase (RMSE = 0.03, r = 0.96, 
R2 = 0.91, Mean 𝜆 = 0.99 and COV = 0.11). It is obvious from the results that the ANN 
algorithm can be successfully implemented to estimate the pile set-up parameter, A. 
b) The results of ANN analyses showed that using the combination soil properties 
(plasticity index, PI, undrained shear strength of soil, Su, and over consolidation ratio, 
OCR) as input parameter gives better ANN prediction models compared to that of CPT 
data.  
c) Sensitivity analysis of the ANN Type 2 model 3-3-1 showed that the over consolidation 
ratio, OCR has relatively the highest importance parameter among the input 
parameters. Plasticity Index, PI, also possesses significant importance in the 
interpretation of pile set-up parameter, A. However, the percentages of the considerable 
relative importance of all the three inputs parameters infers that soil properties play a 
significant role in better interpretation of the pile set-up parameter, A, using the ANN 
models.  
d) The comparison of the prediction capability of the set-up parameter, A, between the 
ANN models and the published empirical equations using the same data set depicts 




e) Finally, the estimation of the pile set-up parameter, A, is cumbersome in many cases 
due to the lack of complete understanding of the physical problem and the involvement 
of expensive tests. In mathematical models, the problem is solved using correlation 
equations that involve different assumptions and judgments. On the contrary, the ANN 
uses only the data and previous experience and training without incorporating any 
assumption or hypothesis. Besides, the ANN models can be continuously updated with 
time to achieve more accurate estimation results, if new pile set-up data is available. 
6.3.2 Recommendations 
a) Since all the project sites were located in Louisiana and the ANN can’t extrapolate 
efficiently beyond the range of the training data, the range of qt should be ≤ 175 tsf, 
the range of fs should be ≤ 3.75 tsf, the range of overburden pressure should be ≤ 
10.26 tsf, the range of plasticity index, PI, should be ≤ 84, the range of undrained 
shear strength of soil, Su, should be ≤ 1.57 tsf, and the range of over consolidation 
ratio, OCR, should be ≤ 3.05. 
b) Also, since the analyses were conducted on squared driven piles only, it is not 
recommended to be used for the evaluation of pile set-up of other pile types with 
different shapes. 
c) The developed ANN models should be used only to predict the data for unknown 
sites of piles without further training. If it’s trained again on the same training data, 
the prediction capability might not remain the same.  
d) It would have been better if the ANN could be trained with pile set-up data from all 
around the US and for different types and shapes of piles. Therefore, for further 




Training with the new additional data will further increase the generalization 
capability of the ANN model. In that way, the developed ANN model can be applied 
to any site location in the evaluation of ultimate pile capacity.   
e) Furthermore, the inclusion of soil sensitivity as an input parameter could have 
increased the prediction capability of the AAN models to a great extent since several 
relations had been reported in the literature between soil sensitivity and set-up 
parameter. Unfortunately, due to a lack of data, this study could not accommodate 
that. Hence, for further research, it is also suggested to consider soil sensitivity as an 







































24.21 1.83 50.00 16.00 0.39 3500.00 
14.93 0.96 76.00 27.00 0.65 1370.00 
24.65 1.26 42.00 24.00 1.25 3060.00 
54.44 2.51 53.00 42.00 2.04 5870.00 
17.28 0.86 22.00 9.00 0.41 2320.00 
1.18 0.10 93.00 27.00 0.48 80.00 
15.54 0.85 75.00 32.00 0.73 1450.00 
13.92 0.79 92.00 39.00 0.79 1300.00 
14.14 0.79 31.00 23.00 0.84 1440.00 
16.52 0.69 73.00 33.00 1.35 1310.00 
12.31 0.43 79.00 28.00 1.45 1100.00 
13.20 0.46 71.00 26.00 1.63 1330.00 
10.84 0.21 47.00 23.00 1.80 1360.00 
10.78 0.23 75.00 34.00 1.92 1460.00 
14.40 0.46 52.00 22.00 2.19 1310.00 
14.25 0.34 65.00 25.00 2.32 2240.00 
17.18 0.33 34.00 21.00 2.47 1790.00 
18.90 0.49 33.00 17.00 2.62 2160.00 
19.02 0.61 48.00 25.00 0.75 2280.00 
23.05 1.25 42.00 26.00 0.91 1580.00 
27.44 1.21 59.00 29.00 1.07 2750.00 
18.50 0.50 78.00 37.00 1.87 2670.00 
18.57 0.63 91.00 35.00 2.00 1350.00 
15.15 0.40 78.00 36.00 2.12 1830.00 
























19.53 0.50 100.00 41.00 2.34 1550.00 
13.69 0.71 65.00 28.00 0.70 1700.00 
25.27 1.29 79.00 33.00 1.14 2510.00 
19.05 0.92 82.00 40.00 1.96 1960.00 
31.07 0.95 57.00 37.00 3.07 2410.00 
17.78 0.50 62.00 36.00 3.32 2530.00 
24.90 0.51 47.00 32.00 3.60 1950.00 
27.98 0.34 70.00 36.00 3.73 2710.00 
13.68 1.09 37.00 24.00 0.03 1190.00 
14.38 0.49 48.00 28.00 0.66 1560.00 
15.27 0.59 42.00 27.00 0.76 1860.00 
18.49 0.60 31.00 20.00 0.86 1760.00 
19.21 0.51 37.00 26.00 1.59 1470.00 
17.32 0.43 89.00 38.00 1.99 1520.00 
19.84 0.54 42.00 25.00 2.13 1590.00 
22.27 0.47 63.00 29.00 2.27 1930.00 
18.50 0.51 67.00 33.00 2.40 1620.00 
19.48 0.39 76.00 42.00 2.80 1600.00 
22.37 0.43 41.00 31.00 3.31 1340.00 
30.85 0.62 71.00 38.00 3.57 2130.00 
7.65 0.36 54.00 26.00 0.37 970.00 
7.15 0.27 34.00 23.00 1.41 460.00 
8.73 0.31 60.00 23.00 1.97 990.00 
9.57 0.34 35.00 24.00 2.22 810.00 
13.19 0.45 35.00 22.00 2.61 690.00 
9.10 0.90 41.00 26.00 0.18 2070.00 
























8.12 0.36 46.00 20.00 0.61 720.00 
10.07 0.58 61.00 25.00 0.85 1070.00 
10.36 0.42 71.00 35.00 0.97 1830.00 
5.34 0.31 91.00 29.00 1.14 880.00 
7.45 0.38 42.00 30.00 1.32 550.00 
10.95 0.45 47.00 21.00 1.43 850.00 
10.64 0.38 61.00 33.00 1.55 1100.00 
13.95 0.59 70.00 29.00 2.94 1110.00 
15.85 0.24 31.00 18.00 2.69 825.00 
7.43 0.07 82.00 29.00 0.57 814.53 
17.21 0.47 47.00 24.00 1.75 2548.02 
16.43 0.39 39.00 18.00 2.22 1566.41 
21.16 0.46 45.00 20.00 2.56 1817.03 
23.33 0.67 48.00 20.00 1.72 3425.21 
21.36 0.48 47.00 24.00 2.18 1524.63 
2.37 0.14 32.00 23.00 0.02 470.04 
3.51 0.14 36.00 25.00 0.26 520.06 
4.69 0.17 39.00 26.00 0.36 630.03 
5.64 0.20 40.00 27.00 0.50 590.03 
7.52 0.54 44.00 28.00 1.27 439.96 
2.25 0.13 32.00 23.00 0.20 470.13 
4.31 0.17 39.00 26.00 0.30 630.15 
6.46 0.16 40.00 27.00 0.35 590.14 
22.29 0.38 85.00 34.00 0.64 1530.30 
6.58 0.24 81.00 50.00 1.67 450.00 
8.71 0.26 60.00 29.00 2.00 890.00 
























10.45 0.27 79.00 29.00 2.27 1160.00 
10.66 0.28 76.00 33.00 2.43 1000.00 
11.21 0.26 83.00 28.00 2.53 970.00 
11.28 0.27 93.00 29.00 1.36 980.00 
15.46 0.39 71.00 37.00 1.48 1400.00 
12.12 0.39 69.00 30.00 2.79 850.00 
4.34 0.45 100.00 44.00 1.72 160.00 
9.19 0.45 90.00 24.00 1.98 690.00 
4.62 0.45 49.00 23.00 0.14 1050.00 
4.60 0.25 35.00 23.00 0.43 460.00 
11.86 0.29 93.00 29.00 1.35 980.00 
9.24 0.45 71.00 17.00 1.47 1400.00 
6.22 0.32 51.00 23.00 1.65 710.00 
6.99 0.34 68.00 10.00 1.81 770.00 
11.25 0.36 95.00 36.00 2.10 1050.00 
10.78 0.39 69.00 30.00 2.59 850.00 
23.11 0.49 88.00 45.00 3.11 1400.00 
10.30 0.43 48.00 31.00 0.81 1390.00 
11.11 0.40 25.00 18.00 0.97 860.00 
5.32 0.38 98.00 33.00 0.86 958.33 
4.78 0.25 49.00 24.00 1.12 520.83 
23.80 1.00 62.00 27.00 1.73 3625.00 
24.70 1.01 41.00 21.00 2.04 3895.83 
15.63 0.60 86.00 33.00 2.51 1708.33 
4.89 0.38 87.00 37.00 0.55 1583.33 
3.58 0.19 69.00 27.00 0.94 833.33 
























17.24 0.68 91.00 32.00 1.76 1916.67 
15.28 0.48 33.00 22.00 2.16 1354.17 
19.45 0.52 52.00 40.00 2.27 1229.17 
16.44 0.45 41.00 22.00 2.39 1458.33 
19.88 0.60 66.00 24.00 2.67 1645.83 
12.99 0.26 48.00 25.00 0.15 1660.00 
10.48 0.49 45.00 21.00 0.44 2220.00 
13.30 0.29 31.00 17.00 1.00 2490.00 
8.15 0.22 39.00 22.00 1.70 710.00 
10.61 0.19 56.00 30.00 1.85 1210.00 
24.71 0.61 94.00 39.00 2.00 2390.00 
22.96 0.77 73.00 33.00 2.14 2220.00 
20.61 0.87 52.00 24.00 2.30 3660.00 
20.03 0.67 82.00 38.00 2.47 1650.00 
24.22 1.03 44.00 21.00 2.64 3580.00 
26.63 1.40 51.00 25.00 2.81 4700.00 
27.39 1.06 44.00 26.00 3.32 5670.00 
28.03 1.02 61.00 31.00 3.49 5250.00 
32.04 0.84 55.00 27.00 3.64 3450.00 
21.68 0.72 73.00 32.00 0.93 1670.00 
24.94 1.19 49.00 27.00 1.58 5250.00 
22.73 1.20 56.00 27.00 1.75 4330.00 
5.36 0.08 73.00 32.00 0.62 540.00 
5.34 0.09 108.00 38.00 0.69 540.00 
5.12 0.14 102.00 37.00 0.75 570.00 
5.65 0.07 67.00 26.00 1.01 580.00 
























6.77 0.08 68.00 22.00 1.33 810.00 
7.67 0.09 80.00 40.00 1.49 860.00 
9.02 0.10 33.00 18.00 1.70 580.00 
10.74 0.02 42.00 22.00 1.78 940.00 
9.87 0.06 99.00 27.00 1.95 1440.00 
11.40 0.11 88.00 24.00 2.16 1280.00 
11.68 0.12 39.00 16.00 2.30 980.00 
25.11 0.27 44.00 20.00 2.61 1540.00 
23.07 0.20 70.00 20.00 2.85 3420.00 
25.83 1.23 51.00 19.00 1.36 2700.00 
8.00 0.40 54.00 21.00 0.22 850.00 
9.11 0.15 54.00 30.00 1.29 740.00 
7.46 0.15 46.00 21.00 0.24 1540.00 
7.87 0.22 56.00 20.00 0.59 970.00 
13.52 0.16 48.00 21.00 2.04 840.00 
15.61 0.30 51.00 22.00 2.39 1160.00 
19.79 0.30 60.00 23.00 2.79 1570.00 
8.65 0.39 105.00 30.00 2.90 690.00 
8.65 0.28 58.00 24.00 3.24 680.00 
9.24 0.46 48.00 20.00 3.64 440.00 
5.41 0.43 89.00 28.00 1.70 480.00 
11.07 0.43 88.00 29.00 1.93 630.00 
8.14 0.38 53.00 21.00 2.15 660.00 
6.94 0.52 37.00 24.00 2.35 410.00 
6.75 0.41 70.00 19.00 0.24 930.00 
7.96 0.26 105.00 30.00 1.93 690.00 
























7.10 0.28 50.00 28.00 0.60 820.00 
6.00 0.31 51.00 27.00 0.78 750.00 
8.92 0.26 56.00 32.00 0.87 990.00 
7.08 0.22 83.00 42.00 1.39 820.00 
7.88 0.19 78.00 35.00 1.49 710.00 
7.89 0.22 50.00 33.00 1.56 530.00 
8.16 0.22 88.00 50.00 1.62 970.00 
7.94 0.21 79.00 25.00 1.03 570.00 
11.48 0.21 51.00 20.00 3.05 490.00 
8.95 0.27 133.00 42.00 2.67 840.00 
7.76 0.30 83.00 31.00 3.00 610.00 
10.18 0.22 113.00 34.00 3.35 580.00 
8.10 0.39 62.00 23.00 1.38 820.00 
11.33 0.37 84.00 25.00 1.56 830.00 
12.94 0.64 45.00 22.00 0.28 2040.00 
11.88 0.78 45.00 27.00 0.47 1700.00 
11.49 0.63 43.00 23.00 0.62 1590.00 
10.28 0.55 67.00 31.00 0.79 1460.00 
5.83 0.22 60.00 28.00 0.98 1150.00 
6.72 0.15 32.00 23.00 1.26 700.00 
7.63 0.17 79.00 38.00 1.34 860.00 
10.42 0.19 66.00 36.00 1.41 1360.00 
12.56 0.40 42.00 24.00 1.63 1130.00 
13.39 0.37 42.00 25.00 1.80 870.00 
10.15 0.38 84.00 39.00 2.07 1040.00 
13.37 0.39 63.00 39.00 2.18 1210.00 
























21.47 1.40 30.00 23.00 0.64 2600.00 
19.87 1.37 48.00 31.00 0.80 2020.00 
19.67 1.09 54.00 32.00 0.87 2890.00 
12.33 0.63 56.00 30.00 1.04 2210.00 
8.30 0.35 49.00 31.00 1.14 1580.00 
7.82 0.27 46.00 27.00 1.23 1050.00 
7.47 0.27 49.00 27.00 1.32 1030.00 
7.88 0.26 47.00 29.00 1.43 660.00 
9.07 0.27 40.00 23.00 1.57 950.00 
9.84 0.27 51.00 23.00 1.70 1080.00 
12.90 0.39 51.00 23.00 1.96 1090.00 
7.85 0.51 52.00 17.00 0.23 1490.00 
7.54 0.18 52.00 23.00 1.24 700.00 
9.68 0.17 43.00 22.00 1.46 860.00 
11.60 0.53 46.00 21.00 1.65 810.00 
12.01 0.34 48.00 20.00 2.05 760.00 
15.60 0.62 73.00 24.00 2.25 920.00 
14.09 0.30 65.00 23.00 2.43 1000.00 
7.00 0.50 65.00 22.00 0.26 1090.00 
7.43 0.48 66.00 23.00 0.62 810.00 
6.32 0.38 44.00 24.00 0.80 500.00 
7.15 0.32 63.00 17.00 1.00 670.00 
8.74 0.40 72.00 22.00 1.52 630.00 
8.76 0.41 38.00 23.00 1.98 730.00 
11.51 0.33 71.00 23.00 2.33 1130.00 
17.92 0.58 76.00 22.00 2.86 990.00 
























4.66 0.28 66.00 23.00 0.31 810.00 
7.56 0.41 63.00 17.00 0.82 670.00 
5.78 0.17 72.00 22.00 1.28 630.00 
6.55 0.29 39.00 25.00 1.41 550.00 
9.79 0.41 57.00 22.00 1.99 560.00 
7.43 0.20 55.00 23.00 2.40 350.00 
11.91 0.42 51.00 21.00 2.80 1160.00 
8.78 0.38 52.00 28.00 1.28 550.00 
7.88 0.42 37.00 26.00 1.55 550.00 
9.10 0.31 63.00 29.00 1.80 540.00 
8.47 0.38 38.00 24.00 1.97 440.00 
8.92 0.39 76.00 36.00 2.21 810.00 
3.26 0.32 44.00 24.00 0.68 500.00 
5.00 0.22 72.00 22.00 1.34 630.00 
5.97 0.26 50.00 24.00 1.52 620.00 
8.86 1.14 82.00 29.00 2.14 680.00 
8.23 0.30 45.00 23.00 2.31 420.00 
9.19 0.21 80.00 27.00 2.46 690.00 
10.92 0.24 42.00 19.00 2.85 540.00 
11.88 0.23 85.00 28.00 3.03 1200.00 
12.04 0.34 72.00 26.00 3.17 500.00 
5.79 0.26 47.00 24.00 0.97 380.00 
14.37 0.36 75.00 27.00 2.22 1050.00 
3.99 0.20 39.00 18.00 1.08 260.00 
6.96 0.24 90.00 30.00 2.05 510.00 
11.42 0.38 124.00 39.00 2.96 1520.00 
























14.08 0.45 93.00 32.00 1.83 890.00 
16.52 0.52 81.00 29.00 2.42 1000.00 
20.10 0.47 48.00 20.00 2.83 970.00 
15.27 0.37 62.00 26.00 3.00 960.00 
3.36 0.22 90.00 40.00 0.67 340.00 
22.10 0.81 77.00 37.00 1.83 2080.00 
17.85 0.56 82.00 36.00 1.97 2200.00 
20.11 0.37 58.00 31.00 2.10 2730.00 
2.41 0.25 83.00 36.00 0.57 370.00 
3.85 0.27 94.00 41.00 0.76 360.00 
5.99 0.25 56.00 35.00 0.97 770.00 
24.53 0.90 77.00 34.00 1.85 2390.00 
17.61 0.47 81.00 39.00 1.98 1370.00 
17.45 0.40 63.00 32.00 2.11 1090.00 
29.94 0.92 68.00 35.00 2.53 3280.00 
3.85 0.21 71.00 37.00 0.13 570.00 
2.30 0.11 88.00 36.00 0.65 120.00 
19.22 0.71 66.00 29.00 1.72 1470.00 
16.21 0.52 73.00 25.00 1.85 2420.00 
14.63 0.38 85.00 29.00 1.99 1560.00 
21.78 0.42 57.00 32.00 2.25 1460.00 
32.86 1.02 79.00 25.00 2.51 2280.00 
27.80 0.67 42.00 15.00 2.66 2140.00 
2.46 0.20 100.00 32.00 0.19 350.00 
1.59 0.11 75.00 36.00 0.30 100.00 
2.28 0.12 56.00 23.00 0.52 130.00 
























20.90 0.57 61.00 23.00 1.92 1780.00 
18.22 1.00 41.00 19.00 0.14 2250.00 
15.90 0.75 61.00 23.00 0.69 2320.00 
15.92 0.87 61.00 23.00 0.96 2320.00 
20.43 0.87 61.00 23.00 1.16 2320.00 
15.06 0.18 61.00 23.00 1.28 2320.00 
18.68 0.30 61.00 23.00 1.39 2320.00 
18.28 0.53 24.00 12.00 1.76 2210.00 
15.27 0.56 51.00 28.00 0.27 1650.00 
17.26 0.85 60.00 29.00 0.46 1680.00 
12.91 0.69 70.00 36.00 0.59 1770.00 
10.11 0.46 87.00 42.00 0.67 1390.00 
7.96 0.26 85.00 39.00 0.74 660.00 
8.04 0.27 58.00 33.00 0.87 620.00 
9.48 0.39 86.00 41.00 0.94 750.00 
15.77 0.90 100.00 45.00 1.01 1240.00 
14.96 0.82 103.00 46.00 1.10 1360.00 
9.79 0.53 76.00 18.00 0.77 760.00 
17.31 1.10 32.00 20.00 1.24 1380.00 
8.66 0.22 49.00 29.00 0.15 870.00 
8.63 0.35 39.00 22.00 0.80 1250.00 
8.22 0.27 32.00 19.00 1.03 950.00 
9.53 0.28 70.00 35.00 1.19 1220.00 
8.63 0.26 88.00 41.00 1.32 1600.00 
19.36 0.64 43.00 23.00 1.68 1980.00 
29.85 0.62 52.00 29.00 1.84 4460.00 
























15.68 0.77 82.00 41.00 0.83 1270.00 
11.67 0.45 84.00 39.00 1.03 1680.00 
16.85 0.80 64.00 33.00 1.39 1510.00 
16.74 0.83 42.00 24.00 1.77 1700.00 
5.11 0.16 32.00 23.00 1.19 419.57 
5.74 0.16 39.00 26.00 1.39 562.97 
6.87 0.18 40.00 27.00 1.47 526.80 
6.03 0.15 69.00 31.00 1.64 375.01 
11.50 0.62 70.00 31.00 2.50 571.46 
14.58 0.53 85.00 34.00 2.10 1366.04 
3.43 0.14 55.00 25.00 0.30 260.00 
5.88 0.07 63.00 24.00 1.27 570.00 
8.67 0.14 76.00 32.00 1.44 740.00 
8.33 0.15 65.00 27.00 1.55 650.00 
6.92 0.13 51.00 21.00 1.66 410.00 
12.12 0.16 73.00 26.00 1.91 1290.00 
12.95 0.16 72.00 17.00 3.03 1610.00 
 






Average Corrected Cone Tip 
Resistances (tsf) 












54.20 24.00 27.80 20.19 40.33 34.67 11.21 11.84 11.94 10.48 265.00 
49.10 24.00 19.42 22.22 26.40 28.90 23.88 27.55 22.44 17.82 239.00 









Average Corrected Cone Tip 
Resistances (tsf) 












127.40 30.00 3.65 8.20 5.99 25.46 166.70 187.21 272.32 294.13 640.00 
61.00 24.00 29.28 21.55 32.86 31.40 44.08 44.08 50.78 19.31 275.00 
124.00 30.00 10.80 31.38 9.10 9.22 36.46 41.69 72.25 217.18 614.00 
121.70 30.00 10.88 12.27 15.65 11.54 56.38 66.03 115.24 242.88 665.00 
85.00 24.00 9.62 11.07 8.32 8.61 14.81 15.20 17.78 20.17 205.00 
63.70 14.00 8.59 6.80 4.28 8.32 47.18 50.98 45.43 44.88 127.00 
42.00 14.00 20.04 14.29 6.30 68.26 262.56 263.07 259.89 91.05 92.00 
81.90 14.00 13.54 30.16 205.6 10.37 13.02 13.54 13.96 17.92 149.50 
112.00 30.00 5.31 2.62 21.35 28.02 47.47 49.86 58.83 298.96 453.00 
87.00 24.00 12.16 11.31 14.64 28.73 31.43 35.95 24.58 31.82 309.00 
72.50 30.00 45.99 52.01 44.12 43.38 73.93 68.83 50.03 60.11 374.00 
35.00 24.00 8.53 4.39 5.25 3.22 5.96 4.38 5.83 7.46 82.50 
60.00 24.00 32.49 250.8 182.1 184.3 48.34 65.27 38.14 42.94 210.00 
39.00 24.00 20.85 1.59 2.35 4.63 3.01 3.64 3.26 8.21 66.00 
80.00 14.00 43.41 78.94 6.94 10.55 9.49 9.75 9.85 10.96 115.00 
70.00 14.00 2.64 22.17 14.22 17.42 6.43 4.75 4.67 3.96 55.00 
80.00 14.00 2.26 46.01 27.84 4.71 3.86 3.73 3.96 4.88 120.00 
80.97 14.00 5.60 44.22 13.04 8.21 10.88 9.46 10.09 11.77 116.00 
71.50 16.00 5.93 6.18 9.09 6.95 7.17 7.22 7.41 7.85 102.00 
98.70 16.00 3.77 8.91 9.83 10.21 11.12 11.07 11.55 22.02 169.00 
40.00 24.00 43.30 30.61 33.12 32.74 33.56 32.97 33.56 37.77 148.00 
47.00 24.00 14.12 13.48 35.45 104.4 264.38 20.00 22.03 53.91 134.00 
32.00 24.00 18.82 11.52 8.98 11.77 13.67 9.92 10.93 12.93 320.00 
34.25 24.00 9.48 11.33 11.31 71.14 66.13 10.13 10.82 10.50 270.00 
50.13 14.00 4.73 4.34 5.85 17.98 21.84 21.83 21.38 34.78 113.00 
85.00 30.00 6.26 6.34 14.14 19.24 22.34 21.05 24.44 81.95 360.00 









Average Corrected Cone Tip 
Resistances (tsf) 












66.00 30.00 17.91 33.39 19.08 16.53 20.74 21.25 20.36 25.87 460.00 
81.00 30.00 187.7 41.93 35.49 32.68 43.30 32.71 36.08 63.63 537.00 
72.00 30.00 19.95 3.38 47.51 20.64 30.09 29.57 26.61 23.78 458.00 
85.00 24.00 101.9 23.82 66.43 77.94 54.16 52.87 51.37 53.55 224.00 
105.00 24.00 64.90 20.61 73.07 88.39 107.31 109.01 103.62 107.33 258.00 
120.00 18.00 14.47 6.58 11.22 14.41 26.71 25.95 27.85 38.54 322.00 
52.00 24.00 132.0 143.8 153.9 248.5 159.03 199.19 164.62 171.34 275.00 
55.00 14.00 2.78 6.41 19.69 24.42 24.40 24.61 31.24 83.44 139.00 
40.40 14.00 2.63 3.78 10.92 19.83 22.98 23.14 21.68 26.28 133.50 
41.00 14.00 2.91 3.61 7.12 20.36 21.84 22.15 18.67 19.37 127.20 
77.00 14.00 8.13 6.34 21.82 14.09 40.00 48.34 70.48 42.00 159.00 
75.00 14.00 8.13 6.34 21.82 14.09 32.31 35.08 48.91 65.93 107.00 
80.50 14.00 5.66 7.38 8.65 16.62 14.54 14.21 13.93 18.13 117.00 
90.00 14.00 5.93 6.90 8.50 14.31 12.01 14.07 20.39 16.20 112.00 
112.50 30.00 10.10 6.62 10.71 11.23 32.08 32.30 44.39 39.49 316.50 
64.50 14.00 7.96 7.78 9.92 19.47 83.24 92.68 64.12 53.53 162.00 
69.85 16.00 5.60 5.12 8.05 7.94 9.47 9.50 8.10 8.56 94.00 
69.50 16.00 7.93 9.10 7.98 7.24 17.51 17.04 21.45 37.97 100.00 
89.70 30.00 6.56 10.99 47.12 80.59 61.61 63.10 54.64 31.45 490.00 
99.30 30.00 6.20 11.23 24.64 48.63 86.42 85.43 82.85 120.45 550.00 
113.00 30.00 8.28 9.74 14.15 8.02 59.10 70.25 129.11 208.51 545.00 
77.00 16.00 7.05 7.03 7.55 28.74 10.60 11.87 15.37 10.09 107.00 
68.00 14.00 6.62 7.13 7.80 10.70 12.29 12.52 12.90 14.28 104.00 
72.00 14.00 5.70 6.67 7.89 14.50 9.09 9.21 9.46 9.54 94.00 
77.50 14.00 6.87 5.93 7.67 13.85 8.37 7.50 8.00 15.23 97.00 
79.00 14.00 7.33 7.81 8.20 10.96 10.98 10.64 11.03 11.38 115.00 









Average Corrected Cone Tip 
Resistances (tsf) 












120.00 30.00 8.85 34.70 8.82 8.84 16.56 17.80 24.53 157.99 305.00 
64.00 14.00 5.12 10.99 18.77 49.20 98.20 107.97 112.35 110.05 191.00 
114.50 14.00 6.49 28.85 88.01 163.4 118.78 112.33 165.32 107.58 165.00 
75.50 14.00 14.06 2.16 5.04 27.64 30.48 26.37 26.83 26.73 139.00 
42.00 14.00 8.74 18.54 21.33 39.37 232.69 233.39 251.87 191.73 122.00 
77.87 14.00 94.42 102.0 106.2 7.82 76.13 99.51 39.98 29.35 150.00 
40.00 14.00 8.01 16.19 6.70 24.18 185.57 157.58 210.46 157.85 134.00 
81.20 14.00 16.38 13.35 168.2 9.53 15.75 18.20 22.84 19.27 143.00 
81.00 16.00 89.52 132.0 63.81 11.28 80.91 73.66 29.03 57.27 213.00 
79.29 14.00 41.65 93.48 32.36 28.98 38.19 37.90 20.43 29.58 171.00 
65.23 14.00 18.36 7.37 187.9 93.05 9.51 10.15 10.88 11.18 110.50 
104.05 30.00 8.84 14.48 52.86 26.86 48.86 48.71 53.56 48.52 465.00 
116.50 30.00 7.50 8.75 12.13 15.62 16.80 17.33 18.65 21.14 372.00 
70.00 14.00 7.42 11.48 9.10 13.70 14.68 14.00 13.83 21.32 91.00 
70.00 14.00 7.19 15.41 15.06 13.44 15.56 16.37 17.97 16.15 92.00 
59.00 14.00 11.08 7.31 8.15 10.53 14.45 14.34 15.41 12.49 63.00 
66.00 24.00 6.29 4.51 6.78 5.58 14.57 12.29 16.57 16.27 151.00 
58.50 14.00 23.33 15.33 12.38 14.49 17.12 17.05 17.19 37.88 95.00 
46.00 24.00 18.58 2.00 4.56 5.57 8.32 7.11 9.16 23.56 75.00 

























54.20 24.00 1.45 0.88 1.12 1.05 0.32 11.84 11.94 10.48 265.00 
49.10 24.00 0.78 1.00 1.05 0.95 0.77 27.55 22.44 17.82 239.00 
132.70 30.00 0.80 0.23 0.24 0.41 0.63 52.93 89.68 165.40 678.00 
127.40 30.00 0.24 0.34 0.32 0.52 1.92 187.21 272.32 294.13 640.00 
61.00 24.00 0.82 0.74 1.31 0.78 0.70 44.08 50.78 19.31 275.00 
124.00 30.00 0.32 0.60 0.28 0.28 0.72 41.69 72.25 217.18 614.00 
121.70 30.00 0.16 0.24 0.29 0.26 0.68 66.03 115.24 242.88 665.00 
85.00 24.00 0.42 0.35 0.31 0.32 0.46 15.20 17.78 20.17 205.00 
63.70 14.00 0.25 0.21 0.17 0.24 0.63 50.98 45.43 44.88 127.00 
42.00 14.00 0.42 0.17 0.10 0.49 3.18 263.07 259.89 91.05 92.00 
81.90 14.00 0.22 0.18 2.37 0.11 0.13 13.54 13.96 17.92 149.50 
112.00 30.00 0.20 0.10 0.43 0.66 0.93 49.86 58.83 298.96 453.00 
87.00 24.00 0.46 0.42 0.38 0.50 0.58 35.95 24.58 31.82 309.00 
72.50 30.00 0.12 0.38 0.58 0.45 0.45 68.83 50.03 60.11 374.00 
35.00 24.00 0.29 0.37 0.29 0.27 0.33 4.38 5.83 7.46 82.50 
60.00 24.00 0.45 1.32 1.41 1.18 0.92 65.27 38.14 42.94 210.00 
39.00 24.00 0.71 0.21 0.12 0.16 0.17 3.64 3.26 8.21 66.00 
80.00 14.00 0.67 1.01 0.29 0.27 0.28 9.75 9.85 10.96 115.00 
70.00 14.00 0.09 0.42 0.35 0.43 0.31 4.75 4.67 3.96 55.00 
80.00 14.00 0.27 0.93 0.76 0.40 0.42 3.73 3.96 4.88 120.00 
80.97 14.00 0.12 0.73 0.40 0.24 0.29 9.46 10.09 11.77 116.00 
71.50 16.00 0.24 0.22 0.31 0.35 0.33 7.22 7.41 7.85 102.00 
98.70 16.00 0.14 0.27 0.30 0.31 0.31 11.07 11.55 22.02 169.00 
40.00 24.00 0.88 0.86 0.92 1.09 0.59 32.97 33.56 37.77 148.00 
47.00 24.00 1.44 0.77 0.60 0.97 0.35 20.00 22.03 53.91 134.00 
32.00 24.00 0.98 0.71 0.63 0.48 0.67 9.92 10.93 12.93 320.00 





















50.13 14.00 0.35 0.29 0.29 0.91 0.97 21.83 21.38 34.78 113.00 
85.00 30.00 0.35 0.30 0.69 0.63 0.64 21.05 24.44 81.95 360.00 
63.00 30.00 0.31 0.35 0.43 0.46 0.92 31.86 37.64 15.60 418.00 
66.00 30.00 0.50 1.04 0.58 0.45 0.76 21.25 20.36 25.87 460.00 
81.00 30.00 2.25 0.88 1.33 0.99 1.46 32.71 36.08 63.63 537.00 
72.00 30.00 0.39 0.01 0.42 0.91 1.20 29.57 26.61 23.78 458.00 
85.00 24.00 0.45 0.35 0.65 0.74 0.57 52.87 51.37 53.55 224.00 
105.00 24.00 0.50 0.41 0.66 0.74 0.78 109.01 103.62 107.33 258.00 
120.00 18.00 0.22 0.09 0.08 0.12 0.25 25.95 27.85 38.54 322.00 
52.00 24.00 1.38 1.36 1.27 2.60 1.41 199.19 164.62 171.34 275.00 
55.00 14.00 0.11 0.19 0.85 1.15 1.14 24.61 31.24 83.44 139.00 
40.40 14.00 0.09 0.14 0.32 0.91 1.16 23.14 21.68 26.28 133.50 
41.00 14.00 0.09 0.13 0.24 1.02 1.21 22.15 18.67 19.37 127.20 
77.00 14.00 0.32 0.15 0.26 0.29 0.65 48.34 70.48 42.00 159.00 
75.00 14.00 0.32 0.15 0.26 0.29 0.56 35.08 48.91 65.93 107.00 
80.50 14.00 0.12 0.11 0.11 0.17 0.26 14.21 13.93 18.13 117.00 
90.00 14.00 0.31 0.41 0.33 0.31 0.42 14.07 20.39 16.20 112.00 
112.50 30.00 0.56 0.39 0.41 0.43 0.73 32.30 44.39 39.49 316.50 
64.50 14.00 0.37 0.23 0.23 0.38 1.04 92.68 64.12 53.53 162.00 
69.85 16.00 0.34 0.31 0.34 0.28 0.25 9.50 8.10 8.56 94.00 
69.50 16.00 0.36 0.25 0.20 0.22 0.35 17.04 21.45 37.97 100.00 
113.00 30.00 0.35 0.29 0.41 0.30 0.78 70.25 129.11 208.51 545.00 
77.00 16.00 0.29 0.32 0.32 0.49 0.35 11.87 15.37 10.09 107.00 
68.00 14.00 0.34 0.20 0.19 0.36 0.35 12.52 12.90 14.28 104.00 
72.00 14.00 0.46 0.36 0.40 0.42 0.42 9.21 9.46 9.54 94.00 
77.50 14.00 0.36 0.21 0.27 0.37 0.29 7.50 8.00 15.23 97.00 





















79.00 14.00 0.26 0.24 0.27 0.26 0.29 12.27 13.82 20.55 90.00 
120.00 30.00 0.30 0.64 0.28 0.26 0.43 17.80 24.53 157.99 305.00 
64.00 14.00 0.27 0.22 0.40 0.85 1.03 107.97 112.35 110.05 191.00 
114.50 14.00 0.24 0.52 1.07 1.94 1.51 112.33 165.32 107.58 165.00 
75.50 14.00 0.27 0.20 0.22 0.79 1.08 26.37 26.83 26.73 139.00 
42.00 14.00 0.32 0.13 0.16 0.21 2.41 233.39 251.87 191.73 122.00 
77.87 14.00 1.27 1.26 0.83 0.37 2.30 97.59 36.55 29.41 150.00 
40.00 14.00 0.32 0.32 0.26 0.39 2.43 157.58 210.46 157.85 134.00 
81.20 14.00 0.37 0.15 2.09 0.18 0.34 18.20 22.84 19.27 143.00 
81.00 16.00 1.27 1.26 0.83 0.37 2.10 73.66 29.03 57.27 213.00 
79.29 14.00 0.54 0.99 0.53 0.82 1.21 37.90 20.43 29.58 171.00 
65.23 14.00 0.32 0.13 1.96 1.34 0.21 10.15 10.88 11.18 110.50 
104.05 30.00 0.35 0.24 0.66 0.48 0.80 48.71 53.56 48.52 465.00 
116.50 30.00 0.22 0.31 0.41 0.51 0.53 17.33 18.65 21.14 372.00 
70.00 14.00 0.28 0.51 0.52 0.57 0.86 14.00 13.83 21.32 91.00 
70.00 14.00 0.31 0.18 0.21 0.67 0.84 16.37 17.97 16.15 92.00 
89.70 30.00 0.39 0.27 0.59 1.13 0.68 63.10 54.64 31.45 490.00 
99.30 30.00 0.34 0.18 0.32 0.73 1.26 85.43 82.85 120.45 550.00 
59.00 14.00 0.43 0.53 0.67 0.81 0.95 14.34 15.41 12.49 63.00 
66.00 24.00 0.33 0.27 0.29 0.23 0.40 12.29 16.57 16.27 151.00 
58.50 14.00 0.55 0.73 0.52 0.77 0.90 17.05 17.19 37.88 95.00 
46.00 24.00 0.64 0.20 0.15 0.17 0.20 7.11 9.16 23.56 75.00 
















35 1.16 3.00 0.15 
16 1.00 2.00 0.34 
30 1.57 2.00 0.29 
25 0.72 2.51 0.26 
18 1.12 2.48 0.12 
25 1.23 2.35 0.15 
4 1.05 1.29 0.14 
17 1.17 1.00 0.13 
37 0.85 3.05 0.27 
24 1.36 2.90 0.16 
16 1.36 2.67 0.17 
33 1.45 1.28 0.18 
35 0.79 1.91 0.26 
28 1.12 1.81 0.17 
19 1.11 1.77 0.22 
17 1.24 1.44 0.14 
37 0.51 2.86 0.29 
44 0.69 1.00 0.31 
75 0.57 1.00 0.48 
84 0.07 1.00 0.53 
51 0.26 1.00 0.40 















64 0.35 1.00 0.35 
19 1.11 1.77 0.22 
59 0.23 1.00 0.45 
44 0.38 1.00 0.37 
60 0.21 1.00 0.48 
65 0.11 1.00 0.42 
58 0.38 1.00 0.42 
39 0.40 1.00 0.36 
77 0.08 1.00 0.51 
65 0.11 1.00 0.44 
59 0.26 1.00 0.45 
73 0.38 1.00 0.42 
51 0.22 1.00 0.35 
59 0.26 1.00 0.35 
52 0.42 1.00 0.30 
73 0.38 1.00 0.34 
58 0.38 1.00 0.42 
26 0.78 1.00 0.22 
50 0.23 1.25 0.33 
21 0.37 1.00 0.36 
20 0.44 1.00 0.35 















50 0.23 1.25 0.28 
20 0.44 1.00 0.23 
39 0.40 1.00 0.23 
32 0.51 1.00 0.20 
35 1.16 3.00 0.15 
16 1.00 2.00 0.34 
30 1.57 2.00 0.29 
25 0.72 2.51 0.26 
18 1.12 2.48 0.12 
25 1.23 2.35 0.15 
4 1.05 1.29 0.14 
17 1.17 1.00 0.13 
37 0.85 3.05 0.27 
24 1.36 2.90 0.16 
16 1.36 2.67 0.17 
33 1.45 1.28 0.18 
35 0.79 1.91 0.26 
28 1.12 1.81 0.17 
19 1.11 1.77 0.22 
17 1.24 1.44 0.14 
37 0.51 2.86 0.29 















75 0.57 1.00 0.48 
84 0.07 1.00 0.53 

















27.67 0.59 0.55 0.13 
108.05 2.09 1.70 0.15 
37.22 1.66 2.03 0.34 
69.00 3.74 2.32 0.29 
13.15 0.55 1.45 0.26 
14.63 0.41 1.89 0.12 
23.02 0.83 2.16 0.10 
22.97 1.14 2.57 0.15 
23.60 1.31 2.98 0.15 
21.62 1.22 3.25 0.14 
22.89 1.03 3.53 0.13 
11.36 0.73 1.26 0.26 
18.44 1.12 1.59 0.26 
19.00 1.04 1.94 0.17 



















21.97 1.00 3.23 0.14 
18.96 0.69 3.61 0.26 
7.63 0.30 1.64 0.29 
8.21 0.46 2.62 0.29 
20.59 0.48 3.60 0.25 
13.95 0.44 4.59 0.31 
37.22 1.66 2.03 0.34 
27.00 1.16 10.27 0.22 
13.12 0.58 5.57 0.48 
15.44 0.67 6.56 0.36 
1.52 0.04 0.76 0.53 
4.34 0.15 1.50 0.51 
34.04 0.70 2.24 0.15 
8.30 0.16 2.98 0.40 
9.29 0.29 3.72 0.45 
11.20 0.31 4.51 0.41 
26.06 0.44 5.30 0.35 
22.97 1.14 2.57 0.15 
21.62 1.22 3.25 0.14 
14.40 0.30 6.07 0.44 
24.33 0.34 1.25 0.43 



















105.24 1.06 1.90 0.37 
174.62 2.02 2.03 0.08 
79.15 1.14 2.20 0.31 
8.71 0.22 2.65 0.07 
69.00 3.74 2.32 0.29 
8.04 0.20 2.83 0.37 
1.98 0.06 0.68 0.51 
3.29 0.10 1.47 0.44 
23.92 0.53 2.14 0.13 
7.72 0.29 3.64 0.48 
12.70 0.45 5.88 0.45 
14.64 0.47 6.67 0.41 
47.39 1.00 7.10 0.13 
15.04 0.49 7.41 0.42 
1.98 0.06 0.69 0.47 
23.60 1.31 2.98 0.15 
3.32 0.10 1.48 0.42 
6.70 0.19 2.85 0.35 
15.90 0.49 5.87 0.35 
14.64 0.47 6.67 0.30 
15.04 0.49 7.41 0.34 



















5.64 0.10 1.09 0.33 
173.33 1.72 6.76 0.23 
12.13 0.29 3.66 0.36 
13.73 0.36 5.16 0.35 
14.71 0.43 6.17 0.36 
80.24 1.54 7.10 0.24 
5.64 0.10 1.09 0.28 
34.54 0.63 2.21 0.15 
13.72 0.36 5.17 0.23 
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