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El negocio asegurador es el mejor conocedor de que las catástrofes ocurren, y 
que el impacto que estas tienen en la continuidad de un negocio puede ser nefas-
to si no se han tomado las medidas oportunas. 
 
Un plan de contingencias es necesario en cualquier negocio, pero cuando habla-
mos de seguros, pasa a ser imprescindible. Uno de los departamentos que más 
vulnerable es a estos hechos es el de IT. La mayoría de empresas tiene como 
mínimo un sistema de copias para evitar perdida de datos, pero muchas de ellas 
se olvidan que no solo la informática es necesaria para continuar el negocio. Sin 
las personas que componen el negocio asegurador en sí, no tiene sentido restau-
rar todo lo demás.Por esto, esta tesis se divide en dos: El plan de contingencias 
en IT, y el plan de contingencia en las áreas de negocio propiamente dichas. 
 
Resum 
El negoci assegurador és el millor coneixedor de que les catàstrofes ocorren, i 
que l’impacte que aquestes tenen en la continuïtat d’un negoci pot ser nefast si no 
s’han pres les mesures adequades. 
 
Un pla de contingències és necessari en qualsevol negocio, però quan parlem 
d’assegurances, passa a ser imprescindible. Un dels departaments que més vul-
nerable és a aquests fets és el de IT. La majoria d’empreses tenen com a mínim 
un sistema de copies per evitar pèrdua de dades, però moltes d’elles s’obliden 
que no només la informàtica és necessària per continuar el negoci. Sense les per-
sones que composen el negoci assegurador en sí, no te sentit restaurar la resta. 
Per tot això, aquesta tesi es divideix en dos: El pla de contingències en IT, i el pla 
de contingència en les àrees de negoci pròpiament dites. 
 
Summary 
The Insurance sector is the best knower that catastrophic events happen, and that 
its impact on business continuity could be disastrous if no countermeasures have 
been taken. 
 
A business continuity plan is necessary in any business, but when we are talking 
about insurance, it’s essential. The most vulnerable department to catastrophic 
events is the IT department. Almost all companies have at least a backup system 
to avoid data loss, but most of them forget that not only IT is necessary for busi-
ness continuity. Without people who work in the insurance business, it has no 
sense to restore all systems. That’s the reason to divide this study in two sections: 
business continuity plan for the IT department, and business continuity plan for the 
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El plan de contingencias 




Esta tesis quiere servir de guía para poder implantar un plan de contingencias en 
una empresa de seguros. 
 
Como lamentablemente se ha podido observar últimamente, hay que estar prepa-
rado para los grandes desastres. Incidentes como los atentados de las torres ge-
melas, el incendio del edificio Windsor,  o las grandes catástrofes naturales que 
asolan cada vez más frecuentemente el planeta han acabado con centenares de 
empresas por no estar preparadas para hacer frente a dichos desastres. 
 
Por todo esto, las empresas están tomando cada vez 
más conciencia de la importancia de los planes de 
contingencias. Muchas de las empresas más impor-
tantes que se hallaban en las torres gemelas, y que 
perdieron grandes cantidades de información, se han 
decantado ahora por sistemas de duplicidad de datos 
en diferentes áreas, para no verse afectadas por el 
mismo incidente en los dos sitios simultáneamente.  
 
Así, empresas como Merrill Lynch, que perdió los dos 
CPD’s que tenía en las torres gemelas, actualmente 
los tiene ubicados uno en Staten Island y el otro en 
Nueva York.  
 
Morgan Stanley es otro buen ejemplo de empresa de 
finanzas que posteriormente al 11-S duplicó sus sis-
temas en lugares más alejados uno del otro, ya que perdió gran parte de sus ar-
chivos en el mismo atentado. También ha instaurado sistemas de prueba de pla-
nes de contingencia ante la pérdida total de uno de sus centros como una rutina 
más en su negocio. 
 
1.1 El plan de contingencias 
 
Un plan de contingencias identifica la exposición de la organización a amenazas 
externas e internas, y sintetiza las medidas a tomar para prevenir y recuperarse 
de dichas amenazas en caso de producirse. El objetivo de dicho plan es el de 
asegurar la continuidad del negocio en caso de desastre. 
 
En otras palabras, el BCP (Business ContinuityPlanning) es una manera de traba-
jar para continuar con el negocio en caso de desastre. Ejemplos de desastre in-
cluyen eventos locales como incendios de edificios, eventos regionales como te-
10 
rremotos o inundaciones, o eventos nacionales, como enfermedades pandémicas. 
Además de todos estos, cualquier evento que potencialmente pueda provocar una 
perdida en la continuidad de negocio debe ser considerado, así como cualquier 
evento que afecte a un recurso del que depende el negocio, como falta de sumi-
nistros, perdida de infraestructuras críticas (como una maquinaria  específica, un 
servidor, una red), robos o vandalismo. Por todo esto, la administración de riesgos 
debe ser incorporada como una parte del BCP. 
 
Un ciclo completo de BCP da como resultado un manual impreso disponible como 
referencia antes, durante y después de les disrupciones. Su objetivo es reducir el 
impacto negativo del evento tanto en el ámbito de disrupción (que y quien se ve 
afectado) como en la duración (horas, días, meses…). 
 
Dicho ciclo se compone de 5 fases principales (Figura 1): 
 
1. Análisis 
2. Diseño de la solución 
3. Implementación 









Esta fase consiste de un análisis de impacto (BIA. Ver capítulo 2, Conceptos bási-
cos y nomenclatura), un análisis de amenazas y unos escenarios de impacto, y da 
como resultado la documentación de requerimientos. 
 
El análisis de amenazas consta de una lista de amenazas potenciales las cuales 
tengan pasos únicos de recuperación. Por ejemplo, no es lo mismo una recupera-
ción de un terremoto, donde probablemente haya que reconstruir o trasladar el 
negocio, a una enfermedad, donde no hay que reconstruir nada, sino buscar perfi-
les humanos para sustituir a los afectados. 
 
Por último se debe hacer una relación de escenarios de impacto. El terremoto an-




todos los servidores de la empresa, o podría afectar un centro de servicios, donde 
solo hay personal y ordenadores personales. En cada caso, el impacto y las ac-
ciones a realizar serian diferentes. 
 
Una vez completados estos pasos, se documenta todo para empezar las fases de 
diseño e implementación. 
 
Diseño de la solución 
 
El objetivo de esta fase es identificar las soluciones de recuperación ante desas-
tres más efectivas en cada caso, que cumplan los dos requerimientos principales 
del BIA (RPO y RTO). Ver capítulo 2, Conceptos básicos y nomenclatura). En el 
caso de las aplicaciones de TI, normalmente son: 
 
� Las mínimas aplicaciones y datos de aplicación requeridos para la conti-
nuidad del negocio 
� El plazo de tiempo en que tienen que estar disponibles dichas aplicaciones 
y datos. 
 
En el resto de unidades del negocio, será necesario contemplar como mínimo los 
siguientes puntos: 
 
� Perfiles de usuario necesarios para desarrollar las actividades mínimas im-
prescindibles para mantener la continuidad de negocio.  
� Instalaciones donde ubicar dichos perfiles. 
 
En esta fase también se diseña el circuito de alertas y disparo del plan de contin-




Es sencillamente la implementación de los elementos identificados en la fase de 
diseño. 
 
Pruebas y aprobación por parte de la organización 
 
El propósito de las pruebas es alcanzar la aprobación por parte de la organización 
de la solución de continuidad de negocio, demostrando que con el seguimiento de 
dicho plan se cumplen los requisitos impuestos por el negocio. Las pruebas pue-
den incluir: 
 
� Pruebas técnicas de traslado del negocio desde la ubicación primaria a la 
secundaria. 
� Pruebas técnicas de traslado del negocio desde la ubicación secundaria a 
la primaria. 
� Pruebas de aplicaciones 
� Pruebas de procesos de negocio. 
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Como mínimo, estas pruebas se hacen 1 o dos veces al año. Los problemas en-
contrados durante las pruebas, son incorporados a la fase de mantenimiento, y 




El proceso de mantenimiento se divide en 3 actividades periódicas. La primera 
actividad es la confirmación de la información contenida en el manual, concienciar 
a todo el personal y formar a las personas con roles identificados como críticos en 
caso de desastre. La segunda es probar y verificar las soluciones técnicas esta-
blecidas para las operaciones de recuperación. Por último, se prueba y verifican 
los procedimientos de recuperación de la organización documentados. Normal-
mente este proceso se repite una o dos veces al año. 
 
Es importante mantener la información actualizada puesto que la empresa cambia 
con el tiempo, y el BCP debe cambiar con ella para seguir siendo útil. Algunos de 
los cambios que deberían ser reflejados y actualizados en el manual son: 
 
� Cambios en las responsabilidades del personal 
� Cambios de personal 
� Cambios de clientes importantes y en sus datos de contacto 
� Cambios en proveedores y en sus datos de contactos 
� Cambios departamentales 
 
Según la empresa sobre la que se quiera implementar, habrá decisiones que no 
coincidirán con las propuestas en el modelo. No hay estrategias mejores que 
otras. En cada caso se podrán aplicar unas u otras según el entorno, los costes, 
etc. 
 
1.2 Estructura de la tesis 
 
Después de definir una serie de términos para poder comprender el resto del texto 
en el capítulo 2 (algunos de ellos ya apuntados en la descripción de un plan de 
negocio), se empezará a desglosar un plan de contingencia “modelo”, comentan-
do en cada punto la solución propuesta, y el porqué de la elección. 
 
Como se podrá observar, tanto el capítulo 3 como el capítulo 4 tienen la misma 
estructura, dado que se ha seguido el mismo procedimiento mencionado ante-
riormente, primero para las unidades de TI, y luego para el resto de procesos de 
negocio considerados críticos para la organización. 
 
En el capítulo 4 no se ha pretendido hacer un análisis exhaustivo de todas las 
unidades de negocio de una empresa de seguros. Estas variarán según la empre-
sa, sus prioridades y necesidades. Las que se muestran son un ejemplo, escogi-
das por sus particularidades, y extrapolar lo dicho aquí a otras unidades de nego-







2 Conceptos básicos y nomenclatura 
 
Este capítulo pretende ser una guía y una base para poder comprender el resto 
de capítulos de esta tesis.  
 
Debido a la imposibilidad de poner un orden en las definiciones, dado que muchas 
de ellas hacen referencia a otras definiciones, he decidido ponerlas en orden alfa-
bético, para facilitar su búsqueda. 
 
En algunos casos he “adaptado” las definiciones al tema de la tesis, dado que 




Un análisis de impacto de negocio da como resultado la diferenciación entre las 
funciones o actividades críticas y no críticas de la organización. Una función es 
considerada crítica si las implicaciones del daño a los afectados son inaceptables. 
La consideración de que una función sea o no crítica será modificada por el coste 
de establecer y mantener soluciones de recuperación apropiadas, tanto desde el 
punto de vista técnico como empresarial. Dicho de otro modo, si el coste de evitar 
la discontinuidad en la función es mayor que el valor que aporta la función al ne-
gocio, el proceso puede pasar a ser no crítico (ya que considerarlo crítico implica-
ría unos costes inaceptables para el negocio). Una función puede ser considerada 
crítica porque haya una ley que así lo establezca. 
 
Por cada función crítica, se asignan dos valores: 
  
� Recovery Point Objective (RPO): Latencia aceptable de datos que serán 
recuperados. 
� Recovery Time Objective (RTO): Cantidad de tiempo aceptable para res-
taurar la función. 
 
El RPO debe asegurar que la cantidad máxima aceptada de pérdida de datos pa-
ra cada actividad no sea excedida. El RTO debe asegurar que el período de dis-
continuidad de negocio máximo aceptado para cada actividad no sea excedido. 
 
El siguiente paso del BIA da como resultado los requerimientos de restauración 
para cada función crítica. Los requerimientos de restauración se dividen en reque-
rimientos de negocio y en requerimientos técnicos. Trataremos estos requerimien-




CPD(Centro de proceso de datos) 
 
Se denomina centro de procesamiento de datos (CPD) a aquella ubicación donde 
se concentran los recursos necesarios para el procesamiento de la información de 
una organización. También se conoce 
como centro de cálculo o centro de datos, 
por su equivalente en inglés:data center. 
 
Dichos recursos consisten esencialmente 
en unas dependencias debidamente 






Replicación síncrona y asíncrona de datos 
 
En la copia síncrona de datos se asegura que todo dato escrito en el CPD princi-
pal también se escribe en el centro de respaldo antes de continuar con cualquier 
otra operación. Esto hace que la perdida de datos en caso de desastre sea nula 
(RPO igual a cero). 
 
La desventaja en este sistema es que como la cabina principal debe esperar a 
que el dato se haya grabado en la cabina secundaria, se introduce un delay en la 
transacción, que hace que el sistema en general vaya más lento (afecta a la pro-
ducción). Además, hay que tener en cuenta que a partir de ciertas distancias, la 
latencia que se produce al enviar el dato de un CPD al otro hace que este sistema 
sea inviable. 
 
En la copia asíncrona de datos no se asegura que todos los datos escritos en el 
CPD principal se escriban inmediatamente en el centro derespaldo, por lo que 
puede existir un desfase temporal entre unos y otros. Esto hace que los RPO’s 
sean de unos minutos.  
 
La contrapartida es que como la cabina principal no debe esperar respuesta de la 
secundaria, no se pierde tiempo en la grabación del dato, y por tanto no afecta al 
rendimiento de producción. Como la copia no es al segundo, los delays provoca-
dos por distancias grandes entre CPD’s no afectan tanto como en el caso de la 
copia síncrona (aunque puede llegar a afectar dependiendo de la distancia y la 
cantidad de datos enviados). 
 
RPO: Recovery Point Objective. 
 
Describe la cantidad aceptada de datos perdidos medidos en tiempo. 
 
El RPO es el punto del tiempo definido por la organización en el que se deben 
recuperar los datos. Es lo que suele conocerse en la organización como “perdidas 
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aceptables” en caso de desastre. El RPO permite a una organización definir una 
ventana de tiempo antes de un desastre durante la cual puede haber pérdida de 
datos. El valor de los datos dentro de dicha ventana puede ser comparado con el 
coste adicional en medidas de prevención de desastres o de prevención de perdi-
da de datos (copias de seguridad, replicación de datos, etc.) para hacer la venta-
na más pequeña (y por tanto perder menos datos). 
 
El RPO es independiente del tiempo que se tarde en volver a tener en funciona-
miento el sistema (el RTO). Si el RPO de una compañía es de dos horas, enton-
ces, cuando el sistema vuelva a estar en línea después de un desastre, todos los 
datos deben ser restaurados en un punto del tiempo dentro de las dos horas ante-
riores al desastre. La compañía debe ser consciente de que los datos introducidos 
durante las dos horas anteriores al desastre se pueden haber perdido. 
 
RTO: Recovery Time Objective.  
 
Es el tiempo y el nivel de servicio en que un proceso de negocio ha de ser restau-
rado después de un desastre, para evitar consecuencias inaceptables para la con-
tinuidad del negocio. 
 
Este indicador incluye el tiempo empleado para tratar de corregir el problema sin 
restaurar, la restauración en sí, las pruebas y la comunicación a los usuarios.  
 
El RTO se establece durante el BIA por el propietario del proceso (usualmente 
con el responsable del plan de continuidad de negocio). 
 
El RTO y los resultados del BIA son la base para identificar y analizar estrategias 
viables para incluirlas posteriormente en el plan de continuidad de negocio. Una 
estrategia viable es cualquiera que consiga restablecer el proceso de negocio en 




Un ServiceLevelAgreement, también conocido por las siglas SLA, es un contrato 
escrito entre un proveedor de servicio y su cliente con objeto de fijar el nivel acor-
dado para la calidad de dicho servicio. El SLA es una herramienta que ayuda a 
ambas partes a llegar a un consenso en términos del nivel de calidad del servicio, 
en aspectos tales como tiempo de respuesta, disponibilidad horaria, documenta-
ción disponible, personal asignado al servicio, etc. Básicamente el SLA establece 
la relación entre ambas partes: proveedor y cliente. Un SLA identifica y define las 
necesidades del cliente a la vez que controla sus expectativas de servicio en rela-
ción a la capacidad del proveedor, proporciona un marco de entendimiento, sim-
plifica asuntos complicados, reduce las áreas de conflicto y favorece el diálogo 
ante la disputa. 
 
También constituye un punto de referencia para el mejoramiento continuo, ya que 
el poder medir adecuadamente los niveles de servicio es el primer paso para me-






Es una tecnología que permite instalar y configurar múltiples ordenadores y/o ser-
vidores completamente independientes (conocidas como “virtual machines” o 
“máquinas virtuales”) en una sola “caja” física, ya sea un ordenador, servidor, “ap-
pliance” (hardware específico de un fabricante para un uso concreto. Por ejemplo, 
existen appliance de antivirus, que son máquinas fabricadas solo para hacer de 
antivirus), etc.  
 
A pesar de que estas máquinas virtuales comparten todos los recursos de un 
mismo “hardware”, cada una trabaja de manera totalmente independiente (con su 
propio sistema operativo, aplicaciones, 
configuraciones, etc.).  
 
En otras palabras, en lugar de utilizar 5 
servidores físicos, cada uno de ellos 
corriendo una aplicación que solo 
utiliza el 10% de los recursos de su 
servidor; podemos instalar 5 máquinas 
virtuales, cada una con su propia 
aplicación y configuraciones 
específicas, en un solo servidor y 
utilizar el 50-60% de los recursos del 
mismo.  
 
Cabe señalar que cada una de estas máquinas virtuales, con la debida configura-
ción, deberá funcionar exactamente igual que un servidor o PC físico (se podrá 
conectar a una red, introducirlo en un dominio, aplicarle políticas de seguridad, 
conectarse de manera remota, hacer un “restart” de manera independiente, etc.).  
 
Al final obtenemos una implementación que será: 
 
� Más económica – Requiere menos hardware, menos electricidad, menos 
enfriamiento, menos espacio, menos infraestructura, y menos tiempo de 
administración.  
 
� Menos compleja – Por las mismas razones mencionadas en el punto ante-
rior. 
 
� Consume menos energía y espacio – Al necesitar menos hardware, y 
aprovechar este al máximo, se ahorra la energía de los servidores físicos 
que no se arrancan, el espacio que estos ocupan, y la refrigeración nece-
saria (tanto porque no se genera tanto calor, como por que las salas donde 






� Más segura – Con los niveles de seguridad adecuados, una red virtual 
cuenta con menos puntos de ataque físicos, lo que la hace más segura. En 
adición a esto, la vitalización es una excelente estrategia de seguridad al 
momento de elaborar un plan de contingencias. 
 
� Más fácil de administrar – Con el debido conocimiento de virtualización y 
evitando el conocido “temor al cambio”, administrar una red virtual debe ser 







3 El plan de contingencia en TI 
 
La actual estrategia de continuidad del negocio en una empresa de seguros está 
fundamentada principalmente en la recuperación de los servicios tecnológicos. 
Sin estos servicios, el negocio asegurador como tal no puede continuar, y por tan-
to es indispensable que se dediquen grandes recursos para garantizar no solo la 
recuperación en caso de desastres, sino también un alto grado de disponibilidad 
ininterrumpida, para evitar la recuperación. 
 
Es por todo esto que el plan de continuidad de una empresa de seguros debe 
centrarse en contingencias que puedan producirse en los CPD’s, contemplando 
para los centros de servicio únicamente aquellas acciones que permiten desviar 
su carga de servicio a otros centros alternativos.  
 
Precisamente para facilitar la continuidad del negocio, se recomienda no solo te-
ner un buen plan de contingencias, sino tomar también una serie de decisiones 
tecnológicas enfocadas a  incrementar la disponibilidad de los sistemas, facilitar la 
movilidad de los puestos de trabajo y minimizar el impacto de cualquier tipo de 
contingencia. Entre estos podríamos destacar:  
 
� La centralización de los servicios tecnológicos, cosa que permite simplificar 
los planes de recuperación (es más fácil restaurarlo todo que partes, y mo-
dificar lo que no ha caído para que se acople a lo restaurado) 
 
� La virtualización de los entornos. Hoy día se habla mucho de la virtualiza-
ción como una herramienta para facilitar la gestión y aprovechar los recur-
sos Hardware, pero no solo tiene estas ventajas. Un sistema virtualizado es 
un sistema mucho más sencillo de restaurar, dado que es totalmente inde-
pendiente del Hardware en que es restaurado. 
 
� La no dependencia de plataformas físicas propietarias. Al igual que se con-
sigue con la virtualización, existen métodos de “virtualizar” otros sistemas 
de la compañía, como podría ser la telefonía. En este sentido, la implanta-
ción de la VoIP puede ayudar a una recuperación más rápida y barata que 
si se tiene que restaurar una central telefónica estándar.  
 
� Aunque las copias a cinta son indispensables hoy día, es muy recomenda-
ble la duplicidad de datos por otros medios, como podría ser a través de 
réplicas entre cabinas de disco en diferentes ubicaciones.Esto es, cuando 
un dato se escribe en uno de los servidores del CPD principal, es automáti-
camente copiado a un CPD de backup, desde donde se pueden recuperar 
todos los servicios en caso de desastre. 
 
� Evitar en la medida de lo posible que las estaciones de trabajo tengan 
software especializado. Dando todos los servicios principales vía web, se 
evita que las máquinas clientes tengan que tener instalado nada más que 
el navegador. Gracias a esto, los usuarios pueden operar desde cualquier 
20 
PC con conexión a la red, sin tener que desplegar aplicaciones especiales. 
Obviamente esto no se puede conseguir al 100%, pero sí que nos permite 
marcar un camino, que deberíamos seguir siempre que se pueda. 
 
A continuación se tratarán una por una las fases para generar un plan de contin-
gencias, siguiendo el guión expuesto en el capítulo de introducción, y haciendo 
especial hincapié en las dos primeras fases (análisis y diseño de la solución), ya 
que son las que dan como resultado el plan de continuidad. Las últimas 3 (imple-
mentación, Pruebas y Mantenimiento) se plantearan como un ejercicio teórico, ya 
que no son el objetivo de esta tesis.  
 
En cada decisión, se pretende dar las razones por las que se toma, así como ex-
poner alternativas en los casos más significativos. 
 
3.1 Fase de análisis 
 
Con el objetivo de estar permanentemente preparados ante la eventualidad de 
algún suceso que pudiera provocar una interrupción del negocio, los riesgos po-
tenciales son revisados periódicamente. Este proceso sirve para identificar nue-
vos riesgos, confirmar la vigencia de los ya existentes y proponer recomendacio-
nes para la minimización de su posible impacto en la operativa diaria de la com-
pañía. Esta fase y la de mantenimiento se superponen en muchos casos, ya que 
cuando se realiza el mantenimiento del plan, no se está haciendo otra cosa que 
analizar el plan actual y actualizarlo en caso necesario. 
 
En todo negocio asegurador podemos dividir en 4 los entornos principales sus-
ceptibles de riesgo.  
 
� Sistemas de información y aplicaciones. Este entorno engloba a todas las 
aplicaciones y bases de datos albergadas en los ordenadores centrales, ya 
sea en una cabina de discos o en un robot de cintas, así como las aplica-
ciones y bases de datos que estén albergadas en el sistema distribuido de 
servidores. 
 
� Sistemas de comunicaciones y telefonía. Este entorno engloba todas las 
aplicaciones y sistemas hardware que posibilitan la comunicación de los 
sistemas informáticos de la compañía, tanto a nivel de la red interna, como 
de comunicación con sistemas exteriores. Incluye, asimismo, toda la in-
fraestructura necesaria para el funcionamiento de la telefonía por IP o ana-
lógica.  
 
� Puestos de trabajo. Esta categoría tiene en consideración solo la disponibi-
lidad de estaciones de trabajo (Workstations), para que puedan llevar a ca-
bo las actividades propias de su responsabilidad en la compañía. Los perfi-
les de usuario necesarios así como las ubicaciones y otras consideraciones 
se expondrán en el capítulo 4. Aún y así, se hará excepción de lo dicho an-
teriormente en el caso de los usuarios del área de IT. Es decir, se tendrá 





� Instalaciones físicas. Aquí se engloban todas las instalaciones donde resi-
den los equipos informáticos, de comunicaciones y workstations. Como en 
el caso anterior, solo se tiene en cuenta en este capítulo las instalaciones 
directamente relacionadas con el entorno IT (CPD’s, salas de comunica-
ciones, salas de consolas, etc.). 
 
Aunque dos de los puntos se podrían resumir en uno (sistemas de información y 
aplicaciones y sistemas de comunicaciones y telefonía), se han querido diferen-
ciar debido a que en muchos casos las comunicaciones y la telefonía no son de 
responsabilidad directa de la compañía, sino de la empresa de comunicaciones 
que da el servicio, y por tanto corresponden a esta las medidas oportunas para su 
continuidad en caso de contingencia. Aún y así, es necesario mencionar en el 
plan de continuidad de negocio de la empresa aseguradora que estos elementos 
existen, que tienen un plan de continuidad, y que es responsabilidad de dicha 
compañía de telecomunicaciones. 
 
Dentro de cada uno de estos entornos existen multitud de elementos, cada uno de 
los cuales debe ser evaluado para establecer su criticidad. Debido a la creciente 
complejidad de dichos entornos, normalmente se hace uso de software especiali-
zado para hacer dichos análisis (BIA). Dentro de estas herramientas se establece 
una estructura jerárquica como la que sigue, siendo la primera la base de la pirá-
mide, y la última la cúspide: 
 
� Instalaciones físicas: CPD’s, salas de operación, etc. 
� Hardware (Servidores, cabinas de discos, robots de cintas, elementos de 
comunicaciones, PC’s, etc. 
� Software base: Sistemas operativos, software de BBDD, sistemas ERP, 
etc. 
� Aplicaciones de negocio: Software diseñado para un área de negocio en 
concreto. Estas aplicaciones corren sobre el software base antes mencio-
nado. 
� Procesos de negocio: Son las áreas del negocio propiamente dicho. Cada 
una de estas áreas está asociada a unas aplicaciones, las cuales son ne-
cesarias para desarrollar su actividad con normalidad. 
 
Una vez establecida la jerarquía, se decide que procesos de negocio son críticos 
y cuáles no. El software tiene un sistema de valores acumulativos, que da como 
resultado un BIA, que indica que partes de la infraestructura se deben restaurar y 
que partes no, así como prioridades en su restauración.  
 
Por ejemplo, si se decide que es crítico para la compañía que el área de autos 
esté en funcionamiento, el programa marca todos los recursos que quedan por 
debajo de este proceso de negocio como crítico. Así, las aplicaciones de autos 
serian críticas y las bases de datos donde estén los datos de dicha área también. 
Posteriormente dicha criticidad se trasladaría a las servidores que los soportaran, 
y por último repercutiría en el CPD donde se hallaran estos servidores. 
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Continuando con el ejemplo, se podría decidir que el proceso de negocio de vida 
también es crítico para la compañía. Esto afectaría a las aplicaciones de vida, así 
como a sus bases de datos, pero podría darse el caso que estas bases de datos 
fueran las mismas que las de autos (o que compartieran información con estas, 
como por ejemplo los clientes). En este punto, ya tendríamos un elemento de la 
infraestructura el doble de crítica que el resto. Si seguimos descendiendo en la 
pirámide, nos encontraremos servidores en común (los que tienen las bases de 
datos de clientes, como mínimo), y por tanto estarían ubicados en el mismo CPD. 
 
En el ejemplo del gráfico (figura 2), la prioridad seria el CPD (un sitio donde poder 
instalar los servidores si el original está inutilizado), seguido por los servidores B y 







Como se podrá observar, al repetir dicho proceso para cada una de las áreas de 
negocio de la compañía, se obtendrán una serie de elementos comunes a mu-
chas de ellas que deberán ser restaurados con absoluta prioridad. 
 
Una vez finalizado el BIA, y obtenidos unos elementos críticos, hemos de analizar 
qué puede afectar a dichos elementos. 
 
Las mismas herramientas utilizadas para el BIA suelen incorporar listas de ame-
nazas que pueden afectar a los distintos elementos. Así, se analiza cada uno de 
los elementos mencionados, y se asigna una lista de amenazas a las que está 
expuesto. 
 
Volviendo con el ejemplo anterior, en caso de inundación, un CPD se puede ver 
afectado. Como este contiene los servidores, esta amenaza también lo es para 
los servidores contenidos en él, y para el software y aplicaciones que corren en 
dichos servidores. Como se ve, en este caso la pirámide se recorre a la inversa.  
 
Otra amenaza podría ser el borrado accidental de una base de datos. Ni el soft-
ware ni los servidores donde corre ser verían afectados (como tampoco lo estaría 
el CPD, obviamente), pero las aplicaciones que usaran dicha base de datos si, y 
por tanto los procesos de negocios dependientes de esas aplicaciones también. 
 
Gracias a este sistema, podemos saber a qué son susceptibles cada uno de 
nuestros procesos de negocio, ya que las amenazas son acumulativas, y por tan-
to podemos decidir cómo actuar en caso de producirse. 
 
Normalmente todo esto se aprovecha no solo para hacer un plan de continuidad, 
sino también para establecer contramedidas para evitar que se produzcan dichas 
amenazas. Por ejemplo, si vemos que el hecho de que se inunde el CPD puede 
ser desastroso para nuestro negocio, podemos justificar la instalación de detecto-
res de humedad para tratar de evitarlo. 
 
Por último, teniendo en cuenta las amenazas más significativas para nuestro ne-
gocio, solo queda plantear los diferentes escenarios de impacto. Esto es, si se 
inunda, ¿Qué hacemos? No será lo mismo si hay un terremoto y se cae el edificio, 
que si hay una pandemia y nos quedamos sin personal. Tampoco será lo mismo 
si el terremoto, la inundación o la pandemia pasan donde tenemos el CPD o bien 
donde hay un centro de suscripción. El impacto es diferente, y las medidas a to-
mar también. 
 
3.2 Fase de diseño de la solución 
 
En esta fase se describe cual es la solución de recuperación más efectiva en cada 
caso. También se especifican los requisitos de RTO y RPO obtenidos en la fase 
de análisis, y de que medios se disponen para alcanzar dichos requisitos. 
 
Se describirá para cada uno de los 4 entornos mencionados en el apartado ante-
rior, con el objetivo de simplificar la explicación. En un caso real, dicho diseño se 
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debería extender sino a todos, a los elementos más críticos identificados en la 
fase de análisis. 
 
A continuación, se describe el workflow que deberá seguir el plan, desde la fase 
de alerta, donde se decide si se dispara o no el plan, hasta la de disparo, en caso 
de que se haya decidido necesario en la fase anterior. 
 
Por último, se especifican los equipos que participan en dicho plan, y las respon-
sabilidades asignadas a cada equipo. 
 
Por todo esto, este apartado se ha dividido en tres partes, a saber: 
 
� Objetivos de la restauración 
� Equipos implicados 
� Workflow del plan de contingencias 
 
3.2.1 Objetivos de la restauración 
 
Este apartado hace referencia a los procesos y sistemas que se deben restaurar 
en caso de contingencia, resultado de la fase anterior de análisis. 
 
Sistemas de Información y aplicaciones  
 
Al principio del capítulo se destacaban una serie de consideraciones a tener en 
cuenta para simplificar el plan de contingencias, entre otras cosas. Una de ellas 
consistía en centralizar toda la informática en un solo punto o CPD. Este hecho 
por si solo hace que todos los sistemas de información y aplicaciones residan en 
un solo punto, haciendo mucho más efectivas todas las contramedidas de las que 
hablábamos anteriormente. Por ejemplo, no tenemos que instalar detectores de 
humedad en todos los edificios donde exista un servidor, sino solo uno donde re-
siden todos los servidores, con el consecuente ahorro. 
 
Como todo, tiene su contrapartida. El hecho de que esté todo en un mismo sitio, 
permite un solo punto de fallo, y por tanto que una sola amenaza afecte a todos 
los servicios. Aunque a priori parezca contraproducente, no tiene porqué serlo, 
pues es mucho más fácil administrar, restaurar y duplicar un solo punto que mu-
chos dispersos por todo el territorio. 
 
También la centralización permite tiempos de recuperación (RTO’s) y perdidas de 
datos (RPO’s) menores, ya que al estar la información centralizada, es mucho 
más fácil hacer copia de todo el conjunto, que tener que recoger las copias de 
diversos sitios para tratar de recuperarlos en uno solo.  
 
Estrategia de respaldo 
 
Una de las primeras cosas en que se piensa cuando se plantea un diseño de un 




Ya tenemos claro qué nos puede afectar (amenazas), e incluso hemos planteado 
qué podemos hacer para evitar que nos afecte (contramedidas), pero hagamos lo 
que hagamos, siempre tenemos que estar preparados para recuperar los datos en 
la misma ubicación o en otra, si la primera ha quedado inutilizable. 
 
Es por esto que la estrategia de respaldo de la información debe ser nuestra prio-
ridad número uno. 
 
Estrategias de respaldo hay muchas, aunque las más utilizadas son las copias a 
cinta y las replicaciones de cabinas de discos (síncrona o asíncronamente). 
 
La elección de un sistema u otro repercutirá directamente en los RTO’s y RPO’s 
fijados por la compañía, y hará que nos tengamos que decantar por uno, o bien 
por una combinación de ambos. 
 
En el caso de las cintas, el proceso empieza con un volcado de los datos a copiar, 
normalmente hacia un robot de cintas. Una vez finalizado el proceso, se transpor-
tan dichas cintas al centro de recuperación, o bien a un centro de custodia fuera 
del centro donde residen los datos originales (figura 3). Este punto es importante, 
porque si se guardan los datos en el mismo sitio, la misma amenaza podría des-
truir los datos originales y las copias. En muchos casos, el volcado a cinta se hace 
por duplicado, para poder dejar una copia en el CPD y poder recuperar datos pun-












para tener una 
copia siempre a 






para caso de 
desastre en 








La copia de datos entre cabinas funciona a través de líneas de comunicaciones 
entre el CPD original y el de contingencia. Cada vez que se guarda un dato en la 
cabina original, este se copia automáticamente a la cabina en el centro de respal-
do. En caso de continencia, o bien se puede invertir el proceso para restaurar la 
cabina original, o bien se pueden levantar los servicios en el centro de contingen-
cia. 
 
Independientemente de que haya una réplica entre cabinas, se tienen que sacar 
los datos a cinta igualmente (figura 4), porque este sistema no protege ante el 
borrado accidental de datos (cuando borráramos de la cabina principal, acto se-
guido se borraría de la secundaria, perdiendo dichos datos). Normalmente, apro-
vechando que se tienen los datos en ambos CPD’s, se hacen las copias semana-
les (totales) en el centro de backup, y las diarias en el principal, ya que estas últi-





Tanto en un caso como en el otro, en el centro de respaldo deben existir las in-
fraestructuras necesarias para restaurar los datos y luego poder dar servicio. Un 
ejemplo de los servicios que debería prestar el centro de contingencia es: 
 
� Configuración de emergencia reservada suficiente para el proceso y trata-
miento de la información, así como para el entorno de Comunicaciones 
(Voz y Datos) (con dimensionamiento y características de recursos actuali-
zados periódicamente y/o en caso de cambios relevantes).  
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� Puestos de operación y administración de los sistemas; comunicaciones de 
voz y datos.  
� Puestos de usuario con infraestructura de entorno de oficina; comunicacio-
nes de voz y datos.  
� Documentación de sistemas y productosusados en la recuperación  
� Soporte técnico y operativo dedicado en escenario de desastre  
� Coordinación de asistencia técnica y operativa.  
� Hosting de servidores propiedad de la compañía o bien alquiler de servido-
res para dar servicio en caso de contingencia. 
� Cabinas de almacenamiento de datos. Estas pueden ser de uso exclusivo 
de la compañía porque están conectadas a las que están en el CPD princi-
pal y se replican automáticamente, o bien de alquiler, si se decide utilizar el 
sistema de copia de cintas 
� Robot de cintas, para poder restaurar de cinta en caso de pérdida de datos 
dentro de la cabina o bien para restaurar todo el entorno a partir de las co-
pias a cinta. 
� Electrónica de red  
 
El CPD alternativo, debe ser un centro de servicios informáticos especializados, 
activo 24x7x365 y a una distancia suficiente de las oficinas principales. Esta dis-
tancia es fruto de dos circunstancias: No puede estar más cerca del CPD principal 
para no verse afectado por los mismos desastres a la vez (por ejemplo un terre-
moto). No puede estar más lejos porque a partir de ciertas distancias, las replica-
ciones de las cabinas entre los centros empiezan a perder efectividad por culpa 
de la latencia (tiempo que tardan los datos en ir de una cabina a la otra). Debe 
tener accesos disponibles por carretera y transporte público.  
 
Tiempo objetivo de recuperación (RTO)  
 
Aquí es donde se reflejan claramente las diferencias al optar por un sistema de 
respaldo u otro. 
 
En la replicación por cabinas, normalmente se estima que el RTO correspondiente 
a los sistemas de información no supera las 6 horas. Esto es debido a que los 
datos ya están volcados en la cabina, y se evita el proceso de volcado desde cin-
tas, que es lo que alarga más la puesta en marcha de un sistema de información. 
En este caso, el volumen de datos no afecta al RTO. 
 
En caso que la restauración fuera debida a errores lógicos en la información, este 
tiempo puede sufrir variaciones en función de las copias disponibles, y de la can-
tidad de datos a restaurar. 
 
En la restauración desde cintas, el RTO es muy variable, dependiendo sobretodo 
del volumen de datos a restaurar.  
 
La única ventaja de este sistema es el precio, ya que la replicación por cabinas 
requiere de una fuerte inversión inicial (comprar el doble de cabinas de las que se 




Pérdida de datos aceptable (RPO)  
 
La utilización de la copia entre cabinas permite asumir una pérdida de datos como 
máximo correspondiente a los minutos inmediatamente anteriores al suceso que 
provoca la contingencia. Como los datos se están enviando cada pocos minutos 
al centro de respaldo, solo se perderán los datos que no se hayan podido enviar 
en el momento del desastre. 
 
En caso que la restauración fuera debida a errores lógicos en la información, este 
tiempo puede sufrir variaciones en función de las copias disponibles, ya que como 
se ha comentado antes, se tendría que restaurar de cinta. 
 
Si las copias son por cinta, los RPO’s pueden variar mucho, pero no suelen bajar 
de las 24h. Hay que tener en cuenta que no se pueden sacar copias en cinta con-
tinuamente (entre otras cosas porque el sistema no daría abasto), y además hay 
que llevar físicamente dichas cintas al centro de contingencia o lugar de custodia. 
Esto imposibilita que en caso de desastre se puedan recuperar datos posteriores 
a la última copia a cinta disponible en el centro de respaldo (normalmente la del 
día anterior). 
 
Sistemas de comunicaciones y telefonía  
 
Estrategia de respaldo 
 
Normalmente las líneas de comunicaciones están contratadas con un proveedor 
de servicios externo, que se encarga de gestionar y monitorizar dichas líneas. Es 
por esto que se debe establecer con dicho proveedor un contrato de prestación de 
servicio que ya contemple los supuestos de contingencia.  
 
Aún y así, en el plan de contingencia de la compañía se debe hacer referencia a 
dicho contrato. 
 
En el caso de la telefonía, si, como se ha comentado en un principio se ha optado 
por la telefonía IP, se deberá contar con las copias de seguridad correspondientes 
a los servidores ubicados en el CPD. Al ser todo software, la restauración se pue-
de realizar en el centro de recuperación a partir de las cintas. 
 
Si no se dispusiera de telefonía IP, se debería contratar una centralita con unas 
características similares, y tratar de volcar la configuración en esta, con las com-
plicaciones técnicas y de presupuesto que esto comportaría (habría que tener una 
segunda centralita de características similares en el centro de respaldo, entre 
otras cosas). 
 
Adicionalmente, y para los números públicos de la compañía (902 XX XX XX) se 
puede diseñar un plan que contemple su redirección tanto en caso de sobrecarga 
como de emergencia a una empresa de servicios. Este servicio podría ser dado 
por empresas de Contact Center, que suelen suplir a los Contact Center propios 
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de las compañías de seguros para dar servicio 24x7. En el capítulo 4 detallare-
mos más el plan de contingencia específico para este servicio. 
 
Si los servicios de comunicaciones y telefonía no estuvieran subcontratados, se 
procedería igual que en el caso de los sistemas de información y aplicaciones. 
 
A diferencia de los sistemas de información, en estos sistemas no hay datos de la 
compañía, por tanto no tiene sentido la replicación entre cabinas. Con una copia 
diaria o incluso semanal de todos los sistemas implicados debería ser suficiente. 
 
Tiempo objetivo de recuperación (RTO)  
 
En caso de interrupción de servicio el tiempo de recuperación del servicio depen-
dería de la naturaleza de la contingencia sufrida, y en el peor de los casos sería la 
restauración de todos los servidores en el centro de recuperación. El RTO debería 
estar especificado en el contrato con la empresa proveedora del servicio. 
 
En caso de no estar subcontratado, los RTO’s dependerán del sistema de respal-
do utilizado y de la infraestructura necesaria, tal y como se ha detallado en el 
apartado referente al RTO para sistemas de información y aplicaciones. 
 
Pérdida de datos aceptable (RPO)  
 
En el caso de las comunicaciones y la telefonía no suele haber pérdida de datos, 
ya que no hay información variable de la compañía. Los datos de las copias del 
día anterior no distaran mucho de los que había en el momento del desastre. 
 
Puestos de trabajo  
 
En este apartado solo tendremos en cuenta la restauración de los puestos de tra-
bajo del departamento de IT. Como se comprenderá, estos requisitos no son tan 
grandes como serán los puestos de trabajo de toda la compañía, aunque en este 
último caso tampoco suele ser muy grande, dado que no todos los trabajadores 
de la compañía suelen estar ubicados en el mismo edificio. 
 
Normalmente en el mismo centro de contingencias se dispone de una serie de 
puestos de trabajo para el personal de IT involucrado en la contingencia. La con-
tratación de una serie de puestos de trabajo adicionales para ciertos perfiles de IT 
suele ser habitual, pero dado el reducido número de personal necesario, no suele 
ser problema ubicarlos en las mismas dependencias del centro de recuperación. 
 
Estrategia de respaldo 
 
Ya se ha comentado que el espacio disponible en el centro de recuperación debe-
ría ser suficiente para reubicar al personal de IT. Normalmente, se contrata tam-
bién con el proveedor la disponibilidad de una serie workstations para poder no 
solo seguir el procedimiento de restauración, sino también dar servicio de IT al 
resto de departamentos.  
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Es recomendable disponer de copias de seguridad de algunas workstations clave, 
o bien por su especialización, o bien por ser un modelo apto para todos los perfi-
les. Estas copias deberían viajar junto con las copias del resto de sistemas. 
 
Tiempo objetivo de recuperación (RTO)  
 
El tiempo de recuperación oscilaría entre las 6h-12h, dependiendo del número de 
workstations a restaurar. Este tiempo no es el que se tardaría en restaurar las 
workstations necesarias para realizar la restauración de los sistemas de informa-
ción, sino el que se necesita para que el departamento de IT como tal de servicio 
al resto de departamentos. 
 
Pérdida de datos aceptable (RPO)  
 
La estrategia corporativa de almacenamiento de datos requiere que los usuarios 
guarden toda su información en las unidades de red, que están sujetas al proceso 
de copias de seguridad. El cumplimiento de esta norma por parte de los usuarios 
hace que no exista pérdida significativa de datos. 
 
A esto hay que sumar el hecho de que las aplicaciones y configuraciones de las 




Dependiendo de dónde se hayan decidido restaurar los servicios en caso de con-
tingencia, y de si esas instalaciones son propiedad de la compañía o bien alquila-
das a un tercero para casos de contingencia, se deberá diseñar un plan de aviso y 
traslado a dicho centro u otro. 
 
En el caso del alquiler, se suele contratar no solo las salas, sino también todos los 
equipos necesarios para la restauración del entorno, o un espacio donde ubicar 
los servidores de la compañía sin son propiedad de esta. 
 
Además, dado que las instalaciones no son de la compañía, se deberá avisar a la 
empresa suministradora de la necesidad de ocupar dichas instalaciones, como se 
explicará en el siguiente apartado de la fase de diseño. 
 
Si las instalaciones son propiedad de la compañía, estas deberán estar disponi-
bles en todo momento, con todos los equipos revisados y a punto para funcionar. 
Esto hace que muchas compañías no utilicen esta solución, dado que tiene unos 
costes muy elevados. 
 
Como en este apartado solo hacemos referencia a las instalaciones dedicadas a 
IT, normalmente con las salas donde se ubican los servidores es suficiente para 
que los técnicos puedan desarrollar su trabajo, haciendo innecesario otras salas 







En este apartado se definen los integrantes de los equipos que forman parte de 
una u otra forma del plan de contingencias de la organización, así como las fun-
ciones de dichos equipos. 
 
Se da una idea de las funciones que desempeñarán dichos equipos, sus respon-
sabilidades, así como cuál debería ser su composición desde el punto de vista de 
perfiles técnicos y de dirección. 
 
Posteriormente se hará referencia a estos equipos en la fase de diseño del work-
flow del plan de contingencias. 
 
Equipo director de continuidad de negocio  
 
El equipo Director de Continuidad de Negocio suele estar formado por la misma 
jerarquía de la organización, partiendo del director de sistemas, y hacia arriba. 
 
Un ejemplo podría ser: 
 
� Director de sistemas 
� Director de IT 
� Director General 
 
Una vez establecidos los componentes del equipo, suele disponerse de un listado 
de escalado de incidentes, empezando por el escalón más bajo de la jerarquía.  
 
Así, en el ejemplo, cuando se diera un incidente grave, primero se intentaría loca-
lizar al director de sistemas. Si no fuera posible, se haría lo propio con el director 
de IT, y si no se encuentra ni a uno ni al otro, al director general. 
 
Cada organización variará esta jerarquía según su estructura, pero es muy impor-
tante que esta quede reflejada en el plan de contingencia, así como los datos per-
sonales para contactar con ellos. 
 
Las funciones típicas del equipo director de continuidad de negocio incluyen: 
 
� Realizar evaluaciones de daños y de estado.  
� Poner al resto de equipos en alerta.  
� En su caso, avisar al centro de recuperación del inicio de la recuperación 
(preparación de equipos en centros de respaldo) por posible disparo del 
Plan (preparación de máquinas, comprobación de soportes e inicio de res-
tauración).  
� En su caso, disparar el Plan e informar al resto de Direcciones y áreas de 
la organización para la preparación de avisos y comunicados internos y ex-
ternos (relaciones públicas y avisos al regulador).  
� En su caso, desactivar la alerta (aviso al resto de equipos).  
� Coordinar al resto de equipos (revisar la integridad de los equipos de 
emergencia y reasignar funciones si es necesario)  
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Responsables de operación y producción 
 
Este equipo está formado por los operadores que trabajan diariamente en la moni-
torización de los sistemas. 
 
Son los encargados de realizar las primeras evaluaciones cuando alguno de los 
sistemas monitorizados sufre algún percance. 
 
En función del desastre deben realizar las siguientes funciones: 
 
� Contactar con Seguridad Física para establecer daños y avisar a los servi-
cios adecuados (Policía, Bomberos, SEM).  
� Iniciar proceso de escalado y comunicación de incidentes graves (al equipo 
director del plan de contingencias). 
� Establecer el estado de las instalaciones informáticas, los procesos y ele-
mentos de recuperación (Back-ups), además de verificar que los soportes 
han sido debidamente enviados.  
� Establecer junto con el Equipo de logística y apoyo el centro de operacio-
nes y reuniones  
 
Equipo de Recuperación  
 
El equipo de recuperación está formado por los técnicos y especialistas encarga-
dos de la restauración propiamente dicha. 
 
Al igual que en el caso de los integrantes del equipo director, se debe disponer de 
una lista de personas exhaustiva, así como los datos personales de todos ellos 
para ponerse en contacto en caso de que el plan de contingencia sea disparado 
por el equipo director. 
 
Esta lista debe obrar en poder del equipo director en todo momento. 
 
Este equipo comparte las mismas funciones que el grupo de Responsables de 
Operación y Producción, y además es el responsable de, una vez disparado el 
Plan seguir los procedimientos de recuperación descritos en cada área de actua-
ción.  
 
Seguridad Física y PRL  
 
Este equipo, aunque no directamente relacionado con el plan de continuidad de 
negocio de la organización, también debe ser mentado en dicho plan. Normal-
mente está compuesto por empleados escogidos por ubicaciones, y son los res-
ponsables de: 
 
� Establecer y comunicar el estado de las infraestructuras físicas y accesos.  
� Avisar a los servicios de emergencia.  
� Coordinar acciones con servicios de emergencia (control de accesos y vigi-




Equipos de Logística y apoyo  
 
Son los encargados de coordinar toda la logística en caso de contingencia. Según 
la organización, puede existir un departamento dedicado a la seguridad y la logís-
tica propiamente dicha, o bien una serie de personas designadas a tal efecto. 
 
Las siguientes son algunas de sus responsabilidades: 
 
� En coordinación con los Responsables de Operación y Producción, esta-
blecer el centro de operaciones y reuniones. Comunicar al resto de equipos 
la ubicación del centro de operaciones.  
� Verificar y, en su caso, dotar al centro de reuniones de servicios de comu-
nicaciones de emergencia.  
� Dotar de comunicaciones de emergencia a los equipos (diferentes suminis-
tradores y/o medios)  
� Centralizar la localización y comunicación de personas en caso de necesi-
dad.  
� Preparar credenciales y acreditaciones del equipo de recuperación.  
� Habilitar medios de transporte de personas y materiales a los centros de 
recuperación (durante todas las fases).  
� Disponer de avituallamiento (comida y bebida) para las primeras horas para 
los diferentes equipos.  
� Disponer de zonas de descanso o alojamiento próximas a los centros (ope-
raciones, desastre y recuperación).  
� Poner fondos –o medios- a disposición del personal a desplazar.  
 
3.2.3 Workflow del plan de contingencias 
 
En este apartado se repasan los procedimientos a seguir en caso de contingen-
cia. No solo hay que saber qué restaurar, cómo, y en qué plazo de tiempo, sino 
también qué procedimiento hay que seguir para decidir lanzar el plan de contin-
gencias o no. 
 
A diferencia de los apartados anteriores, estos workflows están bastante estanda-
rizados, y más que diseñarlos, hay que implantarlos adecuadamente en cada or-
ganización. Es por esto que no se proponen métodos alternativos, sino que se 
explica en que consiste cada fase y como llevarla a cabo. 
 
El workflow se divide en 2 fases: 
 
� Fase de alerta 
� Fase de disparo 
 










Tal y como se observa en la figura 3, existen dos acciones principales a realizar 
en la fase de alerta de un plan de contingencia: 
 
� Detección y aviso (A1) 
� Primera evaluación (A2) 
 
Una vez realizadas estas dos acciones, y dependiendo del resultado, se pondrá 








A1-Detección y aviso  
 
Se genera por parte de los diferentes mecanismos de control existentes o por par-
te del personal implicado en los procesos u otros medios un aviso de la anomalía 
o falta de funcionamiento detectados.  
 
La detección o anomalía puede deberse a muchos orígenes, de los cuales desta-
camos los más comunes: 
 
� Infraestructuras físicas.  
� Infraestructuras técnicas (incluye telecomunicaciones voz y datos redes, 
sistemas, HW, otros).  
� Controles de seguridad física (detectores y otros sistemas).  
� Alarmas predefinidas.  
� Alarmas espontáneas del personal. 
� Mantenimiento en general (Servicios y seguridad física).  
 
A2- Primera evaluación 
 
Una vez recibido el aviso, se efectúa una primera evaluación del evento y de su 
impacto en el/los procesos de negocio. Esta primera evaluación es realizada por:  
 
� Usuarios.  
� Propietarios de los procesos.  
� Responsables técnicos de los procesos y Sistemas  
 
Para ello se tendrán en cuenta:  
 
� Tiempo previsto de duración del incidente (incluyendo la completa restau-
ración del servicio).  
� Elementos y Servicios afectados.  
� Alcance del incidente.  
 
Además de la propia experiencia aportada, deberán consultarse los esquemas de 
Procesos y servicios y Tiempos (Servicios afectados, tiempos aceptables de re-
cuperación y tiempos totales de recuperación). Estos esquemas son los obtenidos 
en la fase de análisis, así como los tiempos de la fase de diseño (RTO y RPO). 
 
En caso de que los tiempos previstos estuviesen dentro de los márgenes acepta-
dos por la organización (Propietarios y Usuarios e Infraestructuras) con los proce-
sos normales de recuperación y resolución de incidentes, se pasará a su resolu-
ción.  
 
En caso de que el tiempo de recuperación de los procesos se desconociera o se 
previese excesivo, se procederá a comunicar la situación al Comité de Seguridad 
–Equipo de Continuidad de Negocio– aportando toda la información disponible en 









Una vez el equipo director del plan de contingencia recibe el encargo de disparar 
el plan, este empieza a evaluar el impacto, y a decidir qué acciones se deben lle-
var a cabo, de las descritas en el plan de continuidad. 
 
A3- Evaluación del Impacto y Selección de acciones 
 
El equipo Director del Plan analizará la información recogida y aportada en la fase 
previa, debiendo decidir en primer lugar si es completa y suficiente para determi-
nar la gravedad del evento y seleccionar cualquier tipo de acción. En caso de no 
ser así deberá intentar completar la información.  
 
Una vez analizada, se determinarán los posibles impactos tanto económicos co-
mo de imagen, tanto los ya ocurridos hasta el momento como los previstos, y una 
vez constatada la necesidad de activar el Plan, se procederá a su disparo elabo-
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rando un resumen del proceso de decisión para ser usado como referencia en 
acciones posteriores. 
 
Se informará a los componentes operativos del Comité de Seguridad de GCO  
 
Se deberá analizar, dados los escenarios, la posibilidad de modificar las priorida-
des establecidas. 
 
En todo caso, se deberá evaluar la necesidad de elaborar un informe para Secre-
taría y relaciones externas para que valoren la oportunidad de informar a regula-
dores u otros destinatarios que se estimen.  
 
Una vez el equipo Director / Responsable del Plan haya decidido su disparo, se 
llevarán a cabo los siguientes procedimientos existentes,  
 
� Notificación por parte de una persona autorizada a la empresa de servicios 
responsable del centro de contingencia de la entrada en contingencia de la 
empresa de acuerdo con el procedimiento.  
 
� Puesta en marcha de los equipos de recuperación (Operación y sistemas), 
los cuales disponen de los procedimientos técnicos y operativos para la re-
cuperación de todos los procesos en el centro alternativo. De estos proce-
dimientos debe haber copia actualizada diaria en los centros de respaldo.  
 
� Activación del equipo de apoyo y logística.  
 
� Informar a seguridad del estado de contingencia para facilitar (controlada-




Esta es la fase más fácil de explicar, y probablemente las más difícil de llevar a 
cabo. Se trata de implementar todas las medidas de prevención y de poner en 
práctica todas las decisiones tomadas en la fase de diseño. 
 
Probablemente lo más complejo de todo sea llegar a tener un entorno que permita 
cumplir con los RTO’s y RPO’s requeridos por el negocio. 
 
Al principio del capítulo se han expuesto una serie de medidas que ayudan en 
gran medida a mejorar la disponibilidad y eficacia de un plan de contingencias. 
Llegar a los niveles adecuados a los tiempos exigidos, puede significar años de 
cambios en el día a día. 
 
Por ejemplo, virtualizar totalmente una infraestructura de una empresa de segu-
ros, teniendo en cuenta la complejidad de los sistemas implicados, no es algo que 
se decida hacer y se ponga en práctica. Se empieza con algunos servicios no crí-
ticos, para comparar rendimientos (siempre son peores con la virtualización, aun-
que no importa, si son aceptables), para posteriormente empezar a migrar los de 
más importancia. Debido a esto, los efectos positivos de la virtualización en el 
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plan de contingencias no son apreciables hasta mucho después de haber empe-
zado el proyecto de virtualizar, puesto que los primeros entornos virtualizados no 
son susceptibles de ser restaurados (precisamente porque no tienen una impor-
tancia relevante para el negocio). 
 
El otro gran problema de la implantación son los costes. Cada vez se piden unos 
niveles de servicio más altos (SLA’s), y a ciertos niveles, las inversiones en tecno-
logía son muy elevados. 
 
Otro ejemplo lo tenemos en las replicaciones de cabinas, o bien en su alternativa, 
las copias a cinta. La implantación de una replicación, requiere en la mayoría de 
casos doblar la inversión en storage de una compañía… y el resultado no es visi-
ble para esta, ya que no se da un mejor servicio, ni ninguna ventaja competitiva. A 
esto se le suma que esta tecnología no sustituye a las copias a cinta, por tanto no 
hay ningún ahorro asociado. Las copias a cinta son siempre necesarias, ya que 
son las únicas que protegen de un error lógico (por ejemplo un borrado accidental 
en la cabina principal, ya que automáticamente se borrarían los datos de la cabina 
de backup). 
 
La implantación de un plan de contingencias, tiene la ventaja de destacar la nece-
sidad de todas estas tecnologías para el negocio, que no son apreciables desde 




Probablemente este sea el punto más importante en un plan de contingencias.  
 
Tanto el análisis, como el diseño y la implantación, no sirven de nada si no se 
consigue restaurar lo deseado en el tiempo exigido. Es en este punto cuando to-
das las carencias tecnológicas y de organización salen a relucir. 
 
Las pruebas se pueden hacer de varios niveles, desde una prueba puntual de la 
restauración de una aplicación, a una prueba total, restaurando todo el entorno, y 
trasladando a personal adecuado para comprobar su buen funcionamiento. 
 
En este apartado, igual que en el resto del capítulo, solo se tiene en cuenta las 
pruebas desde el punto de vista de TI. 
 
Es recomendable hacer dichas pruebas (las totales) una vez al año como mínimo, 
dado que la evolución de los entornos, y sus constantes cambios harían inútil el 
resultado de una prueba de 2 o más años atrás. 
 
El objetivo final de estas pruebas es conseguir demostrar a la dirección de la or-
ganización que los RTO’s y RPO’s exigidos son alcanzados con las soluciones 
técnicas propuestas. Estas pruebas deben repetirse las veces necesarias hasta 
alcanzar dichas exigencias, o bien la organización debe asumir que con los recur-







Una vez analizado, diseñado, implementado y probado el plan, no se puede dejar 
de lado. Tal y como se ha comentado en la fase de pruebas, los entornos se mo-
difican, las tecnologías cambian, y las personas también. 
 
Se debe seguir un proceso de revisión periódico de toda la información detallada 
en el plan, para que en el momento en que sea necesaria, sea exacta, y no pro-
voque situaciones de indecisión, sobre todo teniendo en cuenta que cuando se 
necesite dicha información se estará en una situación de crisis, y no habrá tiempo 
para pararse a pensar, sino para actual. 
 
Se podría decir que la fase de mantenimiento en sí engloba las otras 4 fases, ya 
que se debe volver a hacer un análisis de la organización, comparándolo con el 
que se hizo en un principio por si ha habido cambios. Luego se debe diseñar una 
nueva solución que contemple dichos cambios, y se acople a los procedimientos 
ya establecidos. Finalmente hay que llevar a cabo dichos procedimientos (implan-
tando las soluciones tecnológicas que se hayan decidido fruto del diseño) y probar 







4 El plan de contingencia en el resto de unidades 
de negocio 
 
Una vez definido el plan de contingencias para el área de IT, pasaremos a detallar 
qué particularidades tienen el resto de áreas de una empresa de seguros. 
 
En la mayoría de casos, gran parte del plan de contingencias de un área recae en 
el plan de contingencias del departamento de IT, ya que como hemos comentado 
al principio, sin los servicios informáticos la continuidad del negocio asegurador es 
inviable. Cuando esto ocurra, sencillamente se hará mención del hecho, y se re-
mitirá al lector al capítulo que corresponda. 
 
Como se ha podido observar a lo largo de la tesis, la continuidad de negocio en el 
sector asegurador se sustenta en 3 pilares principales: 
 
� Infraestructura tecnológica 
� Instalaciones físicas 
� Personal. 
 
El primer punto ha sido el objeto de estudio del capítulo 3, y los otros dos, se han 
mentado siempre en referencia al departamento de IT. En este capítulo se hará 
hincapié en los dos últimos. 
 
Como no es objetivo de esta tesis detallar un plan para una empresa de seguros 
en concreto, se ha decidido tomar una serie de procesos de negocio como repre-
sentativos, algunos por su importancia en cualquier empresa, otros por sus parti-
cularidades. 
 





� Área financiera 
� Contact center 
� Otros profesionales 
 
No es ni mucho menos una lista exhaustiva de los departamentos que componen 
una empresa aseguradora, sea del tipo que sea, pero si son las áreas que, inde-
pendientemente de la especialidad de la empresa, son imprescindibles para la 
continuidad del negocio. 
 
Como se verá, faltan muchos otros departamentos comunes a cualquier empresa 
de seguros (control, RRHH, etc.), que se han obviado porque se considera que no 
son necesarios en un primer momento, en el cual hay que asegurar que el nego-
cio pueda continuar (los que hemos considerado no críticos en la fase de BIA del 
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plan de contingencia de IT). Cualquier otro proceso que se haya considerado críti-
co en el BIA, debe ser tenido en cuenta aquí. 
 
Por descontado, una vez restablecidos estos procesos principales, se ha de con-
tinuar con la restauración del resto de procesos de negocio, ya que la idea final es 
poder volver a la normalidad una vez superado el momento crítico. 
 
Este capítulo está dividido en dos partes: La primera que será parecida al capítulo 
3, en que se explicará que se debe hacer en cada una de las 5 fases para la 
creación del plan de contingencias, y la segunda servirá para ver las particulari-
dades de cada proceso de negocio considerado crítico en el BIA (los que hemos 
mentado anteriormente), así como datos orientativos para un plan de continuidad 
teórico. 
 
4.1 Fases del plan de contingencia 
 
A continuación, pasaremos por cada una de las fases de creación del plan de 
contingencia, siguiendo el mismo guion empleado anteriormente para el departa-
mento de IT. No se hará especial mención a ninguna de las áreas. El procedi-
miento es el mismo para todas. En el siguiente apartado, se describirán dichos 
departamentos, y se especificaran particularidades y ejemplos para cada uno de 
ellos. 
 
En el apartado de anexos se incluye un cuestionario orientativo para obtener los 
datos necesarios de la fase de análisis. 
 
4.1.1 Fase de análisis 
 
Tal y como hemos hecho en la fase de análisis en el capítulo 3, deberemos anali-
zar aquí que aspectos de estos departamentos son críticos y necesarios para el 
funcionamiento del negocio. 
 
Descartado el problema de lidiar con los problemas tecnológicos, tema tratado 
ampliamente en el capítulo anterior, se deberá analizar qué perfiles humanos ne-
cesitamos en cada caso y donde los ubicaremos. 
 
Será trabajo del departamento encargado de diseñar el plan de contingencias en-
trevistarse con los responsables de los departamentos considerados críticos, para 
establecer qué puestos se deben cubrir en caso de contingencia. 
 
Tal y como se ha hecho con los elementos a restaurar en IT, se debe hacer un 
BIA, especificando la criticidad de cada perfil. Así, si se decide que la figura del 
tramitador es imprescindible, se deberá decidir qué número de estos se necesitan, 
y durante cuánto tiempo. 
 
Esto último es importante, ya que no es lo mismo que la contingencia dure 12 
horas, 1 día, 1 semana, 1 mes o más. El número de personas necesarias aumen-
tará según vaya pasando el tiempo, llegando al total de componentes del depar-
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tamento si la contingencia se alarga mucho en el tiempo (si no fuera así, querría 
decir que hay gente de más en el departamento). 
 
Es por esto que se le pedirá al responsable del departamento una relación de per-
files, la cantidad y una escala de tiempo.  
 
Una vez identificados los perfiles necesarios para que el departamento pueda 
continuar su actividad, se deberá recabar toda la información posible sobre el fun-
cionamiento del departamento en sí, para identificar otras necesidades, a parte de 
las informáticas, que ya han sido tratadas anteriormente. Por ejemplo, podría ser 
necesario, en el caso de algunas estaciones de trabajo, escáneres especiales 
(normalmente se usan para indexar en la gestión documental de la empresa las 
nuevas pólizas en el caso de suscripción, y partes de siniestros en el caso del 
departamento de siniestros). Aunque es una necesidad informática, al ser disposi-
tivos particulares de áreas concretas, y además no suelen estar centralizadas en 
los CPD’s, es posible que no se hayan contemplado desde el análisis de IT. Aquí 
también podríamos incluir lectores de códigos de barras, impresoras especiales, 
fotocopiadoras, faxes, etc. 
 
El siguiente paso en el análisis implicaría averiguar que amenazas pueden afectar 
a los elementos críticos. En IT, vimos que como amenazas tenemos inundacio-
nes, terremotos, cortes en el suministro eléctrico, etc. En este caso, como habla-
mos de personas, también tendremos que fijarnos en elementos como las pan-
demias, las huelgas, etc. 
 
No podemos olvidar que en la lista de amenazas habremos de incluir las que 
afecten a las instalaciones donde se encuentren dichos perfiles críticos.  
 
Por último, se analizan los diferentes escenarios de impacto. Dependiendo de la 
distribución y estructura de la empresa, estos podrán diferir mucho, y tener impac-
tos totalmente diferentes.  
 
Si somos una empresa de seguros de internet, con todo nuestro personal centrali-
zado en un solo punto, si hay un terremoto en dicho punto, no será lo mismo que 
si tenemos una red de sucursales y centros distribuidos por todo el país. Es mu-
cho más difícil impactar gravemente la segunda que la primera, y las medidas en 
un caso y otro también serán diferentes. Mientras en la primera nos encontrare-
mos que necesitamos un solo centro donde trasladar a nuestro personal, en el 
segundo quizá podamos redistribuir los usuarios afectados entre las sucursales y 
centros no impactados. En cada caso, una vez recabada la información de los 
responsables de los departamentos, se decidirá qué medidas son las más ade-
cuadas.  
 
4.1.2 Fase de diseño de la solución 
 
Siguiendo el guión establecido, toca diseñar como se va a llevar a cabo la recupe-
ración del negocio una vez sucedido el desastre. Especificaremos para cada caso 
el RTO y el RPO de restauración del servicio, teniendo en cuenta no solo que hay 
que localizar a las personas adecuadas, sino que también habrá que montar unas 
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instalaciones alternativas (o disponer de alguna que ya se tenga y acondicionarla) 
y transportar hasta allí a dichas personas. 
 
Estrategia de respaldo 
 
Como ya se ha comentado, dependiendo de la estructura organizativa de la em-
presa esta estrategia variará mucho. En todos los casos, se debe disponer de un 
emplazamiento alternativo claramente definido, así como de los contactos y mé-
todos para poder trasladar al personal. 
 
Además del lugar propiamente dicho, se necesitará trasladar a este sitio, si no 
está preparado de antemano, los elementos necesarios para que los empleados 
puedan trabajar. Así, debería haber PC’s disponibles y configurados, una co-
nexión con los servidores que sean necesarios para su trabajo, etc. y todas las 
particularidades identificadas en la fase de análisis. 
 
Otro punto a tener en cuenta en esta fase es la duplicidad de puestos. En la fase 
de análisis se debe haber identificado los perfiles y “key-positions” existentes. En 
la fase de diseño, se debe especificar como vamos a tratar dichos puestos. 
 
Por ejemplo, si tenemos un especialista en suscripción de prestaciones de vida, 
se debe buscar la manera de transmitir la información de dicha persona a otras, o 
bien documentar sus conocimientos, para que, en caso de desastre, su tarea 
pueda ser desempeñada por otro. Es el equivalente a las copias de seguridad en 
IT. Sin ellas, el resto no tiene sentido. Si nos preocupamos por restaurar todos los 
datos, puesto de trabajo, etc., y luego resulta que la persona que debe hacer el 
trabajo no tiene los conocimientos, el resto no sirve para nada. 
 
Tiempo objetivo de recuperación (RTO) 
 
Dependerá de muchas cosas, pero si la afectación a la empresa ha sido total (ha 
caído el CPD, por ejemplo), este tiempo no tendría sentido que fuera inferior al 
especificado en el apartado de IT, ya que por mucho que los empleados estén 
listos para trabajar, si no hay infraestructura informática, poco pueden hacer. 
 
Aún y así, disponer de las instalaciones adecuadas y trasladar el personal y los 
equipos a estas no debería superar normalmente las 48h, si está todo correcta-
mente diseñado. 
 
Perdida aceptable de datos (RPO) 
 
Hoy día todos los datos suelen guardarse en los servidores, y la mayoría de com-
pañías son bastante exigentes al respecto, ya que los datos que maneja una ase-
guradora pueden ser considerados de nivel alto por la LOPD, y por tanto no pue-
den ser almacenados en las workstations de los usuarios. Es por esto que no de-
bería haber pérdida de datos en caso de caída de un centro o sucursal. La única 
pérdida de datos real se debería producir solo en el caso de que se vieran afecta-




Tanto los equipos de personas que llevan a cabo el plan de contingencias como el 
workflow que sigue dicho plan ya han sido definidos en el capítulo 3. Solo queda 
añadir que dichos equipos son los responsables, tal y como se ha explicado, de 
ponerse en contacto con los usuarios necesarios, y facilitarles todo lo que necesi-
ten para que puedan volver a desempeñar su función. 
 
Equipos y Workflow 
 
Ya se ha descrito en el capítulo anterior todo el workflow que debe seguir al dispa-
ro del plan de contingencias, y los equipos que deben participar y que funciones 
deben desarrollar. 
 
En ese apartado se obvió deliberadamente la definición de un equipo, ya que no 
pertenecía en ningún caso a la estructura de IT. 
 
El equipo referido es el que podríamos llamar “Equipo de relaciones públicas”, o 
de comunicaciones. 
 
Este equipo debe ser el encargado de informar al resto de la organización, pro-
veedores, profesionales afines y clientes del estado de la situación. 
 
Todo el trabajo de restauración realizado por el resto de equipos de poco servirá 
si los agentes no saben que se está restaurando, y por tanto no continúan con su 
labor, o si los clientes creen que la empresa no podrá responder a sus necesida-
des, o si los empleados de los centros y sucursales están convencidos que no 
podrán trabajar porque ha caído un meteorito en la sede central. 
 
La labor de este equipo es la de estar informado de los progresos del resto de 
equipos, y de transmitir estos progresos y estimaciones a las personas que pue-
dan necesitar dicha información. 
 
Uno de los canales más habituales para realizar las comunicaciones, dado que 
suele ser el punto de entrada de las peticiones de información es el Contact Cen-
ter. El equipo de comunicaciones debe tener siempre actualizada la información 
en el Contact Center para que la gente que llama sepa a qué atenerse. Obvia-
mente los canales de información habituales también deben ser utilizados, en ca-
so necesario (prensa, radio, TV, redes sociales, etc.). El daño que puede ocasio-
nar la falta de información sobre lo que se está haciendo para restablecer la situa-
ción puede ser peor que el incidente en sí. 
 
4.1.3 Fase de implementación 
 
No difiere en nada a lo explicado en el capítulo 3. Se trata de poner los medios 
necesarios para tener todo preparado en caso de contingencia. Esto incluye la 
compra de ordenadores para tener stock en caso necesario, el alquiler de salas 
en caso necesario, etc. 
 
Matizar qué, como volvemos a hablar de personas, también se tendrá que tener 
en cuenta como trasladarlas en caso necesario, y poner los medios para ello (con-
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tratos con medios de transporte, o definición de qué transporte público se debe 
utilizar para llegar a las instalaciones de contingencia en caso necesario). 
 
4.1.4 Fase de pruebas 
 
Igual que se hace con la restauración periódica de los servidores, se debe hacer 
un simulacro de contingencia cada cierto tiempo para detectar posibles errores en 
la implantación o el diseño. 
 
Es importante implicar a todos los empleados afectados por dicho plan, para que 
estén informados de qué se espera de ellos, y estén preparados en caso necesa-
rio. 
 
En esta fase se deberían probar, junto con las pruebas informáticas que ya se 
comentaron anteriormente, todas las particularidades del departamento que se 
han detallado en la fase de análisis: Traslados al centro de contingencia, desvío 
de llamadas a la nueva ubicación, funcionamiento de los puestos de trabajo 
(pruebas de aplicativos, etc.), hardware específico (escáneres, faxes, etc.). 
 
4.1.5 Fase de mantenimiento 
 
Esta fase se superpone en muchos casos con la de prueba, dado que el objetivo 
es el mismo: Asegurarse que el plan de contingencias sigue siendo válido con el 
paso del tiempo.  
 
Hay que tener en cuenta que la empresa cambia con el tiempo, y sobre todo las 
personas. Hemos analizado en la primera fase qué perfiles necesitamos, pero si 
llegado el momento somos incapaces de dar con ellos porque los que hacían di-
cho trabajo cuando se hizo el análisis ahora desempeñan otras labores, de poco 
nos va a servir la lista de perfiles. 
 
En esta fase se debería incluir el mantenimiento de los contratos de los sitios si 










� Área financiera 
� Contact center 
� Otros profesionales 
 
En cada uno de los departamentos, aparte de explicar el porqué de sus necesida-
des de restauración, también se expondrá una taula a modo de ejemplo. En nin-
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gún caso trata esto de ser una guía sobre los tiempos y personas necesarias en 
caso de contingencia en estos departamentos. La idea es poder ver las diferen-
cias en la inmediatez o no, y las consecuencias del paso del tiempo cuando se 
está en precario. 
 
Es precisamente trabajo del equipo de análisis y diseño del plan de contingencia 
de cada empresa obtener información de todos los departamentos implicados pa-
ra poder hacer unas estimaciones de tiempo y personal lo más precisas posibles. 
 
Como se verá, en todos los ejemplos se tienen en cuenta dos valores: Tiempo de 
duración de la contingencia y personal necesario según este tiempo. 
 
Para cada departamento, tanto un valor como otro variará, y ni siquiera las esca-
las de tiempo tienen porqué coincidir. Un departamento, por su necesidad de in-
mediatez, tendrá una escala donde según pasan las horas vayan variando sus 
necesidades de recurso, mientras otro podría pasar días con un mínimo de per-
sonal sin afectar mucho al negocio. 
 
El otro parámetro medido, el del personal, también puede variar mucho, e incluso 
se puede dar el caso que, según pasa el tiempo, los perfiles necesarios vayan 
cambiando, y hasta se pueda necesitar la externalización temporal del servicio en 
casos de contingencias muy largas. Por ejemplo, se podría dar el caso que en un 
primer momento de la contingencia, se necesiten suscriptores para atender las 
peticiones de póliza nuevas y tratar las que ya estén en curso, pero cuando em-
pieza a pasar el tiempo, quizá se necesite incorporar no solo suscriptores, sino 




En estos procesos se engloban muchas de las actividades del negocio asegura-
dor propiamente dicho. Trataremos aquí tanto la suscripción de vida como la de 
no vida, señalando las diferentes casuísticas que afectan a cada departamento. 
 
El ejemplo siguiente podría aplicarse al departamento de suscripción de vida: 
 
 
Duración de la 
contingencia Personal necesario  
12 horas 2 suscriptores 
1 día 2 suscriptores 
2 días 2 suscriptores 
Personas mínimas que 
necesita el departamento 
para funcionar. Solo se 
atienden las tareas ur-
gentes. 
1 semana 3 suscriptores 
El volumen acumulado 
empieza a crecer, y se 
hace necesaria otra per-
sona para evitar retrasos 
que puedan afectar al 
cliente. 
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2 semanas El equipo completo 
1 mes o más 
El equipo completo + 
personal adicional tempo-
ral 
A partir de aquí no solo 
se necesitará todo el de-
partamento, sino que es 
posible que se necesite 
personal extra (o horas 
extras) para recuperar 
todo el trabajo no reali-




Este ejemplo sobre el departamento de suscripción de vida, sería muy diferente al 
de suscripción de autos. Suscripción autos es un departamento que no podría 
permitirse el lujo de funcionar a medio gas durante una semana, ya que el cliente, 
cuando pide una póliza de autos, normalmente la quiere para ya (es probable que 
esté en el concesionario esperando tenerla para estrenar el coche), y si no se le 
atiende, se irá a otra compañía. El departamento de vida en cambio, puede pos-
tergar una suscripción, pues no suele ser una necesidad urgente. Un ejemplo de 
la misma escala para el departamento de autos podría ser el que sigue: 
 
 
Duración de la 
contingencia Personal necesario  
12 horas 2 suscriptores 
Personas mínimas que 
necesita el departamento 
para funcionar. Solo se 
atienden las tareas ur-
gentes. 
1 día 3 suscriptores 
2 días 5 suscriptores 
En este departamento, 
no estar al día significa 
perder muchas pólizas, y 
por tanto la necesidad de 
personal aumenta expo-
nencialmente con el paso 
de tiempo. 
1 semana o más 
El equipo completo + 
personal adicional tempo-
ral 
A partir de aquí no solo 
se necesitará todo el de-
partamento, sino que es 
posible que se necesite 
personal extra (o horas 
extras) para recuperar 
todo el trabajo no reali-








En este departamento tendríamos algo parecido al departamento de suscripción 
autos. No se pueden aceptar retrasos en la tramitación de los siniestros, ya que la 
imagen de la compañía se vería seriamente afectada. Una compañía de seguros 
existe para el momento en que el cliente tiene un problema, y si no se responde 




Duración de la 
contingencia Personal necesario  
8 horas 2 tramitadores 
Personas mínimas que 
necesita el departamento 
para funcionar. Solo se 
atienden las tareas ur-
gentes. 
12 horas 3 tramitadores 
1 día 5 tramitadores 
En este departamento, 
no estar al día significa 
no existir para el cliente 
cuando este lo necesita, 
y por tanto la necesidad 
de personal aumenta ex-
ponencialmente con el 
paso de tiempo. 
2 o más días 
El equipo completo + 
personal adicional tempo-
ral 
A partir de aquí no solo 
se necesitará todo el de-
partamento, sino que es 
posible que se necesite 
personal extra (o horas 
extras) para recuperar 
todo el trabajo no reali-






Este departamento, según la empresa, puede estar totalmente centralizado, o 
bien desglosado en dos: La parte de pagos y cobros en los departamentos de si-
niestros y suscripción, y la parte de contabilidad propiamente dicha centralizada. 
 
Si este fuera el caso, lo que se expone a continuación solo afectaría a la parte de 
contabilidad, ya que son los datos que posee este departamento lo que necesita 
el área de finanzas para trabajar. 
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Aquí pasa algo parecido al departamento de suscripción vida. Nadie va a dejar de 
cobrar si se retrasan algunas horas algunos pagos, pero no se puede dejar “ine-
ternum” sin pagarlas, dado que las repercusiones económicas para la empresa 
podrían ser muy negativas. 
 
Dicho esto, podría parecer que el tiempo de criticidad no tenga que ser tan eleva-
do como el del Contact Center o el de suscripción auto, pero hay que tener en 
cuenta que hay otro departamento crítico que depende de este para realizar su 
trabajo: el área financiera. 
 
Este es el típico caso de dependencias cruzadas entre departamentos, y debería 
ser detectado en la fase de análisis, durante las entrevistas realizadas a los res-
ponsables de departamento (ver anexos). 
 
Decimos que hay una dependencia porque el área financiera, sin los datos que 
recibe de tesorería, no puede saber que puede y que no puede invertir, etc. Pues-
to que como se explicará en el siguiente apartado, el departamento financiero tie-
ne un tiempo de criticidad alto, el departamento de tesorería también ha de tener-
lo. 
 
Una posible estimación de tiempo podría ser la siguiente: 
 
Duración de la 
contingencia Personal necesario  
12 horas 2 administrativos 
1 día 2 administrativos 
2 días 2 administrativos 
Personas mínimas que 
necesita el departamento 
para funcionar. Solo se 
atienden las tareas ur-
gentes. 
1 semana 2administrativos 
El volumen acumulado 
empieza a crecer, y se 
hace necesaria otra per-
sona para evitar retrasos 
que puedan afectar al 
cliente o las inversiones 
propias. 
2 semanas 3 administrativos 
1 mes o más 
El equipo completo + 
personal adicional tempo-
ral 
A partir de aquí no solo 
se necesitará todo el de-
partamento, sino que es 
posible que se necesite 
personal extra (o horas 
extras) para recuperar 
todo el trabajo no reali-
zado en la primera se-
mana. 
 
Como se verá más adelante, coincide en las escalas de tiempo con el del área 
financiera, no porque este departamento lo necesite, sino porque el área financie-




4.2.4 Área financiera 
 
Este departamento tiene la particularidad de necesitar información interna (ver 
punto anterior) y externa en tiempo real para tomar muchas de las decisiones. 
 
Al igual que suscripción autos, se necesita una respuesta casi inmediata una vez 
acaecido el incidente, dado que los mercados no dejan de fluctuar, y no atender 
las inversiones en un periodo de tiempo muy largo sería muy perjudicial para la 
empresa. 
 
Se estima unos tiempos parecidos al departamento de suscripción de autos, pero 
por motivos diferentes, como ya se ha explicado. 
 
 
Duración de la 
contingencia Personal necesario  
12 horas 2 técnicos 
1 día 2 técnicos 
2 días 2 técnicos 
Personas mínimas que 
necesita el departamento 
para funcionar. Solo se 
atienden las tareas ur-
gentes. 
1 semana 3 técnicos 
El volumen acumulado 
empieza a crecer, y se 
hace necesaria otra per-
sona para evitar retrasos 
que puedan afectar al 
cliente o las inversiones 
propias. 
2 semanas El equipo completo 
1 mes o más 
El equipo completo. Po-
sible necesidad de con-
tratar a un broker externo 
A partir de aquí no solo 
se necesitará todo el de-
partamento, sino que es 
posible que se necesite 
personal extra (o horas 
extras) para recuperar 
todo el trabajo no reali-




4.2.5 Contact Center 
 
La principal diferencia entre este proceso de negocio y el resto es la necesidad de 
inmediatez. Como  ya se ha comentado, el Contact Center de una empresa de 
seguros es su imagen, y el hecho de que un cliente se intente poner en contacto 
con la empresa en la cual ha confiado para cuando tiene problema y no sea aten-
dido, es lo peor que le puede pasar a la empresa. 
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Por esto, la mayoría de Contact Centers suelen tener planes de contingencia es-
peciales, y que son lanzados con mucha más frecuencia que los planes de con-
tingencia globales de la empresa (es mucho más común quedarse sin líneas tele-
fónicas, por ejemplo, que qué se incendie un CPD). 
 
Como para un Contact Center quedarse sin comunicaciones con el exterior es 
como quedarse sin nada, entrar en contingencia es una práctica relativamente 
común, y normalmente está muy probado (con casos reales, en este caso). 
 
La gran ventaja de la recuperación del servicio del Contact Center es que nor-
malmente las funciones que realiza el personal están muy pautadas, debido a la 
gran rotación existente en el sector. Esto facilita enormemente la formación de 
nuevo personal en caso necesario, y la subcontratación de empresas de servicio 
que atiendan las peticiones en casos de contingencia. Es por esto que más que 
escoger qué perfiles son necesarios, necesitamos tener muy procedimentadas las 
respuestas a dar a los clientes, y que estos procedimientos se encuentren en po-
der de la empresa o empresas que nos den el servicio en caso de contingencia. 
 
Por descontado, el funcionamiento en caso de contingencia solo puede ser tem-
poral, y en caso de una contingencia de más duración en el tiempo, se debe tener 
un plan de recuperación integral, que se incluirá en el plan general de la compa-
ñía. 
 
El gran punto débil del departamento de Contact Center son las centralitas telefó-
nicas, y las líneas de comunicaciones. Ambos elementos ya han sido tenidos en 
cuenta en el capítulo dedicado a IT, por tanto no hace falta repetir qué partes son 
críticas y qué partes no. 
 
Otra gran ventaja es la facilidad que hay hoy en día para desviar las comunicacio-
nes entrantes a cualquier otra parte, facilitando enormemente la atención telefóni-
ca alternativa sin tener que hacer montajes técnicos de última hora. 
 




Duración de la 
contingencia Personal necesario  
1 hora Desvío de llamadas a call 
center alternativo. 
Aunque dicho call center 
puede no tener acceso a 
los datos de clientes, re-
cogen las llamadas para 
luego ser procesadas 
una vez restablecido el 
sistema. 
4 horas 5 operadores 
1 día El equipo completo 
En este departamento, 
no estar al día significa 
no existir para el cliente 
cuando este lo necesita, 
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y por tanto la necesidad 
de personal aumenta ex-
ponencialmente con el 
paso de tiempo. 
2 o más días El equipo completo 
Llegados a este punto, se 
debe haber restablecido 
el servicio en el call cen-
ter principal, o bien haber 
transferido todos los roles 
y funciones al secunda-
rio, dado que no pueden 
seguir trabajando en pre-
cario por más tiempo (in-
tervención de IT). 
 
Como se podrá observar, las duraciones de contingencia son mucho más cortas 
que el resto de los departamentos.  
 
4.2.6 Otros profesionales 
 
En este apartadose incluirán las figuras de los profesionales afines a una compa-









Debido al gran número de profesionales, diversidad y distribución geográfica, no 
se suele especificar en el plan de contingencias de la empresa como recuperarse 
ante la pérdida de profesionales en casos de contingencia. No obstante, lo que sí 
debería hacerse, es especificar en los planes de continuidad como se piensa se-
guir dando servicio a todos ellos. 
 
Si en algunos casos la operativa del día a día de estos profesionales se viera 
afectado por una contingencia, el plan debe especificar como informar a los afec-








Como se ha visto a lo largo de todo el estudio, un plan de contingencias es im-
prescindible. La continuidad de la empresa depende de ello, y no hace falta decir, 
teniendo en cuenta el sector en el que trabajamos, que no se puede estar seguro 
de nada en un mundo cada vez más complejo y cambiante. Es por esto que hay 
que estar preparados para las eventualidades, sean del tipo que sean. 
 
Implantar un plan de contingencia en cualquier empresa no es fácil. No solo por la 
complejidad técnica, sino por el hecho de que hay que implicar a todos y cada uno 
de los departamentos que conforman la organización. Es vital para la empresa 
que cada departamento tenga claro que hacer cuando se produce una catástrofe, 
y por tanto que esté todo procedimentado y estipulado de manera que no se ten-
gan que tomar decisiones precipitadas en situaciones en las que todos están bajo 
presión. 
 
Para no mezclar conceptos, esta tesis está claramente dividida en 2, pero en nin-
gún caso se quiere dar a entender que se deben hacer dos planes de contingen-
cia por separado. El plan de contingencia ha de ser único, y ha de englobar a to-
dos los elementos necesarios para seguir desarrollando la actividad después del 
incidente. Es muy importante que la coordinación entre los diferentes departamen-
tos implicados en la restauración sea total. 
 
Por todo esto, concluimos asegurando que una empresa con un plan de contin-
gencias adecuado y actualizado, es una empresa que tiene asegurada su conti-
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7.1 Plantilla recogida de datos 
 

















 Actual  Consideraciones, cambios, otros. 
CRITICIDAD:   
Tiempo Máximo sin servicio 
(RTO y / RPO) 
  
DATOS de ÁREAS USUARIAS y/o PROPIETARIAS 
Identificación Áreas usuarias  
y Personas  o Funciones 
Responsables 
 
Procesos de negocio no 
identificados previamente en 
el mapa general (Principales 
o auxiliares) 




cta de otras Áreas. (detectar 
también si es una dependen-
cia crítica, aunque sea de 
servicios generales) 
 
Procedimientos actuales de 
Trabajo en contingencia    




de trabajo – fuera del alcan-
ce del BRS actual o en caso 
de que el BRS no cubra las 
funciones y/o necesidades-. 
Pueden ser manuales o semi 
- manuales. 
 
Tiempo máximo de funcio-
namiento del proceso o uni-
dad usuaria con procedi-
mientos alternativos 
 
REQUERIMIENTOS DEL PROCESO EN CONTINGENCIA 
Puestos de Trabajo necesarios 
en contingencia 
 
Perfiles de personas  
Detección de Key-Positions (co-
nocimiento del proceso solamen-
te en poder de una persona)  
 
Espacio Físico (locales, puestos 
de trabajo,  servicios auxiliares - 
alimentación, sanidad, higiene, 
descanso-. 
 
Infraestructura Técnica  Especí-
fica (incluyendo UPS, Telefonía 
fija y Móvil, Comunicaciones, 




pecíficos  de emergencia para 
trabajar on-line u off-line según 
escenario de contingencia. 
 
Documentación off-line (papel o 
similar). 
Tablas, tarifas, procedimientos  
operativos y auxiliares de traba-
jo, Algoritmos, procedimientos 
de comunicación y escalado de 
incidentes, otros. 
 
Acreditaciones y autorizaciones 
de entrada y salida de personas, 
documentación, pre-impresos, 
documentos pre-firmados, Mate-
rial Informático, otros. 
 
Formación previa en contingen-
cia  (acciones y procedimientos 
no habituales en caso de contin-
gencia y/o emergencia) 
 
Procedimientos de vuelta a la 




ceso tanto logísticos – transporte 
de documentación, material y 
personas- como técnicos y de 
negocio (incluyendo autoriza-
ción, verificación, consolidación 
y carga de información tratada  o 
creada en contingencia). Inclu-
yendo rutinas específicas de la 
aplicación en caso de contin-
gencia o similar. 
TAREAS GENERALES (No específicas)  A TENER EN CUENTA  
ESPECIALMENTE PARA ESTE PROCESO 
Logística de personas, soportes, 
recursos monetarios y materiales  
 
Recuperación de Datos y Aplica-
ciones 
 
Seguridad Física  
Preparación de un entorno de HW 
y SW  
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EX PERIENC IA  PROFESIONA L 
Responsable departamento Redes y Aplicaciones, Segu­
ros Catalana Occidente 
1/1/2005 — Actualidad 
SantCugat del Vallés 
­ Dirijo un equipo de 8 personas. 
­ El principal objetivo del departamento es mantener toda la infraestructura de servidores, redes 
y comunicaciones del grupo Catalana Occidente. 
­ Regularmente se realizan proyectos con empresas de servicios que se coordinan y dirigen desde 
este departamento. 
Técnico de sistemas, Seguros Catalana Occidente 1/6/2001 — 31/12/2004 
SantCugat del Vallés 
­ Administración del entorno Windows i VMware de la compañía (unos 300 servidores virtuales). 
­ Administración de la infraestructura de red, así como de las comunicaciones (routers, switch, 
líneas). 
­ Investigación e implantación de nuevas tecnologías. 
Programador, S2 Solucions i ServeisInformàtics 1/11/2000 — 31/5/2001 
SantCugat del Vallés 
­ Proyecto para Catalana Occidente. 
­ Programación de páginas Web para la intranet del grupo Catalana Occidente. 
­ Programación en COBOL 390. 
Técnico de sistemas, S2 Solucions i ServeisInformàtics 1/7/2000 — 31/10/2000 
Barcelona 
­ Proyecto para IRISBUS (fabricante de autobuses y camiones). 
­ Diseño de la red de la sede central de IRISBUS en Barcelona. 
­ Configuración e implantación de servidores IBM. 
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Programador, S2 Solucions i ServeisInformàtics 6/3/2000 — 30/6/2000 
Barcelona 
­ Proyecto para el Ajuntament de Barcelona. 
­ Realización de un producto para gestionar stocks. 
­ Programación en COBOL para AS/400 
Programador y Técnico de sistemas AS/400, ANDEP 1/12/1998 — 1/3/2000 
Barcelona 
­ Múltiples proyectos de servicios para pequeñas y medianas empresas. 
­ Programación en COBOL para AS/400 
­ Instalación y configuración de sistemas AS/400 
Informático, IMC (Headhunting) 1995 — 1998 
Barcelona 
­ Diversas tareas de ofimática y administrativas. 
­ Mantenimiento de los equipos informáticos. 
­ Impartición de formación en herramientas de ofimática. 
IDIOM A S 
­ Catalán y castellano nativos. 
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