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Abstract
For a degenerate autonomous Kirchhoff equation which is set on RN and involves
the Berestycki-Lions type nonlinearity, we cope with the cases N = 2, 3 and
N ≥ 5 by using mountain pass and symmetric mountain pass approaches and by
using Clark theorem respectively.
Key words: Kirchhoff equations, Ground state, Multiple solutions, Nonexistence result,
Variational methods.
2010 MSC: 35J20, 35J60.
1 Introduction
In this paper, we continue the study initiated in [20] on the existence of a posi-
tive ground state (or least energy) solution and multiple solutions to the following
autonomous Kirchhoff problem −
(
a+ b
∫
RN
|∇u|2
)
∆u = f(u) in RN ,
u ∈ H1(RN ), u 6≡ 0 in RN ,
(P )
where a ≥ 0, b > 0 are constants, N ≥ 1 and f : R → R is a given function that
satisfies the so-called Berestycki-Lions type conditions.
Such problems and their variations have been extensively studied especially in
the recent decade. The interests are mainly originated from two aspects: one is the
strong physical background they come from, and the other is the presence of some
specific mathematical difficulties that make their study challenging. For more details,
we refer readers to [5, 3, 4, 11, 19, 20, 21] and the references therein.
Now we recall the Berestycki-Lions type conditions, which are assumed on the
nonlinearity f and specified as follows:
(f1) f ∈ C(R,R) is continuous and odd.
(f2) −∞ < lim inf
t→0
f(t)/t ≤ lim sup
t→0
f(t)/t < 0.
1
(f3) When N ≥ 3, lim
t→∞
f(t)/|t|N+2N−2 = 0.
When N = 2, lim
t→∞
f(t)/eαt
2
= 0 for any given α > 0,
(f4) Let F (t) :=
∫ t
0 f(τ)dτ . When N ≥ 2, there exists ζ > 0 such that F (ζ) > 0.
When N = 1, there exists ζ > 0 such that
F (t) < 0 for all t ∈ (0, ζ), F (ζ) = 0 and f(ζ) > 0.
Such type of conditions were first introduced by Berestycki and Lions [7, 8] in the
study of the following nonlinear scalar field equation{
−∆v = f(v) in RN ,
v ∈ H1(RN ), v 6≡ 0 in RN , (Q)
After that, some generalizations were made in [6, 16, 13, 11]. We remark that the
conditions (f1) − (f4) are almost necessary and turn out to be sufficient to get a
nontrivial solution of Problem (Q). When it comes to Problem (P ), these conditions
are still almost necessary but may not be sufficient, see e.g. Theorem 1.3 below.
Under the very general conditions on f as above, we investigated Problem (P ) in
[20] for all the cases a ≥ 0, b > 0 and N ≥ 1. In that paper, by using certain known
results about the solutions to Problem (Q) and a scaling argument due to Azzollini
[3, 4], a positive ground state solution and multiple solutions to Problem (P ) were
obtained for N ≥ 2. When N = 1, the existence and the uniqueness (in a certain
sense) of the nontrivial solutions were shown. In addition, certain nonexistence results
and other interesting ones were also observed. For further details, we refer readers
to [20]. See also [5, 3, 4, 11, 21], which consider Problem (P ) in the non-degenerate
case a > 0.
As one can see, the main proofs in [20] are non-variational. One of the key
points there is the observation that solutions of the nonlocal Problem (P ) can be
characterized as that of the local Problem (Q) with a suitable spatial scaling. On the
other hand, in view of (f1) − (f3), solutions of Problem (P ) can also be naturally
characterized as critical points of the functional Φ ∈ C1(H1(RN ),R) defined by
Φ(u) =
1
2
a
∫
RN
|∇u|2 + 1
4
b
(∫
RN
|∇u|2
)2
−
∫
RN
F (u).
Thus, it would be interesting to know whether for this general Berestycki-Lions type
nonlinearity f one can still obtain the main results of [20] via variational methods.
Up to now, this question has already been answered positively and almost com-
pletely in the non-degenerate case a > 0, see the early papers [3, 5, 11] and the more
recent one [21]. While, to the best of our knowledge, the degenerate case of this
question is totally open and seems to be the very challenging part.
Motivated by the open question raised above and enlightened by the nice results
in [20], in the present paper, we are going to mainly deal with the degenerate case of
Problem (P ) via variational methods. To be more precise, in the case a = 0, b > 0,
we will show the existence of infinitely many distinct radial solutions for N = 2, 3
and N ≥ 5 via symmetric mountain pass argument and Clark theorem respectively.
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With the aid of mountain pass approach, a positive ground state solution will also
be obtained in the case a = 0, b > 0 and N = 2, 3. In addition, we will also treat the
non-degenerate case a, b > 0, N ≥ 5 by using Clark theorem and show the existence
of multiple radial solutions with negative energies for suitable a, b > 0.
Now, we state our main results of this paper as follows.
Theorem 1.1 Assume that a = 0, b > 0 fixed, N = 2, 3 and f satisfies (f1) −
(f4). Then Problem (P ) has a positive ground state (or least energy) solution u0
and infinitely many distinct radial solutions {uk}+∞k=1 for any b > 0. Moreover, u0 is
radially symmetric, Φ(u0) > 0 and Φ(uk)→ +∞ as k → +∞.
Remark 1.1 (i) Theorem 1.1 was first established in [20] by using a non-variational
method, precisely, a scaling argument. As shown in Section 3, we can also prove
this result via mountain pass and symmetric mountain pass approaches. Thus,
for this degenerate case, we answer the open question raised above in the affir-
mative.
(ii) It is worth pointing out that, in this case, we also provide in this paper a
mountain pass characterization of ground state solutions of Problem (P ), see
Lemma 3.4 and Theorem A.3. Such a characterization is expected to be useful
in the studies of the corresponding non-autonomous and singular perturbation
problems.
Theorem 1.2 Assume that a ≥ 0 fixed, b > 0, N ≥ 5 and f satisfies (f1) − (f4).
Then the following statements hold.
(i) If a > 0, then for any given positive integer k there exists a positive constant
bk > 0 such that Problem (P ) has at least k distinct radial solutions with nega-
tive energies for any b ∈ (0, bk).
(ii) If a = 0, then Problem (P ) has infinitely many distinct radial solutions {uk}+∞k=1
for any b > 0. Moreover, Φ(uk) < 0 for all k and uk → 0 in H1(RN ) as
k→ +∞.
Remark 1.2 (i) In the case a > 0 fixed and N ≥ 5, multiple radial solutions
with positive energies were first shown in [5] (for sufficiently small b > 0) via
symmetric mountain pass approach and a truncation argument. See also the
recent work [21] for a slight different proof, which does not involve the truncation
technique. Then, with the aid of a scaling argument, a progress was made in [20]
which claims the existence of multiple radial solutions with negative energies.
In the present paper, we manage to give a variational proof of this progress by
using Clark theorem, see Item (i) of Theorem 1.2 above and its proof in Section
4.
(ii) In the case a = 0, b > 0 fixed and N ≥ 5, we know from Pohoz˘aev identity
that Problem (P ) has no nontrivial solutions with nonnegative energies. Thus,
it is natural to try to find solutions with negative energies. Based on a non-
variational argument, it was proved in [20] that Problem (P ) has infinitely many
distinct radial solutions the energies of which are all negative and converge to
0. In the present paper, by using Clark theorem, we not only obtain the same
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multiplicity result but also show the new fact that {uk}+∞k=1 converges strongly to
zero in H1(RN ), see Item (ii) of Theorem 1.2 above and its proof in Section 4.
For another interesting fact, we refer readers to Remark 4.2.
(iii) When a ≥ 0, b > 0 and N ≥ 5, some variational arguments in [4, 20] showed
that the global infimum minf of Φ is finite and can be achieved by a nonnegative
radial function (but being not necessarily nonzero). Clearly, at least for the
case minf < 0, we can say that a positive ground state solution has actually
been obtained in [4, 20] (via variational methods). It is already the case for
sufficiently small b > 0 if a > 0 fixed and for all b > 0 if a = 0, see e.g.
Lemma 2.2 below. This result is essentially due to [4, 20] and we highlight it
here just for completeness.
(iv) The reader should be aware that, in the case a > 0 fixed and N ≥ 5, the global
infimum minf always be zero if b is not less than a certain constant b
∗∗ > 0,
see Item (iii) of Theorem 1.2 in [20]. But, there exists a positive ground state
solution with positive or zero energy if b is also not more than another certain
constant b∗ > b∗∗, see Remark 3.3 in [20]. It is very interesting to know how
to cope with this subtle case by variational methods. By now, this question still
remains open.
In addition to the above existence and multiplicity results, we also prove in this
paper the following nonexistence result.
Theorem 1.3 Assume that f satisfies (f1) − (f4), N ≥ 4 if a > 0 fixed, N = 4 if
a = 0. Then there exists a positive constant b∗ > 0 (dependent only on a,N and f)
such that Problem (P ) has no nontrivial solutions when b > b∗.
Remark 1.3 Theorem 1.3 is actually a special case of the sharp nonexistence results
proved in [4, 20]. But, the proof we provide here is variational and still works in the
non-autonomous case (under suitable assumptions). Since the proof is short, we give
it here. When N ≥ 4, in view of (f1)− (f3), a positive constant Cf > 0 exists such
that F (t) ≤ Cf |t|2N/(N−2) (or f(t)t ≤ Cf |t|2N/(N−2)) for all t ∈ R. Thus, for any
given solution u of Problem (P ), we know from Pohoz˘aev identity (or the fact that
Φ′(u)u = 0) and Sobolev inequality that
a
∫
RN
|∇u|2 + b
(∫
RN
|∇u|2
)2
≤ CfCN
(∫
RN
|∇u|2
) N
N−2
.
Assume N ≥ 4 if a > 0 fixed, N = 4 if a = 0, then we can find a sufficiently large
positive constant b∗ > 0 such that
at+ b∗t
2 > CfCN t
N
N−2 for all t > 0.
Obviously, the solution u must be zero if b > b∗.
Now, we can say that the open question raised above has been answered pos-
itively and satisfactorily in most degenerate cases. More important, the present
paper provides us with a better understanding about these degenerate cases from a
variational point of view. This would be helpful to the study of the corresponding
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non-autonomous case (by using variational methods), where the scaling argument
used in [20] does not work in general.
The remaining part of this paper is organized as follows. In Section 2, we show
some geometrical properties of the functional Φ and an important compactness result.
With the aid of minimax methods, Theorems 1.1 and 1.2 are proved in Sections 3
and 4 respectively. Appendix A involves some more technical auxiliary results that
are crucial to conduct the proof of Theorem 1.1 in Section 3.
2 Preliminary
In this section, we shall establish some useful preliminary results for Problem (P )
which will be exploited later in the variational proofs of the main results.
2.1 Some geometrical properties of the functional
In what follows, for every positive integer k ∈ N+, we set
Dk :=
{
σ = (σ1, · · · , σk) ∈ Rk | |σ| ≤ 1
}
and Sk−1 := ∂Dk.
Also, for convenience, let
ν := −1
2
lim sup
t→0
f(t)
t
∈ (0,+∞).
WhenN = 2, 3, it has been shown in [21] that the natural functional Φ correspond-
ing to Problem (P ) has the symmetric mountain pass geometry in the non-degenerate
case a, b > 0. Actually, as we can see below, the functional Φ still has such a geome-
try even in the degenerate case we consider in this paper. This fact seems not to be
clearly known in the literature.
Lemma 2.1 Assume that a = 0, b > 0 fixed, N = 2, 3 and f satisfies (f1) − (f4).
Then the functional Φ satisfies the following properties.
(i) There exist r0 > 0 and ρ0 > 0 such that
Φ(u) > 0 for any u ∈ H1(RN ) with 0 < ‖u‖H1 ≤ r0,
Φ(u) ≥ ρ0 for any u ∈ H1(RN ) with ‖u‖H1 = r0.
(ii) For every k ∈ N+, there exists an odd continuous mapping γ0k : Sk−1 →
H1r (R
N ) \ {0} such that
max
σ∈Sk−1
Φ(γ0k(σ)) < 0.
Proof. (i) To prove this item, we mainly adopt the argument explored in the proof
of Lemma 1.1 of [15] but with certain technical modifications since we are now dealing
with the degenerate Kirchhoff problem. First, we prove the case N = 3. For ν > 0
defined above, from (f2) and (f3), a positive constant Cν > 0 can be found such that
−f(t) ≥ νt− Cνt5 for all t ≥ 0.
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Then, by (f1), we have
−F (t) ≥ 1
2
νt2 − 1
6
Cνt
6 for all t ∈ R.
In view of the embedding H1(R3) →֒ L6(R3), a positive constant C′ν > 0 exists such
that, for any u ∈ H1(R3) with ||u||H1 ≤ 1,
Φ(u) ≥ 1
4
b
(∫
R3
|∇u|2
)2
+
1
2
ν
∫
R3
u2 − 1
6
Cν
∫
R3
u6
≥ 1
8
min{b, ν}
(∫
R3
|∇u|2 +
∫
R3
u2
)2
− 1
6
Cν
∫
R3
u6
≥ 1
8
min{b, ν}‖u‖4H1 −
1
6
C′ν‖u‖6H1 .
Now we can complete the proof of this case by choosing r0, ρ0 ∈ (0, 1) sufficiently
small .
Next, we deal with the remaining case N = 2. For any given α > 0, by (f2) and
(f3), a positive constant Cα > 0 exists such that
−f(t) ≥ νt− Cαt7eαt2 for all t ≥ 0.
Since∫ t
0
τ7eατ
2
dτ =
1
2α
t6
(
eαt
2 − 1
)
− 3
α
∫ t
0
τ5
(
eατ
2 − 1
)
dτ ≤ 1
2α
t6
(
eαt
2 − 1
)
for all t ≥ 0 and f is an odd continuous function, we have
−F (t) ≥ 1
2
νt2 − Cα
2α
t6
(
eαt
2 − 1
)
for all t ∈ R.
Then, from the embedding H1(R2) →֒ L12(R2), a positive constant C′α > 0 can be
found such that, for any u ∈ H1(R2) with ‖u‖H1 ≤ 1,
Φ(u) ≥ 1
4
b
(∫
R2
|∇u|2
)2
+
1
2
ν
∫
R2
u2 − Cα
2α
∫
R2
u6
(
eαu
2 − 1
)
≥ 1
8
min{b, ν}
(∫
R2
|∇u|2 +
∫
R2
u2
)2
− Cα
2α
(∫
R2
u12
) 1
2
[∫
R2
(
eαu
2 − 1
)2] 12
≥ 1
8
min{b, ν}‖u‖4H1 −
C′α
2α
‖u‖6H1
[∫
R2
(
e2αu
2 − 1
)] 12
.
We also know from the Moser-Trudinger inequality (see e.g. [1, 23]) that there exist
α0 > 0 and M > 0 such that∫
R2
(
eα0u
2 − 1
)
≤M for all ‖u‖H1 ≤ 1.
Thus, by setting α := 12α0 > 0 and choosing r0, ρ0 ∈ (0, 1) sufficiently small, we can
now complete the proof of this remaining case.
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(ii) For any N ≥ 2 and every k ∈ N+, arguing as in Theorem 10 of [8], an odd
continuous mapping πk : S
k−1 → H1r (RN ) is defined such that
0 /∈ πk(Sk−1) and min
σ∈Sk−1
∫
RN
F (πk(σ)) ≥ 1.
Then a positive constant αk > 0 exists such that
max
σ∈Sk−1
∫
RN
|∇πk(σ)|2 ≤ αk.
For any σ ∈ Sk−1, setting βsk(σ)(x) := πk(σ)(s−1x) with s > 0 undetermined, we
have
Φ(βsk(σ)) =
1
2
asN−2
∫
RN
|∇πk(σ)|2
+
1
4
bs2N−4
(∫
RN
|∇πk(σ)|2
)2
− sN
∫
RN
F (πk(σ))
≤ 1
2
aαks
N−2 +
1
4
bα2ks
2N−4 − sN =: gk(s).
When a = 0, b > 0 and N = 2, 3, it is clear that gk(sk) < 0 for sufficiently large
sk > 0. Thus, the proof of this item is completed by defining γ0k := β
sk
k . 
Concerning the case where a ≥ 0, b > 0 and N ≥ 5, we have the following result
which is also related to the geometrical properties of Φ and is necessary when we try
to deal with this case via Clark theorem.
Lemma 2.2 Assume that a ≥ 0, b > 0 fixed, N ≥ 5 and f satisfies (f1) − (f4).
Then the following statements hold.
(i) The functional Φ is bounded from below and coercive with respect to H1-norm.
(ii) If a > 0, then for every k ∈ N+ there exist a positive constant bk > 0 and an
odd continuous mapping γ0k : S
k−1 → H1r (RN ) \ {0} such that, for b ∈ (0, bk),
max
σ∈Sk−1
Φ(γ0k(σ)) < 0.
(iii) If a = 0, then for any fixed b > 0 and every k ∈ N+ there exists an odd
continuous mapping γ˜0k : S
k−1 → H1r (RN ) \ {0} such that
max
σ∈Sk−1
Φ(γ˜0k(σ)) < 0.
Proof. (i) This item has actually been proved in [4] and [20] for the cases a > 0 and
a = 0 respectively. But, for reader’s convenience, we provide a detailed proof here.
When N ≥ 5, by (f2) and (f3), a positive constant Cν > 0 exists such that
−f(t) ≥ νt− Cνt
N+2
N−2 for all t ≥ 0.
Then, since f is an odd continuous function, we have
−F (t) ≥ 1
2
νt2 − N − 2
2N
Cν |t| 2NN−2 for all t ∈ R.
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In view of the embedding D1,2(RN ) →֒ L 2NN−2 (RN ), a positive constant C′ν > 0 can
be found such that, for any u ∈ H1(RN ),
Φ(u) ≥ 1
4
b
(∫
RN
|∇u|2
)2
+
1
2
ν
∫
RN
u2 − N − 2
2N
Cν
∫
RN
|u| 2NN−2
≥ 1
4
b
(∫
RN
|∇u|2
)2
+
1
2
ν
∫
RN
u2 − N − 2
2N
C′ν
(∫
RN
|∇u|2
) N
N−2
.
Observing that 1 < NN−2 < 2 for N ≥ 5, we can now conclude the desired result.
To prove Items (ii) and (iii), we shall use again the odd continuous mapping βsk,
the positive constant αk > 0 and the function gk, which are introduced in the proof
of Lemma 2.1 and are actually still valid here.
(ii) When a > 0 fixed and N ≥ 5, for every k ∈ N+, let
sk :=
√
2aαk > 0 and bk := α
−2
k (sk)
4−N > 0.
It is clear that gk(sk) < 0 for any fixed b ∈ (0, bk). Thus, the positive constant bk > 0
defined above and the odd continuous mapping γ0k := β
sk
k are the desired ones.
(iii) When a = 0, b > 0 fixed and N ≥ 5, it is clear that gk(s˜k) < 0 for sufficiently
small s˜k > 0. Thus, the proof of this item is completed by defining γ˜0k := β
s˜k
k 
2.2 A compactness result
It is clear that H1r (R
N ) := {u ∈ H1(RN )|u(x) = u(|x|)} is a natural constraint to
look for critical points of Φ, namely critical points of the functional Φ restricted to
H1r (R
N ) are true critical points in H1(RN ). On the other hand, as we can see below,
we can recover some compactness by choosing H1r (R
N ) as the working space when
N ≥ 2. Thus, from now on, we will directly define Φ on H1r (RN ) unless it is explicitly
stated otherwise. In analogy with the well-known compactness result in [8], we have
the following result.
Lemma 2.3 Assume that a ≥ 0, b > 0, N ≥ 2 and f satisfies (f1) − (f3). Then
each bounded Palais-Smale sequence {un}+∞n=1 ⊂ H1r (RN ) of Φ has a convergent sub-
sequence.
To prove Lemma 2.3, we need the following two lemmas.
Lemma 2.4 ([7, 22]) For any N ≥ 2, the following conclusions hold.
(i) H1r (R
N ) ⊂ C(RN \ {0}) and there exists a positive constant CN > 0 such that
|u(x)| ≤ CN |x|−
N−1
2 ‖u‖H1
r
(RN )
for u ∈ H1r (RN ) and |x| ≥ 1.
(ii) The embedding H1r (R
N ) →֒ Lq(RN ) is compact for q ∈ (2, 2∗), where 2∗ := 2NN−2
if N ≥ 3 and 2∗ := +∞ if N = 2.
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Lemma 2.5 ([5, 7, 22]) Let P and Q : R→ R be two continuous functions satisfying
lim
|t|→+∞
P (t)
Q(t)
= 0,
{vn}+∞n=1, v and z be measurable functions from RN to R such that
sup
n∈N
∫
RN
|Q(vn(x))z(x)|dx < +∞
and
P (vn(x))→ v(x) a.e. in RN , as n→ +∞.
Then, for any bounded Borel set Ω ⊂ RN ,∫
Ω
| (P (vn)− v(x)) z(x)|dx→ 0 as n→ +∞.
Moreover, if there also hold
lim
t→0
P (t)
Q(t)
= 0 and lim
|x|→+∞
(
sup
n∈N
|vn(x)|
)
= 0,
then we can conclude further that∫
RN
|(P (vn)− v(x))z(x)|dx → 0 as n→ +∞.
Proof of Lemma 2.3. Let {un}+∞n=1 ⊂ H1r (RN ) be a bounded Palais-Smale se-
quence of Φ. Then, from Item (ii) of Lemma 2.4, we may assume that there exist a
radial function u ∈ H1r (RN ) and a nonnegative constant A ≥ 0 such that, up to a
subsequence, as n→ +∞,
un ⇀ u in H
1
r (R
N ),
un → u in Lq(RN ), ∀ q ∈ (2, 2∗),
un(x)→ u(x) a.e. in RN ,∫
RN
|∇un|2 → A2 in R.
Set P (t) := f(t), Q(t) := |t|N+2N−2 if N ≥ 3 and Q(t) := eαt2 − 1 if N = 2, vn := un,
v := f(u) and z ∈ C∞0 (RN ) ∩H1r (RN ). Here α > 0 is chosen so that
sup
n∈N
∫
R2
|Q(un(x))|2dx < +∞,
which implies
sup
n∈N
∫
R2
|Q(un(x))z(x)|dx < +∞.
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This is possible from the boundedness of {‖un‖H1
r
}+∞n=1 and the Moser-Trudinger
inequality (see e.g. [1, 23]). Thus, in view of (f2), (f3) and the boundedness of
{‖un‖H1
r
}+∞n=1, Lemma 2.5 shows that
lim
n→+∞
∫
RN
f(un)z =
∫
RN
f(u)z. (2.1)
As a direct consequence, u ∈ H1r (RN ) is a weak solution of the following problem
− (a+ bA2)∆v = f(v), v ∈ H1r (RN ),
and then the following equality holds(
a+ bA2
) ∫
RN
|∇u|2 =
∫
RN
f(u)u. (2.2)
On the other hand, let
f1(t) :=
{
max{f(t) + 2νt, 0} for t ≥ 0,
min{f(t) + 2νt, 0} for t < 0,
and
f2(t) := f1(t)− f(t) for t ∈ R,
where ν > 0 is a positive constant defined at the beginning of this section. Obviously,
f1 and f2 are odd continuous function satisfying (f3), limt→0 f1(t)/t = 0, f2(t)t ≥
2νt2 for all t ∈ R and 0 < 2ν = lim inft→0 f2(t)/t ≤ lim supt→0 f2(t)/t < +∞. Set
P (t) := f1(t)t, Q(t) := t
2 + |t| 2NN−2 if N ≥ 3 and Q(t) := eαt2 − 1 if N = 2, vn := un,
v := f1(u)u and z := 1. Here α > 0 is chosen so that
sup
n∈N
∫
R2
|Q(un(x))|dx < +∞,
and this is possible from the boundedness of {‖un‖H1
r
}+∞n=1 and the Moser-Trudinger
inequality (see e.g. [1, 23]). Then, from Item (i) of Lemma 2.4, the boundedness of
{‖un‖H1
r
}+∞n=1 and Lemma 2.5, we know that
lim
n→+∞
∫
RN
f1(un)un =
∫
RN
f1(u)u. (2.3)
Besides, by Fatou’s lemma, we have
lim inf
n→+∞
∫
RN
f2(un)un ≥
∫
RN
f2(u)u.
Thus,∫
RN
f(u)u =
∫
RN
f1(u)u−
∫
RN
f2(u)u ≥ lim
n→+∞
∫
RN
f1(un)un − lim inf
n→+∞
∫
RN
f2(un)un
≥ lim
n→+∞
∫
RN
f1(un)un − lim sup
n→+∞
∫
RN
f2(un)un
= lim inf
n→+∞
[∫
RN
f1(un)un −
∫
RN
f2(un)un
]
= lim
n→+∞
∫
RN
f(un)un =
(
a+ bA2
)
A2.
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Now, no matter A > 0 or A = 0, with additional help of (2.2) and the following
inequality ∫
RN
|∇u|2 ≤ lim inf
n→+∞
∫
RN
|∇un|2 = A2,
we can always conclude that∫
RN
|∇u|2 = A2 = lim
n→+∞
∫
RN
|∇un|2, (2.4)
and then ∫
RN
f2(u)u = lim
n→+∞
∫
RN
f2(un)un.
Noting that f2(t)t = 2νt
2 + q(t) for all t ∈ R, where q(·) is a nonnegative continuous
function on R and ν > 0. By Fatou’s lemma, we have
lim inf
n→+∞
∫
RN
q(un) ≥
∫
RN
q(u) and lim inf
n→+∞
∫
RN
u2n ≥
∫
RN
u2,
and then
2ν
∫
RN
u2 =
∫
RN
f2(u)u−
∫
RN
q(u) ≥ lim
n→+∞
∫
RN
f2(un)un − lim inf
n→+∞
∫
RN
q(un)
= 2ν lim sup
n→+∞
∫
RN
u2n ≥ 2ν lim infn→+∞
∫
RN
u2n ≥ 2ν
∫
RN
u2.
Thus,
lim
n→+∞
∫
RN
u2n =
∫
RN
u2. (2.5)
From (2.4), (2.5) and the fact that un ⇀ u in H
1
r (R
N ), we conclude finally that, up
to a subsequence, {un}+∞n=1 converges to u strongly in H1r (RN ) as n→ +∞. 
3 Proof of Theorem 1.1
In this section, we shall deal with the case a = 0, b > 0 and N = 2, 3 and give a
variational proof of Theorem 1.1. To be more precise, infinitely many radial solutions
are derived in Subsection 3.1 following the symmetric mountain pass argument and
a positive ground state solution is obtained in Subsection 3.2 by using the mountain
pass approach. To avoid distracting the reader from the main line of the proof, some
necessary but more technical auxiliary results and their proofs are put into Appendix
A.
3.1 Existence of infinitely many radial solutions
In view of Item (ii) of Lemma 2.1, for every k ∈ N+, we can define a family of
mappings Γk by
Γk :=
{
γ ∈ C(Dk, H1r (RN )) | γ is odd and γ(σ) = γ0k(σ) on σ ∈ Sk−1
}
. (3.1)
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Clearly, Γk is nonempty since it contains the following mapping
γk(σ) :=
 |σ|γ0k
(
σ
|σ|
)
, for σ ∈ Dk \ {0},
0, for σ = 0.
Thus, for every k ∈ N+, the symmetric mountain pass value ck of Φ defined by
ck := inf
γ∈Γk
max
σ∈Dk
Φ(γ(σ)) (3.2)
is meaningful. From (A.1) and Theorem A.1, we further conclude the following result.
Lemma 3.1 For every k ∈ N+, ck ≥ dk ≥ ρ0 > 0; and thus, ck → +∞ as k → +∞.
Now, to obtain infinitely many radial solutions, it is sufficient to prove that, at
least for a infinite subset of N+, the minimax value ck defined above is a critical
value of Φ. For every k ∈ N+, by using Ekeland’s principle, we can find a Palais-
Smale sequence {un}+∞n=1 at the level ck, that is, a sequence {un}+∞n=1 that satisfies, as
n→ +∞,
Φ(un)→ ck and Φ′(un)→ 0 in (H1r (RN ))∗. (3.3)
Observing also Lemma 2.3, a first thought one might have is to try to show that
{un}+∞n=1 is bounded in H1r (RN ). However, the nonlinearity f we consider here is so
general that this seems difficult to be proved merely under the condition (3.3). Thus,
instead of the above “general” one, we next try to find a new particular sequence
that can turn out to be bounded in H1r (R
N ) and also satisfy (3.3).
Based on the key idea due to Jeanjean [14] and further developed by Hirata-
Ikoma-Tanaka [13], we introduce the auxiliary functional
Ψ(θ, u) :=
1
4
be2(N−2)θ
(∫
RN
|∇u|2
)2
− eNθ
∫
RN
F (u)
on the augmented space R×H1r (RN ). Then, for every k ∈ N+, we define the minimax
value ck of Ψ as follow:
ck := inf
γ∈Γk
max
σ∈Dk
Ψ(γ (σ)) ,
where
Γk :=
 γ ∈ C(Dk,R×H1r (RN ))
∣∣∣∣∣∣∣
γ(σ) = (θ(σ), η(σ)) satisfies
(θ(−σ), η(−σ)) = (θ(σ),−η(σ)), ∀σ ∈ Dk,
(θ(σ), η(σ)) = (0, γ0k(σ)), ∀σ ∈ Sk−1.

and γ0k is given in Item (ii) of Lemma 2.1. It is clear that {(0, γ)|γ ∈ Γk} ⊂ Γk and,
arguing as the proofs of Lemma 4.1 and Proposition 4.2 in [13], we have the following
result.
Lemma 3.2 For every k ∈ N+, ck is well-defined and ck = ck. In addition, there
exists a sequence {(θn, wn)}+∞n=1 ⊂ R×H1r (RN ) such that, as n→ +∞,
(i) θn → 0,
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(ii) Ψ(θn, wn)→ ck,
(iii) ∂uΨ(θn, wn)→ 0 in (H1r (RN ))∗,
(iv) ∂θΨ(θn, wn)→ 0.
As we can see below, by taking full advantages of Lemma 3.2, we can prove that
the sequence {wn}+∞n=1 is actually bounded in H1r (RN ) and further satisfies (3.3).
Lemma 3.3 Let {(θn, wn)}+∞n=1 be the sequence given by Lemma 3.2. Then {wn}+∞n=1
is a bounded Palais-Smale sequence of Φ at the symmetric mountain pass value ck.
Proof. For the sake of completeness and clarity, we provide the detailed proof here
and divide it into three claims. We shall first prove in Claim 1 that {‖∇wn‖22}+∞n=1
is bounded, then conclude the boundedness of {‖wn‖22}+∞n=1 in Claim 2, and finally
complete the proof by showing in Claim 3 that the bounded sequence {wn}+∞n=1 is
actually a (bounded) Palais-Smale sequence of Φ at the level ck.
Claim 1. The sequence {‖∇wn‖22}+∞n=1 is bounded.
In view of Items (ii) and (iv) of Lemma 3.2, we have
4−N
4N
be2(N−2)θn
(∫
RN
|∇wn|2
)2
= Ψ(θn, wn)− 1
N
∂θΨ(θn, wn) = ck + on(1).
Thus, the boundedness of {‖∇wn‖22}+∞n=1 follows directly from Item (i) of Lemma 3.2
and the fact that N = 2, 3.
Claim 2. The sequence {‖wn‖22}+∞n=1 is bounded. Then, by Claim 1, {wn}+∞n=1 is
bounded in H1r (R
N ).
Arguing by contradiction, let us assume that, up to a subsequence, ‖wn‖2 → +∞
as n→ +∞. For every n ∈ N+, set tn := ‖wn‖−2/N2 and vn(·) := wn(t−1n ·). Then,
tn → 0 as n→ +∞. (3.4)
Since ‖vn‖22 = 1 and ‖∇vn‖22 = tN−2n ‖∇wn‖22, we know from Claim 1 and (3.4) that
{vn}+∞n=1 is bounded in H1r (RN ). Up to a subsequence, we may assume that vn ⇀ v0
in H1r (R
N ) and vn(x)→ v0(x) almost everywhere in RN for some v0 ∈ H1r (RN ). Set
εn := ‖∂uΦ(θn, wn)‖(H1
r
(RN ))∗ , then we have
2νeNθn ≤ bt2ne2(N−2)θn
∫
RN
|∇wn|2
∫
RN
|∇vn|2 + 2νeNθn
∫
RN
v2n
= ∂uΨ(θn, wn)[t
N
n wn] + e
Nθn
∫
RN
(f(vn) + 2νvn)vn
≤ εntN/2n (tNn ‖∇wn‖22 + 1)
1
2 + eNθn
∫
RN
f1(vn)vn,
where f1 is the continuous function introduced in the proof of Lemma 2.3. Arguing
as the proof of (2.3), we also have that
lim
n→+∞
∫
RN
f1(vn)vn =
∫
RN
f1(v0)v0.
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Thus, in view of (3.4), Claim 1 and Items (i) and (iii) of Lemma 3.2, the following
inequality holds
0 < 2ν ≤
∫
RN
f1(v0)v0,
which implies that v0 6≡ 0.
On the other hand, let z ∈ C∞0 (RN ) ∩H1r (RN ) and set ϕn(·) := z(tn·) for every
n ∈ N+. Obviously, arguing as the proof of (2.1), we have
lim
n→+∞
∫
RN
f(vn)z =
∫
RN
f(v0)z.
Then, by using (3.4), Claim 1 and Items (i) and (iii) of Lemma 3.2 again, we obtain
that∣∣∣∣∫
RN
f(v0)z
∣∣∣∣ = ∣∣∣∣eNθn ∫
RN
f(vn)z
∣∣∣∣+ on(1)
≤ ∣∣∂uΨ(θn, wn)[tNn ϕn]∣∣+ be2(N−2)θnt2n ∫
RN
|∇wn|2
∣∣∣∣∫
RN
∇vn∇z
∣∣∣∣+ on(1)
≤ εntN/2n (t2n‖∇z‖22 + ‖z‖22)
1
2 + Ct2n + on(1)→ 0.
Thus, ∫
RN
f(v0)z = 0 for any z ∈ C∞0 (RN ) ∩H1r (RN ),
which implies that f(v0) ≡ 0. However, it follows from (f2) that 0 is an isolated zero
point of the continuous function f . Thus, in association with Item (i) of Lemma 2.4,
we have that v0 ≡ 0, which is a contradiction.
Claim 3. The bounded sequence {wn}+∞n=1 is actually a (bounded) Palais-Smale se-
quence of Φ at the level ck.
Obviously, by using Item (i) of Lemma 3.2 and Claim 2, Items (ii) and (iii) of
Lemma 3.2, respectively, gives that, as n→ +∞,
Φ(wn)→ ck and Φ′(wn)→ 0 in (H1r (RN ))∗.
Thus, the proof of this lemma is finished. 
Now, with the help of Lemma 3.3, Lemma 2.3 and Lemma 3.1, we can draw the
final conclusion of this subsection.
Conclusion of Subsection 3.1. For every minimax value ck > 0, let {(θn, wn)}+∞n=1
be the corresponding sequence given by Lemma 3.2. In view of Lemma 3.3 and
Lemma 2.3, we may assume that, up to a subsequence, wn → uk in H1r (RN ) for some
uk ∈ H1r (RN ), and then
Φ(uk) = ck and Φ
′(uk) = 0.
Thus, for every k ∈ N+, the minimax value ck defined by (3.2) is indeed a critical
value of Φ. Now we know from Lemma 3.1 that, in the case a = 0 and N = 2, 3,
Problem (P ) has infinitely many distinct radial solutions for any b > 0, the energies of
which are convergent to positive infinity. This completes the proof of the multiplicity
result claimed in Theorem 1.1. 
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3.2 Existence of a positive ground state solution
We first recall that a nontrivial solution u of Problem (P ) is said to be a ground state
(or least energy) solution if and only if Φ(u) = m, where m is the least energy level
defined as follow
m := inf
w∈S
Φ(w) and S := {w ∈ H1(RN ) \ {0} | Φ′(w) = 0} .
In our case here, that is a = 0, b > 0 and N = 2, 3, from the above subsection and
Pohoz˘aev identity, we know that m is well-defined with 0 ≤ m ≤ c1. To show the
existence of a positive ground state solution, we introduce the following two mountain
pass minimax values:
cmp := inf
γ∈Γ
max
t∈[0,1]
Φ(γ(t)) and cmp,r := inf
γ∈Γr
max
t∈[0,1]
Φ(γ(t)),
where
Γ := {γ ∈ C([0, 1], H1(RN )) | γ(0) = 0, Φ(γ(1)) < 0}
and
Γr := {γ ∈ C([0, 1], H1r (RN )) | γ(0) = 0, Φ(γ(1)) < 0}.
In view of Lemma 2.1, cmp and cmp,r are well-defined satisfying
0 < ρ0 ≤ cmp ≤ cmp,r < +∞.
Moreover, we have the following result which provides us with some new characteri-
zations of m and plays a important role in obtaining a positive ground state solution.
Lemma 3.4 Let c1, cmp,r, cmp and m be the values defined as above. Then,
c1 = cmp,r = cmp = m.
Proof. We observe by Theorem A.2 that c1 actually does not depend on the choice
of γ01(1) ∈ H1r (RN ) with Φ(γ01(1)) < 0. This fact implies that c1 = cmp,r. As a
direct consequence of Theorem A.3, we also know that cmp ≤ m. Thus,
cmp ≤ m ≤ c1 = cmp,r.
To complete the proof of this lemma, it is sufficient to show that
cmp,r ≤ cmp + δ for any given δ > 0. (3.5)
For this purpose, we adopt the argument explored in the proof of Proposition 2.13
of [11]. Let ρ ∈ C∞0 (RN ) such that ρ(x) ≥ 0 for all x ∈ RN and
∫
RN
ρ(x)dx = 1. For
any given γ ∈ Γ, ε > 0 and t ∈ [0, 1], we set
γε(t)(x) :=
1
εN
∫
RN
ρ
(
x− y
ε
)
γ(t)(y)dy,
and denote by γ∗ε (t) the symmetric decreasing rearrangement of γε(t). We will show
that γ∗ε ∈ Γr for sufficiently small ε > 0 and that (3.5) indeed holds.
It is clear that the following statements hold.
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(i) For any ε > 0 and t ∈ [0, 1], the function γε(t) is of class C∞(RN ) ∩H1(RN ).
(ii) For any ε > 0, the mapping γε : [0, 1]→ H1(RN ) is continuous.
(iii) maxt∈[0,1] ‖γε(t)− γ(t)‖H1 → 0 as ε→ 0+.
In addition,∫
RN
|∇γ∗ε (t)|2 ≤
∫
RN
|∇γε(t)|2 and
∫
RN
F (γ∗ε (t)) =
∫
RN
F (γε(t)),
which imply that
Φ(γ∗ε (t)) ≤ Φ(γε(t)). (3.6)
In view of Item (iii), we have that Φ(γε(1)) < 0 for sufficiently small ε > 0 and
max
t∈[0,1]
Φ(γε(t))→ max
t∈[0,1]
Φ(γ(t)) as ε→ 0+. (3.7)
Thus, it follows from (3.6) that
Φ(γ∗ε (1)) < 0 for sufficiently small ε > 0. (3.8)
On the other hand, since γε(t) ∈ C∞(RN ), we observe by Theorem 5.2 of [2] that
γε(t) is co-area regular. (For the definition of co-area regularity, we refer readers to
Definition 1.2.6 of [2].) In association with Item (ii), we conclude by Theorem 1.4 of
[2] that
γ∗ε ∈ C([0, 1], H1r (RN )) for any given ε > 0. (3.9)
Now, from (3.9), the fact that γ∗ε (0) = 0 and (3.8), it follows that γ
∗
ε ∈ Γr for
sufficiently small ε > 0. Thus, for any given δ > 0 and sufficiently small ε > 0, by
using the definition of cmp,r, (3.6) and (3.7), we have that
cmp,r ≤ max
t∈[0,1]
Φ(γ∗ε (t)) ≤ max
t∈[0,1]
Φ(γε(t)) ≤ max
t∈[0,1]
Φ(γ(t)) + δ.
Since γ ∈ Γ is arbitrary, we know that (3.5) holds which completes the proof. 
The reader should be aware that the radial solution of Problem (P ) corresponding
to c1 given by the above subsection may not be positive (or negative). Thus, even
though we have now c1 = m by Lemma 3.4, it is still not sufficient to conclude that
Problem (P ) has a positive ground state solution.
Fortunately, as we can see below, following the argument of the proof of Theorem
6.3 in [13], we are able to show that Problem (P ) has a positive radial solution
corresponding to the mountain pass value cmp,r. In view of Lemma 3.4, this solution
turns out to be a positive ground state solution of Problem (P ).
Lemma 3.5 Problem (P ) has a positive radial solution corresponding to the level
cmp,r.
Proof. We use again the auxiliary functional Ψ(θ, u) introduced in above subsection
and define here a new minimax value cmp,r of Ψ as follow:
cmp,r := inf
γ∈Γr
max
t∈[0,1]
Ψ(γ(t)),
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where
Γr :=
 γ ∈ C([0, 1],R×H1r (RN ))
∣∣∣∣∣∣∣
γ(t) = (θ(t), η(t)) satisfies
θ(0) = 0 = θ(1),
η(0) = 0 and Ψ(γ(1)) < 0.
 .
Obviously, {(0, γ)|γ ∈ Γr} ⊂ Γr and, arguing as the proof of Lemma 4.1 in [13], we
have that cmp,r = cmp,r.
We observe that Φ(u) = Φ(|u|) for all u ∈ H1r (RN ) and the mapping
| · | : H1r (RN )→ H1r (RN ), u 7→ |u|
is continuous with respect to the standard H1r -norm. Thus, for any given n ∈ N+,
without loss of generality, we may assume that there exists a path γn ∈ Γr such that
max
t∈[0,1]
Φ(γn(t)) ≤ cmp,r + 1
n
(3.10)
and
γn(t)(x) ≥ 0 for all t ∈ [0, 1] and x ∈ RN . (3.11)
Now, based on (3.10) and the fact that (0, γn) ∈ Γr for all n ∈ N+ and cmp,r =
cmp,r, arguing as the proof of Proposition 4.2 in [13], we are able to find a sequence
{(θn, wn)}+∞n=1 ⊂ R×H1r (RN ) such that, as n→ +∞,
(i) θn → 0,
(ii) Ψ(θn, wn)→ cmp,r,
(iii) ∂uΨ(θn, wn)→ 0 in (H1r (RN ))∗,
(iv) ∂θΨ(θn, wn)→ 0,
and, for any given n ∈ N+,
distR×H1
r
(RN ) ((θn, wn), {0} × γn([0, 1])) ≤
2√
n
. (3.12)
Clearly, by repeating the argument of the proof of Lemma 3.3, we know that {wn}+∞n=1
is a bounded Palais-Smale sequence of Φ at the mountain pass value cmp,r. In view
of Lemma 2.3, we may assume that, up to a subsequence,
wn → u0 in H1r (RN )
for some u0 ∈ H1r (RN ). Thus, u0 is a nontrivial radial solution of Problem (P )
satisfying Φ(u0) = cmp,r. Moreover, (3.11) and (3.12) give that, as n→ +∞,∥∥(wn)−∥∥2 ≤ distR×H1r (RN ) ((θn, wn), {0} × γn([0, 1]))→ 0,
where w−(x) := max{0,−w(x)}. This implies that (u0)− ≡ 0 and, by the maximal
principle, u0(x) > 0 for all x ∈ RN . 
Conclusion of Subsection 3.2. In view of Lemmas 3.4 and 3.5, we know that
Problem (P ) has a positive ground state solution which is radially symmetric. This
completes the proof of the remaining part of Theorem 1.1. 
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4 Proof of Theorem 1.2
In this section, we shall deal with the case a ≥ 0, b > 0 and N ≥ 5 and prove
Theorem 1.2 by using Clark theorem. Before starting the proof, we give some nota-
tions and state the Clark theorem.
Let X be a real Banach space. A subset B of X is said to be symmetric if
u ∈ B implies −u ∈ B. Denote by Σ the family of closed symmetric subsets of
X which do not contain 0 ∈ X . For any given B ∈ Σ , the genus G(B) of B is
by definition the smallest integer k ∈ N+ for which there exists an odd continuous
mapping φ : B → Rk \ {0}, G(B) = +∞ if no such mapping exists, and G(∅) = 0.
Now, we state the Clark theorem of the following form.
Theorem 4.1 ([10, 12]) Let X be a real Banach space with norm ‖ · ‖ and I ∈
C1(X,R). Assume that I is even and bounded from below, satisfies the Palais-Smale
condition and I(0) = 0. Then the following statements hold.
(i) If, for some k ∈ N+, there exists Bk ∈ Σ such that
G(Bk) ≥ k and supu∈Bk I(u) < 0,
then I possesses at least k distinct critical points with negative energies.
(ii) If the assumption of Item (i) holds for every k ∈ N+, then I has a sequence of
critical points {uk}+∞k=1 satisfying I(uk) < 0 for all k ∈ N+ and I(uk) → 0 as
k→ +∞.
Remark 4.1 If additionally 0 ∈ X is the unique critical point of I with zero energy,
by virtue of the Palais-Smale condition of I, we can conclude further that the sequence
of critical points {uk}+∞k=1 given by Item (ii) of Theorem 4.1 converges strongly to zero
in X. Otherwise, the sequence of critical points {uk}+∞k=1 does not necessarily converge
to zero, see [17] for such an example. We also refer readers to [9, 17, 18] for certain
improved versions of the Clark theorem and their various applications.
In the context here, we set X = H1r (R
N ), equip X with the standard norm ‖ ·‖H1
r
and let
I(u) := Φ(u) =
a
2
∫
RN
|∇u|2 + b
4
(∫
RN
|∇u|2
)2
−
∫
RN
F (u),
where a ≥ 0, b > 0 and N ≥ 5. Obviously, I ∈ C1(X,R) is even and I(0) = 0.
Moreover, I is bounded from below due to Item (i) of Lemma 2.2 and satisfies the
Palais-Smale condition because of Item (i) of Lemma 2.2 and Lemma 2.3. Now, we
are ready to prove Theorem 1.2.
If a > 0 fixed, for every given k ∈ N+, let
b ∈ (0, bk) and Bk := γ0k(Sk−1),
where bk > 0 and γ0k ∈ C(Sk−1, H1r (RN ) \ {0}) given by Item (ii) of Lemma 2.2.
Obviously, for b ∈ (0, bk), we have
Bk ∈ Σ, G(Bk) ≥ k and supu∈Bk I(u) < 0.
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Thus, we conclude from Item (i) of Theorem 4.1 that Problem (P ) has at least k
distinct radial solutions with negative energies for any b ∈ (0, bk).
If a = 0, for every k ∈ N+, let
Bk := γ˜0k(S
k−1),
where γ˜0k ∈ C(Sk−1, H1r (RN )\{0}) given by Item (iii) of Lemma 2.2. It is clear that
Bk ∈ Σ, G(Bk) ≥ k and supu∈Bk I(u) < 0.
On the other hand, 0 ∈ H1r (RN ) is the unique critical point of I with zero energy.
Indeed, in this case, any critical point u of I satisfies the following Pohoz˘aev identity
N − 2
2N
b
(∫
RN
|∇u|2
)2
=
∫
RN
F (u).
Since N ≥ 5, then
I(u) = −N − 4
4N
b
(∫
RN
|∇u|2
)2
≤ 0,
where the equality holds if and only if u = 0. Thus, in view of Item (ii) of Theorem 4.1
and Remark 4.1, we conclude that Problem (P ) has infinitely many distinct radial
solutions {uk}+∞k=1 for any b > 0. In addition, Φ(uk) < 0 for all k ∈ N+ and uk → 0
in H1(RN ) as k → +∞.
Remark 4.2 These radial solutions {uk}+∞k=1 are actually of class C2 and thus of
class L∞. Unlike the case of the sublinear problems considered in [17, 18], we cannot
show here that ‖uk‖∞ → 0 as k → +∞, even though {uk}+∞k=1 converges strongly
to zero in H1r (R
N ) and converges almost everywhere to zero in RN (since |u(x)| ≤
CN |x| 2−N2 ‖∇u‖2 for u ∈ D1,2r (RN ) and every x 6= 0, see Radial Lemma A.III in [7]).
Actually, we have here that
‖uk‖∞ > ζ0 > 0 for all k ∈ N+,
where ζ0 := inf{t > 0 | F (t) > 0}. It is clear that ζ0 is well defined because of (f4)
and is positive due to (f2). Moreover, F (t) ≤ 0 for all t ∈ [−ζ0, ζ0]. If ‖uk‖∞ ≤ ζ0
for some k ∈ N+, by using Pohoz˘aev identity, we have
0 <
N − 2
2N
b
(∫
RN
|∇uk|2
)2
=
∫
RN
F (uk) ≤ 0,
which gives a contradiction.
We close with some remarks concerning the remaining degenerate cases a = 0, b >
0, N = 1 and a = 0, b > 0, N = 4.
When a = 0, b > 0 and N = 1, no compactness can be regained as that in
Subsection 2.2. Thus, to deal with this case, different methods are needed. The
argument in [16] (see also Subsection 2.1 of [11]) maybe a possible one.
When a = 0, b > 0 and N = 4, for any given critical point u of Φ, we know from
Pohoz˘aev identity that Φ(u) = 0. This fact means that, in this case, 0 ∈ R is the
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only potential level at which a nontrivial critical point of Φ may exists. On the other
hand, it was proved in [20] that Problem (P ) has only the trivial solution when b > 0
is large and has nontrivial solutions if b > 0 is one of a certain positive sequence
{bk}+∞k=1 which converges to zero, see Item (ii) of Theorem 1.3 in [20]. Thus, to deal
with this case, it seems that a more natural and proper way is to treat Problem (P )
as the following nonlinear nonlocal eigenvalue problem
−
(∫
R4
|∇u|2
)
∆u = λf(u), (λ, u) ∈ R×H1(R4),
rather than to look for critical points of Φ. We will consider this nonlinear nonlocal
eigenvalue problem as well as its non-autonomous case (from a variational point of
view) in a future work.
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Appendix A
This appendix involves some technical auxiliary results, which are crucial to conduct
the variational proof of Theorem 1.1 in Section 3.
A.1 An auxiliary problem and its result
To obtain infinitely many radial solutions in Subsection 3.1, one of the key points is to
show that the sequence of potential critical values {ck}+∞k=1 defined by (3.2) converges
to positive infinity. Since we now consider the degenerate Kirchhoff problem, the
previous local auxiliary problem presented in [13, 21] is actually not valid here any
more. Fortunately, as we can see below, we can introduce a new one which is still in
the spirit of [13] but turns out to be sufficient to establish Lemma 3.1.
Consider p0 ∈ (3, 5) if N = 3, p0 ∈ (3,+∞) if N = 2 and set
h(t) :=
{
max{νt+ f(t), 0}, for t ≥ 0,
min{νt+ f(t), 0}, for t < 0,
h(t) :=

tp0 max
0<τ≤t
h(τ)
τp0
, for t > 0,
0, for t = 0,
− |t|p0 max
t≤τ<0
h(|τ |)
|τ |p0 , for t < 0,
H(t) :=
∫ t
0
h(τ)dτ,
where f is a function satisfying (f1)−(f4) and ν > 0 is the positive constant defined at
the very beginning of Section 2. Then the functions h, h and H satisfy the properties
stated in Lemma A.1 below, whose proof can be found in [13].
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Lemma A.1 Let h, h and H be the functions defined as above, then the following
statements hold.
(i) There exists δ > 0 such that h(t) = h(t) = 0 for all t ∈ [−δ, δ].
(ii) For all t ∈ R, we have 12νt2 + F (t) ≤ H(t).
(iii) For all t ∈ R, we have 0 ≤ (p0 + 1)H(t) ≤ h(t)t.
(iv) The mapping t 7→ h(t)− νt satisfies (f1)− (f4).
Now, the new auxiliary problem can be constructed as follow:
−
(
b
∫
RN
|∇u|2
)
∆u+ νu = h(u), u ∈ H1r (RN ) \ {0},
where b > 0, N = 2, 3, ν > 0 and h ∈ C(R,R) defined as above. Obviously, the new
auxiliary problem is nonlocal and the corresponding functional given by
J(u) :=
1
4
b
(∫
RN
|∇u|2
)2
+
1
2
ν
∫
RN
u2 −
∫
RN
H(u)
is of class C1(H1r (R
N )). Moreover, as stated in the next lemma, the functional J has
the symmetric mountain pass geometry and satisfies the Palais-Smale compactness
condition.
Lemma A.2 The functional J satisfies Lemma 2.1 and the Palais-Smale compact-
ness condition.
Proof. We know from Item (ii) of Lemma A.1 that, when a = 0, b > 0 and N = 2, 3,
Φ(u) ≥ J(u) for all u ∈ H1r (RN ). (A.1)
Thus, the odd continuous mapping γ0k given by Item (ii) of Lemma 2.1 is also valid
here. In addition, in view of Item (iv) of Lemma A.1, it is clear that the functional
J satisfies Item (i) of Lemma 2.1 by rechoosing r0 > 0 and ρ0 > 0 smaller.
Thanks to Item (iii) of Lemma A.1 and the fact that p0 > 3, we can show in a
standard way that every Palais-Smale sequence of J is bounded in H1r (R
N ). Thus, in
view of Item (iv) of Lemma A.1, the Palais-Smale compactness condition of J follows
directly from Lemma 2.3. 
Now, we define the symmetric mountain pass values of the functional J as follow:
dk := inf
γ∈Γk
max
σ∈Dk
J(γ(σ)),
where Γk is given by (3.1) and k ∈ N+, and conclude the main result of this subsection.
Theorem A.1 For every k ∈ N+, the level dk is actually a critical value of J and
dk ≥ ρ0 > 0. In addition, dk → +∞ as k → +∞.
Proof. Since we have Lemma A.2, this result can be proved in the exact same way
of Lemma 3.2 of [13]. We omit the details here. 
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A.2 Arc-wise connectedness
The main aim of this subsection is to show the arc-wise connectedness of the set
Or defined below under suitable assumptions, which is necessary to the proof of
Lemma 3.4 and seems also to be interesting by itself.
Theorem A.2 Assume that a ≥ 0, b > 0 fixed, N = 2, 3 and f satisfies (f1)− (f4).
Let Or := {u ∈ H1r (RN ) | Φ(u) < 0}. Then Or is arc-wise connected, that is, for any
given u1, u2 ∈ Or, there exists a continuous path γ in Or joining u1 and u2.
To prove Theorem A.2, motivated partly by the proof of Lemma 6.1 in [13], for
R ≥ 1, s ∈ [0, 1] and t ≥ 1, we set
η(R, s, t;x) := π(R, s; t−1R−2|x|),
where
π(R, s; r) :=

0, for r ∈ [0, R],
ζ(r −R), for r ∈ [R,R+ 1)],
ζ, for r ∈ [R+ 1, R+ 1 + sR],
ζ(R + 2 + sR− r), for r ∈ [R+ 1 + sR,R+ 2 + sR],
0, for r ∈ [R+ 2 + sR,+∞),
and ζ > 0 is given in (f4) satisfying F (ζ) > 0. We will see that η(R, 1, T ;x) ∈ Or
for sufficiently large R and T , and there exist continuous curves joining ui (i = 1, 2)
and η(R, 1, T ;x) in Or. Clearly, this proves our Theorem A.2.
We start with the following result.
Lemma A.3 There exist C0, C1, C2 > 0 (which are independent of R, s, t and θ)
and R∗ ≥ 1 such that
(i) Φ(η(R, s, 1;x)) ≤ C0R3N−1 for all R ≥ 1 and s ∈ [0, 1].
(ii) Φ(θη(R, 0, 1;x)) ≤ C1R3N−1 for all R ≥ 1 and θ ∈ [0, 1].
(iii) Φ(η(R, 1, t;x)) ≤ −C2tNR3N for all R ≥ R∗ and t ≥ 1.
Proof. For reader’s convenience, we provide the detailed proof here. For R ≥ 1,
s ∈ [0, 1] and t ≥ 1, by some direct computations, we have∫
RN
|∇η(R, s, t;x)|2dx
= ωN−1(tR
2)N−2
(∫ R+1
R
+
∫ R+2+sR
R+1+sR
)
|πr(R, s; r)|2rN−1dr
=
1
N
ωN−1ζ
2(tR2)N−2
[
(R + 1)N −RN + (R + 2 + sR)N − (R+ 1 + sR)N ]
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and∫
RN
F (η(R, s, t;x))dx
= ωN−1(tR
2)N
(∫ R+1
R
+
∫ R+1+sR
R+1
+
∫ R+2+sR
R+1+sR
)
F (π(R, s; r))rN−1dr
≥ 1
N
ωN−1F (ζ)(tR
2)N
[
(R + 1 + sR)N − (R + 1)N]
− 1
N
ωN−1M(tR
2)N
[
(R+ 1)N −RN + (R + 2 + sR)N − (R + 1 + sR)N] ,
where ωN−1 is the surface area of the unit sphere in R
N and M := maxl∈[0,ζ] |F (l)| >
0. Obviously, for R ≥ 1 and s ∈ [0, 1], the following inequalities hold
(R + 1)N −RN ≤ (2N − 1)RN−1,
(R+ 2 + sR)N − (R + 1 + sR)N ≤ 3N−1(2N − 1)RN−1,
(R+ 1 + sR)N − (R + 1)N ≥ sNRN .
Thus, there exist positive constants C3, C4 and C5 independent of R, s and t such
that ∫
RN
|∇η(R, s, t;x)|2dx ≤ C3tN−2R3N−5 (A.2)
and ∫
RN
F (η(R, s, t;x))dx ≥ tN (C4sNR3N − C5R3N−1).
Then a positive constant C0 > 0 can be found, which is also independent of R, s and
t, such that
Φ(η(R, s, t;x)) ≤ 1
2
aC3t
N−2R3N−5 +
1
4
b(C3t
N−2R3N−5)2
− tN (C4sNR3N − C5R3N−1)
≤ tN (C0R3N−1 − C4sNR3N ).
(A.3)
Now, we are ready to complete the proof this lemma. Obviously, by letting t = 1
in (A.3), Item (i) holds. Arguing as the proof of (A.3), a positive constant C1 > 0
exists, which is independent of R ≥ 1 and θ ∈ [0, 1], such that
Φ(θη(R, 0, 1;x)) ≤ 1
2
aC3R
3N−5 +
1
4
b(C3R
3N−5)2 +
1
N
ωN−1MR
2N
[
(R+ 2)N −RN]
≤ C1R3N−1.
This is Item (ii). Finally, by using (A.3) again, there exist C2 > 0, which is indepen-
dent of R and t, and R∗ ≥ 1 such that
Φ(η(R, 1, t;x)) ≤ −C2tNR3N for all R ≥ R∗ and t ≥ 1.
Thus, Item (iii) holds. 
We know from Item (iii) of Lemma A.3 that, under the assumptions of Theorem A.2,
η(R, 1, T ;x) ∈ Or for sufficiently large R, T . For any given ui ∈ Or (i = 1, 2), we
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next try to join ui and η(R, 1, T ;x) in Or. Without loss of generality, we may assume
that ui has compact support and supp ui(x) ⊂ B(0, L3i ) for some constant Li > 0.
Now, we consider the following curves:
γi,1 : [Li, R]→ H1(RN ); R 7→ ui((Li/R)3x),
γi,2 : [0, 1]→ H1(RN ); θ 7→ ui((Li/R)3x) + θη(R, 0, 1;x),
γi,3 : [0, 1]→ H1(RN ); s 7→ ui((Li/R)3x) + η(R, s, 1;x),
γi,4 : [1, T ]→ H1(RN ); t 7→ ui((Li/R)3x) + η(R, 1, t;x),
γi,5 : [0, 1]→ H1(RN ); θ 7→ (1− θ)ui((Li/R)3x) + η(R, 1, T ;x).
Since ui, η(R, 1, T ;x) ∈ H1r (RN ), by joining these curves, we get a continuous path in
H1r (R
N ) joining ui and η(R, 1, T ;x). Actually, we will further see that, with suitable
choices of R and T , our path defined above is indeed included in Or.
Lemma A.4 For any given ui ∈ Or (i = 1, 2), the following statements hold.
(i) Φ(ui((Li/R)
3x)) ≤ Φ(ui)(R/Li)3N ≤ Φ(ui) < 0 for all R ∈ [Li,+∞).
(ii) There exists Ri ≥ 1 such that, for all s ∈ [0, 1], t ≥ 1, θ ∈ [0, 1] and R ≥ Ri,
Φ(ui((Li/R)
3x) + θη(R, 0, 1;x)) < 0,
Φ(ui((Li/R)
3x) + η(R, s, 1;x)) < 0,
Φ(ui((Li/R)
3x) + η(R, 1, t;x)) < 0.
(iii) There exists Ti ≥ 1 such that, for all R ≥ Ri, θ ∈ [0, 1] and t ≥ Ti,
Φ((1− θ)ui((Li/R)3x) + η(R, 1, t;x)) < 0.
Proof. (i) Since ui ∈ Or and N = 2, 3, we can easily obtain that, for all R ≥ Li,
Φ(ui((Li/R)
3x))
=
1
2
a(R/Li)
3(N−2)
∫
RN
|∇ui|2 + 1
4
b(R/Li)
6(N−2)
(∫
RN
|∇ui|2
)2
− (R/Li)3N
∫
RN
F (ui)
≤ Φ(ui)(R/Li)3N ≤ Φ(ui) < 0.
Thus, Item (i) holds.
(ii) We note that, for all R ≥ max{1, Li}, s ∈ [0, 1] and t ≥ 1,
supp ui((Li/R)
3x) ∩ supp η(R, s, t;x) = ∅. (A.4)
Thus, with additional help of Item (i) of this lemma, Item (ii) of Lemma A.3 and
(A.2), we have that, for all R ≥ max{1, Li} and θ ∈ [0, 1],
Φ(ui((Li/R)
3x) + θη(R, 0, 1;x))
= Φ(ui((Li/R)
3x)) + Φ(θη(R, 0, 1;x))
+
1
2
b(R/Li)
3(N−2)
∫
RN
|∇ui|2 · θ2
∫
RN
|∇η(R, 0, 1;x)|2
≤ Φ(ui)(R/Li)3N + C1R3N−1 +
(
1
2
bC3L
3N−5
i
∫
RN
|∇ui|2
)
(R/Li)
6N−11.
(A.5)
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Similarly, we conclude from Item (i) of Lemma A.3 that, for all R ≥ max{1, Li} and
s ∈ [0, 1],
Φ(ui((Li/R)
3x) + η(R, s, 1;x))
≤ Φ(ui)(R/Li)3N + C0R3N−1 +
(
1
2
bC3L
3N−5
i
∫
RN
|∇ui|2
)
(R/Li)
6N−11.
(A.6)
Also, by using Item (iii) of Lemma A.3, we obtain that, for all R ≥ max{R∗, Li} and
t ≥ 1,
Φ(ui((Li/R)
3x) + η(R, 1, t;x))
≤ Φ(ui)(R/Li)3N −
[
C2R
3N −
(
1
2
bC3L
3N−5
i
∫
RN
|∇ui|2
)
(R/Li)
6N−11
]
tN .
(A.7)
Since Φ(ui) < 0 and N = 2, 3, we now conclude from (A.5), (A.6) and (A.7) that a
large enough positive constant Ri exists such that Item (ii) holds.
(iii) Obviously, there exists Mi > 0 independent of θ such that, for all θ ∈ [0, 1],∫
RN
F ((1− θ)ui) ≥ −Mi.
Then, for all R ≥ Li and θ ∈ [0, 1], the following inequality holds
Φ((1 − θ)ui((Li/R)3x))
≤
[
1
2
a
∫
RN
|∇ui|2 + 1
4
b
(∫
RN
|∇ui|2
)2
+Mi
]
(R/Li)
3N =:M i(R/Li)
3N .
In view of (A.4), Item (iii) of Lemma A.3 and (A.2), we have that, for all R ≥ Ri,
θ ∈ [0, 1] and t ≥ 1,
Φ((1− θ)ui((Li/R)3x) + η(R, 1, t;x))
≤
[
M i +
(
1
2
bC3L
3(N−2)
i
∫
RN
|∇ui|2
)
tN−2 − C2L3Ni tN
]
(R/Li)
3N .
Thus, a large enough positive constant Ti exists such that Item (iii) holds. 
Proof of Theorem A.2. Let
R := max{R1, R2} and T := max{T1, T2},
where Ri and Ti (i = 1, 2) are given by Lemma A.4. Obviously, by Lemma A.4, we
have
γi,1([Li, R]), γi,2([0, 1]), γi,3([0, 1]), γi,4([1, T ]), γi,5([0, 1]) ⊂ Or.
Thus, ui (i = 1, 2) and η(R, 1, T ;x) are connected by a continuous path in Or. Since
the positive constants R and T are chosen uniformly in ui (i = 1, 2), the proof of
Theorem A.2 is completed. 
Remark A.1 We would like to point out that, under the assumptions of Theorem A.2,
the new set O := {u ∈ H1(RN ) | Φ(u) < 0} is also arc-wise connected. Indeed, for
any given u1, u2 ∈ O, one can define a continuous path in H1(RN ) exactly as above,
which is not radially symmetric in general (since u1 or u2 may not be radially sym-
metric) but joins u1 and u2 in O.
25
A.3 Existence of optimal path
We shall prove in this subsection the following result, which claims the existence of an
optimal path for any given nontrivial solution of Problem (P ) in the case a = 0, b > 0
and N = 2, 3, and is also needed for the proof of Lemma 3.4.
Theorem A.3 Assume that a = 0, b > 0 fixed, N = 2, 3 and f satisfies (f1)− (f4).
Then, for any given nontrivial solution w ∈ H1(RN ) of Problem (P ), there exists an
optimal path γ, that is, γ ∈ Γ satisfying
w ∈ γ([0, 1]) and max
t∈[0,1]
Φ(γ(t)) = Φ(w).
Proof. For any given nontrivial solution w ∈ H1(RN ) of Problem (P ), without loss
of generality, we will find a curve γ : [0, L]→ H1(RN ) such that
γ(0) = 0, Φ(γ(L)) < 0, w ∈ γ([0, L]) and max
t∈[0,L]
Φ(γ(t)) = Φ(w).
When N = 3, the construction of such a curve is rather simple. Actually, we can
easily verify that the curve defined by
γ(t)(x) :=
{
0, t = 0,
w(x/t), t ∈ (0, L],
is the desired one by choosing L > 0 sufficiently large.
When N = 2, the situation becomes more complicated. As we can see below,
with suitable choices of t0 ∈ (0, 1), t1 ∈ (1,+∞) and θ1 > 1, the curve γ constituted
of the three pieces defined below gives a desired one:
γ1(θ)(x) :=
{
0,
θw(t−10 θ
−2x),
θ = 0,
θ ∈ (0, 1],
γ2(t)(x) := w(x/t), t ∈ [t0, t1],
γ3(θ)(x) := θw(t
−1
1 θ
−2x), θ ∈ [1, θ1].
Such a construction is motivated by an idea of Jeanjean and Tanaka, which was de-
veloped in [15] to deal with Problem (Q). But the curve constructed here is slightly
different from the one presented in [15], since we are now faced with some difficul-
ties which are cased by the vanishing of the term
∫
R2
|∇u|2 and the loss of a limit
limt→0 f(t)/t.
For any given t ∈ (0,+∞), let
gt(θ) :=
1
4
bθ4‖∇w‖42 − θ4t2
∫
R2
F (θw), θ ∈ [0,+∞).
Obviously, gt(θ) = Φ(θw(t−1θ−2x)) when θ ∈ (0,+∞) and
d
dθ
gt(θ) = θ3
[
b‖∇w‖42 − t2
(
4
∫
R2
F (θw) +
∫
R2
f(θw)θw
)]
.
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We choose t0 ∈ (0, 1) sufficiently small such that
b‖∇w‖42 − t20
(
4
∫
R2
F (θw) +
∫
R2
f(θw)θw
)
> 0 for all θ ∈ [0, 1]. (A.8)
Since w ∈ H1(R2) is a nontrivial solution of Problem (P ), we have∫
R2
F (w) = 0 and
∫
R2
f(w)w = b‖∇w‖42 > 0.
Thus, a suitable constant θ1 > 1 exists independently of t0 such that
4
∫
R2
F (θw) +
∫
R2
f(θw)θw > 0 for all θ ∈ [1, θ1],
For this constant θ1, we choose t1 > 1 sufficiently large such that, for all θ ∈ [1, θ1],
b‖∇w‖42 − t21
(
4
∫
R2
F (θw) +
∫
R2
f(θw)θw
)
≤ − 2
θ41 − 1
b‖∇w‖42. (A.9)
Now, we know from (A.8) that Φ(γ1(·)) is increasing in θ ∈ [0, 1] and takes its maximal
at θ = 1. Since
∫
R2
F (w) = 0, we have Φ(γ2(·)) = Φ(w) = 14b‖∇w‖42 for all t ∈ [t0, t1].
Finally, in view of (A.9), Φ(γ3(·)) is decreasing in θ ∈ [1, θ1] and
Φ(θ1w(t
−1
1 θ
−2
1 x)) = g
t1(θ1) = g
t1(1) +
∫ θ1
1
d
dθ
gt1(θ)dθ
≤ 1
4
b‖∇w‖42 −
∫ θ1
1
2θ3
θ41 − 1
b‖∇w‖42dθ
= −1
4
b‖∇w‖42 < 0.
Therefore, we get the desired curve for the case N = 2. 
Remark A.2 From the construction process above, we know that, for a positive (ra-
dial, respectively) solution of Problem (P ), the corresponding optimal path γ actually
can be chosen such that γ(t)(x) > 0 for all x ∈ RN and t ∈ (0, 1] (γ(t) is radially
symmetric for all t ∈ (0, 1], respectively).
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