A new solar spectral irradiometer that operates in the visible and near-infrared spectral ranges has been developed. This instrument takes advantage of a new concept optical head that collects the light that impinges on a hemispheric surface, thus improving the instrument angular response with respect to traditional devices. The technical characteristics of the instrument are investigated and detailed, and its radiometric calibration, performed by means of a Langley-like method, is discussed. A new simplified theoretical model that accounts for the diffuse irradiance observed in an optically thin plane-parallel atmosphere has been developed to improve the fit of the irradiance diurnal evolution. An alternative polynomial parametric representation of monochromatic diffuse irradiance evolution has been attempted, but satisfactory results were not obtained from the fitting of experimental data. The new instrument could be useful to carry out remote-sensing validation campaigns.
Introduction
A collection of ground-truth observations is necessary to calibrate radiometrically a remote-sensing imager signal and to validate the retrieved data products. The extended dynamic range ͑even better than 4000:1͒ and linearity of aerospace optical sensors for Earth observation can be fully exploited provided that the raw data are accurately calibrated to retrieve at-sensor radiance spectra. Note that a sensor dynamic range or a signal-to-noise ratio ͑SNR͒ of 4000:1 approximately corresponds to a noiseequivalent radiance difference of 5 nW cm Ϫ2 sr Ϫ1 nm
Ϫ1
. Ground-reference techniques, used to assess the radiometric calibration of remote-sensing instruments, utilized atmospheric and surface measurements performed at selected test sites during sensor overflight. This predicted radiance is then compared with the reported sensor output over the test site to determine the radiometric calibration coefficients for each spectral channel. [1] [2] [3] One of these methods, the irradiance-based approach, relies on measurements of total and diffuse downwelling irradiance coupled with measurements of atmospheric transmittance and surface reflectance. 4 -7 The remotely sensed images must be carefully corrected for atmospheric effects ͑gas and aerosol absorption and scattering in the visible and infrared spectral ranges͒, if the data are to be used for quantitative assessment of biogeophysical parameters. These correcting procedures are based on the output of radiative transfer models, 8 -10 such as MODTRAN4 and 6S computer codes that provide atmospheric spectral transmittance, direct spectral irradiance, and spectral radiance scattered by the atmosphere. However, the output of these models depends on many input parameters, some of which would be monitored to better represent the current atmospheric physical conditions.
As currently proved by large calibration campaigns ͑such as those employing Fluxnet towers, Aerosol Robotic Network ͑AERONET͒ sites, 11 and Modland facilities 12 ͒, this goal is achieved during remote-sensing campaigns by equipping the ground test sites with appropriate instrumentation, for example, weather stations, pyranometers or pyrgeometers, and lidar systems that provide temperature, humidity, pressure, wind speed, and direction, band-integrated solar irradiance, and atmospheric visibility. 13 Conversely, in-field hyperspectral irradiance data are not always acquired at least with the required accu-racy, also because of the circumstance that spectral irradiometers are rarely available. It is worth noting that the extended SNR of novel hyperspectral sensors ͑approximately quoted above as 4000:1͒ would require a noise equivalent irradiance difference of approximately 0.5 W m Ϫ2 m
, whereas the expected spectral resolution should not be worse than 10 nm.
A noticeable exception is constituted by major remote-sensing projects such as a MODerate resolution Imaging Spectroradiometer ͑MODIS͒, a MEdium Resolution Imaging Spectrometer ͑MERIS͒ and Enhanced Thematic Mapper ͑ETMϩ͒, which take advantage of in-field measurements routinely performed by means of dedicated instrument networks. Most of the spectrometers employed for measurement of at-ground solar irradiance are the Yankee Environmental Systems Multifilter rotating shadowband radiometers ͑MFRSRs͒, Cimel Electronique and PREDE sky-scanning radiometers, sunphotometers, and Reagan instruments. 14, 15 Nevertheless, some of these instruments cannot obtain a true irradiance signal, because standard spectral radiometers that collect the radiance impinge from a narrow pencil of directions. Other instruments are equipped only with a small number of spectral channels that are generally located in the UV spectral range to assess atmospheric aerosol loading ͑e.g., Cimel radiometers of the AERONET network that acquire radiance spectra constituted by eight channels͒. Moreover, the most diffuse irradiance meter is still represented by panchromatic instruments hosted by weather stations. The few existing hyperspectral solar irradiometers use a planar surface to collect the impinging radiation. The main shortcoming of this arrangement is connected to the instrument angular response, which obeys a cos 0 law and thus reduces the collected energy when the source zenith angle 0 reaches large values.
To overcome these problems, we developed a new portable spectral irradiometer characterized by a high sensitivity even for the small elevation of the Sun. Because of the hemispheric shape of the first collecting optical surface, the instrument geometric response changed to ͓͑1 ϩ cos 0 ͒͞2͔, providing a good level of signal even for high source zenith angles.
Here we discuss the development of this instrument, its relevance to remote-sensing data calibration and correction as well as the experimental activity carried out for the spectral and radiometric calibration of the irradiometer. In addition we propose a new simplified physical model for downwelling solar irradiance to validate the instrument response. Preliminary experimental data are shown and thoroughly analyzed. We note that this type of instrument can be used for in-flight monitor of the radiometric calibration factors of the remote-sensing imager used;
in-flight capture of valuable data for atmospheric correction of the acquired hyperspectral images such as spectra of ground-reflected solar irradiance, downwelling irradiance;
at-ground capture of valuable data for the atmospheric correction of acquired hyperspectral images such as spectra of global solar irradiance, diffuse and direct irradiance; computation of columnar atmospheric transmittance and hence extraction of physical quantities, such as molecular abundances, to be used as input of radiative transfer codes.
Optical System
Our instrument was designed to acquire the spectrum of the solar hemispheric irradiance to validate hyperspectral remote-sensing data. The geometric instrument response, the spectral and radiometric accuracy, and the portability are factors that constrain the design of the system. Together with total irradiance spectrum, the instrument can be used to acquire hemispheric diffuse irradiance spectrum, allowing us to estimate the hemispheric direct irradiance spectrum, the spectrum of atmospheric transmittance and some atmospheric parameters that define the input data for radiative transfer models, such as columnar abundance of oxygen and water vapor.
The optical unit utilizes a monomode ͑50 -125 m of core-cladding diameter͒ step-index optical fiber integrated spectrometer coupled through two lenses to integrating optics consisting of two diffusers: a 20-mm-diameter primary hemisphere and a 20-mmdiameter secondary plane as depicted in Fig. 1 . The aim of the first diffuser is to produce an almost ho- Fig. 1 . Optical unit of the solar spectral irradiometer. The integrating optics consists of two diffusers located over a concave structure, 5: a hemispheric, 3, and a planar diffuser, 2. The isotropic field is collected through two lenses, 6 and 7, at the entrance of a monomode optical fiber, 8. The optical unit has a shutter, 9, for dark-signal measurements and a shadowing disk, 4, for diffuse irradiance measurements. mogeneous illumination on the second surface, which, however, does not receive an isotropic electromagnetic field. The second planar diffuser is used to make the received illumination independent of the incoming directions. In this way, an isotropic and homogeneous radiation field is produced behind the second diffuser. Radiation from the second diffuser is focused by the primary plano-convex lens near a spherical ball lens that directs light into an optical fiber with the requested ϳ0.22 numerical aperture. Because of the short focal length of the primary lens that is far below the diffuser, the obtained diffuser spot image is of a size that is comparable with that of the spherical ball lens, thus optimizing the system power throughput.
To gain stability against possible mechanical vibrations, the diffuser spot size has been kept slightly larger than the spherical ball lens diameter. The use of a hemispheric surface as a first diffuser originates a geometric response that satisfies a ͓͑1 ϩ cos 0 ͒͞2͔ law, with 0 being the source's zenith angle. Figure 2 shows the spectral irradiometer at our test site located in San Rossore, Pisa, Italy.
To compute radiant intensity F from a pointlike far source ͑i.e., a remote star͒ as spatially integrated over a hemisphere, we must take into account the symmetry of the system. First, radiant intensity F from a fixed direction that impinges over a planar surface of area r 2 is considered in Eq. ͑1͒:
where L͑, ͒ is the radiance and the impinging direction is given in spherical coordinates ͑, ͒ relative to the surface normal. Integrating this radiant intensity over all the impinging directions and taking a unitary area yield the planar irradiance E plan :
Integration of the radiance from a given direction over a hemispheric surface is more complex, as stated by the following relationship:
Here ⌶͑, ͒ is the Jacobian of the transformation to spherical coordinates, n is the local normal direction, and m is the incoming direction also represented by the spherical coordinates ͑ 0 , 0 ͒. Because of the symmetry of the integration surface, the source direction can be set at an arbitrary azimuth angle 0 ϭ ͞2, hence the cosine of impinging-to-normal direction angle becomes cos͑n, m͒ ϭ cos cos 0 ϩ sin sin 0 sin .
Noting that ⌶͑, ͒ ϭ r 2 sin and assuming that L͑ 0 , 0 ͒ is constant over the selected surface, we can easily integrate Eq. ͑3͒ and provide the following result:
This result, however, contains negative power contributions from a hemisphere slice, which contributes to the previous integral with an outward radiation flux. This circumstance is clearly depicted in Fig. 3 , which shows the basic optical layout for irradiance sensing related to the hemispheric primary diffuser of our system. Figure 3 also shows an impinging radiation field constituted by a plane wave that ideally would be produced by a remote pointlike source at polar angle 0 . The terminator selects an obscure slice indicated by A and a symmetric slice C that is the complementary part of B in the hemisphere. We indicate by X the absolute radiant intensity over B and by Y the same quantity as integrated over A ͑which equals that over C͒. In view of Eq. ͑5͒ we can write the following equation system:
The second Eq. ͑6͒ is a trivial result since the sum of radiant intensities over B ͑X͒ and over C ͑Y͒ clearly always produces the same constant value, corresponding to a plane wave from the zenith direction. The solution to Eqs. ͑6͒ is then
Hence, the hemispheric diffuser modifies the instrumental response, which continues to collect energy even when the source polar angle approaches ͞2. This valuable property, however, has the noticeable disadvantage that the measured irradiance must be converted to planar irradiance, the quantity at the left-hand side of Eq. ͑2͒ that is useful for any application purpose. In fact, the irradiance measured by the hemispheric spectral irradiometer is obtained from Eq. ͑7͒ after angular integration:
which provides an expression that differs from that in Eq. ͑2͒. Assuming a unitary hemispheric cross section, Eq. ͑8͒ can be rewritten as
where the angularly averaged radiance J ϭ ͑1͞2͒ ͐ 2 L͑ 0 , 0 ͒d⍀ has been introduced. It can be shown that, as long as the observed source produces a narrow pencil of radiation at polar angles ͑e.g., zenithal distances͒ of less than 20°, the relative difference between planar and hemispheric irradiance does not exceed 3%. The problem of hemispheric-to-planar irradiance conversion is addressed in depth in Section 4.
As shown in Fig. 1 , the spectral irradiometer is equipped with a Sun occulting disk to perform measurements of diffuse solar irradiance 16 alone. A thin holder as shown in Fig. 4 is used to mount the occulting disk centrally over the hemispheric diffuser. The solid angle occulted by the disk is easily computed from its radius b and height h above the base of the hemispheric diffuser. Since the disk shadows the impinging light within a cone wide shadow , the occulted solid angle is computed by the following relationship:
where shadow is the angle subtended by half of a disk. The two parameters h and b have been chosen so that the occulted solid angle is 2͞2 sr, i.e. shadow ϭ 60°. In this way the disk can be used to occult the Sun direct radiation during the central part of the day at low-latitude and midlatitude sites, a valuable option for carrying out in-field measurements associated with standard airborne campaigns. As a rule of thumb, doubling the diffuse irradiance measured with the occulting disk yields a coarse estimate of the true diffuse irradiance.
We confirm that the holder for the shadowing disk can be removed from the irradiometer when we perform measurements of total irradiance and that the holder itself can be alternatively mounted on four different threaded bores symmetrically placed around the center of the hemispheric diffuser. This configuration makes it possible to prevent the disk holder from shadowing the hemispheric diffuser at all local times ͑Sun position͒.
Detection and Acquisition System
Because of the current improvement of spectral and radiometric characteristics of aerospace sensors, the solar spectral irradiometer must have similar high performance to provide useful data for the abovediscussed applications. With regard to spectral requirements, it is necessary to adopt a spectrometer that can be used to sample the spectral features of the main atmospheric gases with a spectral resolution of a few nanometers. The choice of sensor ͑spectral range, number of elements, dynamic range, linearity, quantum efficiency͒, optics ͑lens diameter, focal length͒, and fiber ͑numerical aperture͒ is driven by the radiometric and spectral requirements. We se- lected a Parts VIS-LIGA ͑an acronym for the German words for lithography, electroplating, and molding͒ microspectrometer equipped with a Rowland reflection grating bound to a Hamamatsu S5463 256-element photodiode linear array. The spectrograph is fed by a monomode optical fiber that transmits the light collected by the fore optics. The instrument, equipped with an automatic mechanical shutter used for dark-signal calibration, is powered by a nickel metal hydride ͑NiMh͒ battery pack that provides up to 4 h of run time. The sensor was assembled with a variable-gain internal preamplifier stage that can be switched between two preset values ͑high and low͒. The output of the sensor is conveyed to a two-stage amplifier circuitry that performs offset scaling and reference for the analog-to-digital converter ͑ADC͒.
The acquisition system is based on an Arizona 18C452 microcontrol unit ͑MCU͒, which directs all the control signals to the linear array detector. The processor idles until a begin-of-acquisition string is received by the RS232 communication link. Inside the MCU, a 10-bit ADC sequentially converts the 256 analog samples to digital numbers ͑DNs͒, which are stored in the embedded RAM. When the MCU senses the end of the scan signal, it stops the acquisition and sends the samples back to the host computer and a 16-byte tail string that contains housekeeping data follows the data stream. The reception or transmission of data is done by internal serial interface ͓Universal Asynchronous Receiver͞ Transmitter ͑UART͔͒. Figure 5 shows a block diagram of the readout circuitry of the developed instrument. The control of integration time is done by means of two internal counters and can be stepped between 7 ms and approximately 2 s. The MCU also controls the shutter status and digitizes the signal of a linear semiconductor thermometer that detects the sensor temperature. An input line of the analog section of the MCU is reserved to monitor the battery charge status. Table 1 details the principal optical characteristics of the chosen monolithic sensor. Spectral measurements are controlled by the host computer by means of a proprietary serial communication protocol. The computer issues the acquisition command to the MCU, which contains all the experimental parameters such as shutter status, gain value, and integration time. The MCU then performs the required measurement and conveys the spectral data to the communication port. The spectral acquisition software running on the computer reads the incoming data and records it on the hard disk. For this purpose we developed dedicated software using the C͞Cϩϩ programming language. The software provides the user with all the services for instrument calibration and data preprocessing. The software is specially equipped with algorithms that carry out radiometric response measurement and calibration, dark-signal characterization and subtraction, the channels spectral position measurement, and the spectrometer's point-spread function ͑PSF͒ assessment and spectrum deconvolution.
Calibration and Data Processing

A. Spectral Dispersion and Resolution
To test the basic instrument performance and to obtain common calibration data we carried out laboratory activity, which was devoted to measurement of the instrument dark signal, the SNR, the central wavelength of the available spectral channels, and the spectrometer's PSF. We investigated the spectral dispersion of the utilized spectrometer by using a set of argon, krypton, neon, and xenon low-pressure spectral calibration lamps. These lamps, manufactured by Oriel, were specifically designed for spectral calibration purposes and their low-pressure emitter provides high stability and narrow spectral lines. The main result of this activity is shown in Fig. 6 , where the measured spectral positions of 24 different spectral lines are plotted versus their calibrated wavelength. The linear dispersion curve was 2 fitted on the experimental points shown in Fig. 6 , hence producing the regression line plotted herewith. The fitted pixel dispersion as far as estimated was 2.96 Ϯ Fig. 5 . Block diagram of the readout circuitry of the developed spectral irradiometer. The electronics is controlled by a MCU that generates the scanning signals for the linear array detector, controls the ADC, and sends data to the PC through the RS232 port. EPROM, electrically programmable read-only memory; I͞O Port, input͞output port. Table 1͒ , the difference being easily ascribed to the noise that affects the measurement. As a result of fit we were also able to compute the spectral range explored by the instrument, which covered the 205-959-nm wavelength range. It is worth noting that the first ͑205-300 nm͒ and the last spectral channels ͑880 -959 nm͒ have a low SNR ͑from 1 to 40͒ thus their measures are scarcely usable. Hence, the working spectral coverage gets worse, from 300 to 900 nm. We have investigated the cross talk between adjacent spectral channels by measuring the instrument response to a spectral pulse. For this purpose we used two color He-Ne laser sources with line centers located at 543.4 and 632.8 nm, as shown in Figs. 7͑a͒ and 7͑b͒, respectively. From a theoretical standpoint we suppose that the laser emits a narrow line, whose width should be far below both the spectral bandwidth and the sampling step of the tested spectrometer. As long as this condition holds true the measured spectrum should directly account for the instrument impulse response f ͑, ͒. The shape of the response function has been investigated to assess its mathematical representation. The experimental profile was fitted with a rational function of the following kind:
Here , the center of the response function, is considered as a free parameter and its value needs to be fitted together with that of the other free parameters p 0 , p 1 , p 2 , and f 0 . The fit of this second-order expression for both laser sources produces a vanishing p 1 ϭ 0, which reduces the function of Eq. ͑11͒ to a standard Lorentz profile. This result might be significant because the pressure broadening of the laser line has this particular expression. Alternatively, a firstorder expression, obtained by keeping p 2 at zero, has been attempted. Figure 7͑a͒ shows the fitted firstorder and Lorentz functions with the related experimental data for the green laser source. It is evident how the Lorentz profile is the better approximation to the measured data, particularly in the wings of the response function. Figure 7͑b͒ , on the other hand, shows the fit of the second-order function to the in- ͑b͒ Crosses, measurement of the source at 632.8 nm; solid curve, Lorentz function fit. It is evident that the Lorentz profile is the better approximation to the experimental data, and that its parameters ͑e.g., its width͒ change with wavelength. This means that the spectrometer does not obey the shift-invariance property. strument response measured at 632.8-nm wavelength. We point out that the parameters of the fitted Lorentz function substantially change between the two concerned measurements, hence demonstrating that the utilized spectrometer does not obey the shift-invariance property. Note that the concerned spectrometer is affected by a second-order superposition at wavelengths greater than 600 nm, the amplitude of which is negligible only to 850 nm.
B. Radiometric Calibration
To convert measurements to irradiance spectra, the instrument response has to be radiometrically calibrated. Because of the lack of calibrated irradiance sources we measured the diurnal evolution of total at-ground irradiance to extrapolate the solar irradiance the instrument would observe if placed at the top of atmosphere ͑TOA͒, with a Langley-like calibration procedure. For this purpose we assumed an exoatmospheric solar irradiance spectrum known from previous research results and published material. [17] [18] [19] [20] [21] The Langley method is based on the ability of the experimenter to extrapolate the solar power at the TOA from measurements taken at several air masses ͑solar zenithal distances͒. The method is generally applied to a monochromatic radiance signal, the change of which is modeled following the BeerBouguer-Lambert law. 22 The most important assumption is that the atmosphere does not change with time, and it is common practice to perform these measurements from sunrise to sunset and obtain a large variation in air mass values. Note that extension of the measurements to low Sun altitudes requires careful modeling of the observed radiance, which can no longer be accounted for by considering a plane-parallel atmosphere. A high altitude calibration site at which these measurements can be performed helps to mitigate the possible inaccuracy of radiance theoretical modeling and the effects of atmospheric turbulence. 22 Application of this kind of calibration procedure to our instrument requires knowledge of a reliable theoretical signal model that describes the evolution of monochromatic irradiance during the day as a function of the Sun's position ͑relative air mass in the direct light path͒. The free parameters of the model are then assessed with a fitting algorithm by use of experimental data. It is important to note that our irradiance signal does not change simply by following the Beer-Bouguer-Lambert law because it also contains the diffuse irradiance contribution that has a more complex behavior, and it is modulated by the instrument angular response. Even though the instrument angular response has been precisely assessed in Section 2, no reliable diffuse irradiance parametric model expressed in closed form has been found. To overcome this problem we tried two different approaches: we attempted to introduce a formal parametric representation of irradiance evolution using a cos 0 polynomial, and we developed a simplified physical model for diffuse irradiance as detailed in Subsection 4.B.1.
Modeling the Irradiance Signal: a Simplified Physical Model
The radiance that reaches the ground in a given viewing direction can be written as the sum of the atmospheric radiance ͑downwelling radiance͒ and the directly transmitted radiance. In this way the global irradiance E tot ͑, 0 ͒ contains both the solar irradiance E dir ͑, 0 ͒ directly transmitted to the ground and irradiance E sca ͑, 0 ͒ scattered by the atmosphere:
where, according to the formal solution of the radiative transfer equation ͑RTE͒, 23, 24 we have
L͑s, m͒ P͑n, m͒
Here ͑; 0, ϩϱ͒ is the optical thickness of the atmosphere along a vertical path, E TOA ͑͒ is the solar spectral irradiance at the TOA, and P͑n, m͒ is the phase function that states the conditional probability for a photon from path m ϭ ͑ 0 , 0 ͒ to be scattered in direction n ϭ ͑, ͒. Here we assume that the atmosphere is horizontally stratified ͑plane-parallel͒ and stationary, polarization effects are negligible, and the density of atmospheric constituents obeys an exponential decay when the height and turbidity is constant inside the atmosphere. [25] [26] [27] [28] [29] Note that the term sec 0 in Eq. ͑13͒ is the relative air mass that accounts for the increased path length through which light rays must pass in the atmosphere when the Sun is not directly overhead. For solar zenith angles less than 60°, the relative air mass can be accurately represented by sec 0 , and the plane-parallel hypothesis holds true. This also means that the simplified atmospheric model discussed herein for the diffuse irradiance signal cannot be used to describe the atground irradiance at low Sun altitudes.
We wish to determine an approximate analytic solution to the RTE for a parallel-plane atmosphere for radiance L sca ͑͒ diffusely transmitted to the ground. The following parameters are defined:
⌫͑s, ͒ ϭ atmospheric transparency for a finite-height layer, (15)
A generic altitude z can easily be expressed as z ϭ s cos , with s being the along-path coordinate, and the extinction, scattering, and absorption coefficients are modeled as
where a is the damping factor ͑e.g., 2.0 km͒ and K ext , K sca , and K abs are the extinction, scattering, and absorption coefficients, respectively, calculated at the ground level. The optical thickness between a generic height z and the TOA is
The optical thickness between a generic height z and the ground is
Defining n as the viewing direction and m as the incoming radiation direction, the RTE solution of Eq. ͑14͒ can be expressed as
L͑s, m͒ P͑m, n͒␤ sca ͑s͒⌫͑s, ͒d⍀ds.
For the direct and once-scattered radiation we obtain
where we have approximated the Sun as a far pointlike source ͑n 0 is the direction to the Sun͒.
For an isotropic scattering atmosphere we assume a 1͞4 phase function constant with respect to and 0 , also independent of altitude z. Introducing 0 ϭ aK ext ͉ zϭ0 , ϭ ͑1͞cos ͒, and 0 ϭ ͑1͞cos 0 ͒, we can express Eq. ͑24͒ as
By changing the variables ϭ exp͓Ϫ͑z͞a͔͓͒Ϫa͑d͒͞ ϭ dz͔, Eq. ͑25͒ becomes
Here the ratio K sca ͞K ext represents the atmospheric turbidity, which is independent of the altitude. To compute the diffuse irradiance E sca ͑, 0 ͒ that impinges over a horizontal plane, according to Eq. ͑14͒ the radiance in Eq. ͑26͒ has to be integrated over half of a solid angle. Unfortunately the solution can not be expressed analytically in closed form, thus the first scattering order irradiance for a generic phase func-
In view of Eqs. ͑7͒-͑9͒, the corresponding relationship for the hemispheric irradiance is easily obtained:
Calibration Procedure Description
We have applied a method for radiometric calibration based on determination of the solar spectral irradiance at the TOA, following the approach of the traditional Langley calibration procedure. 30, 31 From the above theoretical results we have inferred a mathematical model for the raw uncalibrated monochromatic signal DN͑ k , 0 ͒ acquired by our instrument after subtraction of the dark signal and integration time compensation:
Here k is the central wavelength of the kth spectral channel, I 0 ͑ k ͒ is the exoatmospheric solar irradiance expressed in DN units, t͑ k ͒ is the atmospheric turbidity, and f ͑ k , ␥, 0 , 0 ͒ is a function that accounts for the angular integral on the right-hand side of Eq. ͑27͒ ͓or Eq. ͑28͔͒, which might depend on an additional parameter ␥ to model a not-constant phase function. This function was numerically estimated for any experimental condition. It should be noted that in Eq. ͑29͒ we executed the angular integration of the directly transmitted term according to Eqs. ͑8͒
and ͑9͒ by assuming a pulselike source radiance L͑ 0 , 0 ͒. We took measurements during July and October 2002 at Florence, Italy, from approximately 11:00 a.m. to 6 p.m. ͑local time͒. Irradiance diurnal evolution was observed at the exact 8-min sampling step and was determined as the average of eight independent measurements. Any irradiance measurement was performed twice with two different integration times to increase the available SNR at both ends of the observed spectral range. Each observation was completed with a corresponding dark-signal measurement.
Experimental data thus far obtained were averaged, corrected for the corresponding dark signal, and composed for the two integration times. This preprocessing produced average data that are independent of the integration time and that obey the diurnal evolution model depicted in Eq. ͑29͒. A 2 fit procedure was then applied to assess the value of the free parameters included in that relationship. Two phase functions were tried: the constant 1͞4 and the Rayleigh phase function. Free model parameters computed from the 2 fit were the TOA spectral irradiance I 0 ͑ k ͒, the atmospheric optical thickness 0 ͑ k ͒, its turbidity t͑ k ͒, and asymmetry ␥ only for the Rayleigh phase function:
Experimental errors k ͑ j͒ were estimated from the acquired data, also including the uncertainty about estimated integration time and Sun position 0 .
2 minimization was achieved by means of a local optimization program, SolvOpt, 32 specifically developed for nonlinear problems with a high number of free parameters. We repeated 2 optimization five times with different starting points for any wavelength k to obtain a reliable estimate of the absolute minimum of the 2 operator. Then we extracted response I 0 ͑ k ͒ that the instrument would have if it were placed outside the atmosphere, i.e., for a null relative air mass ͑, t 3 0͒. In that position the irradiance that reaches the instrument is the solar extraterrestrial irradiance that is known accurately.
The calibrated instrument response E mis ͑͒ can be expressed ͑after dark-signal subtraction and integration time compensation͒ as the product of the digital instrument response DN͑ k ͒ and the radiometric calibration factors G͑ k ͒:
For a vanishing air mass, Eq. ͑31͒ becomes
and we can calculate the radiometric calibration factor G͑ k ͒, which converts the generic digital signal into electromagnetic units:
To this end we used calibrated data of exoatmospheric solar irradiance extracted from previous research. 33, 34 Therefore the calibrated instrument response is expressed as
The I 0 ͑ k ͒ inferred from the 2 fit of diurnal evolution was low-pass filtered before calculation of G͑ k ͒ to mitigate noise effects toward the end of the observed spectral range. The obtained G͑ k ͒ spectrum was, in turn, low-pass filtered to restore shape distortion produced by the first filtering on I 0 ͑ k ͒ and also to reduce any noise effect.
Results and Discussion
The first notable result is that the selected theoretical model was only partially able to describe the diurnal evolution of the response of our instrument. The relative 2 ranges from unity at both ends of the digitized spectral interval up to 10 -30 around 600 nm. Although we obtained these values neglecting the uncertainty that arises from the finite duration of each measure ͑which is high above the integration time͒ and therefore underestimating noise amplitude k ͑ j͒, it appears that the model failed to give a fair representation of the signal. Note that the optimal 2 values obtained at short and long wavelengths are probably related to the low SNR level rather than to excellent signal representation.
Analysis of the free parameter value indicated the principal fault of the model, which was connected to a bad representation of the scattered irradiance. No 2 run could retrieve meaningful values for the free parameters of the diffuse irradiance, which often assumed negligible or underestimated amplitudes. In contrast, any variation attempted on the theoretical form of the direct and scattered irradiance terms always produced worse results and higher 2 values. For the scattered irradiance component we tried the mathematical representation of Eq. ͑27͒ as well as that in Eq. ͑28͒ assuming the standard Rayleigh phase function. Moreover the use of an empirical sixth-order polynomial of 0 as a model of the scattered irradiance has been attempted to improve the fitting result. The best result was always obtained by use of the irradiance model of Eq. ͑28͒ ͑with a constant phase function͒ and the theoretical instrument angular response ͓͑1 ϩ cos 0 ͒͞2͔ as shown in Eqs. ͑7͒-͑9͒ and ͑29͒.
We concluded that the mathematical representation given to the scattered irradiance ͑only first-order contribution with fixed turbidity and exponential decay͒ was not effective enough to take into account the daytime evolution of this contribution whereas that of the direct term produced results in close agreement with the experimental results. This interpretation is consistent with the circumstances that the scattered contribution to the observed irradiance is generally less than the direct term but that at no time is it negligible. 35 Figure 8 shows the spectrum of the computed relative 2 for measurements taken on 10 October 2002.
In Fig. 9 we compared a calibrated global solar irradiance spectrum with MODTRAN4 direct atground irradiance for a midlatitude summer atmosphere, with 20-km visibility and a rural aerosol model ͑ϳ1.2 air mass͒. As can be seen, the two spectra show fair agreement, the main difference being ascribed to the lack of representative input data for the MODTRAN simulation and to the circumstance that MODTRAN cannot be used to estimate the diffuse at-ground irradiance.
In addition, the spectral irradiometer provides at-ground solar spectra with some interesting features. First, because of the high SNR in the 250 -350-nm spectral interval, the acquired spectra resolve the O 3 band centered at nearly 300 nm. In the visible part of the electromagnetic spectral range, there are many spectral features due to ions and molecule absorption ͑H, Fe, Ca, Mg͒ that can Fig. 9 . Calibrated solar irradiance spectrum ͑solid curve͒ compared with MODTRAN4 direct at-ground solar irradiance spectrum ͑dotted curve͒ for midlatitude summer atmosphere, 20-km visibility, and a rural aerosol model. The simulation refers to a 3-nm spectral sampling step and for a 7-nm FWHM spectral channel. easily be recognized. In contrast, in the nearinfrared spectral range, the poor instrument quantum efficiency together with the low signal due to strong atmospheric absorption bands make the acquired spectra extremely noisy, with a SNR between 2 and 10 in the IR end of the observed spectral interval. This circumstance is shown in Fig. 10 , where the instrument SNR is plotted versus the wavelength. A spectrum of diffuse solar irradiance observed with the developed instrument is reported in Fig. 11 . This spectrum was observed obscuring the direct solar radiation by an opaque shield, which shadowed the central quarter of the monitored half-solid angle. Figure 12 shows a spectrum of apparent transmittance that is due to the whole atmosphere computed by a simple ratio between the measured global irradiance and the TOA irradiance. The obtained spectrum is also compared with a MODTRAN transmittance spectrum for standard atmospheric conditions ͑midlatitude summer atmosphere, 20-km visibility, and rural aerosol model͒. We note that the instrument can be used to resolve the most important absorption features spectrally because of dominant atmospheric gases.
Conclusions
The problem of in-field measurements that are useful for processing remote-sensing data has been examined and the development of a new solar spectral irradiometer has been described. The use of a hemispheric collecting optics ͑diffuser͒, which shows higher throughput at a high zenithal distance, has been extensively investigated and its response function has been theoretically assessed. We have shown the exigency of high quality in-field measurements for the correction, calibration, and validation of remotely sensed hyperspectral image data.
The spectral dispersion ͑3 nm͞pixel͒ of the employed spectrograph has been deduced from the observation of four spectral calibration lamps. Measurements performed with two laser sources proved that the instrument response ͑which has a Lorentz shape͒ does not obey the shift-invariance property. Two measurement campaigns were carried out in July and October 2002 to gather data for the radiometric calibration of our instrument. A Langley-like calibration procedure was adopted, and processing the measured data required the development of a simple model to describe the diurnal variation of the irradiometer signal. This simple modeling has been extensively discussed and analyzed. The processing of experimental data has demonstrated the inaccuracy of the developed theoretical model for the estimation of diffuse components of the observed irradiance, whereas the predicted hemispheric diffuser response function has been carefully confirmed. The measured instrument signal-to-noise ratio ranged from 20 to 500 in the spectral interval from 300 to 900 nm. The calibrated irradiance spectra as well as the apparent atmospheric transmittance deduced from experimental data have been compared with MODTRAN4 simulations, and fair agreement between Fig. 10 . Instrument SNR versus wavelength, after signal averaging over eight independent measurements. Note that the low SNR was obtained essentially at the red end of the spectrum. Fig. 11 . Calibrated diffuse solar irradiance spectrum. We obtained this spectrum by occulting the entrance optics of the spectral irradiometer so as to exclude any directly transmitted irradiance contributions. The opaque disk also obscured approximately half of the observed half-solid angle, thus attenuating the real scattered irradiance level. Fig. 12 . Retrieved spectrum of apparent atmospheric transmittance ͑dotted curve͒ due to all the atmosphere computed by a simple ratio between the measured global irradiance and the expected TOA irradiance. Spectrum of apparent transmittance ͑solid curve͒ from the fitting procedure described in the text. Spectrum of transmittance ͑bold curve͒ simulated with MODTRAN4 for typical atmospheric conditions ͑midlatitude summer atmosphere, 20-km visibility, and a rural aerosol model͒. experimental and theoretical data was obtained. This circumstance provided additional evidence of the reliability of the obtained radiometric calibration of the irradiance.
