ABSTRACT Cognitive radio (CR) techniques have been proposed for improving the spectral efficiency by exploiting the temporarily unoccupied segments of the licensed spectrum, provided that the transmission of primary users (PUs) is not hampered. In this paper, we propose a cognitive Go-Back-N Hybrid Automatic Repeat reQuest (CGBN-HARQ) scheme that enables the cognitive user (CU) to opportunistically transmit data over a primary radio (PR) channel. Based on the sensing decisions by the CU, it decides about the availability of the PU's channel for its own transmission using the proposed CGBN-HARQ scheme. In addition, it enables the CR transmitter to receive feedback concerning the success/failure of its prior transmissions during the sensing and transmission phases of the time-slot (TS). A discrete time Markov chain model is invoked for the theoretical analysis of the proposed system, where we conceive an algorithm to generate all possible states of the CR transmitter. Both the throughput and delay of the CGBN-HARQ scheme is analyzed by deriving a range of closed-form formulas, which are validated by simulation results. The occupation of the channel by the PU and the reliability of the CU's channel significantly affect both the achievable throughput and the delay of the CGBN-HARQ scheme. Finally, our studies show that the number of packets transmitted within a TS should be adapted according to the communication channel for attaining the maximum throughput and the lowest average transmission delay.
I. INTRODUCTION
The electromagnetic spectrum is a limited natural resource required for wireless communications, which became scarce due to the phenomenal growth in wireless applications in last few decades. This enormous increase in the demand for more spectrum attracted the attention of both the spectrum regulatory bodies and of the research community, since in most countries, the most valuable frequencies have already been allocated, whilst leaving no room for future applications. This then resulted in the widely recognized spectrum scarcity problem [1] , [2] . Therefore, to find the root cause of the spectrum shortfall, the spectrum regulatory bodies and the research community conducted several studies during different time intervals [2] - [8] . It was found that large segments of the earmarked radio spectrum are heavily under-utilized.
Explicitly, the spectrum occupancy remained between 15% and 85% [3] , [4] . Following that measurements carried out at Berkley downtown indicated an approximately 30% and 0.5% occupancy for the bandwidth below 3 GHz, and in the band 3 − 6 GHz respectively [6] , [7] . These results reveal that the spectrum scarcity is not entirely a consequence of the physical shortfall, but more due to having an inefficient and inflexible SSA policy. On the other hand, the unlicensed bands, such as the Industrial, Scientific and Medical and Unlicensed National Information Infrastructure band are becoming overcrowded due to the tremendous proliferation of wireless applications, such as Wi-Fi, Blue-tooth, WiMAX and Zigbee [1] , [9] , [10] .
The inefficient exploitation of the licensed spectrum and the congested nature of the unlicensed spectrum motivates the concept of dynamic spectrum access (DSA), which is considered to be an alternative technique of increasing the overall spectrum utilization [9] . In DSA, the unlicensed users are allowed to access the licensed spectrum for their own transmission, provided that it is temporarily unoccupied by the PUs, or if explicit permission is granted by the PUs [1] , [3] , [9] , [11] . By doing so, the spectrum exploitation can be maximized and the PUs transmission can be protected. In 1999, Mitola and Maguire introduced the concept of Cognitive radio (CR), which has the capability of continuously monitoring and adjusting itself to the operating environment [12] . Specifically, during the monitoring phase, the CU senses the environment with the objective of detecting free slots in the licensed spectrum and then adapts some of its parameters (e.g the carrier frequency, bandwidth and modulation scheme) to reuse the available spectrum without violating the legal rights of PUs [13] . Moreover, when the PUs resume the spectrum access, which is temporarily occupied by the CUs, then the CUs have to vacate it as soon as possible, without causing any interference. The activity of the PUs can be inferred by using various detection techniques such as matched filtering, energy detection, cyclostationary detection etc. The relevant details can be found in [14] - [17] and in their references. These capabilities make the CR an attractive technique of combating the spectrum scarcity. The spectrum under-utilization motivates the regulatory bodies to officially allow CRs to opportunistically access and exploit the PR spectrum. As a result, the first CR based standard, namely IEEE 802.22 was designed, for wireless regional area networks (WRAN) [18] .
In this paper, we propose a Cognitive Go-Back-N HARQ (CGBN-HARQ) scheme operating in a spectrum overlay environment [1] , [9] , [10] , [19] , which enables the CU to sense and access the channel licensed to the PUs for its own transmission, given that the channel is free from the PUs at the instant of request [20] - [22] . Similar to the two-state Markov chain of [21] , [23] , and [24] and to the 'ON'/'OFF' model studied by Saleem and Rehmani [25] , in this paper, we model the presence and absence of the PU in the channel by a two-state Markov chain having the 'ON' and 'OFF' states. Specifically, in the 'ON' state, the channel is considered to be occupied by the PUs, whereas in the 'OFF' state, the channel is free and available for the CU's transmission. Furthermore, similar to [20] , [26] , and [27] , we also assume that the PR's channel is partitioned into time-slots (TS) of duration T , where each TS is further divided into two segments, namely the sensing time of duration T s and the data transmission time of duration T d = T − T s . The sensing epoch is used for detecting the activity of the PUs in the channel, and the remaining time duration is used for data transmission relying on the traditional Go-Back-N HARQ protocol [28] - [30] .
The data transmission in the CR environment is similar to the classical techniques used for wireless communication, and hence they also share the same problems imposed by distortion, interference, noise, fading and impairments [31] - [33] . To mitigate these problems and to achieve reliable data transmission, the CR system also require powerful performance-enhancement techniques in both the physical layer (such as error-correction coding, spread spectrum, diversity and equalizer techniques) and in data link layer (such as the frame-length control, errorcorrection/detection and retransmission), as presented in Fig. 1 [28] , [34] . In this regard, both Automatic Repeat ReQuest (ARQ) and Forward Error Correction (FEC) are used for achieving reliable data transmission. In the former, both error-detection and retransmission are employed for reliable data transmission over a noisy channel. In the latter, an error correction code is used. Moreover, for the sake of mitigating the limitations of both techniques and enhancing the overall performance, Hybrid of FEC and ARQ may be employed [28] , [35] .
To achieve reliable data transmission, our proposed CGBN-HARQ scheme incorporates the traditional GBN HARQ protocol into our CR system. We prefer the GBN HARQ protocol over the stop-and-wait and selective ARQ schemes, because, it has a higher throughput and lower delay than the classic stop-and-wait HARQ (SW-HARQ) and lower complexity than the selective-repeat HARQ (SR-HARQ) [28] - [30] . As mentioned above, when the transmitter deems the channel to be free, it transmits N packets in a chronological order based on GBN-HARQ protocol. On the other hand, the CR receives packets one after the other and generates feedback accordingly for each received packet, which is then conveyed back to the transmitter accordingly. The transmitter always transmits a new packet when an ACK is received whereas, after the reception of a NACK, both the erroneous and the subsequent packets are retransmitted in the next free TSs.
A. RELATED WORK
CR systems have received considerable research attention [10] , [77] - [80] . For example, Sohrabi et al. [77] and Buracchini [78] have studied the challenges in hardware, software and implementational issues of SDR. The Federal Communications Commission has issued a number of rules and regulations for allowing the CR systems to exploit the under-utilized spectral bands [3] , [4] , [81] . Following that, Akan et al. [82] as well as Akyildiz et al. [83] studied the associated challenges imposed on the OSI protocol stack of CR systems, as shown in Fig. 1 . For instance, the physical layer is mainly responsible for channel estimation, for sensing the spectrum and for the reconfiguration of its parameters, such as carrier frequency, the signal detection, modulation, demodulation and encryption of data based on the spectrum decision and the received power [1] , [59] . The data link and network layer are mainly responsible for reliable end-to-end data transmission [82] , [83] . Bicen and Akan [85] and Bicen et al. [86] discussed the challenges in terms of reliability and congestion control as well as delay-sensitive and multimedia data transmission faced by the CR system in various spectrum environment. The throughput of CR networks under the idealized simplifying assumption of perfectly detecting the activity of the PUs has been explored by Yucek and Arslan [16] . The optimal sensing time and the choice of specific sensing techniques have been studied in [15] , [20] , and [87] whereas the optimal frame-length has been explored in [87] . In a little more detail, Liang et al. [20] as well as Tang et al. [87] investigated the optimal sensing duration and TS duration for the sake of maximizing the throughput. By contrast, Stotas and Nallanathan [27] , focused their attention on the particular sensing techniques as well as transmission protocols, and presented the trade-off between the sensing duration and throughput. Axell et al. in [17] studied the state-of-the-art and advancements in CR system which particularly focused on spectrum sensing and detection.
After the successful detection of a free channel, the next task of the CU is to transmit using the transmission protocols. As mentioned above, both the conventional wireless and CR communication systems share the same problem of erroneous transmissions. Hence, powerful error-correction/detection codes have to be used [28] , [34] . For instance, in order to attain a high reliability whilst maintaining a high throughput, HARQ has been employed in various communication networks, such as underwater acoustic networks [42] , satellite communication [88] , in audio as well as video transmissions over the Internet [89] and in multi-relay environments for VOLUME 4, 2016 transmission over orthogonal TSs [45] . The HARQ technique has also been invoked in various IEEE standards [90] - [92] . Ngo and Hanzo [93] surveyed the state-of-the-art of the HARQ in the cooperative wireless communication and a novel rely-switching technique is proposed for enhancing the system throughput. Moreover, in Fig. 2 , we summarized few major contributions in which HARQ protocols are employed for conceiving reliable transmission.
The operating principle of the classic GBN ARQ protocol has been extensively studied in [28] - [30] . The performance of the conventional Go-Back-N HARQ has been investigated in [94] - [99] . In more detail, Turin [96] and Ausavapattanakun and Nosratinia [99] have modelled the GBN ARQ using hidden Markov chains and investigated the effect of both reliable and unreliable feedback on the throughput. Chakraborty and Liinaharja [97] proposed an adaptive GBN-ARQ protocol in which the transmitter changes its operational mode based on the feedback received. Additionally, Zorzi [98] proposed an error-control scheme in order to improve the performance of the GBN retransmission scheme under the delay 9662 VOLUME 4, 2016 constraints. The distribution of packet delay has been studied in [102] and [103] .
However, to the best of our knowledge, limited research has been dedicated to analysing and implementing the HARQ protocols in the context of dynamic CR systems. The research carried out in this regard includes [31] - [33] , [70] , [102] - [110] . However, in these studies, the performance of CR systems employing HARQ protocols has been investigated in terms of the CU throughput, and there is a paucity of exact analytical modelling. For example, the feedbacks concerning the success/failure of the PUs transmission has been used for inferring the presence/absence of the PUs, but without the employment of the ARQ aided protocols [70] , [102] , [103] . Moreover, Fujii et al. [111] introduced space-timeblock-coding aided distributed ARQ in an ad hoc CR network relying on retransmitting the erroneous packets using ARQ. Additionally, a table is built at the source node based on the interference imposed by the PUs, which helps in finding a sufficiently high-quality channel after each retransmission. This may avoid retransmission. As a further advance, crosslayer operation of the physical layer and MAC layer has been proposed [112] . Jeon and Cho [113] introduced an efficient resource allocation scheme in the context of a multi-hop relaying system, in which the data transmission between the relays takes place using the selective-repeat ARQ protocol. Ahmad et al. in [114] explicitly studied the radio resource allocation approaches in context of CR systems. Following that, an end-to-end hybrid ARQ scheme was proposed for end-to-end error control at the session layer [104] . Furthermore, Yue et al. [109] as well as Yue and Wang [107] designed improved anti-jamming coding techniques for CR systems to achieve reliable communication.
An adaptive dynamic network coding approach has been proposed in the context of cooperative communication between the PUs and CUs, where bandwidth efficient trellis coded modulation has been used for freeing the PU's bandwidth and for improving the attainable throughput [115] . In order to improve the performance of CUs, spectrum interweave and underlay sharing approaches were consolidated in [112] and [113] . Specifically, Hu et al. [110] employed an ARQ technique for enhancing the reliability. Patel et al. [116] , [117] focused their attention on maximizing the achievable rates of both underlay-based and interweavebased CR systems, when assuming realistic imperfect sensing. Various communication techniques have been surveyed in [31] - [33] , [121] , and [122] . In Fig. 3 , we summarized the evolution of reliable transmission in the context of CR systems.
B. CONTRIBUTION AND PAPER STRUCTURE
The inspiration of this work is obtained from our previous studies [120] - [122] . We investigated the achievable throughput and delay of Cognitive Stop-and-Wait HARQ (CSW-HARQ) in the light of both perfect and imperfect sensing in [123] and [124] . However, similar to the conventional wireless communication systems, the CSW-HARQ is convenient for implementation, but it is not a high-efficiency ARQ scheme in terms of its throughput and transmission delay. This is because the transmitter in CSW-HARQ scheme transmits a single packet and then waits for its the acknowledgement. During this waiting time the transmitter is not allowed to (re)transmits a packet. On the other hand, a simulation based study is provided in [122] , in which the transmitter continuously transmits N packets in a free TS without waiting for their acknowledgement, which are designed to be received after the round-trip-time of (T s + T d ) seconds. This results in a simplified model for the CR transmitter at the expense of both an increased round-trip delay and retransmissions.
In contrast to [122] and [120] , [121] , in this treatise, the transmitter assumed to have the ability to continuously transmit N packets and receive feedback flags both during the sensing period as well as in the transmission period of the TS. Since the feedback flags are strongly protected and they require only a single bit of information [123] , [124] , this overhead does not hamper the sensing process or PU's transmission. These assumptions make the analytical modelling of the proposed scheme more challenging due to the change in the position of packets in the transmitter buffer with respect to 1) the reception of the ACK and NACK flags during the sensing period and 2) the sensing decision. However, it helps the transmitter in avoiding the unnecessary retransmission of packets, whose ACK flags are received during the sensing time, which improves the overall throughput and reduces the delay of the system. Against the above background, in this paper, we extend the solution presented in [122] by deriving new analytical framework, which allows us to derive closed-form expressions both for the throughput as well as for the average packet delay and for the end-toend packet delay. Our studies show that both the activity of the PR system and the transmission reliability of the CR system imposes a substantial impact on the achievable performance of the CGBN-HARQ. Hence, the parameters may have to be adapted according to the near-instantaneous communication environment in order to maximize its performance.
The main contributions of this paper may be summarised as follows: (a) A novel cognitive protocol CGBN-HARQ is proposed for CR systems in order to achieve reliable communication. Naturally, the proposed CGBN-HARQ scheme is inspired by the classic GBN-HARQ scheme, but we have to reformulate its transmission regime in order to meet the demanding requirements of CR systems. In our CGBN-HARQ arrangement, the transmitter first has to sense the channel prior to using it. Furthermore, the transmitter may receive feedback information both during the sensing period and the data transmission period. (b) By modelling this novel CGBN-HARQ arrangement using a discrete time Markov chain, we study both the attainable throughput and the average delay. We derive closed form expressions both for the throughput and the The structure of this paper is shown in Fig. 4 .
II. SYSTEM MODEL
We continue by formulating both the PR and CR system models used in our analysis. 
FIGURE 5.
Discrete-time two-state Markov chain modelling the process of PR system [21] , [23] , [24] .
A. MODELING THE PRIMARY USER
As in [120] , we consider a PU transmitting in time-slots (TSs) of duration T at an independent and identical probability. This process is modelled as a two-state Markov chain obeying the transition probabilities of Fig. 5 , where the 'ON' state represents that the channel is activated by the PUs. By contrast, the state 'OFF' indicates that the channel is free for the CU to use it. In Fig. 5 , α and β denote the probabilities of traversing from the states 'ON' and OFF' to the opposite states. Let us denote the probabilities of the PU being 'ON' and 'OFF' by P on and P off = 1 − P on . Then, in the steady state of Markov model, we have [29] P on α = P off β,
yielding:
Furthermore, as observe in Fig. 6 (a) that if PU is in the 'ON' state at the beginning of a TS, it remains active until the end of that TS, hence, it cannot be used by the CU. Naturally, if a TS is not used by the PUs, then it is free for the CU [21] , [24] , [86] . Note that the state probabilities of the Markov chain determines the 'ON' and 'OFF' durations of the PU.
B. MODELING THE COGNITIVE USER
The CU obeys the overlay paradigm of [1] and [128] , where the CU is only at liberty to use the channel, if it is free from the PUs. We assume perfect activity sensing, yielding no misdetection and no false-alarm. Similar to [20] , [26] , and [27] , each TS is partitioned into the channel sensing duration of T s and the data transmission duration of T d = T − T s , as seen in Fig. 6(b) . Hence, when the PU is deemed to be in the 'OFF' state within T s , the CU exploits the time duration T d for its transmission by involving the GBN-HARQ protocol. Additionally, the CU's buffer is always assumed to have data in it.
III. PRINCIPLES OF COGNITIVE GBN HYBRID AUTOMATIC REPEAT REQUEST
Recall that the CGBN-HARQ regime relies on two main functions, namely channel sensing and data transmission. VOLUME 4, 2016 Specifically, at the commencement of a TS, channel sensing is used for ascertaining whether the TS is busy or free. Provided that the TS is deemed to be free, transmission ensures using a Reed-Solomon (RS) code RS(N d , K d ) [28] defined over the Galois-field GF(q), where K d and N d denote the number of original information symbols and coded symbols,respectively. Each RS codeword encodes a packet, which is transmitted within T p seconds. Upon arranging for N = T d /T p , the CR transmitter conveys N packets per TS. The RS code is capable of correcting number of t = (N d −K d /z) symbol errors and that reliable cyclic redundancy check (CRC) codes are used for detecting, if there are uncorrectable errors in a received packet. This CGBN-HARQ protocol sequentially transmits N packets, while waiting for the corresponding feedback. Explicitly, N represents the maximum number of packets transmitted during the round-trip time (RTT), which is assumed to be T d . Note that the RTT is defined as the time interval between the transmission of a packet and the reception of a feedback for the same packet. The operation of the CGBN-HARQ protocol of Fig. 7 is described by Algorithm 1 which is mainly organized in two steps.
• In the first step, the transmitter transmits packets in the sensed free TS. Following that, if the ACK flags are received after the elaps of the sensing time, then the transmitter keeps on transmitting new packets until the end of the TS (i.e., (N −k) seconds), as stated on Line 16. On the other hand, if the ACK flags are received within the sensing time or in a busy TS, then the transmitter remains silent, as stated on Line 21. Moreover, if a NACK flag is received, the algorithm returns to Line 6 and provided that the TS is free, the ith erroneous and (N − c + i − 1) subsequent packets are retransmitted, where c is the counter keeping track of packets that have already been transmitted in the current TS.
• Secondly, the receiver generates feedback flags based on the error-free or erroneous reception of packet, as stated on lines 11 and 25, respectively, and sends them to the transmitter accordingly.
A. OPERATIONS OF THE CR TRANSMITTER
The transmitter of conventional GBN-HARQ, continuously transmits packets, until a NACK signal is received. In presence of decoding errors both the error-infested packet as well as the other packets transmitted after the corrupted packet are retransmitted. By contrast, observing both Algorithm 1 and Fig. 7 , in our proposed CGBN-HARQ scheme, the CU is only allowed to transmit packets in the TSs free from the PUs. Hence, the CU has to sense PU's presence/absence before the transmission or retransmission of packets. If the PU is in its 'OFF' state, the CR transmitter transmits N packets, which may include both new packets and the corrupted packets requiring retransmission. Otherwise, the transmitter waits for the next TS and senses the channel again. In our scheme, we assume that all packets are of the same length and the CR transmitter is always ready to transmit these packets in free TSs. Furthermore, each CU packet consists of a RS coded codeword, which is transmitted within the duration of T p seconds, as shown in Fig. 8 . The feedback of each packet is received after the RTT of T d = NT p seconds, where again
It is worth mentioning that for implementing the CGBN-HARQ, the CR transmitter is assumed to have a buffer of size N , which follows the FIFO principle [28] - [30] . The transmitter stores the transmitted packets in its buffer until they are positively acknowledged (ACK). The buffer is updated according to the feedbacks gleaned from the CR receiver. Therefore, if the CR transmitter receives a positive ACK for a packet, its copy is deleted from the buffer and a new packet is appended at the end. Otherwise, no new packet is appended and both the erroneous packet as well as the subsequent packets are retransmitted in the next free TS.
We also assume that the CR transmitter is capable of receiving feedback for the transmitted packets both during the sensing period and the data transmission period, regardless of whether the channel is free or not. The ACK/NACK feedback signals are assumed to be always error-free, which is justified by the fact that the feedback signals are usually well protected [123] , [124] . Moreover, the information content is usually low, since a single bit is enough for the CGBN-HARQ. Therefore, the reception of feedback can be readily protected from errors and it does not adversely affect the sensing and transmission processes.
Owing to the above assumptions, the CGBN-HARQ protocol has two scenarios for the reception of feedback: 1) reception of feedback within the sensing periods; and 2) reception of feedback outside the sensing periods, as shown in Figs. 8, 9 and 10.
In the first case, when a feedback is received within a sensing period, as stated on line 21 of Algorithm 1, if the ACK of a transmitted packet is received, then the CR transmitter
CR transmitter senses a TS.
5:
if TS is free then 6: Transmit packets from i to N − c + i − 1.
7:
Transmitter starts sensing next TS immediately.
9:
while j ≤ N − c + i − 1 do Check each received packet.
10:
if the jth packet is received error-free then 11: receiver transmits ACK for the jth packet.
12:
if TS is free && ACK is received in T d period then 14: Transmit a new packet i.e. P t = (N − k) + (j − 1). 15 :
Counter of packets transmitted 16: if c == N − k then 17: Transmit packets from (P t + 1) to N + j − 1.
18:
Set c = 0, TS = TS +1, i = j and Goto line 8.
19:
end if 20: else 21: TS is busy || ACK is received in T s
22:
No transmission and wait.
23:
end if 24: else 25: reciever transmits NACK for the jth packet and discard the following packets.
26:
if TS is free || NACK is received during T s or T d then
27:
Set i = j, Goto Line 6 28:
TS is busy && NACK is received.
30:
31:
Set c ← 0, i = j and Break.
32:
end if 33: end if 34: end while 35: else 36: Waits until the next TS.
37:
end if 38: TS=TS+1. 39 : end while deletes the copy of the corresponding packet from its buffer and continues to transmit new packets in the next free TS, as shown in Fig. 8 . On the other hand, when a NACK of a transmitted packet is received during a sensing period, then the CR transmitter prepares to retransmit the erroneous packet as well as its (N − 1) subsequent packets in the next free TS, as depicted in Fig. 9 .
In the context of the second case, as shown in Fig. 10 , a feedback is received for a transmitted packet in the next TS, after a sensing period, which is presented on line 13 of Algorithm 1. If the next TS is sensed to be free and an ACK signal is received, a new packet waiting in the buffer is then transmitted immediately. By contrast, if a NACK signal is received, the corresponding erroneous packet as well as its subsequent discarded packets have to be retransmitted, and the erroneous packet is retransmitted immediately. However, if a NACK signal is received during a busy TS, then the erroneous packet and its (N − 1) subsequent packets are transmitted during the next free TS, as shown in Fig. 10 .
B. OPERATIONS OF THE CR RECEIVER
The CR receiver operates similarly to the conventional GBN-HARQ. In the CGBN-HARQ, the CR receiver is assumed to have a buffer for storing the index of the received packets [29] , [30] , which increases by one only when an error-free packet is received, as presented in Algorithm 1. In detail, the VOLUME 4, 2016 operations of the CR receiver can be explained in terms of its normal state and erroneous state, as follows.
1) NORMAL STATE
The CR receiver is considered to be operated in the normal state, when the index of a received packet matches the sequence number stored in the receiver buffer. If this is the case, the CR receiver first carries out RS decoding, then it generates the corresponding ACK or NACK signal, to be sent to the CR transmitter. Furthermore, if the packet becomes error-free after RS decoding, the CR receiver increases the index by one, as stated on lines 11 and 12 of Algorithm 1. Then, the CR receiver waits for the reception of the next packet.
2) ERRONEOUS STATE
When the CR receiver is in the normal state but an erroneous packet is received after RS decoding, the CR receiver changes to the erroneous state. During this state, the receiver discards the erroneous packet and transmits a NACK flag to the CR transmitter. Furthermore, the index in the CR receiver buffer remains unchanged. Additionally, the CR receiver discards the subsequent packets received within the period (N − 1)T p following the erroneous packet, regardless of whether they are correct or not, as stated on line 25 of Algorithm 1. Following the above actions, the CR receiver enters into the normal state and waits for receiving the retransmission of the erroneous packet.
As the example of Fig. 10 shows, when the CR receiver finds that packet 3 is in error, it discards the erroneous packet 3 as well as the pair of subsequent packets, i.e. packets 4 and 5, since the CR receiver has to first correctly receive packet 3. Furthermore, as shown in Fig. 10 , after the reception of a NACK for packet 3, the CR transmitter stops transmitting new packets and immediately retransmits packet 3 as well as the other packets already transmitted, provided that there FIGURE 10. Transmission flow of CGBN-HARQ scheme using k = 1 and N = 4, when a NACK is received after a sensing period followed by a free TS and a NACK is received within a busy TS.
are free TSs for transmission. The above process continues until all packets have been successfully received by the CR receiver.
IV. MARKOV CHAIN-BASED ANALYSIS OF THE CGBN-HARQ SCHEME
Similar to the classic GBN-HARQ, the operations of our CGBN-HARQ can also be modelled with the aid of a discrete-time Markov chain (DTMC). However, as the CR system can only access the PU channel, when the channel is set free by the PUs, the modelling and analysis of the CGBN-HARQ become challenging. In this section, we propose a technique of circumventing the challenges of modelling the CGBN-HARQ as an DTMC. Based on our modelling technique, both the attainable throughput and the delay performance of the CGBN-HARQ will be analyzed in Sections IV-B and IV-C.
We assume that states are defined with respect to the TSs, i.e. the state transition rate is synchronized with the TSs. The state of a TS is jointly determined by the 'ON' or 'OFF' state of the PU and the 'new packet', 'retransmitted packet', and 'packet repeated in one TS' states of the contents stored in the CR transmitter's buffer, when the buffer is observed at the end of a TS. In more detail, let us express the list of states as
The total number of states is denoted by S T , where we have S T = |S|, and S i is the ith legitimate state, which is a (N + 1)-length base-3 digit expressed as
where S i is also referred to as the ith state sequence. In (4), the definition of S i0 is S i0 = 0, if the considered TS is free 1, if the considered TS is busy,
while the definition of S ij , j = 1, . . . , N , is
0, if the jth packet is a new one; 1, if the jth packet is a retransmitted one when the TS is free, or one to be retransmitted when the TS is busy; 2, if the jth packet is a repeated one of a previous packet in the same TS.
Based on the definitions of (5) and (6), we can find a one-toone mapping for i of S i as
Below we use a pair of examples to briefly introduce the principles of modelling and the state transitions. First, let us consider a simple CGBN-HARQ scheme, which has the parameters of k = 1 and N = 1, implying that the CR transmitter uses a single T p interval for channel sensing and the transmitter buffer stores a single packet transmitted/retransmitted or to be transmitted/retransmitted in a TS. In this case, we should note that the third case in (6) will never occur, implying that no packet will be repeated within a specific TS and the digit 2 of (6) will never appear. Then, according to the above definitions, the corresponding DTMC has 4 states, which are S 0 = 00, S 1 = 01, S 3 = 10 and S 4 = 11. The state S 2 = 02 never appears.
The state diagram associated with the transitions is shown in Fig. 11 . In this simple CGBN-HARQ scheme, the transition probabilities can be readily found. For example, assuming that the CGBN-HARQ is currently in state S 0 = 00, which means that the current TS is free and a new packet transmitted, when the packet is correctly received by the CR receiver and the next TS is also sensed to be free, the next state will also be S 0 = 00. Correspondingly, the transition FIGURE 11. State diagram of the CGBN-HARQ scheme with N = 1 and k = 1, dashed lines correspond to the transitions towards the busy states S 3 = 10 and S 4 = 11, solid lines illustrate the transitions towards free state S 0 = 00 and S 1 = 01, while red and green lines correspond to that the packet is received error free and received in error, respectively. probability is P 0,0 = P off (1 − P e ), as shown in the Fig. 11 , where P off is the probability that the TS is free and P e is the error probability of receiving a corrupted packet. By contrast, when the packet is received in error and the next TS is free, the next state will be S 1 = 01. Correspondingly, the statetransition probability is P 0,1 = P off P e . Furthermore, when the packet is received error-free and the next TS is sensed to be busy, the next state will become S 3 = 10 associated with a transition probability of P 0,2 = P on (1 − P e ), where P on = 1 − P off , as shown in Section II-A. Similarly, we can analyze the other state-transitions and transition probabilities, which are all shown in Fig. 11 .
In the second example, we assume the parameters of k = 1 and N = 4. Then, let us return to Fig. 10 for considering the special cases that are not shown in the Fig 11. As shown in Fig. 10 , the first TS is free and 4 new packets are transmitted. Hence, the state of the CGBN-HARQ is S 0 = 00000. The second TS is also sensed to be free. However, the third packet sent in the first TS is received in error. In this case, as shown in Fig. 10 , the packets transmitted in the second TS are packets 5, 3, 4 and 5. Correspondingly, the state is S 14 = 00112, and the probability of transition from S 0 to S 14 is P 0,14 = P off (1 − P e ) 2 P e . Following the second TS, the third TS is found to be busy. Furthermore, among the packets transmitted in the second TS, packet 3 is successfully delivered, while packet 4 is received in error. Hence, during the third TS, the packets stored in the transmitter buffer and to be transmitted in the next free TS are packets 4, 5, 6 and 7. Correspondingly, the state is S 107 = 11100, and the state-transition probability from S 14 to S 107 is P 14,107 = P on (1 − P e )P e . Then, as shown in Fig. 10 , the fourth TS is free to use and packets 4, 5, 6 and 7 are transmitted, which yields a state of S 36 = 01100 associated with a transition probability of P 107,36 = P off from S 107 . Similarly, we can analyze the transitions in the other cases, as and when the various situations are considered.
According to the principles of the CGBN-HARQ and to the above examples, we may infer that the DMTC exhibits the following characteristics.
• When a TS is in 'ON' state, i.e. when we have S i0 = 1, digit 2 does not appear in the corresponding state sequence.
• When a transition changes from an 'ON' state to an 'OFF' state, S i0 = 1 in the current state sequence is changed to S i0 = 0 in the new state sequence, while all the other digits in the state sequence retain the same. Hence, owing to the above observations, the new state sequence does not contain the digit 2 of (6).
• The first digit, i.e., S i1 , never takes the value of 2 seen in (6).
Although we can remove a lot of states from consideration based on the above-mentioned characteristics, it still remains extremely hard to mathematically derive a formula for calculating the total number of states as well as to represent the state sequences in some general expressions. However, once we know the states and their relationship, we can readily determine the corresponding transition probabilities. In this paper, we propose the Algorithm, of Fig. 12 for finding the states or state sequences. The algorithm is detailed as follows.
In our algorithm, we assume that the CR transmitter starts transmitting N new packets using a free TS, which gives a state S 0 = 0, 0, . . . , 0 of (N + 1) zeros. Therefore, the set of states S initially contains S 0 . In order to generate new states from the current state of S cur = S 0 , we allow errors occur at all the possible positions of the state S cur , and also consider both free and busy TSs. For example, as shown in Fig. 9 , if the first packet is received in error and the next TS is found to be free, then the transmitter retransmits both the erroneous packet and the discarded packets. Our algorithm assists in generating a new state S 40 = 01111, where the first digit 0 indicates that the TS is free, while the remaining digits represent that four old packets are retransmitted. After the generation of a new state, for example S 40 , it is then compared to all the existing states in S. If it is not contained in S, the state is then concatenated to the end of S. Otherwise, it is deleted.
After generating all the possible new states from state S 0 , the algorithm moves to the next state S l in S, which is S 40 for the example of Fig. 9 . The state S l is then set as the current state and the above procedure is repeated in order to derive other possible states. Since the Markov chain is irreducible and aperiodic, the algorithm is finally terminated, when all the states in S have been considered as the current states, but without generating new states. At the end of the algorithm, the cardinality of set S is given by the total number of states S T , i.e., S T = |S|.
A. STATE TRANSITION PROBABILITY MATRIX
The probability of transition from one state to another is recorded in the state-transition probability matrix P P P. Let the state of the ith TS be represented by S(i). Then, in the example shown in Fig. 9 and discussed in Section III-A, we have (2) packets. e represents the position of the erroneous packet in the TS, while e = 0 is a special case when all the received packets are error-free. 81 and S(4) = S 0 . Given the state S i during TS t, the probability P i,j that the next state is S j during the (t + 1)st TS is [29] , [126] .
S(1) = S 0 , S(2) = S 40 , S(3) = S
According to the properties of the DTMC, we have
As an example, let us consider the simple example of N = 1 and k = 1, having the state-transitions shown in Fig. 11 . We have demonstrated in Section IV that the DTMC has the state space of
We can now readily show that the state-transition matrix is
(1 − P e )P off P e P off (1 − P e )P on P e P on (1 − P e )P off P e P off (1 − P e )P on P e P on P off 0
Let the probability that the transmitter is in state S i during TS n be expressed as P i (n). Then, we have i∈S P i (n) = 1.
T collect all the S T probabilities in TS n. Furthermore, let us assume that the transmitter starts transmitting, when it is in state S(1) = S 0 , meaning that
Then, by the law of total probability [29] , [127] , the probability that the DTMC traverses to state j at TS (n + 1) can be written as
Upon considering all the S T possible states in S, we have arrive at recursive equation of
From this equation, we can readily infer that
As shown in Equation (9), the sum of each column of P P P T is 1. Hence, the transition matrix P P P T is a left stochastic matrix. Then, according to the Perron-Frobenius theorem, the limit of lim n→∞ (P P P T ) n exists [127] . Consequently, when n → ∞, the Markov chain reaches its steady state [29] and hence we have
Let the steady-state probabilities be expressed by π, i.e. we have π = lim n→∞ p p p(n). Then, from (15) we have [29] , [126] ,
which shows that the steady state probability vector π is the right eigenvector of P P P T , corresponding to the eigenvalue of one. Therefore, π can be obtained via calculating the eigenvector of P P P T [29] , [126] , [127] . Note that the steady state probabilities satisfy the following constraint of
where 1 1 1 represents an all-one column vector. VOLUME 4, 2016
B. THROUGHPUT OF CGBN-HARQ
The throughput of the CGBN-HARQ is defined as the average number of successfully transmitted packets per TS [28] , [128] . As mentioned previously, in CGBN-HARQ, successful transmission of a packet in a TS is achieved, when 1) the TS is free; and 2) error-free transmission of the packet using the free TS is achieved. Given the steady-state probabilities of (16) and the state transitions, the throughput (R s ) of the CGBN-HARQ can be analyzed as follows. When the DTMC reaches its steady-state, its throughput is only dependent on the following two events a) The PU channel is free, implying that the first digit of the state sequence is zero. Hence, considering that the length of state sequences is (N +1) and the digits are base-3 digits, the states contributing to the throughput should have an index lower than 3 N ; b) the number of new packets transmitted with in the state, when then PU channel is free.
Let n p (S i ) be the number of new packets associated with the state S i with i < 3 N , which equals to the number of zeros in the state sequence of S i minus one, since the first zero is only an indicator that the PU channel is free. Then, given the steady state probabilities π π π, the throughput of the CGBN-HARQ scheme can be expressed as
Furthermore, if we express the attainable throughput in terms of the number of packets per T p (packet duration), we have,
Let us now continue by analyzing the delay performance of the CGBN-HARQ.
C. DELAY OF CGBN-HARQ
In the classic GBN-HARQ, the packet delay includes both the duration of the first transmission as well as that of any retransmission of the packets. By contrast, in our CGBN-HARQ, the packet delay includes not only that of the traditional GBN-HARQ, but also the duration of waiting for free channels. Hence, in the traditional GBN-HARQ, the delay performance can be simply characterized by the average packet-delay. By contrast, in our CGBN-HARQ, there are two types of delays, both of which provide unique insights into the performance of the CGBN-HARQ systems. The first type is the average packet-delay while the second one is the end-to-end packet-delay. Here, the average packet-delay is given by the total time spent by a CR transmitter between the start of sensing a TS until the successful delivery of all packets, divided by the number of packets transmitted. By contrast, the average end-to-end delay is the average duration from the start of transmitting of a packet until it is confirmed to be successfully received. Below we consider both of these delays.
1) AVERAGE PACKET DELAY (T D )
The average packet delay T D can be quantified in terms of the average number of TSs (or T p 's) required for the successful transmission of a packet. Hence, given the throughput formulated in (18) or (19), we can readily express the average packet-delay as
2) END-TO-END PACKET DELAY
In this subsection, we investigate the end-to-end packet-delay. First, we study the probability distribution of the end-to-end packet-delay. Then, the average end-to-end packet-delay of CGBN-HARQ is evaluated. Let S N ⊂ S be a subset of S, which contains all the states associated with new packets transmitted. Given S i ∈ S N , we define a set S 
Furthermore, let the number of new packets transmitted while in state S i be expressed as L i . Then, the probability mass function (PMF) of the end-to-end packet-delay can be expressed as:
where we have c = S i ∈S N π i and P
(m)
i,j denotes the probability of traversing from state S i to state S j after the delay of mT p . Now, given π π π, P and S, the PMF of end-to-end packetdelay can be derived as follows. Let us define:
where M T is the highest delay considered, which can be set to a high value so that the probability of having such a delay becomes very small, such as 10 −8 . We first initialize p p p to a vector whose element corresponding to S i ∈ S N equals one, while all the other elements are equal to zero. In other words, p p p = I I I i represents a single column of the identity matrix I I I S T . Then, according to the fundamental properties of DTMC, the state-transitions are described by the following recursive equation
From (25) we can see that whenever we multiply P P P T on the current p p p i , we obtain the following information: a) The end-to-end packet-delay, such as mT p of the new packets whose transmission was started during state S i . b) The probability of transmission P (m) i,j from I I I i (i.e., S i ∈ S N ) to the different termination states in S. c) The number of packets l i,j whose transmission was started in state S i and was correctly received in state S j . With the aid of the above information, we update P MF as follows:
Having obtained the PMF of the end-to-end packet-delay, the average end-to-end packet-delay can be formulated as
Let us now characterize the attainable throughput and the delay performance of the CGBN-HARQ system.
V. PERFORMANCE RESULTS
In this section, we characterize the performance of the CGBN-HARQ. Both analytical and simulation results are provided for confirming each other. The proposed CGBN-HARQ scheme is configured in Matlab, where the CR transmitter is enabled to sense the channel and to continuously transmit N packets in the sensed free TS. On the other hand, the CR receiver detects a packet and performs RS decoding. Fifty thousand Monte Carlo simulations were performed for all the values of P on , P off , P e and N . The variables and their performance impacts are summarized in the Table 1 . Moreover, the observation period starts from the first TS and continues until all packets were successfully received by the CR receiver.
From our studies in the previous sections, we can see that both the throughput and delay performance are dependent on the following system parameters: the PU's channel utilization probability (P on ), CU error reliability (P e ), the number of packets (N ) transmitted in a TS and the time kT p required for reliable sensing. Thus, we will characterize the performance as a function of these parameters. Note that in our simulations the observation period of N t TSs spans from the first TS until the instant when all N s packets have been successfully received. From this, the throughput is obtained as
Note that, N t includes both the free and the busy TSs encountered during the observation period. Correspondingly, the VOLUME 4, 2016 FIGURE 13. Throughput performance of the CGBN-HARQ versus packet error probability in terms of various channel busy probabilities, when k = 1 or 2, and N = 4.
average packet-delay is given by:
or simply by
in terms of number of T p s intervals which represent the normalized average packetdelay T DS in units of T p . Fig. 13 shows the effect of packet error probability on the achievable throughput of CGBN-HARQ for various combinations of P on and k. Observe the high degree of agreement between the analytical and simulation results. Explicitly, the throughput decreases as P e increases due to the increase in the number of packet retransmissions, as P e increases. For a given P e , the throughput decreases as P on increases, because the CR system is granted less time for its information transmission. Finally, it can also be seen that the throughput is affected by the time used for reliable channel sensing. The throughput is reduced, as the sensing duration increases. Fig. 14 and 15 show the throughput attained by CGBN-HARQ, when various values of N and P e are assumed. These figures also show the optimum values of N for each P e and for the other fixed parameters. It may be concluded from the plots of Fig. 14 and 15 that the optimum values of N maximizing the throughput increases, when the channel becomes more reliable. When comparing Fig. 14 to 15 , we observe once again observe that the throughput decreases, when P on increases.
Having characterized the attainable throughput, we now continue by quantifying the delay in terns of both the average packet-delay and the end-to-end packet-delay. Let us first consider the average packet-delay. Fig. 16 illustrates the effect of P e on the average packetdelay. It can be observed from Fig. 16 that the average packetdelay increases, when P e or/and P on increase, when the other system parameters. Explicitly, the average packet-delay increases due to the increased number of retransmissions, when P e increases. When P on increases, there is a lower probability of finding free TS for transmission by the CR system, hence the average packet-delay increases. As shown in Fig. 16 , increasing the sensing duration also increases the average packet-delay owing to the reduced time in each TS used for packet transmission. When comparing Fig. 13 to 16 , we can observe the inverse relationship between the attainable throughput and the average packet-delay, as formulated in Equation (18) and (21) . Additionally, the simulation results of Fig. 16 agree well with the analytical results.
First, Fig. 17 shows the effect of the number of packets N per TS on the average packet-delay. An interesting trend in the results shown of Fig. 17 is the cross-over between the curves for the different values of N . This may be explained as follows. There are two factors contributing to the average packet-delay, namely the sensing time and the retransmission duration imposed by the corrupted transmissions. Increasing the value of N reduces the contribution of the delay due to sensing. For example, for N = 1, a single packet is transmitted with a single T p duration of sensing delay. By contrast, when N = 15, as many as 15 packets are transmitted within the same single T p duration of sensing delay. On the other hand, as N increases, a higher delay is imposed, when a packet has to be retransmitted. Thus, increasing the value of N decreases the relative sensing delay per packet but increases the relative retransmission delay. Naturally, the delay due to the sensing operation only becomes explicit, when the communication channel is very reliable. When the channel becomes less reliable, the delay imposed by retransmissions will dominate the overall packet-delay. Therefore, the average packet-delay decreases with N for low values of P e , while it increases for higher values of P e , hence the curves intersect each other.
Having considered the average packet-delay, we now turn our attention to the end-to-end delay. As discussed earlier in Section IV-C.2, the end-to-end delay is defined as the time duration between the transmission of a packet and its ultimate successful reception. In simulations, the end-to-end packetdelay can be calculated for each packet of say N s packets that the transmitter is required to transmit. Let us define a vector
is the end-toend delay of the jth packet. Then, the PMF of the end-to-end packet-delay may be formulated as:
where max(d d d) denotes the maximum delay of the N s packets. Fig. 18 shows the probability distribution of the end-to-end packet-delay of the proposed CGBN-HARQ scheme. It can be observed from Fig. 18 that for the case of N = 4, 50.59% of packets are received successfully in the first instance of transmission (i.e. within an end-to-end delay of a single T p ), 3.86% packet are received successfully with an end-to-end delay of 4T p , and 1.56% packets are received successfully with an end-to-end delay of 14T p . Similarly, the probability distributions can be evaluated for the scenarios of N = 7 and N = 9 by either simulations or based on the analytical results of Section IV-C.2. It can be seen from Fig. 18 that the simulation results agree well with the analytical ones. Furthermore, the length of the tail increases, as the value of N increases, implying that the maximum possible delay increases, when N increases. Fig. 19 shows the average end-to-end packet-delay versus P e with respect to different values of P on . In the figure, the values obtained from simulations are calculated according to:
It can be seen from Fig. 19 that the average end-to-end packetdelay explicitly increases, as P e increases because of the VOLUME 4, 2016 increase in the number of retransmission. The average end-toend packet-delay also increases, when P on increases, because the CU has to wait for longer to acquire a free TS. When comparing Fig. 16 and 19 , there are two striking differences. The first difference concerns the minimum values of both the delays, while the second difference concerns the increasing rates of the delays, as P e or/and P on increases. In more detail, firstly, as depicted in Fig. 19 , the minimum end-to-end packet-delay equals to one for P e = 0, regardless of the value of P on . However, in the case of the average packet-delay, as shown Fig. 16 , the minimum value becomes higher than one and increases as P on increases. This is because, unlike the average packet-delay, which is calculated by averaging the observations over N t TSs, the end-toend packet-delay is individually calculated for each packet from the start of their transmission. In other words, when P e = 0, the average packet-delay includes the sensing delay, the delay due to the PU channel being busy, as well as owing to the transmission delay of one T p . On the other hand, when P e = 0, the average end-to-end packet-delay always equals one T p , because the error-free channel ensures the correct delivery of a transmitted packet during the first attempt. Secondly, when comparing Fig. 19 to Fig. 16 , we can find that the average end-to-end packet-delay increases significantly faster than the average packet delay, when P e or/and P on increases. This is because in the CGBN-HARQ every packet transmitted is dependent on the (N −1) packets transmitted in the front of it. Explicitly, if any of these packets is received in error, the packet considered has to be retransmitted, regardless whether it has or has not been correctly received, thereby resulting in a longer end-to-end packet-delay.
Finally, in Fig. 20 , we show the effect of increasing N on the average end-to-end packet-delay, where for the reason mentioned above, the average end-to-end delay has a minimum value of one at P e = 0, regardless of the value of N . Explicitly, at a given P e , the average end-to-end delay increases, as the value of N becomes higher. 
VI. CONCLUSION
We proposed a CGBN-HARQ transmission scheme for a CR system with the objective of improving the attainable bandwidth efficiency, while maintaining reliable data transmission. Our investigations have included both its mathematical analysis and simulations. The analytical study of the proposed scheme has relied on the CR system being modelled using a discrete-time Markov chain. The results obtained for this system model include an algorithm conceived for generating all possible states of the CR transmitter. We have also derived closed-form expressions for the throughput and delay of the CGBN-HARQ scheme. The analytical results have also been confirmed by simulations. Specifically, the performance results demonstrated that both the throughput and the delay of the proposed system is significantly affected by the PU's activities and by the PU's channel quality. The results shows a significant increase in the transmission delay owing to less reliable communication and/or due to the increase in the channel occupancy by the PUs. Moreover, we also investigated the impact of transmitting various number of packets on both the achievable throughput and on the transmission delay. It was demonstrated that in order to achieve the maximum attainable throughput and minimum delay, the number of packet transmission in a TS should be carefully adopted according to the communication environment. The summarized results of the CGBN-HARQ are presented in the Table 1 . Our future research will focus on extending this work for finding the optimal transmission frame length.
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