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Abstract
Empirical processes with estimated parameters are a well established subject in nonparametric statistics. In
the classical theory they are based on the empirical distribution function which is the nonparametric maximum
likelihood estimator for a completely unknown distribution function. In the presence of some “nonparametric”
auxiliary information about the distribution, like a known mean or a known median, for example, the nonparametric
maximum likelihood estimator is a modiﬁed empirical distribution function which puts random masses on the
observations in order to take the available information into account [see Owen, Biometrika 75 (1988) 237–249,
Ann. Statist. 18 (1990) 90–120, Empirical Likelihood, Chapman & Hall/CRC, London/Boca Raton, FL; Qin and
Lawless, Ann. Statist. 22 (1994) 300–325]. Zhang [Metrika 46 (1997) 221–244] has proved a functional central
limit theorem for the empirical process pertaining to this modiﬁed empirical distribution function.We will consider
the corresponding empirical process with estimated parameters here and derive its asymptotic distribution. The
limiting process is a centered Gaussian process with a complicated covariance function depending on the unknown
parameter. The result becomes useful in practice through the bootstrap, which is shown to be consistent in case of
a known mean. The performance of the resulting bootstrap goodness-of-ﬁt test based on the Kolmogorov–Smirnov
statistic is studied through simulations.
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1. Introduction
Empirical processes are one of the most ﬂexible tools in nonparametric statistics and beyond. One
of their most important applications is their use in the construction of goodness-of-ﬁt tests. To be more
speciﬁc, let (Xi)i1 be a sequence of independent and identically distributed random variables with
common unknown distribution function F . Given the observations X1, . . . , Xn for some sample size
n1, suppose that we want to develop statistical tests for the hypothesis that F belongs to a given
parametric family of distributions, the family of all normal distributions being a prime example. More
formally, we are then considering the hypothesis testing problem
H0:F ∈F versus H1:F /∈F (1.1)
for some parametric familyF={F(·, ϑ) : ϑ ∈ } of distribution functionswith parameter space ⊂ Rd .
An appealing and time-honoured approach which was initiated by Section 30.8 in Cramér [5] is to use
test statistics based on the empirical process with estimated parameters
̂n(·)= n1/2(Fn(·)− F(·, ϑ̂n)) ,
where
Fn(x)= 1
n
n∑
i=1
1{Xi x}, x ∈ R ,
is the classical empirical distribution function pertaining toX1, . . . , Xn and where ϑ̂n= ϑ̂n(X1, . . . , Xn)
is a suitable estimator for ϑ. Examples of test statistics for (1.1) based on ̂n are abundant. Among the
most prominent ones are the Kolmogorov–Smirnov statistic
‖̂n(·)‖∞ = n1/2 sup
x∈R
|Fn(x)− F(x, ϑ̂n)| (1.2)
and the Cramér–von Mises statistic∫ ∞
−∞
̂2n(·) dF(·, ϑ̂n)= n
∫ ∞
−∞
[Fn(x)− F(x, ϑ̂n)]2 F(dx, ϑ̂n). (1.3)
For a ﬁxed sample size n1, it is obviously hopeless to develop a distribution theory for ̂n—and hence
for the statistics in (1.2) and (1.3)—which applies to all possible familiesF and all possible estimators
ϑ̂n. If one resorts to asymptotics, however, rather broad classes ofF’s and ϑ̂n’s can be covered in a uniﬁed
way. For a description of one of the central results of the asymptotic theory, the functional central limit
theorem for ̂n, letF be a family of continuous distribution functions so that its members can be viewed as
elements of the Banach spaceC[−∞,∞] of all continuous real-valued functions deﬁned on the extended
real line [−∞,∞] = R ∪ {−∞,∞}, where C[−∞,∞] is equipped with the supremum norm ‖ · ‖∞.
Then the crucial assumption aboutF is differentiability of ϑ → F(·, ϑ) viewed as a mapping from the
parameter space  to the Banach space (C[−∞,∞], ‖ · ‖∞). More formally, we assume that  is an
open subset of Rd and that for every ϑ ∈  there exists a continuous function (·, ϑ) : R→ Rd with
‖F(·, ϑ+ h)− F(·, ϑ)− (·, ϑ)th‖∞ = o(‖h‖d) as h→ 0. (1.4)
Here and below the superscript t always denotes the transpose of a vector or a matrix. All vectors in
Euclidean spaces are to be interpreted as column vectors so that (·, ϑ) is a column vector (of real-valued
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functions) and (·, ϑ)t a row vector. Moreover, ‖ · ‖d is the Euclidean norm in Rd . Of course, ‖ · ‖d can
be replaced by any other norm in (1.4).
Condition (1.4) simply requires smooth dependence of F(·, ϑ) on ϑ and is typically satisﬁed if F(·, ϑ)
has a density f (x, ϑ) which is a smooth function of both x ∈ R and ϑ ∈ . This is the case for many
important parametric families of densities. Some examples will be discussed in Section 4 below.
The crucial assumption about the sequence (̂ϑn)n1 of estimators for ϑ is its asymptotic linearity, i.e.,
for every ϑ ∈  we assume existence of a measurable inﬂuence function L(·, ϑ):R→ Rd with existing
covariance matrix ()= E(L(X1, ϑ)L(X1, ϑ)t) and E(L(X1, ϑ))= 0 such that
ϑ̂n − ϑ= 1
n
n∑
i=1
L(Xi, ϑ)+ Rn (1.5)
holds with ‖Rn‖d = oP (n−1/2) as n → ∞, provided that F = F(·, ϑ), i.e., provided that the data
sequence (Xi)i1 is distributed according to the distribution function F(·, ϑ) ∈ F. Note that (1.5)
implies asymptotic normality of n1/2(̂ϑn − ϑ) by the multivariate central limit theorem and Slutzky’s
theorem, and that asymptotic normality of n1/2(̂ϑn − ϑ) is in fact often proven by establishing (1.5). In
particular, this is the case for maximum likelihood estimators under classical regularity conditions which
will be of importance later on.
From a technical point of view, note that (1.5) entails consistency of ϑ̂n so that P (̂ϑn ∈ ) → 1
as n → ∞ under all ϑ ∈ . Consequently, the random event {̂ϑn /∈} has asymptotically negligible
probability and therefore by Slutzky’s theorem plays no role for asymptotic considerations. Hence we
can and will assume without loss of generality that ϑ̂n ∈  always holds on the entire sample space. Then
the process ̂n is well-deﬁned also on the entire sample space.
Thus (1.4) and (1.5) are natural assumptions for the study of the asymptotic distribution of ̂n.A suitable
function space for the formulation of a functional central limit theorem for ̂n is the space D[−∞,∞]
of all right-continuous real-valued functions deﬁned on [−∞,∞] which have left-hand limits, equipped
with the Skorohod topology (see Billinsley [3] and Pollard [12] for details). With “L→ in D[−∞,∞]”
denoting convergence in distribution in D[−∞,∞] and the notation x ∧ y = min{x, y} the following
theorem holds true.
TheoremA. Under (1.4) and (1.5), for all ϑ ∈ ,
n1/2(Fn(·)− F(·, ϑ̂n)) L→Z in D[−∞,∞] as n→∞,
whereZ=(Z(x))x∈[−∞,∞] is a centered Gaussian process with continuous sample paths and covariance
function
cov(Z(x), Z(y))= F(x ∧ y, ϑ)− F(x, ϑ)F (y, ϑ)+ (x, ϑ)t(ϑ)(y, ϑ)
− (x, ϑ)tE(L(X1, ϑ)1{X1y})− (y, ϑ)tE(L(X1, ϑ)1{X1x})
for all x, y ∈ R.
From Theorem A the asymptotic distributions of the Kolmogorov–Smirnov and Cramér–von Mises
statistics as well as many others follow via the continuous mapping theorem for convergence in distribu-
tion. TheoremA itself has a long history (see Shorack andWellner [15, Section 5.5]). In its above form, it
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is basically due to Durbin [6] who worked in the Skorohod spaceD[0, 1] and imposed a slightly different
smoothness condition than (1.4). Condition (1.4) is taken from van der Vaart [17, Theorem 19.23]. For a
strong approximation version of the result see Burke et al. [4].
The empirical distribution function Fn is the nonparametric maximum likelihood estimator for F if
nothing is known about F . Suppose now that some “nonparametric” auxiliary information about F is
available in the sense that for known measurable real-valued functions g1, . . . , gr we know that
E(g(X1))=
∫ ∞
−∞
g(x) F (dx)= 0, (1.6)
where g(x)= (g1(x), . . . , gr(x))t. Examples are a known mean  of X1, where g(x)= x − , a known
medianm, where g(x)=1(−∞,m](x)−1/2 provided that F is continuous, or a known mean  and known
variance 2, where g(x) = (x − , x2 − 2 − 2)t. It is then quite natural to consider the nonparamet-
ric maximum likelihood estimator F˜n for F under the auxiliary information provided by (1.6). Using
ideas from the concept of empirical likelihood as developed by Owen [8–10], see also Owen [11] for a
comprehensive account, Qin and Lawless [13] have derived a closed-form expression for F˜n (in a model
extending (1.6) by an additional parameter  appearing in g which we have dropped here). It turns out
that F˜n is a distribution function which puts random masses on the observations X1, . . . , Xn in such a
way that (1.6) holds for F˜n instead of F . This simply means that F˜n satisﬁes the same constraint as F .The
precise technical deﬁnition of F˜n is not needed here for the following discussion and will be postponed
to the beginning of Section 2.
Zhang [19] has proved the following functional central limit theorem for the empirical process per-
taining to F˜n.
Theorem B. If
E(‖g(X1)‖2r )=
∫ ∞
−∞
‖g(x)‖2r F (dx)<∞ (1.7)
and
2 = E(g(X1)g(X1)t)=
∫ ∞
−∞
g(x)g(x)t F(dx) is positive deﬁnite, (1.8)
then
n1/2(F˜n − F) L→W in D[−∞,∞] as n→∞,
whereW = (W(x))x∈[−∞,∞] is a centered Gaussian process with covariance function
cov(W(x),W(y))= F(x ∧ y)− F(x)F (y)− U(x)t−2U(y) (1.9)
for all x, y ∈ R with
U(x)= E(g(X1)1{X1x}). (1.10)
Remark. Zhang’s result requires a ﬁnite third moment instead of the second moment assumption in (1.7)
because he considers the extended model with the additional parameter  in g. If  is dropped, the second
moment assumption sufﬁces.
M. Genz, E. Haeusler / Journal of Computational and Applied Mathematics 186 (2006) 191–216 195
Note that without any auxiliary information Donsker’s classical functional central limit theorem
states that
n1/2(Fn − F) L→B◦(F ) in D[−∞,∞] as n→∞ ,
where B◦ = (B◦(x))x∈[0,1] denotes the Brownian bridge so that B◦(F ) is a centered Gaussian process
with covariance function
cov{B◦(F (x)), B◦(F (y))} = F(x ∧ y)− F(x)F (y) (1.11)
for all x, y ∈ R. Denoting the covariance matrix of the random vector (	1, . . . , 	m)t by Cov[	1, . . . , 	m]
we see from (1.9) and (1.11) that
Cov[B◦(F (x1)), . . . , B◦(F (xm))]Cov[W(x1), . . . ,W(xm)] (1.12)
for all x1, . . . , xm ∈ R in the sense of the Loewner ordering for symmetric matrices (i.e., AB if and
only if B −A is nonnegative deﬁnite). Inequality (1.12) reﬂects the asymptotic improvement of F˜n over
Fn under the model (1.6). More is true, however: It follows from Theorem B and Example 5.3.2 in Bickel
et al. [2] that under (1.6) the estimator F˜n is asymptotically efﬁcient for F in the sense of the Hajek
convolution theorem. This clearly supports the use of F˜n if (1.6) holds. For additional information about
estimation under constraints the reader is referred to Hipp [7] and the references therein.
Motivated byTheoremsA and B in the present paper wewill study the empirical process with estimated
parameter
˜n(·)= n1/2(F˜n(·)− F(·, ϑ̂n))
pertaining to F˜n. Under the assumption that all F(·, ϑ) ∈F satisfy (1.6), i.e., under∫ ∞
−∞
g(x) F (dx, ϑ)= 0 for all ϑ ∈ , (1.13)
and under the assumption that the variables Xi are distributed according to F(·, ϑ) for some ϑ ∈ ,
we will derive the asymptotic distribution of ˜n in Theorem 1 of Section 2, thus providing a version of
TheoremA for F˜n. Moreover, we will discuss the impact of the choice of the estimator ϑ̂n for ϑ. As might
be expected, maximum likelihood estimation is preferable in most cases.
From the statistical point of view, Theorem 1 gives the asymptotic distributions of statistics based on
˜n, like the Kolmogorov–Smirnov and Cramér–von Mises statistics, under the null hypothesis H0 of the
hypothesis testing problem (1.1). However, as it is often the case for composite hypotheses, the asymptotic
distributions depend on the unknown parameter ϑ in a complicated way so that the results are not directly
applicable to construct statistical tests for (1.1). One possible remedy is the bootstrap. Stute et al. [16]
and Babu and Rao [1] have shown that a bootstrap approximation to the distribution of ̂n is valid in the
setting of TheoremA and that it leads to reliable statistical tests for (1.1). In Section 3 we will show that
the bootstrap is also applicable to ˜n. For simplicity we will restrict ourselves to the case of a known
mean of the variablesXi . Finally, in Section 4 we will consider some concrete examples. Simulations will
show that the Kolmogorov–Smirnov bootstrap test for (1.1) under the auxiliary information E(X1) = 0
often does have a signiﬁcantly greater power when based upon F˜n and ˜n than on Fn and ̂n.This strongly
supports the use of F˜n and ˜n in such models.
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2. A functional central limit theorem
First of all, we will now present the precise deﬁnition of the nonparametric maximum likelihood
estimator F˜n for F under the model (1.6). For this, let (Xi)i1 be a sequence of independent and
identically distributed random variables with continuous distribution function F which satisﬁes (1.6) for
some given function g. For observed data X1, . . . , Xn the nonparametric likelihood of any distribution
function G is
NPL(G)=
n∏
i=1
(G(Xi)−G(Xi−)),
whereG(x−) denotes the left-hand limit ofG at x ∈ R. The nonparametricmaximum likelihood estimator
for F under (1.6) is the distribution function F˜n which satisﬁes (1.6) and maximizes NPL(G). Evidently,
NPL(G) can be positive only if G places positive probability mass on every one of the observed data
X1, . . . , Xn, and anyGwhich maximizes NPL(G) cannot place any mass outside of {X1, . . . , Xn}. Con-
sequently, the probability masses p1, . . . , pn which the maximizer F˜n puts on X1, . . . , Xn are obtained
by maximizing the product
∏n
i=1pi in p1, . . . , pn subject to the restrictions
pi > 0,
n∑
i=1
pi = 1 and
n∑
i=1
pig(Xi)= 0. (2.1)
Note that the information provided by (1.6) is taken into account through the condition∑ni=1pig(Xi)=0.
For the discussion of the above maximization problem under the constraints (2.1), let cohull◦{y1, . . . ,
yn} denote the interior of the convex hull of the points y1, . . . , yn ∈ Rr . If
0 ∈ cohull◦{g(X1), . . . , g(Xn)}, (2.2)
then there exists a unique maximizer p˜n,1, . . . , p˜n,n which can be found by the method of Lagrange
multipliers (see Owen [9, p. 100]; Qin and Lawless [13, p. 304/305], for the following details). With

 ∈ Rr being the Lagrange multiplier we have
p˜n,i = 1
n(1+ 
tg(Xi)) , 1in (2.3)
and 
 is a solution of the equation
n∑
i=1
g(Xi)
1+ 
tg(Xi) = 0. (2.4)
Because of p˜n,i < 1 for all i = 1, . . . , n, the solution belongs to the open convex set
Mn =
{

 ∈ Rr : 1+ 
tg(Xi)> 1
n
for i = 1, . . . , n
}
.
Now Eq. (2.4) has exactly one solution inMn provided that the r × r-matrix
n∑
i=1
g(Xi)g(Xi)
t is positive deﬁnite; (2.5)
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see Owen [9, p.105], or use the mean value theorem for a direct proof (note that ∑ni=1g(Xi)g(Xi)t
is always nonnegative deﬁnite by construction). Consequently, under (2.2) and (2.5) the nonparametric
maximum likelihood estimator F˜n for F in the model (1.6) is given by
F˜n(x)=
n∑
i=1
p˜n,i1{Xi x}, x ∈ R, (2.6)
where p˜n,i is as in (2.3) with 
 being the unique solution of (2.4) inMn.
For F˜n to be a reasonable estimator forF it has to bewell-deﬁned by (2.2)–(2.6) at least with probability
converging to one as n → ∞. For this to be true condition (1.8) turns out to be sufﬁcient: Under (1.6)
and (1.8) the proof of Lemma 2 in Owen [9] adapted to the present situation gives, as n→∞,
P(0 ∈ cohull◦{g(X1), . . . , g(Xn)})→ 1, (2.7)
whereas the law of large numbers implies
P
(
n∑
i=1
g(Xi)g(Xi)
t is positive deﬁnite
)
→ 1. (2.8)
Thus with probability converging to one we observe samples X1, . . . , Xn for which F˜n is well-deﬁned.
Hence for asymptotic considerations we can and will assume without loss of generality that F˜n is deﬁned
through (2.2)–(2.6) on the entire sample space. Though not fully explicit (there is not explicit solution for
(2.4) in general), this description of F˜n allows for a complete theoretical analysis of its asymptotics. For
an observed sampleX1, . . . , Xn the corresponding F˜n can of course be computed by numerical methods.
Now we will turn to our version of Theorem A for F˜n. For this, we ﬁx a parametric family F =
{F(·, ϑ): ϑ ∈ } of continuous distribution functions and a sequence (Xi)i1 of independent and iden-
tically distributed random variables with common distribution function F(·, ϑ) for some ϑ ∈ . As
explained in Section 1, assumption (1.6) has to be given the form of (1.13) now because the auxiliary
information provided by g has to be available for all distributions fromF. Accordingly, conditions (1.7)
and (1.8) have to be satisﬁed for all ϑ ∈ , i.e., they have to be replaced by∫ ∞
−∞
‖g(x)‖2r F (dx, ϑ)<∞ for all ϑ ∈  (2.9)
and
2(ϑ)=
∫ ∞
−∞
g(x)g(x)t F(dx, ϑ) is positive deﬁnite for all ϑ ∈ , (2.10)
respectively. Then F˜n is well-deﬁned whatever the true value of ϑ for the data sequence (Xi)i1 may be,
and we have the following theorem.
Theorem 1. ForF= {F(·, ϑ): ϑ ∈ } and (̂ϑn)n1 with (1.4), (1.5) and (1.13), assume that (2.9) and
(2.10) hold. Then for all ϑ ∈ ,
n1/2(F˜n(·)− F(·, ϑ̂n)) L→V in D[−∞,∞] as n→∞,
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where V =(V (x))x∈[−∞,∞] is a centered Gaussian process with continuous sample paths and covariance
function
cov(V (x), V (y))= F(x ∧ y, ϑ)− F(x, ϑ)F (y, ϑ)+ (x, ϑ)t(ϑ)(y, ϑ)
− (x, ϑ)tE(L(X1, ϑ)1{X1y})− (y, ϑ)tE(L(X1, ϑ)1{X1x})
− U(x)t−2(ϑ)U(y)+ U(x)t−2(ϑ)E(g(X1)L(X1, ϑ)t)(y, ϑ)
+ U(y)t−2(ϑ)E(g(X1)L(X1, ϑ)t)(x, ϑ),
where U is as in (1.10).
Remark. Because the distribution function F(·, ϑ) of X1 is a function of ϑ, the deterministic function
U is now in fact also a function of ϑ. We drop this dependence on ϑ in the notation for simplicity.
Proof. For x ∈ R and n1 write
F˜n(x)− F(x, ϑ̂n)= F˜n(x)− F(x, ϑ)− (F (x, ϑ̂n)− F(x, ϑ))
=An,1(x)− An,2(x),
say. Because ϑ ∈  is ﬁxed, n1/2(F˜n(·) − F(·, ϑ)) is simply the empirical process pertaining to F˜n as
appearing in Theorem B. Therefore, by Theorem 3.2 in Zhang [19] we have
An,1(x)= 1
n
n∑
i=1
[1{Xi x} − F(x, ϑ)− U t(x)−2(ϑ)g(Xi)] + Rn,1(x) (2.11)
with ‖Rn,1‖∞ = oP (n−1/2) as n→∞. For An,2(x) we write
An,2(x)= (x, ϑ)t (̂ϑn − ϑ)+ Rn,2(x)
with
Rn,2(x)= F(x, ϑ̂n)− F(x, ϑ)− (x, ϑ)t (̂ϑn − ϑ)
and use (1.4) and (1.5) to obtain ‖Rn,2‖∞=oP (‖̂ϑn−ϑ‖d)=oP (n−1/2) as n→∞. Moreover, by (1.5),
(x, ϑ)t (̂ϑn − ϑ)= 1
n
n∑
i=1
(x, ϑ)tL(Xi, ϑ)+ Rn,3(x),
where by Cauchy–Schwarz ‖Rn,3‖∞‖(·, ϑ)‖∞‖Rn‖d = oP (n−1/2) as n → ∞ because (·, ϑ) is
bounded. Combining the expansions for An,1(x) and An,2(x), we see that the processes n1/2(F˜n(·) −
F(·, ϑ̂n)) and
Yn(x)= n−1/2
n∑
i=1
[1{Xi x} − F(x, ϑ)− U(x)t−2(ϑ)g(Xi)− (x, ϑ)tL(Xi, ϑ)]
have the same asymptotic distribution, when viewed as processes in D[−∞,∞]. Observe that Yn(x) is
a normalized sum of independent and centered random variables. An elementary computation veriﬁes
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cov(Yn(x), Yn(y)) = cov(V (x), V (y)) for all x, y ∈ R and n1, and an application of the multivariate
central limit theorem shows that the ﬁnite dimensional distributions of Yn converge in law to those of V .
To conclude the proof of the theorem, it remains to verify tightness of the sequence (Yn)n1, i.e.,
lim
↓0 lim supn→∞
P(w∞(Yn, ))= 0 for all > 0, (2.12)
where the appropriate modulus of continuity for functions f deﬁned on [−∞,∞] and > 0 is given by
w∞(f, )= sup{|f (x)− f (y)|:−∞x, y∞ and (x, y)}
with  being a metric for the topology of the extended real line [−∞,∞]. Clearly, (2.12) can be veriﬁed
for the two summands
n−1/2
n∑
i=1
[1{Xi x} − F(x, ϑ)− U(x)t−2(ϑ)g(Xi)] (2.13)
and
n−1/2
n∑
i=1
(x, ϑ)tL(Xi, ϑ) (2.14)
of Yn(x) separately. Now the result for the process in (2.13) is part of the proof of Theorem B and has
been obtained in Lemma 6.1 in Zhang [19]. The process in (2.14) is the scalar product of the deter-
ministic function (·, ϑ) and the random vector n−1/2∑ni=1L(Xi, ϑ) which is independent of the argu-
ment x in (x, ϑ). Because of (·, ϑ) ∈ C[−∞,∞] and because n−1/2∑ni=1L(Xi, ϑ) is asymptotically
normal and hence tight, tightness of the process in (2.14) is immediate. Thus the proof of Theorem 1
is complete. 
The covariance function of the limit process V in Theorem 1 combines the summands appearing in
the covariance functions of the limit processes Z of Theorem A and W of Theorem B and adds the two
summands
U(x)t−2(ϑ)E(g(X1)L(X1, ϑ)t)(y, ϑ)+ U(y)t−2(ϑ)E(g(X1)L(X1, ϑ)t)(x, ϑ).
These two summands represent some kind of interaction between the auxiliary information described by
the function g from (1.13) and the estimation of ϑ by ϑ̂n with inﬂuence function L(·, ϑ) from (1.5).
If every F(·, ϑ) ∈ F has a density f (·, ϑ), then the most natural estimator for ϑ is the maximum
likelihood estimator. Under regularity conditions on F it is well known that the maximum likelihood
estimator is asymptotically linear with inﬂuence function given by
L(x, ϑ)= 1
I (ϑ)
(
 log f
ϑ1
(x, ϑ), . . . ,
 log f
ϑd
(x, ϑ)
)t
,
where I (ϑ) denotes the Fisher information. Then, for 1kr and 1(d we have
E(gk(X1)L((X1, ϑ))= 1
I (ϑ)
∫ ∞
−∞
gk(x)
f
ϑ(
(x, ϑ) dx = 1
I (ϑ)

ϑ(
∫ ∞
−∞
gk(x)f (x, ϑ) dx,
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provided that the model is so smooth in ϑ that interchanging the order of integration and differentiation
is justiﬁed in the last line. Because of∫ ∞
−∞
gk(x)f (x, ϑ) dx =
∫ ∞
−∞
gk(x) F (dx, ϑ)= 0
for all ϑ ∈  by (1.13) we then have E(gk(X1)L((X1, ϑ))= 0 and, consequently,
E(g(X1)L(X1, ϑ)
t)= 0. (2.15)
Hence the covariance function of the process V reduces to
cov(V (x), V (y))= F(x ∧ y, ϑ)− F(x, ϑ)F (y, ϑ)+ (x, ϑ)t(ϑ)(y, ϑ)
− (x, ϑ)tE(L(X1, ϑ)1{X1y})− (y, ϑ)tE(L(X1, ϑ)1{X1x})
− U(x)t−2(ϑ)U(y)
which is simply a combination of the covariance functions of Z and W . Corresponding to (1.12) we
then get
Cov[Z(x1), . . . , Z(xm)]Cov[V (x1), . . . , V (xm)] (2.16)
for all x1, . . . , xm ∈ R in the sense of the Loewner ordering for symmetric matrices. As before, this
inequality reﬂects the improvement of F˜n over Fn, but now under model (1.13) when ϑ is estimated by
maximum likelihood.
3. Bootstrapping
As explained in Section 1, Theorem 1 does not directly entail statistical tests for the hypothesis testing
problem (1.1). Now we will see that Theorem 1 when combined with a version for a parametric bootstrap
does the job. To avoid complicated regularity assumptions about the function g describing the auxiliary
information we will consider only one example, namely, when it is known that the data Xi have mean
zero. Then g(x)= x, and, in particular, r = 1. This is in the spirit of Section 5.5 of Shorack andWellner
[15], who advocate to look at speciﬁc cases of complicated models and thus to avoid what they call “dirty
theorems”.
Since we want to work under the moment assumptions of Theorem 1, we will use the concept of the
bootstrap in probability. For this, let P→ denote convergence in probability in what follows. Given the
data X1, . . . , Xn for some sample size n1, the basic quantity in any bootstrap notion is the conditional
probabilityP(·‖X1, . . . , Xn). To simplify the notation, letFn denote the -ﬁeld generated byX1, . . . , Xn
so that P(·‖X1, . . . , Xn)= P(·‖Fn). For a sequence (Z∗n)n1 of random variables we say that
Z∗n = oP (1) under P(·‖Fn) in probability as n→∞ (3.1)
holds if and only if
P(|Z∗n|‖Fn) P→ 0 as n→∞ for all > 0
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and we say that
Z∗n =OP (1) under P(·‖Fn) in probability as n→∞ (3.2)
holds if and only if
lim
C→∞ lim supn→∞
P
(
P(|Z∗n|C‖Fn)
)= 0 for all > 0.
If (an)n1 is a sequence of positive real numbers, then Z∗n = oP (an) under P(·‖Fn) in probability as
n → ∞ is deﬁned to mean a−1n Z∗n = oP (1) under P(·‖Fn) in probability as n → ∞, and similarly
for the OP -notion. Finally, for random processes Z∗n, n1, and Z with sample paths in D[−∞,∞] we
say that
Z∗n
L→Z in D[−∞,∞] under P(·‖Fn) in probability as n→∞ (3.3)
holds if and only if
(L(Z∗n‖Fn), Z) P→ 0 as n→∞ ,
whereL(Z∗n‖Fn)denotes the distribution ofZ∗n computed under the conditional probability lawP(·‖Fn)
(so thatL(Z∗n‖Fn) is random) and  is ametric for convergence in distribution inD[−∞,∞], Prohorov’s
metric being one possible example. Themodes of convergence (3.1)–(3.3) are the basis for the formulation
and proof of our in probability bootstrap statements. The main technical tool will be Slutzky’s Theorem,
which remains valid for the convergence in distribution concept (3.3).
Under the assumptions of Theorem 1 with g(x) = x, let now the data X1, . . . , Xn be given for some
sample size n1. Introduce bootstrap random variablesX∗n1, . . . , X∗nn which under the conditional prob-
ability P(·‖Fn) are independent and identically distributed with common distribution function F(·, ϑ̂n).
Then
E(X∗n1‖Fn)=
∫ ∞
−∞
x F(dx, ϑ̂n)= 0 ,
because (1.13) has turned into∫ ∞
−∞
x F(dx, ϑ)= 0 for all ϑ ∈  . (3.4)
This means that the bootstrap variables X∗ni satisfy the assumptions of model (1.6) (with g(x) = x).
Therefore, we can deﬁne the bootstrap version F˜ ∗n of F˜n in exactly the same way as F˜n was deﬁned itself:
If the conditions 0 ∈ cohull◦{X∗n1, . . . , X∗nn}, being equivalent now to
min
1 in
X∗ni < 0< max1 inX
∗
ni,
and
n∑
i=1
X∗2ni > 0
202 M. Genz, E. Haeusler / Journal of Computational and Applied Mathematics 186 (2006) 191–216
are satisﬁed (corresponding to (2.2) and (2.5) for g(x) = x), then there exists a unique solution 
∗n ∈ R
of the equation
n∑
i=1
X∗ni
1+ 
∗nX∗ni
= 0 (3.5)
(corresponding to (2.4)) in the set
M∗n =
{

∗ ∈ R : 1+ 
∗X∗ni >
1
n
for i = 1, . . . , n
}
.
Then we deﬁne
p˜∗n,i =
1
n(1+ 
∗nX∗ni)
, 1in (3.6)
and ﬁnally
F˜ ∗n (x)=
n∑
i=1
p˜∗n,i1{X∗ni x}, x ∈ R. (3.7)
Corresponding to (2.7) and (2.8) we now have to show that
P
(
min
1 in
X∗ni < 0< max1 inX
∗
ni‖Fn
)
P→ 1 as n→∞ (3.8)
and
P
(
n∑
i=1
X∗2ni > 0‖Fn
)
P→ 1 as n→∞, (3.9)
because then F˜ ∗n is well-deﬁned with probability converging to 1 as n→∞. But
P
(
min
1 in
X∗ni0‖Fn
)
= (1− F(0, ϑ̂n))n P→ 0 as n→∞ (3.10)
because ϑ̂n
P→ ϑ by consistency of ϑ̂n and 0<F(0, ϑ)< 1 as a consequence of (3.4) and
0< 2(ϑ)=
∫ ∞
−∞
x2 F(dx, ϑ)<∞ for all ϑ ∈  (3.11)
which is (2.10) in the present setting. Combining (3.10) with the corresponding result for max1 in
X∗ni , we obtain (3.8). The proof of (3.9) is slightly more involved. For > 0 and 0<C<∞
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write
P
(∣∣∣∣∣1n
n∑
i=1
X∗2ni − 2(ϑ)
∣∣∣∣∣ 
∥∥∥∥∥Fn
)
P
(∣∣∣∣∣1n
n∑
i=1
[X∗2ni 1{|X∗2ni |C} − E(X
∗2
ni 1{|X∗2ni |C}‖Fn)]
∣∣∣∣∣  3
∥∥∥∥∥Fn
)
+ P
(∣∣∣∣∣1n
n∑
i=1
[X∗2ni 1{|X∗2ni |>C} − E(X
∗2
ni 1{|X∗2ni |>C}‖Fn)]
∣∣∣∣∣  3
∥∥∥∥∥Fn
)
+ P
(∣∣∣∣∣1n
n∑
i=1
E(X∗2ni ‖Fn)− 2(ϑ)
∣∣∣∣∣  3
∥∥∥∥∥Fn
)
= Pn,1 + Pn,2 + Pn,3,
say. Then, because the variables X∗ni are identically distributed under P(·‖Fn) and the argument of the
conditional probability is measurable with respect toFn,
Pn,3 = 1{|E(X∗2n1‖Fn)−2(ϑ)| /3}.
Moreover,
E(X∗2n1‖Fn)=
∫ ∞
−∞
x2 F(dx, ϑ̂n)
P→
∫ ∞
−∞
x2 F(dx, ϑ)= 2(ϑ) as n→∞ ,
provided that the condition
  ϑ → 2(ϑ)=
∫ ∞
−∞
x2 F(dx, ϑ) ∈ (0,∞) is continuous (3.12)
is satisﬁed. Thus, under (3.12), we have Pn,3 P→ 0 as n → ∞. An application of the conditional
Tschebyschev inequality gives
Pn,1
9C2
2n
,
so that Pn,1
P→ 0 as n→∞ for any ﬁxed C. Finally, Pn,2 is trivally less than or equal to
P
(
n∑
i=1
X∗2ni 1{|X∗ni |>C}
n
6
∥∥∥∥∥Fn
)
+ P
(
n∑
i=1
E(X∗2ni 1{|X∗ni |>C}‖Fn)
n
6
∥∥∥∥∥Fn
)
which by the conditional Markov inequality is less than or equal to
12

E(X∗2n11{|X∗n1|>C}‖Fn)=
12

∫ ∞
−∞
x21{|x|>C} F(dx, ϑ̂n).
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Now F(·, ϑ) is continuous in ϑ by (1.4), which when combined with (3.12) yields
  ϑ →
∫ ∞
−∞
x21{|x|>C}F(dx, ϑ) ∈ [0,∞) is continuous (3.13)
for all 0<C<∞. Hence∫ ∞
−∞
x21{|x|>C} F(dx, ϑ̂n)
P→
∫ ∞
−∞
x21{|x|>C} F(dx, ϑ) as n→∞. (3.14)
Because of (3.11) the limit in (3.14) can be made arbitrarily small by choosing C big enough. But since
(3.14) provides a bound for Pn,2 this implies that also Pn,2 can be made arbitrarily small. Thus we
arrive at
1
n
n∑
i=1
X∗2ni = 2(ϑ)+ oP (1) under P(·‖Fn) in probability as →∞. (3.15)
This clearly implies (3.9) because 2(ϑ)> 0 by (3.11).
Neglecting again events with probabilities converging to zero as n→∞, we can and will assume from
now on that F˜ ∗n is always well-deﬁned through (3.5)–(3.7).
We also need a bootstrap analogue of ϑ̂n. For this, let (̂ϑ
∗
n)n1 be a sequence of random vectors with
ϑ̂
∗
n − ϑ̂n =
1
n
n∑
i=1
L(X∗ni, ϑ̂n)+ R∗n, (3.16)
where the inﬂuence function L is the same as in (1.5), and where
‖R∗n‖d = oP (n−1/2) under P(·‖Fn)in probability as n→∞. (3.17)
Obviously, one possible choice for ϑ̂∗n always is ϑ̂
∗
n = ϑ̂n +
∑n
i=1L(X∗ni, ϑ̂n)/n with R∗n = 0.
The bootstrapped version of the empirical process ˜n is now simply deﬁned by
˜∗n(·)= n1/2(F˜ ∗n (·)− F(·, ϑ̂∗n)).
For the bootstrap to be consistent, we have to show that the distribution of ˜∗n when computed under
P(·‖Fn) converges to the distribution of the limit process V of ˜n in Theorem 1, i.e.,
n1/2(F˜ ∗n (·)− F(·, ϑ̂∗n)) L→V under P(·‖Fn)in probability as n→∞. (3.18)
To verify (3.18) we can imitate the proof of Theorem 1 step by step. As already seen in the proof of
(3.9) above, which required (3.12), for the bootstrap proof to work quantities like 2(ϑ), which have
to be ﬁnite for the proof of Theorem 1, have now to be continuous in ϑ. This is both natural and un-
avoidable for a proof by imitation to work because the parameter ϑ̂n in the bootstrap setting is no
longer ﬁxed but varies with the sample size n and the sample X1, . . . , Xn itself. Therefore, besides
consistency of ϑ̂n continuity of the model in ϑ is required. In our case besides (3.12) we will have to
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assume that
  ϑ → (·, ϑ) ∈ C([−∞,∞],Rd) is continuous, (3.19)
which simply means that ϑ → F(·, ϑ) is continuously differentiable,
  ϑ →
∫ x
−∞
L(u, ϑ) F (du, ϑ) ∈ Rd is continuous for every x ∈ R, (3.20)
  ϑ →
∫ ∞
−∞
L(u, ϑ)L(u, ϑ)t F(du, ϑ) ∈ Rd×d is continuous, (3.21)
where Rd×d is the space of all d × d-matrices,
  ϑ →
∫ ∞
−∞
uL(u, ϑ) F (du, ϑ) ∈ Rd is continuous (3.22)
and that for any ϑ ∈  there exists some neighborhood ′ of ϑ in  such that
lim
C→∞ supϑ′∈′
∫ ∞
−∞
‖L(u, ϑ′)‖2d1{‖L(u,ϑ′)‖d C} F(du, ϑ′)= 0. (3.23)
Now we can state
Theorem 2. For F = {F(·, ϑ) : ϑ ∈ } and (̂ϑn)n1 with (1.4), (1.5) and (3.4), assume that (3.12),
(3.16) with (3.17) and (3.19)–(3.23) hold. Then (3.18) is true for all ϑ ∈ , i.e., whenever (Xi)i1
is independent and identically distributed with common distribution function F(·, ϑ) for some ϑ ∈ ,
then
n1/2(F˜ ∗n (·)− F(·, ϑ̂∗n)) L→V in D[−∞,∞] under P(·‖Fn) in probability
as n→∞, where the limit process V = (V (x))x∈[−∞,∞] is the same as in Theorem 1.
Proof. In this bootstrap version of the proof of Theorem 1 we naturally borrow ideas from Owen [8–10],
Qin and Lawless [13] and Zhang [19]. Let ϑ ∈  and the independent data sequence (Xi)i1 with
common distribution function F(·, ϑ) be ﬁxed. First of all, we will show that
P (̂ϑ
∗
n /∈‖Fn) P→ 0 as n→∞. (3.24)
For this, ﬁx > 0 so small that {ϑ′ ∈ Rd : ‖ϑ′ − ϑ‖< } ⊂ . Then
P (̂ϑ
∗
n /∈‖Fn)P(‖̂ϑ∗n − ϑ‖d‖Fn)P
(
‖̂ϑ∗n − ϑ̂n‖d

2
‖Fn
)
+ P
(
‖̂ϑn − ϑ‖d 2‖Fn
)
P
(∥∥∥∥∥1n
n∑
i=1
L(X∗ni, ϑ̂n)
∥∥∥∥∥
d


4
∥∥∥∥∥Fn
)
+ P
(
‖R∗n‖d

4
‖Fn
)
+ 1{‖̂ϑn−ϑ‖d  /2}
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by (3.16). The last two summands on the right-hand side converge to zero in probability by (3.17) and
consistency of ϑ̂n. The ﬁrst summand is bounded by
16
n22
E
∥∥∥∥∥
n∑
i=1
L(X∗ni, ϑ̂n)
∥∥∥∥∥
2
d
∥∥∥∥∥∥Fn

= 16
n2
E(‖L(X∗n1, ϑ̂n)‖2d‖Fn)=
16
n2
∫ ∞
−∞
‖L(x, ϑ̂n)‖2d F (dx, ϑ̂n)
which by consistency of ϑ̂n and (3.21) converges to zero in probability. Thus, (3.24) is proven, and we
can and do assume without loss of generality from now on that ϑ̂∗n ∈  holds on the whole sample space.
Consequently, the empirical process ˜∗n is well-deﬁned on the whole sample space.
In the course of the proof we will need the following two properties of the bootstrap variables:
max
1 in
|X∗ni | = oP (n1/2) under P(·‖Fn) in probability (3.25)
and
n∑
i=1
X∗ni =OP (n1/2) under P(·‖Fn) in probability (3.26)
as n→∞. For the proof of (3.25) observe that for any > 0 we have
P
(
max
1 in
|X∗ni |n1/2‖Fn
)
nP (|X∗n1|n1/2‖Fn)
1
2
E(X∗2n11{|X∗n1| n1/2}‖Fn)
which for all 0<C<∞ and all large n is less than or equal to
1
2
E(X∗2n11{|X∗n1|>C}‖Fn)=
1
2
∫ ∞
−∞
x21{|x|>C} F(dx, ϑ̂n).
Employ now (3.14) and the fact that the right-hand side of (3.14) can bemade arbitrarily small by choosing
C big enough to complete the proof of (3.25).
For the proof of (3.26) ﬁx 0<C<∞ and note that by the conditional Tschebyschev inequality
P
(∣∣∣∣∣
n∑
i=1
X∗ni
∣∣∣∣∣ Cn1/2
∥∥∥∥∥Fn
)

1
C2
E(X∗2n1‖Fn)=
1
C2
∫ ∞
−∞
x2 F(dx, ϑ̂n)
P→ 
2(ϑ)2
C2
which immediately implies (3.26).
Also, we will need the following expansion for the Lagrange multiplier 
∗n:

∗n = (ϑ)−2
1
n
n∑
i=1
X∗ni + oP (n−1/2) under P(·‖Fn) in probability (3.27)
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as n→∞. The proof of (3.27) starts by showing the weaker statement

∗n =OP (n−1/2) under P(·‖Fn) in probability as n→∞. (3.28)
For this, use (3.5) to write
0=
∣∣∣∣∣1n
n∑
i=1
X∗ni
1+ 
∗nX∗ni
∣∣∣∣∣=
∣∣∣∣∣1n
n∑
i=1
X∗ni − 
∗n
1
n
n∑
i=1
X∗2ni
1+ 
∗nX∗ni
∣∣∣∣∣

|
∗n|
1+ |
∗n|max1 in|X∗ni |
1
n
n∑
i=1
X∗2ni −
∣∣∣∣∣1n
n∑
i=1
X∗ni
∣∣∣∣∣ .
Combining this inequality with (3.15) we get
|
∗n|
1+ |
∗n|max1 in|X∗ni |
((ϑ)2 + oP (1))
∣∣∣∣∣1n
n∑
i=1
X∗ni
∣∣∣∣∣=OP (n−1/2)
under P(·‖Fn) in probability as n→∞ by (3.26). Solving this inequality for 
∗n and using (3.25) gives
(3.28).
For the proof of (3.27) write now
0= 1
n
n∑
i=1
X∗ni − 
∗n
1
n
n∑
i=1
X∗2ni
1+ 
∗nX∗ni
= 1
n
n∑
i=1
X∗ni − 
∗n
1
n
n∑
i=1
X∗2ni + 
∗2n
1
n
n∑
i=1
X∗3ni
1+ 
∗nX∗ni
(3.29)
and note that

∗2n
∣∣∣∣∣1n
n∑
i=1
X∗3ni
1+ 
∗nX∗ni
∣∣∣∣∣ 
∗2n max1 in |X∗ni |1n
n∑
i=1
X∗2ni
1
1+ 
∗nmax1 in|X∗ni |
= oP (n−1/2)
under P(·‖Fn) in probability as n→∞ by (3.15), (3.25) and (3.28). Substituting this result into (3.29)
and solving for 
∗n yields (3.27), in view of (3.15).
Now we can turn to the proof of (3.18). Similarly as in the proof of Theorem 1, we write
F˜ ∗n (x)− F(x, ϑ̂∗n)= F˜ ∗n (x)− F(x, ϑ̂n)− (F (x, ϑ̂∗n)− F(x, ϑ̂n))
=A∗n,1(x)− A∗n,2(x),
say. Using the elementary equality
1
1+ y = 1− y +
y2
1+ y
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for y = −1 we get
A∗n,1(x)=
1
n
n∑
i=1
1
1+ 
∗nX∗ni
1{X∗ni x} − F(x, ϑ̂n)
= 1
n
n∑
i=1
[
1− 
∗nX∗ni +

∗2n X∗2ni
1+ 
∗nX∗ni
]
1{X∗ni x} − F(x, ϑ̂n)
= 1
n
n∑
i=1
1{X∗ni x} − F(x, ϑ̂n)− 
∗n
1
n
n∑
i=1
X∗ni1{X∗ni x}
+ 
∗2n
1
n
n∑
i=1
X∗2ni
1+ 
∗nX∗ni
1{X∗ni x}.
Then, uniformly in x ∈ R,∣∣∣∣∣
∗2n 1n
n∑
i=1
X∗2ni
1+ 
∗nX∗ni
1{X∗ni x}
∣∣∣∣∣ 
∗2n 1n
n∑
i=1
X∗2ni
1
1+ |
∗n|max1 in|X∗ni |
=OP (n−1)
under P(·‖Fn) in probability as n → ∞ by (3.15), (3.25) and (3.28). In view of (3.27), to prove the
expansion
A∗n,1(x)=
1
n
n∑
i=1
[1{X∗ni x} − F(x, ϑ̂n)− U(x)−2(ϑ)X∗ni] + oP (n−1/2) (3.30)
under P(·‖Fn) in probability as n → ∞, uniformly in x ∈ R (which corresponds to (2.11)), we only
have to show that
sup
x∈R
∣∣∣∣∣1n
n∑
i=1
X∗ni1{X∗ni x} − U(x)
∣∣∣∣∣= oP (1) under P(·‖Fn) in probability as n→∞. (3.31)
Now, for ﬁxed x ∈ R, an application of the conditional Tschebyschev inequality gives
1
n
n∑
i=1
[X∗ni1{X∗ni x} − E(X∗ni1{X∗ni x}‖Fn)] = oP (1)
under P(·‖Fn)in probability as n→∞.
Moreover, for ﬁxed x ∈ R,
1
n
n∑
i=1
E(X∗ni1{X∗ni x}‖Fn)= E(X∗n11{X∗n1x}‖Fn)
=
∫ x
−∞
uF(du, ϑ̂n)
P→
∫ x
−∞
uF(du, ϑ)= U(x) as n→∞,
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because ϑ̂n is consistent and continuity of the function
  ϑ →
∫ x
−∞
uF(du, ϑ) ∈ R
follows from (1.4) and (3.12) in the same way as (3.13). Thus we have (1/n)∑ni=1X∗ni1{X∗ni x} −U(x)=
oP (1) under P(·‖Fn) in probability as n → ∞ for any ﬁxed x ∈ R. To obtain this statement also
uniformly in x ∈ R as claimed in (3.31), one has to add the usual arguments from the classical proof of
the Glivenko–Cantelli theorem (see e.g. Zhang [19, Lemma 2.2]). This concludes the proof of expansion
(3.30).
To establish an expansion for A∗n,2(x) we write
A∗n,2(x)= (x, ϑ)t
1
n
n∑
i=1
L(X∗ni, ϑ̂n)
+ F(x, ϑ̂∗n)− F(x, ϑ̂n)− (x, ϑ̂n)t (̂ϑ∗n − ϑ̂n)
+ (x, ϑ̂n)t
[̂
ϑ
∗
n − ϑ̂n −
1
n
n∑
i=1
L(X∗ni, ϑ̂n)
]
+ ((x, ϑ̂n)t − (x, ϑ)t)1
n
n∑
i=1
L(X∗ni, ϑ̂n)
=(x, ϑ)t 1
n
n∑
i=1
L(X∗ni, ϑ̂n)+ R∗n,1(x)+ R∗n,2(x)+ R∗n,3(x),
say. Our aim is to show that R∗n,i(x) is of the order oP (n−1/2) under P(·‖Fn) in probability as n→∞,
uniformly in x ∈ R, for 1, 2, 3.
Let us considerR∗n,1(x) ﬁrst. Because ϑ → F(·, ϑ) is continuously differentiable by (3.19), there exists
an open set ′ with ϑ ∈ ′ ⊂  and
sup
ϑ′∈′
‖F(·, ϑ′ + h)− F(·, ϑ′)− (·, ϑ′)th‖∞ = o(‖h‖d) as h→ 0.
Hence with h∗n = ϑ̂∗n − ϑ̂n on {̂ϑn ∈ ′} we see that
n1/2‖R∗n,1‖∞n1/2 sup
ϑ′∈
‖F(·, ϑ′ + h∗n)− F(·, ϑ′)− (·, ϑ′)th∗n‖∞
= n1/2oP (‖h∗n‖d)= oP (1)
under P(·‖Fn) in probability as n→∞ by (3.16) and (3.17). Because P (̂ϑn ∈ ′)→ 0 by consistency
of ϑ̂n, we arrive at ‖R∗n,1‖∞ = oP (n−1/2) under P(·‖Fn) in probability as n→∞.
By Cauchy–Schwarz and (3.16), we have ‖R∗n,2‖∞‖(·, ϑ̂n)‖∞‖R∗n‖d , and local boundedness of
ϑ → ‖(·, ϑ)‖∞ by (3.19), consistency of ϑ̂n and (3.17) together imply ‖R∗n,2‖∞ = oP (n−1/2) under
P(·‖Fn) in probability as n→∞.
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Again by Cauchy–Schwarz,
‖Rn,3‖∞‖(·, ϑ̂n)− (·, ϑ)‖∞
∥∥∥∥∥1n
n∑
i=1
L(X∗ni, ϑ̂n)
∥∥∥∥∥
d
= oP (n−1/2)
under P(·‖Fn) in probability as n → ∞, because consistency of ϑ̂n and continuity of ϑ → (·, ϑ)
imply ‖(·, ϑ̂n) − (·, ϑ)‖∞ = oP (1), and the second summand on the right-hand side is of the order
OP (n
−1/2) under P(·‖Fn) in probability by E(L(X∗n1, ϑ̂n)‖Fn)= 0 and
E(‖L(X∗n1, ϑ̂n)‖2d‖Fn)=
∫ ∞
−∞
‖L(x, ϑ̂n)‖2d F (dx, ϑ̂n) P→
∫ ∞
−∞
‖L(x, ϑ)‖2d F (dx, ϑ)
as n→∞ by consistency of ϑ̂n and (3.21).
Summarizing our results, we have shown
A∗n,2(x)= (x, ϑ)t
1
n
n∑
i=1
L(X∗ni, ϑ̂n)+ oP (n−1/2)
under P(·‖Fn) in probability as n → ∞, uniformly in x ∈ R. Combining this expansion with (3.30),
we obtain
n1/2(F˜ ∗n (x)− F(x, ϑ̂∗n))= n−1/2
n∑
i=1
[1{X∗ni x} − F(x, ϑ̂n)− U(x)−2(ϑ)X∗ni
− (x, ϑ)tL(X∗ni, ϑ̂n)] + oP (n−1/2)
under P(·‖Fn) in probability as n → ∞, uniformly in x ∈ R. Therefore, the processes n1/2(F˜ ∗n (·) −
F(·, ϑ̂∗n)) and
Y ∗n (x)= n−1/2
n∑
i=1
[1{X∗ni x} − F(x, ϑ̂n)− U(x)−2(ϑ)X∗ni − (x, ϑ)tL(X∗ni, ϑ̂n)]
have the same limit distribution. Hence it remains to show that
Y ∗n
L→V in D[−∞,∞] under P(·‖Fn) in probability as n→∞. (3.32)
Observe that, as in the proof of Theorem 1, Y ∗n (x) is a sum of independent and identically distri-
buted random variables, but now under the conditional distribution P(·‖Fn). Hence, as in the proof of
Theorem 1, convergence in law of the ﬁnite dimensional distributions can be veriﬁed by an application
of the multivariate central limit theorem. For this, the covariance function of Y ∗n has to be determined.
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An elementary, but somewhat lengthy calculation gives
cov(Y ∗n (x), Y ∗n (y)‖Fn)= F(x ∧ y, ϑ̂n)− F(x, ϑ̂n)F (y, ϑ̂n)
+(x, ϑ)t
∫ ∞
−∞
L(u, ϑ̂n)L(u, ϑ̂n)
t F(du, ϑ̂n)(x, ϑ)
−(x, ϑ)t
∫ y
−∞
L(u, ϑ̂n) F (du, ϑ̂n)− (y, ϑ)t
∫ x
−∞
L(u, ϑ̂n) F (du, ϑ̂n)
−U(x)−2(ϑ)
∫ y
−∞
uF(du, ϑ̂n)− U(y)−2(ϑ)
∫ x
−∞
uF(du, ϑ̂n)
+U(x)U(y)−4(ϑ)
∫ ∞
−∞
u2 F(du, ϑ̂n)
+U(x)−2(ϑ)(y, ϑ)t
∫ ∞
−∞
uL(u, ϑ̂n) F (du, ϑ̂n)
+U(y)−2(ϑ)(x, ϑ)t
∫ ∞
−∞
uL(u, ϑ̂n) F (du, ϑ̂n).
As a consequence of our assumptions (1.4), (3.12), (3.20), (3.21) and (3.22), continuity of the function
  ϑ →
∫ x
−∞
uF(du, ϑ) ∈ R
for every x ∈ R, which follows from (1.4) and (3.12) in the same way as (3.13), and consistency of ϑ̂n
we see now that
cov(Y ∗n (x), Y ∗n (y)‖Fn) P→ cov(V (x), V (y)) as n→∞
holds for all x, y ∈ R. Thus, the covariance function of Y ∗n converges to that of V , as desired. To ﬁnish the
proof of weak convergence of all ﬁnite dimensional distributions via the central limit theorem, it remains
to verify Lindeberg’s condition. But this is a straightforward application of condition (3.23).
Finally, tightness of the sequence (Y ∗n )n1 has to be established. Since this can be done along the lines
of the tightness proof for the data-based processes (Yn)n1, we will give no details here. This concludes
the proof of (3.32) and the theorem. 
Theorems 1 and 2 establish consistency of the parametric bootstrap for the empirical process ˜n (if
g(x)= x). Now bootstrap tests for (1.1) follow in the usual well-known way. We will discuss the use of
the Kolmogorov–Smirnov statistic here. ByYlvisaker [18] the random variable ‖V ‖∞ has a continuous
distribution function. Therefore, the continuousmapping theorem implies the following consistency result
for the Kolmogorov–Smirnov statistic.
Corollary 1. Under the conditions of Theorems 1 and 2,
P(n1/2‖F˜ ∗n (·)− F(·, ϑ̂∗n)‖∞x‖Fn)− P(n1/2‖F˜n(·)− F(·, ϑ̂n)‖∞x) P→ 0,
uniformly in x ∈ R.
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For the construction of an asymptotic test for (1.1), let H˜ ∗n (u), 0<u< 1, denote the random quantile
function of the random distribution function
P(n1/2‖F˜ ∗n (·)− F(·, ϑ̂∗n)‖∞x‖Fn), x ∈ R.
Then we have
Corollary 2. Under the conditions of Theorems 1 and 2, for all 0<u< 1,
P(n1/2‖F˜n(·)− F(·, ϑ̂n)‖∞H˜ ∗n (u))→ u.
For the technicalities behind Corollaries 1 and 2 see e.g. Shao and Tu [14, Section 4.2.1].
Clearly, Corollary 2 states that for any 0< < 1 the decision rule
Reject H0 if and only if n1/2‖F˜n(·)− F(·, ϑ̂n)‖∞H˜ ∗n (1− ) (K˜S)
deﬁnes a statistical test for the hypothesis testing problem (1.1) with asymptotic level , wheneverF and
(̂ϑn)n1 satisfy (1.4), (1.5) and (3.4). We will study the performance of this test in some simulations in
the next section.
4. Examples
We will now check how well the asymptotic bootstrap test (K˜S) based on the Kolmogorov–Smirnov
statistic applied to ˜n works for ﬁnite samples. Moreover, we will compare (K˜S) to the asymptotic
bootstrap test based on the Kolmogorov–Smirnov statistic applied to the classical empirical process ̂n
with estimated parameters, i.e., to the decision rule
Reject H0 if and only if n1/2‖Fn(·)− F(·, ϑ̂n)‖∞H∗n(1− ); (KS)
here H∗n(u), 0<u< 1, denotes the random quantile function of the random distribution function
P(n1/2‖F ∗n (·)− F(·, ϑ̂∗n)‖∞x‖Fn), x ∈ R,
where F ∗n is the parametric bootstrap version of the classical empirical distribution function Fn. The
validity of the bootstrap test (KS) has been shown by Stute et al. [16] and Babu an Rao [1]. Of course,
such a comparison makes sense only for parametric familiesF satisfying (3.4). We are interested to see
which kind of improvement (K˜S) offers over (KS) in such cases, if any.
We will consider three parametric families F. The ﬁrst one is, of course, the family of all centered
normal distributions. For this, let N(0, 2) denote the normal distribution with mean 0 and variance
0< 2<∞, and set
F1 = {N(0, 2) : 2 ∈ (0,∞)}.
Secondly, let dexp denote the standard double exponential distribution, deﬁned by the density dexp(x)=
exp(−|x|)/2, x ∈ R, and let
F2 = {dexp:  ∈ (0,∞)}
be the scale family of dexp, whichmeans that dexp is the distributionwith density dexp(x)=dexp(x/)/
, x ∈ R.
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Finally, let t3 denote Student’s t-distribution with 3 degrees of freedom, deﬁned by the density t3(x)=
2(1+ x2/3)−2/(√3), x ∈ R, and let
F3 = {t3,:  ∈ (0,∞)}
be the scale family of t3, which means that t3, is the distribution with density t3,(x)= t3(x/)/, x ∈ R.
These three parametric families satisfy all the regularity assumptions of ourTheorems 1 and 2, including
(1.5) and (2.15) for the maximum likelihood estimator ϑ̂n of the respective parameter ϑ, i.e., of ϑ = 2
forF1 and of ϑ= forF2 andF3. This is quite easy to verify by elementary, though somewhat lengthy
considerations which will not be presented here. Of course, we always used the maximum likelihood
estimators in our simulations.
Firstly, we checked how well the decision rules (KS) and (K˜S) keep the asymptotic level for ﬁnite
sample sizes. Table 1 reports our results when the true distribution F of the data Xi is N(0, 1) ∈ F1,
dexp ∈ F2 and t3 ∈ F3, respectively. We considered the standard levels  = 0.01, 0.05, 0.1 for the
sample sizes n=20, 40, 60, 80, 100, 500. Every bootstrap quantile in (KS) and (K˜S) is computed from
2000 bootstrap samples, and the empirical levels listed in Table 1 are always estimated by 1000 repetitions
of the test procedure.
Table 1 shows that both (KS) and (K˜S) keep the asymptotic level quite well already for rather small
sample sizes. If there is any difference between the tests (KS) and (K˜S), it should be exhibited by the
power of these procedures. Tables 2–4 present the simulated power for (KS) and (K˜S) for our three
Table 1
FamilyF F1 F2 F3
True F N(0, 1) dexp t3
Decision rule KS K˜S KS K˜S KS K˜S
= 0.01 n= 20 0.010 0.015 0.014 0.009 0.009 0.013
40 0.007 0.008 0.006 0.011 0.010 0.009
60 0.008 0.011 0.007 0.008 0.017 0.010
80 0.009 0.010 0.009 0.016 0.014 0.012
100 0.007 0.011 0.012 0.015 0.012 0.010
500 0.010 0.010 0.009 0.007 0.013 0.007
= 0.05 n= 20 0.051 0.053 0.048 0.053 0.055 0.059
40 0.044 0.040 0.039 0.040 0.058 0.046
60 0.045 0.048 0.041 0.040 0.063 0.048
80 0.048 0.044 0.051 0.054 0.049 0.046
100 0.048 0.044 0.049 0.047 0.062 0.053
500 0.049 0.051 0.065 0.043 0.050 0.046
= 0.1 n= 20 0.100 0.097 0.096 0.090 0.110 0.108
40 0.092 0.076 0.076 0.090 0.116 0.098
60 0.100 0.098 0.092 0.098 0.103 0.092
80 0.098 0.094 0.107 0.105 0.115 0.090
100 0.099 0.097 0.089 0.090 0.110 0.101
500 0.091 0.099 0.108 0.096 0.095 0.088
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Table 2
FamilyF F1
True F dexp t3 Cauchy
Decision rule KS K˜S KS K˜S KS K˜S
= 0.01 n= 20 0.014 0.056 0.017 0.105 0.331 0.664
40 0.015 0.139 0.048 0.234 0.725 0.940
60 0.035 0.244 0.076 0.314 0.919 0.991
80 0.073 0.376 0.133 0.457 0.983 1.000
100 0.092 0.438 0.185 0.535 0.996 1.000
= 0.05 n= 20 0.062 0.173 0.086 0.222 0.553 0.797
40 0.089 0.324 0.157 0.382 0.871 0.965
60 0.180 0.473 0.226 0.483 0.972 1.000
80 0.241 0.607 0.329 0.651 0.998 1.000
100 0.282 0.674 0.388 0.722 0.999 1.000
= 0.1 n= 20 0.131 0.269 0.152 0.314 0.660 0.840
40 0.186 0.447 0.274 0.463 0.919 0.978
60 0.320 0.595 0.349 0.602 0.988 1.000
80 0.398 0.717 0.472 0.731 0.999 1.000
100 0.441 0.795 0.544 0.802 1.000 1.000
Table 3
FamilyF F2
True F N(0, 1) t3 Cauchy
Decision rule KS K˜S KS K˜S KS K˜S
= 0.01 n= 20 0.023 0.007 0.017 0.017 0.103 0.298
40 0.020 0.010 0.011 0.029 0.283 0.548
60 0.031 0.024 0.020 0.026 0.491 0.751
80 0.043 0.034 0.016 0.031 0.631 0.872
100 0.057 0.045 0.017 0.031 0.729 0.925
= 0.05 n= 20 0.084 0.049 0.058 0.083 0.243 0.453
40 0.093 0.059 0.065 0.096 0.470 0.697
60 0.122 0.118 0.072 0.096 0.688 0.843
80 0.154 0.154 0.073 0.117 0.824 0.950
100 0.189 0.228 0.080 0.092 0.868 0.974
= 0.1 n= 20 0.148 0.108 0.114 0.141 0.349 0.542
40 0.178 0.132 0.124 0.175 0.594 0.776
60 0.212 0.233 0.132 0.170 0.770 0.909
80 0.251 0.302 0.127 0.188 0.893 0.973
100 0.320 0.395 0.135 0.177 0.932 0.987
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Table 4
FamilyF F3
True F N(0, 1) dexp Cauchy
Decision rule KS K˜S KS K˜S KS K˜S
= 0.01 n= 20 0.018 0.004 0.009 0.010 0.012 0.072
40 0.012 0.003 0.004 0.009 0.009 0.100
60 0.021 0.001 0.016 0.011 0.031 0.172
80 0.012 0.001 0.012 0.008 0.040 0.227
100 0.019 0.003 0.007 0.009 0.045 0.248
= 0.05 n= 20 0.064 0.026 0.061 0.040 0.074 0.223
40 0.064 0.023 0.038 0.024 0.083 0.272
60 0.074 0.023 0.055 0.048 0.133 0.379
80 0.071 0.026 0.063 0.050 0.169 0.489
100 0.087 0.028 0.043 0.043 0.206 0.508
= 0.1 n= 20 0.131 0.066 0.117 0.082 0.144 0.338
40 0.125 0.057 0.092 0.065 0.168 0.430
60 0.138 0.062 0.101 0.092 0.248 0.526
80 0.132 0.075 0.119 0.113 0.318 0.627
100 0.148 0.078 0.099 0.085 0.341 0.665
Table 5
FamilyF F2 F3
True F N(0, 1) N(0, 1) dexp
Decision rule KS K˜S KS K˜S KS K˜S
= 0.01 n= 500 0.356 0.800 0.053 0.027 0.033 0.022
1000 0.844 1.000 0.140 0.129 0.053 0.047
2000 1.000 1.000 0.401 0.728 0.121 0.185
= 0.05 n= 500 0.747 0.980 0.214 0.189 0.125 0.118
1000 0.992 1.000 0.405 0.549 0.175 0.223
2000 1.000 1.000 0.817 0.958 0.356 0.516
= 0.1 n= 500 0.921 0.994 0.346 0.367 0.200 0.233
1000 1.000 1.000 0.614 0.813 0.291 0.376
2000 1.000 1.000 0.958 0.999 0.531 0.693
families and three distributions from the respective alternatives, where Cauchy stands for the standard
Cauchy distribution. Here we skipped the sample size n = 500. All other parameters of the simulations
are the same as for the simulations of Table 1.
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The ﬁgures in Tables 2–4 show that whenever the tails of the true distribution F are heavier than the
tails of the distributions in Fi , then the power of (K˜S) is greater than the power of (KS), and, in fact,
signiﬁcantly greater in many cases. If, however, the tails of F are lighter than the tails of the distributions
inFi , then the power of (K˜S) is smaller than the power of (KS). This contradicts the fact that according
to (2.16) the covariance function of V from Theorem 1 is smaller than the covariance function of Z from
TheoremA. The explanation is, of course, the sample size. Table 5 contains the simulated power for larger
sample sizes in the critical cases.
The results in Table 5 demonstrate that for large enough sample sizes the power of (K˜S) is indeed
greater than the power of (KS), as the limit theorems predict. However, the convergence rate is so slow
in the cases of Table 5 that for small to moderate sample sizes the use of (KS) seems to be preferable.
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