In spatial statistics, a common method for prediction over a Gaussian random field (GRF)
observations in intervals of every kilometer when the desired resolution is in terms of a few meters). In either case, these unobserved locations may need to be imputed: this task is generally accomplished by a form of interpolation known as spatial prediction.
To fix ideas, consider two sets from a spatial domain D: one containing all the observed locations (s = {s 1 , s 2 , . . . , s n } ∈ D) and the other having the desired locations given by q(s 0 = {s 01 , s 02 , . . . , s 0N } ∈ D), which may (or may not) include the observed set {s i : i = 1, 2, . . . , n}.
A random process y(·) is defined on D by a linear combination consisting of three parts: a mean structure x(·), a zero-mean spatial process f (·), and a zero-mean measurement error process (·), formulated as y(s) = x(s) + f (s) + (s).
( 1) Kriging, one of the most common methods of spatial prediction, interpolates the missing values by utilizing spatial dependence in the prediction method. It was developed by the French mathematician Georges Matheron Matheron (1962) and named by him in honor of the empirical work by D. G. Krige, a South African mining engineer, for his work (Krige, 1951 ) which originated as his Masters' thesis. Specifically, in the setup of (1), the best linear unbiased predictions (BLUP) for the random variable at the desired locations (y(s 0 )) can be obtained under squared error loss using the first and second moments of y(·) -see, e.g. Cressie (1993 
where C y (s 0 , s) = Cov(y(s 0 ), y(s)). Equation (2) is also called the kriging predictor: the methodology is extensively used in many applications, such as in mining (Richmond, 2003) , hydrogeology (Chiles and Delfiner, 1999) , natural sciences (Goovaerts, 1997) , environmental sciences (Bayraktar and Turalioglu, 2005) , remote sensing (Stein et al., 2002) , or black-box modeling in computer experiments (Sacks et al., 1989) . The kriging predictor involves solving an n × n linear system, which is an O(n 3 ) operation: thus for datasets with large observations, kriging can be computationally impractical to implement in terms of both CPU time and memory.
There has been significant work in overcoming the computational limitations associated with kriging massive spatial fields. Most approaches can broadly be grouped into two categories. The first kind of methods use approximations to the kriging equations of (2) (Vecchia, 1988; Nychka et al., 1996; Higdon, 1998; Nychka, 2000; Nychka et al., 2002; Fuentes, 2002; Billings et al., 2002a,b; Stein et al., 2004; Quiñero Candela and Rasmussen, 2005; Furrer et al., 2006; Kaufman et al., 2008) .
These approximations include the use of orthogonal bases, covariance tapering, approximate iterative methods, inducing variables, and a reduced set of space-filling locations.
The other set of approaches in this area are concerned with choosing a class of covariance functions, within the framework of which kriging can be done exactly, regardless of the size of the data. In particular, multiresolution spatial processes can be formulated to produce covariance functions that allow for exact kriging (Huang et al., 2002; Johannesson and Cressie, 2004; Johannesson et al., 2007; Cressie and Johannesson, 2008; Banerjee et al., 2008; Finley et al., 2008; Lindgren et al., 2011; Nychka et al., 2015a) . One advantage to exact kriging is that there are no concerns of how close approximate predictions and prediction errors are to their exact counterparts. However, performing estimation within the framework of a general f (·) may still be computationally burdensome, so Cressie and Johannesson (2008) suggested "fixed rank kriging" which models the underlying spatial process f (·) through basis functions, but allows for exact kriging. Because the methods proposed in this paper use fixed-rank kriging as a starting point, we describe it in somewhat more detail.
We continue with the setup of (1), but also assume without loss of generality that the field for y(·) has mean zero. The Spatial Random Effects model (Cressie and Johannesson, 2008 ) uses a reduced set of independent locations (m < n) coupled with a linear combination of basis functions to approximate the spatial process at the original set of locations. Specifically, let η(·) define the spatial process at locations or knots u = {u 1 , ..., u m } and let S k (·) be the basis functions corresponding to the kth knot. The spatial process is then approximated by f (s) ≈ m k=1 S k (s)η(u k ) + δ(s) and the model reduces to
where η(u) ∼ N (0, K) is mutually independent of δ(s) ∼ N (0, σ 2 δ V δ ) and (s) ∼ N (0, σ 2 V )
for known V δ and V , both diagonal matrices with entries corresponding to the weights for the fine-scale and measurement error variances, respectively. Writing S as the n × m-matrix with kth column given by S k (s), we get that the variance-covariance matrix of y(s) is given by Σ = SKS +D, where D = σ assumed known or estimated a priori, thus,D is completely defined given σ 2 δ . Cressie and Johannesson (2008) used the Sherman-Morrison-Woodbury formula (Henderson and Searle, 1981) to reduce the dimension of fixed-rank kriging by using the identity Σ −1 =
,whereupon calculating Σ −1 reduces to inverting two m×m matrices as opposed to one n×n matrix. The Method of Moments was then used to obtain parameter estimates.
A likelihood-based approach was developed by Katzfuss and Cressie (2011) who adopted the expectation-maximization (EM) algorithm (Dempster et al., 1977) to maintain a positive definite covariance matrix throughout the estimation procedure. Their approach considers y as the observed data while η and δ are missing. The parameter estimates are then obtained iteratively starting from appropriate initial values and updating, till convergence, via equations which update from the tth to the (t + 1)th iteration:
Despite improvements in CPU time, implementation of this approach still requires matrix algebra involving operations on n × n matrices which can be computationally burdensome, and in some cases, prohibitive. In this paper, therefore, we propose alterations to the predetermined specifications of this method called "reduced basis kriging" that take advantage of sparse matrix operations, require less computer memory, result in faster estimation, and maintain or reduce mean square prediction error.
This paper is organized as follows. Section 2 illustrates how a QR-decomposition (Higham, 2002) of the matrix of basis functions S can be used to reduce the linear system solved in ML estimation, and also outlines how a version of the Sherman-Morrison-Woodbury formula can be utilized to reduce the linear system solved during prediction. Section 3 evaluates our methodol-ogy via a simulation study, and compares performance to the E-M approach. Section 4 demonstrates the applicability of our reduced-basis kriging methodology to predicting temperatures across the US. We conclude with some discussion and pointers to future work. We also have a supplement providing some additional illustrations. Sections and figures in the supplement referred to in this paper are labeled with the prefix "S-".
Methodology

Reduced Model Reparametrization for increased computational efficiency
Consider writing S in terms of its QR-decomposition (Golub and Van Loan, 1996) , i.e., S = Q 1 R 1 , where R 1 is an m×m upper triangular matrix and Q 1 is an n×m matrix being such that Q 1 Q 1 = I m , the m × m identity matrix. Let y * = Q 1 y, write * = Q 1 (δ + ), and define D * = Q 1 DQ 1 .
Then equation (3) reduces to y * = R 1 η + * , and the distribution of y * ∼ N m (0, Σ * ) where Σ * is defined as Σ * = R 1 KR 1 + D * . The likelihood function of the parameters of interest, given the transformed observations y * is then given by (K, σ 2 ; y * ) = − 1 2 y * (R 1 KR 1 + D * ) −1 y * − 1 2 log(|R 1 KR 1 + D * |) − n 2 log(2π).
A further efficiency is obtained because of the reduction of computational burden from O(n 2 m)
to O(m 3 ) with regard to matrix multiplication because this approach avoids the matrix multiplications involving Σ −1 necessary with the E-M algorithm (4), using instead the m × m matrix Σ * −1 .
Computationally Efficient Kriging Predictions
We now turn our attention to making kriging predictions and calculating the corresponding standard errors. Using the identities R 1 R 1 = S S and R 1 y * = S y, we note that the ML-estimated kriging predictor and standard errors are unchanged:f (s 0 ) = AKS (SKS +D) −1 y and
2 . Note that both equations need the productKS (SKS +D) −1 . To simplify calculations, we use the following matrix identity provided in Searle (2006) or in Peterson and Pedersen (2008) : Let B be a n × n invertible matrix and let C be any n × m matrix such that B + CC is invertible. Then C (B + CC ) −1 = (I + C B −1 C) −1 C B −1 . This result can then be used to obtain a special case of the Woodbury formula, known for its use in Kalman filtering as an alternative algorithm (Peterson and Pedersen, 2008; Brown and Hwang, 1992) . Let S be a n × m matrix (m < n, of rank m). 
while the kriging standard error becomeŝ
thus bringing down the computational effort needed in the matrix multiplication in the kriging predictor. Specifically, we note that in (6) and (7), we invert two m × m matrices, namelyK and
, with each an O(m 3 ) operation -instead of the O(n 3 ) operation of inverting one n × n matrix. Both (6) and (7) also require significantly fewer matrix operations: thus for large n (and especially when m << n), there are substantial gains in computational efficiency in using these approaches.
The material developed in Sections 2.1 and Section 2.2 have presented the wherewithal to further reduce the CPU time and memory required to perform fixed-rank kriging. Because our simplifications are built on a setup with a reduced set of basis functions, we call our developed methodology "Reduced Basis Kriging". In general, while reduced basis kriging has the ability to bring down computational overhead, it should be noted that the exact form of the basis functions and the covariance structure also play a significant role on computational efficiency. We next discuss specific implementations of reduced basis kriging that address these issues.
Issues in Implementation for Computational Efficiency
Choice of Basis Functions
In general, the specific choice of basis functions is subjective since it is difficult to estimate from data, however it is common to use a multi-resolution smoothing function (Cressie and Johannesson, 2008) which defines the lth resolution basis function as
where Ψ(d) is the smoothing function. A commonly used Ψ(d) is the local bisquare function defined as
and r l = b min{ u i(l) − u j(l) : j = i, 1 ≤ i, j ≤ m}. We follow Cressie and Johannesson (2008) and use the multi-resolution local bisquare function (8) together with (9) in our illustrations. In our paper, we have assumed that all distances are defined in terms of the Euclidean norm. Further, r l is a standardizing quantity that is known as the "bandwidth" of the basis function where b is some constant.
The local bisquare function (9) sets any value equal to zero where the distance between the location and the knot is greater than r l . This means that the matrices S and A are sparse as long as the r l for each resolution is not too large. Recognition of this aspect of S and A presents some computational advantages because we can now utilize matrix operations and algorithms (Davis, 7 2006 ) that have been specifically designed to exploit sparsity and can therefore handle larger matrices. Such algorithms are computationally advantageous because they provide memory savings and allow for fast matrix manipulations. This is because they can be compressed into memoryreduced forms because only non-zero values and their corresponding indexes require storage.
There are savings in computer processing time also because manipulations involving sparse matrices utilize the sparsity to reduce the number of calculations performed. In this paper, we used the R package Matrix which uses functions from the LAPACK (Anderson et al., 1999) and SuiteSparse packages for fast matrix manipulations such as in efficient computation of QR-decomposition algorithms.
Much of the computational advantage of using a sparse matrix lies in the degree of sparsity that exists. Given that a local bisquare function is used for the basis functions, the bandwidth constant (b) is a crucial factor in determining the amount of computational reduction we can expect.
An exact estimate of b may not be necessary, but a suitable range for b should be determined to ensure fast computations and precise predictions. In their work, Cressie and Johannesson (2008) suggested a bandwidth constant of 1.5. In this paper, we investigate the effects of a range of values of b through a series of simulation experiments.
Choice of K
The other a priori specification that can greatly affect prediction is the form of K which defines the spatial covariance between knots. The Spatial Random Effects model (Cressie and Johannesson, 2008) does not restrict K to any particular form, however it is important to understand what effect a smoothing function, in particular the local bisquare function, will have on the covariance of the reduced spatial process. We discuss the effect of K by first specifying the covariance structure for the original spatial process.
There are several choices for the spatial covariance structure (Cressie, 1993) . For this particular paper, we will assume that the original spatial covariance, Σ f , can be modeled in terms of a covariance matrix from the Matérn family (Stein, 1999) , which is a common choice for spatial data. The Matérn covariance between f (s i ) and f (s j ) is defined by Cov[f (s i ), f (s j )] = ρ 2 ν−1 Γ(ν)
, where K ν is the modified Bessel function of the second kind of order ν, ν is the smoothness parameter, ρ is the sill parameter, and θ is the range parameter, with 8 ν, θ ∈ (0, ∞) and ρ ∈ [0, ∞). Note that given the assumption of the Euclidean norm, the Matérn covariance function is second-order stationary in our setup.
It is paramount to understand how the fixed rank kriging approximations model common forms of spatial variance. Thus, the form of K when Σ f is Matérn is of significant importance.
Although the exact form of K is not easily recovered, an empirical covariance structure can be obtained by combining the QR-decomposition of S with an eigenvalue decomposition of Σ (Higham, 2002) . Specifically, writing Σ f in terms of its spectral decomposition Σ f = P ΛP .
Write P = [P 1 . . .P 2 ], where P 1 contains the first m columns of P , and let Λ 1 be the diagonal matrix containing the m eigenvalues corresponding to the eigenvectors in P 1 . Then, since f (s) = m k=1 S k (s)a(u k ), we have that Σ f = SKS and
Katzfuss and Cressie (2011) noted how the usual form of maximum likelihood estimation of K was problematic because it required maintaining a positive definite matrix through a numerical optimizing technique. Thus, in addition to identifying a form of K that will be computationally efficient and produce accurate predictions, a numerically stable form is also important. In the next section, we investigate the behavior of K to conclude a reasonable covariance structure.
We will also explore, through simulation, the loss in accuracy that may be caused by using an approximate but simpler model (K ∝ I), and outline methods for minimizing this loss by properly constructing the basis functions.
We conclude this section briefly reiterating that our setup here (and in our experiments) has assumed second order stationarity. In cases when the assumption can not be sustained, tactics such as detrending and median-polishing (Hoaglin et al., 1983) may be adopted to transform the observations into a second order stationary process.
Experimental Evaluations
Simulation Details
We investigated the behavior of our reduced basis kriging methodology through a series of simulation experiments using the local bisquare basis function of (8) and a Matérn covariance struc-ture for the original spatial process. For simplicity, we assume a Gaussian random spatial field with second order stationarity and no measurement error, σ 2 = 0.
We investigated the effect of fine-scale variation in our simulation experiments by setting σ 2 δ to be equal to 0, 0.1, 0.25, and 0.4, while holding ρ constant at unity and set V δ = I for simplicity. The smoothness parameter ν, is most commonly set to be between 0.5 and 2, so we let ν be over the set of values in {0.5, 1, 1.5, 2}. Note that the range parameter, θ, is dependent on ν.
Therefore the value of θ was paired to ν so that the correlation would be 0.2 between observations at a distance of 1/3 of the spatial domain. Specifically, θ was set to be equal to 0.205, 0.137, 0.110, and 0.095, respectively.
The domain for the simulation experiments consisted of two grids (50 × 50 or 200 × 200) with locations ranging from 0 to 1. Three hundred randomly selected locations out of the possible 2500 or 40000 represented the locations of the observations with varying degrees of missing data. The selection of basis functions depends on a variety of factors: these are the number of knots (m), the location of the knots, the number of resolutions (l), and the bandwidth constant (b). These variables all need specification prior to implementation of fixed rank kriging. Since the simulated spatial field is relatively small and without much complexity, using one resolution always produced predicted values with the lowest corresponding mean square prediction error.
Thus, the focus of the results in this paper will be on estimation and prediction using a single resolution, l = 1. The values for m and b, in contrast, are presented varied to test the effect on time and accuracy.
A regular, triangular grid was chosen for the knot location after preliminary results suggested that different space-filling designs for the locations of the knots had an insignificant effect on prediction when the observations were not clustered. The number of knots used were m = 23, m = 77 or m = 175, which represented a reduction of roughly 5% to 50% of n. Cressie and Johannesson (2008) suggested a bandwidth of 1.5 multiplied by the shortest distance between knots. Thus, in our experiments, we tested our method for bandwidths ranging from 0.5 to 2.5 in increments of 0.1 and multiplied by the shortest distance between knots.
Covariance of the Reduced Spatial Process
Using the setup from the previous subsection and the method outlined in (10), we simulated K for every combination of parameter values, number of knots, and bandwidth constants and converted the covariance into a correlation. The stationarity commonly visible in a Matérn covariance is clearly weakened by the use of basis functions to describe the large scale spatial structure. Some of the Matérn structure is maintained when using lower bandwidth constants, particularly for lower m and a wave pattern is often visible for bandwidth constants larger than one. The majority of the plots, however, suggest that covariance structures such as a Matérn may be somewhat needlessly and overly complex for describing the correlation between knots at varying distances and could be simplified to a matrix proportional to the identity matrix. Choosing K to be proportional to the identity matrix is particularly attractive because its simplicity can provide huge computational gains while also increasing the stability in the numerical optimization steps.
Simulation Results
One hundred Gaussian random fields were simulated using the R package fields (Nychka et al., 2015b ) with a single resolution for each set of parameter values. For each field, fine-scale errors were added to each response at the 300 randomly selected locations, resulting in values that represented the dataset. Then, we acquired ML estimates and the corresponding predicted values for each simulated field using three different methods: by optimizing (5) using an identity covariance for K = ρI and utilizing (6), by the E-M approach (4) using the full form of K, and
by the E-M approach approximating K with the identity matrix, ρI. As mentioned in Section 2, these computations were done using sparse matrix methods implemented as per the R package "Matrix" .
The results of our experiments indicated that the simplicity of the identity covariance for K resulted in an expected gain in computational efficiency. To illustrate this gain, the time required to iterate to convergence and obtain predicted values for each combination of inputs was recorded. This value combines the cost of inverting a matrix with a penalty for covariance structures that require additional iterations to meet convergence. Example plots of the distributions of seconds on the log scale for one resolution and varying number of knots, bandwidth constants, and estimation methods on a 50 × 50 grid when ν = 1 and σ 2 δ = .25 are provided in Figure 2 (left panel). These boxplots display all three estimation methods: reduced basis kriging (blue), the E-M with an identity covariance for K (gold), and the E-M with a full covariance for K for fixed b = 1.5 (white). The horizontal line represents the median seconds for the E-M approach using a full K. For clarity of presentation, the distribution of log seconds for the E-M approach using the full form of K are presented separately when the maximum is significantly beyond the range of the corresponding results for the identity form of K, such as in Figure 2 The distributions of MSPE show that for a reasonable b, the identity covariance structure is at least as accurate in terms of prediction as the full covariance structure. In fact, as m approaches n, the identity covariance performs substantially better than the full covariance with regards to both median and maximum MSPE. This suggests that added complexity to K is unnecessary when our focus is on prediction. Considering its simplicity and the speed of estimation, proceeding sections will focus only on spatial prediction using the identity covariance model. Using the identity covariance for K, reduced basis kriging and the E-M approach are comparable for choices of bandwidth constant where MSPE is minimized, however an unreasonable b favors the E-M approach in terms of MSPE. This is opposite of computational efficiency, in which reduced basis kriging was more robust to poor choices of b. Fortunately, the substantial reduction in computation achieved by using the identity covariance coupled with parallel computing allow for the estimation of multiple models (varying b and the number of resolutions). A model selection approach can thus be implemented by minimizing MSPE through cross-validation. However, as a continuous variable, the domain of b is infinite and thus a model selection approach is less than ideal. Selection of an appropriate value for b and the correct number of resolutions are paramount to producing accurate predictions and will be explored in further work.
Provided a reasonable bandwidth and number of resolutions can be obtained, reduced basis kriging and the E-M approach using the identity covariance produce very comparable distributions of MSPE. The major advantage to reduced basis kriging is that the memory necessary to perform each iteration of the estimation process is greatly reduced by concentrating the data from length n to length m. Distributions of seconds for bandwidth constants that minimize MSPE (b ≈ 1.3 for m = 23, b ≈ 1.5 for m = 77, and b ≈ 2 for m = 175) illustrate a distinct advantage to using reduced basis kriging. All patterns visible in Figure 2 were also consistent for all other combinations of parameter and grid values, which can be found in the supplementary materials.
In summary, the results of our experiments show that the identity form of K is optimal in terms of minimizing computational cost without sacrificing accurate prediction, provided that a reasonable bandwidth constant and resolution are selected. The massive computational gains achieved by simplifying the covariance between knots allows for the estimation of numerous "models", leading us to a model selection approach that is achieved by minimizing the mean kriging standard error,σ k (s 0 ). Additional and robust computational gains are also achieved by reduced basis kriging with a minimal increase in MSPE. We now apply our methodology to the Na- A basic summary in climate science is provided by mean temperature and precipitation fields on a regular grid (Johns et al., 2003) . One important application is to compare these fields from observational data to those simulated by climate derived models. For our example, we consider mean temperatures in April in 1990 observed over the entire contiguous United States of America.
Thus kriging the observed field is important in this setting.
For our example, we use mean temperatures in April in 1990 observed over the entire con-tinental United States. The daily minimum and maximum temperatures were observed at 5030 locations across the United States and the mean monthly minimum and maximum temperatures were calculated. To obtain an overall monthly average, the mean monthly minimum and maximum temperatures were averaged together. This average will be our "monthly mean" temperature.
Under the normal kriging method, prediction using the entire U.S. observational record would require a Cholesky decomposition on a matrix of dimension 5030 × 5030, which can be computationally prohibitive, both in terms of CPU time and memory. Additionally, obtaining kriging predictions generally requires the use of an iterative process to estimate the parameter values of the model, meaning that this expensive calculation will need to be repeated. Thus, the normal kriging approach clearly becomes impractical for large data sets, and we are led to approaches such as reduced basis kriging.
Data Preprocessing
Intrinsic stationarity is not a reasonable assumption for this data. Temperature is directly affected by latitude, longitude, and elevation and so the spatial field does not have a constant mean. A simple approach to adjust for the non-stationarity due to these factors is to use the
where h(s) is the elevation at location s, u are the knots, η(u) ∼ N (0, ρI), δ(s) ∼ N (0, σ 2 δ I) and (s) ∼ N (0, σ 2 I), and η(u), δ(s), and (s) are mutually independent.
We estimated g Elev (h(s)) by a cubic regression spline with five degrees of freedom to the data, g Lat (s) in terms of a quadratic regression spline with 4 degrees of freedom, and g Lon (s) using a cubic regression spline with 6 degrees of freedom, all fit to the dataset by AIC. These splines are shown in Figure 3 and demonstrate that the majority of the mean structure is captured.
Results and Analysis
We begin with the linear equation, y = Xα + Sη + δ + and define the QR-decompositions
. Given this additive model, a QR-decomposition of the basis matrix for the polynomial splines was used to remove the trend in the data by multi- plying through by the portion of Q X that is orthogonal to X, as shown in equation (11). Thus, the effects of location and elevation are removed from the observations. Reduced basis kriging was subsequently performed on the detrended data set,ỹ, and least-squares estimates of the regression splines were used to add the effects of elevation and latitude back into the response following reduced basis kriging.
The knots (m = 501) were selected on a regular triangular grid within the U.S. and tested on three levels of resolution. Basis functions with a single resolution and a bandwidth constant of b = 1.6 fit the best based on minimizing the mean kriging standard error. When run on a standard laptop with 6MB of RAM and a 64-bit Intel dual-core i5 processor, estimation was complete in 4.17 seconds and the entire process of cleaning the data, defining the matrix of basis func- tions, detrending, estimation, prediction, and plotting results took around 3 minutes. Figure 4 summarizes the results. There is also less variability in New York along the Erie and Ontario lake coast lines and in other areas that are along borders of the US. The systematic pattern visible in the kriging errors can be attributed to using basis functions on a regular grid. In particular, the alternating pattern visible along the US-Canada border is a result of the placement of regularly spaced knots near the border of the domain.
Discussion
This paper presents a method for performing spatial prediction efficiently and effectively when data sets are large. This is accomplished by first approximating the original spatial process using the spatial random effects model which separates the spatial covariance into a linear combination of basis functions and a reduced rank spatial process. With the approximate spatial process, a QR-decomposition is used to reduce the dimensionality of the covariance matrix that is then solved for maximum likelihood estimation. Finally, an alternative Sherman-Morrison-Woodbury formula is invoked to obtain the predicted values over a spatial grid with increased efficiency.
Using reduced basis kriging as opposed to the E-M approach requires less memory and, thus, is beneficial when implementing kriging on large data sets. Also, in using basis functions to interpolate from the original observations to the knots, much of the spatial dependence between locations becomes absorbed in the basis functions when the bandwidth is relative large. In these situations and when the primary goal is prediction, a simplistic covariance between knots (K)
can be sufficient to achieve high accuracy. Consequently, it is essential that the basis functions are properly constructed, that is to say, the bandwidth and number of resolutions are carefully selected. Given the substantial computational gains achieved by a simplified covariance structure and the ability to utilize parallel processing, optimal bandwidth and number of resolutions can be obtained through model selection characterized by minimizing mean square prediction error through cross-validation. Investigation into the proper form of the basis functions is ongoing.
Although reduced basis kriging should be applicable to any Gaussian random field with intrinsic stationarity, the previous conclusions pertain to when the basis functions are local bisquare functions and only applies to situations where a Matérn covariance structure could be assumed on the original spatial process. Reduced basis kriging provides an algorithm for simplifying the process down to the aspects essential for accurate interpolation while maintaining the advan-tage of quantifying uncertainty gained through kriging. However, the added flexibility of the E-M approach is preferred when estimation of the covariance between knots is of importance.
Often, when data is collected over space, it is also defined by a temporal component. This work focuses on predictions for spatial data at a fixed point in time, so a spatio-temporal model would be required for more complex data.
There are several topics for future research. As mentioned, the bandwidth constant and the number of resolutions is currently being investigated. Optimal knot placement is another aspect of basis function identification that is of interest. Simulations were attempted using both a regular grid and a stratified sampling technique, without an obvious difference in performance, but these results apply only to randomly located observations and thus a more rigorous analysis would be required to come to any definite conclusions. Alternative basis functions could possibly be used to adjust for directional dependence. Recent work by Katzfuss (2016) which allows for flexible basis functions shows promise in this area. Also, considering that the accuracy of these methods were quantified by means of mean square prediction error, another area for future work would be in investigating the effects of this criteria on kriging predictions errors. Thus, we see that while we have made contributions, there is additional work to be done.
R-code:
R-code used to perform the estimation and prediction methods described in the article is included. 
S-1 Additional Experimental Evaluations
A simulation study was conducted to assess the value of reduced basis kriging in comparison to obtaining maximum likelihood estimates of the Spatial Random Effects model via the E-M algorithm. One hundred 2-dimensional Gaussian random fields were simulated using the R package fields (Nychka et al., 2015) ML estimates and the corresponding predicted values for each simulated field were then computed using three different methods: reduced basis kriging using an identity covariance for K = δI (blue), by the E-M approach approximating K with the identity matrix, δI (gold), and by the E-M approach using the full form of K with constant b = 1.5 (white). Basis functions with a single resolution and either 23, 77, or 175 knots were used during estimation and prediction, with the bandwidth constant allowed to vary from 0.5 to 2.5 by 0.1 for both methods that use the identity covariance. As mentioned in the full paper, these computations were done using sparse matrix methods implemented as per the R package "Matrix" .
The value of reduced basis kriging was quantified by two summaries: the time required to iterate to convergence followed by computing kriging estimates and the mean square prediction error of the predicted field. The distributions of the one hundred simulated fields are represented with boxplots on the log scale in Figures S-1 through S-16. For clarity of presentation, the distribution of seconds or MSPE for the E-M approach using the full form of K are truncated on the main figure and presented in full separately when the maximum is significantly beyond the range of the corresponding results for the identity form of K, as in Figure S-1(c) .
Two expected gains in computational efficiency were achieved by either using the identity covariance for K or by using fewer knots. The value of the bandwidth constant, b, was also critical to minimizing CPU time because it controlled the level of sparsity in S. The effect of b on the E-M approach was predictable as lower values resulted in decreased CPU time, with an optimal level 1 of sparsity occurring near b = 1 for the 50 × 50 grid. An interesting difference between the E-M approach and reduced basis kriging is the robustness of reduced basis kriging to increasing m or a poor choice of bandwidth constant. Reduced basis kriging is efficient regardless of the specifics of the basis functions used and is at least as efficient as the E-M approach with the identity covariance for any reasonable choice of b. The E-M approach is consistently more computationally expensive for larger values of b. When the 200 × 200 grid size was used, the E-M approach would occasionally reach convergence sooner than reduced basis kriging for low values of the bandwidth constant (b < 1), with a dramatic reduction occurring when b = 0.5 and m = 23. However, the resulting MSPE of these estimations were particularly poor.
The distributions of MSPE for both 50 × 50 and 200 × 200 grid sizes show that for a reasonable b, the identity covariance structure is at least as accurate in terms of prediction as the full covariance structure. In fact, as m approaches n, the identity covariance performs substantially better than the full covariance with regards to both median and maximum MSPE. This suggests that added complexity to K is unnecessary when our focus is on prediction. Using the identity covariance for K, reduced basis kriging and the E-M approach are comparable for choices of bandwidth constant where MSPE is minimized, however an unreasonable b favors the E-M approach in terms of MSPE. This is opposite of computational efficiency, in which reduced basis kriging was more robust to poor choices of b. 
