Unsupervised domain adaptation in person re-identification resorts to labeled source data to promote the model training on target domain, facing the dilemmas caused by large domain shift and large camera variations. The non-overlapping labels challenge that the source domain and the target domain have entirely different persons further increases the re-identification difficulty. In this paper, we propose a novel algorithm to narrow such domain gaps. We derive a camera style adaptation framework to learn the style-based mappings between different camera views, from the target domain to the source domain, and then we can transfer the identity-based distribution from the source domain to the target domain on the camera level. Target camera variations can be captured by the style adaptation method, thus, the re-identification model trained on the target domain can learn target camera-invariant features better. It indicates that the style translator approximates an appropriate metric space for improving feature matching. To overcome the non-overlapping labels challenge and guide the person re-identification model to narrow the gap further, an efficient and effective soft-labeling method is proposed to mine the intrinsic local structure of the target domain through building the connection between GAN-translated source domain and the target domain. Experiment results conducted on real benchmark datasets indicate that our method gets state-of-the-art results.
I. INTRODUCTION
P ERSON re-identification (person re-ID) aims to find the same person among a camera network. Its applications in security and surveillance draw wide attention from both academia and industry on person re-ID and thus impel the development of related algorithms. Particularly, supervised methods for person re-ID produce good results in the literature [1] , [2] .
However, labeled data are usually unavailable in an interested target domain. Labeling the target domain in a manual manner is extremely expensive on account of correctly finding out the same person among different cameras, even in a network scene with moderate amount of cameras. Thus supervised learning in the target domain is unfeasible in such cases. Previous works [3] - [6] attempt to learn re-ID models in a completely unsupervised way through extracting hand-crafted features. But label information is important for the system to learn discriminant features. One case is that we can adapt the system trained on labeled data from auxiliary domains, which are usually called source domains. Recent works [7] , [8] test the trained-ready systems on the target domain but just obtain bad performance. That is, re-ID systems are sensitive to the domain gaps between different scenarios, which may due to cameras discrepancy on lighting conditions, human races, seasons, backgrounds, etc. Some examples are shown in Fig. 1 . The camera styles of Market1501 [6] and DukeMTMC-reID [9] are quite different. Due to seasons and viewpoints, clothing style between the two domains exhibits large discrepancy, and the lighting variation of DukeMTMC-reID is larger than that of Market1501. Additionally, images in DukeMTMC-reID have more distinct backgrounds than Market1501. This indicates that the model trained on the source domain has weak generalization ability on the target domain. It brings a new problem that how can we adapt the model to a target domain that we are interested in. This refers to an unsupervised learning setting which attempts to use some valuable information in existing labeled data from source domains, i.e, unsupervised domain adaptation (UDA) in person re-ID, in which data from the source domain is fully labeled while data from the target domain are unlabeled. Two main challenges exist in domain adaptive person re-ID. One is the camera variations challenge that both between-domain and within-domain camera style variations are large (see Fig. 1 ). It may cause failure to re-ID systems trained on the source domain only when directly testing on a target domain, as the model cannot learn target camera-invariant features. Another is the non-overlapping labels challenge that pedestrians in the source domain and the target domain are totally different, making the task more difficult.
Several methods have made efforts to tackle such problems. For the camera variations challenge, [8] , [10] utilize generative adversarial networks (GAN) [11] to facilitate the learning task. GAN, typically consisting of a generator and a discriminator, learns mappings from one distribution to another with unlabeled even random data. Extensive variants [12] - [17] have shown remarkable performance on image-to-image translation tasks. Thus in unsupervised domain adaptation re-ID settings, following CycleGAN [13] , Similarity Preserving cycle-consistent Generative Adversarial Network [10] (SPGAN) and Person Transfer Generative Adversarial Network (PTGAN) [8] propose image-to-image translation frameworks to relieve the camera gaps between source and target domains. Both of them attempt to train a discriminative model on the GAN-translated data which originally come from the source domain. Such translated images share the same camera styles with the target domain while preserving pedestrian labels. However, these methods either transfer the global style of the source domain to the target domain or train multiple CycleGANs to learn translation mappings between specific camera styles. They are unable to capture camera variations within one domain in an efficient way. Specifically, in their camera style adaptation networks, one generator can only learn one translation mapping to a specified camera, thus it needs to train many CycleGANs to obtain all the required mappings for target cameras when trying to preserve the target camera variations. This is time-consuming in that multiple GANs need to be trained, and also data-deficit in that only a subset of the data is used to train each mapping.
For the non-overlapping labels challenge, [7] , [18] , [19] stress importance on reliable label estimation for the unlabeled target domain. Taking UMDL [20] for example, it proposes a multi-task dictionary learning method combining the source and target data to obtain a discriminative target-domain representation. Nevertheless, these methods concentrate on only one aspect of these two challenges, and specially camera variations in the target domain have not got enough attention.
In this paper, we propose a new algorithm framework to tackle these two challenges together. Fig. 2 shows our motivation and algorithm flowchart. For simplicity, we abbreviate our Camera Style Generation and Label Propagation method to CSGLP hereinafter. For the camera variations challenge, we use a camera style generation framework to transfer camera styles of the target domain to the source domain. In order to provide reliable person labels information for the target domain, such a translation framework must preserve the person attributes, such as the color of clothes, when adapting the target camera styles. Besides, camera variations of the target domain should be captured by the style generation framework to make it possible for re-ID model, and then learn camera invariant features in the target domain. To learn the transfer mappings between different camera views and multiple datasets/domains simultaneously, we explore StarGAN [17] as camera style adaptation network. This framework achieves multiple style adaptations across cameras by using a unique generative adversarial network. For the non-overlapping labels challenge, based on the fact that the GAN-translated source domain has similar data distribution with the target domain, we propose a KNN-based method to generate soft labels for the target domain. The soft labels partially reflect local structure information of the unlabeled data. The cross entropy loss is then employed to guide the training process of the person re-ID model. This can further improve the person re-ID accuracy on the target domain.
Because camera labels are easy to obtain, in this paper we assume camera labels are available for both source domain and target domain. To facilitate understanding and comparison of closely related methods, which will be discussed in Section II, we show the need of label information in Table I .
Our main contributions are summarized as follows.
1) A new method, i.e., CSGLP, is proposed to narrow the domain gap between the source domain and the target domain and generate discriminative representations for the target domain. In particular, the style adaptation is simultaneous cross-domain and cross-camera for person re-ID. 2) StarGAN is used to transfer camera styles from the target domain to the source domain. To the best of our knowledge, this utilization is novel in the literature. By simultaneously introducing the camera labels and the domain labels, StarGAN generates the new features with only one generator and one discriminator. 3) To further narrow the distribution gap between different domains and predict identities of the target domain images, a soft labeling method is constructed on the connections between the translated source domain and the target domain. Experiment results show competitive performance when compared with some state-of-the-art methods.
The rest of this paper is organized as follows. Section II briefly reviews some related works about current achievements in the literature. Section III proposes the CSGLP algorithm for unsupervised domain adaptation in person re-ID. Experiment results and analysis are presented in Section IV, in which several state-of-the-art methods are compared with CSGLP. Ablation study and analysis are also shown here. Section V concludes the paper and shows future work.
II. RELATED WORKS
In this section, we have a brief review on some related works including image-to-image translation, unsupervised domain adaptation and unsupervised person re-ID. 
A. Image-to-Image Translation
Image-to-image translation aims to translate an image to another one with given attributes changed. Recent literature based on generative adversarial networks (GANs) [11] has shown impressive results in image-to-image translation. Typically, GANs consist of a generator G and a discriminator D, aiming to learn the true data distribution by a min-max game. Let x be an image (usually in the tensor form with three channels) sampled from the given dataset, and z be a random vector which obeys Gaussian or other distribution. p x and p z are corresponding probability distribution functions. The generator G tries to generate fake images, such as G(z), to fool the discriminator D, while the discriminator tries to classify the real images and the fake images. It is essentially a generative framework in which the discriminator D is introduced to find against with the generator G a min-max game as below.
Blurry images will not be tolerated since they look obviously fake, thus finally the generator can learn data distribution of real images and generated images that look exactly like the real ones.
A stream of relevant methods are proposed to improve the learning capacity of GANs. cGANs [12] and its variant [24] learn generators by combining the original adversarial loss with a 1 loss, which forces the generated images to be near the ground truth output under the 1 distance. However, they need paired data constrains for scalability. Thus unpaired image-to-image frameworks [13] - [16] have been proposed to alleviate this limitation. In [13] - [15] , a cycle consistency loss is introduced to preserve the image contents and only change the domain-related parts. However, in these frameworks, one model needs to be trained for every domain pair mapping at a time. This cannot meet the scalability in handling multiple domains. StarGAN [17] tackles this problem by introducing an auxiliary classifier [25] and allowing the discriminator of GAN to control multiple domains. Iterative training approaches that alternate between multiple domains make it possible that the generator learns multiple mappings simultaneously.
B. Unsupervised Domain Adaptation
The setting of unsupervised domain adaptation (UDA) is that the source data are labeled while the target data are unlabeled, which is consistent to our setting in this paper. Among those UDA methods, there are two main streams: one attempts to find a domain-invariant feature space for both source domain and target domain [26] - [28] and the other learns a mapping between source domain and target domain [29] - [34] . However, many of these methods are based on the setting that the same labels are shared by source domain and target domain, while in this paper, we have completely different identities from the source domain to the target domain. In other words, directly applying these UDA methods to our setting is impractical and infeasible.
C. Unsupervised Person Re-ID
While supervised person re-ID methods have achieved high accuracies due to the access of deep learning algorithms and large scale data, the great demand on labeled data limits their generalization and applications. Unsupervised methods avoid expensive artificial data labeling or annotation. One typical type of unsupervised methods is to extract hand-crafted features [3] - [6] without learning. It is straightforward. But such methods may loss valuable information in labeled data of external domains, which can be exploited to obtain discriminative features for UDA tasks. UMDL [20] resorts to the dictionary learning approach to obtain a dataset-shared but target data-biased representation with the labeled source domain. SPGAN [10] and PTGAN [8] use the similar settings with UMDL to learn image translation for unsupervised person re-ID. Specifically, SPGAN uses an additional SiaNet to preserve the ID-related information, while PTGAN uses an extra PSPNet [35] to make person ID be ignored by the generator. Both of them cannot efficiently capture the camera variations with one generator.
We note that Zhong et al. propose a Hetero-Homogeneous Learning (HHL) method [23] to address the domain adaptive person re-ID problems, and the StarGAN approach is also used for camera style adaptation. However, it has significant difference between HHL and CSGLP. We show their schedule flowcharts of camera style translation in Fig. 3 . HHL considers style translation between images inside the target domain only, while CSGLP makes efforts to transfer camera styles from the target domain to the source domain. The cross-domain style translation is expected to play an active role in feature matching and classification. Recently, considering the small sample size and the large camera style variation problems, Zhong et al. [22] , [36] conduct camera style adaptation (Cam-Style) within the labeled training set, and then serve the enlarged dataset as data augmentation for network training. This method increases data diversity, and it is essentially a supervised learning method.
To alleviate the view-specific interference in person re-ID tasks, [21] learns one projection for a camera to project camera variations into a shared space. There are several methods [7] , [18] , [19] on label estimation for unlabeled target domain. Ye et al. [18] and Liu et al. [19] leverage cross-camera labeling association for label estimation. Progressive Unsupervised Learning (PUL) [7] alternates clustering and fine-tuning to progressively train a discriminative model. Those methods including [7] , [18] , [19] , [21] are all based on the original labeled source domain and the unlabeled target domain, while in this paper, our CSGLP method can effectively use the relationship between the translated labeled data from the source domain and unlabeled data of the target domain.
III. THE CSGLP ALGORITHM
In this section, we present the CSGLP algorithm in detail. CSGLP aims to get better camera-invariant features and generalize classification performance well on the target domain, in which only unlabeled data are available.
A. Problem Formulation
Here M s is the number of pedestrian classes and C s is the number of camera classes in the source domain. And there is a target domain with N t unlabeled data
We train a generator G with S and T , without pedestrian labels involved. Then we translate the labeled data in S to any camera style of T , and denote the translated domain as G(S). For simplicity, we denote one dataset as a domain, and one camera as a sub-domain.
As we mentioned above, training on the source domain S and then directly testing on the target domain T results in unsatisfied person re-ID performance. Note that this manner has nothing to do with either pedestrian category adaptation or camera style adaptation. In this paper, we adopt this method as the baseline and denote it as 'No adaptation' (NA).
CSGLP algorithm includes two modules. The first module constructs a generative framework to capture camera variations from the target domain to the source domain. The second module aims to further fine-tune the model by using the KNN-based soft-labeling method, which helps to mine intrinsic structure of the unlabeled target domain.
B. Camera Styles Generation
Based on the GAN framework, image-to-image translation methods are developed to achieve data distribution translation and show impressive performance [13] - [15] , [17] . Particularly, SPGAN [10] and PTGAN [8] propose image-to-image translation methods individually to exploit the labeled source domain in the person re-identification field. The image generation strategy relieves the labeled data deficiency problem and achieves good performance on the target domain. However, both of them either transfer the global style of the source domain to the target domain, i.e., without camera style discrepancy, or train multiple CycleGANs to learn respective mappings between specific camera styles. Therefore, they are unable to capture the variations in the camera level and in an efficient way. HHL [23] also uses the camera styles translation to dig weak label information. However, it performs the style translation step only inside the target domain. Thus, it cannot transfer the reliable classification information from the source domain to the target domain.
To address these problems and enhance camera style adaptation, we adopt a camera style generation framework to learn the mappings between different cameras (i.e., sub-domains) and multiple datasets (T → S) simultaneously. In such a framework, we use only one generator to capture the between-domain and within-domain variations. For a given labeled image (x s i , y s i ) in the source domain with camera label c s i , the generative framework should transfer it to another camera style c t of the target domain. Here c t is also one-hot vector, and the subscript is omitted to denote freely any camera style.
StarGAN [17] can realize this strategy by using a unique generator G to learn the translation mappings among multiple domains, and a unique discriminator D to fight against the generator G. Usually, G takes an image, a domain (dataset) label and a sub-domain (camera) label as input, and outputs
is the probability of being a real image, playing the same role as the discriminator in the original GAN framework. D c (x) predicts all sub-domain (camera) labels in all domains and regularizes the generator G to learn camera variations. In the perspective of network architecture, G takes domain label and sub-domain label as additional channels, and puts their one-hot vectors into the network. In other words, in order to cooperate with domain and sub-domain labels simultaneously, it needs to constructs a mask vector. The whole label to be put into G is defined as
in which c 1 and c 2 are one-hot vectors or zero vectors indicating the sub-domain label, while mask is a one-hot vector indicating the domain label. More specifically, if the first element of mask is 1, the sub-domain label c 1 is a one-hot vector while c 2 is a zero vector; Conversely, if the first element of mask is 0, the formulation of c 1 and c 2 is interchanged.
As usual GANs, we have an adversarial loss to realize adversarial training, in which D is trained to distinguish images from real images and generated images, and G is trained to generate images that D cannot distinguish correctly, i.e.,
To ensure that the generator distinguishes images from different cameras and learns the camera variations, the discriminator D is trained on real images to capture the camera variations, and then D drives the generator G to generate target style-based images. Overall, a domain-oriented classification loss for D and G is considered. Training D is to minimize
and training G is to minimize
in which c is the true sub-domain label of input x, and c is a random label to make G learn the mapping well. Finally, we need to encourage pedestrian information of the source domain to be preserved during the translation process, and only change the camera styles. Thus a reconstruction-based loss, which is adapted from a cycle consistency criterion [13] , [14] , is applied to the generator as follows:
Above of all, the objective function with respect to D is
and the objective function to optimize G is
Here, λ c and λ rec are positive regularization parameters. After training StarGAN, for the labeled data from the source domain, we keep the pedestrian labels unchanged and randomly choose one of the target camera labels to translate those pedestrian images. We finally get a translated source domain G(S) = {G(x s i ), y s i , c t i } N s i=1 with target camera labels c t i . The translated domain will have approximate variations, like similar lighting conditions, resolutions, backgrounds, etc., with the target domain. In other words, the generator G constructs an appropriate transition space for improving feature matching. Then the soft-labeling method can be used directly to make label prediction/propagation for the samples in the target domain.
It is worth noting that the Local Max Pooling (LMP) method [10] shows effectiveness in improving classification performance on the target domain, by mitigating the influence of noise. Such procedure provides a finer partition by locally dividing the output of Conv5 in ResNet50 into several small parts and perform local pooling on each part. This leads to higher discriminative descriptors, and thus improves the re-ID accuracy. The same strategy is also adopted by our work, and the performance boosting will be independently shown in the following sections.
C. Cross-Domain Label Propagation
We now have the translated source domain G(S) and the unlabeled target domain T on hand. The person re-ID model can be trained directly on G(S), and then fine-tuned on T . However, the non-overlapping-label challenge that subjects in different domains are totally different emerges. In this subsection, we propose a KNN-based method to generate soft labels for the unlabeled data in T according to their distances to the translated data in G(S).
Our motivation comes from the fact that G(S) has similar data distribution with T , thus they share some characteristics like similar lighting conditions, resolutions, backgrounds, etc. In other words, in the feature representation space of G(S), images of the same identity should be located close to each other. This assumption provides the possibility of cross-domain label propagation. Notice that the non-parametric KNN algorithm is sensitive to the local structure of the data. This facilitates us to mine auxiliary information from the relationship between G(S) and T , and make it possible to learn from the target domain T .
We first use the current model to extract features of the unlabeled data, and then generate soft label for each unlabeled sample based on its feature distances with those in G(S). Specifically, we denote the person re-ID network mapping as f . Suppose G(S) contains N s pedestrian images and their labels, i.e., 
. Then similar to [37] , the probability that the point x t j selects one of its neighborhoods, G(x s i k ), can be formulated as
and the probability that x t j belongs to class p ∈ {1, 2, . . . , M s } can be estimated via accumulating the probabilities over class p included in K nearest neighborhoods, i.e., 
For an unlabeled sample x t j in the target domain T , we choose its K nearest neighbors from G(S) and compute its soft label vector. A toy example illustrating our motivation of soft labeling method is shown in Fig. 4 , where we show the case of K = 3. K nearest neighbors of the orange pentagon are all purple circles, so its soft label vector is one-hot. The pink square is close to two blue triangles and one purple circle, thus it will be assigned to blue triangle class with a large probability, and to purple circle class with a small probability. Both the orange pentagon and the pink square we considered will be assigned to green ellipse with zero probability. Through such soft labels, we can infer that orange pentagon and pink square come from different classes.
Two important parameters are introduced to the definition of soft labels P(y t j = p), as shown in Eq. (9). (1) A proper K value is important to generate good soft labels. Since our goal is to capture the intrinsic locality structure of images in T , based on their K nearest neighborhoods in the translated source domain G(S), a small K value will be inadequate to reveal the local structure. In contrary, a large K value will lead to a situation that the identities having more images dominate the soft labels by numerical accumulation. We present the effect of K values on the final classification performance in Fig. 5. (2) The hyper-parameter λ is used to control importance of the nearest neighborhoods according to the Fig. 4 . Sketch map of the soft labeling method. G is the camera style generator/translator from T to S. Thus the soft labeling method is performed in the union G(S) and T . The soft labels reflect partially the neighborhood relationship between orange pentagon and pink square. Better viewed in color. distances. A large λ value corresponds to a large probability to those identities who are very close to the unlabeled samples, and it enforces the model to concentrate on more informative samples.
After obtaining the soft labels for images in the target domain T , we fine-tune the re-ID model to enforce the softmax distribution of the target data to approximate the soft labels by using the cross-entropy loss, namely,
whereŷ j p is the output of the softmax layer. The model trained on such labeled target data is expect to generalize well on the target domain.
IV. EXPERIMENTS
In this section, we evaluate the CSGLP algorithm on two benchmark datasets, and then compare the results with some state-of-the-art methods.
A. Datasets and Implementation Settings
We choose two large-scale person re-ID datasets for experiments to evaluate the CSGLP algorithm, i.e., Market-1501 [6] and DukeMTMC-reID [9] .
Market-1501 dataset consists of 1,501 identities from 6 cameras. There are 751 identities with 12,936 training images for training, while the other 750 identities with 19,732 gallery images for testing. All the bounding boxes are produced by DPM [38] rather than manual annotation.
DukeMTMC-reID is a subset of DukeMTMC [9] . It contains 34,183 image boxes of 1,404 identities from 8 cameras: 702 identities are used for training and the remaining 702 for testing. There are 2,228 queries and 17,661 gallery images.
We now describe implementation detail of our experiments. We adopt the architecture of StarGAN to achieve the style adaptation between different cameras of different datasets, except that we use (256, 128) as input size. It does not affect the generator, but some modifications have to be made for the discriminator to make it accept (256, 128) as input size. The output Layer D r will be modified from CONV-(N1, K3x3, S1, P1) to CONV-(N1, K4 x2, S1, P0), and the output Layer D c will be modified as CONV-(Nc_dim, K4 x2, S1, P0). More detail for the network architecture will be presented at Appendix. In order to make the training process stable, the Wasserstein GAN objective with gradient penalty [39] , [40] is exploited.
We use the Adam [41] optimizer with β 1 = 0.5 and β 2 = 0.999 to train StarGAN. The batch size is set to 16. We perform one generator update after every five discriminator updates as in [40] and train the model 50,000 iterations. For both generator and discriminator, the initial learning rate for the first 10,000 iterations is 0.0001, and then linearly decay the learning rate to 0 over the next 40,000 iterations. We empirically set λ c = 2 and λ rec = 10 in Eq. (7) .
In the feature learning stage, we choose ResNet-50 [42] and GoogLeNet [43] as backbones, respectively, in which the ResNet-50 model is pre-trained on ImageNet. We train them with the softmax loss for 50 epochs, with an initial learning rate 0.01. The learning rate decays to 0.001 after the 40-th epoch for ResNet-50, but it keeps unchanged for GoogLeNet. After obtaining the soft labels, we use the cross-entropy to fine-tune current model 30 epochs with initial learning rate 0.001 and decay to 0.0001 after 20 epochs. The feature learning model extracts 2,048-dim Pool5 vectors for testing. Results on the Market1501 and DukeMTMC datasets are shown in Table II and Table III , respectively. During training StarGAN, cameras labels and dataset labels are needed, while person labels are not. Label information used in the two stages has been specified in Table I. For evaluation protocols, we report the mean average precision (mAP) and the rank-1, 5, 10 accuracies. All experiments use single query [7] throughout this paper.
B. Parameter Selection
We have two important parameters in the soft labeling module, namely, K and λ. As we stated before, these two parameters cooperate together to capture local structure of the unlabeled images in the target domain. K is able to alleviate the class imbalance influence in the source domain, while λ is expected to control importance of the nearest neighbors when mining the local structure of the target domain. We use the grid search method to explore the impact of parameters K and λ, and show the results in Fig. 5 .
We can see that both K and λ play important role in affecting real performance of the CSGLP algorithm. The optimal choice for Market1501 dataset is K = 4000, λ = 5, and for DukeMTMC-reID is K = 8000 and λ = 10. These data-driven parameters can be interpreted via the class imbalance problem of the source domain. We show the histograms of sample size per pedestrian in Fig. 6 . For Market1501, many pedestrians have ten to twenty images, while few pedestrians have sixty to seventy images. The class imbalance problem in DukeMTMC-reID is more serious than Market1501. The vast majority of categories have only a few dozen samples, while very few categories have hundreds of samples. To avoid the situation that identities having more images dominate the soft labels, K is set to 4000 when DukeMTMC-reID is used as the source domain. While for λ, a larger λ value gets a harder soft label and a larger probability to those identities that are very close to the unlabeled samples, and it enforces the model to concentrate on more informative samples. For DukeMTMC-reID, a large λ value can make the soft label to place major importance on the K nearest neighbors, and thus it alleviates the dominance of some classes likewise.
C. Comparisons With State-of-the-Art Methods
In this section, we present quantitative results of our CSGLP algorithm. We compare CSGLP with several state-of-the-art approaches, e.g., Bow [6] , LOMO [5] , UMDL [20] , PUL [7] , CAMEL [21] , SPGAN [10] and PTGAN [8] . Although [18] and [19] also involve the label estimation stage, they are based on the tracklet data [19] while our CSGLP algorithm is directly based on images. To make fair comparisons, we use our 2048 dim ResNet-50 features for implementing CAMEL. Since SPGAN uses the ResNet-50 network structure and PTGAN uses the GoogLeNet structure for person re-ID, the CSGLP method uses both ResNet-50 and GoogLeNet as backbones integrating the new loss functions for fair comparison. The re-ID accuracies of both configurations will be presented in the subsequent parts.
1) Performance on Market1501: When the re-ID models are evaluated on Market1501, it is used as the target domain, and DukeMTMC-reID is used as the source domain.
We use StarGAN to transfer the camera styles of Mar-ket1501 to images of DukeMTMC-reID, and show some translated samples in Fig. 7 . The three images picked from the source domain have different actions and poses, while images of the target domain have different backgrounds and lighting conditions. In particular, the second and fourth target images have brighter background than others. We see that the main content and pedestrian identity of the translated images do not change, but the background and style are adapted. In other words, the target camera styles are captured by the generator, and the target camera variations are achieved.
We use these translated images, as shown in Fig. 7 , to train the baseline classification model with ResNet-50, and present the re-ID results in Table II . We denote this simple combination as 'StarGAN (ResNet-50)' for convenience. This method achieves 55.6% rank-1 accuracy, and results in improvements around 20% compared with traditional methods BOW and LOMO. It also gets 21.1%, 10.1% and 5.2% improvements compared with UMDL, PUL and CAMEL, respectively. The performance enhancement demonstrates camera-invariant features can be learned effectively with the help of generator network. And we can see 12.8% improvement in rank-1 accuracy testing on Market1501, compared with NA method, while 10.0% and 4.1% improvement with CycleGAN and SPGAN, respectively. When GoogLeNet is used as the base model, we see 15.4% and 12.7% improvement comparing We show the soft label-based results, on the Mar-ket1501 dataset, in Fig. 8 . The first column shows four target samples of two persons, each of which has two images captured by two different cameras. The remaining columns show translated images from DukeMTMC-reID. Images in boxes of different colors indicate different persons, and the digits show the classification probabilities, which are estimated via Eqs. (8) and (9) . The first and second images are from different cameras. They have similar neighbors and thus the same soft label. In fact, they indeed belong to the same person. In contrast, the second and third images have totally different neighbors, they are judged to be different persons in the sense of different soft labels. Using such soft labels to enhance the camera-invariant feature learning will obtain better re-ID performance.
After getting the soft labels, we fine-tune the classification model to learn from the soft-labeled target domain. Results are presented in Table II . Comparing with the StarGAN model which is trained on the translated DukeMTMC-reID data without soft-labeling, CSGLP improves the rank-1 accuracy of the modified ResNet-50 model and GoogLeNet model with 5.6% and 7.5% increase, respectively.
CSGLP outperforms other methods even by large margins. For example, we have 25.4% and 34.0% improvements compared with BOW [6] and LOMO [5] , which use the hand-crafted features. The rank-1 accuracy of PUL and CAMEL is 30.0% and 38.6%, respectively. When comparing with the unsupervised learning methods, our re-ID accuracy also have comparative results. For example, we see 9.7% improvement compared with SPGAN. We notice that the rank-1 accuracy of CSGLP (ResNet-50) is higher than that of HHL by 2% even though the camera style translation strategy is also used by HHL. As we clarified previously, the camera style transferring mechanisms of HHL and CSGLP are different. Specifically, StarGAN is used by CSGLP to transfer camera styles from the target domain to the source domain, while it is used by HHL to adapt camera styles just within the target domain. This is the primary reason that leads to performance gap between the two methods. It shows that cross-domain camera style translation is effective in narrowing the distribution gap. In the following, we will present the embedded features of HHL and CSGLP via t-SNE [44] , which can help us to observe what have been learned by using these two methods.
2) Performance on DukeMTMC-reID: In this section, we conduct experiments on DukeMTMC-reID and use Mar-ket1501 as the source domain.
At the camera style adaptation stage, we get the translated Market1501 data, and show some translated samples in Fig. 9 . Three images picked from the source domain have different behaviors and postures, while images of the target domain have different backgrounds and lighting. We see that the translated source images do incorporate the camera styles of the target domain. Taking images in the fourth column for example, the bright illumination style is transferred well to the source images. In other words, the target camera styles are captured by the generator, and the target camera variations are achieved.
The re-ID results are shown in Table III . We see that even trained with the ResNet-50 backbone and the softmax loss function, the deep network without domain adaptation module, i.e., NA, obtains the rank-1, rank-5, and rank-10 accuracy 28.1%, 44.9%, and 51.8%, respectively. Compared with the ResNet-50 backbone, GoogLeNet structure obtains lower accuracies. However, after using StarGAN to perform the camera style translation from the target domain to the source domain, the re-ID accuracy obtained by the style-transferred images is increased to 42.9%, 59.1% and 65.7%, respectively. Furthermore, CSGLP fine-tunes the classification model by using the soft labels, and increases the results to 47.8%, 62.3% and 68.3%, respectively. The performance improvement is significant.
For other methods based on camera style transfer learning, such as CycleGAN, SPGAN and HHL, we see that the rank-1 accuracy is 38.1%, 41.1% and 44.7% respectively. Thus, CSGLP outperforms these methods. The remaining evaluation results including rank-5, rank-10 and mAP values also indicate the superiority of CSGLP. Besides, in terms of the results based on the GoogLeNet backbone, we see that CSGLP also significantly outperforms other methods.
We show the soft labels and the corresponding instances of DukeMTMC-reID in Fig. 10 . The first column shows four target samples of two persons, each of which has two images captured by different cameras. The remaining columns show translated images. Images in boxes of different colors correspond to different persons, and the digits are classification probabilities. The first and second images on the left side are from different cameras. They have similar neighbors and thus the same soft label. In contrast, the second and third images have totally different neighbors, and they are judged to be different persons in the sense of different soft labels. The judgement is consistent with the ground-truth, thus these results show effectiveness of CSGLP again for person re-ID.
D. Feature Visualization
In this section, we conduct feature visualizations by using t-SNE [44] , and then compare the features with those of NA and HHL methods. Recall that NA corresponds to the pre-trained classification network by only using samples in the source domain. Feature visualization can help us to observe what characteristics have been learned by these methods, such as separability and clustering structures.
The visualization results on Market1501 are shown in Fig. 11 . To make the visualization clear, we randomly choose samples of ten persons from the test set. Generally, the embedded features have good separability. However, some local structures need more attention. First, the black frames in Fig. 11 (a) and Fig. 11(b) have three clusters, which represent the embedded features of three pedestrians in different colors (gold, spring-green, and yellow-green). The clusters locate closely in the embedded space. In the embedded space of CSGLP, as shown in Fig. 11(c) , clusters in yellow-green depart from those in gold and spring-green, while draw relatively close to those in blue. The pedestrian images are shown in the figure. We observe that pedestrians corresponding to gold, spring-green and yellow-green clusters all wear white T-shirts. Pedestrians correspond to yellow-green points are females while others are males. Besides, the pedestrians whose features locate close to yellow-green points are all females, as shown in the right black frame. They have similar dressing style, but they are in different colors. These observations and comparative analysis validate that camera style translation plays an important role in lifting the classification performance of CSGLP.
The visualization results on DukeMTMC-reID are shown in Fig. 12 . Since many pedestrians in DukeMTMC wear long and dark-colored clothes, images present unitary style on the whole. More complex backgrounds and more pedestrian overlapping make the classification task more difficult. These result in more scattered features than those of Market1501. There are at least two points that need our attention and further analysis. First, features in deep-pink are closer to those in yellow-green in the space of HHL compared to NA and CSGLP. It can be interpreted that many images in deep-pink and yellow-green are females with bags (knapsacks) and side-faces. However, they belong to different pedestrians. In contrary, as shown in Fig. 12(a) and Fig. 12(c) , both NA and CSGLP preserve a relative larger margin between these two classes. Second, although the features in royal-blue in both embedded spaces of HHL and CSGLP have overlapping, those in the feature space of CSGLP have better separability. By comparing these visualization results, we see that the points within the same class are more compact, while the clusters Note that the negative transfer phenomenon exists in both HHL and CSGLP. The embedded features in blue and gold in the NA representation space have good separability, however, the features in the spaces of HHL and CSGLP are overlapped. We retrieve the images and find that the samples in these two classes (i.e., in blue and gold) contain many males with bags and side-profiles. The image backgrounds are also very similar. Perhaps the significant differences are colors of bags and existence of pedestrians overlapping. These images will degenerate the classification performance, especially after cross-domain style translation.
E. Ablation Study
This section will conduct several ablation experiments to evaluate individual performance of the separate modules, including camera style translation, soft labeling, sensitivity on the base model, and LMP, in domain adaptive classification.
In the first ablation study, the CSGLP algorithm is decomposed into the camera style translation module and the soft labeling module, and then their respective classification results are evaluated. We abbreviate camera style translation by ST, and soft labeling by SL for short. In the experiments, "STonly" means that only the camera Style Translation is used, and then the soft labeling stage is substituted by the nearest classifier (without network fine-tuning). "SL-only" means that the camera Style Translation stage is removed from CSGLP. The results are shown in Table IV .
We can draw some conclusions from the table as follows. First, by comparing the results, we see that CSGLP outperforms the two variants. It indicates that both ST and SL modules are effective in improving the classification performance of the target domain. Second, partial results of SL-only are better than those of ST-only. It indicates that the soft labeling approach also plays an active role in lifting the classification performance.
The second group of experiments evaluates the sensitivity of the CSGLP method on the base network. Since both GoogLeNet and ResNets are used in our work for backbones, several ResNets with different layers are used in the soft-labelbased network traning stage. We present the final classification results in Fig. 13 .
We observe that the results of ResNets are generally better than those of GoogLeNet. It can be attributed to the difference of network architecture and parameters. In fact, GoogLeNet has only 22 layers while ResNet-50 has fifty layers. The skipped connection-based gradient propagation mechanism provides a more powerful and efficient learning approach for ResNet-50. Thus, ResNet-50 has obtained better performance in many applications in the computer vision literature. We also observe that the rank-1 accuracy of CSGLP on Market-1501, by using a deeper network ResNet-152, achieves 61.9%. However, it needs a larger computing cost, and the performance cannot be kept as the layers continuously increasing. For example, the accuracy of CSGLP on DukeMTMC-reID decreases when ResNet-152 is used. Notice that our original intension is to transfer camera-styles to improve the classification accuracy of the target domain, instead of aggressive enlargement of network depth and parameter scale.
Generally, the effectiveness of CSGLP has been validated on the two datasets. However, performance improvement is inevitably influenced by both data characteristics (data distribution, outliers, backgrounds, etc.) and model parameters (mini-batch size, receptive field size, learning rate, etc.).
The third group of ablation experiments aim to evaluate LMP in further lifting the classification performance. As we mentioned in Section III-B, LMP provides a finer partition by locally dividing the output of Conv5 in ResNet50 into P parts and performs local pooling on each part. It has been empirically validated by SPGAN [10] that direct application of LMP into the network can lead to higher discriminative descriptors, and thus improves the re-ID accuracy. In our work, since our input size of images is 256×128, before global average pooling in ResNet-50 is the output with size 2048×9×5. So we adopt P = 9 in LMP to improve the results on both Market1501 and DukeMTMC-reID. We show the final re-ID accuracies in Table V. For the Market1501 dataset, the rank-1 accuracy of CSGLP without LMP is 61.2%, however, it increases to 63.7% by applying LMP module into the network learning procedure. It indicates that the local max pooling approach indeed improves the domain adaptation and final classification performance. Besides, CSGLP+LMP outperforms both SPGAN and SPGAN+LMP, which achieves the accuracy 51.5% and 58.1%, respectively.
For the DukeMTMC-reID dataset, the rank-1 accuracy of CSGLP+LMP is 51.2%, which is obviously higher than that 
V. CONCLUSION
In this paper, we consider an unsupervised domain adaptation problem for person re-ID. It has several difficulties caused by a large domain discrepancy, which can be brought by either large camera variations or the non-overlapping-label challenge. To tackle these problems and improve effectively the classification performance, we exploit StarGAN to learn the mappings between different camera views of multiple domains. This cross-domain style translation framework can capture the camera variations with only one generator, and translate the labeled images in S to those cameras of the target domain T . Besides, we propose a KNN-based method to predict soft labels for the unlabeled data of the target domain, based on their similar camera styles with the translated source domain. The CSGLP algorithm can alleviate heavy afford of labeling identities across ocean of cameras, and obtain stateof-the-art person re-ID results.
In the future, we will consider multi-source domain adaptation problem and more general application situations, when more or larger datasets are available.
APPENDIX
The network architecture of StarGAN is similar to [17] , except that we modify the last two layers of discriminator to adapt the network input size 256×128. More details are shown in the following Table VI and Table VII . Some notations are briefly described here. n d : the number of sub-domains, n c : the dimension of whole label (n d +2 when training with both the Market1501 and DukeMTMC-reID datasets), N: the number of output channels, K: kernel size, S: stride size, P: padding size, IN: instance normalization, RB: Residual Block.
