ABSTRACT: This paper presents a Hopfield neural network that solves the routing problem in a communication network. It uses mean field annealing to eliminate the constraint terms in the energy function. Since there are no penalty parameters this approach should avoid the problems of scaling. Computer simulations of the neural network algorithm have shown that it can find optimal or near-optimal valid routes for all origindestination pairs in a fourteen node communication network.
discrete in {O,l), or continuous in [0,1] depending on whether the discrete or the continuous version of the network is being considered. Each processing unit performs simple and identical computations which generally involve summing weighted inputs to the unit, applying an internal transfer function, and changing state if necessary. The power of the Hopfield model lies in the connections between units and the weights of these connections. An energy function was defined by Hopfield on the states of the network (values of all the units). The energy function, E, in its simplest form is:
where V, denotes the current state (value) of the ith neuron and Ij denotes its bias. Hopfield used the fact that the E in (1) is a Liapunov function (bounded from below) to show that, from any starting state, the network would always converge to some energy function minimum upon applying a sequence of asynchronous local state updates (that locally reduce energy). To solve any particular problem, first a decision must be made on how to set the network parameters T and I, so that minimization of the dT/:
where the output is usually related to the state by a simple nondecreasing monotonic output function g(UJ.
Typically, a step function or a hyperbolic tangent function is used.
111.
NxN neurons will be used to represent a valid route from the source to destination node. The neurons are grouped into N groups of N neurons which are used to represent the path that the packet (message) will take. In a five node network which is fully interconnected (all the nodes have links to each other) twenty five neurons will be required to represent a route by an output matrix V.
The example in Table 1 illustrates a route the packet can take from node 1 to node 3 (e.g. where 1-1-3-3-3 is interpreted as 1-3). The same path can be represented in different ways, such as: 1-3-3-3-3, 1-1-1-3-3 and 1-1-1-1-3. The total length of the route for 1 -1 -1-3-3 would be
Mapping the Routing Problem Onto the Hopfield Model
Self looping is allowed and there is no cost associated with it. The actual cost would be the dI3 term in the route. For the purpose of demonstration the NFSNET-Backbone topology has been chosen (See Figure 1) .
In many combinatorial optimization problems the neurons are grouped into vectors or clusters (each column will be considered a group). For all of these vectors a 1-out-of-N constraint is used, where only one from a group of Nneurons can be equal to 1 and all other neurons in the group are to be equal to 0. Sometimes the optimization process ends up with a violation of these constraints, i.e. there are some vectors which have all neurons equal to 0 or more than one neuron is equal to 1. This follows from the fact that a neural network may converge to a local minima of the energy function [l, 3, 51 . A way to prevent this from happening is to use mean field annealing (MFA) to replace the classical sigmoid activation function of the
with a multi-dimensional activation function of the form shown in (4) below [4, 8, 13, 141.
According to Cichocki and Unbehauen [4] the activation function generalizes the standard sigmoid function. By employing the multi-dimensional (generalized) activation function (4) the output variables vi, of the neurons grouped in the vector V, are not independent but always satisfy the constraint that the sum of the column must be equal to 1. Our proposed energy equation is straightforward because it will only deal with the following distance term and an auxiliary term which adds local positive feedback around neurons which stabilize the neural network and eliminate chaotic behavior (parasitic oscillations) during the optimization process [9] :
where the subscripts x and y refer to the nodes while the subscript i refers to the position in the route. The GD, term is a function of both capacity and distance across a link. Decreasing distance and increasing capacity cause the generalized distance to decrease. For the energy function in ( 5 ) the generalized MFA equation will take the following form: 
IV.
Generalized Distance Matrix We tested this model with the 14 node NFSNETBackbone shown in Figure 1 . The links, nodes and distances of the network can be represented by a 14x14 distance matrix D with entries D, where each entry D, represents the distance between nod& i and node j . For nonexistent links a large value L was used to prevent the neural network from using the links. Also, a 14x14 capacity matrix C with entries C, was used to represent the capacity between the nodes. All the links were assumed to be bidirectional and to have identical capacity of 100. The lost function used for our simulations is a function of the capacity C, and the distance D,. Using 
V. Parameter Selection and Sensitivity The mapping of the routing problem to a neural network was straightforward. The only additional effort needed to complete an application of the MFA method to the routing problem is the selection the MFA equation parameters (temperature T and PI).
The initial starting temparture was identified by finding a critical point where the energy decreases significantly. This was done by running a number of simulations and plotting the energy with respect to temperature. See Figure 2 for an example of five simulations which show that the energy drops significantly around the 390 mark. Thus, we can set the starting temparature at 500 and avoid unnecessary computations.
The annealing process was stoped when all the neuron values were within the range [O.O, 0.11 or within the range [0.9, 1.01 or when the temperature reached 0.5. The stopping temperature of 0.5 was chosen because the neural network never changed a route after cooling to this point.
The renforcement term PI was chosen by running the simulation hundregof times to find the value that gave the best results. We found that tying it to the temperature produced the best results.
VI.

Simulation Results
For our simulations the following parameters were set: Starting Temperature of 500, Ending Temperature of 0.5, the PI parameter was set equal to Temperature*1.75 and Decay term to 0.985. Since the neural network should have no prior favor for a particular path, all the Uxi were set to a random number between -0.005 and 0.005. This random noise helped to break up the symmetry caused by the symmetric network topology. All neuron output voltages Vxi were set to 0.5. Each simulation was stopped when the system reached the final temperature of 0.5 or if all the columns met the stopping condition explained in section V.
In order to be valid a route need not be optimum but must not contain any nonexistent links. Between 50 and 400 iterations were required to reach the final solutions. Simulations were run for all origin-destination pairs to find valid routes and the summary of results is shown in Tables 26  33  40  26  30  31  40  32  30  30  40  30  32  31 --Optimal Route 3-2-4-5 3-2-4-5-6 3-7-13-10 5-4-2-3 5-6-9-10-1 1 5-6-9-10-14 6-5-4-2-3 6-9-10-14-12 6-9-10-14-8 8-14-10-9-6 10-13-7-3 1 1-10-9-6-5 12-14-10-9-6 14-10-9-6-5 ial simulation routes VII. Discussion All of the source-destination paths selected were valid and 92.3% contained the optimum route. This rate of optimum route selection is higher than any currently published rate. The neural network was able to find optimal routes where the path was fairly short. The 7.7% of nonoptimal routes were mainly longer routes which contained many hops. As the data shows in Tables 2 & 3 , the neural network had greater difficulty converging to a global minimum when the optimum route took more hops to get from the source to destination than did another valid route. Usually, the neural network will favor a route which requires a smaller number of hops, even though the optimum route takes more hops. This can be attributed to how the updates are performed on the neural network. The updates are done left to right (from source to destination) and have introduced an unwanted bias toward selecting paths that have a smaller number of hops versus the shortest total distance. This should be easily corrected by updating the neural network randomly.
Currently, we are investigating ways of ensuring that all routes are optimal routes by using a hill climbing term such as that presented in [11] to prevent the neural network from getting trapped in local minima. Also, more tests on larger networks are being done to ensure that the neural network will always converge to valid routes no matter how large the communication network.
VIII. Conclusion
In this paper, we described a neural network routing methodology which does not use constraint terms. The two advantages of using mean field annealing are the ability to find optimal or near-optimal valid routes in a communication inetwork, and the elimination of the constraint terms in the energy function which should help overcome the scaling problem.
