We study various aspects of tame finite parabolic iterated function systems that satisfy a certain open set condition. The first goal in our analysis of these systems is a detailed investigation of the conformal measure on the associated limit sets. We derive a formula that describes in a uniform way the scaling of this measure at arbitrary limit points. The second goal is to provide a metrical Diophantine analysis for these parabolic limit sets in the spirit of theorems of Jarník and Khintchine in number theory. Subsequently, we show that this Diophantine analysis gives rise to refinements of the description of the conformal measure in terms of Hausdorff and packing measures with respect to certain gauge functions.
Introduction
For a large class of fractal sets the idea of an iterated function system has turned out to be a very convenient and efficient concept. Traditionally, the development of fractal geometry was always very much inspired by various phenomena that appear in conformal analysis and number theory. In this paper we continue this tradition by studying metrical Diophantine aspects of certain tame parabolic iterated function systems. This study generalizes results for geometrically finite Kleinian groups with parabolic elements (obtained in [S1] , [S2] , [S3] , [SV] , see also [HV] , [Su] ) and for parabolic rational rational functions (obtained in [SU1] , [SU2] ), which represent complex analytic analogues of Jarník's number theoretical theorem on well-approximable numbers ( [J] , [B] ) and Khintchine's on a qualitative description of the 'essential support' of the 1-dimensional Lebesgue measure ( [K] ).
The paper is organized as follows: in Section 2 we first define the class of tame finite parabolic iterated function systems that satisfy the Super Strong Open Set Condition (SSOSC). We then recall a few immediate geometrical implications of the bounded distortion properties. In Section 3 we study the h-conformal measures arising from these parabolic systems. (Here, h denotes the Hausdorff dimension of the limit set associated to such a system.) We obtain a formula that describes in a uniform way the scaling of this measure at arbitrary elements of the limit set. As a by-product we obtain an estimate on the local behaviour of the h-conformal measure at parabolic points. In Section 4 we analyse the limit sets from a Diophantine point of view. Our general approach here follows roughly the analysis given in [S1] , [S2] , [SV] , [SU1] , [SU2] . Nevertheless, the construction of the main tool, namely the measure µ on a Cantor-like subset of the limit set, is different. This construction is simplified and its geometrical and dynamical significance is clarified. Finally, we establish various limit laws leading up to the Khintchine Limit Law for tame parabolic iterated function systems. Subsequently, we show that these laws provide some efficient control on the fluctuations of the h-conformal measure, giving rise to refinements of the description of the h-conformal measure in terms of Hausdorff and packing measures with respect to some gauge functions.
Preliminaries
We begin by giving a description of our setting. Let X be a compact subset of some Euclidean space R d such that X has nonempty interior and is contained in a bounded connected open set V . Suppose that there are countably many conformal maps φ i : X → X, i ∈ I, with I having at least two elements. Then the system S = {φ i : i ∈ I} is called a conformal iterated function system if and only if the following eight conditions are satisfied:
(1) (Open Set Condition) φ i (Int(X)) ∩ φ j (Int(X)) = ∅ for all i = j. (2) |φ i (x)| < 1 everywhere except for finitely many pairs (i, x i ), i ∈ I, for which x i is the unique fixed-point of φ i and |φ i (x i )| = 1. Such pairs and indices i will be called parabolic and the set of parabolic indices will be denoted by Ω. All other indices will be called hyperbolic. (3) For all n ≥ 1, ω = (ω 1 , . . . , ω n ) ∈ I n we have that if ω n is a hyperbolic index or if ω n−1 = ω n , then φ ω admits a conformal extension to V ⊂ R d that maps V into itself. (4) If i is a parabolic index, then n≥0 φ i n (X) = {x i } (Hence in particular, the diameter of the set φ i n (X) tends to 0 for n tending to infinity.) (5) (Cone Condition) There exist α, l > 0 such that for every x ∈ ∂X ⊂ R d
there exists an open cone Con(x, u x , α, l) ⊂ Int(X) with vertex x, u x = 1 and central angle α. Here, we have set Con(x, u x , α, l) := {y : 0 < (y − x, u x ) ≤ cos α y − x ≤ l}. (6) There exists 0 < s < 1 such that for all n ≥ 1, ω ∈ I n we have that if ω n is a hyperbolic index or if ω n−1 = ω n , then φ ω ≤ s. (7) (Bounded Distortion Property) There exists K ≥ 1 such that for all n ≥ 1, ω = (ω 1 , . . . , ω n ) ∈ I n and x, y ∈ V we have that if ω n is a hyperbolic index or if ω n−1 = ω n , then Note that if Ω = ∅, the system S is called hyperbolic, and that if Ω = ∅, then S is called parabolic. Throughout this paper we shall always assume without further notice that the system S is parabolic and the alphabet I is finite.
We now state a few immediate geometrical consequences of the bounded distortion properties (7), (8) and the cone condition (5). For the proofs of these statements we refer to [MU1] .
For all hyperbolic words ω ∈ I * and all convex subsets C of V we have
Here, the norm · is the supremum norm on V , and D ≥ 1 denotes a universal constant. Moreover, for every x ∈ X, 0 < r ≤ Dist(X, ∂V ), and for every hyperbolic word ω ∈ I * we have
Also, there exists 0 < β ≤ α such that for all x ∈ X and for all hyperbolic words
) denote some cones with vertices at φ ω (x), angles β, and altitudes D −1 φ ω and D −2 diam(φ ω (V )) respectively. Finally, for every ω ∈ I * (not necessarily hyperbolic) and every x ∈ X, there exists an altitude l(ω, x) > 0 such that
We emphasize that for d ≥ 2 the conditions (7) and (8) with α = 1 can be deduced from condition (3). For d ≥ 3, this has been shown in [U1] . For d = 2, conditions (7) and (8) follow from Koebe's distortion theorem combined with the observation that complex conjugation in C is an isometry.
Let I * denote the set of all finite words in the alphabet I, and let I ∞ be the set of all infinite sequences with entries in I. By condition (3), we have φ ω (V ) ⊂ V , for every hyperbolic word ω. For each ω ∈ I * ∪ I ∞ , we define the length of ω by the uniquely determined relation ω ∈ I |ω| . If ω ∈ I * ∪ I ∞ and n ≤ |ω|, then we write ω| n to denote the word ω 1 ω 2 . . . ω n . In [MU1] it was shown that lim n→∞ sup |ω|=n {diam(φ ω (X))} = 0. Hence, the map π : I ∞ → X, given by π(ω) = n≥0 φ ω|n (X), is uniformly continuous. Now, the limit set J = J S of the system S can be defined as the range of the map π, that is, we define J = π(I ∞ ).
In order to introduce the notion of tameness we define, for every i ∈ Ω,
We call a parabolic conformal iterated function system S = {φ i : i ∈ I} tame if x i / ∈ X i , for every i ∈ Ω. Also, we say that S satisfies the Super Strong Open Set Condition (SSOSC) if the following two conditions are satisfied:
Unless stated otherwise, for the remaining part of this section we shall assume that S is a tame parabolic finite conformal iterate function system satisfying (SSOSC). The inclusion in (2.7) implies that there exists 0 <R < Dist(X, ∂V ) such that
Also, for each ω ∈ I * and every A ⊂ B(x i , 2R) we have that
Note that in order to derive the latter formula, we have to use the fact that the system S is tame. Furthermore, for all i ∈ Ω, ω ∈ I * we have
Following [MU1] , given t ≥ 0, a Borel probability measure m is called t-conformal for the system S if m(J) = 1 and if for every Borel set A ⊂ X and for each i, j ∈ I with i = j, we have
Recall that a parabolic system S is called regular if and only if there exists a t-conformal measure (cf. [MU1] ). Then t = h is the Hausdorff dimension of the limit set (see [MU1] ). Combining Theorem 1.4 in [MU2] and Corollary 5.8 in [MU1] , we immediately have the following result: Theorem 2.1. A parabolic finite iterated function system is regular.
Hence, since the systems we consider in this paper are finite, it follows that they are regular. The associated h-conformal measure will always be denoted by m. We shall require the following distortion properties: Lemma 2.2. There exists a positive constant R * <R such that the following holds: for each hyperbolic word τ ∈ I * and for every ω ∈ I ∞ we have that φ τ is well-defined on B(π(ω) , R * ). Moreover
and
Proof. The statement that φ τ : B(π(ω) , R * ) → R d is well-defined and the first distortion property of the lemma are immediate consequences of the fact that R * <R < Dist(X, ∂V ) and property (7) at the beginning of this section. In order to derive the second distortion property of the lemma, choose 0 < R * <R sufficiently small such that, for each i ∈ Ω,
If π(ω) ∈ φ i (X) for some i ∈ Ω, and if π(ω)−x i ≥R, then B(π(ω) , 2R * ) ⊂ Int X. The proof in this case then follows immediately from a combination of the conformality of the measure m and distortion property (7). In the
Using (2.10) and the conformality of m, we obtain
and hence the first distortion property of the lemma gives the proof in this case. Finally, if π(ω) / ∈ i∈Ω φ i (X), then π(ω) ∈ φ j (X) for some j ∈ I \Ω. In this case (2.9) implies that B(π(ω), 2R * ) ⊂ Int X, and hence the statement of the lemma follows immediately from (7) and the conformality of m. This proves the lemma. As an immediate consequence of this lemma we get the following: Lemma 2.4. There exists a constant C 1 > 0 such that for every i ∈ Ω, every r ∈ (0, R * ], and every hyperbolic word ω the intersection
is contained in a central cone with vertex x i and an angle ≤ C 2 r p i .
We are now in a position to prove the following distortion property:
and furthermore, for every positive r ≤ ρ x − x i we have (B(x, r) ).
Proof. In view of Lemma 2.3 there exists R * > 0 and ρ
. Therefore, all the maps φ ω : B(x, 2ρ 1 x − x i ) → Int X are well-defined, and the second part of our lemma follows from the first part. The first part in turn in the case when d = 1 is contained in Lemma 2.6 of [U2] . In the case d = 2 it follows immediately from Koebe's distortion theorem and the observation that the complex conjugation is an isometry. In the case d ≥ 3 it follows from the inequality following formula (4.9) in the proof of Theorem 4.13 in
The constants R * and R * of Lemma 2.2 and Lemma 2.5 will be crucial in the sequel. For later use we define R := min{R * , R * }.
The geometry of conformal measures
The main result in this section is the derivation of a 'global formula' for the conformal measure associated with a tame parabolic finite iterated function system. This formula describes in a uniform way the scaling of this measure at arbitrary points in the associated limit set. Our elaboration of this formula follows closely the discussion in [SV] and [Su] , where we obtained this type of formula for geometrically finite Kleinian groups with parabolic elements and for parabolic rational maps. The section is split into two subsections. In the first we give an estimate for the conformal measure around parabolic points. In the second we then derive the global formula. Subsequently, as a first application of this formula, we obtain a first rough description of how the conformal measure relates to the geometric concepts Hausdorff measure and packing measure. 
The following lemma gives the main result of this section: 
In particular, the constant C κ depends continuously on κ.
Proof. Since the support of m is equal to J, we may assume without loss of generality that x − x i ≤ ∆ for some fixed 0 < ∆ ≤ R. Let x = π(ω) and ω ∈ I ∞ be given. Then ω = i n jτ , where j = i, n ≥ 1, and τ ∈ I ∞ . Assuming ∆ to be chosen sufficiently small, (3.1) implies that
For the proof of the first inequality in the measure estimate of the lemma, let
Using (3.1), we deduce that
Using (3.2) and (3.1), we have that if
then k ∈ T . Clearly, the statement in (3.6) is equivalent to
Also, (3.5) implies that Qn
It now follows that there exists a constant
Hence, since by (3.6) we have
In order to prove the second inequality in the measure estimate of the lemma,
Using this observation, (3.2) and (3.1), we obtain
whereĈ κ < ∞ denotes a positive constant depending continuously on κ.
Corollary 3.3. There exists a constant C ≥ 1 such that for each i ∈ Ω and for all 0 < r ≤ 2diam(X) we have
Proof. Let j = i, and choose n ≥ 1 to be the least integer such that 
, and let y ∈ φ i k j (X) be fixed. Similar as above, (3.2) and Lemma 3.2 imply that 
Hence, using Lemma 3.2 once again, it follows that m (B(x, r) 
Combining this last estimate with (3.8) and (3.9), the lemma follows.
The global formula for the conformal measure.
An element ω ∈ I ∞ is called preparabolic if and only if σ k ω = i ∞ for some k ≥ 0 and some i ∈ Ω. The set of all preparabolic elements will be denoted by I ∞ p . Also, a limit point that is not a preparabolic element will be referred to as radial, and we write I ∞ r to denote the set of all radial points. For each ω ∈ I ∞ we fix an increasing sequence of integers {n j (ω)}
as follows: assume that n j (ω) is defined, then we define n j+1 (ω) to be the smallest index greater than n j (ω) such that either
and we refer to the sequence {r j (ω)} k(ω) j=1 as the hyperbolic zoom of ω. Note that by the chain rule and by property (6) of Section 2,
j=1 is a strictly decreasing sequence. Hence, for each ω ∈ I ∞ r and every positive
there exists a unique j ≥ 1 such that r j+1 (ω) < r ≤ r j (ω). For a given ω and r, the neighbours r j+1 (ω) and r j (ω) thus determined in the hyperbolic zoom of ω will be denoted by r * (ω) and r * (ω) respectively. Also, in this situation we shall write i(ω, r) to denote the parabolic element i(ω, j). Finally we define the function ζ, given for ω ∈ I ∞ and r > 0 by
The following theorem is the main result of this section:
Theorem 3.5 (Global formula for conformal measures). Let S be a tame parabolic finite iterated function system satisfying the (SSOSC). Then, for each ω ∈ I ∞ r and every 0 < r ≤ R, and setting i = i(ω, r), we have
Proof. Let ω ∈ I ∞ r and 0 < r ≤ R be fixed. For ease of notation, throughout the proof we shall suppress the dependence on ω in some of the appearing quantities. Let j be determined by the condition r * = r j . Hence, r * = r j+1 . By (3.2), we have
Using the chain rule and (3.1), we obtain
and hence
Now, using property (7) (note that φ ω|n j is hyperbolic) and Lemma 3.4, it follows that
This proves the first case in the theorem. We are now left to consider the case in which
Because of (3.10) (after arranging for appropriate constants), this means that
where 0 < ρ < 1 is the constant obtained in Lemma 2.5. Therefore, there
In particular, this implies that
Thus, by using the conformality of m, Lemma 2.5 and Lemma 3.2, it follows that m (B(π(ω) 
On the other hand, the chain rule, (3.1) and (3.2) imply that
p i . These two latter comparabilities together with (3.11) show that This proves the second case in the theorem.
The following corollaries are immediate consequences of the previous theorem.
Corollary 3.6. If ω ∈ I ∞ r , then for each j ≥ 1 we have m (B(π(ω) , r j (ω))) r j (ω) h .
Corollary 3.7. The conformal measure m is a doubling measure. This means that for every c > 0 there exists B > 0 such that for each z ∈ J and every r > 0 we have m (B(z, cr) ) ≤ Bm (B(z, r) ).
Finally, as a first nontrivial application of Theorem 3.5 we derive an alternative proof of the following geometrical fact, which was obtained under slightly weaker assumptions in [MU2] . For this let H t and P t denote the t-dimensional Hausdorff and packing measure respectively. Theorem 3.8. If S is a tame finite parabolic system satisfying the (SSOSC), then the following hold:
Additionally, if either measure H h or P h is finite and positive, then its normalized version is equal to the conformal measure m.
Proof. In [MU1] (Lemma 5.6 and Theorem 5.7) it was shown that for a tame finite parabolic system satisfying the (SSOSC) the h-conformal measure m is atomless. This combined with Corollary 3.6 and the inverse Frostmann lemma (see [?] ) implies that H h (J) < ∞ and P h (J) > 0. Now, if h ≥ 1, then Theorem 3.5 immediately gives that, for every x ∈ π(I ∞ r ),
Now, by ergodicity of the measure m (see [MU2] , Corollary 5.11) and since m is positive on open sets, it follows that m-almost everywhere we have lim inf r→0 m (B(x, r) ) r h = 0.
We conclude that P h (J) = ∞, which proves case (a) of the theorem. Case (b) is an immediate consequence of Theorem 3.5. The proof of case (c) is analogous to the proof of case (a), and we omit it.
Metrical Diophantine analysis
In this section we give a metrical Diophantine analysis for tame parabolic finite iterated function systems. In the first subsection we calculate the Hausdorff dimensions of certain subsets of the limit set that are of zero hconformal measure. These sets are comprised of radial elements that under the system have a rather rapid approach to the parabolic points. In particular, these sets are the natural analogues of the sets of well-approximable numbers. In the second subsection we derive various limit laws that give useful approximations of the 'essential support' of the h-conformal measure associated with a tame finite parabolic iterated function system. Subsequently, we show that these laws lead to good estimates on the growth of the function ζ in the global formula (Theorem 3.5), which in turn give rise to a refined description of the conformal measure in terms of Hausdorff measures and packing measures with respect to some explicit gauge functions.
Iterated function systems in the spirit of Jarník.
We first have to introduce the notion of a canonical ball. For i ∈ Ω, δ > 0 and a hyperbolic word ω ∈ I * , we define
The closed ball B ω will be referred to as the canonical ball associated with the hyperbolic word ω. Our main interest in this section will be focused on the sets
The main result in this section is stated in the following theorem. The proof of this theorem will occupy the remaining part of this section. It will be given in several steps, some of which are formulated in separate lemmata.
Theorem 4.1. Let S = {φ i : i ∈ I} be a tame parabolic finite iterated function system satisfying (SSOSC). Then, for every i ∈ Ω the following hold:
In particular, with p min := min{p i : i ∈ Ω}, we have
The first step in the proof is to give an upper bound for HD(J δ i ).
Lemma 4.2. For each i ∈ Ω and every δ > 0 we have
Proof. For n ≥ 1, let H n denote the family of all hyperbolic words of length n. For every > 0 we have
From Lemma 4.3 and Theorem 4.6 in [MU1] we deduce that there exists an (h + (1 + δ))-semiconformal measure ν. We then apply Theorem 5.1 in [MU1] , which gives that ν is in fact (h + (1 + δ))-conformal, and that ν(x j ) > 0 for some j ∈ Ω. From the definition of the limit set J it follows that there exists a hyperbolic word τ ∈ I * such that φ τ (x j ) ∈ B(x i , R). Hence, by Lemma 2.2, we have
for every hyperbolic word ω ∈ I * . Combining this estimate with the conformality of ν, it follows that for each q ≥ 0 and every n ≥ q we have
Hence, H h 1+δ 
. Therefore, for every > 0 we have
Now the proof follows exactly in the same way as in the first part.
As a first step towards the proof of the lower bound in Theorem 4.1, we obtain the following lemma: Proof. Fix i ∈ Ω. We define
Then, since the conformal measure m is positive on nonempty open subsets of J, Corollary 5.11 in [MU1] implies that m(J ∞ ) = 1. Now, let q ≥ 1 be sufficiently large such that
It follows from the definition of J ∞ that if x ∈ J ∞ , then there exists an increasing infinite sequence {l j } j with l j ≥ n for all j ≥ 1, a sequence {q j } j with q j ≥ q + 1 for all j ≥ 1, and words ω (j) ∈ I l j +q j such that for all j ≥ 1 we have Proof of Theorem 4.1. Our next step in the proof of the theorem is the construction of a Cantor set contained in J δ i . Crucial for this will be a certain increasing sequence {n l } l≥0 of nonnegative integers, and it will become clear during the construction how one has to choose this sequence. We begin by defining for l ≥ 0 the sets I l ⊂ I * by induction as follows: let B ∅ := B(x i , R) and I 0 := {∅}. Suppose that I l has been defined, and let ω ∈ I l be fixed. By Lemma 4.3 there exists a finite set ω * consisting of hyperbolic words such that
and the family {B τ } τ ∈ω * consists of pairwise disjoint balls such that
Here, the latter inequality follows from the conformality of m, Lemma 2.2 and Corollary 3.3. Put
Now, let {F l } l≥1 denote the family of nested nonempty compact subsets of B ∅ given by
Note that we have in particular that
Next, for each l ≥ 1 we construct a Borel probability measure µ l supported on the set F l−1 as follows: let
m| B ∅ , and assume that the measure µ l has already been defined for some l ≥ 1. Recall that
for ω ∈ I l . Now, for each ω ∈ I l and every Borel set A ⊂ B ω we put
This defines a Borel probability measure µ l+1 on F l having the property that µ l+1 (B ω ) = µ l (B ω ) for every ω ∈ I l . A straightforward inductive argument gives that µ q (B ω ) = µ l (B ω ) for every q ≥ l. Also, since for each ω ∈ l≥0 I l the set B ω ∩ F is an open subset of F , we conclude that the weak limit µ := lim l→∞ µ l exists and is supported on F , and that µ(B ω ) = µ l (B ω ) for each l ≥ 1 and every ω ∈ I l . For ω ∈ I l and j ≤ l, let k j = k j (ω) ≤ |ω| denote the unique integer determined by ω| k j ∈ I j . Using (4.1) and (4.2), a straightforward inductive argument gives that for every l ≥ 1 and every ω ∈ I l we have (4.4) it follows that there exists n 0 ≥ 1 such that for each ω with |ω| ≥ n 0 we have
Since the set I l is finite, it follows from (4.4) that there exists a positive number R ≤ R such that if ω ∈ I l and if R|φ τ (x i )| ≤ R for some τ ∈ ω * , then |ω| ≥ n 0 . For fixed z ∈ F and 0 < r ≤ R/3, consider the family F of all words ω ∈ l≥0 I l+1 for which
We shall now see that the family F * = {ω| k l : ω ∈ F} is a singleton, and that if this is the case with {γ} = F * , then it follows that
For this, fix some element γ ∈ F * and ω ∈ F such that γ = ω| k l and such that y ∈ B ω ∩ B(z, r) ∩ J. Clearly, by construction of the set J, we have y ∈ B δ γ . From (4.5) and (4.6) we deduce that if x ∈ B(z, r), then
Hence we have proved (4.7); in particular, using (4.6) and the construction of the set F , we obtain F * = {γ}. Let > 0 be fixed. Since T 0 := sup { (τ ) : τ ∈ I l−1 } < ∞, we obtain for n l sufficiently large and for all η ∈ I l that
Combining this estimate and (4.6), it follows that
To complete the proof of Theorem 4.1, it now suffices to show that µ (B(z, r) ) can essentially be estimated from above by r −2 r θ , for
We split this estimate into three cases:
. Using (4.7), (4.8) and the conformality of m,
which completes the discussion for this case.
Before dealing with the remaining cases, note that, using (4.3), (4.6), (4.8) and Corollary 3.3, we have µ (B(z, r) (B(z, 7r) ).
(4.7) and Lemma 2.2 we deduce that
where z = π(τ ) and τ | n = γ. This implies that
γ , and therefore
Let σ n τ = i q ω, with ω 1 = i. By Proposition 3.1 (formula (3.2)), we
It follows that
Choose a small κ > 0 to be specified in the course of the proof. Without loss of generality we may assume that z / ∈ J δ+κ i
. Thus by choosing r > 0 to be sufficiently small, we can assume that z / ∈ B δ+κ γ , and hence in particular
by Proposition 3.1 (formula (3.2)), we have Qq
Hence, using Proposition 3.1 (formula (3.1)), we obtain
Suppose first that the first part of the global formula (Theorem 3.5) holds for the centre z and radius r/K. Using (4.12), we obtain
Note that if r > 0 is chosen to be sufficiently small (and hence the word length of γ is large), we have η ≤ 2κ. Then, applying Theorem 3.5, (4.9) and Corollary 3.7, we obtain
.
Note that we have
Clearly, since η ≤ 2κ, the latter inequality is satisfied if we choose κ > 0 to be sufficiently small. Hence, we can assume without loss of generality that (4.13) holds. It then follows that µ (B(z, r) ) ≤ r h 1+δ −2 , which gives the Case 2 assuming the first part of the global formula. Now suppose that the second part of the global formula (Theorem 3.5) holds for the centre z = π(τ ) and radius r/K. Then (4.9), Corollary 3.7 and Theorem 3.5 imply that µ (B(z, r) 
If h ≤ 1, then using (4.12), we can continue the estimate in this case as follows:
where we have set a :
where in the last inequality we used the assumption that h ≤ 1. Now, by choosing κ > 0 to be sufficiently small, it follows that µ (B(z, r) 
This completes Case 2 for h ≤ 1. If h > 1, then using (4.11), we can continue the estimate in (4.14) as follows:
Here, the latter inequality is obtained by using the facts that η ≤ δp i and that for δ ≤ h − 1 it holds that h+η 1+δ+η decreases if η increases. Hence, the proof of Case 2 is complete. From (4.9) and Corollary 3.7
we deduce that µ (B(z, r) )
If h ≥ 1, then we can apply Theorem 3.5, and we obtain µ (B(z, r) ) r
If h ≤ 1, we can assume i = i max , which means p i = max{p j : j ∈ Ω}. Let k ≥ 1 be the index in the hyperbolic zoom associated with the point z and with the radius r/K. If n k+1 = n k +1, then we can proceed as in the previous case to obtain the desired result. Hence, suppose that
From this we deduce that α has its minimum at t = (r/K) * (r/K) * (r/K) * 1 p j +1 . Therefore, we can assume without loss of generality that
Also, by choosing κ > 0 sufficiently small, we can assume that z / ∈ J δ+κ . For r > 0 small, we then have z / ∈ B δ+κ τ | k (p j ). Now, by the same arguments as those leading to formula (4.12) in Case 2, we have
Hence, Theorem 3.5 and (4.16) imply that
In [MU1] we proved that the iterated function system S * = {φ ω : ω ∈ I * } is hyperbolic, and that S * is regular if and only if S is regular. The shift map σ * can be interpreted as the symbolic representation of the system S * . As in the previous section, in this section we shall always assume that S is a tame parabolic finite iterated function system satisfying (SSOSC), and that m is the associated conformal measure for S. Clearly, m is also conformal for S * . Hence, there exist Borel probability measures m and µ * on I ∞ * that are equivalent to each other (with uniformly bounded Radon-Nikodým derivatives) such that m = m • π −1 and µ * • (σ * ) −1 = µ * (see [MU1] ). For ∈ R, i ∈ Ω and n ≥ 1, we define Proof. Using the definition of m and the conformality of m, we obtain
converges for < 0. Thus, the "weaker part" of the Borel-Canteli lemma gives that µ * (A i,∞ ( )) = 0, which then implies that m(A i,∞ ( )) = 0. This proves one direction of the equivalence in the lemma. In order to prove the remaining part of the lemma, recall the following well-known result from elementary analysis:
• Let (X n ) n∈N be a sequence of events in a probability space (X, P ). If
By again using formula (4.20), the 'if-part' of the lemma follows from this general result once we have shown that for all n, k ∈ N with n > k we have
Since µ * and m are equivalent, and since µ * is σ * -invariant, it follows that in order to obtain this latter inequality it is sufficient to show that
Since the set A i,k ( ) can be written as a union of S * -cylinders of length 1, it can be written also as a union of cylinders of length (n − k). If A i,k ( ) = B k ( ) denotes such a representation by cylinders of length (n − k), then by the σ * -invariance of µ * and by the Bounded Distortion Property (7) and the conformality of m, we have for each ω ∈ A i,n ( ) and τ ∈ B k ( ) that
This implies that
If in this latter inequality we sum up over all sets B k ( ), we obtain
which in particular gives the desired inequality. Proof. Let i ∈ Ω and > 0 be fixed. Clearly, σ * (A i,∞ ( )) ⊂ A i,∞ ( ). Hence, using the ergodicity of the map σ * and the previous lemma, the statement of the lemma follows. 
Proof. In order to obtain the lower bound for the 'lim sup' in the lemma, fix some i ∈ Ω and note that by Lemma 4.5 we have m(A i,∞ (0)) = 1. If
This implies for all j that
and hence that
In order to obtain the upper bound for the 'lim sup' in the lemma, let < 0 and i ∈ Ω. By Lemma 4.4, there exists a set F i ( ) such that m(F i ( )) = 1, and such that if ω ∈ F i ( ) then there exists a number n 0 = n 0 (ω) ∈ N with the property that (σ
If we put
Hence, for ω ∈ A i,∞ (0)∩B i we obtain the equality stated in the theorem.
Note that if Q i (ω) = n, then it follows from (3.3) that |x i − π(ω)| (n + 1) −1/p i . This now leads to our second limit law. Proof. Fix ω ∈ I ∞ * and i ∈ Ω. By definition of Q i and using (3.3), we have for n ∈ N that
Hence, it follows that
Using Limit Law I, we find that, for m-almost all ω ∈ I ∞ * ,
Since m is ergodic and positive on nonempty open sets, we have that malmost every point in I ∞ * has arbitrarily long blocks with parabolic entries only. Taking this observation into account, we now modify on a set of full measure the definition of the hyperbolic zoom (r j (ω)) j as follows: for a given i ∈ Ω we include only those elements in the hyperbolic zoom for which n j (ω) ≥ n j−1 (ω) + 2 and i(ω, j) = i. In other words, we consider subsequences (r j k (ω)) k and (n j k (ω)) k such that n j k (ω) ≥ n j k −1 (ω) + 2 and ω n j k −1 (ω) = i. Such subsequences will be referred to as the i-restricted hyperbolic zoom and the i-restricted optimal sequence, respectively. 
Proof. Let i ∈ Ω and ω ∈ I ∞ * . Define the function N n : I ∞ * → N by (σ * ) n (ω) = σ Nn(ω) (ω), for every n ≥ 1. Then we see by induction that N j (ω) = n j (ω), for all j ∈ N (this follows, since n 1 (ω) = N 1 (ω) and, assuming that n j (ω) = N j (ω), since n j+1 (ω) = n j (ω) + N 1 (ω)(σ n j (ω) (ω)) = N j+1 (ω)).
Using Limit Law II and the fact that |π(σ Proof. For i ∈ Ω and ω ∈ I ∞ * we saw in the proof of Theorem 3.5 that 
