• Abstract E lectric fields can stimulate excitable tissue by a number of mecha nisms. A uniform long, straight peripheral axon is activated by the gradient of the electric field that is oriented parallel to the fiber axis. Cortical neurons in the brain are excited when the electric field, which is applied along the axon-dendrite axis, reaches a particular threshold value. Cardiac tissue is thought to be depolarized in a uniform electric field by the curved trajectories of its fiber tracts. The bidomain model provides a coherent conceptual framework for analyzing and understanding these apparently disparate phenomena. Concepts such as the activating function and virtual anode and cathode, as well as anode and cathode break and make stimulation, are presented to help explain these excitation events in a unifi ed manner. This modeling approach can also be used to describe the response of excitable tissues to electric fields that arise from charge redistribution (electrical stimulation) and from time-varying magnetic fields (magnetic stimulation) in a self-consistent manner. It has also proved useful to predict the behavior of excitable tissues, to test hypotheses about possible excitation mechanisms, to design novel electrophysiological experiments, and to interpret their findings. 
INTRODUCTION
In this review, we describe mechanisms by which electric fields excite electrically active tissues. The mechanism of interaction between the applied electric field and the tissue determines where, when, and how the cell membrane is depolarized or hyperpolarized. Additional information can be found elsewhere (1) (2) (3) (4) (5) .
Below we distinguish between anodes and cathodes that are "real" (e.g. current or surface electrodes) or "virtual" (i.e. regions of hyperpolarized or depolarized tissue produced by the impressed current and electric field distributions). The terms anode-and cathode-make and anode-and cathode-break stimulation are defined. Anode-or cathode-make stimulation occurs when the anodic or cathodic current is turned on, whereas anode-and cathode-break stimulation occurs when the anodic or cathodic current is turned off. We also use the term "bidomain" below. By that we mean a material that has two distinct but communicating domains, in our case, an "intracellular" and an "extracellular" compartment, which occupy the same point in space.
EXCITATION OF NERVE FIBERS
A single fiber, such as a nerve axon or a muscle fiber, can be used to illustrate several different mechanisms of electrical stimulation. These fibers can be short or long, straight or curved, and uniform or nonuniform. We begin our discussion with the simplest case-the long, straight, uniform fiber.
The equation governing the spatial and temporal distribution of the subthreshold transmembrane potential, Vm, when an electric field is applied is aVm 2 Vm 2 a Ex (1)
Vm + r at -'A 2 a ax 2 =-A ax where r is the membrane time constant, A is the fiber length constant, and Ex is the component of the electric field that is parallel to the fiber axis (x). The left-hand side of Equation 1 is the conventional one-dimensional (1-D) cable equation (e.g. see 6 ) with a source term on the right-hand side called the activating function. Here, it is written as 2 -A. a Ex/ax (7) , but, in the absence of any time-varying magnetic fields, it can be expressed as 2 2 2 A. a Ve/ax , where Ve is the extracellular potential (8, 34) .
For steady-state stimulation with an extracellular potential that varies little over distances on the order of a length constant, the second and third terms on the left hand side of Equation 1 are negligible; the transmembrane potential is thus equal to the activating function. For short pulses or when the scale of the variation of the extracellular potential distribution is comparable to or smaller than the length constant, the resultant transmembrane potential distribution can be quite different from the activating function. Then, the full cable equation (Equation 1) determines Vm (9, 10). (11) . If the electrode is a cathode (Figure le) , then near to it the fiber is strongly depolarized (shaded), but, farther away from the cathode, we observe two hyperpolarized regions, called virtual anodes. Depolarization produces excitation, so excitation occurs directly under the cathode (called cathode-make excitation).
If the electrode is an anode (see Figure lb) , then near it the fiber is hyperpolarized, but we observe two depolarized (shaded) areas, called virtual cathodes. Anodal excitation occurs at the virtual cathodes (called anode-make excitation). During cathodal stimulation, excitation occurs near the cathode at a relatively low stimulus strength; during anodal stimulation, excitation occurs at the virtual cathode with a relatively high stimulus strength. These findings are easily explained by computing the distribution of the activating function (11) . The ratio of the maximum values of the activating function for cathodal and anodal stimulation is 5 to 1. If the electrode is placed more than a few length constants from the fiber, the ratio of cathodal and anodal threshold stimulus strengths is also s to 1 (12) . Virtual anodes can arise during cathodal stimulation and can affect the dynamics of the action potential. For instance, an action potential cannot propagate through a region that is hyperpolarized by >50 mV below resting potential (13) . If the stimulus is strong enough, an action potential that is excited near a cathode will be blocked by the virtual anode. This effect has been observed experimentally by Ranck ( 12) , and has been exploited by Ungar et al ( 14 ) , who modified the activating function by surrounding the cathode with an insulating cuff ( Figure 2 ). Because Ungar et al do not center the cathode within the cuff ( Figure 2B ), the virtual anode on one side of the cuff is stronger than the virtual anode on the other side. A range of stimulus strengths can be found for which action potentials are blocked at the stronger virtual anode but not at the weaker one. This asymmetrical block generates an action potential that propagates in only one direction. The develop ment of such undirectional block techniques has been useful in functional electrical stimulation (15) (16) (17) (18) (19) . is chosen properly, an action potential excited at the cathode will be blocked by the strong virtual anode (arrest end), but will propagate through the weak virtual anode (escape end) .
(Reproduced from reference 14, with permission of Blackwell Scientific Publications, Inc.)
The presence of a virtual anode can also reverse the recruitment order for motor axons. Axons within a nerve bundle have a variety of diameters. The factor of A2
in the activating function implies that large-diameter fibers are excited more easily than are small-diameter fibers (6) . However, the small-diameter fibers control finer motor movements (6); therefore, their selective stimulation would provide better control over muscle force. Blocks that occur at the virtual anode allow such physiological recruitment. If the stimulus is strong enough, all fibers-large and small-are excited at the cathode, but propagation along the large fibers is more easily blocked by the virtual anode. Therefore, action potentials propagate far from the electrode only in the small fibers (13, (18) (19) (20) . Another way to affect recruitment order is to use different current waveforms to inactivate strongly stimulated fibers selectively (21 ). In this scheme, a prepulse is applied to depolarize the axons slowly. This subthreshold depolarization inactivates the sodium channel (h = 0), so that the subsequent stimulus pulse will find the fiber in a refractory state. The larger the fiber, the more inactivated its sodium channels become, so the second stimulus pulse will tend to excite more of the smaller-diameter fibers. The activating function also describes magnetic stimulation of peripheral-nerve fibers (7, (22) (23) (24) . The activating function produced during magnetic stimulation by a circular coil is shown in Figure 3 . Typically, the coil is held so that the fiber (dashed line) lies below one edge of the coil (bold circle). The fiber is depolarized at a virtual cathode (minus symbol) and is hyperpolarized at a virtual anode (plus y(cm) symbol), which are separated in Figure 3 by 40 mm. The distance between the virtual anode and the virtual cathode depends on the distance of the nerve to the coil; if the nerve is a small fraction of a coil radius below the coil, the spatial distribution of the activating function becomes more complex (25). The virtual anode and cathode switch places when the polarity of the coil current is reversed, which is predicted to result in a latency shift of the action potential when measured far from the stimulus site (7). Maccabee et al (26) observed such a latency shift during in vitro magnetic stimulation of a pig phrenic nerve (Figure 4a) . Using a "fi gure eight" coil, they measured the electric field, activating function, and response latency for both coil current polarities. They reported a 36-mm separation between the virtual anode and cathode as calculated from the spatial derivative of the measured induced electric fi eld. Then they found a response latency shift of 1.2 ms in the nerve, which corresponds to a separation between the virtual anode and cathode of 34.7 mm, when using their independent measurement of nerve conduction velocity, 28.9 mis. Nilsson et al (27) reported similar fi ndings during in vivo stimulation of human median nerve. An activating function like the one produced by a single electrode ( Figure 1 ) can be induced during magnetic stimulation by a four-leaf coil (28-30). Depolarization, leading to excitation of peripheral nerves in vitro, occurs directly under the center of the four-leaf coil for one coil-current polarity, but hyperpolarization results for the opposite polarity.
We have been treating nerve axons as if they were uniform fibers, which is a reasonable approximation for unmyelinated axons. A myelinated axon, however, is surrounded by a nearly insulating myelin sheath except at discrete excitable patches of membrane-the nodes of Ranvier . . Myelinated axons can be represented by a composite cable equation (31, 32), in which the nodes and myelinated portions of the nerve each satisfy Equation 1, but have different space and time constants. When the applied electric fi eld is not spatially localized, the composite model can be averaged over the fiber length (31, 32). Homogenization produces an equivalent cable equation of the form in Equation 1 (31 ). During conventional magnetic stimulation, the induced electric fi elds are so diffuse that this homogenized cable model almost always applies. However, during electric stimulation, if an electrode is placed close to an axon (at a distance comparable with or smaller than the node separation, which is on the order of a millimeter), the full composite model is required. The composite cable model has been solved by using the method of lines (23). A finite difference method (33) that is based on an earlier discrete model of nerve conduction by McNeal (34) can also be used.
The electric field along the fiber must be nonuniform for the activating function to be nonzero. This nonuniformity can arise in several ways. For example, the applied electric fi eld may be uniform, but there might be an inhomogeneity in the conductivity of the extracellular volume conductor (e.g. excitation significantly. Inhomogeneities may cause excitation at local "hot spots," where the electric field is focused, such as at small openings (foramina) in a bone. Maccabee et al (37) suggest that such hot spots may cause excitation of nerve roots near the point where they emerge from the intervertebral foramina. The results discussed above apply to long, straight, uniform fibers. Other mech anisms of stimulation arise if a fiber is terminated, nonuniform, or curved. We first consider how an electric field stimulates a nerve fiber at its terminus (33, 38-40). At the terminus, the intracellular axial current is zero, so all of the current must be flowing radially. There, a smaller electric field may be required to drive current across the membrane, than is required to stimulate the long axon body by the electric field gradient mechanism. Stimulation at the fiber terminus may have the lowest stimulus threshold in many instances (41) (42) (43) . For a fiber that is more than several length constants long, significant polarization occurs only near the ends of the fiber (depolarization at one end and hyperpolarization at the other).
Nonuniform fiber properties can also lead to nerve depolarization. Consider a long, straight fiber that is oriented parallel to a uniform electric field. If its radius experiences a step change, current will be forced to flow across the membrane. If the fiber diameter gets larger, then current flows in, and V.n is negative (hy perpolarization); if the fiber diameter gets smaller, the current flows out, and Vm is positive (depolarization) (5) . Similar results are obtained if the extracellular or intracellular resistivity changes instead of the fi ber diameter.
Changes or variations in fiber trajectory can also cause nerve polarization (23, 26, 36, 44, 45) . If a fiber is abruptly bent, the bend acts as a focal point for excitation. If a fiber is bent toward the electric field, it is hyperpolarized; if the fiber is bent away from the electric field, it is depolarized (44) . A general way to treat this effect is to include the local fiber tract trajectory and the local electric field along the fiber in the activating function, as in 23. Specifically, one should calcu late the component of the electric field or of the electric field gradient that is in the direction parallel to the local fiber tract direction. Because nerves follow sinuous paths through the body, changes in fiber trajectory may play an important role in electrical stimulation. For instance, this effect may provide another explanation for the stimulation of nerve roots at the intervertebral foramina.
EXCITATION OF CORTICAL TISSUE
Some motor neurons in the cerebral cortex are oriented perpendicularly to the cortical surface. The dendritic tree at the distal end of these neurons coalesces into the soma or cell body. At the proximal end is the axon. If an applied electric field is directed from the cortical surface inward, the dendrites are hyperpolarized, and the axon is depolarized. This mode of stimulation should be excitatory. If the stimulus is strong enough, the axon will be depolarized to threshold, eliciting an action potential. On the other hand, if the applied electric field is directed outward from the cortical surface, the dendrites are depolarized, and the axon is hyperpolarized, resulting in no excitation. If the applied electric field is directed parallel to the cortical surface, there should be little or no effect on these neurons [except, perhaps, where the axon changes direction and enters the white matter (44) ]. Because of the many cortical folds (i.e. gyri and sulci), the cortical surface is seldom oriented parallel to the surface of the skull. This complicates our analysis of brain stimulation, because predicting the degree to which a neuron is stimulated by an electric field also requires knowing that neuron's orientation.
Several groups (see 44, [46] [47] [48] have analyzed the problem of central nervous excitation quantitatively, using models of the detailed structure of a single cortical neuron. In general, the site of stimulation is in the axon (47, 48) . Moreover, the time course of the transmembrane potential plays an important role in determining the site of excitation (48) .
Transcranial excitation of the brain is one of the most important applications of magnetic stimulation. Although electrodes attached to the scalp can be used to activate neurons in the brain, the high resistance of the skull shunts most of the current through the scalp, making electric brain stimulation quite painful and relatively ineffective. Transcranial magnetic stimulation, on the other hand, is minimally affected by the skull and is virtually painless.
Besides the different degree of pain involved, there are other important differ ences between transcranial electric and magnetic stimulation of the brain. First, during magnetic stimulation, the direction of the electric fi eld is approximately tangential, that is, parallel to the inside surface of the skull. During electric stimu lation, however, the electric fi eld has both radial and tangential components, and it is entirely radial directly below the anode (recall that an outward current across the cortex is believed to cause stimulation), where stimulation is thought to occur. Therefore, transcranial electric stimulation may preferentially excite neurons at gyri near the inside surface of the skull, whereas transcranial magnetic stimulation may preferentially excite neurons within sulci. There are also latency differences in surface-recorded electromyographic responses in electrical and magnetic stim ulation (49, 50) . The response latency in the contracting muscle during magnetic stimulation was found to be 2 ms longer than it was during electric stimulation. These researchers explained their results by suggesting that magnetic stimulation activates corticospinal neurons trans-synaptically, whereas electric stimulation ac tivates corticospinal neurons directly (for alternative points of view, see 45, 51 ) . Whether the difference in electric fi eld orientation and the difference in response latency are related is unknown.
EXCITATION OF C ARDIAC TISSUE
Cardiac muscle is fundamentally different from nerve tissue because the heart is a syncytium. The intracellular space of each cardiac cell is coupled to its neighbor's through intercellular channels. Thus, current can flow from the interior of one cell to the interior of another without crossing a cell membrane. To a first approximation, therefore, cardiac tissue acts like a three-dimensional (3-D) cable. The bidomain model (for a general discussion, see 52) is a mathematical model of this 3-D cable. The model is based on Ohm's law and the continuity of current. The intracellular and interstitial spaces can be assigned different conductivities. Any current leaving the intracellular space and entering the interstitial space must pass across the cell membrane, either through the membrane capacitance or else through the mem brane conductance (which may be nonlinear and voltage and time-dependent). The bidomain model is a continuum model, in that it does not take into account the discrete cellular structure of the tissue.
One important feature of the bidomain model is that it can take into account the electrical anisotropy of the tissue, that is, the tendency for the electrical conductiv ity to be different when measured along different directions. More specifi cally, the electrical conductivity within the intracellular and interstitial spaces is anisotropic (and can be described by individual conductivity tensors); however, the degree of anisotropy is not necessarily the same in both compartments. The ratio of con ductivities parallel to and perpendicular to the fibers in the intracellular space is 10:1, whereas this ratio in the extracellular space is 2.5:1 (53) . These unequal anisotropy ratios may be responsible for many of the interesting electrical features and phenomena exhibited by cardiac tissue.
If a unipolar, extracellular cathode excites a two-dimensional (2-D) sheet of passive cardiac tissue (i.e. a bidomain with unequal anisotropy ratios), the trans membrane potential will exhibit adjacent regions of depolarization and hyperpo larization (54) . The tissue is strongly depolarized directly below the cathode but weakly hyperpolarized a few millimeters from it in the direction parallel to the myocardial fi bers ( Figure 5 ). Although this phenomenon surprised the cardiology community, the reason for this behavior is clear when one understands the analogy between cardiac tissue and peripheral nerves. Hyperpolarized cardiac tissue (i.e. the virtual anode) is analogous to the virtual anode produced during extracellu lar stimulation of a peripheral nerve (Figure 1 ). Such virtual electrode effects in cardiac tissue have been predicted theoretically (55) and were later observed ex perimentally (56) (57) (58) . If the polarity of the stimulating current is changed so that the stimulation arises from an anode rather than from a cathode, then the tissue will be hyperpolarized under the anode and depolarized at a nearby virtual cath ode. Depolarization at the virtual cathode provides a mechanism for anode-make excitation in cardiac tissue (58, 59) , just as it did for peripheral nerves.
Besides cathode-and anode-make excitation, cardiac tissue also exhibits cathode-break and anode-break excitation. Dekker (60) measured the thresholds for four mechanisms of excitation in resting cardiac tissue during extracellular stimulation. He found that the order (from the lowest stimulus threshold value to the highest) is (a) cathode make, (b) anode make, (c) cathode break, and (d) anode break. Break excitation in cardiac tissue may be fundamentally different than in a nerve (58, 59) . Anode-break excitation follows the turning off of the anodal stim ulus. In the Hodgkin-Huxley explanation of anode break (61), the anodal pulse removes sodium inactivation (h = 1). This mechanism does not appear to apply to the heart, because the slow sodium inactivation gate is already completely open (h = l ) in resting cardiac tissue (62).
Break stimulation in cardiac tissue may arise from an interaction of virtual anodes and cathodes at the end of a stimulus pulse (58, 59) . During a cathodal stimulus, an area of strong depolarization exists under the cathode, and regions of hyperpolarization exist at the virtual anodes. When the stimulus is turned off, the strong depolarization under the cathode decays and diffuses into the region that contained the virtual anode. The sodium channels in this anodic region are not inactivated, so the tissue there is excitable (the tissue under the cathode would have its sodium channel completely inactivated by the strong depolarization and would therefore be unexcitable ). If diffusion of trans membrane potential is strong enough, an action potential can arise in this excitable region. The resulting wave front cannot propagate toward the cathode but could propagate outward away from the cathode in the direction parallel to the fibers. Anode-break excitation arises by a similar mechanism to that of cathode-break excitation. Depolarization at the virtual cathodes diffuses into the excitable tissue under the anode, triggering a wave front that can propagate perpendicularly to the fiber direction (58, 59 ). Ranjan et al (63) recently proposed a different mechanism for anode break excitation in cardiac tissue, based solely on membrane channel kinetics. The relative importance of these two mechanisms for anode break excitation has yet to be resolved.
One important difference between cardiac muscle and nerve tissue is that, in the heart, an action potential can propagate both parallel and perpendicularly to the fiber axis. A nerve action potential, having been excited by cathodal stimulus, might be blocked by a virtual anode. However, in cardiac tissue the analogous block would occur only in the direction parallel to the fibers. Thus, propagation perpendicular to the fibers could still occur. Action-potential wave fronts cannot pass through a virtual anode, but they can circle around it. The concept of anode block in nerves translates into the more subtle notions of unidirectional block and reentry in cardiac tissue. Thus, cardiac tissue gives rise to a wider variety of behaviors after electrical stimulation than does a peripheral nerve.
Under certain circumstances, the virtual anode does not hinder propagation originating at the cathode, but instead may help it. When one stimulus excites the heart, and then a strong second stimulus is applied at the same position during the repolarization phase of the first action potential, the action potential evoked by the second stimulus may not be able to propagate because the surrounding tissue is refractory. However, hyperpolarization shortens the duration of the refractory period (a process called "de-excitation"). If the second stimulus is timed correctly, the virtual anode created by the second stimulus may shorten the refractory period of the first wave front locally. This occurs while the surrounding tissue remains refractory and unexcitable, thus creating an excitable path along the direction parallel to the fibers. Such behavior may influence the strength-interval curves for cardiac tissue (64) and may lead to "quatrefoil"reentry (65, 66; Figure 6 ). Such effects may play an important role during defibrillation (67, 68) .
So far, we have considered unipolar stimulation of cardiac tissue with the stim ulus applied through a single small electrode. During cardiac defibrillation, strong electric shocks are applied over large regions of the heart. One of the central unan swered questions about defibrillation is, What are the mechanisms by which a nearly uniform electric field affects cardiac tissue (69)?
Frazier et al (70) suggest that the extracellular potential gradient determines the transmembrane potential experienced by the tissue. The mechanism underlying Frazier et al's hypothesis is that the discrete cellular structure of cardiac tissue causes each cell to be depolarized at one end and hyperpolarized at the other (Figure 7 ). This hypothesis is predicated on the assumption that the resistance of the intercellular junctions between cells is large compared with the resistance of the myoplasm within cells. Several theoretical studies have shown that a large junctional resistance can lead to a sawtooth pattern of transmembrane potential when a 1-D chain of cells is placed in a uniform electric field (71-74). Half of each cell is depolarized, and half is hyperpolarized. The degree of the membrane polar ization is predicted to be nearly proportional to the magnitude of the extracellular electric fi eld, and this prediction is consistent with the observations of Frazier et al. However, the sawtooth effect has never been observed experimentally (75) (76) (77) .
Trayanova et al (78) suggested an alternative to the sawtooth mechanism for exciting cardiac tissue with an electric fi eld. Just as a curved nerve fi ber may be polarized by a uniform electric fi eld (e.g. see 23), so may a curved fi ber in cardiac tissue. Trayanova et al calculated the transmembrane potential induced throughout a spherical bidomain with curving fi ber tracts when it is placed in a unif o rm electric field. They found that polarization is large at the surface of the sphere and that a smaller (but non-negligible) polarization occurs throughout the tissue bulk. The surface polarization arises because of current redistribution between the intracellular and extracellular spaces at the tissue-bath interface. The tissue is strongly polarized at the tissue surface-an effect much like that of the terminated nerve fi ber. The polarization in the tissue bulk, on the other hand, arises from unequal anisotropy ratios and curved fiber geometry, an effect much like that of the curved nerve fiber (78, 79) . For tissue located more than a few length constants from the sphere surface, the bulk term is the dominant contribution to the transmembrane potential. This bulk polarization provides an alternative to the sawtooth mechanism for explaining the effect of strong electrical stimuli on cardiac tissue. Tissue inhomogeneities provide another mechanism for electrical excitation of cardiac tissue (69, 69a) . This mechanism resembles the sawtooth mechanism described earlier, except that it is exhibited at a larger length scale. The dis crete resistances represent coupling between relatively isolated patches of tissue, with each patch containing many cells. Such structures might exist in diseased tissue.
At present, we do not know which of these mechanisms is primarily responsible for defibrillation. Sobie et al (80) have presented a generalized activating function, which is an extension of the 1-D activating function in Equation 1, to predict virtual electrode patterns. Experimental results (Figure 8 ) by Entcheva et al (81) and Knisley et al (82) suggest that the bidomain model predicts many of the important features of electrical stimulation of cardiac tissue, even for cases in which the electrode geometry is much more complex than a simple unipolar electrode.
CONCLUDING REMARKS
The bidomain model provides a unified framework to treat electrical stimula tion of peripheral nerves, cortical neurons, and cardiac tissue. We see that the 1-D cable model of a single myelinated or unmyelinated axon can be described by a 1-D bidomain model. A bundle of axons (such as a fascicle) can be mod eled as a 2-D bidomain. Cardiac muscle syncytium can be described by a 3-D bidomain model, in which the extracellular and intracellular spaces are now char acterized by conductivity tensors that are assumed to have the same principal directions, but different principal conductivities. Finally, cortical neural tissue appears to be the most complex, consisting of a composite of 1-, 2-, and 3-D bidomains.
Bidomain models can be used to reveal quantitative and qualitative features about electrically excitable tissue, as well as to predict many aspects of their behavior. They are extremely useful in describing the response of different types of excitable tissues to electric fields that arise from charge redistribution (electrical stimulation) and/or from time-varying magnetic fields (magnetic stimulation) in a self-consistent manner. They also have proved useful for predicting tissue behavior, for testing hypotheses about possible excitation mechanisms, for designing novel electrophysiological experiments, and for interpreting their findings. Whereas the bidomain model rationally applies Maxwell's equations to tissues with multiple compartments, it is nonetheless a phenomenological model, in that it does not explicitly elucidate the fundamental physical basis for tissue excitability. Electroencephalogr. Clin. Neurophysiol. 
