This paper considers a cell population model with a general maturation rate. This model is described by a nonlinear PDE. We use the theory of operator semigroups to study the problem under simple hypotheses on the growth function and the nonlinear term. By showing that a related operator generates a strongly continuous semigroup, we prove the existence of a classical solution of the nonlinear problem and its positivity. It is also proved that under simple hypotheses, the problem generates a semiflow. The invariance of the semiflow is studied as well.
Introduction
The study of cell population growth models has greatly contributed to the development of mathematical biology. See Metz and Diekmann [14] and Webb [18] for excellent accounts of this subject. Recently, a maturity structured model of a blood cell production system has been studied by Rey and Mackey [16] where þ > 1 is a constant, was studied by Webb [19] for the special case a.x/ = x. where n.x; t/ is the size distribution of cells in the first phase at time t and size x. The functions g, ¼ and b are the rates at which cells of size x grow, die and transit to the second phase respectively. Here − > 0 is the constant duration of the second phase, y.x/ is the size of a new born cell whose mother entered the second phase with size x, and p.x/ is the fraction of cells who survive the second phase given that they entered it with size x. Under an appropriate substitution (see [9] and [20] ) (1.5) can be transformed into
where g.x/ is nonnegative and the same as in (1.5) but should also satisfy
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The model studied by Greiner and Nagel [8] , and Metz and Diekmann [14] , is described by
(1.7)
The growth function g.x/ was taken to be 0 < ž ≤ g.x/ ≤ Ž for all x ≥ 0. It is more realistic in this case that g.x/ be taken to be g.x/ ≥ 0 for x ≥ 0. From the aforegoing review, we see that it is of interest to study Problem (1.4) in the case where f : [0; 1] × R → R is continuous and a.x/ satisfies the following conditions:
A similar problem was studied in [4, 5, 10, 11] , under stronger conditions on a.x/ and f .x; v/ (that is, a.x/ > 0 (x > 0), a and f are continuously differentiable), using the classical method of characteristics.
It is well known that issues concerning the smoothness of various coefficients and terms appearing in differential equations greatly affect the existence, uniqueness and regularity of solutions and this is especially so in the theory of partial differential equations (see [17] ). We will use the theory of operator semigroups to study problem (1.4) under simple hypotheses on a.x/ (conditions (i)-(iv)) and f .x; u/ given above.
The only assumption made about the nonlinear term is that f .x; v/ and f v .x; v/ are continuous. In fact, when a and f are continuously differentiable and a.x/ > 0 for x > 0, as mentioned earlier, the existence of the problem can be studied by the classical theory of characteristics (see [10] ). In our case, however, the classical theory of characteristics cannot be applied. Thus the approach taken in this paper is totally different from that in [10] and we not only obtain strong results on the existence and positivity of a classical solution, but also establish a basis for analysing time-delay cell populations with general maturation velocity, such as models (1.2) and (1.6). In this paper, we will show that the related operator generates a strongly continuous semigroup. By studying the properties of the semigroup, we prove the existence of a classical solution of the nonlinear problem and the positivity of the solution. It is also proved that the problem generates a semiflow. We will prove that the phase space, that is, all nonnegatively continuous functions on [0; 1], of the semiflow splits into two disjoint invariant sets.
The paper is organized as follows: in Section 2, we prove that the operator a.x/.d=dx / generates a strongly continuous semigroup of operators on C[0; 1] and show that the semigroup is positive and contractive. Although an analytic semigroup has many nice properties, it will be shown that our semigroup cannot be extended to being an analytic semigroup. Next, in Section 3, we consider the existence of a classical solution of problem (1.4) and the positivity of the solution. We will show that the mild solution of the problem generates a semiflow. We finally present one of the properties of the semiflow-invariance (Section 4). Using an idea developed in [12] and [21] , we can prove the following theorem. .s/=a.s/ ds for 0 < x ≤ 1, and we see that ∈ D.−H / and −H = .
Related semigroup of operators
We need to show that the image
.0/ = .0/=½; x = 0:
Since there exist
we see that lim
ds=a.s/ .x// = 0 a.e. on [0; 1]. In fact, according to condition (iv), there is an at most countable subset 0 of
ds=a.s/ .x// = 0 for all x ∈ [0; 1] − 0 (see [6] ) and 0 ∈ 0 is the only accumulation point of 0.
We must have ≡ 0, since lim
ds=a.s/ = 0 and is a continuous function. So, .½I + H / is injective for ½ > 0 and we have that .
By the Hille-Yosida theorem (see [15, 7] dx=a.x/ < ∞, there are two different functions 1 and 2 that satisfy (2.5) and are defined as follows:
This contradiction shows that we must have 1 0 dx=a.x/ = ∞ and the theorem is proved.
We will show that the strongly continuous contraction semigroup {T .t/} t ≥0 generated by −H is positive. In fact, the positivity of the resolvent operator of −H implies the positivity of the semigroup. In order to explore further properties of the operator −H , we give the following proof of positivity.
Let Y + = { ∈ Y | .x/ ≥ 0 for x ∈ [0; 1]} be a positive cone. Y can be ordered by setting f ≥ g whenever the funtion f − g ∈ Y + . In such a setting, we see that
For the reader's convenience, we cite the following result. So, H is N -dissipative and we conclude the proof of the theorem.
It is interesting to note that positive C 0 -semigroups automatically satisfy a stronger positivity condition. 
We are interested in the possibility of extending the C 0 semigroup {T .t/} t ≥0 to an analytic semigroup. We first recall the following result. It is well known that a semigroup which can be extended to an analytic semigroup has many nice properties, but we have the following result for the semigroup {T .t/} t ≥0 . THEOREM 2.3. Suppose a.x/ satisfies (i)-(iv) in Section 1. Let {T .t/} t ≥0 be the C 0 semigroup generated by the operator −H , then {T .t/} t ≥0 cannot be extended to an analytic semigroup.
PROOF. Since multiplication of a C 0 semigroup by e wt does not affect the possibility or impossibility of extending it to an analytic semigroup, we will consider the uniformly bounded semigroup T .t/e −žt for some ž > 0. Then −H − ž I is the infinitesimal generator of T .t/e −žt . According to the proof of Theorem 2.1 we see 0 ∈ ².−H − ž I /.
Take ¦ > 0, − = 0 and − = .¦ + ž/ 2 . We also take 1 ; 2 ∈ C 1 [0; 1] such that 
.¦ +ž+i −/=a.s/ ds dt; 0 < x ≤ 1; we easily see that the function defined by (2.7) is continuous at x = 0, ∈ Y and
We also get If {T .t/} t ≥0 can be extended to an analytic semigroup, there exists a constant C such that for every − > .¦ + ž/ 2 , the following inequality is valid:
and lim − →+∞ .0/ = 0. This contradicts (2.9) and shows that {T .t/} t ≥0 cannot be extended to an analytic semigroup. This completes the proof.
Existence
We should notice that the problem ( In this section, we return to the consideration of (3.1) with the aim of establishing sufficient conditions for solutions to exist and remain in certain closed convex subsets of Y . The first result establishes that mild solutions exist and are, in fact, classical solutions. More precisely, u : [0; −/ → Y is a mild solution of (3.1) if it is continuous and satisfies the following equation on [0; −/:
Let 3 be a nonempty closed convex subset of R and Y 3 be the subset of Y consisting of functions which take all their values in 3:
Sufficient conditions for Y 3 to be positively invariant with respect to the semiflow generated by (3.1) are given below. The first is the well-known condition:
where .g. //.x/ = f .x; .x//. The second condition requires that the C 0 semigroup {T .t/} t ≥0 generated by −H leaves Y 3 positively invariant:
The third condition requires smoothness of f :
Together these conditions imply the following existence of a solution of (3.1) and positive invariance. Before we prove the theorem, we need the following fact. PROPOSITION 3.1. If (3.5) holds, so does (3.6).
PROOF. If (3.5) holds, we will show that
where .g. //.x/ = f .x; .x//. If (3.8) doesn't hold, then there exists 0 ∈ Y 3 , ž 0 > 0 and h k > 0 (k = 1; 2; : : : ), such that 0 < h k < h k+1 , lim k→∞ h k = 0, and
Therefore, there exist k ∈ Y 3 and x k ∈ [0; 1] for k = 1; 2; : : : , such that
0; for h = 0:
Since (3.5) holds, F.h; x; v/ is a continuous function in .h; x; v/ and there exists 0 < Ž < 1=2 such that
For sufficiently large k, there are
This contradicts (3.9) and shows that (3.8) holds and the proof of the proposition is completed.
PROOF OF THEOREM 3.1. The existence of a unique local mild solution of (3.1) and the fact that the solution can be continued to a maximal interval of existence and it follows from Gronwall's inequality that lim t →t0 u.t; / < ∞. This contradiction shows t 0 = ∞. In order to prove that 9 t . / is a semiflow on Y 3 , take 0 ; ∈ Y 3 and fix t 0 and 0 . From 
where L is a constant related to t 0 and Ž. This implies, by Gronwall's inequality, that
It follows from (3.11) and (3.13) that
is a continuous mapping. and
2)
The following result shows that the semiflow {9 t } t ≥0 splits the phase space C + [0; 1] into two disjoint invariant sets U + and U 0 . PROOF. We first prove that 9 t U 0 ⊂ U 0 for t ≥ 0. Given 0 ∈ U 0 , for every ž > 0, there exists h ≥ 0 such that
Notice that . 0 + h g. 0 //.0/ = 0 since f .0; 0/ = 0. We can choose a h ∈ U 0 , such that h − h < hž=2:
Next, we show that
Let 0 ∈ U 0 be fixed. For every ž > 0, it is easy to show that there exists 1 > Ž ž > 0 and
(4.5)
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Let t 0 = sup{s | 9 t . + /.0/ > 0; 0 ≤ t ≤ s}. It is clear that t 0 > 0. If t 0 < ∞ then On the other hand, 9 t * . + /.0/ > 0 since t * < t 0 . This contradiction shows that (4.6) is correct and completes the proof of Theorem 4.1.
