Abstract. The sludge produced by treating the urban sewage needs thickening and dewatering and it is important for improving environment to reduce the quantity of discharging sludge by increasing dewatering ratio in sludge process. This paper proposes a novel method that can model least squares support vector machines (LS-SVM) by Soft-sensing to meet the characteristics of multivariable, nonlinearity, large time delay, and time-varying in sludge thickening and dewatering process，and predict the dewatering ratio. The results indicate that the proposed method can not only improve prediction accuracy, but also efficiently get high dewatering ratio by controlling thickening chemicals comparing to the cases using different methods.
Introduction
In sludge process, increasing the dewatering ratio of sludge to reduce the quantity of the discharging sludge has become a focus of environmental departments, which can reduce the for the environment pollution of cities. It is widely applied to measure the dewatering ratio of sludge by Micro-X-ray Analysis [1] . Currently available method for controlling the dewatering ratio of sludge is that the dewatering ratio of sludge is used as feedback data for building control models, based on which the thickening amount as the input of the sludge process is controlled. But it is very difficult to get good controlling effectiveness because the system of sludge process is that of multivariable, nonlinearity, large time delay, and time-varying. A rapid and convenient technique for modeling and predicting for sludge process becomes desirable basis for controlling the dewatering ratio of sludge.
A data-derived soft-sensor was proposed to predict the quality of sludge process under the existing information. In the last several years, the different algorithms such as artificial intelligence (AI) techniques [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] have become one of the most important topics in predicting the quality of sludge process. AI techniques produce better results than classic regression methods for developing the software sensors [2] . Under this circumstance, soft-sensor based on AI techniques gradually becomes the hot area for predicting the quality of sludge process. K. Sridevi et al. proposed a Back propagation neural network (BP-NN) model to provide accurate predictions of the quality of sludge process [6] . In another work by Han Hong-Gui et al., a recurrent self-organizing neural network was used to predict the quality of sludge process [7] . Artificial neural network (ANN), which is suitable for modeling the systems with multivariable, nonlinearity, large time delay, and time-varying such as sludge process, is used to model the sludge process and predict the quality of it [8] [9] [10] [11] . They concluded that ANN as the one of soft-sensing methods was capable to model accurately the sludge process. Majid Bagheri et al. developed a hybrid artificial neural networks-genetic algorithm approach to improve the accuracy of the model and the prediction of the quality of sludge process by optimizing the key parameters of ANN [5] .
As mentioned above, ANN and the related techniques have become one of the most important topics in the sludge process. The techniques have been recognized as powerful tools for the case of the non-linear system. However, these algorithms all have their own defects. Their main shortcoming of the techniques is the slowly training speed. To some extent, the defects constrain the application of the algorithm. In this paper, we propose an evolving approach for modeling the sludge process and predicting the quality of it by least squares support vector machines (LS-SVM). The remainder of this paper is organized as follows. In the next section, the main aspects of LS-SVM model are briefly illustrated. Then the LS-SVM gives reasonable estimates for modeling the sludge process and predicting the dewatering ratio of it and comparison of three different methods in Section 3. The concluding remarks are presented in the last section.
LS-SVM Algorithm
In machine learning theory, Support Vector Machines (SVM) is a powerful methodology for providing better prediction results [12] . However, this algorithm is likely to consume too much of memory and computation time, due to the quadratic programming (QP) problem with linear constrain of the SVM formulation. Least Squares Support Vector Machines (LS-SVM) are standardized version of SVM, it works with the quadratic programming problem by replacing the inequality constraints with a linear Karush-Kuhn-Tucker system [13] . The basic formulation of LS-SVM is described as follows. Consider a given regression dataset of the form: ， and represent the input and output data, respectively, the regression model is taken the form (1) where the kernel function is a nonlinear mapping function that maps the input space into a higher dimensional feature space, is the bias term and is the weight vector. In Least Squares Support Vector Machines algorithm, the cost function is minimized by formulating the following optimization problem (2) (3) where the parameter is the penalty weight controlling the overfitting phenomenon and the model complexity.
is the regression error, and is the learning residual vector. The first and second part of Eq. 2 present the weight decay and the evaluation of the accuracy of LS-SVM model for all training data. Eq. 3 gives the definition of the regression error. To solve this convex optimization problem, the following Lagrangian function is formed as [14, 15] :
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where with Lagrange multipliers that can be positive or negative in the LS-SVM formulation. The optimum solution for Eq. 4 can be determined by the following set of partially differentiating equations, (5) (6) (7) (8) It can be notice from the condition that the sparseness is lost. After eliminating variables and , the solution can be obtained from the following linear equations. (9) where is a square matrix given by: (10) where , , , is the identity matrix, denotes the kernel matrix with element. (11) where is the kernel size. The parameters and can be calculated by solving Eq. 12 as follows:
The resulting LS-SVM model for function estimation can get the following form:
The structure diagram for the control design is shown in Figure 1 . The output of this simple usage can be obtained by using Eq. 13.
(14) Figure 1 The structure of LS-SVM method
Simulation and Results Analysis
The LS-SVM algorithm mentioned above is put in use for a prediction of dewatering ratio of sludge processed by thickening and dewatering from a wastewater treatment plant. The dataset used in this study is supplied by a sludge process company. A total of 527 daily data records from a plant processing sludge have been used, each consisting of 7 processing variables, which are measured in different time points. After cleaning some missing values, principal component analysis (PCA) is performed for the remaining data points. The aim of performing PCA is to select the only relevant variables.
The input variables X of the soft-sensor model consist of 6 thickening variables such as lime et al. The model's output variable y is the concentration of dewatering ratio of sludge.
The performance of the proposed approach is evaluated by using root mean square error (RMSE) method. (15) where is the predicted value of our model, is the corresponding true value from the dataset， and denotes the size of the dataset. 70 data in the relevant variables are used to train model and the other 330 data are used to test model. The Table 1 indicates the comparison the ANN, SVM, LS-SVM based soft-sensor models. The RMSE of LS-SVM is 0.1088, which is smaller compared to that of the other two soft-sensor models. The LS-SVM algorithm has a better approximation performance in prediction of dewatering ratio of sludge than the other two methods. The experimental results demonstrate the effectiveness and reliability of the proposed method, which can be used to control the quantity of thickening chemicals to get high dewatering ratio that is good for improving environment. 
Conclusions
In this work, we propose an approach to predict the dewatering ratio of sludge by modeling for the process of thickening and dewatering sludge based on LS-SVM, which can get better modeling performance. The LS-SVM is applied to predict dewatering ratio of sludge in a plant of processing sludge by the soft-sensor model. The results demonstrate that the proposed method can improve prediction, comparing to the cases using ANN and SVM.
