We have performed extensive multiconfiguration Dirac-Hartree-Fock calculations and second-order many-body perturbation calculations for F-like ions with Z=24-30. Energy levels and transition rates for electric dipole (E1), electric-quadrupole (E2), electric-octupole (E3), magnetic dipole (M1), and magnetic-quadrupole (
INTRODUCTION
Accurately known atomic data, such as energy levels and radiative transition properties, are not only important for basic atomic physics, but also for applications to diagnostics of plasmas. The spectra of F-like ions, especially for medium Z ions, including the iron period elements, are often observed in both astrophysical(e.g., Feldman et al. 1998 Feldman et al. , 2000 Ko et al. 2002; Curdt et al. 2004; Landi & Phillips 2005; Doschek & Feldman 2010; Shestov et al. 2014 ) and laboratory plasmas(e.g., Gu et al. 2007a Gu et al. , 2007b Ouart et al. 2011; Safronova et al. 2012; Beiersdorfer et al. 2014) . Using specific spectral lines, one can obtain the most fundamental properties of the plasma, such as ionization state, electron temperature, electron density, and elemental abundances. For example, Fe XVIII emission lines of the =  n 3, 4 2 transitions have been suggested to diagnose temperatures for a wide range of "hot" astrophysical sources, while the =  n 2, 3 2 transitions can be used to measure electron densities in laboratory plasmas (Cornille et al. 1992; Warren et al. 1997; Del Zanna 2006) . The ratios of the Fe XVIII =  n 3 2 DR satellites to the parent lines are also of interest for temperature measurements of cool stars (Clementson & Beiersdorfer 2013 ). The Ni L-shell lines can also become important for deblending the neighboring Fe lines and providing additional measurement constraints (Gu et al. 2007a (Gu et al. , 2007b . It is clear that accurate line interpretation and plasma modeling rely heavily on comprehensive and accurate atomic data.
There is a wealth of theoretical studies on atomic data of F-like ions. Most of them are confined to low-lying states and only include a limited treatment of electron correlation effects(e.g., Cheng et al. 1979; Kim & Huang 1982; Edlén 1983; Mohan & Hibbert 1991; Blackford & Hibbert 1994) . Gu (2005a) determined level energies of s s p 1 2 2 2 2 5 , and s s p 1 2 2 2 6 configurations for F-like ions with Z60 using a combined configuration interaction and many-body perturbation theory. Jönsson et al. (2013a) reported transition energies and transition rates of the n=2 configurations for F-like ions with Z=14-74 using the multiconfiguration Dirac-HartreeFock (MCDHF) method as implemented in the GRASP2K code (Jönsson et al. 2007) . Employing an all-order perturbative method, Nandy & Sahoo (2014) also provided atomic data of the first two excited states for F-like Ti, V, Cr, Mn, Co, Ni, Cu, Zn, and Mo ions.
It is clear that atomic data for higher-lying levels of n = 3, 4 configurations are also important on account of their wide applications in plasma diagnostics (Phillips et al. 1982; Cornille et al. 1992; Warren et al. 1997; Del Zanna 2006; Clementson & Beiersdorfer 2013) . Jonauskas et al. (2004) presented excitation energies for the 379 lowest bound levels for Fe XVIII, along with multipole transition probabilities between these levels based on calculations with the multiconfiguration Dirac-Fock GRASP code of Dyall et al. (1989) . Using a combined configuration interaction and many-body perturbation theory approach, Gu (2005b) calculated level energies of the s l 1 2 2 7 and ¢ s l l 1 2 3 2 6 complexes in F-like Fe and Ni ions, as well as wavelengths of  n 2 (where 3n7) transitions for Fe and Ni L-shell ions (Gu 2007) . Witthoeft et al. (2006 Witthoeft et al. ( , 2007 presented R-matrix collision strengths for electron-impact excitation for levels with n up to 4 for F-like ions from Ne + to Kr 27+ where the target structures were calculated using the AUTOSTRUCTURE code (Badnell 1986 ). Nahar (2006) performed large scale relativistic Breit-Pauli calculations for energy levels and transition rates of 1174 levels in Fe XVIII. Among the above calculations, values from Gu (2005b Gu ( , 2007 are the most accurate ones but lack transition rates, while energy levels calculated by Jonauskas et al. (2004) , Witthoeft et al. (2006 Witthoeft et al. ( , 2007 and Nahar (2006) differ from observations by up to 0.7%, 1% and 1%, respectively. This is not sufficiently accurate to meet the requirements of the new instruments for X-ray astronomy (Kallman & Palmeri 2007) . There is therefore a clear demand for more accurate and complete energy levels and transition rates for F-like ions.
In the present paper, we continue our effort to produce an accurate and consistent data set of energy levels and transition characteristic for ions of astrophysics interest (Wang et al. 2014 (Wang et al. , 2015 Si et al. 2016 ) by providing energy levels and transition rates for F-like ions with Z=24-30. Using two state-of-the-art approaches, the MCDHF and the second-order configurations, as well as multipole transition rates (electric dipole, quadrupole, and octopole, as well as magnetic dipole, and quadrupole) and the resulting lifetimes. For the MCDHF calculation we use the latest version of the GRASP2K code (Jönsson et al. 2013b) , while the MBPT calculation is performed using the Flexible Atomic Code (FAC; Gu 2008). As we will show, the two sets of theoretical values are in excellent agreement, and the present work represents a significant extension of accurate energy levels and transition rates over previous theoretical work on F-like ions, especially for the n=3 and n=4 states.
CALCULATION

MCDHF
The starting point of the MCDHF approach (Grant 2007) implemented in the GRASP2K package (Jönsson et al. 2013b) is the (Dirac-Coulomb) Hamiltonian 
In the above expression P is the parity, J and M are the angular momentum quantum numbers, and γ denotes other appropriate labeling of the CSF r, such as orbital occupancy and coupling scheme. n c and c r (α) are the number of CSFs and configuration mixing coefficients, respectively. The CSFs are built from antisymmetrized and coupled products of one-electron Dirac orbitals. The radial parts of the Dirac orbitals are determined in the extended optimal level scheme, and the expansion coefficients a c r ( ) are obtained in the relativistic self-consistent field (RSCF) procedure (Dyall et al. 1989 ). The Breit interaction
and QED (vacuum polarization and self-energy) corrections can be included in subsequent configuration interaction (RCI) calculations (McKenzie et al. 1980) . The CSF expansions are obtained with the restricted active space method (Brage & Fischer 1993; Sturesson et al. 2007) , which is to excite electrons from the occupied orbitals in the multireference (MR) configurations to unoccupied orbitals in an active set. In the present work, the s s p 1 2 2 configurations are chosen as MR configurations. Subsequently, the CSF expansions are generated by single and double (SD) substitutions of the orbitals in the MR with the orbitals in active sets with n7, l4. With this approach, the valence-valence and core-valence correlations are taken into account. The resulting level energies and lifetimes are generally converged to within 0.01% and 3%, respectively. The final expansion contains 1923543 even and 1976470 odd CSFs distributed over different J π symmetries.
MBPT
In the MBPT method (Lindgren 1974; Safronova et al. 1996 ) implemented by Gu et al. (2006) , the (Dirac-Coulomb-Breit) Hamiltonian can be written as
The H DCB is divided into a model Hamiltonian H 0 and a perturbation V,
Through a RSCF calculation, U(r i ) which is approximated as a local central potential, can be derived. After U(r i ) is determined, the eigenfunctions Φ r of H 0 can be constructed from one-electron orbitals. A portion of Φ r defines the model space M and what remains is in the orthogonal space N. In the M space, a non-Hermitian effective Hamiltonian H eff whose eigenvalues are the eigenenergies of H DCB can be constructed with perturbation expansion. The eigenenergies of H DCB in second-order are obtained through solving the generalized eigenvalue problem of the first order H eff . In this way, the CI effects within the M space are exactly included, and CI effects between M and N are taken into account to second-order. Finally, several small corrections to the Hamiltonian, such as QED are also included. In the present MBPT calculation, the configurations in the model space M are the same as the MR configurations in the MCDHF calculation, while all the possible configurations that are generated by SD excitations from the M space are contained in the N space. The maximum n values for SD excitations are 125 and 65, while the maximum l values are 20.
RESULTS
Energy Levels
In Table 1 , we present the lowest 200 excitation energy levels for F-like ions with Z=24-30 from our MCDHF and MBPT calculations, and the NIST compiled values (Kramida et al. 2016 ) are also listed. The LSJ coupling expansion coefficients for each level are listed as well. Levels are normally labeled as the CSF with the largest expansion coefficient. In cases in which a label has been assigned, the corresponding CSF is removed for the one with the next largest expansion coefficient. We can see that many levels are strongly mixed, for which there are not unique identifications. Here, the parity, J, and energy, rather than level identification, are adopted to match the levels from various sources.
For example, the CSFs with the largest expansion coefficient in levels 33 (E MCDHF =6809996 cm −1 , E MBPT = 6810824 cm ( ) D 4 3 2 (E NIST =6919000 cm −1 ) is in much better agreement with our 46th level than the 33rd level, thus we place this NIST energy at the former position rather than the latter one. The cases in which our identifications are different from the NIST ones are listed in Table 2 for reference.
The present MCDHF and MBPT energy levels show excellent agreement. The absolute differences are within 1500 cm −1 , except for some doublet levels, but never exceed 4000 cm −1 . The average differences are generally around 150±950 cm −1 . We compared the n=3 and n=4 energy levels from the present MCDHF and MBPT calculations for each ion in Figure 1 . The maximum deviations of the two data sets decrease from 0.06% for Cr XVI to 0.03% for Zn XXII ( s p P p 2 2 3 5 1 ( ) S 2 1 2 ). The average relative differences (with standard deviations) also decrease from 0.003%±0.016% for Cr XVI to 0.002%±0.007% for Zn XXII. In Figure 2 , we compare the present MCDHF and MBPT energy levels for the first two excited sates ( s p P 2 2 2 5 2 1 2 and s p S 2 2 6 2 1 2 ), with results from the NIST compilation (Kramida et al. 2016 ) and other calculations (Jönsson et al. 2013a; Nandy & Sahoo 2014) . Our two calculations agrees to within 0.14% for all ions, but more importantly their differences vary smoothly with Z. The MCDHF results agree perfectly with the results by Jönsson et al. (2013a) , which is to be expected, since a similar method was employed. The agreement with the NIST values (Kramida et al. 2016 ) is smoothly within 0.07%, with the exception of s p P 2 2 2 5 2 1 2 in Mn XVII. The non-smooth behavior along the sequence for this ion indicates that the NIST value is uncertain. The energy levels from Nandy & Sahoo (2014) have the worst agreement with the present MCDHF results, but more severe is the irregular behavior along the isoelectronic sequence for s p P 2 2 2 5 2 1 2 . Fe XVIII is the most carefully studied system among the F-like ions. Examples are the theoretical studies performed by Jonauskas et al. (2004) , Gu (2005b) , Witthoeft et al. (2006) , and Nahar (2006) . Through the review and assessment of line identifications from laboratory and astrophysical observations, Del Zanna (2006) revised and confirmed some level identifications for Fe XVIII. Some of these results are included in the CHIANTI database (Dere et al. 1997; Del Zanna et al. 2015) . In Table 3 , we compare the present MCDHF and MBPT energy levels for Fe XVIII with those from these earlier calculations and the CHIANTI database (Dere et al. 1997; Del Zanna et al. 2015) , as well as the NIST compilation (Kramida et al. 2016) . The MBPT values from Gu (2005b) have an accuracy that is similar to the present MBPT results and are therefore omitted in Table 3 , the majority of the results from the NIST and CHIANTI compilations agree well with the present theoretical results, with some exceptions where the differences from the present calculations are larger than 10,000 cm −1 . Moreover, though both the NIST (Kramida et al. 2016) and CHIANTI (Dere et al. 1997; Del Zanna et al. 2015) values are critically evaluated, there are some inconsistencies. For these cases, the present theoretical results agree well with one of the databases and can therefore resolve these discrepancies. For example, energies for s p P s 2 2 3 2 4 3 ( ) P 4 1 2 from the present MCDHF and MBPT calculations agree Nahar -Nahar (2006) 
with the CHIANTI values, as well as the observations from Gordon et al. (1980) by within 1700 cm −1 , but differ from the NIST values by more than 10,000 cm −1 . On the other hand, the CHIANTI energy for s p P p 2 2 3 5 1 ( ) D 2 5 2 , which was derived from a blended line, differs from the present calculations by over 15,000 cm −1 , while the value from the NIST compilation agrees with our calculations by within 1400 cm −1 . Of all the entire 307 NIST complied energy levels for F-like ions with Z=24-30, which have been included in Table 1 , values for Z=24, 25 agree well with the present calculations. However, about 100 values for other ions differ from our MCDHF results by over 0.05% (4000 cm −1 ). These levels for Z=27-30 are listed in Table 4 to highlight cases that need revised NIST values.
In Figure 3 (a), we show the differences between the NIST energy levels and the present MCDHF values as a function of Z for some levels. As can be seen, there are some obvious anomalies along the sequence and some of the NIST compilations deviate from the present MCDHF values by more than 10,000 cm −1 . At the same time, the differences between the present MCDHF and MBPT values vary smoothly within 1400 cm −1 along the sequence, as shown in Figure 3 (b). Line blending or large experimental errors of the spectral observations compiled by NIST are most likely responsible for the large differences with the present theoretical results.
Wavelengths
In Table 5 we present wavelengths from our two sets of calculations for strong transitions with a branching fraction of over 1%. The overall agreement between the present two sets of wavelengths is within 0.1%.
In Table 6 , we compare our computed wavelengths for Fe XVIII with the observed values compiled by NIST (Kramida et al. 2016) and CHIANTI (Dere et al. 1997; Del Zanna et al. 2015) for the lines that are predicted to be the brightest, at both low densities (10 12 cm −3 , astrophysical plasmas) and high densities (10 19 cm −3 , laser plasmas) (Del Zanna 2006). The present MCDHF and MBPT wavelengths listed generally agree to within 0.02%, with two exceptions being the 3-1 and 3-2 transitions, which have differences larger than 0.1%. Our values also mostly agree with observed values compiled in NIST and CHIANTI to within 0.05%, which shows a significant improvement over the results from Jonauskas et al. (2004) and Nahar (2006) .
A comparison of the wavelengths for the brightest D ¹ n 0 transitions in Fe XVIII(Del Zanna 2006) is given in Figure 4 . It is clear that the absolute differences between the present MCDHF and MBPT wavelengths for these transitions are mostly within 3 mÅ and no more than 5 mÅ. The present MCDHF wavelengths for D ¹ n 0 transitions mostly agree to within the error bars of the CHIANTI values except for six transitions, where the differences are larger than 10 mÅ ( ---19, 89 1; 19 2; 77, 78, 99 3). These six observed lines are all blended, which might be the reason for the disagreement. Five NIST wavelengths ( --43, 69, 70 1; 19, 80 2) differ from the present MCDHF Figure 3 . Differences for NIST (Kramida et al. 2016 ) (a) and the present MBPT (b) energy levels from the present MCDHF values as a function of Z for some levels. Note. Only transitions with a branching ratio of over 1% are presented. The indices used to represent the lower (i) and upper ( j) levels of a transition refer to the ordering in Table 1 .
(This table is available in its entirety in machine-readable form.) values by more than 20 mÅ, but fortunately, the present MCDHF results agree with the CHIANTI compilations to within 6 mÅ for four of them (the exception is 19 − 2). However, it should also be pointed out that the differences between CHIANTI wavelengths and the present MCDHF values for -12, 14 4 and 15-5 are larger than 3%, which implies that these observations either have large errors or the identification is wrong. 
