A Boolean network is a finite dynamical system, whose variables take values from a binary set. The value update rule for each variable is a Boolean function, depending on a selected subset of variables. Boolean networks have been widely used in modeling gene regulatory networks. We focus in this paper on a special class of Boolean networks, termed as conjunctive Boolean networks. A Boolean network is conjunctive if the associated value update rule is comprised of only AND operations. It is known that any trajectory of a finite dynamical system will enter a periodic orbit. We characterize in this paper all periodic orbits of a conjunctive Boolean network whose underlying graph is strongly connected. In particular, we establish a bijection between the set of periodic orbits and the set of binary necklaces of a certain length. We further investigate the stability of a periodic orbit. Specifically, we perturb a state in the periodic orbit by changing the value of a single entry of the state. The trajectory, with the perturbed state being the initial condition, will enter another (possibly the same) periodic orbit in finite time steps. We then provide a complete characterization of all such transitions from one periodic orbit to another. In particular, we construct a digraph, with the vertices being the periodic orbits, and the (directed) edges representing the transitions among the orbits. We call such a digraph the stability structure of the conjunctive Boolean network.
Introduction
Finite dynamical systems are discrete-time dynamical systems with finite state spaces. They have a long and successful history of being used in biological networks [11] , epidemic networks [30] , social networks [10] , and engineering control systems [21] . In this paper, we focus on a special class of finite dynamical systems, called Boolean networks (or Boolean automata networks [37] ). Boolean networks are finite dynamical systems whose variables are of Boolean type, usually labeled as "1" and "0". The Boolean function, also known as the value update rule, for each variable depends on a selected subset of the variables.
Boolean networks have been widely used in systems biology and (mathematical) computational biology. This line of research began with Boolean network representations of molecular networks [25] , and was later generalThis paper was not presented at any IFAC meeting. This research was supported in part by AFOSR MURI Grant FA 9550-10-1-0573.
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ized to the so-called logical models [45] . Since then there have been some studies of various classes of Boolean functions which are particularly suited to the logical expression of gene regulation [28, 44, 39] . Evidence has been provided in [43] that biochemical networks are "close to monotone". Roughly speaking, a Boolean network is monotonic if its Boolean function has the property that the output value of the function for each variable is non-decreasing if the number of "1"s in the inputs increases. Monotonic Boolean networks have been studied both theoretically [22, 32, 35, 36, 40] and in applications [16, 33] . Also, there have been studies of Boolean networks with other types of Boolean functions: For example, Boolean networks whose Boolean functions are monomials were studied in [8, 7, 38] . The work by [49] considers the dynamics of the systems where the Boolean functions are comprised of semilattice operators, i.e., operators that are commutative, associative, and idempotent. Boolean networks whose Boolean functions are comprised of only XOR operations were investigated in [1] , and whose Boolean functions are comprised of AND and NOT operations were studied in [48, 47] .
A special class of Boolean functions, of particular interest to us here, is the so-called nested canalyzing functions. This class of functions was introduced in [29] , and often used to model genetic networks [20, 26, 27] . Roughly speaking, a canalyzing function is such that if an input of the function holds a certain value, called the "canalyzing value", then the output value of the function is uniquely determined regardless of the other values of the inputs [23] . The majority of Boolean functions that appear in the literature on Boolean networks are nested canalyzing functions. Among the nested canalyzing functions, there are two simple but important classes: A function in the first class is comprised of only AND operations, with "0" the canalyzing value, while a function in the second class is comprised of only OR operations, with "1" the canalyzing value. The corresponding Boolean networks are said to be conjunctive and disjunctive, respectively [22, 19] . Note that there is a natural isomorphism between the class of conjunctive Boolean networks and the class of disjunctive Boolean network: indeed, if f (resp. g) is a function on n Boolean variables x 1 , . . . , x n , comprised of only AND (resp. OR) operations, then f (x 1 , . . . , x n ) = ¬g(¬x 1 , . . . , ¬x n ), where "¬" is the negation operator, i.e., ¬0 = 1 and ¬1 = 0. It thus suffices to consider only conjunctive Boolean networks. We note here that a conjunctive Boolean network is monotonic.
Since a Boolean network is a finite dynamical system, for any initial condition, the trajectory generated by the system will enter a periodic orbit (also known as a limit cycle) in finite time steps (see, for example, [8] ). A question that comes up naturally is how the dynamical system behaves if a "perturbation" occurs in a state of a periodic orbit-meaning that one (and only one) of the variables fails to follow the update rule for the next time step (a precise definition is given in Subsection 4.2). The trajectory, with the perturbed state as its initial condition, will then enter another periodic orbit (possibly return to the original orbit). One of the questions addressed in this work is thus to characterize all possible transitions among the periodic orbits upon the occurrence of a perturbation.
A complete characterization of these transitions among the periodic orbits is given in Theorem 2, which captures the stability structure of a conjunctive Boolean network. The analysis of Theorem 2 relies on a representation of periodic orbits, which identifies the orbits with the so-called binary necklaces (a definition is given in Subsection 2.2). In particular, we show that there is a bijection between the set of periodic orbits and the set of binary necklaces of a certain length. To establish this bijection, we introduce in Section III a new approach for analyzing the system behavior of a conjunctive Boolean network: Roughly speaking, we decompose the original Boolean network into several components. For each of the components, there corresponds an induced dynamics. We then relate in Theorem 1 the original dynamic to these induced dynamics and establish several necessary and sufficient conditions for a state to be in a periodic orbit. This new approach may be of independent interest as it can be applied to other types of Boolean networks as well.
The rest of the paper is organized as follows. In Section 2, we first provide some basic definitions and notations for directed graphs and the binary necklace. We then introduce the class of conjunctive Boolean networks in precise terms. Some preliminary results on such networks are also given. In Section 3, we introduce the new approach as mentioned above. A detailed organization will be given at the beginning of that section. Then, in Section 4, we characterize all possible transitions among periodic orbits. Moreover, we associate each transition with a positive real number, termed as transition weight, which can be understood as the likelihood of the occurrence of the transition. We provide conclusions and outlooks in Section 5. The paper ends with an Appendix which contains proofs of some technical results.
Preliminaries

Directed graph
We introduce here some useful notation associated with a directed graph (or simply digraph). Let D = (V, E) be a directed graph. We denote by v i v j an edge from v i to v j in D. We say that v i is an in-neighbor of v j and v j is an out-neighbor of v i . The sets of in-neighbors and out-neighbors of vertex v i are denoted by N in (v i ) and N out (v i ), respectively. The in-degree and out-degree of vertex v i are defined as |N in (v i )| and |N out (v i )|, respectively.
Let v i and v j be two vertices of D. A walk from v i to v j , denoted by w ij , is a sequence v i0 v i2 · · · v im (with v i0 = v i and v im = v j ) in which v i k v i k+1 is an edge of D for all k ∈ {0, 1, . . . , m−1}. A walk is said to be a path if all the vertices in the walk are pairwise distinct. A closed walk is a walk w ij such that the starting vertex and ending vertex are the same, i.e., v i = v j . A walk is said to be a cycle if there is no repetition of vertices in the walk other than the repetition of the starting-and endingvertex. The length of a path/cycle/walk is defined to be the number of edges in that path/cycle/walk.
A strongly connected graph is a directed graph such that for any two vertices v i and v j in the graph, there is a path from v i to v j . A cycle digraph is a directed graph that consists of a single cycle.
Binary necklace
A binary necklace of length p is an equivalence class of p-character strings over the binary set F 2 = {0, 1}, taking all rotations circular shifts as equivalent. For example, in the case of p = 4, there are six different binary necklaces, as illustrated in Fig. 1 . A necklace with fixed density is a necklace in which the number of zeros (and hence, ones) is fixed. The order of a necklace is the cardinality of the corresponding equivalence class, and it is always a divisor of p. An aperiodic necklace (see, for example, [46] ) is a necklace of order p, i.e., no two distinct rotations of a necklace from such a class are equal. Thus, an aperiodic necklace cannot be partitioned into more than one sub-strings which have the same alphabet pattern. For example, a necklace of 1010 (row 2, column 1 in Fig. 1 ) can be partitioned into two substrings 10 and 10 which have the same alphabet pattern, and thus is not aperiodic. A necklace of 1000 (row 1, column 2 in Fig. 1 ) cannot be partitioned into more than one sub-strings with the same alphabet pattern, and is aperiodic. If the bead is plotted in dark blue (resp. light yellow), then it holds value "1" (resp, "0").
Conjunctive Boolean network
Let F 2 = {0, 1} be the finite field with two elements. The two elements "0" and "1 can, for example, represent the "off" status and "on" status of a gene, respectively. We call a function g on n variables a Boolean function if it is of the form g : F n 2 → F 2 . The so-called Boolean network on n Boolean variables x 1 (t), . . . , x n (t) is a discrete-time dynamical system, whose update rule can be described by a set of Boolean functions f 1 , . . . , f n :
For convenience, we let x(t) := (x 1 (t), . . . , x n (t)) ∈ F n 2 be the state of the Boolean network at time t. We further let f := (f 1 , . . . , f n ) : x(t) → x(t + 1). We refer to f as the value update rule associated with the Boolean network. Note that following this value update rule, all Boolean variables update their values synchronously (in parallel) at each time step. We refer to [19, 37, 42] for results on Boolean networks with asynchronous (sequential) updating schemes.
It is well known that for any initial condition x(0) ∈ F 2 , the trajectory x(0), x(1), . . . will enter a periodic orbit in a finite amount time. Precisely, there exists a time t 0 ≥ 0 and an integer number p ≥ 1 such that x(t 0 +p) = x(t 0 ).
Moreover, if x(t 0 + q) = x(t 0 ) for any q = 1, . . . , p − 1, then the sequence {x(t 0 ), . . . , x(t 0 + p − 1)}, taking rotations as equivalent, is said to be a periodic orbit, and we call p its period. If the period of a periodic orbit is one, then x(t 0 ) = x(t 0 + 1) = · · · . We then call the state x(t 0 ) a fixed point.
We consider, in this paper, a special class of Boolean networks, termed conjunctive Boolean networks. Roughly speaking, a Boolean network is conjunctive if each Boolean function f i is an AND operation on a selected subset of the n variables. We provide below a precise definition:
Definition 1 (Conjunctive Boolean network [22] ) A Boolean network f = (f 1 , . . . , f n ) is conjunctive if each Boolean function f i , for all i = 1, . . . , n, can be expressed as follows:
with ji ∈ {0, 1} for all j = 1, . . . , n.
Note that if we let I i := {j | ji = 1}, then f i is nothing but an AND operator on the variables x j , for j ∈ I i .
We now associate a conjunctive Boolean network with a dependency graph, whose definition is given as follows.
Definition 2 (Dependency graph [22] ) Let f = (f 1 , . . . , f n ) be the value update rule associated with a conjunctive Boolean network. The associated dependency graph is a directed graph D = (V, E) of n vertices. An edge from v i to v j , denoted by v i v j , exists in E if and only if i ∈ I j . Remark 1 A conjunctive Boolean network uniquely determines its dependency graph. Conversely, given a digraph D, there is a unique conjunctive Boolean network whose dependency graph is D.
In this paper we assume that the dependency graph D is strongly connected. We now present some preliminary results on the network and the associated digraph.
First, note that if a digraph D = (V, E) is strongly connected, then it can be written as the union of its cycles ( [5] 
Said in another way, each vertex of D is contained in at least one cycle of D. Now, let n i be the length of D i . Then, we have the following fact for the possible periods of the conjunctive Boolean network:
Lemma 1 A positive integer p is the period of a periodic orbit of a conjunctive Boolean network if and only if p divides the length of each cycle.
Remark 2 Note that if the greatest common divisor of the cycle lengths is one, then the period p of a periodic orbit {x(t 0 ), . . . , x(t 0 + p − 1)} has to be one, and hence x(t 0 ) is a fixed point of the conjunctive Boolean network.
We refer to [22, 15] for proofs of Lemma 1. We further have the following fact: Proof. It should be clear that if all the x i 's hold the same value, then x is a fixed point. We now show that the converse is also true. The proof is done by contradiction: assume that there are two vertices v i and v j such that x i = 0 and x j = 1. Since the dependency graph D is strongly connected, there is a walk w ij from v i to v j . Let l(w ij ) = q, and label the vertices along the walk as follows: w ij = v k0 v k1 . . . v kq , with v k0 = v i and v kq = v j . Now, suppose that x k0 (t 0 ) = 0; then, from (1), we have x k1 (t 0 + 1) = 0, and x k2 (t 0 + 2) = 0, . . . , x kq (t 0 + q) = 0. On the other hand, since x is a fixed point, x kq (t 0 + q) = x kq (t 0 ) = 1, which is a contradiction.
Irreducible Components of Strongly Connected Graphs
Let D = (V, E) be the dependency graph associated with a conjunctive Boolean network. Assume that D is strongly connected, and recall that D 1 , . . . , D N are cycles of D, and n 1 , . . . , n N are their lengths. Now, let p * be the greatest common divisor of n i , for i = 1, . . . , N :
This is also known as the loop number of D [8] . The digraph D is said to be irreducible if p * = 1. If the digraph D is not irreducible, then we show in this section that there is a decomposition of D into p * components each of which is irreducible. This section is thus organized as follows: In Subsection 3.1, we partition the vertex set V in a particular way into p * subsets. Following this partition, we then construct, in Subsection 3.2, p * digraphs, as we call the irreducible components of D, whose vertex sets are the p * partitioned subsets. We show in Proposition 2 that each irreducible component is indeed irreducible, and moreover, strongly connected. Then, in Subsection 3.3, we define a conjunctive Boolean network, as we call an induced dynamics, on each irreducible component. We further establish the relationships between the original dynamics and the p * induced dynamics.
Vertex set partition
Following Lemma 1, we introduce a partition of the vertex set V . Roughly speaking, the partition is defined such that the vertices in a partitioned subset are connected by walks whose lengths are multiples of a common divisor of the cycle lengths. We now define the partition in precise terms. To proceed, we first have some definitions and notations. Let v i , v j be any two vertices in V , and w ij be a walk from v i to v j . We denote by l(w ij ) the length of w ij .
Definition 3 Let p divide the lengths of cycles of the dependency graph D. We say that a vertex v i is related to another vertex v j (or simply write v i ∼ p v j ) if there exists a walk w ij from v i to v j such that p divides l(w ij ).
We note here that the relation introduced in Definition 3 is in fact an equivalence relation. Specifically, we have the following fact:
Lemma 3 The relation ∼ p is an equivalence relation, i.e., for any v i , v j , v r ∈ V , the following three properties hold:
We refer to the Appendix for a proof of the lemma. With the preliminaries above, we construct a subset of V as follows: First, choose an arbitrary vertex v i as a base vertex; then, we define
Note that from Lemma 3, the subset
is an equivalence class of v i . We further establish the following result:
The following two properties hold:
We provide in Fig. 2 an example of such a partition of V .
The remainder of this subsection is devoted to the proof of Proposition 1. The first item of the proposition directly follows from the fact that each [v i ] p , for any v i ∈ V , is an equivalence class of v i . We now prove the second item of the proposition. To proceed, first note that in (2), if
there is a walk w ji from v j to v i with l(w ji ) a multiple of p. We now show that if w ji is a walk from v j to v i , then l(w ji ) has to be a multiple of p.
Lemma 4
Let v i ∼ p v j , and w ij be an arbitrary walk
Suppose there is a different walk w ij which connects v i to v j . We need to prove that l(w ij ) is a multiple of p. By Lemma 3 (reflexivity), we have v j ∼ p v i . Therefore, there exists a walk w ji whose length l(w ji ) = k 2 p. Concatenating w ij and w ji , we get a closed walk w ii . It is known that in strongly connected graphs, any closed walk can be decomposed into cycles. Since p divides the lengths of all cycles, we have that p divides l(w ii ). Now we have that p divides both l(w ji ) and l(w ii ). Thus, p also divides
With Lemma 4 at hand, we are now in a position to complete the proof of Proposition 1:
Proof. We prove here item 2 of Proposition 1. We first show that the subsets [v i ] p for i = 1, . . . , p, are pairwise disjoint, and then show that their union is V .
Choose a pair (i, j) with 0 ≤ i < j ≤ p − 1. Then, it should be clear that there is a walk w ij from v i to v j with l(w ij ) = j − i < p. So, by Lemma 4, v i ∼ p v j , and hence
It now suffices to show that
Since the digraph D is strongly connected, there is a walk w r0 from v r to v 0 . We then write l(
We thus assume that q = 0. Now, let w 0,p−q be a walk from v 0 to v p−q with l(w 0,p−q ) = p−q. Then, by concatenating w r0 with w 0,p−q , we obtain a walk w r,p−q from v r to v p−q with l(w r,p−q ) = (k + 1)p.
Irreducible components
Let D = (V, E) be a strongly connected digraph, and p * be its loop number. For a vertex v ∈ V , we simply write
Definition 4 (Irreducible components) Let D = (V, E) be a strongly connected digraph, and p * be its loop number. Choose a vertex v 0 of D, and let
, with their vertex sets U k 's given by
The edge set F k of G k is determined as follows: Let u i and u j be two vertices of
As we will see in Proposition 2, each irreducible component of D is indeed irreducible.
Remark 3
The walk w ij in the definition above is either a path or a cycle (which is the case if u i = u j ) because otherwise there will be a cycle of D properly contained in w ij which contradicts the fact that l(w ij ) = p * divides all the cycle lengths. If w ij is a cycle, then the edge u i u j is a self-loop.
We provide an example in Fig. 3 in which we show the irreducible components of the digraph shown in Fig. 2 .
We now establish some properties associated with the irreducible components. We first have the following result:
, is strongly connected and irreducible.
To establish the proposition, we need the following lemma:
Lemma 5 If there is a cycle of length n i in the digraph D, then there is a cycle of length n i /p * in any one of its irreducible components.
Fig . 3 . Irreducible components of the digraph shown in Fig. 2 .
We can further assume that there exist walks w i,i+1 , for i = 1, . . . , m, from
. It then follows from Definition 4 that u 1 u 2 , . . . , u m u 1 are edges of G k . Thus, the vertices u 1 , . . . , u m , together with the edges u 1 u 2 , . . . , u m u 1 , form a cycle in G k , whose length is n i /p * .
Remark 4
We note here that the converse of Lemma 5 does not hold, i.e., even if there is a cycle of length m in each irreducible component G k , the original digraph D does not necessarily have a cycle of length mp * . A counter example is provided in the Appendix.
With Lemma 5 at hand, we now prove Proposition 2:
Proof of Proposition 2. We first prove that each G k is strongly connected. Let u i and u j be two vertices of U k . We show that there exists a walk in G k from u i to u j . Since u i ∈ [u j ], from (2), there is a walk w ij in D with l(w ij ) = rp * for some positive integer r. For a later purpose, we label the vertices, along the walk, as
be a cycle in G k , with n i the length of D i . Then, from Lemma 5, there is a cycle in each G k whose length is n i /p * . We thus conclude that the loop number of each G k is at most gcd{n 1 /p * , . . . , n N /p * } = 1, and hence each G k is irreducible.
Given a subset V of V and a nonnegative integer p,
Similarly, we define N p out (V ) by replacing N in with N out in (4). With the notations above, we have the following result about the relationships between the vertex sets of the irreducible components:
Proof. We prove here only the first relation N k out (U 0 ) = U (k mod p * ) , the other relation can be established in a similar way. It suffices to show that for any k = 0, . . . , p * −1, we have N out (U k ) = U (k+1 mod p * ) . There are two cases:
To see this, note that by concatenating the edge uu with w , we obtain a walk w from u to v k . Since u ∼ p * v k , l(w) = l(w ) + 1 ≡ 0 mod p * . Now, using the fact that v k+1 is the out-neighbor of v k , we obtain a walk w * from u to v k+1 by concatenating w with the edge v k v k+1 . Since l(w * ) is a multiple of p * , u ∈ [v k+1 ] = U k+1 . We now show that N out (U k ) ⊇ U (k+1 mod p * ) . Let u ∈ U k+1 , and w be a walk from u to v k . Then, by the same argument, l(w ) ≡ p * − 1 mod p * . Now, let u ∈ N in (u ). Then, by concatenating the edge uu with w , we obtain a walk w from u to v k . Moreover, l(w) is a multiple of p * , and hence
On the other hand, we can apply the arguments above, and obtain that N out (
In the end of this subsection, we introduce a special class of digraphs as follows:
Definition 5 A digraph D is a rose if all the cycles of D satisfy the following two conditions:
(1) They have the same length. (2) They share at least one common vertex of D.
We provide in Fig. 4 an example of a rose. We now have the following result:
* −1, be irreducible components of D. Then, the following hold: (1) D is a rose if and only if there is at least one k ∈ {0, . . . , p
We refer to the Appendix for a proof of Proposition 4.
Induced dynamics
Let f = (f 1 , . . . , f n ) be a conjunctive Boolean network, and D be the dependency graph. Let G 0 , . . . , G p * −1 be the irreducible components of D. Now, for each k = 0, . . . , p * − 1, we can define a conjunctive Boolean network as follows:
Definition 6 (Induced dynamics) An induced dynamics on G k is a conjunctive Boolean network whose dependency graph is G k .
We can express the induced dynamics on G k explicitly as follows: Let U k = {u 1 , . . . , u m }, and (y 1 , . . . , y m ) be the state of the network. Let g k = (g k1 , . . . , g km ) be the associated value update rule. Then,
where ji = 1 if u j is an in-neighbor of u i and ji = 0 otherwise.
We now relate the original dynamics f on D to the induced dynamics on the irreducible components. We first introduce some notations. Let V be a subset of V . We define f V to be the restriction of f to V . For a positive integer p, we let f p be the map defined by applying the map f p times. Given a state x ∈ F n 2 and a subset V of V , we let x V be the restriction of x to V . We now establish the main result of this section as follows:
Then, the following hold:
(1) Let g k be the induced dynamics on G k . Then,
(2) Suppose that x(t 0 ) is in a periodic orbit; then,
We note here that if x(t 0 ) is in a periodic orbit, then for each k = 0, . . . , p * − 1, the entries of x U k (t 0 ) hold the same value. This indeed follows from the first item of Theorem 1:
The first equality holds because x = f p (x). The second equality holds because p divides p * (from Lemma 1). The third equality follows from the first item of Theorem 1. So, x U k is a fixed point of the induced dynamic on G k . From Lemma 2, we conclude that the entries of x U k hold the same value.
So, if x(t 0 ) is in a periodic orbit, then from the second item of Theorem 1 and Corollary 1, the entries of x U k (t 0 ) hold the same value, and moreover, this value will be passed onto the entries of x U (k+1 mod p * ) at the next time step. We also illustrate this fact in Fig. 5 . In this figure, G0, . . . , G3 are irreducible components of the digraph shown in Fig. 2 . If x(t0) is in a periodic orbit, then the vertices of each G k , for k = 0, . . . , 3, hold the same value y k (t0). Moreover, the value y k (t0) will be passed to the vertices of G (k+1) mod 4 at time step (t0 + 1).
The remainder of this section is devoted to the proof of Theorem 1. For a vertex v i of D and a positive integer p,
In particular, if p = p * and v i is a vertex of G k , then from Definition 4, N p in (v i ) is the set of in-neighbors of v i in G k . We further note the following fact:
Lemma 6 For any positive integer p, we have
Proof. We prove the lemma by induction on p. For p = 1, f i (x) = vj ∈Nin(vi) x j , which directly follows from Definition 1. Now, we assume that (6) holds for p − 1, and prove for p. By the induction hypothesis, we have that
. From the value update rule, we have that
, we conclude that (6) holds for p.
We now prove Theorem 1:
Proof of Theorem 1. The first item of Theorem 1 directly follows from Lemma 6. We prove here the second item. From the proof of Proposition 3,
So, by the value update rule, x U (k+1 mod p * ) (t 0 + 1) depends only on x U k (t 0 ). Since x(t 0 ) is in a periodic orbit, from Corollary 1, the entries of x U k (t 0 ) hold the same value, which then implies that (5) holds.
Stability of Periodic Orbits
Labeling periodic orbits
In this subsection, we find and label all the periodic orbits of a conjunctive Boolean network. Let D = (V, E) be the associated dependency graph, and p * be its loop number. Recall that a binary necklace of length p * is an equivalence class of p * -character strings over F 2 , taking rotations as equivalent. The order of a necklace is the cardinality of the equivalence class.
We now show that each periodic orbit can be uniquely identified with a binary necklace of length p * : Let {x(t 0 ), . . . , x(t 0 + p − 1)} be a periodic orbit of period p. Let G k = (U k , F k ), for k = 0, . . . , p * − 1, be the irreducible components of D. From Corollary 1, for each k = 0, . . . , p * − 1, the entries of x U k (t 0 ) hold the same value. We label these values as y 0 (t 0 ), . . . , y p * −1 (t 0 ), with y k (t 0 ) being the value of the entries of x U k (t 0 ). From the second item of Theorem 1, we have that
for all k = 0, . . . , p * − 1 and for all q ≥ 0. This then implies that the periodic orbit {x(t 0 ), . . . , x(t 0 +p−1)} can be represented by a binary necklace y 0 (t 0 ) . . . y p * −1 (t 0 ) whose order is p. Conversely, given a binary necklace y 0 . . . y p * −1 of order p, we can construct a periodic orbit of period p as follows: Define a state x ∈ F n 2 such that the entries of x U k hold the value y k for all k = 0, . . . , p * − 1. Appealing again to Corollary 1 and the second item of Theorem 1, we have that {x, f (x), . . . , f p−1 (x)} is a periodic orbit of period p. The arguments above thus imply the following fact:
Proposition 5 There is a bijection between the set of periodic orbits and the set of binary necklaces of length p * . Moreover, such a bijection maps a periodic orbit of period p to a necklace of order p.
Remark 5 From the proposition, if two dependency graphs share the same loop number, then the associated conjunctive Boolean networks have the same number of periodic orbits.
For the remainder of the paper, we let S denote the set of periodic orbits. Each periodic orbit s ∈ S can be identified with a binary necklace s = y 0 . . . y p * −1 . To proceed, we introduce some definitions and notations. Let σ(s) be the number of "1"s in the string s = y 0 . . . y p * −1 . We then partition the set S into (p * + 1) subsets S 0 , . . . , S p * +1 :
Recall that the so-called Euler's totient function φ(k) counts the total number of integers in the range [1, k] that are relatively prime to k. We now present some known results about counting the number of periodic orbits in S.
Lemma 7
The following two relations hold:
(1) For a divisor p of p * , we let p = r i=1 p ki i be its prime factorization. Then, the number of periodic orbits of period p is given by
(2) For a number d = 0, . . . , p * , we have
We note here that item 1 of Lemma 7 is equivalent to Moreau's necklace-counting formula [34] . We refer to [22] for a proof of item 1, and [17, 41] for proofs of item 2.
Stability structure
We investigate in this subsection the stability of each periodic orbit of a conjunctive Boolean network. The motivation for this work comes from the fact that the actual process of gene expression is highly complicated. Though conjunctive Boolean networks provide a good model to determine whether a gene can be expressed or not, there are still exceptions and unknown mechanisms that could possibly affect the expression process. We thus want to explore how the system behaves when one gene is not expressed although all necessary proteins are present, or it is expressed even in lack of some necessary proteins.
Let x(t 0 ) be a state in a periodic orbit s. We say that a perturbation occurs at (t 0 + 1) if there is one (and only one) i ∈ {1, . . . , n} such that x i (t 0 + 1) = ¬f i (x(t 0 )). As a consequence, x(t 0 +1) may not be in the periodic orbit s anymore. However, after finite time steps, the system, with x(t 0 +1) as its initial condition, will enter a periodic orbit, denoted by s , which may or may not be the same as s. Our goal in this subsection is to characterize all these transition pairs (s, s ).
To proceed, we first introduce some definitions and notation. Given a state x ∈ F n 2 , we let I(x) ⊂ F n 2 be defined as follows: a state x is in I(x) if and only if x differs from x by only one entry, i.e., there is an i ∈ {1, . . . , n} such that x i = x i and x j = x j for all j = i. Note that if x = x(t 0 ) for x(t 0 ) a state in a periodic orbit, then I(x) is the set of states upon the condition that a perturbation occurs at (t 0 + 1). We now have the following definition:
Definition 7 (Successor) Let s and s be two periodic orbits. Let x ∈ F n 2 be a state in s, and x ∈ I(x). If the trajectory of the dynamics, with x the initial condition, enters into s (in finite time steps), then we say that s is a successor of s.
It then naturally leads to the following definition:
Definition 8 (Stability structure) The stability structure of a conjunctive Boolean network is a digraph H = (S, A), with the vertex set being the set of periodic orbits. The edge set of H is defined as follows: Let s i and s j be in S. Then, s i s j is an edge of H if s j is a successor of s i . Furthermore, an edge s i s j of H is a down-edge (resp. an up-edge) if σ(s i ) > σ(s j ) (resp, σ(s i ) < σ(s j )).
Our goal here is to determine the edge set A of H. To proceed, we first introduce a partial order on the set of binary necklaces of length p * : Let s = y 0 . . . y p * −1 and s = y 0 . . . y p * −1 be two binary necklaces. We say that s is greater than s , or simply write s s , if we can obtain s by replacing at least one "0" in s with "1". For example, if s = 11100 and s = 11000, then we can obtain s by replacing the third bit "0" in s with "1", and thus s s . If, instead, s = 11010, then there is no way to obtain s by replacing some "0" in s with "1", and thus s and s are not comparable.
With the definitions and notation above, we state the main result of this section as follows:
Theorem 2 Let D be the dependency graph associated with a conjunctive Boolean network, and H = (S, A) be the stability structure. Let s i and s j be two vertices of H. Then, there is an edge from s i to s j if and only if one of the following three conditions is satisfied:
(1) Down-edges: s i s j and σ(s i ) − σ(s j ) = 1. We omit the proof of the corollary as it directly follows from Theorem 2. We provide an example in Fig. 6 for the case when the loop number p * = 4.
Remark 6 For a strongly connected graph which is neither a rose nor a cycle digraph, the loop number uniquely determines the periodic orbits and the stability structure. Thus, computing its stability structure is reduced to computing the loop number, which is the greatest common divisor of lengths of all cycles. We note here a few research works on finding the cycles of an arbitrary digraph [24, 50, 31, 4] . For example, [24] proposed an algorithm which finds all cycles of a digraph in time bounded by O((n + e)(N + 1)), where n is the number of vertices, e is the number of edges, and N is the number of cycles in the digraph. There are also algorithms for finding the cycles of specific lengths in a digraph [3, 2, 9, 18] . Connecting these computational complexity results to the structural results in this paper would be a fruitful direction of future research, as also discussed in the Conclusions section.
The remainder of this subsection is devoted to the proof of Theorem 2. Let s = y 0 . . . y p * −1 be a periodic orbit, and x be a state in s. Let x ∈ I(x), with
, be irreducible components of D. Then, from Corollary 1, we can assume without loss of generality that
where 1 is a vector of all ones with an appropriate dimension. We may further assume that x 1 is an entry of x U0 . So, x 1 = y 0 and x 1 = ¬y 0 (negating the value of y 0 ). With these preliminaries, we establish the following result:
Proposition 6 Let s, x and x be defined as above. Suppose that the trajectory, with x the initial condition, enters the periodic orbit s . Then, there are two cases:
Proof. For the case |U 0 | = 1, we note from Corollary 1 that the state x is already in the periodic orbit s . We now prove for the case |U 0 | > 1.
First, note that the vector x U0 , obtained by restricting x to U 0 , must contain an entry of value 0. This holds because if y 0 = 0, then from Corollary 1, all the entries of x U0 hold value 0. Since x U0 is derived by negating the value of x 1 , there are (|U 0 | − 1) zeros in x U0 . If y 0 = 1, then by construction, x 1 = 0, which is contained in x U0 .
Next, consider the induced dynamics on G 0 : First, from the value update rule and the first item of Theorem 1, if x U0 (0) contains an entry of value 0, then so does x U0 (tp * ) for all t ≥ 0. Second, since G 0 is irreducible, a periodic orbit of the induced dynamics has to be a fixed point. Combining these two facts, we know that there is a time t 0 ≥ 0 such that x U0 (tp * ) = 0 for all t ≥ t 0 . Now, for each k = 1, . . . , p * − 1, we appeal again to the first item of Theorem 1 and obtain
The last equality holds because by construction of x , we have that x U k (0) = y k 1 which is a fixed point of the induced dynamics on G k . The relation above holds for all t ≥ 0.
Combining the arguments above, we conclude that for any t ≥ t 0 , we have
Thus, s = 0y 1 . . . y p * −1 .
With Proposition 6, we prove Theorem 2:
Proof of Theorem 2. Let s i = y 0 . . . y p * −1 and s j = y 0 . . . y p * −1 . There are three cases to consider:
. If s i s j is an edge of H, then from the proof of Proposition 6, we must have y 0 = 1, y 0 = 0, and y i = y i for all i = 1, . . . , p * − 1 (after appropriate rotations of the strings). In other words, we have s i s j and σ(s i ) − σ(s j ) = 1. Conversely, if the condition in the first item of the theorem is satisfied, then we can always write s i = 1y 1 . . . y p * −1 and s j = 0y 1 . . . y p * −1 . Let x be a state in s i , with x U0 = 1 and x U k = y k 1 for all k = 1, . . . , p * − 1. Then, by negating the value of an entry of x U1 , we obtain a state x . Moreover, from Proposition 6, the trajectory, with x the initial condition, will enter s j in finite time steps, and hence s j is a successor of s i .
Case 2: σ(s i ) < σ(s j ). If s i s j is an edge of H, then from Proposition 6, we must have s i ≺ s j and σ(s j ) − σ(s i ) = 1, and moreover there exists at least one k such that |U k | = 1. Then, from the first item of Proposition 4, D has to be a rose. Conversely, if the condition in the second item of the theorem is satisfied, then again, by the first item of Proposition 4, there is a k such that |U k | = 1. Without loss of generality, we assume that k = 0, and write s i = 0y 1 . . . y p * −1 and s j = 1y 1 . . . y p * −1 . Let x be a state in s i with x U0 = 0 (note that x U0 is a scalar in this case). By negating the value of x U0 , we obtain a new state x . Then, from Proposition 6, the trajectory, with x the initial condition, will enter the periodic orbit s j . Thus, s j is a successor of s i .
Case 3: σ(s i ) = σ(s j ). If s i s j is an edge of H, then from Proposition 6, we must have that (i) s i = s j ; (ii) there exists at least one k = 0, . . . , p * − 1 such that y k = 0 and |U k | > 1. Combining the condition (ii) and the second item of Proposition 4, we know that D can not be a cycle digraph and s i = 1 . . . 1. Conversely, if the condition in the third item of the theorem is satisfied, then there is a k such that |U k | > 1. Without loss of generality, we assume that k = 0, and hence s i can be written as 0y 1 . . . y p * −1 . Since s i = 1 . . . 1, we can find a state x in the periodic orbit s i such that x U0 = 0. Now, by negating the value of an entry of x U0 , we obtain a new state x . Then, from Proposition 6, the trajectory, with x the initial condition, will enter the periodic orbit 0y 1 . . . y p * −1 , which is s i itself.
Transition weights
In this subsection, we introduce and compute the transition weight for each edge of the stability structure H. First, recall that the set I(x) is comprised of the states that differ from x by only one entry. It should be clear that |I(x)| = n for all x ∈ F n 2 . Now, let s i = {x(t 0 ), . . . , x(t 0 + p − 1)} be a periodic orbit, and s j be a successor of s i . We define µ(s i , s j ) to be the total number of pairs (x, x ), for x ∈ s i and x ∈ I(x), such that the trajectory of the conjunctive Boolean network, with x the initial condition, enters into s j . We then have the following definition:
Definition 9 (Transition weight) Let s i be a periodic orbit of period p, and s j be its successor. Then, the transition weight P (s i , s j ) on the edge s i s j of the stability structure H is
We note here that by the definition, sj P (s i , s j ) = 1, where the summation is over the successors of s i . Thus, each P (s i , s j ) can be understood as the probability of the transition from s i to s j upon the condition that the pair (x, x ) is uniformly chosen from the set {(x, x ) | x ∈ s i , x ∈ I(x)}.
For the remainder of this subsection, we evaluate the transition weight P (s i , s j ). To proceed, first note that by the arguments in the beginning of Subsection 4.1, we can identify the two periodic orbits s i and s j with two binary necklaces: s i = y 0 . . . y p * −1 and s j = y 0 . . . y p * −1 . From Theorem 2, we know that one of the following three conditions holds:
We thus introduce the following number for a pair of necklaces: Let s, s be two necklaces of equal length p * , with s s and σ(s) − σ(s ) = 1. We define γ(s, s ) to be the number of ways to obtain s from s by replacing a "1" in s with a "0". We note here that from its definition, γ(s, s ) can also be viewed as the number of ways to obtain s from s by replacing a "0" in s with a "1". For example, consider the case where p * = 4, and s = 1110, s = 1100. Then, there are two ways to obtain s from s: One way is to replace the first "1" in s with "0". The other way is to replace the third "1" with "0". So, in this case, γ(s, s ) = 2. We also refer to Fig. 7 for other values of γ(s, s ) under the case p * = 4. We further note that s γ(s, s ) = σ(s), where the summation is over the successors of s other than itself. We further need the following definition: Given a digraph D. We define an integer number α as follows: We let α = 0 if D is not a rose. Otherwise, we let α be the number of common vertices of the cycles of the rose D. From the proof of Proposition 4, we know that α is also the number of irreducible components comprised of a single vertex.
With the definitions and notation above, we establish the following result.
Proposition 7 Let D be a dependency graph associated with a conjunctive Boolean network. Let s i and s j be two periodic orbits (which can be identified as two binary necklaces). Then, the following holds: Proof of Proposition 7. Let s i = {x(t 0 ), . . . , x(t 0 + p − 1)} be a periodic orbit, and s j be a successor of s i . We first introduce some notations. For a time step t, for t 0 ≤ t ≤ t 0 + p * − 1, we let µ * t (s i , s j ) be the number of pairs (x(t), x ), for x ∈ I(x(t)), such that the trajectory of the conjunctive Boolean network, with x the initial condition, enters into s j . We further let µ * (s i , s j ) = t0+p * −1 t=t0 µ * t (s i , s j ). Then, from its definition, we have the following relation:
We now evaluate µ * t (s i , s j ) for each t = t 0 , . . . , t 0 +p * −1.
We identify s i with y 0 (t) . . . y p * −1 (t), and s j with y 0 . . . y p * −1 . We further let Γ(t) be a subset of {0, . . . , p * − 1} defined as follows: an index k is in Γ(t) if the binary necklace y 0 . . . y p * −1 can be obtained from y 0 (t) . . . y p * −1 (t) by negating the value of y k (t).
We now relate Γ(t) and Γ(t ) for two different time steps t and t . In particular, we show that if k ∈ Γ(t), then
To see this, note that from the second item of Theorem 1, we have that for all k = 0, . . . , p * − 1,
, and hence
which implies (7).
We first evaluate the transition weights for down-edges. Note that since s i s j , y k (t) = 1 for all k ∈ Γ(t), and moreover, |Γ(t)| = γ(s i , s j ). To proceed, we fix an index k ∈ {0, . . . , p * − 1}, and assume that x U k (t) = 1, and let x ∈ I(x(t)) be derived by negating an entry of x U k . Then, from Proposition 6, the trajectory, with x the initial condition, will enter a periodic orbit, which can be identified as the following binary necklace: y 0 (t) . . . y k−1 (t) 0 y k+1 (t) . . . y p * −1 (t). So, y 0 . . . y p * −1 coincides with the binary necklace above if and only if k ∈ Γ(t). It then follows that
Then, by combining (7) and (8) with the fact that
Thus, for the case s i s j and σ(s i ) − σ(s j ) = 1, we obtain P (s i , s j ) = γ(s i , s j )/p * .
We next evaluate the transition weights for up-edges. Note that since s i ≺ s j , y k (t) = 0 for all k ∈ Γ(t), and moreover, |Γ(t)| = γ(s j , s i ). To proceed, we fix an index k ∈ {0, . . . , p * − 1}, and assume that x U k (t) = 0, and let x ∈ I(x(t)) be derived by negating an entry of x U k . We know from Proposition 6 that if |U k | = 1, then the trajectory, with x the initial condition, will enter a periodic orbit identified as: y 0 (t) . . . y k−1 (t) 1 y k+1 (t) . . . y p * −1 (t), and vice versa. So, y 0 . . . y p * −1 coincides with the binary necklace above if and only if k ∈ Γ(t) and |U k | = 1. It then follows that
Then, by combining (7) and (9) with the fact that
Thus, for the case s i s j and σ(s i ) − σ(s j ) = 1, we obtain P (s i , s j ) = αγ(s j , s i )/(np * ).
As a final step, we evaluate the transition weights for selfloops. To proceed, we fix an index k ∈ {0, . . . , p * − 1}, and assume that x U k (t) = 0, and let x ∈ I(x(t)) be derived by negating an entry of x U k . We know from Proposition 6 that if |U k | > 1, then the trajectory, with x the initial condition, will enter a periodic orbit identified as: y 0 (t) . . . y k−1 (t) 0 y k+1 (t) . . . y p * −1 (t), and vice versa. So, y 0 . . . y p * −1 coincides with the binary necklace above if and only if x U k (t) = 0 and |U k | > 1. It then follows that
Following the second item of Theorem 1, we have that if
Now, by combining (10) and (11) with the fact that |{k :
Thus, for the case s i = s j and σ(s i ) = p * , we obtain P (s i , s j ) = (p * − σ(s i ))(n − α)/(np * ).
Conclusions and Outlooks
In this paper, we have introduced a new approach to study the dynamics of a conjunctive Boolean network, and investigated the stability structure of the periodic orbits. Specifically, we have proposed a vertex set partition of the dependency graph associated with the conjunctive Boolean network, and decomposed the digraph into multiple irreducible components. We have then introduced the induced dynamics on each of the irreducible components, and established in Theorem 1 the relationship between the original conjunctive Boolean network and the induced dynamics on the irreducible components. Following this relationship, we have further identified the periodic orbits of the conjunctive Boolean network with binary necklaces. By introducing a partial ordering on the set of binary necklaces, we have established in Theorem 2 the stability structure of the periodic orbits. In particular, we have provided in the theorem a necessary and sufficient condition for the existence of a transition from one periodic orbit to another under the condition that a single perturbation occurs to a state of the periodic orbit. The transition weights are also evaluated in Subsection 4.3.
Although systems biology serves as the main motivation for our research, applications of this work are by far not limited to gene regulatory networks. Conjunctive Boolean networks are also suitable to model, for example, water quality networks. In such networks, each Boolean variable can be viewed as the water quality within a pipe. The Boolean variable takes "1" if the water is not polluted, and "0" if the water is polluted. The water in each pipe comes from some other pipes, and is polluted if the water in any one of those other pipes was polluted. Other examples which can be modeled by conjunctive Boolean networks include social networks (information flow on Twitter or Facebook) and supply chain networks (movement of materials), and the results of this paper can be applied to all these networks as well.
There are a number of research directions in this area that could be pursued in the future, and we mention here a few of them. First, we recall that the stability structure is constructed by assuming that only a single entry of a state in a periodic orbit is perturbed. A natural question is then to ask what the stability structure would be like if more than one entry of the state are perturbed. We will investigate this question in the future. We also recall from Remark 6 that the loop number determines the set of periodic orbits, and also the stability structure (provided that the dependency graph is not a rose). We also provided a few references on algorithms of finding all cycles of a general digraph. A future direction following this would be to develop/improve algorithms for computing the loop number (so as to construct the stability structure) of strongly connected graphs, and to evaluate the computational complexity of these algorithms.
We also note here that conjunctive Boolean networks have been studied mostly over strongly connected digraphs. It is still not clear how to identify the periodic orbits of a weakly connected conjunctive Boolean network. One promising approach is to apply the strong component decomposition to the weakly connected digraph (see, for example, [6, 22] ) which partitions the digraph into strongly connected subgraphs. A few results obtained in this paper can be used to establish certain properties of a periodic orbit when restricted to each connected component. Yet, a complete understanding of the asymptotic behavior is still lacking, let alone characterizing the stability structure.
Amongst other future directions, we mention the research on the dynamics of non-conjunctive Boolean networks. For example, we have been working on Boolean networks whose value update rules are given by XOR (XNOR) and NAND (NOR) operations. Note, in particular, that the approach proposed in this paperdecomposing the dependency graph into irreducible components and relating the original dynamic to induced dynamics-can still be applied to any of these Boolean networks.
Last but not least, we are also interested in the control of a Boolean network. Consider, for example, that there is a subset of vertices whose values can be manipulated at any time step while the other vertices follow a certain value update rule. A question of particular interest is whether the system is controllable or not, i.e., for any initial condition x 0 and any final condition x 1 , whether there is a time duration T , and control sequences for the manipulable vertices such that the Boolean network can be steered from x 0 to x 1 after T time steps. This question has been addressed in [13, 14, 12] . Other questions, such as minimal controllability, i.e., finding a subset of vertices with least cardinality such that the system is controllable by manipulating the values of these vertices, are also in the scope of our future work. 1. Reflexivity. Since D is strongly connected, for any v i ∈ V , v i belongs to a cycle. Furthermore, p divides the length of the cycle. We thus have v i ∼ p v i .
Symmetry.
Suppose that v i ∼ p v j ; then, there exists a walk w ij such that p divides l(w ij ). Since the graph is strongly connected, there exists a walk w ji from v j to v i . By concatenating w ij with w ji , we obtain a closed walk w ii from v i to itself. It is known that any closed walk can be decomposed into cycles. This, in particular, implies that p divides l(w ii ). Since p divides l(w ij ), p divides l(w ji ), and hence v j ∼ p v i .
