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1. INTR~O~CTI~N 
The concise statement of the principle of optimality (POP) of dynamic 
programming (DP) is given in Bellman [6, p. 831. 
POP: An optimal policy has the property that whatever the initial state 
and intial decision are, the remaining decisions must constitute an optimal 
policy with regard to the state resulting from the first decision. 
As stated in Bellman and Lee [9, p. 11, the basic form of the functional 
equation (FE) of the POP is 
f(u) = opt Cff(u, U-(qu, u)))l, L’ (1) 
where u and v represent the state and decision vectors, respectively, T 
represents the transformation of the process, and f(u) represents the 
optimal return function with initial state u (here opt denotes max or min). 
As suggested in Wang [23,24], the form (1) can be generalized to 
f(u) = opt CWu, 0, g(T(u, ~)))I, L’ (2) 
where g need not be identical withf: In fact, g may be quite different fromf 
(see below). 
Based upon his observations (common sense or philosophy), R. Aris 
provided an interesting and useful explanation of the POP in [ 1, p. 271: 
If you do not do the best you can with what you happen to have got, 
you will never do the best you might have done with what you should have 
had. 
“What we happen to have got” in the sense of R. Aris is clearly a trans- 
literation of “the state resulting from the first decision” of the POP. In the 
* The author was supported in part by the NSERC of Canada Grant A4091. 
161 
0022-247X/89 $3.00 
Copyrtghl 0 1989 by Academic Press, Inc 
All nghfs of reproduckm m any form reserved. 
162 CHUNG-LIE WANG 
last thirty years, by means of the POP and the FE models, DP has 
developed many interesting and useful structures, by which many 
investigators have solved various problems arising in the held of science 
and engineering. These research results now can be found in textbooks or 
reference manuals; for example: Angle and Bellman [ 11, Aris [2], Bellman 
[4-71, Bellman and Dreyfus [8], Dreyfus and Law [ 121, Lee [14], and 
Nemhauser [ 161. For these books just mentioned, if each author decides to 
modify his first decision, the outlook of the book will be different but the 
essense must be the same. In other words, the first decision of the POP is 
not (and needs not be) unique. In this connection, as a continuation of 
Wang [22-251, this paper presents some calculus prroblems as examples to 
demonstrate the above finding. 
2. CALCULUS PROBLEMS 
Here, we consider some calculus problems (e.g., see Munroe 
[ 15, p. 5481): A box in the shape of a rectangular parallelpiped is to be 
made from a given amount of material. Find the proportions for maximum 
volume (i) if it has a top, (ii) if it has no top, (iii) etc. Such calculus 
problems can be formulated as the following DP problem, 
subject to 
f3( A) = max xyz 
axy + by2 + czx = 1, x, y, z, 2 > 0, 
(3) 
(4) 
where a, 6, and c are positive constants. 
First, we solve (3) in a slightly more generalized setting, 
f3(l) = max xaySzY, (5) 
where ~1, fi, y, c1+ /I - y, etc. > 0. 
Now if we treat xy, yz, and zx as three variables, the nonlinear 
constraint (4) becomes linear. Setting 
I+= a+P-Y 
2 ’ 
s=P+Y-a 
2 ’ 
t=y+a-P 
2 (6) 
we have 
(7) 
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Problem (5), (4) can be solved by either the FE approach of DP (e.g., 
see [3,4, 223) or the usual arithmetic-geometric (AG) inequality. So, 
applying the AG inequality on [. . .] in (7), we obtain 
The maximum in (5) 
f,(A) =(5)’ (;>’ (;>’ [&J+s+’ 
is attained at 
a-v b czx A -c-=-c 
r s t r+s+t 
which is equivalent to 
2 tr b ‘I2 
x= --- 
r+s+t s ca > 
(8) 
(9) 
(10) 
In order to solve problem (3), (4) alternatively, we need an almost self- 
evident lemma as follows. 
LEMMA. Let f be a real function on a close interval. Zf max f (x) = k, then 
max[f (x) - k] = 0. In addition, if g is an increasing function, then 
maxdf(x))=gW 
We note that once x is chosen, the remaining problem is that of choosing 
y =y(x), z = z(x) subject to (4) so as to maximize xf2(A, x); i.e., 
(12) 
where 
f2(A, x)= maxyz. 
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We note that once y is chosen, the remaining problem is that of choosing 
z = z(y) subject to (4) so as to maximize yz( y), i.e., 
and 
f2(J, x) = max p(y). 
? 
From (4), we have 
i-axy 
z(Y)=- 
by+cx 
where 
Y4Y) = 
Ay-axy 1 
by+cx 
= p (rib + 2zcx’) - G(y), 
G(y)=~(by+cx)+~(Ib+acx2)(by+cx)~1. 
Applying the AG inequality on (16), we have 
G(y)>; [acx2(Ab+acx2)]“2 
with equality holding in (17) if and only if 
’ 
0 
’ “2 [(bn + acx2)“2 - (ac)‘12 x]. Y=; ; 
Substituting (18) into (14), we have 
’ z(Y)=h ; 
0 
a “2 [(Lb + acx2)1’2 - (ac)“’ x]. 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
Combining (17) and (15) in conjunction with (13) we have that the 
maximum 
1 
f2(4 x) =g [(A.b + acx2)lj2 - (ac)“’ x]’ 
is attained at y and z(y) given in (18) and (19), respectively. 
Substituting (20) in (12), we have 
f,(L) = m-ax $ [(Abx+ acx3)lj2 - (acx3)1/2]2. 
(20) 
(21) 
DYNAMICPROGRAMMINGV 165 
Setting 
(Abx + OCX~)“~ - (ucx~)~‘* = k 
which is equivalent to 
0 = 2k( ac) 1’2 x3’* - Abx + k* 
= 2k(ac)‘/* ( 
x1/2 /lb /i3b3 
+ 6(ac)“*k > 
+k2- 
27ack2 
A3b3 ak*-- 
2’?ack* 
the equality holds in (22) if and only if 
I/2 - Lb x - 
3(m)“* k 
or 
A2b’ 
x=m. 
Again from (22), we have 
k* = b*f,(b) 
(22) 
(23) 
(24) 
From (12), (18), (19) (21), (23), and (24), it follows that the maximum 
f,(A) = (abc)-“* ; 
0 
312 
is attained at 
xq!J2, +.),: z=(;;)1’2 
whichisidenticaltox,y,zgivenin(ll)withr=s=t=t(ora=B=y=l). 
3. CONCLUDING REMARKS 
It is interesting and useful to point out that the original multiplicative 
programming problem (3) became a difference programming problem (21) 
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in the end with a fractional programming problem (13) (e.g., see [lo, 183) 
as the intermediate stage due to our DP process. This indeed reveals the 
intrinsic nature, flexibility, adaptability, and versatility of the DP approach. 
As the result given above, as well as the results in [22-251 in 
conjunction with the relationship between inequalities and mathematical 
programming developed in [ 13, 19,201, has shown, the development of the 
theory of DP will bridge the gap between the basic tools of calculus (e.g., 
see [15]) and the techniques of modern optimization (e.g., see [17]). 
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