We report on the determination of chemical abundances of 38 solar analogues, including 11 objects previously identified as super metal-rich stars. We have measured the equivalent widths for 34 lines of 7 different chemical elements (Mg, Al, Si, Ca, Ti, Fe, and Ni) in high-resolution (R ∼ 80 000) spectroscopic images, obtained at the Observatorio Astrofísico Guillermo Haro (Sonora, Mexico), with the Cananea High-resolution Spectrograph. We derived chemical abundances using ATLAS12 model atmospheres and the Fortran code MOOG. We confirmed the super metallicity status of 6 solar analogues. Within our sample, BD+60 600 is the most metal-rich star ( 
The present work is the continuation of a global project aimed at determining atmospheric parameters and chemical abundances of solar analogues (main sequence stars with spectral types between G0 and G3) 1 , with special interest in looking for giant exoplanet host star candidates. In López-Valdivia et al. (2014) , we simultaneously determined the basic stellar atmospheric parameters [effective temperature (T eff ), surface gravity (log g), and global metallicity ([M/H])], for a sample of 233 solar analogues, using intermediate-resolution spectra (R ∼ 1700 at 4300Å) and a set of Lick-like indices defined within 3800-4800Å. We determined for the first time the atmospheric parameters for 213 stars, of which 20 are new super metal-rich star candidates (SMR; [M/H]≥0.16 dex).
The second goal of our project is the analysis of chemical abundances, which we started with the determination of the lithium abundance of a sample of 52 stars (López-Valdivia et al. 2015) . The analysis was carried out using narrow band high-resolution spectra (R ∼ 80 000) centred on the 6708Å lithium feature. This sample included 12 SMR objects from our previous work (López-Valdivia et al. 2014) .
In this third part of the series, we complement the lithium abundance with the chemical abundances of Mg, Al, Si, Ca, Ti, Fe, and Ni, for 38 solar analogues. The sample and the observations are described in Section 2. In Section 3, we detail the determination of the chemical abundances, and, in Section 4, we discuss the results.
STELLAR SAMPLE AND OBSERVATIONS
We selected 38 objects among the brightest stars of López-Valdivia et al. (2015) . In Table 1 , we list the name of the star, the visual magnitude, the spectral type and the atmospheric parameters (and their uncertainties) for the entire sample. The spectroscopic data were collected at the 2.1 m telescope of the Observatorio Astrofísico Guillermo Haro, located in Mexico, using the Cananea High-resolution Spectrograph (CanHiS). CanHiS is equipped with mid-band filters, that provide access to ∼40Å wide wavelength intervals in a single diffraction order.
We observed the entire sample with a spectral resolving power of R ∼ 80 000 and a typical signal-to-noise ratio (S/N) of about 100, using 4 different filters of CanHiS, centred at 5005, 5890, 6310, and 6710Å, respectively, giving access to lines of Mg, Al, Si, Ca, Ti, Fe, and Ni (Fig. 1) . We also obtained the solar spectrum reflected by the asteroid Vesta with the same instrumental setup. Per filter and per star, we collected at least 3 exposures, resulting in total exposure times between 1.5 and 3 hours.
Data reduction was conducted following the standard procedures of IRAF: bias subtraction, flat-field correction, cosmic-ray removal, wavelength calibration through an internal UNe lamp, and, finally, continuum normalization. We then shifted all the spectra to the rest frame, using a degraded (to our resolution) version of the high-resolution spectrum of the Sun (Kurucz et al. 1984) as template. For each star (and filter) we co-added single exposures weighted by the S/N to obtain the final spectrum.
ABUNDANCES DETERMINATION
We determined the chemical abundances, through a local thermodynamic equilibrium (LTE) analysis, using the driver abfind of the February 2013 version of MOOG (Sneden 1973) , which performs an adjustment of the abundance to match a single-line equivalent width (EW). MOOG requires a standard solar composition (we used the solar abundances of Grevesse & Sauval 1998) , a model atmosphere, a line list, and an EW measurement to compute atomic abundances. Below we describe in detail each of these requirements.
Photospheric parameters and model atmospheres
In order to compute a model atmosphere the basic parameters are required: T eff , log g, [M/H], and the microturbulence velocity (ξ). We adopted the T eff , log g, and [M/H] values of our previous work (López-Valdivia et al. 2015) . For ξ, we used the grid of atmospheric parameters of Takeda et al. (2005) , which includes determination of T eff , log g, [M/H], and ξ for 160 FGK stars. We looked within the Takeda's grid the nearest set of the first 3 parameters for each star in our sample, and we assigned the Takeda's determination of ξ to our star. We found ξ values between 0.83 and 1.63 km s −1 , which are in agreement with values determined from synthetic spectra (Husser et al. 2013) .
Regarding the atmospheric parameters uncertainties, we used those reported in López-Valdivia et al. (2015) . For those cases where uncertainties were not available, we assigned, for log g and ξ, ± 0.27 dex and ± 0.27 km s −1 , as the typical uncertainty, which is the standard deviation of both log g and ξ distributions of the Takeda's stars with T eff within the values of our sample. For the uncertainty of [M/H] we assumed ±0.10 dex as a conservative error.
Using the atmospheric parameters reported in Table 1 , we computed an ATLAS12 (Kurucz 2013 ) model atmosphere for each star; we also computed a solar model atmosphere with T eff,⊙ =5777 K, log g⊙=4.44 dex, [M/H]⊙=0.0 dex, and ξ⊙=1.0 km s −1 .
Line list
We extracted the atomic transitions between 4995 and 6730Å from The Viena Atomic Line Database (VALD, Piskunov et al. 1995; Kupka et al. 1999) , using the atmospheric parameters of the Sun. With these atomic transitions and the ATLAS12 solar model, we created with SYNTHE (Kurucz & Furenlid 1979; Kurucz & Avrett 1981; Kurucz 1993 ) a synthetic solar spectrum at the same spectral resolution as our observations. From the Vesta spectrum we selected 34 suitable atomic lines (listed in Table 2 and shown in Fig. 1 ) of 7 different chemical elements (Mg, Al, Si, Ca, Ti, Fe, and Ni), avoiding weak or saturated lines and blends. Neves et al. (2009) pointed out that oscillator strengths (log gf ) of VALD might not be accurate enough for all the atomic transitions. To correct these possible inaccuracies, we determined the EW (see Section 3.3) for the 34 selected lines in the observed and synthetic solar spectrum; then, we compared both measurements and we modified the log gf until both measurements (observed and synthetic) agreed. For 15 lines, we also slightly modified the central wavelength reported by VALD. The transition parameters from VALD as well as their modifications are reported in Table 2 .
Equivalent widths
The EW determination plays a fundamental role in the abundance determination. Since the EW depends strongly on the local continuum level, it is of crucial importance to determine it as accurately as possible. We implemented the following procedure to establish the local continuum level and to measure the EW.
First, by means of a Gaussian fit of a small region (5Å), we identified and removed the points that form the spectral line of interest, which are points enclosed in a interval of ±3σ from the central wavelength of the line. Then, we passed through an iterative routine the remaining spectrum, which is a combination of neighbouring lines and noise, to remove points above ±2σ their average value in order to identify the local continuum. Finally, we adjusted to the line a Gaussian profile whose integral represents its EW.
We estimated the error on the EW applying a Monte Carlo method with 1000 iterations, randomly adding to the spectrum the noise of the local continuum. We checked the consistency of our procedure by means of a comparison of solar line EWs determined in two different works (Neves et al. 2009; Takeda et al. 2005) with those determined by us. We measured in the solar spectrum of Kurucz et al. (1984) , also used by Takeda and Neves, the EW for 57 and 178 iron lines reported by Takeda et al. 2005 and Neves et al. 2009 , respectively. From this comparison, which is depicted in Fig. 2 , we found good agreement, with some small differences, which can be explained by different local continuum levels.
Abundances computation and error budget.
For each star and Vesta, we measured the EW of all lines listed in Table 2 . We rejected, through visual inspection, the lines whose best fit was not accurate enough; these lines vary from star to star. The EWs of Table 3 were used in MOOG to compute the chemical abundances. For species with more than one analysed transition, we carried out a weighted mean to obtain the final abundance, after having discarded outliers with an iterative 3σ clipping.
It is important to note that these two rejection processes could introduce potential biases and different abundance scales in stars with different excluded lines. The first filter is actually a visual inspection that relies on the S/N of the spectra and is not directly associated with abundances, while the sigma clipping is indeed applied directly to abundances, but it was employed in only one Fe line of eight stars. In order to take into account these potential biases, we conducted a Monte Carlo procedure Table 1 . Atmospheric parameters and their uncertainties of the stellar sample. For all the stars of our sample the error on the microturbulence velocity is 0.27 km s −1 . in which we computed the Fe, Ni, and Ti abundance (elements with more available lines within our line list with 18, 6, and 5, respectively) for Vesta and some stars of our sample. We computed the mean abundance of Fe, Ni, and Ti using different size sets of randomly selected lines. After 1000 iterations for each set, element, and star, we demonstrated that the final abundance of these elements in all the cases does not change by more than 0.02 dex on average.
We report in Table 4 the abundances of the 7 atomic elements for our sample; they are given with respect to the solar abundances determined for Vesta 2 (see Table 5 ). The Table also provides the abundance uncertainty and the number of lines used for the abundance determination. Along with the uncertainty on the EW measurement, the error on the stellar parameters is the source that most affects the final abundances. To properly assess it, we constructed a small matrix of abundance variations as a function of the difference in four atmospheric parameters (T eff , log g, Table 1 . The error on the abundance derived from each absorption line is the quadratic sum of the error on the atmospheric parameters and the EW. Table 6 , where we also provide the probability [P(%)] of hosting a giant planet, obtained from the probability functions of Gonzalez (2014) and Fischer & Valenti (2005) , based solely on chemical composition considerations. BD+60 600 (39%) and BD+28 3198 (22%) stand out as the best targets for a giant exoplanet search program.
[X/Fe] behaviour and comparison with
literature data.
In Figure 5 , we show the [X/Fe] ratios for the elements included in our analysis. In order to check for consistency with other abundance studies on objects of the solar neighbourhood, we compare our results with the works of Neves et al. (2014), which include LTE abundances for FGKM main sequence stars, within a distance of 150 pc from the Sun. We found good agreement with these previous works. Our Mg, Si, Ca and Ti ratios present a higher scatter than Al, and Ni, nev- ertheless, this pattern is also present in the comparison sample.
The errors in the Ca abundance are, on average, larger than for the other elements and always higher than 0.10 dex. This anomaly is due to fact that the Ca abundance is very sensitive to the error in surface gravity: in fact, we found that σ log g = 0.20 dex produces a difference of 0.08 dex in the Ca abundance, while for the other elements the uncertainty in log g does not affect much the overall error.
We found 8 of our stars in the Hypatia catalogue, a compilation of chemical abundances from high-resolution spectroscopy (Hinkel et al. 2014) , and 2 objects are also present in the more recent work by Mahdi et al. (2016) . We found a maximum (minimum) difference of +0.20 dex (-0.02 dex) between our abundances and those of Hinkel et al. (2014) .
This discrepancy is as large as the typical dispersion among catalogues included in Hinkel et al. (2014) . As an example, in Fig. 3 Hinkel et al. (2014) , has a iron abundance 0.05 dex lower than in Grevesse & Sauval (1998) , the agreement with our results improves. Mahdi et al. (2016) provide the abundance of Si, Ca, Ti, Fe, and Ni for the stars HD 42807 and HD 111513. We found a difference with our results between +0.08 and +0.11 dex for HD 42807 and in the interval −0.15 to +0.07 dex for 
Stars with broad line profiles
Two stars, TYC 2655-3677-1 and HD 228356, show line profiles which are significantly broader that the rest of the sample (see Fig. 4 ). This is due to relatively high rotational velocity (with a possible significant contribution by macroturbulence). These two objects also have high lithium abundance (A(Li)=2.54 for TYC 2655-3677-1 and HD 228653 of A(Li)=2.71; López-Valdivia et al. 2015) , indicating that they are probably young stars. Their line profiles, however, are broad enough to make very difficult to identify isolated, un-blended lines for a correct abundance measurement. We have therefore excluded the two stars from our abundance analysis.We measured the FWHM and we computed, using eq. 6 of Strassmeier et al. (1990) , the projected rotation velocity (v sin i) for 6 atomic lines in the region around 6710Å.
We assumed a macroturbulence velocity of 3 km s −1
and an instrumental FWHM = 0.19Å and we obtained v sin i = 8.5 and 9.7 km s −1 for TYC 2655-3677-1 and HD 228653, respectively. 
