PROFILE LIKELIHOODS IN CASES OF MULTIMODALITY
As mentioned in the main paper, we ran Profile Likelihoods for each mode detected with the Monte Carlo Multiple Minimisation. The reason for this is that the method by which these profiles are computed are local (reoptimising from the current point at each step). The result is that one runs the risk that the profile likelihood fails to leave a mode before the error reaches the threshold (see for example the green profile for parameter 4 in the top row). It is therefore important to validate that all modes have been reached after running the Profile Likelihoods. Mode switches can also be observed (for an example, see the blue profile for parameter 1 in the bottom row). The profiles can subsequently be merged afterwards. Note that some of the parameters were structurally non-identifiable and showed clear relationships between the parameters when plotted in a scatter plot (see Figure 1 ). Shown in Figure 2 are the three separate Profile Likelihoods performed in order to obtain the merged version in the paper. The starting value for each profile is denoted with a cross. 
DETAILS REGARDING THE MCMC SAMPLER
As mentioned in the paper MCMC is a technique used to obtain samples from probability distributions known only up to a normalising factor. Given that p( θ) is a non-negative integrable function, the Metropolis Hastings algorithm will provide a sequence of samples (also known as chain) whose equilibrium distribution is proportional to p( θ) using only evaluations of p( θ). If the chain is irreducible and aperiodic then the chain will settle down to a limiting (ergodic) distribution. Irreducibility requires that it must be possible to get from any two possible states of the system to the other in a finite number of steps. A sufficient condition to ensure that p( θ) is the limiting distribution is that the samp;ler satisfies detailed balance (1) where π(.) corresponds to the invariant distribution and p(x, y) corresponds to the distribution used for proposing the next step (the proposal distribution). This property ensures that the chain is reversible (two sides are equal).
The Metropolis algorithm ensured chain ergodicity by using only symmetric proposals (where the probability of a forward and backward move should be equal, i.e. the proposal distribution does not change). A generalisation by Hastings lead to the an additional term in the acceptance probability which ensures detailed balance for non-symmetric proposal distributions. The resulting algorithm, named the Metropolis-Hastings algorithm is generally considered as the workhorse of MCMC methods. The algorithm proceeds by iteratively performing a number of steps:
• 1. Generate a sample θnew by generating a sample taken from a proposal distribution based on the current state • 2. Compute the likelihood of the data L(y D | θnew) and calcu-
, where P ( θnew) refers to the prior density function.
• 3. Draw a random number γ from a uniform distribution between 0 and 1 and accept the new step if γ < min
The ratio of Q is known as the Hastings correction and ensures detailed balance, a sufficient condition for the Markov Chain to converge to the equilibrium distribution. It corrects for sampling biases resulting from non-symmetric proposal distributions. It corrects for the fact that the probability density going from parameter set θn to θn+1 and θn+1 to θn is unequal when the proposal distribution depends on the current parameter set. It is defined as the ratio between the proposal densities associated with going from n to n+1 and n + 1 to n. The apparent simplicity of the algorithm makes it conceptually attractive. Naive approaches can lead to MCMC samplers that converge slowly and/or stay in the local neighbourhood of a local mode (Calderhead and Girolami, 2009 ).
Proposals
Regarding the proposal distribution, we employ an adaptive Gaussian proposal distribution whose covariance matrix is based on a quadratic approximation to the cost function (Gutenkunst et al., 2007) . This matrix is computed by taking the inverse of an approximation to the Hessian matrix of the model under consideration. Such adaptation to the local geometry of the problem results in taking larger steps in directions where the cost function does not change much (improving efficiency of the sampler). Such a Gaussian distribution is characterised by a positive definite covariance matrix Σ, the number of dimensions d and the vector of mean values µ (2). Sampling from such a distribution is straightforward.
Compute a decomposition such that RR T = Σ. Subsequently draw a vector z of N independent normal variates.
Since in our case, the normal distribution is centered around the current point, the expression for the next point becomes xnew = x + R z. If the proposal distribution depends on the current state (asymmetric proposals), then the proposal needs to be corrected for the imbalance in proposal densities in the two directions using the Hastings term, which can be calculated for a multivariate Gaussian proposal distribution as (3).
Calculating the true Hessian is costly and numerically challenging, which is why the approximation based on the model sensitivities is used. Depending on the model, these can either be computed by solving the sensitivity equations, or by means of finite differencing (for which strict tolerances are required to ensure reliable derivatives). The Hessian approximation is subsequently decomposed using the singular value decomposition (4), where S is a diagonal matrix containing the singular values. The decomposition delivers a matrix of singular vectors U and a diagonal matrix with associated singular values. Large singular values of the Hessian matrix correspond to well constrained directions, while low values correspond to poorly constrained directions in parameter space.
In practical cases, some directions in parameter space can be so poorly constrained that this leads to a (near) singular Hessian (some singular values near zero). As a result, the proposal distribution will become extremely elongated in these directions, leading to proposals where parameters take on extreme values and acceptance ratios decline due to integration failures or rejections due to low probability. One approach to avoid such numerical difficulties is to set singular values below a certain threshold to a specific minimal threshold (prior to inversion) or to make use of a trust region approach. Rather than setting a fixed cutoff, a trust region approach (5) involves an adaptive mechanism for shrinking the sampling kernel. Here J corresponds to the sensitivity matrix while I corresponds to an identity matrix. Since the Hessian approximation corresponds to a quadratic approximation of the cost function, we can estimate what the cost would be at a certain point prior to sampling it. If this cost deviates more than a certain allowed threshold, we increase λ, making the proposal more circular, otherwise we decrease λ. Additionally, we include including non-uniform priors (when available) in the Hessian approximation, by including their respective derivatives in the approximation of the sensitivity matrix S.
The avoid the computation of costly inverses, we compute the sampling matrix directly from the SVD using (6). Here s corresponds to a problem specific (tuned) scaling factor, T to the temperature N dim to the number of parameters.
The inverse required for the Hastings correction can subsequently be computed as (7). Since the determinant only appears in ratios, the linear scaling needs not be explicitly calculated since it will cancel out due to the dimensionality of the problem remaining constant (8). Therefore the ratio is computed as a product of the ratios of the singular values.
Parameter representation In order to deal with the large difference in scales, certain parameters can be considered in log-space. Note however, that the prior distribution is generally not invariant of the way the model is parameterised. The transformation between parameters can be described by the matrix of partial derivatives with respect to the equations which transform the parameters from one parameterisation to another (the Jacobian of the transformation). In order to calculate a prior distribution that is equivalent in terms of inference under a different parameterisation, one needs to compute the absolute value of the determinant of the Jacobian of the transformation. This corrects for the stretching and compression of the distribution due to the reparameterisation (9).
In the case where we perform the MCMC in logarithmic space, we obtain the following expression (10) to be included in the acceptance probability.
For the Hessian based approach, the proposals can subsequently be generated using the equation in (11). Where the Hessian approximation in log space is computed by applying the chain rule (12). θn+1 = θne
Multi modality In some cases, posterior distributions can be multi modal and the sampler is unable to leave a local mode within a reasonable number of iterations. One option to improve mixing is to start a number of parallel chains using the data at different 'temperatures' T (13). Since the cost function will flatten out for higher temperatures, chains at higher temperatures are able to traverse the solution space more freely. Exploiting this property, we use Metropolis-Coupled MCMC (Calderhead and Girolami, 2009 ).
Here multiple MCMC chains are started where samples from the higher temperatures are exchanged with samples at lower temperatures using switch moves. These are performed by randomly selecting two adjacent temperatures and computing an MetropolisHastings step using the acceptance ratio given in (14) . Technically what this means is that one defines a joint probability space, where multiple instances of the parameter vector are concatenated. Similarly, the objective function is copied and concatenated with each copy corresponding to a different temperature. Updates are performed per parameter group, while switch moves enable the sampler to switch the parameters between two groups. Since we are interested in the distribution at T = 1 we only use samples from this respective chain.
Autocorrelation Due to the way samples are generated in MCMC, a sampler will generate samples that are often highly correlated. One method to get an idea of how well the chain is mixing, one can plot the autocorrelation function of an observable or parameter. Such correlations decrease approximately exponentially suggesting that the chain effectively loses its correlation as it progresses and the sample taken a certain number of iterations later is no longer closely related to the initial one. Slowly decaying autocorrelations are a warning sign that the chain is mixing slowly for that observable or parameter. Because of the correlated nature of MCMC chains, results are often thinned. Here one employs subsampling by only using every m th iteration. Such subsampling can be considered when computing predictions using samples obtained via MCMC is costly compared to running the chain (Geyer, 1992) and/or the autocorrelation function decreases slowly. In order to perform the feasible space analyses in step 4, we typically thinned our chains by a factor of 100, resulting in a number of samples well above the Effective Sample Size (ESS).
Estimates of the ESS were obtained using the initial monotone sequence estimator (Geyer, 1992) . The ESS is computed from the empirical autocorrelation ρ(t). One first defines the sum of adjacent pairs of autocorrelations φ(t) = ρ(2t) + ρ(2t + 1). Subsequently one enforces monotonicity by setting each subsequent φ(t) to the minimum of the preceding ones. Subsequently d is chosen such that φ(t) is positive for 1...d. The ESS is then given by (15) where M denotes the number of samples in the MCMC chain.
Comparison with MMALA
In order to validate the results from our MCMC, we compared them to results obtained with another MCMC method. This second method named MMALA is based on Langevin diffusion on a Riemannian Manifold (Girolami and Calderhead, 2011) . The timestep was chosen in such a manner that we obtained an acceptance rate of about 50%. Based on the results, we could see no systematic difference between the posterior distributions obtained with the different methods (see Figures 3 and 4) . 
COMPUTATIONAL METHODS
All of the algorithms were implemented in Matlab (Natrick, MA). Numerical integration was performed using compiled MEX files using numerical integrators from the SUNDIALS CVode package (Lawrence Livermore National Laboratory, Livermore, CA). Absolute and relative tolerances were set to 10 −8 and 10 −9 respectively. Integration time for a single integration was allowed to be 10 seconds at most after which an integration is assumed to fail and a large error is returned. Throughout the experiments integration failures were carefully monitored.
In order to perform the initial large scale search, we took random samples from a log uniform hypercube to obtain initial parameter values. These were subsequently optimised using the LevenbergMarquardt minimiser from the MATLAB Optimisation Toolbox. The best fit was subsequently selected and used for determining the Profile Likelihood. For the parameter step size, a simple heuristic was used. Each time the parameter of interest is increased or decreased the increase in cost is evaluated. Subsequently the step size was increased when the increase in cost function was below a certain threshold, while decreasing it and not accepting the step when the cost increased too much in one step. These thresholds were defined relative to the difference in sum of squares of the optimum and the confidence bound limit [10 −3 χrange, 10 −2 χrange] respectively. Stepsizes were forced to stay within the range of [10 −5 , 10 −1 ]. After accepting a step, the parameter set is optimised under the constraint that the parameter of interest is kept fixed at its new value.
For the MCMC method, in order to attain an adequate acceptance rate and good mixing, the proposal scaling was determined during an initial tuning stage. This tuning was performed by running many short chains (100 iterations each), targeting an acceptance rate between 0.2 and 0.4. If the acceptance rate was high, 10% was added to the scale, while 10% was substracted in the case where the acceptance was too low. Interestingly the chains at higher temperatures had very similar acceptance rates once started. For the MCMC method, no cutoff was necessary in the case of the uniform priors, while the cut off was set to 10 −6 in the case of log uniform priors. It was observed that this greatly affected the acceptance rate.
JAK-STAT MODEL EQUATIONS
Model equations for the JAK-STAT model were specified as (16). The model is driven by an external input u1, which is based on a spline interpolation to phosphorylated EpoR data. See Raue et al. (2009) for further details.
POSTERIOR ANALYSIS
Credible interval bounds are defined as bounds that enclose a desired fraction of the area of the posterior density. The number of samples on the left of the left credible interval bound is given by βN samples , while the right credible interval bound is given by (γ −β)N samples .
Here γ refers to the desired fraction of the excluded area and β is chosen between the range [1, γ]. β is chosen in such a way that the distance between the right and left bound is minimal. Under the assumption that the distribution is unimodal, this leads to the maximal posterior density between the bounds. Considering that we now have a sample of simulations representing model behaviour supported by data, it makes sense to take a closer look at the data used for parameterisation a posteriori. This is useful, since in many cases, data is obtained from different sources and under different experimental conditions. By computing specific output quantities and examining their apparent relation to the experimental data, it is possible to investigate whether there are any apparent contradictions in the data and/or model.
Using simulations based on samples from the posterior parameter distribution, one can compute a ranked correlation coefficient between different quantities of interest. These can be computed by ranking the values of each residual (lowest value getting rank 1, highest value getting rank N) and subsequently computing a correlation coefficient, where x and y denote the vectors of interest. This quantity indicates whether the relation between the various residuals is monotonic or not. A ranked correlation value near one indicates that two residuals are positively monotonically related within the ensemble while a ranked correlation near minus one indicates a negative monotonic relation. Finally, a ranked correlation near zero implies that there is no detectable monotonic relationship between two residuals. Relations between different parameters and predictions can be investigated in a similar manner. 
RESULTS
After the Posterior Predictive Distribution has been determined, we can visualise relations within this PPD. An example of this is shown in Figure 5 where we can see a clear correlation between state 3 and state 4. On the top left we can see the PPD for one of the states, whilst on the right we see the relation between two states at two particular time points. The correlation is shown in the figure on the bottom left.
As shown in Figures 6 and 7 , rank correlation between the individual points of both experiments (two groups of 16 datapoints) is low, indicating that there are no causes for concern regarding inconsistencies in the data. 
PRIORS
Performing a ranked correlation analysis of the posterior predictive distribution indicates that state two will be affected by the assumed empirical prior. As shown in Figure 8 , it is clear that there is a monotonic relationship between state two and parameter two.
COMPARISON OF POSTERIOR PREDICTIVE DISTRIBUTION TO PREDICTIONS OBTAINED USING THE PROFILE LIKELIHOOD METHOD
In order to compare both methods in terms of predictions we show both the posterior distribution and predictive distribution alongside simulations from the Profile Likelihood in Figure 9 and 10. Here, identifiable parameters were given a prior that corresponds to a uniform distribution in logspace. Note that these Profile Likelihoods have been computed including the prior on the scaling factor (otherwise the scaling would be completely unbounded). 
