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The identification of the parameters of a nonlinear constitutive model of soil mass is
based on an inverse analysis procedure, which consists of minimizing the objective
function representing the difference between the experimental data and the calculated
data of the mechanical model. A gradient-based optimization algorithm is developed for
estimating model parameters of soils in earth pressure balance (EPB) shield tunneling.
The parameter values of the nonlinear constitutive model are searched for by using the
Levenberg–Marquardt approximation which can provide fast convergence. The parameter
identification results illustrate that the proposed parameter inversion procedure has not
only higher computing efficiency but also better identification accuracy. The results from
the model are compared with simulated observations. The models are found to have good
predictive ability and are expected to be very useful for estimating model parameters for
soils in EPB shield tunneling.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The soil parameters represent the strength and resistance of the soil for shield tunneling. Knowing the soil strength
and resistance, the forces acting on the cutterhead of the shield machine can be predicted. The predicted forces can
hence be utilized to improve the tunneling strategy by avoiding ground movements. This can also provide the operator
with information on the hardness of the soil to facilitate planning a better excavating strategy. The soil can be classified
into different categories based on the soil parameters, and the tunneling strategy can be optimized taking such soil
parameters into consideration. Thus, the efficiency and productivity of the excavation can be increased and the associated
cost can be reduced. Commonly used parameter identification procedures include using optimization procedures [1,2],
genetic algorithms [3,4], neural networks [4,5], evolution algorithms [6], particle swarm optimizations [7], ant colony
system algorithms, calibration methods [8], hybrid optimization algorithms [9], and Levenberg–Marquardt algorithms
[10,11]. Shield tunneling has become a well-established tunnel construction method for various ground conditions. It is
characterized by relatively complex interactions between the soil, the tunnel boring machine (TBM), the hydraulic jacks,
the tunnel lining and the tail void grout. It is sometimes difficult to clearly identify correlations between key parameters
from measurement data due to the varying conditions of the measurements and the resulting large scatter. If realistic
numerical models are used, simulations represent a useful tool for identifying and quantifying such correlations. To choose
a constitutive model, one must verify its ability to represent the real behaviour of the soil under the loading considered.
The aim of this paper is to propose a new inversion algorithm for estimating model parameters, and to demonstrate
the usefulness of the optimization method developed for parameter estimation for a nonlinear constitutive model of
conditioned soils.
∗ Corresponding author. Tel.: +86 15040637078.
E-mail address: lishouju@dlut.edu.cn (S. Li).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2010.08.051
2006 H. Yu et al. / Computers and Mathematics with Applications 61 (2011) 2005–2009
2. Basic mechanical properties of soils
In order to provide a simple framework encompassing themost important characteristics of conditioned soil stress–strain
behaviour using material parameters available from conventional laboratory tests, Duncan and Chang [12] developed
a hyperbolic model based on the hyperbolic equation proposed by Kondner [13]. Because of its simplicity and wide
applicability, Duncan and Chang’smodel is adopted herein to define the nonlinear stress–strain behaviour of the conditioned
soil in the chamber of a shield machine. The stress–strain behaviour of conditioned soil depends on a number of different
factors including the density, water content, structure, drainage conditions, strain conditions, duration of loading, stress
history, confining pressure, and shear stress. The hyperbolic equation proposed by Kondner is expressed as follows:
(σ1 − σ3) = εa+ bε (1)
where σ1 and σ3 are the major and minor principal stresses; ε is the axial strain; a and b are constants whose values may
be determined experimentally. By expressing the parameters a and b in terms of the initial tangent modulus value and the
compressive strength, (1) can be rewritten as follows:
(σ1 − σ3) = ε
1
Ei
+ εRf
(σ1−σ3)f
 (2)
where Rf is the failure ratio, which always has a value less than unity; the value of Rf has been found to be between 0.75 and
1.00. (σ1 − σ3)f is the compressive strength. Experimental studies by Janbu [14] have shown that the relationship between
the initial tangent modulus and the confining pressure may be expressed as
Ei = Kpa

σ3
pa
n
(3)
where Ei is the initial tangent modulus; pa is the atmospheric pressure expressed in the same pressure units as Ei; K is a
modulus number; n is the exponent determining the rate of variation of Ei with σ3. If it is assumed that failurewill occurwith
no change in the value of σ3, the relationship between the compressive strength and confining pressure may be expressed
conveniently in terms of the Mohr–Coulomb failure criterion as
(σ1 − σ3)f = 2c cosϕ + 2σ3 sinϕ1− sinϕ (4)
where c andϕ are theMohr–Coulomb strength parameters. (3), (4) in combinationwith (2) provide ameans of relating stress
to the strain and confining pressure by means of the five parameters K , n, c , ϕ and Rf . The stress–strain relationship may
be employed very conveniently in incremental stress analyses because it is possible to determine the value of the tangent
modulus corresponding to any point on the stress–strain curve. If the value of the minor principal stress is constant, the
tangent modulus may be expressed as
Et = ∂(σ1 − σ3)
∂ε
(5)
where Et is the tangent modulus of the soil. The values of the tangent modulus and Poisson ratio for any stress condition
may be expressed as
Et = Kpa

σ3
pa
n [
1− Rf (1− sinϕ)(σ1 − σ3)
2C cosϕ + 2σ3 sinϕ
]2
(6)
νi =
G− Flg

σ3
pa

1− A2 (7)
A = D(σ1 − σ3)
Kpa

σ3
pa
 
1− Rf (σ1−σ3)(1−sinϕ)2c cosϕ+2σ3 sinϕ
 . (8)
This expression for the tangentmodulusmay be employed very conveniently in incremental stress analyses, and constitutes
the essential portion of the stress–strain relationship. Laboratory tests were conducted in a three-dimensional compression
machine to study the characteristics of the conditioned soil. Fig. 1 shows the sketchmap of the laboratory test of conditioned
soil for three-dimensional compression.
3. Gradient-based algorithms for parameter identification
For modeling purposes, the objective is to determinemodel parameters,m, from a limited number of observations of the
strain, ε, with a scatter of the field, so that a certain criterion is optimized. If the classic least square error is used to represent
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Fig. 1. Sketch map of a laboratory test of conditioned soil for three-dimensional compression.
the output error, the objective function to be minimized is expressed as follows:
min J(m) = [εc(m)− εo]T [εc(m)− εo] (9)
where J is the objective function of the parameter estimation; εc is the vector of calculated strains at observation points,
based upon some estimated values of the parameterm, and εo is the vector of observed strains. TheGauss–Newton algorithm
has proven to be an effective algorithm for performingminimization. The popularity of the algorithm stems from the fact that
it does not require the calculation of the Hessian matrix as is required by the Newton method, and the rate of convergence
is superior when compared to that of the classical gradient searching procedures. The algorithm is basically developed for
unconstrainedminimization. However, constraints such as upper and lower bounds are easily incorporated in the algorithm
withminormodifications. The algorithmstartswith a set of initial estimates of parameters and converges to a local optimum.
If the objective function is convex, the local optimum will be the global optimum. Due to the presence of noise in the
observations, the inverse problem is usually nonconvex, and hence only a local optimum can be assured in theminimization.
The algorithm generates the following parameter sequence for an unconstrained minimization problem:
mk+1 = mk − ρkdk (10)
with
Akdk = gk (11)
Ak = [JJ(mk)]T [JJ(mk)] (12)
gk = [JJ(mk)]T ek (13)
ek = [εc(mk)− εo] (14)
where e is error vector, JJ is the Jacobian matrix of the strain with respect to model parameter m, ρk is the step size, dk is
the Gauss–Newton direction vector, k denotes the number of iterations. The step size ρk can be determined by a quadratic
interpolation scheme such that J(mk+1) < J(mk), or simply by a trial and error procedure.
Occasionally, the direction matrix, A, may become ill-conditioned. Some modifications are made in order to enable the
algorithm to continue; typical examples are applying the damping least squares method developed by Levenberg and
Marquardt, and the regularizing least squares method proposed by Tibonov. The Levenberg–Marquardt algorithm is an
iterative technique that locates the minimum of a multivariate function that is expressed as the sum of squares of nonlinear
real-valued functions [10,11]. The strategy of altering the diagonal elements of A is called damping and µI is referred to as
the damping term.
[Ak + µkI]dk = gk (15)
where I is a unity matrix. If the updated parameter vector m + 1m with 1m computed from (15) leads to a reduction in
the error e, the update is accepted and the process repeats with a decreased damping term. Otherwise, the damping term is
increased, the augmented normal equations are solved again and the process iterates until a value of 1m that decreases
the error is found. The process of repeatedly solving (15) for different values of the damping term until an acceptable
update to the parameter vector is found which corresponds to one iteration of the Levenberg–Marquardt algorithm. The
Levenberg–Marquardt algorithm approximates the normal gradient descent method, while if it is small, the expression
transforms into the Gauss–Newtonmethod form. After each successful step the constantµ is decreased, forcing the adjusted
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Table 1
Hyperbolic material constants of soil.
Parameter C (kPa) ϕ (°) Rf K n D F G
Value 0.6 35 0.71 80.7 0.65 0.03 0.04 0.33
Fig. 2. Comparison between the forecast strains and observed ones for σ3 = 100 kPa.
Fig. 3. Comparison between the forecast strains and observed ones for σ3 = 200 kPa.
weight matrix to transform as quickly as possible to the Gauss–Newton solution. When after a step the errors increase, the
constant µ is increased subsequently.
Table 1 lists the model parameters identified for the soil. Figs. 2 and 3 show a comparison between the forecast strains
and the observed ones for σ3 = 100 kPa and σ3 = 200 kPa. The parameter inversion procedure is found to have good
predictive ability and is expected to be very useful for estimating model parameters of soils for EPB shield tunneling.
4. Conclusion
This work presents a novel procedure for estimating the model parameters of soils for shield tunneling by using an
optimization approach. The proposed method of estimating the model parameters of soils has been verified by an excellent
agreement between the observed deformation of the test sample and ones forecast on the basis of parameter identification.
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