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Backbone Flexibility in Protein Design - Theory and Experiment 
Abstract 
The role of backbone flexibility in protein design was studied. First, the effect 
of explicit backbone motion on the selection of amino acids in protein design 
was assessed in the core of the streptococcal protein G ~1 domain Ed~1FK 
Concerted backbone motion was introduced by varying d~1Ds supersecondary 
structure parameter values. The stability and structural flexibility of seven of 
the redesigned proteins were determined experimentally. Core variants 
containing as many as six of ten possible mutations retained native-like 
properties. This result demonstrates that backbone flexibility can be combined 
with amino acid side-chain selection and that the selection algorithm is 
sufficiently robust to tolerate perturbations as large as 15% of the native 
parameter values. 
Second, a general, quantitative design method for computing de novo 
backbone templates was developed. The method had to compute atomic 
resolution backbones compatible with the atomistic sequence selection 
algorithm we were using and it had to be applicable to all protein motifs. We 
again developed a method that uses super-secondary structure parameters to 
determine the orientation among secondary structural elements, given a 
target protein fold. Possible backbone arrangements were screened using a 
cost function which evaluates core packing, hydrogen bonding, loop closure, 
and backbone torsional geometry. Given a specified number of residues for 
each secondary structral element, a family of optimal configurations was 
found. We chose three motifs to test our method E~~aI ~a~I and aa) since 
their combination could be used to approximate most possible backbone fold. 
The best structure found for the ~~a motif is similar to a zinc finger, and the 
ix 
best structure for the I3l3a motif is similar to a segment of a l3-barrel. The 
backbone obtained for the aa motif resembles minimized protein A. 
Last, our backbone design method was evaluated by testing the thermal 
stability and structural properties of the designed peptides using circular 
dichroism and 1D nuclear magnetic resonance. From these results, a set of 
heuristic rules was derived. Taken together, these studies suggest that de 
novo backbones assembled using our backbone design method may serve as 
adequate input templates for atomistic sequence selection algorithms. 
x 
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Introduction 
This thesis contained two independent biophysical projects. First, the role of 
backbone flexibility in protein design was assessed. Second, a multi-substrate 
single-file model for ion-coupled transporters was developed. Although the 
focal biological objects were different, the quantitative physical approach 
remained the same. In the introductory chapter, I describe background 
information for the two projects. 
I. Backbone Flexibility in Protein Design 
In this section, we introduce the following concepts: 
(a) proteins as physical systems; 
(b) the protein design problem; 
(c) approaches to solving the protein design problem; 
(d) the role of backbone flexibility in protein design; 
(e) incorporating backbone flexibility in protein design. 
a) Proteins as Physical Systems 
As with any other physical system, we characterize the protein's components, 
degrees of freedom, and the interacting forces (Creighton, 1993). 
Mathematically, a protein is a sequence of amino acids. Just as quarks 
come in three different flavors, amino acids come in 20 different types, and 
are abbreviated as A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y (the 26 
letters of the alphabet minus B, J, 0, U, X, Z, see Table 1). These 20 amino 
acids are made of N , C, 0, Hand S atoms, and have different physical 
properties . They serve as building blocks for proteins and are connected 
together by peptide bonds. A protein's sequence length can range anywhere 
Table 1 
Glycine 
Gly 
G 
Alanine 
Ala 
A 
Valine 
Val 
V 
1-3 
Leucine 
Le, 
L 
Isoleucine 
lie 
I 
~ ~ ~v 'it v~ D~ 
Serine 
Se, 
S 
M 
Aspartic acid 
Asp 
D 
Lysine 
Lys 
K 
Phenylalanine 
Ph, 
F 
Threonine 
Th, 
T 
~ 
Asparagine 
Asn 
N 
Cysteine 
Cys 
C 
Methionine 
Met 
M 
~ ;f' _ N , 0 ' Ii 't ~ 't 0 £ ' 
Glutamic acid 
Glu 
E 
Arginine 
Acg 
R 
Tyrosine 
Ty, 
Y 
Glutamine 
GIn 
Q 
Hislidine 
His 
H 
Tryptophan 
T'1' 
W 
Proline 
Pro 
P 
Just as quarks come in three different flavors, amino acids come 
in 20 different types (reprinted from Creighton, Proteins, 2nd edition, 1993). 
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from 20 to 1000 or more. However, a protein of shorter sequence length, say 
less than 50, is usually called a "peptide." 
Geometrically, a protein is a linear chain of polymer. What this means 
is that a protein looks like a fishbone, with many side-chains branching off a 
main-chain. The main-chain is also called the "backbone," consisting of 
repetitive peptide units (N-Ca-C)n. The side-chains can take on identities of 
any of the 20 amino acids. The ordering of a protein's side-chain identities 
coincides with its sequence (see Figure 1). The protein's sequence is called its 
"primary structure." 
Figure 1 also exhibits the angles completely spanmng the protein's 
degrees of freedom. These degrees of freedom are partitioned between the 
protein's main-chain (backbone) and side-chain. Main-chain angles include $ 
and 1jf. $ is the dihedral angle between C-N-Ca-C; 1jf is the dihedral angle 
between N-Ca-C-N. Side-chain x-n (n = 1,2,3,4) angles are counted along N-
Ca-C~-vI and down the side-chain branch, where Y is any non-hydrogen 
atom on the side-chain. For example, the D in Figure 1 has X-I representing 
the dihedral angle between k-Ca-C~-Cy and X-2 representing the dihedral 
angle between Ca-C~-Cy-MUK A protein's structure is fully specified once the 
values of all the $, 1jf, and X angles are specified. 
The protein's main-chain (backbone) forms three classes of distinctive 
patterns, called the "secondary structures." The first class, called the "a-
helix", looks like a spiraling spring (see Figure 2a). The second class, called 
the "~-strandI" looks like a series of mountains (see Figure 2b). Both "a-
helix" and "~-strand" are periodic, regular structures. The third class, called 
the "loop", is irregular and is mainly responsible for connecting the regular 
structures (Figure 2c). 
1-5 
NH2 
I 
CH2 
x4 '1\ 
CH3 CH3 ~ 
"'C{ X3 . cti2 ~ 
uO~ O~ 
. beO~ X ·C~OD 
H <P 0 ul~yff . H 0 ul~ NfrC ~af:;k C da' 
/ H / '" /H / "'H/ '" /H '" ~ N C Ca N 
ul~ H 0 Xl1\ H 
~e uO~ 
Figure 1 
X31\ 
I 
CH3 
Primary sequence = "SLMK". A protein's structure is fully 
specified once the values of all the $,0/, and X angles are specified. 
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(a) · (X,- helix 
(b) ~-sheet 
(c) loop 
Figure 2 The protein's main-chain (backbone) forms three classes of 
distinctive patterns, called the "secondary structures." Figure 2a shows the (X,-
helix. Figure 2b shows the ~-sheetK Figure 2c shows the irregular loop 
(reprinted from Cantor and Schimmel, Biophysical Chemistry, 1980). 
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The protein's side-chain, for a given amino acid, can adopt many 
different conformations by rotating around its x-angles. In principle, the 
rotations can take on any value. But in reality, only a smaller set of 
discretized values has been observed with statistically higher frequencies 
around each x-angle. These preferred rotational states are called "rotamers." 
As an example, Figure 3 and Table 2 list the more commonly observed 
rotamers as described by Ponder & Richards in 1987 (Ponder & Richards, 
1987). 
There are five major physical chemical phenomenon responsible for 
determining a protein's final structure, also called the protein's "tertiary 
structure." These factors are (i) the van der Waals potential, (ii) the intrinsic 
properties of each amino acid, (iii) the hydrogen bonding potential, (iv) the 
electrostatic potential, and (v) the solvation effect approximated by the 
protein's surface area. Although these interactions were thought to be better 
understood than some of the more "fundamental" interactions, say the 
strong or weak interactions in elementary physics, the exact balance between 
these interactions becomes more exquisite as proteins are complex systems 
consisting of thousands of atoms. 
Among these interactions, the solvation effect is believed to be the 
most dominant. The 20 amino acids can be grouped into either "water-loving 
(hydrophilic)," or "water-hating (hydrophobic)." Once in solvent, the protein 
wants to bury as many hydrophobic amino acids (forming a hydrophobic core) 
and expose as many hydrophilic amino acids as possible (forming a 
hydrophilic surface). 
b) The Protein Design Problem 
1-8 
Side-chain angles1 X 1 I X z I X 31 X. I Atom 
oesid~ tom a {3 y 8 £ ~ position T} fixed by 
G Iy • 
A l a Main 
Pro - chain 
Ser - 0 
Cys - s 
Thr -0 X, 
Vol .:: 
-
lie t--
Leu l-
Asp .-0 
X, 
!'-o and 
Asn 0 Xl t-'-N 
Fl His -N-
Phe 
-
Tyr 0 
Trp 
-
N 
Met s - f--e X" Xl 
Glu - 1-
0 
0 and 
Gin -0 
-N X3 
Lys N X, , X 2, 
Arg - N L-N N X3, X4 
Figure 3 Flexibility of am in o acid side-chains. The Figure shows the X 
an gle valu es requ ired to fixed the position s of sid e-chain atoms in each 
amino acid residu e type (reprinted from Ponder & Richards, 1987). 
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Rotamtr Number % Chi 1 Chi 2 Chi 3 
Va.line 
t 100 67'1 173.5 (9·0) 
" 
26·2 -63·4 (8-1) 
+ 8 5·4 69·3 (9-6) 
0""' 2 1·3 
Leucine 
- t 94 .... -64·9 (8·2) 176.0 (9-9) 
t+ 36 24·5 - ]76'4 (10,2) .3-1 (B'2) 
t t 7 4·8 -]65·3 (LO·OJ 168·2 (34-2) 
++ , ,<) 44·3 (20,0) 60-4 (18-8) 
Other 7 4·8 
Isoleucine 
-t 42 46·2 - 60·9 (H) 168'7 (11 ·6) 
17 18·3 -59·6 (9-6) -64·1 (1,103) 
+ t 15 16·1 61·7 (5,0) 163·8 (16'4) 
t t 12 12·9 -166·6 (lO·I) 166-0 (8·9) 
t+ , ,.. -174·8 (24-9) 72·1 (10'5) 
Oth" 4 .., 
Serine 
+ .. 48·0 64·7 (16'1 ) 
5. 28·6 - 69-7 (14,6) 
4. ,3-5 -176-1 (20-2) 
Threonine 
+ 81 47-9 62·7 (8-5) 
7. 45-0 -59·7 (9-4) 
t 8 4·7 -169·5 (6-6) 
Other 4 ,.. 
Cysteine 
57 606 -65·2 (10·1) 
23 24-5 -179-6 (9·5) 
+ 13 13·8 63·5 (9,6) 
Other I ,., 
Prolinet 
+ 31 39'4 26·' (7·8) -29·4 (14·4) 
32 ,.·0 -2J.8 (6,4) 31·2 (8'5) 
0 22 2304 0·' (6-4) - 0-8 (II-5) 
Other , 3·' 
Phenylalanine 
-00 37 46'3 -66-3 (10·2) 94·3 (19,5) 
tOO 20 25·0 -179·2 (9-8) 78·9 (S-9) 
+90 17 21·3 66-0 (12,0) 90-7 (9'4) 
- 0 5 6·3 -7J·9 (16,3) - 0·4 (26,1) 
Other I J.3 
Tyros.ine 
-90 5. 48·6 -66,5 (lH) 96-6 (21'8) 
tOO 35 32-7 -179-7 (12-6) 71-9 (13-4) 
+90 16 15-0 63·3 (9'4) 89-1 (13{) 
- 0 4 '·7 - 67-2 (13-2) -H (20'1) 
Other 2 I·' 
Tryptophan 
-+ II 37·9 
-70·' (7-0) 100-5 (18·2) 
+- • 20-7 64·8 (13,0) -88-9 (5-3) t- 4 13-8 -177·3 (7-9) -95-1 (7'6) 
,+ , 10·3 -179-5 (3'4) 8'1-5 (3-8) 
2 6·' -73·3 16-5) -87·7 (8'l) 
++ I ,.. 62·. 112.5 
Other 2 6·, 
Histidine 
IS 34·1 -62·8 (10·0) -14·3 (17·2) 
t + II 25·0 -1 75,2 (15·4) -87,7 (43'5) 
-+ 7 15·9 -69·8 I"') 96·1 (32·2) 
+- 6 13-6 67·9 (17'4) -80,5 (40'7) 
t- 4 ,·1 -177·3 (6'3) 100·5 (14-0) 
++ I '·3 48·0 85·9 
Aspartic add 
51 47·'] -68·3 (9'2) -25,'] (31-1) 
, 36 33-& -169·1 (9·5) 3·9 (38'9) 
+ 17 I" 63·' (9·9) 2·4 (2!H) 
Other , 2·8 
Table 2 Side-chain angles from the rota mer library X values and 
standard deviations (reprinted from Ponder & Richards, 1987). 
Rotamer Number % 
Asparagine 
37 30-3 
, 0 
" 
21·3 
-+ 16 13·1 
+0 14 U·S 
, , 14 11 ·5 
++ , '-6 
Other '-7 
Glutamic acid 
- , 22 27-' 
, t 21 25·9 , 11·1 
-+ 7 '-6 
H 7 8-' 
1+ , (j·2 
+ - 4 4-' 
Other 0 N 
Glut.a.minel 
-, 33 36·7 
t , 10 21-1 
--0 13 14·" 
1+ 0 , ,-, 
H 6 ' -7 
--, 4 H 
, .. 2 2·2 
Other , '-6 
Methionine 
6 37·5 
- , 4 25·0 
, , 3 18-8 
l~her 3 18·8 
Lysinel: 
- , 
" 
40-9 
, , 26 23·6 
16 16,4 
,+ , 8·2 
H 4 3-0 
,- 3 2·7 
- + 2 1-6 
Other 3 ']..7 
Arginine~ 
-, 3S 46-3 
, , 19 23·2 
H , ,-, 
7 '-5 
H , 4'9 
++ 2 2·. 
-+ 2 2'4 
1-10 
Chi 1 
-68·3 (l2·3) 
- l77·l (8-8) 
-67-2 (10·8) 63-' (3-7) 
-174·9 (l7-g) 
63·6 (6-6) 
- 69·6 (19,2) 
-176-2 (14-9) 
- 64·6 (13-5) 
-55·6 (10·6) 
SH (l0'6) 
-173·6 (14'6) 
63-0 (4-3) 
-66,7 (14-l) 
-174·6 (I J.5) 
-58-7 (B -2) 
-179·,; (21-5) 
70·8 (13'0) 
-51 ·3 (7-3) 
16N (l4·B) 
-64-5 (12'7) 
-78-3 (5'4) 
178·9 (8-7) 
-68·9 (16'5) 
- 172·1 (Hi-4) 
-58-1 (10'5) 
173'4 (9·S) 
71 ·5 (12'5) 
-175·8 (29·0) 
-104·0 (7'7) 
-67·6 (13'3) 
-174·t (17'5) 
SO·O (20 '7) 
-67·0 (7·5) 
178·2 (6'7) 
57-1 (2'9) 
-76·9 (1'5) 
Chi 2 
- 36-8 (25-2) 
1·3 (34'1) 
\28·8 (24-2) 
-&8 (13'5) 
-156·8 (58'9) 
53·8 (17-1) 
-177-2 (21,7) 
175'4 (IO·6) 
-69·l (17'3) 
77-0 (6·8) 
- 179-0 (23·7) 
70'6 (8-7) 
- SO'4 (13·9) 
- 178'5 {I4'9j 
- 177·7 (17, 1) 
-63-8 (16-1) 
67·3 (7,9) 
-165·6 (9'5) 
- 91H (22,8) 
70-9 (3,7) 
- 68-5 (6..(l) 
-174.7 (15,7) 
179·0 (13·'l) 
- 178·4 (24,7) 
175·3 (23' 1) 
- 74·9 (23'4) 
83'4 E1~DRF 
-174·3 (IH) 
-63,9 (36'S) 
7« (35'3) 
176·9 (2000) 
- 178·6 (24-') 
175·6 (18'0) 
-71·7 (11-8) 
69·S (IO·O) 
82·8 (l2'7) 
54·2 (20'9) 
Chi 3 
-11 '4 (44·8) 
- 6·7 (39·0) 
-33" (27·.) 
25-3 (32·6) 
6·6 (64'2) 
14·0 (37 '1 ) 
16·3 (20·8) 
-46·3 (27·7) 
26·8 (38'4) 
165-0 (38,2) 
174·2 (7'l ) 
The rota.mer 3bbreviat.ions are ~ follows: + for achi value centered in the +60 to +90 range; - for IL chi value centered in the -60 
to - 00 range: to for a. v8..lue t:entered nell-r 180; 0 a.nd 90 for chi values centered near 0 and 90, respet:tively. Note tha.t our definitions of 
+ a.nd - a.re different f\"Om th03e used by Janin el 0./. (1 97S), but the u.me as those of Benedetti tl cU. (1983) . 
The residues included 88 "other" had chi values significantly dilferen~ from a ny listed library member and represent either extreme 
outliers of listed library memben; or rare unlisted library member.;. In addition, some of the "other" residues may be misinterpreted or 
poorly defined in the crystallographic structures. All "other" residues e.nd the proteins in which they are found are l!sted below . The 
initi~f4-letter code is thflo~ used by the Prot.ein Data I3l1-nk (see Table I ). 
IBP'l Val65 INXll Val46 2HHB I.euS3 
INXB LeuS2 2SGA Leu25 2RHE Leu55 
2HHB Leu 109 4CYT UeS7 2ALP Leu 11 
2SGA Ile72 TNXB Cys60 INXn ThrlS 
:!SOA Thr73 38G B Thr41 lNXB PrQ44 
:!SeA Pro123 ruP"l Phe5 2RHE TyrSO 
IPPD Trpl77 IMBO Trpl 4 5PTI AspSO 
2RH.E Asp97 1$...'l3 Asn33 IBP2 AlIn24 
l~uB Asn61 38GB Asn30 ISN3 Asn62 
2RHE Glu] INXU Glu:H INX13 Glu56 
2RHE Glu98 tjRXN Glu54 INXB GIna 
IINS Gln4 ;iCYT Glnl6 2APP Glnl33 
2ALP Metl:18 2ALP Metl 58 lLZ I Lys69 
'lOTI Lys72 2SGA Argl4B ILZI Argll.5 
IBP2 
IMBO 
SRXN 
2SGA 
INXB 
IPPD 
2SGA 
IINS 
IPPD 
lSN3 
2APP 
IMBO 
I NXB 
LeullS 
uu2 
IIel2 
Thr74 
Pro46 
Tyr86 
Asp71 
.AlIn21 
"' ..... GJu2 
Glnlll 
MetI3 1 
Ly&5\ 
t The distribution of Pro residue~ ill our da.ta. set 'dth respect to chi 1 does not show distinct clusters colTe!lponding to library 
membert. T hus, we ha.ve IU'tificiully partitioned the sample to provide the 3 library members lilIted. 
t Chi 3 of Gin and chi 3 and 4' of Lys a.nd Arg a.re poorly determined in most structures, and statistics for mlt.lly of these angles were 
not used in the derivation of the rotamer librlt.ry. 
Table 2 (continued) Side-chain angles from the rotamer library X values 
and standard deviations (reprinted from Ponder & Richards, 1987). 
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The protein design problem asks the following question: given a three 
dimensional target protein structure, how can one find an amino acid 
sequence, that will adopt the desired structure (Pabo, 1983; Yue & Dill, 1992; 
Bowie & Eisenberg, 1993). 
The statement of the problem may be simple, but it is a hard 
combinatorial problem in nature. For example, consider a protein sequence 
of length 100. For any target protein structure, there are 20 x 20 x 20 ... = 20100 
possible sequences to choose from. If an exhaustive search is performed in 
sequence space, assuming one can sample a billion sequences a second, it will 
take 10105 times of the age of the universe (13 x 109 years) to search through 
all possible sequences. 
(c) Approaches to Solving the Protein Design Problem 
People have tried to solve the protein design problem for over a 
decade. Two major approaches have been used, one empirical, the other 
quantitative. This thesis work employs the quantitative approach to protein 
design. 
The empirical design rules were developed by the pioneers in the field 
(Regan & DeGrado, 1988; Hecht et aI., 1990; Osterhout et aI., 1992; DeGrado et 
aI., 1991; Betz et aI., 1993; Handel et aI., 1993). These scholars attempted to 
reduce the complexity level associated with the protein design problem by (i) 
using as the main criterion for sequence-selection the binary patterning of 
polar and nonpolar amino acids, and (ii) reducing the amino acid set. We 
illustrate these rules using a four-helix bundle design as an example. 
A four-helix bundle is one of the earliest design target (Regan & 
DeGrado, 1988; Hecht et aI., 1990). So it consists of four helices running 
parallel to each other, forming a "bundle" (see Figure 4). As shown in Figure 
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Figure 4 Example of a four-helix bundle. Ribbon drawing of the sequence 
and proposed three-dimensional structure of Felix, with the disulfide 
indicated (reprinted from Hecht et aI., 1990). 
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4, there are "interior" and "exterior" faces of the bundle. Considering only 
the dominant hydrophobic force, the interior and exterior are hypothesized to 
be formed by nonpolar and polar amino acids, respectively. This is what 
"binary patterning" means (Hecht et al., 1990). Binary patterning, although 
crude, is effective in restricting the allowed sequence space. Within the 
allowed sequence space, the search is further restricted by using a reduced set 
of amino acids. That is, all the interior hydrophobic positions are assumed to 
be the amino acid L, all the extrior hydrophilic pOSitions are assumed to be 
amino acids K or E, and all the loops connecting the helices are assumed to 
adopt the sequence G-P-R-R-G. 
In general, proteins designed using empirical design rules have been 
shown to have the correct topology, significant secondary structure, and 
reasonable thermodynamic stabilities (Regan & DeGrado, 1988; Hecht et al., 
1990; Osterhout et a!., 1992). Even so, their tertiary strucutres appear poorly 
defined, as demonstrated by several experimental criteria (DeGrado et al., 
1991; Betz et aI., 1993; Handel et aI., 1993). Thus, it is no longer considered 
sufficient that a given sequence adopt the desired topology; it must also 
possess the physical properties of well structured natural proteins. This has 
encouraged the development of more elaborate design strategies to achieve 
native-like structure and dynamics. 
The quantitative design rules were developed after the realization that 
emperical design rules alone were insufficient. Several groups have begun to 
develop computational methods to design proteins (Ponder & Richards, 1987; 
Hellinga et aI., 1991; Hurley et aI., 1992; Hellinga & Richards, 1994; Desjarlais 
& Handel, 1995; Harbury et aI., 1995; Klemba et aI., 1995; Nautiyat et aI., 1995; 
Betz & Degrado, 1996; Dahiyat & Mayo, 1996). At the center of the design 
approach is the "design cycle," in which theory and experiment alternate. 
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The starting point is the development of a molecular model, based on rules of 
protein structure, combined with a computational algorithm for applying 
these. This is followed by experimental construction and analysis of the 
properties of the designed protein. If the experimental outcome is failure or 
partial success, then a next iteration of the design cycle is started in which 
additional complexity is introduced, rules and parameters are refined, or the 
algorithms for applying them are modified. The quantitative design 
approach is therefore a way to test the limits of completeness of 
understanding experimentally. 
Logistically, the quantitative design approach starts with a fixed protein 
backbone. The backbone is then redecorated with different amino acid 
sequences that are predicted to be structurally compatible with that fold. This 
approach is also called the strict "inverse folding" approach (Pabo, 1983) 
where the backbone conformational degrees of freedom have been removed 
from the design problem. Key to the strict "inverse folding" approaches are 
(i) a scoring function based on physical forces to accurately evaluate the 
compatibility between the sequence and backbone, and (ii) an optimization 
method that will locate the best-scoring sequence without searching 
exhaustively. These two daunting tasks have now been overcome by Dahiyat 
and Mayo (Dahiyat & Mayo, 1997b). In the same publication, they combined a 
novel forcefield with an optimization algorithm to efficiently search through 
a sequence space consisting of 1.9 x 1027 sequences, and located a true optimal 
sequence that successfully adopted the desired target ~~a fold. 
(d) The Role of Backbone Flexibility in Protein Design 
I-IS 
The role of backbone flexibility in protein design was considered under 
two contexts: the strict inverse folding approach, and the de novo protein 
design approach. 
In the strict inverse folding approach, the backbone was fixed. 
However, In several protein core repacking studies, core amino acid 
sequences optimized on fixed backbones were often very similar to the 
protein's original sequence (Dahiyat & Mayo, 1996; Dahiyat & Mayo 1997a). 
This similarity suggested that the fixed backbone can introduce native bias to 
the designed sequences. On the other hand, it was experimentally observed 
that the backbone of the target structure could move to alleviate potentially 
disruptive mutations (Baldwin et aI., 1993; Lim et aI., 1994). These backbone 
movements allowed a protein to accomodate amino acids whose total 
volumes were 10% - 15% bigger than the protein core bounded by the fixed 
backbone frame. Therefore, sequences that were scored incompatible with the 
fixed backbone, could turn out to be quite compatible with a relaxed backbone. 
The role of backbone flexibility in this context is to increase diversity in the 
designed sequences (Su & Mayo, 1997). 
In the de novo protein design approach, a novel optimal backbone has 
to be constructed before it can be decorated with different amino acid 
sequences. In order to setup the optimization, the backbone conformational 
degrees of freedom must be fully characterized. Since the backbone 
optimization is done in the absense of any sequence information, the scoring 
function must maximize backbone flexibility (or minimize backbone strain). 
The role of backbone flexibility in this context is to serve as a criterion for 
constructing target novel backbones. 
(e) Incorporating Backbone Flexibility in Protein Design 
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After establishing the importance of backbone flexibility in protein 
design, the challenge now is to incorporate it computationally. There are at 
least two ways to implement this using a protein's backbone conformational 
degrees of freedom: one short-range, one long-range. The short-range 
method relaxes uniformly across every <PI'!' angle (Desjarlais, personal 
communications). The long-range method keeps the <PI'!' angles constant 
across a given secondary structure (an a-helix or a /3-strand) but moves the 
entire secondary structure as a whole (Su & Mayo, 1997). · The long-range 
method is favored over the short-range one for two reasons. First, long-range 
rather than short-range backbone movements were observed in previous 
protein design studies (Baldwin et aI., 1993; Lim et aI., 1994). Second, a protein 
has fewer long-range degrees of freedom than short-range ones (Chothia et 
aI., 1997; Cohen et aI., 1980; Cohen et aI., 1981; Chothia & Janin, 1981; Chothia 
et aI., 1981; Chothia & Janin, 1982; Chou et aI., 1985; Chou et aI., 1986; Cho et 
aI., 1988; Su & Mayo, 1997). As a first order approximation, long-range degrees 
of freedom are more realistic and computationally efficient. 
In chapter 2 of this thesis, we set out to incorporate long-range 
backbone degrees of freedom into the quantitative protein design approach. 
The long-range method parsed the protein into a collection of rigid bodies, 
each rigid body being a piece of secondary structure, such as an a-helix or a /3-
strand (Chothia et aI., 1997; Cohen et aI., 1980; Cohen et a!., 1981; Chothia & 
Janin, 1981; Chothia et a!., 1981; Chothia & Janin, 1982; Chou et a!., 1985; Chou 
et a!., 1986; Cho et a!., 1988). Then "supersecondary structure parameters" 
were used to describe the relative distance and orientation among individual 
secondary structural elements. Backbone flexibility was introduced by 
moving the individual secondary structural elements along these distances 
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and orientations, followed by optimizing the core sequence for each perturbed 
backbone conformation (Su & Mayo, 1997). 
In chapter 3 of this thesis, we sought to expand the range of 
computational protein design by developing a general, quantitative design 
method for computing de novo backbone templates. The method had to 
compute atomic resolution backbones compatible with the atomistic sequence 
selection algorithm we were using (Dahiyat & Mayo, 1997b) and it had to be 
applicable to all protein motifs. The algorithm we -developed uses 
supersecondary structure parameters to determine the orientation among 
secondary structural elements, given a target protein fold. Possible backbone 
arrangement are screened using a cost function which evaluates core packing 
(Ponder & Richards, 1987), hydrogen bonding (Ippolito et aI., 1991; Sticle et aI., 
1992; McDonald & Thornton, 1994), loop closure (Bruccoleri, 1993; Donate et 
al., 1996), and backbone torsional geometry (Salemme, 1983). Given a 
specified number of residues in each secondary structural element, a family of 
optimal configurations is found. We chose three motifs to test our method 
ElP~aI lPa~ I and aa) since their combination can be used to approximate most 
possible backbone fold. 
In chapter 4 of this thesis, we evaluate the backbone design method 
developed in chapter 3 by testing the thermal stability and structural 
properties of the designed peptides. We also explore relevant issues for 
integrating computer-generated backbones with the sequence-selection 
algorithm. Starting with a computer-generated lP~a motif, we optimized five 
sequences for this backbone and characterized them using circular dichroism 
and one-dimensional nuclear magnetic resonance. It was found that small 
differences in the number and location of the hydrophobic residues can 
significantly change the thermodynamic behaviour of the designed pep tides. 
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This supports the previously acknowledged importance of binary patterning 
(Hecht, 1990). Based on the results of these five pep tides, a set of heuristic 
rules was derived which could be used to improve computer-generated 
backbones. Validation of these rules will be the focus of future experimental 
efforts. 
II. A Multi-Substrate Single-File Model for Ion-Coupled Transporters 
In this section, we introduce the following concepts: 
a) what are ion-coupled transporters; 
b) contemporary models for ion-coupled transporters; 
c) conflicts between existing models and new data; 
d) building the new model using new data; 
e) comparing the new model with existing models. 
a) What are Ion-Coupled Transporters 
Several classes of membrane transport proteins use electrochemical gradients 
for IOns (usually for Na+ or H+) to accumulate organic 
molecules (neurotransmitters, sugars, amino acids, osmolytes) in plant and 
animal cells (Schultz, 1986; Harvey & Nelson, 1994). The tight flux coupling 
between these inorganic and organic substrates constitutes a hallmark of ion-
coupled transporters and contrasts with properties of ion channels, another 
major class of membrane transport proteins (Hille, 1992). To explain the 
mechanism of flux coupling, basically two types of models have been 
proposed (Hill, 1977; Kanner & Schuldiner, 1987; Rudnick & Clark, 1993). 
Early models envisioned a recirculating carrier whose motions were largely 
governed by the binding and dissociation of the substrates (Schultz, 1980; 
Stein, 1986; Lauger & Jauch, 1986). More recently, sequence analysis of cloned 
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transporters suggested 6 to 12 putative transmembrane domains, rendering a 
recirculating carrier less plausible. This is because large membrane proteins 
don't exhibit such a large scale motion within the membrane. 
b) Contemporary Models for Ion-Coupled Transporters 
Most contemporary mechanistic concepts of ion-coupled transport employ 
the alternating-access scheme first enunciated by Jardetzky (1966) and 
developed in many papers by Lauger (see Lauger, 1991; Wright, 1993; Lester et 
aI., 1994). In this scheme, ion-coupled transporters are viewed as pores or 
channels that have two gates. While the pore has sites that bind, or perhaps 
merely accept, all the permeant substrates, the gates have most of the (poorly 
understood) properties that assure coupled transport. When all the substrates 
are bound appropriately, the gates undergo conformational changes; and 
these conformational changes account for the the differences in 
compartmentalization of the substrates during the transport cycle. Some 
alternating-access schemes incorporate ordered binding and dissociation of 
substrates (see for instance Rudnick & Clark, 1993). Now that cloned 
transporters can be expressed at high densities and studied with good 
temporal resolution in heterologous expression systems, additional 
measurements are available on pre-steady state kinetics and charge 
movements associated with one or a few steps in the transport cycle (Parent et 
aI., 1992a,b; Mager et aI., 1993; Mager et aI., 1994; Cammack et aI., 1994; 
Wadiche, 1995a). Several studies build on these time-resolved data in the 
conext of the alternating-access model (Parent et ai, 1992b; Mager et ai, 1993; 
Wadiche et ai, 1995b). 
c) Conflicts Between Existing Models and New Data 
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However, the newer measurements have also revealed several additional 
classes of complexities that cannot be explained by straightforward 
alternating-access models. (1) There are leakage currents -- Na+ fluxes in the 
absence of organic susbtrate (Schwarz, 1990; Schwartz & Tachibana, 1990; 
Umbach et aI., 1990; Cammack et aI., 1994). (2) There are major departures 
from accepted stoichiometry, so that transport-associated currents are several 
times larger than the flux of organic substrate (Mager et at 1994; Wadiche et 
at 1995a). (3) There are actual or inferred quantized current events that 
exceed by several orders of magnitude the single-charge events expected from 
the model (Mager et at 1994; Wadiche et at 1995b; DeFelice, 1995). 
d) Building the New Model Using New Data 
Although more complex alternating-access models can be developed to 
account for some of these new phenomenona, the time seemed ripe for an 
new class of models. Our formulation is termed the multi-substrate single-
file transport model. We borrow heavily from ion channel models that 
incorporate a pore with several Simultaneously bound ions (Hille, 1992). In 
particular, we do not explicitly allow conformational changes that modify the 
compartmentalization of the substrates. The gates of the alternating-access 
model have been de-emphasized. Instead, functional compartmentalization 
arises because the pore (or lumen or channel) of the transporter mediates 
multiple substrate bindings and substrate-substrate interactions that favor, 
albeit only statistically, permeation in fixed ratios of inorganic ions to organic 
substrate. 
In this first discussion on the topic, we test the hypothesis of "multi-
substrate single-file transport" in a quantitative, physically realistic fashion. 
We simulate the function of three ion-coupled transporters for which high-
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resolution functional studies have been reported: the GABA transporter 
GATl (Mager et aI., 1993), the serotonin transporter 5-HTT (Mager et al., 1994) 
and the Na+-glucose transporter SGLT1 (Parent et aI., 1992a,b). In each case, 
the multi-substrate single-file transport model has been found to reproduce 
available experimental data within experimental error. The model also 
accounts for newer phenomena such as the leakage currents of all these 
transporters and the variable stoichiometry of 5-HT have been recapitulated, 
among other permeation properties. 
e) Comparing the New Model with Existing Models 
Our approach has certainly been foreshadowed by many previous suggestions 
that transporters have channel-like mechanisms, for instance, in mediated 
ionic transport (Frohlich, 1988; Krupka, 1989; Hasegawa et aI., 1992), in 
electrogenic membrane systems (Andersen et aI., 1985; Lagnado et aI., 1988; 
Nakamoto et aI., 1989; Hilgemann et al., 1991; Lauger, 1991; Gadsby et al., 1993; 
Rakowski, 1993 ), in neurotransmitter transporters, (Krupka & Deves, 1988; 
Schwarztz & Tachibana, 1990), and in facilitative sugar transporters (Barnett et 
aI., 1975; Lowe & Walmsley, 1986; Walmsleym, 1988; Baldwin, 1993; 
Hernandez and Fischbarg, 1994). Detailed theories have been based on 
electro-diffusion (Chen & Eisenberg, 1993; Eisenberg, 1994) and have 
concerned channels that can simultaneously contain two ionic species at once 
(Franciolini & Nonner, 1994). Although molecular cloning has given us 
knowledge about the amino-acid sequence of many ion-coupled transporters 
(Harvey and Nelson, 1994), there is still little relevant structural information 
at the atomic scale, or even at the level of tertiary structure or membrane 
topology. Therefore the model is cast in purely formal terms at present. 
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Abstract 
Using a protein design algorithm that considers side-chain packing quantitatively, the effect of explicit backbone motion 
on me selection of amino acids in protein design was assessed in the core of the slreptococca1 protein G PI domain 
(GfJ I ). Concerted backbone motion was introduced by varying G,81 's supe~condary strucrure parameter values. The 
stability and structural flexibility of seven of the redesigned proteins were detcnnined experimentally and showed that 
core variants contalning as many as 6 of 10 possible mutations retaln native-like propenies. This result demonstrates that 
backbone flexibility can be combined explicitly with amino acid side-chain selection and mat the selection algorithm 
is sufficiently robust to tolerate perturbations a.s large as 15% of G,81 's native supersecondary structure parameter 
values. 
Keywords: backbone degrees of freedom; protein design; protein G; supersecondary structtm: parameters 
Several groups have proposed and tested systematic. quantilative 
methods for prote in design that screen possible sequences for com-
patibility with a desired backbone fold (Ponder & Richards, 1987; 
Hellinga et ai., 1991; Hurley et aI.. 1992; Hellinga & Richards, 
1994; Desjarlais & Handel, 1995; Harbury et a1., 1995; Klemba 
et ai., 1995; Nautiyal et al.. 1995; Betz & Degrado, 1996; Oahiyal 
& Mayo, 1996). In these methods, the backbone is held fixed and 
a search is performed to find side chains, whose conformations are 
often discretized as ror.amers, that lead to sterically acceptable 
packing arrangements. Such algorithms correctly predict highly 
homologous core sequences to be acceptable. A significant prob-
lem, however. is that tbere are cases in which certain residue 
combinations are predicted to be sterically incompatible with a 
given fold , but these combinations can yield proteins that are as 
stable as the wild-type protein. Crystal strucrures of such mutants 
have revealed concened backbone movements adopted by the pro-
tein to accommodate potentially disruptive residues, whlch indi-
cates that the protein possesses a significant degree of backbone 
fl exibility that must be accounted for in order to predict the full 
spectrum of compatible sequences (Baldwin et al.. 1993; Lim 
et ai. , 1994). 
Explicit backbone flexibility can be introduced into the design 
process by CQIlSidering supersecondary structure parameterization. 
Supersecondary structure parameterization has been described for 
fold classes that include alo: (Crick 1953a, 1953b; Chothia et aI. , 
1981; Chou et al.. 1988; Murzin & Finkelstein, 1988; Presnell & 
ReprintrequcSls to: Stephen L. Mayo, mail code 147-75, Howard Hughes 
MedicallnstilUte and Division of Biology, California Institute of Technol-
ogy, Pasadena, California 91 125; e-mail: steve@mayo.caitech.edu. 
Cohen, 1989; Harris el 81., 1994), alP (Chothia et at., 1977; Janin 
& Cbothia, 1980; Cohen et al. , 1982; Chou el al., 1985), and PIf3 
(Cohen et aJ., 1980 , 1981; Cbothia & lanin, )98 1, 1982; Chou 
et al., 1986; Lasters et al., 1988; Mun:in et at, 1994a, 1994b). 
Within this framework, a protein is first parsed into a collection of 
secondary structural elements that are then abstracted into geomet-
rical objects. For example, an a-helix is represented by its helical 
axis and geometric center. The relative orientation and distance 
between these objects are summarized as supersecondary strucrure 
parameters. Concerted backbone motion can be introduced by simply 
modulating a protein's supersecondary structure parameter values. 
Recent studies using coiled coils have demonsu-ated that core 
side-chain packing c an be combined with explicit backbone fl ex-
ibility (Harbury et aL, 1995; Offer & Sessions, 1995). In these 
cases, the goal was to search for backbone coordinates [hat satis-
fied a fixed amino acid sequence. Our goal is to develop method-
ology that allows both backbone flexibility and amino acid sequence 
selection. 
This study is concerned primarily with coupUng backbone fle x-
ibility and the selection of amino acids for protein cores and an 
assessment of the tolerance of our side-chain selection algorithm to 
perturbations in protein backbone geometry. An ideal model sys-
tem for these purposes is the f3I immunoglobulin-binding domain 
of streptococcal protein G (G/31 ) (Gronenbom et ai., 1991) (Fig. 1). 
Its small sile. 56 residues. renders computations more tractable and 
simplifies production of the protein by either synthetic or recom-
binant methods. A solution structure (Gronenbom et aL, 1991) and 
several crystal structures (Gallagher et aL, 1994) are available to pro-
vide backbone templates for the side-chain selection algorithm. In 
addition, the energetics and structural dynamics of 0f31 have been 
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Fig. 1. Ribbon diagram of G,Bl showing the positions of the 10 core 
residues examined in this study. Figure prepared with MOLSCRIPT (Krau-
lis, 1991). 
characterized extensively (Alexander et al., 1992; Barchi et al., 1994; 
Kuszewski et aI., 1994; Orban et aJ., 1995), G.BI contains no di-
sulfide bonds and does not require a cofactor or metal ion to fold, 
but relies upon the burial of its hydrophobic core for stability. Fur-
ther, G,Bl contains sheet, helix, and tum structures and 'is without 
the repetitive side-chain packing patterns found in coiled coils and 
some helical bundles. This lack of periodicity reduces the bias from 
a particular secondary or tertiary structure and necessitates the use 
of an objective algorithm for side-chain selection. Perhaps most im-
portant for this study, the G,81 backbone can be classified as an alf3 
fold, a class for which extensive supersecondary structure analysis 
has been performed (Chothia et al., 1977; Jamn & Chothia, 1980; 
Cohen et al., ]982; Chou et aI., 1985). 
Results and discussion 
Sequence positions that constitute the core were chosen by exam-
ining the side-chain solvent-accessible surface area of G,8l. We 
selected the 10 most buried positions, which include residues 3, 5, 
7, 20, 26, 30, 34, 39, 52, and 54 (Fig, 1). The remainder of the 
protein structure, including all other side chains and the backbone, 
was used as the template for sequence selection calculations at the 
10 core positions. 
Four sets of perturbed backbones were generated by varying 
G,81 's supersecondary structure parameter values (Fig. 2). All pos-
sible core sequences consisting of alanine, valine, leucine, isoleu-
cine, phenylalanine, tyrosine, and tryptophan (A, V, L, I, F, Y, and 
W) were considered for each perturbed backbone. The rotamer 
library used in this work has been described previously (Dahiyat & 
Mayo, 1996). Optimizing the sequences of the cores of G,B1 and its 
structura1 homologues with 217 possible hydrophobic rotamers 
considered at each of the 10core positions results in 217 10 (-1023 ) 
rotamer sequences. Our scoring function consisted of two compo-
nents: a van der Waals energy term and an atomic solvation term 
favoring burial of hydrophobic surface area. The van der Waals 
radii of the atoms in the simulation were scaled by either 1.0 or 0.9 
A. Su and SL Mayo 
in order to reduce the effects of using discrete rotarDers (Mayo 
et aI.. 1990; B.1. Dahiyat & S.L. Mayo, 1997). Global optimum 
sequences for each of the backbone variants were found using the 
Dead-End Elimination (DEE) theorem (Desmet et al., 1992, 1994; 
Goldstein, 1994). Optimal sequences, and their corresponding pro--
teins, are named by the backbone perturbation type, the size of the 
penurbation, and the radius scale factor used in their design. For 
example. the sequence designed using a template whose helix was 
ttanslated by + 1.50 A along the sheet axis and a radius scale factor 
of 0.9 is called Aho.9[ + 1.50 AJ. Backbone perturbations that result 
in the same calculated core sequence are named by the perturba-
tion with the greatest magnitude. For example, b.hO_9 backbone 
perturbations of + 1.25 and + 1.50 A result in the same sequence, 
which is called Aho.9 [+1.50 AJ. The calculated core sequences 
corresponding to various backbone perturbations are listed in 
Tables 1, 2, 3, 4, and 5. 
The optimal sequence for the 10 core positions of G,81 that is 
calculated using the native backbone (i.e., no perturbation) con-
tains three conservative mutations relative to the wild-type se-
quence (Table 1) (B.I. Dahiyat & S.L. Mayo, 1997). Y3F and V391 
are likely the result of the hydrophobic surface area burial term in 
the scoring function. L7I reflects a bias in the rotamer library used 
for these calculations. The crystal structure of G,Bl has the leucine 
at position 7 with a nearly eclipsed X2 of 111°. This strained X2 is 
plra~n~ C aXIS 
a-helix 
N 
sheet plane 
sheet 
axis 
h 
helix 
center 
sheet plane ~ 
sheet plane ~ 
%:heliX 
axis 
Fig. 2. Definitions of the supersecondary structure parameters used for 
G,8l. The definitions are similar to those developed previously for al,8 
proteins (Janin & Chothia, 1980; Cohen et aI. , 1982). The helix center is 
defined as the average CO' position of residues 23-36. The helix axis is 
defined as the principal moment of the C" atoms of residues 23-36 (Chothia 
et aI., 1981). The strand axis is defined as the average of the least-squares 
lines fit through the midpoints of sequential C" positions of the two central 
.B-strands, residues 4-7 and 51-54. The sheet plane is defined as the least-
squares plane fit through the C" positions of residues 4- 7 and 51-54. The 
sheet axis is defined as the vector perpendicular to the sheet plane that 
passes through the helix center. n is the angle between the strand axis and 
the helix axis after projection onto the sheet plane; If is the angle between 
the helix axis and the sheet plane; h is the distance between the helix center 
and the sheet plane; u is the rotation angle about the helix axis. The 
supcrsecondary structure parameter values for native G,81 are n = -26.49", 
If '" 3.200. h = ]0,04 A. and u = Dc. 
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Table 1. DEE determined optimal sequences for the core positions of Gf31 as a function of llho.9 . 
lI. hO.9 
G,Bl sequence 
T. 
(A) Vol ry,3 Le" , Leu 7 Ala 20 Ala 26 ?he 30 Ala 34 Val 39 Phe 52 Val 54 ,e) NMR 
-1.50 1.04 Phe 11, V," V,I n, 69 + 
- 1.25 1.04 Ph, II, V'" V,I 11, 69 + 
-1 .00 0.99 Ph, I V'" 11, 89 + 
-0.75 0.99 Ph, I V," 11, 89 + 
- 0.50 0.99 Ph, I V," 11, 89 + 
-0.25 0.99 Ph, I V,I 11, 89 + 
0.00 1.01 Ph, I Ito Ito 91 + 
-0.25 1.05 Ph, 11, II, Tq> 89 + 
+0.50 1.05 Ph, 11, 11, Tq> 89 + 
+0.75 1.05 Ph, 11, II, Tq> 89 + 
+1 .00 1.13 Ph, 11, n, Tq> 85 + 
+1.25 1.20 Ph, 11, L," 11, 
"' 
Tq> '3 
+ 1.50 1.20 Ph, II< L," 11, II, Tq> 53 
~qhe G,BI wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the G,BI sequence. l1h is 
the change in the supers.econdary structure parameter. h; Vol is the fraction of core side-chain volume relative to the O,8! sequence; T", is the melting 
temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the ID lH NMR spectra. The T",'s for 
<1hO.9[ -1.50 AJ and <1hO.9 [ + 1.50 AJ were detennined for 56-residue proteins (compared to 57-residue proteins for Gfil and all otber mutants), which 
overstates the melting temperature by aoout 2 ce, the melting temperature difference between the 56- and 57-residue versions of Gfil . 
unlikely to be an artifac t of the structure determination because it 
is present in two crystal forms and a solution structure (Gronen-
born et al., 1991; Gallagher et a1., 1994). Our rotaIner library does 
not contain eclipsed rotamers and no staggered leucine rotamers 
pack well at this position. Instead, the side-chain selection algo-
rithm chose an isoleucine rotamer that conserves the XI dihedral 
and is able to pack well. We expect the removal of the strained 
leucine rotamer to stabilize the protein, a prediction that is tested 
in the experimental section of this work. The sequences that result 
from varying individual supersecondary structure parameter values 
show two notable trends. Small variations in the parameter values 
tend to have little or no effect on the calculated sequences. For 
example, varying il.hO.9 from - 0.25 to -1.00 A (Table 1) and 
l!h1.o from + 0.25 to + 1.25 A (Table 2) has no effect on the 
calculated sequences, which demonstrates the side-chain selection 
algorithm's tolerance to small variations in the initial backbone 
geometry. Large variations in the parameter values tend to result in 
greater sequence diversity. For example, il.h LO[ + 1.50 A] contains 
6 of 10 possible mutations relative to G.81 (Table 2). The appar-
ently anomalous result that occurs for il.hO.9 at -1.25 and - 1.50 A, 
an increase in core volume, is explained by the observation that 
translating the helix toward the sheet plane results in creating a 
pocket of space in the vicinity of position 20 that ultimately leads 
to the observed A20V mutation. 
Table 2. DEE determined optimal sequences for the core positions of Gf31 as a function of Mz 1.Oa 
<1hl.o 
(A) Vol Tyr 3 Le"' Leu 7 Ala 20 
-1 .50 0.52 AI, AI, AI, 
-1.25 0.62 Ph, AI, AI, 
- 1.00 0.62 Phe AI, AI, 
-0.75 0.91 Ph, AI, V,I 
- 0.50 0.99 Ph, V,I 
-0.25 0.99 Ph, V,I 
0.00 1.01 Ph, II, 
+0.25 1.05 Ph, II, 
+0.50 1.05 Ph< 110 
+0.75 1.05 Ph, II, 
+ 1.00 1.05 Ph, 110 
+ 1.25 1.05 Ph, Ik 
+1.50 J.11 Ph, II< 
Gfil sequence 
Ala 26 Phe 30 
AI, 
AI, 
AI, 
Ala 34 
Leu lie 
Val 39 Phe 52 
L," AI, 
L," AI, 
L," AI, 
II, I 
II, I 
II, I 
II, I 
II, Tq> 
II, Tq> 
II, Tq> 
II, Tq> 
II, Tq> 
II, Tq> 
T. 
Val 54 (0C) NMR 
AI, ND .ND 
AI, ND ND 
AI, ND ND 
ND ND 
89 + 
89 + 
9 1 + 
89 + 
89 + 
89 + 
89 + 
89 + 
73 + 
"The Gfil wild-type sequence and poSition numbers are shown at the top of the table. A venical bar indicates identity with the Gfil se~uenceK <1~ is 
the change in the silpersecondary structure parameter, h; Vol is the fraction of core side-chain volume relative to tbe Gfil sequence.: T,;, IS the meltmg 
temperature measured by eo: NMR is a qualitative indication of the degree of chemical shift dispersion in the 10 IH NMR spectra; NO mdlcates a propeny 
that was not determined. 
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Tab&e 3. DEE deltmnin~d optimal sequences jor the core positions of Gf31 as a function of bono.g-
on OPI .sequence T. 
r) Vol Ty.-3 
'-'" 5 '-'" 1 Ala 20 Ala 26 Phc 30 Ala 34 Val 39 Pile 52 s~ 54 rC) NMR 
-10.0 1.00 V"' V"' V" II, NO NO 
- 7.5 0.99 Ph, V,I n, 89 + 
-5.0 0.99 Ph, V,I II, 89 + 
-2.5 0.99 Ph, V,I II, 89 + 
0.0 1.01 Phe II, Ik 91 + 
+2.5 1.01 Phe n, n, 91 + 
+ 5.0 UI6 Ph< n, V"' II, NO NO 
+7.5 1.06 Ph, De v.r II, NO NO 
+ 10.0 1.06 Ph, n, V.u n, NO NO 
"The GpI wild-type sequence and position numbers arc shown al the top o f the table. A vertical bar indicates identity with the G,81 sequcnr:c. An is 
the change in the supersecondary structure parameter, fi; Vol is the fraction of core side-chain volume relative to the G,81 sequence; T .. is the melting 
temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the lD lH NMR spectra; NO indicates a propeny 
that was not determined. 
Table 4. DEE detemUned optimal sequences JOT t~ core positions of GfJl as a/unction of AOfJ.9& 
O. GtJ l sequence T. 
(") Vol Tyr 3 
'-'" 5 Leu 7 Ala 20 Ala 26 Pbe30 Ala 34 Val 39 PIle .'52 Va; 54 ("C) NMR 
- 10.0 0.98 Ph, AI, Le" T", NO NO 
- 7.5 1.00 Ph, 1.0" Lou T", AI, NO NO 
- S.O 1.03 Ph, s~ 11, T", I NO ' NO' 
- 2.5 1.03 Ph, Vol 11, T", I NO' NO' 
0.0 LO] Ph, n, II, I 91 + 
+2.5 1.01 Phe 
"' 
II, I 91 + 
+5.0 1.01 Phe Ik II, I 91 + 
+ 7.5 1.08 Phe n, V,I 
"" 
II, Lou NO NO 
+ 10.0 1.08 Phe n, Vol T", ", '-'" NO ND 
-TIle GPI wild-type sequence and position numbers are shown at the tOp of the table. A vertical bar indicates identity with the G,BI sequence. !J.(J is the 
change in the supcrsecondary structure parameter, 0; Vol is the fraction of cere sidc-chain volume relative to the G,Bl sequence: T,. is the melting 
temperature measured by CD; NMR is a qualitative indication oflhe degree of chemical shift dispersion in the ID lH NMR spectra; ND indicates a property 
that was not detennined: ND " indicates a property that was not detennined, but that is expected 10 be "positive" based on sequence similarity to other DEE 
solutions (see .6.ho.g[ +0.75 A». 
TableS. DEE determined oplimo.l sequences jar the core positions ofGf31 as a junction of tlUO.f) -
OU OPI sequence T_ 
(") Vol Ty,' Le" 5 Co" 1 Ala 20 Ala 26 Phe 30 Ala 34 Val 39 Phe 52 Val 54 ("C) NMR 
- 10.0 1.01 Ph, II, II, 
" 
+ 
-7.S 1.01 Ph, II, n, 9 1 + 
- 5.0 1.01 Ph, lie n, 9 1 + 
- 2.5 1.01 Ph, II, II, 91 + 
0.0 1.01 Phe II, n, 9 1 + 
+ 2.5 0.99 Phe V>I II, 89 + 
+ 5.0 1.03 Ph, V" II, T", NO ' NO' 
+ 7.5 1.04 Pho Vol TY' II, T", NO NO 
+1 0.0 1.04 Ph, Vol TY' II, T", NO NO 
"The OPl wild-type sequence and position numbers are shown at the top oCthe table. A venicaJ bar indicates identity with the G,G 1 sequence. luI is 
the change in the supetsecondary structure parameter, u ; Vol is the fraction of core side-chain volume relative to the 0f31 sequence; T", is the melting 
temperature measured by CD; NMR is a qualitative indication of the degree of chemical shifl dispersion in the ID I H NMR spectra; ND indicates a property 
rnat was not determined; NO "'" indicates a propeny that was not determined, but thaI is expected to be "positive" based on sequence similarity to other DEE 
solutions (see ll..ho.9[ +0.75 Aj). 
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Experimental validation of the designed cores focused on seven 
of the tKKh~series mutants that contain between three and six se-
quence changes relative to G,81. The designed sequences resulting 
from t..!l, t..8, and flu perturbations are, however. in many cases 
identical to various 6.h-series sequences. Typical far-UV CD 
spectra are shown in Figure 3 . .6.110.9[-1.00 A], 6.hO.9[O.OO A), 
hKK~K9[ +0.75 A], and .6.hO.9[ + 1.00 A] have CD spectra that are 
indistinguishable from that of G,Bl , whereas IlhO.9[+1.50 A], 
Ilhl.o[+1.50 A] , and aho.9[-1.50 A] have CD spectra similar to 
that of Gf3I, suggesting that all of the mutants have a secondary 
structure content similar to the wild-type protein. Thennal melts 
monitored by CD are shown in Figure 4. All of the mutants have 
cooperative transitions with melting temperatures (T",'s) ranging 
from 53°C for Aho,9[+1.50 A) to 91°C for Aho.9[0.OO A) 
(Table 1). The Tm for G,BI is 85°C. The measured Tm's for 
.AhO•9[-1.50 A) and Aho.9[+1.50 AJ are for 56-residue proteins 
compared to 57-residue proteins in all other cases (see Materials 
and methods), which results in Tm's that are estimated to be about 
2°C higher than what would be expected for the corresponding 
57-residue proteins based on the Tm difference between the 56- and 
57-residue versions ofGf31. As suggested previously (B.I. Dahiyat 
& S.L. Mayo, 1997), the removal of the strained leucine at position 
seven (L7I), along with the increased hydrophobic burial gener-
ated by the Y3F and V39I mutations in Ilho.9[0.OO A], result in a 
protein that is measurably more stable than wild-type Gf3l. The 
extent of chemical shift dispersion in the 1D IH NMR spectrum of 
each mutant was assessed to gauge each protein's degree of native-
like character (Fig. 5). AIl of the mutants, except Aho.9[ + 1.50 A). 
have NMR spectra with chemical shift dispersion similar to that of 
Gf3l, suggesting that the proteins fonn well-ordered structures. 
Aho.9[ + L50 A) has a spectrum with broad peaks and no dis-
persion, which is indicative of a collapsed, but disordered and 
fluctuating structure or nonspecific association. All seven mutant 
proteins retain their ability to bind IgG as measured by binding to 
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Fig.3. Far-UV CD spectra ofG,Bl and the most perturbed of the tJ.1l-series 
mutants. tJ.hO.9 [ + 1.50 Al. L'.ho.p[ - 1.50 Al and tJ.hl.o[ + 1.50 A] have CD 
spectra similar to tJ.hO.9[+ 1.50 A j, whereas the remaining mutants have CD 
spectra similar to G.$l. 
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Fig. 4. Thermal denaturation ofG,B l and the 6.h-series mutants monitored 
by CD at 218 nm. 
an IgG-Sepbarose affinity column. The stability and native-like 
character of Aho.9 [ -1.50 A] and ahl.o[ + 1.50 A) indicate that the 
sequence selection algorithm is sufficiently robust to tolerate Ilh 
perturbations that are as large as 15% of Gf3I's native height 
supersecondary structure parameter value of loA. 
Althougb structures have not yet been detennined for the six 
mutants that show good chemical shift dispersion in their NMR 
spectra, the magnitude of the backbone perturbations used to cal-
culate these sequences are similar to the backbone perturbations 
observed for core mutations in other proteins (Baldwin et al., 
1993; Lim et al., 1994). Elucidation of the structures of several of 
the mutants should contribute to our general understanding of the 
deformation modes available to protein backbones of the alf3 class 
and should help define ranges of supersecondary structure param-
eter value perturbations that will be useful in future sequence 
calculations. 
Conclusions 
The objectives of this study were an assessment of the prospect of 
coupling backbone flexibility with amino acid sequence selection 
and an assessment of the robustness of our sequence selection 
algorithm to perturbations in protein backbone geometry. The re-
sults show clearly that backbone flexibility, introduced by varying 
supersecondary structure parameter values, can be coupled to amino 
acid sequence selection. This observation supports the notion that 
de novo protein design can be accomplished by following a two-
step procedure that includes generation of backbone structures 
based on consensus supersecondary structure parameter values fol-
lowed by automated amino acid sequence selection. The results 
also sbow that our sequence selection algorithm is tolerant to vari-
ations in starting conditions, which has the benefit of reducing the 
dependence on the exact details of the initial conditions. This 
robustness allows exploration oflarge backbone perturbations, which 
can led to greater sequence diversity. 
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Methods and materials 
Backbone perturbation, scoring functions. and DEE 
The initial G{31 structure was taken from PDB entry Jpga (Bern-
stein et al., 1977; Gallagher et aI., 1994). The program BIOGRAF 
(Molecular Simulations Incorporated, San Diego. California) was 
used to generate explicit hydrogens on the structure, which was 
then conjugate gradient minimized for 50 steps using the DRE-
IDING forcefield (Mayo el aI., 1990). The coordinate positions of 
atoms not involved in core sequence selection or backbone per-
turbations were kept fixed. Concerted backbone movements were 
perronned by repositioning the a-helix (residues 23-36) to reflect 
the desired change in the indicated supersecondary structure pa-
rameter value. The coordinate positions of atoms belonging to 
residues 23, 24, 25, 27, 28, 29, 31, 32, 33, 35, and 36 were kept 
fixed after repositioning the helix. The distorted peptide bonds that 
result from backbone perturbations were left unchanged. The 6.h-, 
a!1-, and 6.o--series perturbations were performed by translating 
the helix along the sheet axis, rotating the helix about the sheet 
axis, and rotating the helix about the vector parallel to the helix 
axis that passes through the helix center, respectively (see Fig. 2). 
The aO-series perturbations were peIformed by rotating the helix 
about the vector resulting from the cross product of the sheet axis 
and the vector paralIel to the helix axis that passes through the 
helix center. A Lennard- Jones 12-6 potential was used for van der 
Waals imeractions with atomic radii scaled by either 1.0 or 0.9 as 
A. Su and SoL Mayo 
indicated (B.!. Dahiyat & S.L. Mayo, 1997). The Richards defi-
nition of solvent-accessible surface area (Lee & Richards, 1971) 
was used and areas were calculated with the Connolly algorithm 
(Connolly. 1983). An atomic solvation parameter of 23.2 call 
moll A 2 was used to favor hydrophobic burial (Dahiyat & Mayo, 
1996). The rotamer library and DEE optimization followed the 
methods of our previous work (Dahiyat & Mayo, 1996). Calcula-
tions were performed on either a 12 processor, R10000-based Sil-
icon Graphics Power Challenge or a 512 node Intel Delta. 
Mutagenesis and protein purification 
A synthetic Gf31 gene (Minor & Kim, 1994) was cloned into 
pETl1a (Novagen) and used as the template for inverse PCR 
mutagenesis (Hemsley et aI. , 1989).5 ' phosphorylated oligos (Gena-
sys) were used without further purification. Mutant sequences were 
confirmed by DNA sequencing. The expression and purification of 
the mutant proteins followed published procedures (Minor & Kim, 
1994). Incomplete N-tenninal processing resulted in a mixture of 
56- and 57-residue proteins, which were separated by HPLC (Mi-
nor & Kim, 1994). The 57-residue proteins were used in all cases 
except for mutants flho.9[ -1.50 Al and ahO.9[ + 1.50 Al, where the 
56-residue proteins were used. Molecular weights were confinned 
by mass spectrometry. 
CD andNMR 
CD spectra were measured on an Aviv 62DS spectrometer at 
pH 6.0, 50 roM sodium phosphate buffer, 25 °C, and 50 JiM pra-
tein. A I-mm pathlength cel1 was used and the temperature was 
controlled by a thennoelectric unit. Thennal melts were perfonned 
in the same buffer using 2° temperature increments with an aver-
aging time of 10 s and an equilibration time of90 s. Tm values were 
derived from the ellipticity at 218 run ([Obs) by evaluating the 
maximum of a d[Bhl8jdT versus T plot. The Tm's were reproduc-
ible to within 2°. Protein concentrations were detennined by UV 
spectrophotometry. NMR samples were prepared in 90/10 H 20j 
D20 and 50 roM phosphate buffer at pH 6.0. Spectra were acquired 
on a Varian Unity Plus 600 MHz spectrometer at 25°C. One-
thousand twenty-fonr transients were acquired with 1.5 s of solvent 
presaturarion used for water suppression. Samples were approxi-
mately 0.5 n:t1>.1. 
Acknowledgments 
We thank M. Ary, S. Malakauskas, and S. Ross for technical assistance, G. 
Hathaway of the Caltech Protein and Peptide Microanalytical Facility for 
mass spectra, the Caltech DNA Sequencing Core Facility for DNA se-
quencing, and the Cal tech Center for Advanced Computing Research for 
use of the Intel Delta. This work was supported by the Rita Allen Foun-
dation, the David and Lucile Packard Foundation, and the Searle Scholars 
Program/The Chicago Community Trust. 
References 
Alexander P, Fahnestock S, Lee r, Orban J, Bryan P. 1992. Thermodynamic 
analysis of the folding of the streptococcal protein G IgG-binding domains 
{31 and {32-Why small proteins tend to have high denaturation tempera-
tures. Biochemislry 31:3597-3603. 
Baldwin EP, Hajiseyedjavadi 0 , Baase WA, Matthews BW. 1993. The role of 
backbone flexibility in the accommodation of variants that repack the core 
of T4 lysozyme. Science 262: 1715-1718. 
Barchi J), Grasberger B, Oronenbom AM, Clore OM. 1994. Investigation of the 
backbone dynamics of the IgG-binding domain of streptococcal protein G 
ll-8 
Backbone flexibility in protein design 
by heteronuclear two-dimensional j H_ 15N nuclear magnetic resonance spec-
troscopy. Protein Sci 3:15-2l. 
Bernste in Fe, Koetzle IF. Williams GJB, Meyer EF Jr, Brice MD. Rodgers JR, 
Kennard 0, Shimanouchi T, Tasumi M. 1977. The Protein Data Bank: A 
computer-based archival file for macromolecular strUctures. J Mol Bioi 
112:535-542. 
Betz SF, DeGrado WE 1996. Controlling lopology and native-like behavior of 
de novo-designed peptides-Design and characterization of antiparallcl 
4-stranded coiled coils. BiocMmis(1)' 35:6955-6962. 
Chothia C, Jaoin J. 1981. Relative orientation of close-packed J3-pleated sheets 
in proteins. Proc Nafl Acad Sci USA 78:4146-4150. 
Chothia C, Janin 1. 1982. Orthogonal packing of ,B-pleated sheets in proteins. 
Proc Nail Acad Sci USA 78:3955-3965. 
Chothia C, Levitt M , Richardson D. 1977. Structw-e of proteins: packing of 
a-hdices and pleated sheets. Proc Natl Acad Sci USA 74:4130- 4134. 
Chothia C, Levitt M, Richardson O. 1981. Helix to helix packing in proteins. J 
Mol Bioi 145:215-250. 
Chou KC, Maggiora GM, Nemethy G, Scheraga HA. 1988. Energetics of the 
structw-e of the four-a-helix bundle in proteins. Prec Nail Acad Sci USA 
85:4295-4299. 
Chou KC. Nemethy G, Rumsey S, Tuttle RW, Scheraga HA. 1985. Interactions 
between an a-helix and .B-sheet energetics of al.B packing in proteins. J Mol 
Bioi 186:591-609. 
Chou KC, Nemethy G, Rumsey S, Tuttle RW, Scheraga HA. 1986. Interactions 
between two .B-sheets energetics of f3I.B packing in proteins. J Mol Bioi 
188:641-649. 
Cohen FE, Sternberg MJE, Taylor WR. 1980. Analysis and prediction of protein 
J3-sheet s tructures by a combinatorial approach. Narure 285:378-382. 
Cohen FE, Sternberg MJE, Taylor WR. 1981. Analysis of the tertiary structw-c 
of protein J3-shee t sandwiches. J Mol Bioi 148:253-272. 
Cohen FE, Sternberg MJE, Taylor WR. 1982. Analysis and prediction of the 
packing of a-helices against a .B-sheet in the tertiary structure of globular 
proteins. J Mol BioI 156:821-862. 
Connolly ML. 1983. Solvent accessible surfaces of proteins and nucleic acids. 
Science 221:709-713. 
Crick FHC. 1953a. The Fourier transform of a coiled-coiL Acta Crystallogr 
6:685- 689. 
Crick FHC. 1953b. The packing of a-helices. Acta Crystal/ogr 6:689-697. 
Dahiyat Bf, Mayo SL. 1996. Protein des ign automation. PrOlein Sci 5:895-903. 
Dahiyat Br, Mayo SL. 1997. Probing the role of packing specificity in protein 
design. Proc Natl Acad Sci USA, in press. 
Desjarlais lR, Handel TM. 1995. De novo design of the hydrophobic cores of 
proteins. Protein Sci 4:2006- 2018. 
Desmet 1, De Maeyer M, eaz~s B, Lasters 1. 1992. The dead-end elimination 
theorem and its use in protein side-chain positioning. Nature 356:539-542. 
Desmet 1, De Maeyer M, Lasters I. 1994. The dead-end elimination theorem: A 
new approach to the side-chain packing problem. In: Merl KM lr, Le Grand 
SM. eds. The protein folding problem and tutiar}" structure prediction. 
Boston: BirkhliKus~rK pp 307-337. 
Gallagher T, Alexander P, Bryan P, Gilliland GL. 1994. Two crystal structures 
of the J31 immunoglobulin-binding domain of streptococcal protein G and 
comparison with NMR. Biochemistry 33:4721--4729. 
Goldstein RF. 1994. Efficient rotamer elimination applied to protein side-chains 
and related spin-glasses. Biophys J 66:1335-1340. 
Gronenborn AM, Fi lpula DR, Essign NZ, Achari A, Whitlow M, Wingfield PT, 
Clore GM. 1991. A novel, highly stable fold of the immunoglobulin binding 
domain of streptococcal protein G. Science 253:657-66 1. 
1707 
Harbury PB, TIdor B, Kim PS. 1995. Repacking protein cores with backbone 
freedom: Structure prediction for coiled coils. Proc Natl Acad Sci USA 
92:8408-8412. 
Harris NL, Presnell SR, Cohen FE. 1994. Four helix bundle diversity in globular 
proteins. J Mol BioI236:1356-1368. 
Hellinga HW, Caradonna IF, Richards FM. 1991. Construction of new ligand-
binding sites in proteins of know structure 2. Grafting of buried transition-
metal binding site into Escherichia coli thioredoxin. J Mol BioI 222:787-
803. 
Hellinga HW, Richards PM. 1994. Optimal sequence selection in proteins of 
known structure by simulated evolution. Proc Natl Acad Sci USA 91:5803-
5807. 
Hemsley A, Amheim N, Toney MD, Cortopassi G, Galas DJ. 1989. A s imple 
method for site-directed mutagenesis using the polymerase chain reaction. 
Nucleic Acids Res /7:6545-6551. 
Hurley JH, Baase WA, Matthews BW. 1992. Design and structural analysis of 
alternative hydrophobic core packing arrangemems in bacteriophage T4 
lysozyme. J Mol Bioi 224:1142-1154. 
Janin 1, Chothia C. 1980. Packing of a-helices onto ,6'-p leated sheets and the 
anatomy of a/(3 proteins. J Mol BioI 143:95-128. 
Klemba M, Gardner KH, Marino S, Clarke NO, Regan L . 1995. Nove l metal-
binding proteins by design. Nature Struct Bioi 2:368_373. 
Kraulis PI. 1991. MOLSCRIPT: A program to produce both detailed and sche-
matic plots of protein structures. J Appl Crystallogr 24:946-950. 
Kuszewski J . Clore GM, Gronenbom AM. 1994. Fast folding of a prototypic 
polypeptide-The immunoglobulin binding domaln of streptococcal protein 
G. Protein Sci 3:1945-1952. 
Laster I, Wodak 5J, Alard P. Custem EV. 1988. Structure principles of parallel 
f3-barrels in proteins. Proc Narl Acad Sci USA 85:3338- 3342. 
Lee B, Richards FM. 1971. The interpretation of protein structures: Estimation 
of static accessibility. J Mol Bioi 55:379- 400. 
Lim WA, Hodel A, pau~ r RT. Richards FM. 1994. The crystal structure of a 
mutant protein with altered but improved hydrophobic core packing. Proc 
Natl Acad Sci USA 91:423- 427. 
Mayo SL, Olafson BO, Goddard WA Ill. 1990. Dreiding-A generic force-field 
for molecular simulations. J Phys ChErn 94:8897- 8909. 
Minor DL, Kim PS. 1994. Measurements of the ,B-sheet-fonning propensities of 
amino acids. Nature 367:660-663. 
Murzin AG, Finkelstein AY. 1988. General architecture of the a-helical globule. 
J Mol Bioi 204:749-769. 
Murzin AG, Lesk AM, Chothia C. 1994a. Principles detennining the structure of 
J3-sheet barrels. I. A theoretical analysis. J Mol Bioi 236:1369-1381. 
Murzin AG. Lesk AM, Chothia C. 1994b. Principles detennining the structure 
of J3-sheet barrels. II. The observed structures. J Mol BioI 236:1382-1400. 
Nautiyal S, Woolfson DN, King DS, Alber T. 1995. A designed heterotrimeric 
coiled coil. Biochemistry 34:1/645-11651. 
Offer G. Sessions R. 1995. Computer modelling of the a-helical coiled coil: 
Packing of side-chains in the inner core. J Mol Bioi 249:967--987. 
Orban J, Alexander P, Bryan F, Khare D. 1995. Assessment of stability differ-
ences in the protein G .131 and J32 domains from hydrogen deute rium 
exchange- Comparison with calorimetric data. BiochemiSTry 34:15291-
15300. 
Ponder IW, Richards FM. 1987. Tertiary templates for prOleins. Use of packing 
criteria in the enumeration of allowed sequences for different structural 
classes. J Mol Bioi 193:775- 79l. 
Presnell SR, Cohen FE. 1989. Topological distribution of four-a-helix bundles. 
Proc Narl Acad Sci USA 86:6592-6596. 
Ill-I 
Chapter 3 
Assembling De Novo Backbone Templates for 
Amino Acid Sequence Selection in Protein 
Design - (I) Theory 
III-2 
Abstract 
Several groups have applied and experimentally tested systematic, 
quantitative methods to protein design with the goal of developing general 
design algorithms. However, all of these methods rely on the use of a fixed 
backbone template chosen from the Protein Data Bank (Bernstein et aI., 1977). 
We sought to expand the range of computational protein design by 
developing a general, quantitative design method for computing de novo 
backbone templates. The method had to compute atomic resolution 
backbones compatible with the atomistic sequence selection algorithm we 
were using (Dahiyat & Mayo, 1997) and it had to be applicable to all protein 
motifs. The algorithm we developed uses supersecondary structure 
parameters to determine the orientation among secondary structural 
elements, given a target protein fold. All possible backbone arrangements are 
screened using a cost function which evaluates core packing, hydrogen 
bonding, loop closure, and backbone torsional geometry. Given a specified 
number of residues for each secondary structural element, a single optimal 
configuration is found. We chose three motifs to test our method E~~aI ~a/PI 
and aa) since their combination can be used to approximate most possible 
backbone fold. The best structure found for the /3/3a motif is similar to a zinc 
finger, and the best structure for the ~a/P motif is similar to a segment of a 
~-barrel (PDB entry 8adh). The backbone obtained for the aa motif resembles 
minimized protein A. These results suggest that de novo backbones 
assembled using this method may serve as adequate input templates for 
atomistic sequence selection algorithms. 
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Introduction 
De novo protein design has received considerable attention recently and 
significant advances have been made towards the goal of producing stable, 
well-folded proteins with novel sequences. Several groups have applied and 
experimentally tested systematic, quantitative methods to protein design with 
the aim of developing general design algorithms (Ponder & Richards, 1987; 
Hellinga et a!., 1991; Hurley et a!., 1992; Hellinga & Richards, 1994; Desjarlais 
& Handel, 1995; Harbury et a!., 1995; Klemba et a!., 1995; Nautiyat et a!., 1995; 
Betz & Degrado, 1996; Dahiyat & Mayo"1996). These techniques screen 
possible sequences for compatibility with a desired protein motif. To date, 
they all have required a fixed backbone template as input. We sought to 
expand the range of computational protein design by developing a general, 
quantitative design method for computing de novo backbone templates. Two 
critical components for a backbone design algorithm are its compatibility with 
the atomistic sequence selection algorithm we have been using (Dahiyat & 
Mayo, 1996) and its applicability to all protein motifs. Representations of 
designed backbones have ranged from ribbon-diagrams (Chirgadze, 1987; 
Efimov, 1993a, b; Efimov, 1994; Efimov, 1997) and lattice models (Park & 
Levitt, 1995; Dill & Stigter, 1995) to the more precise atomistic representations 
of poly-Ala or poly-Val peptides (Chou & Scheraga, 1982; Chou et aI., 1983). 
The ribbon-diagrams and lattice models provide insufficient atomic 
information for sequence selection algorithms, while the atomistic 
polypeptides tend to bias the final optimized sequence by including side chain 
data in determining the backbone structure (Su & Mayo, unpublished results). 
In addition, previously designed backbones mainly focused on two specific 
protein motifs - the coiled-coil (Harbury, 1995) and the ~-barrel (Murzin et 
al., 1994a, b). Our goal is a general backbone design algorithm that computes 
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atomic resolution backbones for an arbitrary motif, but provides no extra 
information to bias the final optimized sequence. This work reports the 
initial computational results of our backbone design algorithm for the ~~aI 
~a~I and aa motifs. 
In selecting the motif set to demonstrate the generality of the 
algorithm, we chose the /3/3a, /3a/3, and aa motifs, since their combination can 
be used to approximate most possible backbone fold. The combination of 
these three motifs includes all the possible connecting loop classes (Donate et 
aI., 1996) and all the possible secondary structural elements (a-helix, parallel 
~-sheetI and anti-parallel /3-sheet). 
Our design methodology consists of an atomistic backbone design 
algorithm that quantitatively considers specific interactions among secondary 
structural elements. The backbone design algorithm screens all possible 
geometric orientations of secondary structural elements and finds the optimal 
placement of these elements given a target protein fold . In order to accurately 
specify the atomic positioning of these secondary structural elements, we 
consider a discrete set of geometric orientation parameters for each element, 
called supersecondary structure parameters (Chothia et aI., 1997; Janin & 
Chothia, 1980; Su & Mayo, 1997). Within each element, we further consider 
the mapping of backbone atoms N, H, C, 0, Cu, and C13, according to the 
allowed backbone torsional distribution. The immense search problem 
presented by supersecondary structure parameter and backbone torsional 
angle optimization (1016 to 1024 possible configurations) is surmounted by 
applying the Adaptive Simulated Annealing Algorithm (Ingber, 1993). This 
is a standard optimization algorithm that searches in continuous space. The 
cost function used by the algorithm scores a particular backbone arrangement 
by evaluating its core packing (Ponder & Richards, 1987), hydrogen bonding 
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(Ippolito et aI., 1990; Stickle et aI., 1992; McDonald & Thornton, 1994), loop 
closure (Bruccoleri, 1993; Donate et aI., 1996), and backbone torsional geometry 
(Salemme, 1983). Given a specified number of residues for each secondary 
structural element, this procedure yields a family of optimal configurations 
for each motif. No amino acid sequence information is required. 
Backbone Design Algorithm 
The backbone design algorithm computes all backbone atoms (N, HN, C, 0, 
C,x- and C13) for a target protein motif by iteratively generating secondary 
structural elements (a-helix, ~-strandFI connecting them with proper loop 
fragments (Donate et aI., 1996), and evaluating their cost function. All loop 
fragments from the appropriate loop class were allowed: ee for ~~I eh for ~aI 
he for a~I and hh for aa. Seven supersecondary structure parameters were 
used to describe the ~a~ and ~~a motifs (cr, A, d, 1:, Q, 8, and h). For the aa 
motif, only four were used (cr, Ie, d, and 1:). The parameters are illustrated in 
Figure 1. Parameter cr describes the rotation angle about the helix axis and 
parameter Ie describes the translation distance along the helix axis. Parameter 
d describes the distance between the center of the two strands or helices and 
parameter 1: describes the angle between them. Parameter Q describes the 
angle between the strand axis and the helix axis after projection onto the 
sheet. Parameter 8 describes the angle between the helix axis and the sheet 
plane. Parameter h describes the distance between the center of the a-helix 
and the plane of the ~-sheetK The range of values used for each of the 
parameters is shown in Table 1. Range values were chosen to include all 
values reported in the literature (Janin & Chothia, 1980; Chothia et aI., 1981; 
Cohen et aI., 1981). 
ill-6 
Figure 1 Definition of generic supersecondary structure parameters used 
in assembling motifs j3j3a, j3aj3, and aa. (a) Cf is the rotation angle about a 
single axis; (b) A. is the translation distance along a single axis; (c) d is the 
distance between the centers of two parallel axes; (d) 1: is the dihedral angle 
between the two parallel axes; (e) £1 is the angle between an axis projected 
onto a plane and a selected direction contained in the same plane; (f) 9 is the 
angle between an axis and a plane; (g) h is the distance between the center of 
an axis and a plane. 
In general, Cf and A. characterize a single-axis interaction, e.g. rotation 
about or translation along a helix or strand axis; d and 1: characterize a two-
axis interaction, e.g. two j3-strands or two a-helices; h, £1, and 9 characterize a 
three (.or morel-axis interaction, e.g. an a-helix with a j3-sheet containing two 
(or more) j3-strands. 
In the j3j3a and j3aj3 motifs, parameters d and 1: determine the relative 
orientation of the two strands, parameters h, £1, and 9 determine the relative 
orientation of the helix to the sheet; in the aa motif, parameters d and 1: 
determine the relative orientation of the two helices. In all cases, parameters 
(J and A. associated with each axis allow individual rotation and translation of 
each axis. 
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Table I Optimized parameter values for de novo backbones of the i3i3a, 
/3a/3, and aa motifs. 
J>Jla j)aj) aa 
variables ranges optimized ranges optimized ranges optimized 
values values values 
local 
n1 (residues) [5,7] 7 [5,7] 5 [10, 20] 18 
$1 (degrees) [-144.0, -70.0] -101.0 [-144.0, -70.0] -115.0 [-103.0, -41.0] -67.0 
1j1l (degrees) [94.0, 156.0] 104.0 [94.0, 156.0] 124.0 [-60.0, -41.0] -47.0 
n2 (residues) [5,7] 7 [10, 20] 15 [10,20] 18 
$2 (degrees) [-144.0, -70.0] -101.0 [-103.0, -41.0] -60.0 [-103.0, -41.0] -58.0 
\jI2 (degrees) [94.0, 156.0] 104.0 [-60.0, -41.0] -42.0 [-60.0, -41.0] -42.0 
n3 (residues) [la, 20] 15 [5,7] 5 
$3 (degrees) [-103.0, -41.0] -58.0 [-144.0, -70.0] -115.0 
\jI3 (de!£ees) [-60.0, -41.0] -54.0 [94.0, 156.0] 124.0 
non-local 
<11 (degrees) [0.0, 90.0] 55.0 [0.0, 90.0] 47.0 [-100.0, 100.0] -26 .0 
I..l (A) [-1.5, 1.5] -0.5 [-1.5, 1.5] -1.1 [-1.8, 1.8] 0.9 
<l2 (degrees) [0.0, 90.0] 60.0 [-100.0, 100.0] 99.0 [-100.0, 100.0] 87.0 
A2 (A) [-1.5, 1.5] 0.5 [-1.8,1.8] -0.8 [-1.8,1.8] -0.9 
03 (degrees) [-100.0, 61.0 [0.0, 90.0] 44.0 100.0] 
1..3 (A) [-1.8,1.8] -0.6 [-1.5, 1.5] -0.6 
d (A) [4.0,5.0] 4.8 [4.0, 5.0] 4.8 [7.0, 11.0] 9.0 
, (degrees) [-25.0, 25.0] 12.0 [13.0, 25.0] 15.0 [-35.0, 35.0] -3.0 
Q (degrees) [-20.0, 0.0] -6.0 [-22.0, 10.0] -20.0 
e (degrees) [0.0,20.0] 9.0 [0.0, 20.0] 5.0 
h (A) [8.0, 11.5] 9.8 [7.0, 13.0] 8.8 
100E 
axisl to axis2 EE loops Eaa-2-E EHloops Eet_abH HHloops HbabaHs 
axis 2 to axis 3 EH 1002s EabH HElooEs ea~ab 
Local variables ni, $i, and 1jIi, are the number of residues and backbone $/1jI 
dihedral angles for the i-th axis, respectively. i = {I, 2, 3} for both the /3i3a and 
/3a/3 motifs, i = {I, 2} for the aa motif. In this notation, the i-th axis represents 
the i-th secondary structural element. For exmaple, in the i3i3a motif axis I is 
the first i3-strand, axis 2 is the second i3-strand, and axis 3 is the first a-helix. 
Non-local variables ai, Ai, d, t, Q, 8, h are the supersecondary structure 
parameters described in Figure 1. The loop terminologies follow that of 
Donate (Donate et aI., 1996), where E denotes a /3-strand and H denotes an a-
helix. Therefore, a i3i3a fold will need an EE loop connecting the first two 13-
strands and an EH loop connecting the second i3-strand and the following a-
helix. The optimized values yield structures shown in Figure 3. 
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The atoms of the secondary structures were first generated around the 
z-axis (Shimanouchi & Mizushima 51, 1955; Miyazawa, 1961; Sugeta, 1967) 
using the <I> and 'I' angles shown in Table 1 (Flory, 1969). These atoms were 
then mapped to the target locations via standard Euler matrices where the 
matrix elements consisted of combinations of the supersecondary structure 
parameters (see Table 2a, b, c). 
The mapped structures were then evaluated as shown in Figure 2. 
Clashing structures (with positive van der Waals energies) and structures 
where none of the appropriate loops provided closure were rejected. The 
shortest loops were chosen which provided closure. The cost function value 
was then determined for each of the remaining structures based on core-
forming C~-C~ interactions and the total number of hydrogen bonds. C~-C~ 
distances were measured between the helix and each of the ~-strands for the 
~~a and ~a~ motifs, and between the two helices for the aa motif. Distances 
within 4.1 to 6.6 A were counted as -1, while distances less than 4.1 A were 
counted as +1. The number of hydrogen bonds between the ~-strands was 
determined as described in Figure 2; each hydrogen bond was counted as -l. 
Counts were totaled to obtain the cost function value for each structure. 
These values were then fed into the Adaptive Simulated Annealing 
Algorithm (Ingber, 1993) and the structure with the lowest cost function 
value was determined. 
The best backbone structures obtained for each of the three motifs are 
shown in Figure 3. The structure for the ~~a motif is similar to that of a zinc 
finger and the structure for the ~a~ motif is similar to a segment of a ~-barrel 
(PDB entry 8adh). The backbone obtained for the aa motif resembles 
minimized protein A. The parameter values used to generate these 
backbones are listed in Table 1. 
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Table 2a Euler matrices used in J3J3a backbone construction. 
1 
cosJ3cosy -cosasinJ3siny, 
R= sinJ3cosy+ cosa.cosJ3siny, 
smasmy, 
jtmx) jxmx) T= tmy -R Xmy 
tmz Xmz 
"=j:~F 
-cosJ3siny -cosasinJ3cosy, 
-sinJ3siny + cosa.cosJ3cosy, 
sina.cosy, 
where 13 = 1t + cos-1 nx y=(j. 2 sma' 
nx n1( nz tmx 
1st ~-strand 1 0 tanOE~F 0 
1+tanOE~F 1+tanOE~F 
2nd ~-strand -1 0 tanOE~F 0 
1+tanO E~F 1+tanOE~F 
1st a -helix eosSeos(- Q) eosSsin(-Q) sinS a 
sinasinJ3 ) 
-sina.cosJ3 
cosa 
tmy 
d/2 
-d/2 
a 
tmz 
0 
a 
h 
The J3-strands and a-helix are first built along the z-axIs then mapped 
according to x~ox+f+AKnI where x runs through all atoms in the strand or 
helix. xm = {xmx, xmy, xmz } is the midpoint of the strand or helix, 
n={nx, ny, nz} is the unit vector along the target axis orientation, 
tm = {tmx, tmy, tmz} is the desired position for xm = {xmx, xmy, xmz} 
after the mapping x~ox+fK The mapping elements are computed from 
supersecondary structure parameters shown in Figure 1. 
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Table 2b (continued) Euler matrices used in ~a~ backbone construction. 
j cos~cosy -cosasin~sinyI R= sin~cosy~ cosacos~sinyI 
smasmy, 
jtmx) jxmx) T= tmy -R Xmy 
tmz Xmz 
I{~F 
where 
nx ny 
1st ~-strand 1 0 
l+1anOE~F 
1st a-helix cos a cas( -Q) casasin( -Q) 
2nd ~-strand 1 0 
1+tanOE~F 
-cos~siny -cosasin~osyI 
-sin~siny + cosacos~cosyI 
sinacosy, 
sinasin~F 
-sinacos~ 
cosa 
nz trnx trny tmz 
tanOE~F 0 dl2 0 
~1+tanOE~F 
sina 0 0 h 
2 ~ 
-tan (-) 
0 -d12 0 2 
1 +tanOE~F 
The ~-strands and a-helix are first built along the z-axis then mapped 
according to x~ox+f+AiiI where x runs through all atoms in the strand or 
helix. xm = {xmx, xmy, xmz} is the midpoint of the strand or helix, 
n={nx, ny, nz} is the unit vector along the target axis orientation, 
1m = {tmx, tmy, tmz} is the desired position for xm = {xmx, xmy, xmz} 
after the mapping x~ox+fK The mapping elements are computed from 
supersecondary structure parameters shown in Figure 1. 
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Table 2c (continued) Euler matrices used in aa backbone constru ction. 
where 
j cos J3cosy -cosasinJ3siny, R = sinJ3cosy + cosacosJ3siny, 
sznaszny, 
jtmx ) jxmx ) T= tmy - R Xmy 
tmz Xmz 
D = j:~F 
nx ny 
1st a-helix 1 0 
1+tan2(}! 
2nd a-helix -1 0 
1+tan2(}! 
-cosJ3siny -cosasinJ3cosy, 
-sinJ3siny +cosacosJ3cosy, 
sinacosy, 
sinasin J3j 
-sinacosJ3 
cosa 
nz tmx tmy tmz 
tan2(}! 0 d / 2 0 
1+tan2(}! 
tan2(}! 0 -d/2 0 
1+tan2(}! 
The a-helices are first built alon g the z-axis then mapped according to 
x-7R:x+T+A.n, where x runs through all atoms In t h e helix . 
xm = {xmx, Xmy, xmz} is the midpoint of the helix, n={nx, ny, nz} is the 
unit vector along the target axis orientation, tm = {tmx, tmy, tmz} is the 
desired position for Xm ={xmx, Xmy, xmz} after the mapping x-7Rx+T. 
The mapping elements are computed from supersecondary structure 
parameters shown in Figure 1. 
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Figure 2 Schematics of the backbone design algorithm using the I3l3a 
motif as an example. A set of randomly selected parameter values is used to 
start a simulation. The algorithm first computes atomic positions for HN, N, 
C, 0, Ca, CI3 of a strand or helix using a single pair of backbone <1>/ '1' values. 
The algorithm then maps these backbone atoms into space by standard Euler 
matrices whose matrix elements are calculated from values of supersecondary 
structure parameters (see Table 2a,b,c). 
Once positioned, the backbone configuration consisted of these atoms is 
evaluated by four terms: (1) the number of hydrogen bonds between paired 
strands; (2) the number of inter-segment CI3-CI3 pairs that are within 4.1 A to 
6.6 A of each other; (3) the number of inter-segment CI3-CI3 pairs that are 
closer than 4.1 A to each other; (4) the van der Waals interaction; (5) the 
existence of database loops (Donate et a!., 1996) to connect the ends between 
two sequencely-adjacent secondary structural elements. 
The cost is calculated by combining these four terms. The cost is set to a 
big positive number, if either the van der Waals interaction is positive or no 
loops from the database can successfully close the ends, otherwise it is set to 
the negative sum of the number of core-forming CI3-CI3 pairs plus the 
number of hydrogen-bonds. The adaptive simulated annealing procedure 
(Ingber, 1993) was employed to optimize parameter values by minimizing the 
cost. The entire procedure was repeated over different lengths of secondary 
structural elements. 
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For each set of variable values, the program 
(1) maximizes # of {H-bond} 
<C-O ... H [144, 166] deg 
<N-H ... O [152, 170] deg 
• 0 O ... H dIstance [1.8, 2.1] A 
O ... N distance [2.8, 3.1] A 
(2) maximizes # of 
{Cj3-Cj3 distance = 4.1 - 6.6 A} 
(3) minimizes # of 
{Cj3-Cj3 distance < 4.1 A} 
(4) rejects structures 
with {van der waal's energy> O} 
(5) rejects structures 
whose ends are not closable by 
loops in the databank 
final variable values. 
Note ou r upperbounds of <C-O ... H (166 deg) and <N-H ... O (170 deg) d id not 
include 180 deg, w hich is a good geometry as evaluated by physico-chemical 
formulae. This is because our hydrogen bond definition is derived from the 
observed hydrogen bond geometries in proteins (Stickle et aL, 1992) rather 
th an from ab-initio physico-chemical calculations. 
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(a) 
(c) (d) 
(f) 
Figure 3 Optimized de novo backbones for the ~~aI ~a~I and aa motifs . 
The structure for the ~~a motif (Figure 3a) is similar to that of a zinc finger 
(Figure 3b) and the structure for the ~a~ motif (Figure 3c) is similar to a 
segment of a ~-barrel (PDB entry Sadh, Figure 3d). The backbone obtained for 
the aa motif (Figure 3e) resembles minimized protein A (Figure 3f). The 
parameter values used to generate these backbones are listed in Table 1. 
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Our backbone design algorithm is not restricted to any particular motif 
and allows for the possibility of novel folds. Given a ribbon diagram for an 
arbitrary protein, a set of coordinates can be generated describing its optimal 
backbone configuration. This is done as follows. N segments are defined, 
consisting a-helices and/or [3-strands. This relationship to each other is then 
described. They can be connected directly by loops or associated with each 
other through hydrogen bonding or packing. The location of the loops is 
determined from the ribbon diagram and their appropriate class is selected 
from the protein loop database compiled by Donate (Donate et at., 1996). The 
ribbon diagram defines which segments need to be considered as partners for 
hydrogen bonding or packing and this information is input into the cost 
function. For each added helix, eight new variables are included (<1>''1' angles, 
number of residues, cr, A., Q, e, h) and packing is considered when evaluating 
the cost function. For each added [3-strand, seven new variables are included 
(<1>''1' angles, number of residues, cr, A., d, t), and both packing and hydrogen 
bonding are considered when evaluating the cost function. For larger 
systems, it may be advisable to build the backbone structure incrementally. 
For example, for a [3a[3a motif, it would probably be best to first build the [3a[3 
structure and then add on the last a. 
Sequence Optimization 
We used the backbone coordinates computed from our backbone design 
algorithm as input to our automated sequence selection algorithm (Dahiyat & 
Mayo, 1997) . Our sequence selection algorithm uses a different scoring 
function for each of the residue positions depending on whether they are 
located in the buried core, on the solvent exposed surface, or on the boundary 
between the core and the surface. Residue positions were classified as core, 
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surface, or boundary based on the extent of side-chain burial and the direction 
of their Ca-C~ vectors (see Figure 4 and Table 3a,b). As in our previous 
studies, only hydrophobic amino acids were considered at the core positions 
(A, V, L, I, F, Y and W), only hydrophilic amino acids were considered at the 
surface positions (A, S, T, H, 0, N, E, Q, K, and R), and the combined core and 
surface amino acid sets (16 amino acids) were considered at the boundary 
positions. For each amino acid, a discrete set of conformers (rotamers) from 
an expanded backbone-dependent rotamer library was used (Dahiyat & Mayo, 
1997) . 
All residues were split into two sets and optimized separately to speed 
up the calculation. In all calculations, one set contained the core and 
boundary positions, and the other contained the remaining surface positions. 
For the I3l3a motif, the core and boundary set contained 3.37*1012 possible 
amino acid sequences corresponding to 2.91*1026 rotamer sequences; the 
surface set contained 1017 possible amino acid sequences corresponding to 
2.34*1052 rotamer sequences. For the aa. motif, the core and boundary set 
contained 1.23*1014 possible amino acid sequences corresponding to 1.31*1030 
rotamer sequences; the surface set contained 1023 possible amino acid 
sequences corresponding to 5.36*1067 rotamer sequences. For the l3al3 motif, 
the core and boundary set contained 5.75'109 possible amino acid sequences 
corresponding to 2.10*1021 rotamer sequences; the surface set contained 1020 
possible amino acid sequences corresponding to 1.28*1042 rotamer sequences. 
The two groups do not interact strongly with each other making their 
sequence optimization mutually independent, though there are strong 
interactions within each group. Each optimization was carried out with the 
non-optimized positions in the template set to Alanine. 
III-18 
(b) 
(c) 
~ .. 
Figure 4 Optimized structures for ~~aI ~a~I and aa backbone folds. (a) 
~~a; (b) ~a~; (c) aa. These structures have well-packed cores (core & 
boundary residues); this is mainly attributable to the C~-C~ interaction 
constraint (between 4.1 A to 6.6 A). 
Table 3a 
position 
residue class 
sequence 
position 
residue class 
sequence 
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Optimized amino acid sequence for the j3j3a motif. 
1 2 3 4 5 6 7 8 9 W 11 U U M ~ 16 17 18 19 W 
SBSBSCSBSSBSBSSSSSCS 
KIT E T I R Y K T F T FER K EEL K 
21 22 23 24 25 26 27 28 
SBBSSBSS 
T L L E R I E K 
Table 3b Optimized amino acid sequence for the j3aj3 mo.tif. 
position 1 2 3 4 5 6 7 8 9 W 11 12 U 14 15 16 17 18 19 20 
residue class S 6 5 B S S 5 5 S S 6 S 5 6 6 sse S S 
sequence RY T I EGHDKKADKwAKKADK 
pOSition 21 22 23 24 25 26 27 28 29 
residue class sse S S 6 5 6 S 
sequence KGADELTLK 
Table 3c Optimized amino acid sequence for the aa motif. 
pOSition 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
residue class S B 5 sse 5 S B 6 S 5 B S S 6 5 5 S S 
sequence RANEEAEREQKRYNDKENKE 
position 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 
residue class B S S S B S 5 B S S 6 B 5 S B 
sequence YRDRIRELNRLLNEK 
Table 3 Residue positions were classified as core (C), surface (5), or 
boundary (B) based on the extent of side-chain burial and the direction of 
their Ca-C~ vectors. As in our previous studies, only hydrophobic amino 
acids were considered at the core positions (A, V, L, I, F, Y and W), only 
hydrophilic amino acids were considered at the surface positions (A, 5, T, R, 
D, N, E, Q, K, and R), and the combined core and surface amino acid sets (16 
amino acids) were considered at the boundary positions. 
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The optimal sequences obtained from the two calculations were 
combined to yield the structures shown in Figure 4. These structure have 
well-packed cores; this is mainly attributable to the Cil-Cil clustering criteria 
used in the cost function (4.1 to 6.6 A). 
Applications 
Our backbone design algorithm and our sequence selection algorithm are 
similar in that they both use discrete representation, scan a specified search 
space, and employ a scoring function (Ponders & Richards, 1987). The 
backbone design algorithm treats secondary structural elements as basic units 
and searches in the supersecondary structure parameter space, while the 
sequence selection algorithm treats side-chain rotamers as basic units and 
searches in the side-chain torsional space. Within the search space, each 
backbone configuration is scored by examining its core packing, hydrogen 
bonding, loop closure, and local backbone torsional geometries, whereas each 
sequence configuration is scored by evaluating its core packing, hydrogen 
bonding, surface area burial, and local secondary structure propensity. 
Compared with previous backbone design methods, our atomistic 
backbone design algorithm is advanced. It provides the correct amount of 
information for sequence selection and applies to all classes of protein folds. 
These factors make it a valid backbone design tool. However, there is still 
room for improvement. The algorithm cannot pre-determine the optimal 
number of residues in each secondary structural element. A method that 
may provide some insight into this issue is presented in our experimental 
paper on this topic (Su & Mayo, 1997). Also, since the backbone torsion angles 
are fixed fo r each secondary structural element, curved helices and strands 
cannot be simulated. However, this problem can be eliminated by 
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introducing systematic variation in the backbone torsion angles as part of the 
design (Salemme & Weatherford 1981a, b, c; Salemme, 1983). 
Our backbone design method is potentially applicable to several areas 
including protein minimization, protein folding and threading, and the 
design of novel protein folds. A major challenge in these areas is the 
construction of atomistic backbone templates upon which different sequences 
or side-chain rotamers can be impartially screened. In this paper, we describe 
a computational procedure capable of accomplishing this task. The 
experimental validation of the sequences selected using these de novo 
backbone templates is described in the following chapter. 
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Chapter 4 
Assembling De Novo Backbone Templates for 
Amino Acid Sequence Selection in Protein 
Design - (II) Experiment 
IV-2 
Abstract 
The automation of de novo protein design can be reduced to two steps: 
computing a desired tertiary structure and finding the amino acid sequence 
that will stablize this fold. Regarding the second step, several groups (Ponder 
& Richards, 1987; Hellinga et aI., 1991; Hurley et aI., 1992; HeUinga & Richards, 
1994; Desjarlais & Handel, 1995; Harbury et aI., 1995; Klemba et aI., 1995; 
Nautiyat et aI., 1995; Betz & Degrado, 1996; Dahiyat & Mayo, 1996) have 
successfully developed computer algorithms capable of selecting the best 
sequence for backbone templates chosen from the Protein Data Bank 
(Bernstein et aI., 1977). However, less has been done about the first step (Su & 
Mayo, 1997). In the previous theory paper, we proposed a computational 
method to tackle the first step. The method computes atomic resolution 
backbones compatible with the atomistic sequence selection algorithm we 
have been using (Dahiyat & Mayo, 1997). In this experimental paper, we 
evaluate our backbone design method by testing the thermal stability and 
structural properties of the designed peptides. We also explored relevant 
issues for integrating computer-generated backbones with the sequence-
selection algorithm. Starting with a computer-generated j3j3a motif, we 
optimized five sequences for this backbone and characterized them using CD 
and 1D NMR. It was found that small differences in the number and location 
of the hydrophobic residues can significantly change the thermodynamic 
behaviour of the designed peptides. This supports the previously 
acknowledged importance of binary patterning (Hecht et aI., 1990). We 
compared our five sequences with FSD-1, a thermally stable j3j3a protein with 
a well-defined structure developed in our lab using the same sequence-
selection algorithm (Dahiyat & Mayo, 1997). We found that the sequence that 
had I the binary pattern most similar to FSD-1 also had the best 
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thermodynamic properties. Based on the results of these five peptides, a set 
of heuristic rules was derived which could be used to improve the computer-
generated backbones. In addition to the number and location of hydrophobic 
residues, we found that it is critical to determine the optimal number of 
residues for each secondary structural element. Validation of these rules will 
be the focus of future experimental efforts. 
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Introduction 
The problem of de novo protein design can be reduced to two steps: selecting 
a desired tertiary structure and finding a sequence that will stablize this fold. 
The automation of the second step has been successfully accomplished by 
Dahiyat and Mayo (Dahiyat & Mayo, 1997). In their recent work, a sequence 
selection algorithm was developed to find the optimal sequence for a given 
backbone. However, all of these protein design algorithms use backbone 
coordinates selected from the Protein Data Bank as input· (Bernstein et aI, 
1977). We sought to broaden the scope of these methods by using 
computationally-generated backbones (Chapter 4) as input. If successful, this 
would allow novel backbone folds to be included as part of the protein design 
process. 
We developed an algorithm to compute backbones which uses 
supersecondary structure parameters and selects a family of optimal 
configurations based on a cost function. This algorithm is described in the 
Chapter 4. A family of optimal configurations was determined for each of the 
three motifs. In order to validate our backbone design algorithm we decided 
to measure the thermal stability and structural properties of one 
representative of the family of optimal configurations using CD and 1D 
NMR. Initially we tested the J3J3a motif since this motif had been used to 
validate the sequence selection algorithm and we knew that it produced a 
thermally stable and well-ordered structure (Dahiyat & Mayo, 1997). 
If the measurements on our representative configuration do not 
indicate a sufficiently stable or well-defined structure, it does not necessarily 
imply that our backbone design algorithm is invalid. It may merely mean 
that additional factors must be taken into consideration. For example, binary 
patterning (Hecht et aI., 1990) and the relative length of the secondary 
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structural elements may also playa role. If we could refine our representative 
configuration by modifying its binary patterning, new sequences could be 
generated which have a different number or location of hydrophobic 
residues. Ultimately the results of these modifications could be used as 
feedback to improve our backbone design algorithms (Chapter 4). 
Results and Discussion 
Initial configuration results. The thermal stability and structural properties of 
the representative configuration for the ~~a motif (bbal, see Figure 1 & Table 
1a) were measured using CD and 1D NMR. In order to characterize it at its 
most stable solution state, we first performed a pH scan. As the pH was 
increased from 3.9 to 7.1, the CD spectrum changed from a random coil to a 
more structured state (see Figure 2a). pH 7.1 was therefore used to measure its 
thermal reversibility and perform ID NMR. As shown in Figure 2b, the 
peptide was thermally irreversible. Its NMR spectrum showed a broad 
baseline and ill-dispersed peaks (Figure 2c). These characteristics suggested 
that our initial configuration was unstable and prone to aggregation. This 
might be improved by reducing the overall hydrophobicity of the peptide. 
We also noticed that the residues of the first strand did not follow the typical 
alternating hydrophobic/hydrophilic pattern. Position 4 was hydrophilic but 
should have been hydrophobic. We therefore decided to generate new 
sequences which incorporated these modifications to see if we could produce 
a more stable and well-ordered protein. 
New sequence design. The binary patterning of the first ~-strand of our initial 
configuration was altered by replacing the hydrophilic residue in position 4 
with a hydrophobic one. That is, the sequence selection algorithm was 
required to select one of the hydrophobic residues for this position. The 
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(b) 
(c) (d) 
(e) (f) 
Figure 1 Structures of (a) bbal; (b) bba2; (c) bba3; (d) bba4; (e) bba5; (f) fsdl. 
Internal (core & boundary) side-chains were shown. Red side-chains 
indicated positions converted from hydrophobic to hydrophilic with respect 
to bba2's internal side-chain composition. 
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Table la Optimized amino acid sequences. 
1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
bbal K I T E T I R Y K T F T F E R K E E L K T L L E R I E K 
bba2 K I T Y T I E Y K T F T F E R K E E L K D L A E K I K R 
bba3 K I T Y T J E K K T F T F K N K R E L K E L A E R I E R 
bba4 K I T Y T E Y K T F T F K N K R E L K E K A E E I K R 
bba5 K T Y T I E Y K T E T F D N K R N L K E F A E R I K R 
fsdl Q Q y T A K I K G R T F R N E K E L R D F I E K F K G R 
The amino acid sequences were optimized according to methods described in 
Chapter 3. 
Table Ib Residue classification for each position. 
1 2 
1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 
bbal s B S B S C S B S S B S B S S S S S C S S B B S S B S S 
bba2 S C S C S C S C S S C S C S 5 5 S S C S S B B S S B S S 
bba3 S C S C S C S S S S C S C S S S S S C S S B B S S B S S 
bba4 S C S C S C S S C 5 C 5 C S S S S S C S S S B 5 S B S 5 
bba5 S C S C S C S C S S S S C S S S S S C S S B B S S B S S 
fsdl S S B S C S B S S S S B S S S S S B S S B B S S B S S s 
5 = surface, B = boundary, C = core residues. The residues were classified 
according to methods described in Chapter 3. 
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(a) pH Dependence 
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Figure 2 bbal 's CD and 1D NMR spectra. (a) pH scan from pH 3.9 to 7.1; 
(b) thermal reversibility measured at pH 7.1; (c) 1D NMR spectrum showed a 
broad baseline and ill-dispersed peaks. 
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sequence generated (bba2) is shown in Figure 1. A pH scan, thermal 
reversibility test and 1D NMR were again performed. At the optimal pH, 6.8, 
the structure was again found to be thermally irreversible and its 1D NMR 
spectrum still exhibited broad baseline and ill-dispersed peaks (Figure 3a,b,c). 
These results suggested that designed sequences were too hydrophobic. This 
led us to design two additinal sequences, bba3 and bba4, where the 
hydrophobicity was reduced. 
We kept the modification made in bba2 and made two additional 
modifications in each new sequence. We first attempted to improve the 
stability of the a-helix by restricting position 15 to residues that have high N-
cap propensity (D, N, S, T) (Aurora & Rose, 1998). This was done given both 
bba3 and bba4. We then increased the overall hydrophilicity of the structures. 
In the first one, bba3, we replaced the hydrophobic residue in position 8 of the 
~-turn with a hydrophilic one. This position was chosen since its Ca-C~ 
vector points slightly outward and the residue does not strongly interact with 
the hydrophobic core. The same thing was done at a different location to 
generate bba4. The hydrophobic residue in position 22 of the a-helix was 
changed to a hydrophilic one. This location was again chosen since its Ca-C~ 
vector points outward, away from the hydrophobic one. 
A pH scan, thermal reversibility test, and 1D NMR spectrum were 
again performed on bba3. As the pH increased from 4.0 to 10.0, the CD signal 
changed from a random coil (pH 4.0 and 5.6), to a more structured state (pH 
6.7 and 8.1), and finally to an aggregated form (pH 10.0) (Figure 4a). At the 
optimal pH, 6.7, TFE was added to further stablize the peptide. As the 
concentration of TFE was increased from 0% to 20%, bba3 became more 
structured but was still thermally irreversible (Figure 4b). 1D NMR spectra 
were acquired both with and without TFE. The sample with TFE showed an 
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Figure 3 bba2's CD and ID NMR spectra. (a) pH scan from pH 2.7 to 6.8; 
(b) thermal reversibility measured at pH 6.8; (c) ID NMR spectrum showed a 
broad baseline and ill-dispersed peaks. 
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1D NMR spectrum showed more dispersion than bba1 and bba2 and did not 
have broad baseline, suggesting an improved overall hydrophobicity. 
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aggregated spectrum (not shown). The sample without TFE showed more 
dispersion than bba1 and bba2 and did not have a broad baseline, suggesting 
an improved overall hydrophobicity (Figure 4c). 
As for bba4, the CD spectrum remained random-coil like for pH values 
ranging from 4.0 to 7.0 (Figure Sa). At pH 6.0, TFE was added to further 
stablize the peptide. To determine the minimum TFE concentration that 
would enable the peptide to exhibit the most structure, a TFE-melt was 
conducted. We found that 40% TFE was the minimum concentration where 
the CD spectrum exhibited the most structure and was still thermally 
reversible (Figure Sb). We extracted Ll.G from the TFE melt curve and 
obtained a value of 4.588 kcal (Figure Sc). This suggested that an extra 4.S88 
kcal would be necessary to stabilize the peptide in pure buffer (Luo & ' 
Baldwin, 1997). A thermal melt was done on bba4 at 40% TFE. It showed that 
bba4 was only weakly cooperative (Figure Sd). 1D NMR spectra were again 
acquired for bba4 both with and without TFE. In pure buffer the spectra 
showed a random-coil pattern (Figure Se). However in 40% TFE, the more 
dispersion was obtained (Figure Sf). 
Developing guidelines for binary patterning. We decided to analyze previous 
results to see if guidelines could be developed to further improve the 
designed pep tides' stability. These guidelines focused optimizing the 
peptide's binary patterning. For the 28-residue ~~a peptide, we optimized (a) 
the number of residues in each secondary structural element, (b) the balance 
between hydrophobic and hydrophilic residues, (c) the number of 
hydrophobic residues, and (d) the location of hydrophobic residues. We 
applied these above four guidelines to generate a new peptide, bbaS. We 
describe individual guidelines and the stability of bbaS as follows. 
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Figure 5 bba4' s CD and 1D NMR spectra. (a) bba4's CD spectrum remained 
random-coil like for pH values ranging from 4.0 to 7.0; (b) TFE melt 
conducted at pH 6.0 to determine the minimum TFE concentration that 
would enable the peptide to exhibit the most structure, 40% TFE was found; 
(c) l!.G extracted from the TFE melt curve was 4.588 kcal, suggesting an extra 
4.588 kcal would be necessary to stabilize the peptide in pure buffer (Luo & 
Baldwin, 1997); (d) a thermal melt was done on bba4 at 40% TFE. It showed 
that bba4 was only weakly cooperative. Furthermore, the shape of the 
melting curve suggested the possibility of intermediates. 
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Figure S (continued) bba4's CD and ID NMR spectra. ID NMR spectra 
were acquired for bba4 both with and without TFE. (e) in pure buffer the 
spectra showed a random-coil pattern; (f) however in 40% TFE, more 
dispersion was obtained. 
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(a) Determine the number of residues in each secondary structural element. 
The number of residues in each secondary structural element can be 
determined by considering the geometry of the ~~a fold. That is, the relative 
orientation of the ~-strands and the a-helix determines the length of the 
secondary structural element. As shown in Figure 6, the 28-residue sequence 
is first partitioned into 6 segments: the N-terminal residues, the first j3-strand, 
the second ~-strandI the ~-a loop, the a-helix, and the C-terminal residues. 
First we assumed that the number of residues at the Nand· C termini match 
the periodicity of the adjacent secondary structural elements. For the ~~a 
motif, this leads to two residues at the N terminus and four residues at the C 
terminus. Secondly, we chose the shortest ~-a loop from the databank 
(Donate et aI., 1996) that could properly align the a-helix on top of the ~-sheetK 
In this case, the shortest loop has two residues. Next we optimized the 
number of residues for each of the ~-strands and the a-helix. Since the ~­
strands were in an anti-parallel ~-sheetI they were assumed to be the same 
length. The length of the ~-strand and a-helix segments can be determined 
from the following equations: 
2B + A = L - N terminal residues - C terminal residues - ~-a loop 
= 28 - 2 - 4 - 2 = 20; 
L(A) = l.5A; 
L(B) = 3.3B; 
(1) 
(2) 
(3) 
L(A) * cos(6) = L(B) * cos('t/2.0) = L(A) * cos(20' ) = L(B) * cos(IO' ) (4) 
where B is the number of residues in each ~-strandI A is the number of 
residues in the a-helix, L is the total length of the peptide (= 28), L(A) is the 
length of the a -helix, L(B) is the length of the ~-strandsI 6 is the angle between 
the a-helix and the averaged direction of the ~-strandsI 1: is the twist angle 
between the two j3-strands, 3.3 A and 1.5 A were used as the average Ca-Ca 
N 
12 B B 
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Figure 6 The 28-residue sequence is first partitioned into 6 segments: the 
N-terminal residues (2 residues long), the first ~-strand (B residues long), the 
second ~-strand (B residues long), the ~-c£ loop (2 residues long), the a-helix 
(A residues long), and the C-terminal residues (4 residues long). The length of 
the ~-strand and a-helix segments can be determined from the following 
equations (see the text for the descriptions of the following variables): 
2B + A = L - N terminal residues - C terminal residues - ~-a loop 
= 28 - 2 - 4 - 2 = 20; 
L(A) = l.5A; 
L(B) = 3.3B; 
(1) 
(2) 
(3) 
L(A) * cos(e) = L(B) * cos('t/2.0) = L(A) * cos(20' ) = L(B) * cos(10') (4) 
Solving these equations simultaneously, we get B = 5 and A = 10. 
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distances for an a-helix and a /3-strand, and e and 1: were both approximated to 
be 20 degrees. Solving these equations simultaneously, we get B = 5 and A = 
10. Therefore, out of the 28 residues in the /3/3a fold, the first 12 residues will 
belong to the /3-strands (2B + N terminal residues), the next 2 residues will 
belong to the /3-a loop, and the last 14 residues will belong to the ex-helix (A + 
C terminal residues). 
(b) Determine the balance of hydrophobic and hydrophilic residues. The 
overall hydrophobicity had strongly affected the thermal stabilities of bbal to 
bba4. We quantitate the hydrophobicity of the four designed peptides. We 
partitioned the 20 amino acids into five hydrophobicity classes based on 
Radzicka and Wolfenden (Radzicka & Wolfenden, 1988), where the scores 
ranged from +2 to -2 with +2 being the most hydrophilic. Class one (++), with 
its hydrophobicity greater than 10 kcal/mol, consisted of only one residue, 
Arginine. Class 2 (+), with its hydrophobicity betwen 5 to 10 kcal/mol, 
consisted of residues Aspartic Acid, Glutamic Acid, Asparagine, Lysine, 
Glutamine, and Histidine. Class 3 (==), with its hydrophobicity betwen 2 to 5 
kcal/mol, consisted of residues Serine and Threonine. Class 4 (-), with its 
hydrophobicity betwen -3 to 2 kcal / mol, consisted of residues Tyrosine, 
Cystidine, Alanine, Trptophan, Methionine, Phenylalanine, and Glycine. 
Class 5 (-), with its hydrophobicity betwen less than -3 kcal/mol, consisted of 
residues Valine, Isoleucine, and Leucine. The final hydrophobicity score for 
each peptide was calculated by summing over the five classes (the number of 
residues in each class was multiplied by the integer value associated with each 
class, then these values were totalled). For example, bbal has 3 residues in 
class 1, 11 residues in class 2, 5 residues in class 3, 3 residues in class 4, and 6 
residues in class 5. This leads to a hydrophobicity score of 3 * 2 + 11 * 1 + 5 * 0 
+ 5 * (-1) + 3 * (-2) = 2 for bbal. Table 2 shows the Hydrophobicity scores 
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Table 2 Hydrophobicity scores calculated for all peptides. 
class class members score fsd1 bba1 bba2 bba3 bba4 bba5 
++ (hydrophibJic) R 2 4 3 2 3 2 r 
+ (hydrophilic) DENKQH 1 12 11 12 12 13 [28-x-r-(s+t)); t = 4 
== (neutral) ST 0 2 5 4 4 4 (s+t); t = 4 
- (hydrophobic) YCAWMFG -1 7 3 5 4 5 (l-a)x 
-- (hl::droehobic) VIL -2 3 6 5 5 4 ax 
hl::droehobic score 7 2 -1 4 4 must be >=4 
The final hydrophobicity score for each peptide was calculated by summing 
over the five classes (the number of residues in each class was multiplied by 
the integer value associated with each class, then these values were totalled). 
For example, bba1 has 3 residues in class 1, 11 residues in class 2, 5 residues in 
class 3, 3 residues in class 4, and 6 residues in class 5. This leads to a 
hydrophobicity score of 3 * 2 + 11 * 1 + 5 * 0 + 5 * (-1) + 3 * (-2) = 2 for bba1. 
Sequences with net hydrophobicity scores less than 4 were too hydrophobic 
and hence thermally irreversible. 
IV-20 
calculated for the four peptides. Sequences with net hydrophobicity scores 
less than 4 were too hydrophobic and hence thermally irreversible. 
(c) Determine the number of hydrophobic residues. We estimated the 
number of hydrophobic residues by combining guidelines (a) and (b). 
Guideline (a) suggested each ~ -strand consisted of 5 residues. In order to 
maximize the interactions between the ~-sheet and the a-helix interface, we 
assumed positions 1, 3, 5 along the strands to have their Ca-C~ vectors 
pointing towards the helix, positions 2 and 4 to have thei·r Ca-C~ vectors 
pointing away from the helix. These two positions were therefore classified 
as surface positions. Because of the use of intrinsic f3-sheet forming 
propensities in this calculation, four Threonines were specified. 
Since guideline (b), which requires a total hydrophobic score >= 4, we 
can estimate the number of hydrophobic residues, x. As shown in Table 2, the 
number of residues in class 1 through 5 can be described as follows: r, 28 - x - r 
- (s + t), s + t, (1 - a) * x, a * x, where r is the number of Arginines, s is the 
number of Serines, t = 4 is the number of Threonines, and a is a number 
between 0 and 1 designating the fraction of x belonging to Class 5. The 
number of residues in each class added together gives us the total length for 
the peptide: 
r + [28 - x - r - (s + 4)] + [s + 4] + [(1 - ex) * x] + [a * x] = 28 (5) 
Applying guideline (b), multiplying the appropriate score for each class we 
obtain: 
[r] * 2 + [(28 - x - r - s - t)] * 1 + [(s + t)] * 0 + [(1- ex) * x] * (-1) + [a * x] * (-2) 
~4 E~ 
This sets an upperbound (20 + r - s) / (2 + a) of hydrophobic residues for the 
sequences compatible with guidelines (a) and (b). This upperbound depends 
on the amino acid composition in the sequence. More Arginines allow more 
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hydrophobic residues, more Serines decrease the room for hydrophobic 
residues, and more hydrophobic residues like Leucine, Isolucine, or Valine 
reduce the overall number for hydrophobic residues. Since bba3 and bba4 
possessed appropriate hydrophobic scores (= 4), we can use their averaged 
values for r, s, and a to etimate x (r = 2.5, s = 0, a = 0.5). Substituting these 
values in the equation, we therefore obtain 9 residues as the upperbound. 
(d) Determine the location of hydrophobic residues. We estimated the 
location of the hydrophobic residues by combining guidelines (a) and (c). 
Guideline (a) suggested 5 residues for each ~-strandI and 10 residues for the a-
helix, exclusive of Nand C terminal residues. As described in guideline (c), 
positions 1, 3, 5, of the ~-strands were assumed to have Ca-C~ vectors 
pointing towards the a-helix, thus forming the hydrophobic core. This 
implies a total of 6 hydrophobic residues for the anti-parallel ~-sheetK In 
addition, we can expect a total of 4 hydrophobic residues in the a-helix based 
on its periodicity, as shown in Figure 7. Together, this amounts to a total of 
10 residues, exceeding the upperbound of 9 hydrophobic residues as derived 
in guideline (c). Therefore, at least one hydrophobic position had to be 
converted to hydrophilic. The question was which one. 
It wouldn't be wise to further reduce the number of hydrophobic 
residues in the a-helix, as it already has a much lower density (4/10) than the 
~-strand (6/10). Furthermore, when only 3 hydrophobic residues in the a-
helix were used, the resulting peptide bba4 needed co-solvent TFE to induce 
structure, suggesting that three hydrophobic residues were inadequate for 
helix stabilization. We therefore considered hydrophobic positions in the 13-
sheet. Taking into account the right-handed twist of a ~-strandI namely, the 
progressively inward-pointedness of Ca-C~ vectors when viewed from the N 
density = 6/10 
1st 
j3-strand 
2nd 
I)-strand 
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density = 4/10 
(for all possible translations) 
a-helix 
position Is are the most surface-oriented among positions 1, 3, and 5 
due to the right-handed twist of I)-strands 
may Lvid, 
crucial long 
range packing 
interactions 
should be converted to hydrophilic 
Figure 7 Determine the location of hydrophobic residues. Arguments 
were made based on (i) the density of hydrophobic residues in an a-helix 
versus a p-strand, and (ii) the right-handed twist of p-strands. This binary 
pattern guided us to design bba5. Starting with the original backbone, we 
ch anged position 11 from hydrophobic to hydrophilic. Position 11 
corresponded to the first hydrophobic residue on the second p-strand. 
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to C terminus, the first positions in each of the ~-strands are the most surface-
oriented and would perhaps be the best to convert to a hydrophilic residue. 
Given a choice of position 1 in the first or second ~-strandI we chose position 
1 in the second strand because we wanted to retain position 1 in the first 
strand since it is closer to the N terminus and may provide crucial long range 
packing interactions. This binary pattern guided us to design bba5. Starting 
with the original backbone, we changed position 11 from hydrophobic to 
hydrophilic. Among bba1 to bba5, bba5 has binary patterning most similar to 
FSD-1 (Figure 1 & Table 1a), a thermally stable ~~a protein with a well-
defined structure developed in our lab using the same sequence-selection 
algorithm (Dahiyat & Mayo, 1997). 
Final configuration results. The above guidelines were used to design our 
final peptide, bba5, see Figure 1. The CD spectrum for bba5 remained random-
coil like for pH values ranging from 3.7 to 9.7 (Figure 8a). At pH 5.5, TFE was 
added to further stabilize the peptide. To determine the minimium TFE 
concentration that would enable the peptide to exhibit the most structure, a 
TFE-melt was conducted. We found that 25% TFE was the minimum 
concentration where the CD spectrum exhibited the most structure (Figure 8b) 
and was still thermally reversible (Figure 8c). This was an improvement 
from bba4, where 40% of TFE was reqUired. A thermal melt was done on bba5 
at 25% TFE. It showed that bba5 was weakly cooperative (Figure 8d). 1D NMR 
spectra were acquired for bba5 in 25% TFE. bba5 showed good dispersion, 
significantly better than bba1 to bba4, suggesting a more structured peptide 
(Figure 8e). FSD-1's 1D NMR spectrum was also included in Figure 8f for 
comparison. 
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Figure 8 bba5's CD and 1D NMR spectra. (a) pH scan from pH 3.7 to 9.7; 
(b) TFE-melt conducted at pH 5.5 to determine the minimum TFE 
concentration that would enable the peptide to exhibit the most structure, a 
TFE concentration of 25% was found; (c) bbaS was thermally reversible at pH 
5.5 in 25% TFE; (d) bbaS's thermal melt at pH 5.5 in 25% TFE. It showed that 
bbaS was weakly cooperative. However, unlike the melting curve for bba4, 
bba5's melting curve did not suggest the possibility of intermediates 
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Figure 8 (continued) bba5's CD and ID NMR spectra. (e) ID NMR spectra 
for bba5 acquired at pH 5.5 in 25% TFE. bba5 showed good dispersion, 
significantly better than bbal to bba4, suggesting a more structured peptide; (f) 
FSD-l's ID NMR spectrum obtained in TFE-free but otherwise similar 
experimental conditions. 
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Conclusions 
In this experiment paper, we evaluate our backbone design method by testing 
the thermal stability and structural properties of the designed pep tides. 
Starting with a computer generated j3j3a motif, we optimized five sequences 
fo r this backbone and characterized them using CD and 1D NMR. It was 
found that small differences in the number and location of the hydrophobic 
residues can significantly change the thermodynamic behaviour of the 
designed peptides. This supports the previously acknowledged importance of 
binary patterning in protein design (Hecht et aI., 1990). We compared our five 
sequences with FSD-1, a thermally stable j3j3a protein with a well-defined 
structure developed in our lab using the same sequence-selection algorithm 
(Dahiyat & Mayo, 1997). We found that the sequence that had binary 
patterning most similar to FSD-l also had the best thermodynamic properties. 
Based on the results of these five pep tides, a set of heuristic rules were 
derived which could be used to improve the computer-generated backbones. 
In addition to the number and location of hydrophobic residues, we found 
that it is critical to determine the optimal number of residues for each 
secondary structural element. Validation of these rules will be the focus on 
future experimental efforts. 
Materials and Methods 
Sequence optimization. The optimal configuration for j3j3a motif was 
detrmined using the sequence selection and the backbone design algorithm as 
described in Chapter 4. The binary pattern of the optimal configuration (bbal) 
was altered to generate four additional sequences. With bba2, we replaced 
hydrophilic residues on pOSition 4 of the first strand of the j3-sheet with a 
hydrophobic one. With bba3, we made the same change as in bba2, and we 
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also replaced the hydrophobic residue in position 8 in the ~-turn with a 
hydrophilic one. bba4 was generated in the same way as bba3. The same 
change was made as in bba2 and a hydrophobic residue was replaced with a 
hydrophilic one. However, this time, a different location was chosen --
position 22 on the a-helix. For bba5 we did the same thing again, this time 
choosing position 11 on the 2nd strand of the j3-sheet as our location for the 
new hydrophilic residue. The residue were reclassified in accordance with 
these changes. Core residues (hydrophobic) were reclassified as surface 
(hydrophilic) and vice versa (see Table Ib). 
Peptide synthesis and purification. Pep tides were synthesized by using 
standard fluorenylmethoxycarbonyl chemistry, and were purified by reverse 
-phase HPLC. 
CD and NMR spectroscopy. CD spectra were measured on an Aviv 62DS 
spectrometer at 7 oc, 50 mM sodium phosphate buffer, and 50 mM protein, 
for pH values range from 2.7 to 10.0. For each pH value, a wavelength scan 
from 190 run to 250 nm was recorded. The pH value which produced CD 
signal with the most secondary structure was used for a thermal reversibility 
test. The test was performed by recording the wavelength scan at 7 °C, 99 °C 
and 7 °C again. If the CD traces remained constant across all pH values, the 
thermal reversibility test was performed at pH 6. If the peptide was thermally 
reversible it was retested using different concentrations of TFE. 
In all these experiments, a 1 mm pathlength cell was used and the 
temperature was controlled by a thermoelectric unit. Thermal melts were 
then performed on the thermally reversible peptides at 218 run using the best 
solvent and pH conditions. Temperature increments of 2 °C were used with 
an averaging time of 10 s and an equilibration time of 90 s. Peptide 
concentrations were determined by UV spectrophotometry. 
IV-29 
NMR samples for the thermally irreversible peptides (bbal, bba2 and 
bba4) were prepared in 90/10 H20 / D20 and 50 mM phosphate buffer at the 
optimal pH as determined from the CD experiments. NMR samples for bba3 
and bba5 were prepared in 10% D20 with 40% and 25% deuterated TFE, 
respectively. Spectra were acquired on a Varian Unity Plus 600 MHZ 
spectrometer at 7 cC . 1024 transients were acquired with 1.5 s of solvent 
presaturation used for water suppresion. NMR Samples were prepared at the 
h ighest peptide concentration which did not result in obvious aggregation. 
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A Multi-Substrate Single-File Model for lon-Coupled Transporters 
Alyce Su,* Sela Mager,t: Stephen L Mayo,'t§ and Henry A. Lester: 
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Technology, Pasadena, California 91125 USA 
ABSTRACT lon-coupled transporters are simulated by a model that differs from contemporary alternating-access schemes. 
Beginning with concepts derived from multi-ion pores, the model assumes that substrates (both inorganic ions and small 
organic molecules) hop a) between the solutions and binding sites and b) between binding sites within a single-file pore. No 
two substrates can simultaneously occupy the same site. Rate constants for hopping can be increased both a) when 
substrates in two sites attract each other into a vacant site between them and b) when substrates in adjacent ~ites repel each 
other. Hopping rate constants for charged substrates are also modified by the membrane field. For a three-site model, 
simulated annealing yields parameters to fit steady-state measurements of flux coupling , transport-associated currents, and 
charge movements for the GABA transporter GAT1. The model then accounts for some GAT1 kinetic data as well. The model 
also yields parameters that describe the available data for the rat 5-HT transporter and for the rabbit Na+ -glucose transporter. 
The simulations show that coupled fluxes and other aspects of ion transport can be explained by a model that includes local 
substrate-substrate interactions but no explicit global conformational changes. 
INTRODUCTION 
Several classes of membrane transport proteins use electro-
chemical gradients for ions (usually Na+ or H+) to accu-
mulate organic molecules (neurotransmitters, sugars, amino 
acids, osmolytes) in plant and animal cells (Schultz, 1986; 
Harvey and Slayman, 1994). The tight flux coupling be-
tween these inorganic and organic substrates constitutes a 
hallmark of ion-coupled transporters and contrasts with 
properties of ion channels, another major class of membrane 
transport proteins (Hille, 1992). To explain the mechanism 
of flux coupling, two major classes of model have been 
proposed (Hill, 1977; Schultz, 1980; Stein, 1986; Kanner 
and Schuldiner, 1987; Rudnick and Clark, 1993). Early 
models envisioned a recirculating carrier whose motions 
were largely governed by the binding and dissociation of the 
substrates. More recently, sequence analysis of cloned 
transporters suggests 6-12 putative transmembrane do-
mains, rendering a recirculating carrier less plausible. 
Most contemporary mechanistic concepts of ion-coupled 
transport employ the alternating-access scheme first enun-
ciated by Jardetzky (1966) and developed in many papers 
by Laiiger (see Laiiger, 1979, 1991; Wright, 1993; Lester et 
aI., 1994). In this scheme, ion-coupled transporters are 
viewed as pores or channels that have two gates. "Whereas 
the pore has sites that bind, or perhaps merely accept, all of 
the penneant substrates, the gates have most of the (poorly 
understood) properties that ensure coupled transport. When 
all of the substrate~ are bound appropriately, the gates 
undergo conformational changes; and these conformational 
changes account for the differences in compartmentalization 
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of the substrates during the transport cycle. Some alternat-
ing-access schemes incorporate ordered binding and disso-
ciation of substrates (see, for instance, Rudnick and Clark, 
1993). Now that cloned transporters can be expressed at 
high densities · and studied with good temporal resolution in 
heterologous expression systems, additional measurements 
are available on pre-steady-state kinetics and charge· move-
ments associated with one· or a few steps· in the transpon 
cycle (Parent et al., 1992a,b; ,Mager et aI., 1993," 1994; 
Cammack et al., 1994; Wadiche et al., 1995a). Several 
studies build on these time-resolved data in the context of 
the alternating-access m6del (Parent et al, 1992b; Mager e.t 
aI., 1993; Wadiche et aI., 1995a)." . 
However, the newer measurements have also revehled 
several additional classes of complexities that cannqt be 
explained by straightforward alternating-access models: 1) 
There are leakage currents-Na + fluxes in the absence of 
organic substrate (Schwartz and Tachibana, 1990; Umbach 
et al., 1990; Cammack et aI., 1994). 2) There are major 
departures from accepted stoichiometry, . so that tr~splrt­
associated currents are several times larger than tl;1e flux of 
organic substrate (Mager et aI., 1994; Wadiche et al., 1995b; 
Galli et aI., 1995; Pic"aud et aI., 1995; Risso et aI., 1995). 3) 
There are actual or inferred quantized current events that 
exceed by several orders of magnitude the single-charge 
events expected from the model (Mager et al., 1994; Wadi-
che et aI., 1995b; DeFelice et al., 1995; Cammack and 
Schwartz, 1995). 
Although more complex alternating-access models can be 
developed to account for some of these new phenomena, the 
time seemed ripe for an alternative class of models. Our 
formulation is termed the multi-substrate single-file transport 
modeL We borrow heavily from ion channel models that 
incorporate a pore with several simultaneously bound ions 
(Hille, 1992). In particular, we do not explicitly allow confor-
mational changes that change the compartmentalization of the 
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substrates. The gates of the alternating-access model have been 
de-emphasized. Instead, functional compartmentalization 
arises because the pore (or lumen or channel) of the transporter 
mediates multiple substrate bindings and substrate-substrate 
interactions that favor, albeit only statistically, permeation in 
fixed ratios of inorganic ions to organic substrate. 
In this first paper on the topic, we test the hypothesis of 
"multi-substrate single-file transport" in a quantitative, physi-
cally realistic fashion. We consider that the following three 
steady-state properties are most appropriate for detailed simu-
lation: the ratio between the fluxes of organic and inorganic 
substrate, the electrical currents associated with the full trans-
port cycle, and charge movements associated with partial steps 
of transport. We therefore simulate these properties of three 
ion-coupled transporters for which high-resolution functional 
studies have been reported: the GABA transporter GATI 
(Guastella et al., 1990; Mager et al., 1993), the serotonin 
transporter 5-HTT (Mager et aI., 1994). and the Na + -glucose 
transporter SGLTI (parent et al., 1992a,b). In each case, the 
multi-substrate single-file transport model has been found to 
reproduce available experimental data within experimental er-
ror (although charge movements have not been measured for 
5-HTI). The model also accounts for newer phenomena such 
as leakage currents of all these transp9Iters and variable stoi-
chiometry of 5-Hf transport, among other permeation properties. 
Our approach has' cercainly been foreshadowed by many 
previous suggestions that transporters have channel-like mech-
anisms, for instance, in mediated ionic transport (Frohlich, 
1988; Krupka, 1989; Dam and Levitt, 1990; Hasegawa et al., 
1992), in electrogenic membrane systems (An<;lerseri et al., 
1985; Lagnado et al., 1988; J:!akamoto et al., 1989; IIilgemann 
et al., 1991; Lauger, ~991; Wang' et al., 1992; Gadsby et al., 
1993; Rakowski, 1993), in, neurotransnritter transporters 
(Krupka an4 Deves, 1988; Schwartz and Tachibana, 1990), 
and in facilitative sugar transporters (Barnett et al., 1975; Lowe 
and Walmsley, 1986; Kinunich ~d Randles, 1988; Walmsley, 
1988; Baldwin, 1993; Hernandez and Fischbarg, 1994). De-
tiiled theories have been based on electrodiffusion (Chen and 
Eisenberg, 1993; Eisenberg, 1994) and have treated channels 
that can simultaneously contain two ionic species at once 
(Franciolini and Nonner, 1994). Although molecular cloning 
has given us knowledge about the amino acid sequence of 
many ion-coupled transporters (Harvey and Nelson, 1994), 
there is still little relevant structural information at the atorrtic 
scale, or even at the level of tertiary structure or membrane 
topology or tertiary structure. Therefore the model is cast in 
purely fonnal terms at present. 
THEORY AND METHODOLOGY 
Structure of the model 
The multi-substrate single-file transport model treats a trans-
porter as a single file of binding sites, with ends open to the 
external and internal solutions (Fig. 1 A). The solutions are 
infinite sources, and sinks: substrate concentrations within the 
solutions are not changed by the events of the simulation. 
Substrates are loaded from the solutions into the ion~coupled 
transporter lumen at rates governed partially by mass action. 
Once a substrate is within the ion-coupled transporter, it is 
allowed to move between sites and to the solutions. The 
kinetics of the ion-coupled transporter are reconstructed by 
combining all possible transitions. 
Each of the N sites can be either empty or occupied by 
one of the m substrates. A total of N m + 1 arrangements are 
possible. A state of the transporter is defined to be one such 
arrangement. 
A hopping event is an allowed hop taken by a single sub-
strate. Fig. 1 B shows the set of allowed hops. An allowed hop 
brings one substrate to an adjacent, empty site. Special rules 
apply to sites 1 and N (the external and internal solutions are 
considered to be adjacent to sites I and N, respectively). A 
substrate from the solution can hop onto site 1 or N only when 
the site is empty; however, a substrate on site 1 or N can always 
hop into the solution. 
Hopping frequencies are rate constants that describe the 
probability of individual hopping events. Hopping frequen-
cies ka->-b are described as the product!gvgar' The first tenn 
! is called the "intrinsic hopping frequency" of a substrate; 
it is defined from mass action if the hop is from the solution 
and by a unimolecular event if the hop is from a binding site 
to another site within the membrane or to the solution. For 
A, 
B, 
External SOIr--¥Vv-
Substrate Site 1 Site2 Site 3 
Internal 
Solution 
Forbidden Hop 
AllltDdhlm~elm 
• Substrate I, Chru-ge l = 1 
• Substrate 2. Charge z = 0 
FIGURE 1 Multi-substrate single-file transport model. (A) Structure of 
the transporter. including three binding sites. The state, with a single bound 
substrate, corresponds to state 2 in Fig . 2. (B) Allowed hopping events. (C) 
Rules for obtaining the hopping frequencies, including the effects of 
voltage and of attraction/repulsion. 
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the present version of the model. the intrinsic hopping 
frequency varies with the substrate but is constant across all 
sites within the pore. 
The second teno, a dimensionless factor gv. describes the 
effect of membrane potential on the intrinsic hopping fre-
quency. The simple equations given below for the effect of 
potential are consistent with a model in which a) the membrane 
potential produces a linear field, b) there is a rate-limiting 
energetic bamer midway betWeen each pair of sites, and c) the 
energy of the barrier with respect to each site is modified by the 
interaction between the charge on the substrate and the field. 
The third term, a dimensionless factor gar describes the 
effect of interactions with other substrates that occupy ad-
jacent sites or, if an adjacent site is empty. the next site. g., 
is the product of an attraction term A and a repulsion term 
R. Examples are shown in Fig. 1 C. These attraction and 
repulsion tenns also allow for the possibility that the field 
changes with the ionic contents of the channel. 
For hops by a substrate i with charge zq in the presence 
of another substratel' (we include the possibility thatl' = 0 
denotes an emp£)' site) 
f = ki[ij If it hops from the external solution to sile I , 
or from the internal solution to site N 
= hi If it hops from a site within the transporter 
8, = exp[ -(d.+ J - d ,)zq,Vl2kTj 
If it hops from site s to s + 1 
= exp[(d,,+l - ds)zqjV/2kl1 
If it hops from site s + 1 to s 
g., = AiJRij: 
Aij Describes a hop that brings substrate j adjacem to 
substrate j 
Rij Describes a hop that separates substrate i from 
substrate l', 
where 
[iJ 
v 
z 
kTlq; 
concentration of substrate j in the solution 
forward binding constant of substrate i in 
M- 1 s-' 
inuinsic bopping frequency of substrate i in S-I 
fraction of electrical field sensed by a substrate 
with charge zq (s = 0 to N + 1. do = 0, dN + 1 
= l,dosds:S; dN + 1) 
membrane polential in m V 
valence of a charged substrate 
:!::25 mV, where 
k = Boltzmann constant 
T = Absolute temperature 
qj = Elementary charge on substrate i 
Aij attractive coupling between twO substrates 
separated by an empty site 
Rij repulsive coupling between two substrates in 
adjacent sites 
A ij AJj, and Rij = Rj •i • for i , j > 0 ; that is, the 
subplrate~substrate couplings are symmetric 
For each transporter configuration a, all transporter 
configurations b accessible from a by a single hopping 
event are linked. The corresponding hopping frequencies 
ka-oob are derived as described above. If configurations a 
and b cannot be linked by a single hopping event, then 
k.-oob = O. The flDal diagram is caBed a hopping diagram 
(Fig. 2), whose mathematical representation is a matrix. H 
constructed as 
(1 ) 
H",, = (2) 
Given the hopping matrix H , the time dependence of the 
ion-coupJed transporter configuration distribution is 
or equivalently, 
<Ii 
- =H,); dl 
2: H,,;c, + H,.x, = 
(3) 
(4) 
where.i = (XI' x2' . .. xN m+I), (0 :S xa :s; 1) represents the 
distribution of ion-coupled transporter configurations. For 
example, x, = 0.25 denotes that 25% of the transporters are 
in configuration 1. 
At steady state, Eq. 4 reduces to 
<lx, 
dr = O, (5) 
resuhing in N m +1 linearly dependent homogeneous equa-
tions. of which N rn+ 1 - 1 are linearly independent. The 
solution to Eq. 5 is a null space of dimension I, which can 
be solved numerically by the Gauss-Jordan elimination 
method (press et al., 1992). This solution yields predictions 
for several functional measurements, described in detail 
below. 
A three-site two-substrate spec ial case 
For most of the simulations in this paper, we assume the 
following special case; 
1. The transporter has N = 3 binding sites. 
2. There are only m = 2 substrates, Na + (substrate 1) and 
the organic substrate (substrate 2). In particular, we disre-
gard permeation by Cl-. Our justification for this choice is 
a) that the role of Cl - is rather less clear than that of the 
other substrates for most transporters (Mager et aI., 1993; 
Lester et aI ., 1994) and b) that introducing another ion 
would complicate the simulations without adding much 
insight at this early stage. 
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• Substrate 1 
• Substrate 2 
FIGURE 2 Hopping diagram for GATt, 5-HT trans-
porter, and SGLTl. This special case is used in most of 
our simulations. The ion-coupled transporter is modeled 
with three sites and two substrates, which generate a 
total of 32+1 = 27 transporter configurations. Alltran-
sitions axe reversible, except for those from the site 3 
(rightmost) to the internal solution (an infinite sink). 
3, The organic substrate has q2 = a charge. This 
assumption holds for GABA and for the sugars but not 
for 5-HT+ and is modified in some of the simp.lations 
described later. 
4. The internal solution has zero concentration of all sub-
strates. This asswnption chiefly reflects the facts a) that oocyte 
experiments performed in our laboratory do not control intra-
cellular concentrations and b) that these concentrations are 
thought to be small in most modem experiments. However, the 
asswnption is modified in some simulations described below 
(for instance, data presented in Fig. 6). 
The matrix elements corresponding to this special case 
are listed in Table 1 and the corresponding hopping diagram 
is shown in Fig. 2. 
Steady-state predictions of the special case 
Under these special conditions, Eq. 4 becomes 
27 27 27 
2:H."xb ~ 2: H."xb + H.,x, ~ 2: k"";<b 
b .. l b .. l,b""a b~lKb"Da 
(4a) 
7. 
where i = (xl> x2, .•• X27), (0 ~ xa ~ 1) represents the 
distribution of ion-coupled transporter configurations. Eq. 5 
then becomes 27 linearly dependent homogeneous equa-
tions, of which 26 are linearly independent. The model 
makes predictions about three types of steady-state data. 
Charge distribution 
The simulated steady-state charge occupancy, Q"",(V), is 
defined as follows: 
(6) 
30=1 a"l i=l 
where T is the total number of transporters in the membrane 
and Qa is the equivalent charge of the ath configuration. For 
instance, Q26 = (d, + d2 + d3)q and Q27 = O. We also 
define the maximum charge movement, from hyperpolariz-
ing to depolarizing potentials, by Qmu = Q( +00) - Q( -00). 
Transport-associated cu"ent 
The steady-state transport-associated current, ]<>0, results 
from charged substrates moving funy across the membrane. 
This current is simulated by summing the charge move-
ments that result from charged substrates hopping into the 
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internal solution, e.g., ~T-+RD For our special case in which 
Na + is the only charged substrate, the steady-state trans-
port-associated current is 
1m == Tq[(X4k4-->t) + (X6k6-->Z) + (X7k7-+3) + (XI4kJ4->S) 
+ (XI6kI6->9) + (xlsk tHlI ) + Eul~19 ..... 12) (7) 
+ (X23k23-->20) + (X27k27 ..... S)]. 
Flux ratios 
Steady-state flux coupling between substrates i and j is 
summarized by the ratio between the fluxes of i and j 
(flux;lfluxj)' The flux ratio between Na + and the organic 
substrate is B . 
flux] 
flUX2 
[(X4k4_1) + (XJ-6 ..... 2) + (X7k7_3) + (XI4k14 ..... S) 
+ (X1J:16-->9) + (xlskiS_ lI ) + (XI9k19 ..... 12) 
+ (X23k23->-20) + (X27l0.7-->S)] 
= [(xlOklO--->,) + (X13k13 ...... 2) + (xlsk 1S ..... 3) + (X17k l1-->s)' 
+ E~lkO1--+UF + (Xnk22->9) + (X24k24->12) 
+ EuORkO~--+llF + (X26k26--..20)] 
Available experimental data 
(8) 
The predictions described above were compared with the 
appropriate experimental data using algorithms described in 
the next section. Our most complete experimental data are 
available for GATl. For instance, the experimental data on 
steady-state charge distribution was measured from voltage 
jumps in the absence of GABA (Mager et a1., 1993). The 
integration of the transient response gives the total number 
of charges within the membrane. For purposes of these 
calculations. we abstracted the data of Mager et al. (1993) 
into the following functional form, which describes the 
data: 
Q.(V) Nq I + e (V v.1m.I · (9) 
A time interval of 0.2 ms was adequate for the simulations 
because the steady-state x obtained by integration and the 
dauss~gordan elimination method deviated by less than 
0.001 %. The steady~state transport-associated currents 1"" 
were also taken from the data of Mager et a1. (1993). The 
flux ratios fluXtffluX2 for Na + /GABA were assumed to lie 
between 1 and 2 (Kanner and Schuldiner, 1987). 
Parameter searches 
A set of randomly selected parameter values was used to 
start a simulation (Fig. 3). dauss~gordan elimination 
(Press et al., 1992) was used to solve Eq. 5 for the 27 Xa 
values. These values in turn yielded the three steady~state 
FIGURE 3 Simulation scheme. (A) Fitting mode. Simulated annealing is 
employed to optimize the parameter values by minimizing the error be-
tween the e"perimental and the simulated steady-state data. The resulting 
values are then used to predict the pre·steady-state kinetics. (8) Predicting 
mode. The resulting values from A are then used to predlct transient 
currents. 
predictions above: charge distribution, steady-state cur-
rent, and flux ratio. Simulated annealing (Ingber, 1993) 
was employed to optimize the parameter values by min-
imizing the error between the experimental and the sim-
ulated steady-state data. The simulated annealing algo-
rithm written in c was obtained by FTP from http:// 
www.alumni.caltech.edu/-ingber/. Convergence was 
specified by an annealing temperature of 10-7 (Ingber, 
1993). Fitting sessions required -8 h on a Silicon Graph-
ics Challenge workstation with OMM~Mez R4400 proces~ 
sors. 
Finally, we note that the exemplar physiological experi-
ments in the paper by Mager et a1. (1993) were performed 
on distinct oocytes, each expressing an unknown number of 
transporters. To calculate the total number of transporters T 
expressed in these exemplar oocytes from the Qrnax data for 
each oocyte, we would have to assume values ford 1, d2• and 
d3- Therefore the flux per transporter was not accessible 
from the procedures presented thus far; and the hopping rate 
constants were uncertain by a common multiplicative con-
stant. We could. however, make use of the experimentally 
determined value. IJQmv.. = 5.3 s-t, where i"" is measured 
at 96 mM Na+, 0.1 mM GABA, and -80 mV (Mager et a1., 
1993). This additional constraint in the simulations allowed 
us to determine the absolute values of the rate constants. 
The calculations are presented for T = 1.18 X lOll trans-
porters per cell (presumably a Xenopus oocyte expressing 
GATl). 
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Calculation of transient currents 
Simulated transient data for GATt were not used in the 
parameter search algorithm; instead, they were used as 
independent tests of our theories and parameters after the 
simulated annealing yielded several sets of parameters with 
nearly equal cost function values for the steady-state data. 
Transients were simulated by numerical integration, using 
Mathematica The transient currents are given by the sum of 
aU hopping events involving the movement of cbarge into or 
within the membrane weighted by the electrical distance 
traveled. Voltage jump relaxations for GATt were simu-
lated using the experimental protocol; that is, for fixed 
[Na+) and zero GABA, the membrane potential was 
stepped between values as shown in Fig. 5. The voltage 
jump transients for GAT I are defined as 
I(r) 
Tq 
+ (d _ d ){[(X,k,_,) - (x,k,-,)] + [(Xok'_7) - (X7k7 .... )]} 
2 I + [(XI3kl)_IS) - (xIskiS -ot3 )] 
(10) 
+ (d _ d,)f[(x,k3-<) - (x.l.<_,)] + [(x,k,....) - (Xok.-,, )]} 
3 1 + [(xlzkIZ_ 14) - (XI4kI4_'z)] 
+ (J - d,) 
{
[«.k._,) + (x,k....,)] + [E:<IkI~IF + «,Je,.....J] } 
X + [«,ok, ..... ) + «',k' .... II)] + [(X,,I<, .... ,,) + ~IKFz , 
+ [(x"kz,_,)] 
where all x values are time dependent. Concentration-jump 
relaxations were simulated by stepping one or two substrate 
concentrations while holding other parameters fixed. For 
simplicity. relaxation kinetics were characterized by fitting 
[0 a single exponential component 
RESULTS 
Figs. 4, 5. 6, 7. and 8 show the simulation results for the 
ion-coupled transpOrters GAT] , 5-HIT. and SGLT I. Opti-
mized parameter values are listed in Table 2 . 
Simulation of GAT1 function 
We devoted most effort to simulating GATI function, be-
cause we have access to extensive data for this ion-coupled 
transporter. GATl is a neurotransmitter transporter belong-
ing to the plasma membrane Na+/CI- coupled subfamjly 
(Amara and ArriZ3. 1993). It drives the neurotransmiuer 
GABA up its concentration gradient by cotransporting Na+ 
down its electrochemical potential gradient (Keynan and 
Kanner, 1988). Electrophysioiogical data, tracer flux mea-
surements, and thermodynamic measurements all suggest 
that 2 Na + ions are transported along wilh a single GABA 
molecule (Lester et al., 1994); and we have therefore used a 
special case of our model that includes three binding sites, 
so that these three molecules may bind simultaneously. Cl-
is another possible substrate for GATI. but its role is not 
clear at the moment (Lester et aI .• 1994); therefore we felt it 
inappropriate at present to compJicate the simulations by 
including cr. 
The experimentally detennined penneation properties of 
GATI include steady-state currents as a function of Na+ 
and GABA. leakage currents (Na+ flux in the absence of 
GABA), substrate flux ratio, charge distribution, and gating 
currents induced by voltage jumps (Mager et aI., 1993; 
Cammack et al., 1994). We note that leakage currents were 
not reported in our study of GATl function (Mager et al .. 
1993) but were reported by Cammack et a1 (1994). In 
unpublished recent work., we have indeed found small in-
ward currents that are suppressed by GABA uptake inhib-
itors in the absence of GABA itself; although we lack. 
systematic data, these leakage currents are <5% of the 
maximal GABA-induced currents. 
The model accounts well for the data that we used to fit 
the parameters. as summarized in Fig. 4. Five sets of pa-
rameters, each resUlting from a simulated annealing run, had 
nearly equal cost function values and provided similar sim-
ulations of these data; the simulations of Fig. 4 were ca1cu-
lated with the parameters that also provided good simula-
tions of transient currents (these parameters are given in 
Table 2). GATI steady-state currents are shown as a func-
tion of fNa +] in Fig. 4 A; nOle that the simulation dose-
response relations show the observed sigmoidal dependence 
on [Na +1. The simulations also show the expected hyper-
bolic dependence on [GABA] in Fig. 4 B. The simulations 
showed leakage currents of - 1 % of the saturation current in 
the absence of external GABA (Fig. 4 C). A Na+/GABA 
flux ratio between 1 and 2 was obtained (Fig . 4 D) ; the 
simulated flux ratio deJX!Dds on membrane potential , a point 
that has not been tested experimentally for GATt. The 
sleady-state charge distribution exhibited a sigmoidal de~ 
pendence on membrane voltage, and the midpoint was 
shifted to more negative voltages with decreasing [Na +]; 
rbese features agree quantitatively with the experimental 
data (Fig. 4 E). 
Transient currents 
As a further qualitative test of the model, parameter sets 
from the simulated annealing were tested for their ability to 
simulate various transient currents. One parameter set sur-
vived this test; Fig. 5 displays some results. The simulated 
voltage-jump relaxations in the absence of GABA, shown in 
Fig. 5 A, display the genera] features described by Mager et 
aI. (1993) and Cammack et aI. (1994): for hyperpolarizing 
jumps, the transients are negative and consist of a rapid 
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rising phase followed by a decay over several hundred 
milliseconds. For depolarizing jumps, the direction of the 
transient is reversed. The integral of these relaxations is 
represented by the steady-slate charge distributions (Fig. 4 
E); and we have verified that these simulated charge move-
ments are equal and opposite for the jumps in both direc-
tions between a pair of potentials (Mager et a1., 1993). The 
simulated relaxation time constant lies in the range of 70-
150 ms and displays a maximum at negative membrane 
potentials (not shown), in agreement with experimental data 
(Mager et aI., 1993; Cammack et ai., 1994; S. Mager, 
preliminary unpublished results), 
Simulated [Na +] and [GABA] j ump-induced transien(S 
are shown in Fig. 5. B and C, respectively; and Fig. 5 D 
shows simulated simultaneous jumps of both substrate con-
centrations. There are no published data available for com-
parison with Fig. 5 B. The waveforms in Fig. 5. C and D, 
however, reproduce the general features observed by Cam-
mack et al. (1994). Thus, the simulated jump from 0 to 0,3 
mM GABA produces a transient peak: on the millisecond 
time scale, followed by a sustained transport-assocjated 
current (Fig. 5 C) and compares well with fig ufC 9 of 
Cammack et al. (1994). Furthermore, the simulated jump to 
50 m.M Na+ and 0.3 mM GABA produces a rapid rise 
fo llowed by a slower rise on the time scale of several 
hundred milliseconds, in a.,oreement with figure 9 of Cam-
mack et aI. (1994). The simulated relaxations are more rapid 
than the published records for the jump back to 0 [GABA] 
and 0 INa +], and there is a small simulated outward charge 
movement in Fig. 5 D; bur these discrepancies could arise if 
the experimental solution changes are slightly slower than 
expected. 
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Transport against a [GABA] gradient 
In all of the simulations above, the internal concentrations 
of substrates are assumed to be zero. We relaxed this 
assumption to demonstrate the most important functional 
role of ion~coupled cotransporters: they drive the organic 
substrate up its concentration gradient by using the electro-
chemical potential gradient of an ionic substrate. For sim· 
plicity-and in tbe absence of real data on this point- we 
assumed that the forward binding constants k; are the same 
for the internal and external sides of the membrane. The 
external and internal [Na +], and membrane potential are 
adjusted to drive the Na + flow inward. The internal 
[GABA] was set higher than the external [GABA}; there· 
fore net GABA efflux would occur if GABA cannot couple 
to the electrochemical potential gradient of Na +. However, 
the simulation results in a net GABA influx (Fig. 6). sug· 
gesting that the multi-substrate single-file transport model 
does support transport up the chemical gradient of the 
organic substrate. 
The attraction and repulsion terms 
In the multi · substrate single-file transport model, the phys-
ical meanings of ki' hi, and ds are transparent and represent 
common concepts in membrane transport. We comment 
here on the physical meaning of the attraction and repul sion 
parameters. A;j and Rjj , respectively. Consider. for example. 
Al2 and R12, and focus 00 the transitions between trans· 
porter configurations 14 and 16. 
k14_ 16 = Al2h2 
k l6---..1 4 = R I2h2 
(II) 
(12) 
We can define an equilibrium "association constant" for the 
state in which substrate 2 (GABA) is adjacent to substrate I 
(Na+): 
(13) 
where Ko is a constant standard state factor involving the 
translational partition function of the ion (McQuanie, 
1976), k is the Boltzmann constant, T is the absolute tem-
perature, and 6.012 is the relative free energy between any 
pair of states, sucb as 14 and 16. in which these two 
substrates move adjacent to each other. If there are no 
couplings between substrates 1 and 2, then we expect no 
difference in the relative free energy, which will lead to a 
ratio of Al'! RI2 = 1. However. if Al.JRI1. is not equal to I , 
the two substrates are said to be coupled. For instance, if the 
optimized values of Al2 and Rl2 are such that AI ,tR 12 > 1, 
moving the two substrates together is favored. By more 
classical arguments. tbe ratio of kj [lllh1 controls the ener· 
getics of moving substrate i into the ion-coupled transporter. 
Generalizing thi$ argument to attractive and repulsive cou· 
plings between substrates, we obtain the following rules for 
GATL 
1. Moving Na + into the transporter is favored at high 
[Na+]. 
2. Moving GABA into the transporter is favored at high 
[GABA] . 
3. Movil!-g Na + and GABA adjacent to each other is 
favored. 
4. Moving Na + and Na + adjacent to each other is fa· 
vvred. This is the most surprising result of our analysis. 
5. Moving GABA and GABA adjacent to each other is 
not favored. 
According to these microscopic rules, at high (Na +) and 
(GABA], w"e expect transporter configurations with more 
than two GABA molecules to be tmderpopulated This is 
indeed the case. Under sucb conditions. me simulated pop· 
ulation of transporter configurations 20, 21, 22, O~I 25. and 
26 is negligible (Fig. 2). This may be due to the favored 
adjacencies between Na + and GABA (Rule 3). 
Simulation of 5-HT transporter function 
5·HTT is another ion-coupled neurotransmitter transporter 
belonging to the plasma membrane ka+/Cl-~coupled fam-
ily. It is known to accumulate 5-HT'" in the presence of 
Na+, CI- . and K +. Na+ and K+ are cotransported and 
countertransported with 5-HT+. respectively. The argument 
that CI - is cotransported with 5-HT+ is somewhat less 
direct as it has been difficult to demonstrate 5·HT+ accu· 
muJadoll with only the CI- gradien[ as a driving force. The 
K + is coupled to the 5-HT+ accumulation but is not re-
quired for the transport still occurs in the absence of K+ 
• + Hr+ (Rudnick and Clark. 1993). Therefore. only Na and 5· 
are included In our model. Our 5-HT transporter model, like 
our GATI model, has three binding sites. 
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The experimentally determined permeation properties of 
5-HTT include its steady-state cunents as a function of Na + 
and S-HT+. leakage currents (Na + flux in me absence of 
S-HT+), and variable s toichiometry (5-12 Na+ traflsponed 
per S-HT+) (Mager et a1.. 1994). The phenomena of leakage 
currents and variable stoichiometry are not expected from 
the alternating access modeL The simulation reproduced the 
above eltperimental results under one set of model param-
eters. The simulated S-HTT steady-state current showed a 
nonsigmoidal dependence on [Na +] (Fig. 7 A) and a bipha-
sic dependence on [S-HT+] (Fig. 7 B) . Leakage currents on 
the order of 1 nA were observed in the absence of external 
S-HT+ (Fig. 7 C). An important feature of 5-HT rransport is 
its variable stoichiometry (voltage-dependent flux ratio of 
Na+/5-HT+). This is simuJaled in Fig. 7 D. 
We comment here on several critical parameters that 
underlie two unique penneation properties of the S-HT 
rransporter: the nonsigmoidal dependence on [Na +] and the 
biphasic dependence on [S-HT +]. The nonsigmoidaJ depen-
dence can be made sigmoidal by increasing the population 
of transporter configurations 5, 6, 7 (occupied by two Na +) 
relative co 2. 3. 4 (occupied by one Na +). The biphasic 
dependence can be abolished either a) by increasing the 
intrinsic hopping frequency ratio between Na + and 5-HT+ 
or b) by increasing the positive coupling between s-m+ 
and its modulators. 11lis implies that me slower movement 
of 5-HT+ can block the movement of Na+, thereby causing 
decreasing current at higher [5-HT+]. 
Sim ulat ion of SGLT1 function 
SGLTI is a Na+/glucose cotransporter that shares a postu-
lated membrane topology and functional propenies with 
GAT1 (Wright, 1993). Na+ and sugar (the nonmetaboliz· 
able derivative a-methyl· o-glucose is typically used in 
physiological s tudies) appear to be the only substrates; thus 
!he number and charge of its substrates equal those for Ole 
simplified model of GATl discussed above. SGLTI has 
been modeled previously as a carrier (parent et al., 1992b). 
Our simulations approximated the 1-V curves (Fig. 8, A and 
B) and the eltperimentai substrate flux ratio (Fig . 8 C) under 
one set of model parameters. Table 2 reveals that several of 
the kinetic parameters for SGL T l are greater than those for 
GATl, so that SGLTI has an overall higher turnover rate. 
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There are also differences in the electrical positions of the 
binding sites between these two transporters, accounting for 
the different voltage sensitivities of transport . 
DISCUSSION 
Our simulations show that it is possible to account for the 
major features of ion-coupled transport without invoking 
explicit confonnational changes that control the compart-
mentalization of substrates. The present multi-substrate sin-
gle-file transport model differs from the usual alternating 
access models, which suggest that the transporter possesses 
a "gate" at both ends of the lumen. that the gates are 
alternately exposed to one side of the membrane. and that 
the gating is controlled by substrate binding at appropriate 
sites and with appropriate stoichiometry. In me multi-sub-
strate single-file transport framework. the only structural 
assumption is the protein's capability to provide a linear 
lumen and to mediate substrate-substrate interactions. This 
assumption seems plausible in light of present knowledge 
about penneation through ion channels. 
Ion-coupJed rransporters show a wide range of perme-
ation properties, including leakage currents, variable stoi-
chiometry, substrate flux coupling, and voltage-dependent 
transients. Allernating-access models account for only some 
of these properties. Tight substrate flux coupling and volt-
age-dependent charge movements naturally result from 
these models, whereas variable stoichiometry and leakage 
currents are inherently hard to ex.plain with these models. In 
contrast, the present scheme covers a broad spectrum of 
penneation properties. It can be applied to GAT!. which 
shows leakage currents, tight substrate flux coupling, and 
voltage-depeodeot gating currents. The model can also be 
used to interpret the variable stoichiometry of the 5-lIT 
transporter. The flexibility of the model can be largeJy 
attributed to tile minimal assumptions made about trans-
porter structures. One of our colleagues remarked that our 
model resembles a diffusion pump. 
Transport cycles 
In an alternating-access model (see, for instance, Rudnick 
and Clark, 1993), there is a definite series of transitions 
among steps, looping back to a starting state after a com-
plete set of substrates has been transported; and this series 
constitutes the transport cycle. In the multi-substrate single-
file transport model, there are many more possible states 
than in orner models; which are the major steps in the 
transport cycle? To address this question, we trace out major 
transport cycles in Fig. 2 as follows. We start from the 
empty transporter (configuration 1) and choose the transi-
tiOD with the highest net flux. If the two greatest net fluxes 
differ by less than 5%. we choose both. These steps are 
repeated until closed loops are formed . Fig. 9 A shows the 
subset of states and transitions from Fig. 2 that are included 
in the two major transport cycles for GAT1, under the same 
experimental conditions as in Fig. 4 D. The two transport 
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TABLE 2 Optimized parameter values for GAT1 , 5-HT. and SGLT1 
HIT 
Parameter Physical meaning Units GATt 
"""P<>"<' SGLT! 
k, Forward binding constaot (Na,t") M 
" 
• 170. 56.3 6.1 X l(f'i 
k, Forwtrrd binding constant (organic substrate) M - ls- l 6.45 X lOS 35,100 3.1 X l~ 
h, Intrinsic hopping frequency (Na"') ,-' 1.02 3.59 340 
h, Intrinsic hopping trcquency (organic substrate) ,- ' 12.6 1.00 1055 
d, Electrical location of binding sites (0 < d < 1) 0.5 0.509 0.164 
d, 0.692 0.701 0.674 
d, 0.8 0.901 0.894 
A" Attractive interaction between Na'" and an empty sile 0.133 8.62 x (0-3 6.42 X 10-7 
Attractive interaction between organic substrate and 
A" an empty site 0.05 6.85 1.23 
A" Attractive interaction between Na+ and. Na+ 9.83 9.79 4.04 
Attractive interaction between Na+ and organic 
A" substrate 40001 2.73 8.61 
Attractive interaction belWeen organic substrate and 
An organic substrate 40.5 0.0526 0.297 
R" Repulsive interaction between Na '" and an empty site 9.74 1.04 0.506 
Repulsive interaction between organic substrate and 
R" an empty site 60.5 3.3.5 X 10- 3 8.21 
R" Repulsive interaction between Na'" and Na+ 0.257 3.42 9.70 
Repulsive lnreraction betw~n Na+ and ocganic 
R tZ 
"'''''''" 
10001 4.05 2.07 
Repulsive interaction between organic substrate and 
R" organic substrate 701 8.38 8.73 
AGIO Repulsive interaction between Na+·and an empty site 2 . .54 2.84 8.04 
Repulsive interaction between organic substrate and 
AG" an empty si te 4.20 - 4.51 1.12 
AGrr Repulsive interaction between Na" and Na" - 2.t6 - 0.62 0.52 
Repulsive interaction between Na+ and organic 
AGl l substrate - 0.82 0.23 -0.84 
Repulsive interaction between organic substrate and 
!::.G22 organic substrate 1.69 3.00 2.00 
For OAT1, .5-HTT, and SOL Tl, five, eight, and two sets of parameters (respectively) yielded nearly equal cost function values for the steady-state data. 
For GATt. the parameters given ate those that also simulated the transient dita (see Fig. 5). Forthe 5-HT transporter and SOLTl, parameters with the lowest 
cost function values are presented. Substrate I "" Na" in all cases. For GATI, .5-HTT, and SGLT!. substrate 2 = OABA • .5-lq+. and sugar, respectively. 
cycles operate simultaneously; one releases a Na +, and the 
other releases both a Na+ and a GABA. Together, they 
provide an explanation for the observed substrate flux ratio 
(l < Na+'GABA < 2). 
To understand the origin of "variable stoichiometry," a 
similar transport cycle analysis is applied to the 5-HT trans-
porter (Fig. 9 8). The transport cycle couples one 5-HT+ 
release to a loop ofNa+ releases. TIlls loop may be respon-
sible for the observed variable stoichiometry, because var-
ious numbers of Na + molecules can be released per 5-HT+ 
molecule. If this hypothesis is correct, it can further explain 
the volrage dependence of variable smichiometry (Fig. 7 D). 
Upon hyperpolarizing, the steady-state population of trans-
poner configurations 5, 6, 7 and the transition frequency 
from configuration 3 to 5 are both increased, which accel-
erates the loop and stimulates more Na + flux per 5-HT+ 
molecule transported. 
Computational st rategy 
Most previous modeling studies have used the King-
Altman diagrammatic method to analyze the steady-state 
distribution of transporters (e.g., Hill. 1977). However, 
the number of King-Altman patterns increases dramati-
cally as the number of states increases. This constrains 
the number of practical carrier states. One could in prin-
ciple automate the King-Altman procedure to analyze 
more complicated kinetic schemes. However, the time 
required to list the King-Altman patterns grows as NN- l, 
where N is the number of carrier states. The present 
model uses Gauss-Jordan elimination to solve the steady-
state ·distribution . Gauss-Jordan elimination is computa-
tionally different from the King-Altman diagrammatic 
method, but gives the same solution. Because Gauss-
Jordan elimination scales as N 3, where N is the number of 
carrier states, it allows for the consideration of a signif-
icantly larger number of states . 
Limitations and future directions 
Tbe major limitation of our theory in its present fonn is 
its inability to deal with the phenomena of anti port, 
countertransport, exchange, or counterflow, as exempli-
fied by Na + ICa2+ exchangers, by the glutamate trans-
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FIGURE 9 Major transport cycl~ for GA Tl and 
5-HTI. (A ) Major transport cycles for GATI 1lDlf~ 
Out by the method described in 1eXt. Two lrnDspon 
cycles opera te simultaneously. Together, they pr0-
vide an explanation 10 the observed substJale flux 
ratio (I < Na+/GABA < 2). (8) Major lrnDsport 
cycles for 5-HIT. The cycle: couples one 5-HT"'" 
release to a loop of Na'" releases. This loop may be 
responsible for the observed variable stoichiometry. 
A. 
B. 
iii Substrate 1: Na+ 
• Substrate 2: GABA 
12. ______ 
~ 
-
11 . 
~ 
9. / ~ 
s~  
, / ,>-. 
~s ~ ~ " Substrate 1: Na+ ~ 
"Na+ • Substrate 2: 5-HT+ h 
4. " 5 ¥ 5-fI1'+ IJIJ"ViF ________ ~
porters of the nervous system, by the 5-HT transporter 
(Rudnick and Clark, 1993), and under some conditions by 
GABA transporters (Mabjeesh and Kanner, 1989). Fig. 6 
shows lhat our model does simulate a small (20 - 50%) 
increased influx through GATl as internal [GABAJ is 
increased; but we have not systematically studied this 
effect. We suspect that models with alcoves or Y ·shaped 
lumens would be required to account for robust anti port 
(Eisenberg, 1994) . 
The model is also uninformative about other aspects of 
transporter function . It neglects the frank channel activ· 
ity, with conductances on the order of picosiemens, that 
has recently been observed witll GATl (Cammack and 
Schwartz, 1995) and with the S·1ff transporter (F. Lin el 
a1.. unpublished observations) and inferred from noise 
s[Udies (see Introduction). Finally. we bave not yet can· 
sidered ATPase transporters. 
We do not wisb to imply that our model treats the 
lumen of the transporter as a featureless series of chern· 
ically inert pockets. We suspect that movements of the 
P"~S /' ~ >F\JI@j ~ 
-~ 
side chains lining the lumen could provide the attractive 
and repul sive interactions (quantified by Aij and Rij) that 
we postulate. We emphasize, however, that we view 
these motions as local, probably restricted to < 0.5 nm 
from the bound substrates in question, as opposed to the 
global changes in compartmentalization that characterize 
alternating-access models. Some of the interactions rep· 
resented by the optimized parameters disagree with intu· 
ilion; for instance, rule 4 suggests that two neighbori ng 
Na+ ions constitute a relatively stable configuration. 
Such interactons might be produced by side chains that 
interpose between two substrates, leading either to charge 
pairs or to cation·pi interactions between substrates and 
s ide chains (Dougherty, 1995). 
Structure of ion-coupled transporters 
OUT theory must remain at the fonnal level. primarily 
because we know so little about transporter structure. 
Although we do know the primary amino acid sequence 
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for the transporters simulated here, there is no proof for 
topology diagrams postulated on the basis of the se-
quence, no information about secondary or tertiary struc-
ture, and little data about the residues that actually line 
the l~men that we postulate. Until such information be-
comes available, there is little objective reason to choose 
OUf model over the alternating-access model and its vari-
ants. Although some may prefer the present model be-
cause of its simplicity, nature does not seem to prefer 
simple mechanisms for her macromolecuar machines. 
CONCLUSION 
The hypothesis of "multi-substrate single-file transport" 
has been tested and found to account quantitatively for 
the steady-state data of ion-coupled transporters GATl, 
5-HTT, and SGLTI. In addition, the model predicts the 
GATl transporter's transient responses to voltage and 
concentration jumps. The model also simulates transport 
up a concentration gradient, an important feature of ion-
coupled transporters. Model analysis such as major trans-
port cycles gives insights about the tight flux coupling of 
GATl, leakage currents, and variable stoichiometry of 
5-HT transport. Inspection of model parameter values 
yields a set of microscopic rules that may explain the 
simulated population distribution of transporter configu-
rations. The success of the model suggests that concepts 
such as "alternating access" or "gates" are not necessary 
in interpreting existing experimental results and perhaps 
can be recast into the present, more general, framework. 
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Chapter 6 
.Summary 
VI-2 
Summary 
Two independent biophysical projects were completed: the Protein Backbone 
Design Project and the Ion-Coupled Transporter Simulation Project. Chapter 
2, 3 and 4 are dedicated to the first project, and Chapter 5 is devoted to the 
second project. 
In chapter 2, I assessed the effect of explicit backbone motion on the 
selection of amino acids in designing the core of the 13 1 domain of the 
streptococcal protein G. I used a protein design algorithm that quantitatively 
considers side-chain packing. Concerted backbone motion was introduced by 
varying G131's supersecondary structure parameter values. The stability and 
structural flexibility of seven of the redesigned proteins were determined 
experimentally and showed that core variants containing as many as 6 of 10 
possible mutations retain native-like properties. This result demonstrates 
that backbone flexibility can be combined explicitly with amino acid side-
chain selection and that the selection algorithm is sufficiently robust to 
tolerate perturbations as large as 15% of G131's native supersecondary 
structure parameter values. 
In chapter 3, I sought to expand the range of computational protein 
design by developing a general, quantitative design method for computing de 
novo backbone templates. The method had to compute atomic resolution 
backbones compatible with the atomistic sequence selection algorithm I was 
using and it had to be applicable to all protein motifs. The algorithm I 
developed uses supersecondary structure paramters to determine the 
orientation among secondary structural elements, given a target protein fold. 
Possible backbone arrangements are screened using a cost function which 
evaluates core packing, hydrogen bonding, loop closure, and backbone 
torsional geometry. Given a specified number of residues for each secondary 
VI-3 
structral element, a family of optimal configurations is found. I chose three 
motifs to test our method E~~aI ~a~I and aa) since their combination can be 
used to approximate most possible backbone fold. The best structure found 
for the ~~a motif is similar to a zinc finger, and the best structure for the ~a~ 
motif is similar to a segment of a ~-barrel (PDB entry 8adh). The backbone 
obtained for the aa motif resembles minimized protein A. These results 
suggest that de novo backbones assembled using this method may serve as 
adequate input templates for atomistic sequence selection algorithms. 
In chapter 4, I evaluated the backbone design method by testing the 
thermal stability and structural properties of the designed peptides. I also 
explored relevant issues for integrating computer-generated backbones with 
the sequence-selection algorithm. Starting with a computer-generated bba 
motif, I optimized five sequences for this backbone and characterized them 
using CD and ID NMR. It was found that small differences in the number 
and location of the hydrophobic residues can significantly change the 
thermodynamic behaviour of the designed peptides. This supports the 
previously acknowledged importance of binary patterning. I compared our 
five sequences with FSD-l, a thermally stable ~~a protein with a well-defined 
structure developed in our lab using the same sequence-selection algorithm 
(Dahiyat & Mayo, 1997). I found that the sequence that had the binary pattern 
most similar to FSD-l also had the best thermodynamic properties. Based on 
the results of these five peptides, a set of heuristic rules was derived which 
could be used to improve the computer-generated backbones. In addition to 
the number and location of hydrophobic residues, I found that it is critical to 
determine the optimal number of residues for each secondary structural 
element. Validation of these rules will be the focus of future experimental 
efforts. 
VI-4 
In chapter 5, I developed a model to simulate ion-coupled transporters. 
The model differs from contemporary alternating-access schemes. Beginning 
with concepts derived from multi-ion pores, the model assumes that 
substrates (both inorganic ions and small organic molecules) hop a) between 
the solutions and binding sites and b) between binding sites within a single-
file pore. No two substrates can simultaneously occupy the same site. Rate 
constants for hopping can be increased both a) when substrates in two sites 
attract each other into a vacant site between them and b) when substrates in 
adjacent sites repel each other. Hopping rate constants for charged substrates 
are also modified by the membrane field. For a three-site model, simulated 
annealing yields parameters to fit steady-state measurements of flux coupling, 
transport-associated currents, and charge movements for the GABA 
transporter GATl. The model then accounts for some GATI kinetic data as 
well. The model also yields parameters that describe the available data for the 
rat 5-HT transporter and for the rabbit Na+-glucose transporter. The 
simulations show that coupled fluxes and other aspects of ion transport can 
be explained by a model that includes local substrate-substrate interactions but 
no explicit global conformational changes. 
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