Abstract: Let A be an invertible × complex matrix. It is shown that there is a × permutation matrix P such that the product PA has at least two distinct eigenvalues. The nilpotent complex n × n matrices A for which the products PA with all symmetric matrices P have a single spectrum are determined. It is shown that for a n × n complex matrix A = [a ij ] n i,j= with | i,j a ij | ≤ n n | det A| there exists a permutation matrix P such that the product PA has at least two distinct eigenvalues.
Introduction
Suppose that H is a subgroup of the general linear group GLn(C) and that A is an n × n complex matrix. We say that a matrix A is H-semiseparable if there is an X ∈ H such that XA has at least two di erent eigenvalues. For X, Y ∈ H the matrix XAY is similar to the matrix Y(XAY)Y − = (YX)A. Therefore, A is H-semiseparable if it is H-equivalent to a matrix with at least two distinct eigenvalues.
A subgroup H of GLn(C) is irreducible if the matrices from H do not posses a common non-trivial invariant subspace. Since C is algebraically closed, H is irreducible if and only if it possesses a basis of C n×n . In [2] it is shown that for an irreducible group H every non-zero matrix is H-semiseparable. For an excellent treatment of irreducible matrix subgroups see [7] . P = [p ij ] n i,j= is a permutation matrix if there is a permutation π of the set { , . . . , n} such that the only non-zero entries of P = P(π) are the entries p π(i),i = . Let Sn denote the group of all n×n permutation matrices.
Here, it is shown that every invertible × matrix is S -semiseparable. The nilpotent complex n × n matrices A which are not Sn-semiseparable are determined. It is shown that every n × n complex matrix
We shall often use the well known fact that the group Sn of all n × n permutation matrices has only two non-trivial invariant spaces, the span of the vector e = [ , . . . , ] and its orthogonal complement e ⊥ . With respect to the decomposition of the underlying space C n = Ce⊕e ⊥ the group Sn can be expressed as Sn = ⊕G where G is an irreducible group of unitary transformations on e ⊥ .
A stronger condition of H-separability was also studied. An n × n complex matrix A with rank r ≤ n is H-separable if there is a matrix X ∈ H such that XA has r distinct non-zero eigenvalues. In [4] and [3] it is shown that every invertible matrix is Diag-separable. Here Diag denotes the subgroup of invertible diagonal matrices. S. Friedland solved the inverse eigenvalue problem and found necessary and su cient conditions for the existence of a diagonal matrix D such that the product DA has a prescribed spectrum (see [6] and also [1] and [5] ). A monomial matrix is a matrix which can be written as a product DP of a diagonal matrix D ∈ Diag and a permutation matrix P ∈ Sn. By Mon denote the group of all invertible n × n monomial matrices and by Uni the group of all n × n unitary matrices. In [2] it is shown that every n × n complex matrix is Mon and Uni-separable.
Some counterexamples
We shall start with some counterexamples which show that the permutation group is not always rich enough to separate the eigenvalues of a matrix.
Example 2.1. The matrix
The only nontrivial permutation of two elements is a transposition, corresponding to the matrix T. The product
has a double eigenvalue i.
Example 2.2. De ne the nilpotent matrix
For each permutation matrix P we have PN = N which has a single eigenvalue . Corollary 6.1 generalizes this example. Proof. Suppose that diag A = (a , a , . . . , ann).
Diagonals under the action of the full cycle
The reciprocal value α − k = α k is the only eigenvalue of A − X −k . Hence, the diagonal entries c ii of the matrix A − solve the system of linear equations
It follows that their conjugate values c ii satisfy the same linear system as a ii . Since λ , . . . , λn are distinct, this system has a unique solution and therefore 
and diag (A) has one of the following forms:
where ω , ω ∈ { , ω, ω } and |a| = √ .
Proof. The rst claim follows directly from Lemma 3.1. Let diag A = (a, b, c). Then the traces tr (C k A) give rise to the following system of linear equations
If we replace matrix A by α A, we can assume that α = . Then, di erent choices ( , ), (ω, ω ), (ω , ω), 
Semisepability of an invertible × matrix
A = α u v A , where α ∈ C, u ∈ C ×(n− ) , v ∈ C (n− )× and A ∈ C (n− )×(n− ) . (i) If |α| ≤ n | det A| ≠ ,
then there exists a matrix X ∈ H such that the matrix XA has at least two distinct eigenvalues. (ii) If A is singular and the spectrum of XA is a singleton for every X ∈ H, then either A or A
* has the form u where u ∈ C ×(n− ) .
Proof.
(i) By replacing A with ζA where ζ n · det A = we can assume that det A = and that |α| ≤ . Decompose the matrices A and A − according to the decomposition of the group H as
Suppose that for each X ∈ H the spectrum of XA is a singleton {λ X }. The equality = | det XA| = |λ n X | implies that |λ X | = . Then, spectrum of (XA) − is {λ X }. If we decompose the matrix X as X = ⊕ X , we get
It follows that tr (X (A − B * )) = β − α. 
As v ≠ , we can pick a nonzero v i and get
The equality z i = kv i implies that k = k. Therefore, the scalar k is real. Similarly we nd a real scalar l such that w = lu * .
Using the above equations we get
In the case when α ≠ , we get kl = . If α = ,
also implies that kl = .
For the diagonal matrix D = ⊕ |k|I we have DHD − = H and
where m = ± .
Replacing the matrix A with its conjugate DAD − we can assume that k = l = ± . If k = l = , the matrix A is a unitary matrix and therefore it is diagonalizable. Then A = λI, where σ(A) = {λ}. By [2, Theorem 4.5] we can nd a matrix X ∈ G with two distinct eigenvalues. For X = ⊕ X ∈ H the matrix XA = λX has two distinct eigenvalues.
If k = l = − , then |α| = + |v| = + |u| . Since |α| ≤ , we get |α| = , v = and u = , hence A is again a unitary matrix and therefore A = αI. In the same way as before we can nd a matrix X ∈ H such that the product XA has at least two distinct eigenvalues. (ii) Again decompose X = ⊕ X .
If the matrix A is singular and not nilpotent, the matrix IA has at least two di erent eigenvalues, one of them is zero and the other one is non-zero. Therefore, we can suppose that for all X ∈ H the products XA are nilpotent. Since tr (XA) = α + tr (X A ) = , the trace of X A is constant for all X ∈ H. Lemma 4.3 from [2] implies that α = and A = .
If the matrix XA = u X v is nilpotent, so is
Hence, u(X v) = for all X ∈ G. Since G is irreducible, the dimension of the subspace spanned by all X v, X ∈ G, is n − . Therefore, u = .
The nilpotent and the bounded case 
Then, A is Sn-semiseparable. Open questions Question 1. Is it true that for every × invertible complex matrix A there is a permutation matrix P ∈ S such that the product PA has distinct eigenvalues? That is, is every × invertible complex matrix S -separable (see [2] ). 
Proof. De ne
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