Farthest Point Problem and Partial Statistical Continuity in Normed
  Linear Spaces by Som, Sumit et al.
ar
X
iv
:2
00
5.
13
35
5v
1 
 [m
ath
.FA
]  
27
 M
ay
 20
20
FARTHEST POINT PROBLEM AND PARTIAL STATISTICAL
CONTINUITY IN NORMED LINEAR SPACES
SUMIT SOM1, LAKSHMI KANTA DEY2, SUDESHNA BASU3
Abstract. In this paper, we prove that if E is a uniquely remotal subset of a real
normed linear space X such that E has a Chebyshev center c ∈ X and the farthest
point map F : X → E restricted to [c, F (c)] is partially statistically continuous at c,
then E is a singleton. We obtain a necessary condition on uniquely remotal subsets
of uniformly rotund Banach spaces to be a singleton. Moreover, we show that there
exists a remotal set M having a Chebyshev center c such that the farthest point map
F : R → M is not continuous at c but is partially statistically continuous there in
the multivalued sense.
1. Introduction
Let X be a real normed linear space and G be a nonempty, bounded subset of X . Throughout
our discussion, we consider only bounded subsets of X. For any x ∈ X , the farthest distance
from x to a set G is denoted by δ(x,G) and is defined by
δ(x,G) = sup
{
‖x− e‖ : e ∈ G
}
.
If the distance is attained, then the collection of all such points of G corresponding to x ∈ X is
denoted by F (x,G) and defined by
F (x,G) =
{
e ∈ G : ‖x− e‖ = δ(x,G)
}
.
For a non-empty and bounded subset G of X, let us define
r(G) =
{
x ∈ X : F (x,G) 6= φ
}
.
G is said to be remotal if r(G) = X and uniquely remotal if r(G) = X and F (x,G) is singleton
for each x ∈ X. A nonempty, bounded subset G of X is said to be densely remotal if r(G) is norm
dense in X. The farthest point problem (FPP) states that “Must every uniquely remotal set in a
Banach space be a singleton?” The FPP was proposed by Motzkin, Starus and Valentine [9] in
the context of the Euclidean space En. The FPP for Banach spaces was introduced by Klee [7]
and he proved that every compact uniquely remotal subset of a Banach space is a singleton.
In [2], Asplund solved the FPP for any finite dimensional Banach space with respect to a norm
which is not necessarily symmetric. Very recently Yosef, Khalil and Mutabagani [16] proved
the FPP for ℓ1. In their work [12], Sababheh and Khalil proved that a closed and bounded set
is remotal in X if and only if X is finite dimensonal. The question was answered in the negative
for infinite dimensional spaces by Martin and Rao in [8], where they showed the existence of a
closed bounded convex non remotal set for every infinite dimensional Banach space. Another
concept, strongly remotal set, was introduced in [6] by Khalil and Matar, and they showed that
all such sets are singleton. Recall that, a Chebyshev center of a subset E of a normed linear
space X is an element c ∈ X such that δ(c, E) = infx∈X δ(x,E). Chebyshev centers of sets have
played a major role in the study of uniquely remotal sets, see [2], [10] for more details. In [11], it
was proved that if E is a uniquely remotal subset of a normed space X, admitting a Chebyshev
Key words and phrases. Continuity, partial statistical continuity, uniquely remotal, farthest point
map, maximizing sequence, approximate fixed point sequence.
2010 Mathematics Subject Classification. 46B20; 41A65; 41A50; 40A35.
1
2 S. SOM, L.K. DEY, S. BASU
center at c ∈ X and if the farthest point map F : X → E restricted to [c, F (c)] is continuous
at c, then E is a singleton.
Now, we give a brief motivation of our paper. It is clear that, if X is a normed linear space
and M is a non-empty, bounded subset of X, then the farthest point map F : X → M is
not always a single valued map, even if M is a remotal subset of X. The farthest point map
F : X→M is single valued only whenM is uniquely remotal. In next section, we first introduce
the notion of partial statistical continuity of a single valued function and provide an example
to show that the notion of partial statistical continuity is much weaker than continuity as well
as partial continuity introduced by Sababheh et al. in [12]. We prove that if M is an uniquely
remotal subset of a real normed linear space X such that M has a Chebyshev center c and the
farthest point map F : X → M restricted to [c, F (c)] is partially statistically continuous at c
then E is a singleton. This improves the result in [11]. We also introduce the notion of partial
statistical continuity of a multivalued mapping.
2. MAIN RESULTS
We first recall some definitions and notations.
Definition 2.1. [3, Definition 2.1.] Let Y, Z be topological spaces. A mapping F : Y → Z is
said to be multivalued if F (x) is a subset of Z for each x ∈ Y. The mapping F can be thought
of as a single valued function from Y into 2Z where 2Z denotes the power set of Z.
Definition 2.2. [3, Definition 2.2.] Let F : Y → Z be a multivalued mapping and A ⊂
Y, B ⊂ Z. Then
(i) F (A) =
⋃{F (x) : x ∈ A};
(ii) F−1(B) = {x ∈ X : F (x) ∩B 6= φ}.
Definition 2.3. [3, Definition 2.3.] Let F : Y → Z be a multivalued mapping. Then
(i) F is a usc-function (i.e, upper semi-continuous function) provided F−1(B) is closed in
Y for each closed B ⊂ Z;
(ii) F is a lsc-function (i.e, lower semi-continuous function) provided F−1(V ) is open in Y
for each open V ⊂ Z;
(iii) F : Y → Z is a continuous function provided that F is a usc-function and lsc-function.
Definition 2.4. [5] Let F : Y → Z be a multivalued mapping. Then a function f : Y → Z is
said to be a selection or selector of F : Y → Z if f(x) ∈ F (x) for each x ∈ Y. Throughout this
paper we call a selection by the name extracted single valued function.
We have the following proposition, we omit the easy proof.
Proposition 2.5. If each extracted single valued function f : Y → Z is continuous then the
multivalued map F : Y → Z is continuous.
We recall the following defnition from [12]:
Definition 2.6. Let X be a real normed linear space and M ⊆ X. A function F : M → X is
said to be partially continuous at a ∈M if there exists a non constant sequence {xn}n∈N ⊂M
such that {xn}n∈N is convergent to a and {F (xn)}n∈N is convergent to F (a).
The notion of usual convergence of a real sequence has been extended to statistical conver-
gence by Fast [15] in the year 1980. Further for more details about statistical convergence one
can see [15]. We recall the following definition from [15] as follows:
Definition 2.7. A real sequence {xn}n∈N is said to be statistically convergent to x ∈ R if for
each ε > 0,
lim
n→∞
1
n
∣∣∣{k ≤ n : |xk − x| ≥ ε}∣∣∣ = 0.
Now we like to introduce the notion of partial statistical continuity for a single valued function
in a normed linear space as follows:
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Definition 2.8. Let X be a real normed linear space and M ⊆ X. A function G : M → X is
said to be partially statistically continuous at a ∈ M if there exists a non-constant sequence
{xn}n∈N ⊂M such that {xn}n∈N is statistically convergent to a and {G(xn)}n∈N is statistically
convergent to G(a) i.e. for each ε > 0,
lim
n→∞
1
n
∣∣∣{k ≤ n : ‖xk − a‖ ≥ ε}∣∣∣ = 0
and
lim
n→∞
1
n
∣∣∣{k ≤ n : ‖G(xk)−G(a)‖ ≥ ε}∣∣∣ = 0.
If G : M → X is partially statistically continuous at each x ∈M then G is said to be partially
statistically continuous on M.
The next example shows that, the notion of partial statistical continuity is much weaker than
continuity as well as partial continuity.
Example 2.9. Let f : [−1, 0] → R be defined by f(x) = [x] for all x ∈ [−1, 0]. Here [x]
denotes the greatest integer not exceeding x. It is easy to check that, this function is not
partially continuous (also not continuous) at the point x = 0. Now we show that this function
is partially statistically continuous at the point x = 0. Let us define a sequence {xn}n∈N in
[−1, 0] by
xn =
{
0 if n 6= m2 for all m ∈ N,
−1 + 1
n
if n = m2 for some m ∈ N.
Note that, the sequence {xn}n∈N is not convergent to 0 in the usual sense. Let ε > 0. Now{
k ∈ N : |xk − 0| ≥ ε
}
⊆
{
k ∈ N : k = m2 for some m ∈ N
}
. But the natural density of the set
A =
{
k ∈ N : k = m2 for some m ∈ N
}
is 0 since,
1
n
∣∣∣{k ≤ n : k ∈ A}∣∣∣ = [√n]
n
≤
√
n
n
→ 0 as n→∞.
This implies that
lim
n→∞
1
n
∣∣∣{k ≤ n : |xk − 0| ≥ ε}∣∣∣ = 0.
So, the sequence {xn}n∈N is statistically convergent to 0.
Now the sequence {f(xn)}n∈N is defined by
f(xn) =
{
0 if n 6= m2 for all m ∈ N
−1 if n = m2 for some m ∈ N.
Similarly, it can be shown that the sequence {f(xn)}n∈N is statistically convergent to f(0) = 0.
So, f is partially statistically continuous at the point x = 0. So, the notion of partial statistical
continuity is much weaker than partial continuity as well as continuity.
We now introduce the concept of partial statistical continuity for a multivalued mapping.
Definition 2.10. Let X and Y be real normed linear spaces and F : X→ Y be a multivalued
mapping. The mapping F : X → Y is said to be partially statistically continuous on X if each
extracted single valued function f : X→ Y of F is partially statistically continuous on X.
Note 2.11. Let X, Y be two normed linear spaces. It is to be noted that, if any one of the
extracted single valued functions f : X → Y of a multivalued mapping F : X → Y, fail to be
partially statistically continuous at some point of X, then we cannot say anything about the
continuity of the multivalued mapping F : X→ Y at that point.
We show that there exists a remotal setM in the set of all real numbers R having a Chebyshev
center c ∈ R such that the farthest point map F : R → M is not continuous at c ∈ R but is
partially statistically continuous there in the multivalued sense. The following result will be
needed in the upcoming example.
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Theorem 2.12. [7] Let M ⊆ X. If M is compact and uniquely remotal then M is singleton.
Example 2.13. Let R be the set of all real numbers and M = [−1, 1]. It was proved in [13],
that a closed and bounded set in a finite dimensional space is remotal, so it follows that M is
remotal in R. But M = [−1, 1] cannot be uniquely remotal. Because if M = [−1, 1] is uniquely
remotal, then by Theorem 2.12, M will be a singleton. In this case,
δ(0,M) = sup{|x| : x ∈M} = 1.
Also, F (0,M) = {−1, 1}. So, in this case, the farthest point map F : R → M is multivalued.
We show that c = 0 is a Chebyshev center of M.
First of all suppose that x > 1. So |x − 0| > 1. In this case δ(x,M) ≥ |x − 0| > 1. Now let
x < −1. So x = −y for some y > 1. In this case δ(x,M) ≥ |x− 0| = |y| > 1. Now suppose that
x ∈ M and x > 0. In this case δ(x,M) = |x − (−1)| = |x + 1| > 1. Similarly δ(x,M) > 1 for
x < 0. But
δ(0,M) = infx∈Rδ(x,M) = 1.
So c = 0 is the Chebyshev center of M.
Now, we show that the multivalued map F : R → M is not continuous, in the sense of the
Definition 2.3. Here, we consider thatM has the subspace topology as a subset of R. So the set,
V = (−1, 1] is open in M. But F−1(V ) = (−∞, 0], which is not open in R. This shows that F
is not lower-semi continuous. Hence F is not continuous. Now we show that the farthest point
map F : R → M is partially statistically continuous at c = 0. The map F has two extracted
single valued functions. Let F ∗ : R → M be the extracted single valued function such that
F ∗(0) = 1 and F ∗∗ : R → M be the extracted single valued function such that F ∗∗(0) = −1.
We show that both F ∗ and F ∗∗ are partially statistically continuous at c = 0.
Let us define a sequence {xn}n∈N in [−1, 1] by
xn =
{
0 if n 6= m2 for all m ∈ N,
−1 + 1
n
if n = m2 for some m ∈ N.
In this case, the sequence {xn}n∈N is statistically convergent to 0 since for each ε > 0,
lim
n→∞
1
n
∣∣∣{k ≤ n : |xk − 0| ≥ ε}∣∣∣ = 0.
Now F ∗(xn) = 1 for all n ∈ N. So {F ∗(xn)}n∈N is statistically convergent to F ∗(0) = 1. This
shows that the extracted single valued function F ∗ : R→M is partially statistically continuous
at c = 0. In a similar way, we can show that the extracted single valued function F ∗∗ : R→M
is partially statistically continuous at c = 0. Hence the farthest point map F : R → M is
partially statistically continuous at c = 0.
Theorem 2.14. Let E ⊂ X. Suppose E is uniquely remotal and E has a Chebyshev center
c ∈ X. If the farthest point map F : X → E restricted to [c, F (c)] is partially statistically
continuous at c, then E is singleton.
Proof. Since E is uniquely remotal, so for each x ∈ X there exists unique e ∈ E such that
||x− e|| = δ(x,E) and the farthest point map F : X→ E is well defined. If E has a Chebyshev
center at c = 0 then the set E − {c} = {e − c : e ∈ E} has Chebyshev center at c = 0. So,
without loss of generality, we assume that E has Chebyshev center at c = 0.
Suppose E is not singleton. So we have F (0) 6= 0. It is given that the farthest point map
F : X → E restricted to [0, F (0)] is partially statistically continuous at 0. So there exists a non
constant sequence {xn}n∈N in [0, F (0)] such that {xn}n∈N is statistically convergent to 0 and
{F (xn)}n∈N is statistically convergent to F (0).
Since xn ∈ [0, F (0)] so we have xn = µnF (0) with µn > 0 ∀ n ∈ N and {µn}n∈N is statistically
convergent to 0 as n → ∞. Now by Hahn-Banach theorem for real normed linear spaces, for
each n ∈ N there exists ψn ∈ X∗ such that ψn(F (xn) − xn) = ||F (xn) − xn|| and ||ψn|| = 1.
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Now,
ψn(xn) = ψn(F (xn))− ψn(F (xn)− xn)
≤ ||ψn|| ||F (xn)|| − ||F (xn)− xn||
= ||F (xn)|| − ||F (xn)− xn||
= ||F (xn)− 0|| − ||F (xn)− xn||
≤ δ(0, E)− δ(xn, E)
≤ 0 (as 0 is the Chebyshev center).
So,
ψn(xn) ≤ 0 for all n ∈ N
=⇒ ψn(µnF (0)) ≤ 0 for all n ∈ N
=⇒ µnψn(F (0)) ≤ 0 for all n ∈ N
=⇒ ψn(F (0)) ≤ 0 for all n ∈ N as µn > 0.
Since the sequence {F (xn)− xn}n∈N is statistically convergent to F (0) so for each ε > 0,
lim
n→∞
1
n
∣∣∣{k ≤ n : ||F (xk)− xk − F (0)|| ≥ ε}∣∣∣ = 0.
Now ∣∣∣‖F (xk)− xk‖ − ‖F (0)‖∣∣∣ ≤ ∥∥∥F (xk)− xk − F (0)∥∥∥.
Let ε > 0. So we have{
k ∈ N :
∣∣∣‖F (xk)− xk‖ − ‖F (0)‖∣∣∣ ≥ ε} ⊂ {k ∈ N : ∥∥∥F (xk)− xk − F (0)∥∥∥ ≥ ε}.
This implies that
lim
n→∞
1
n
∣∣∣{k ≤ n : ∣∣∣‖F (xk)− xk‖ − ‖F (0)‖∣∣∣ ≥ ε}∣∣∣ = 0.
So the sequence {||F (xk)− xk||}n∈N is statistically convergent to ||F (0)||.
Also
ψn(F (xn)− xn)− ψn(F (0)) = ψn(F (xn)− xn − F (0))
≤ ||ψn|| ||F (xn)− xn − F (0)||
= ||F (xn)− xn − F (0)||.
Since the sequence in the right is statistically convergent to 0, so the sequence {ψn(F (0))}n∈N
is statistically convergent to ||F (0)||. But this is possible only when F (0) = 0. This is a contra-
diction. This proves that the uniquely remotal set E is singleton. 
Remark 2.15. Theorem 2.14 is a generalization and improvement of Proposition 5 in [11].
Definition 2.16. Recall, X is a uniformly rotund space if for any 0 < ǫ ≤ 2, there exists some
δ > 0 such that for any two vectors x, y ∈ X, such that ‖x‖ = ‖y‖ = 1, the condition ‖x−y‖ ≥ ǫ
implies ‖x+y
2
‖ ≤ 1 − δ. The most natural examples of such spaces are Hilbert spaces and real
Lp spaces for 1 < p <∞.
We need the following result due to Klee and Garkavi.
Theorem 2.17. [4] Let X be a uniformly rotund Banach Space and G ⊆ X be bounded, then
G has a unique Chebyshev center.
Corollary 2.18. Let X be a uniformly rotund Banach Space and G ⊆ X. If G is uniquely
remotal and the farthest point map F : H→ G is partially statistically continuous, then G is a
singleton.
Proof. The proof follows immediately from Theorem 2.17 and Theorem 2.14. 
We recall the following well known definition from [14].
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Definition 2.19. Let X be a real normed linear space and M be a nonempty, bounded subset
of X. A sequence {xn}n∈N ⊂ M is said to be maximizing if there exists x ∈ X such that
‖xn − x‖ → δ(x,M) as n→∞.
Likewise, we define,
Definition 2.20. Let X be a real normed linear space and M be a nonempty, bounded subset
of X. A sequence {xn}n∈N ⊂M is said to be statistically maximizing if there exists x ∈ X such
that
{
‖xn − x‖
}
n∈N
is statistically convergent to δ(x,M) = sup
{
‖x− y‖ : y ∈M
}
as n→∞.
Proposition 2.21. Let X be a real normed linear space and M be a nonempty bounded subset
of X. If {xn}n∈N is maximizing in M then {xn}n∈N is statistically maximizing in M.
Proof. Let the sequence {xn}n∈N is maximizing. So there exists x ∈ X such that ‖xn − x‖ →
δ(x,M) as n → ∞. Let ε > 0. So the set, A =
{
k ∈ N :
∣∣∣‖xk − x‖ − δ(x,M)∣∣∣ ≥ ε} is finite.
Thus
lim
n→∞
1
n
∣∣∣{k ≤ n : ∣∣∣‖xk − x‖ − δ(x,M)∣∣∣ ≥ ε}∣∣∣ = 0.
This implies that {xn}n∈N is statistically maximizing. 
But the converse of Proposition 2.21 is not true. We present an example to support our
claim.
Example 2.22. Let R be the set of all real numbers. Let M = [−1, 1]. Now
δ(0,M) = sup
{
|x| : x ∈M
}
= 1.
Let us define a sequence {xn}n∈N in [−1, 1] by
xn =
{
0 if n = m2 for some m ∈ N,
1− 1
n
if n 6= m2 for all m ∈ N.
It can be seen that {xn}n∈N is not maximizing. Because in this case, for any x ∈ R, the real
sequence
{
|xn − x|
}
n∈N
is not convergent in R. Now we show that {xn}n∈N =
{
|xn − 0|
}
n∈N
is statistically convergent to δ(0,M) = 1. Let 0 < ε ≤ 1. Now
1
n
∣∣∣{k ≤ n : |xk − 1| ≥ ε}∣∣∣ = 1
n
(
[
√
n] + d
)
≤
√
n
n
+
d
n
=⇒ lim
n→∞
1
n
∣∣∣{k ≤ n : |xk − 1| ≥ ε}∣∣∣ = 0.
Here d is a finite positive integer. This shows that the sequence {xn}n∈N is statistically maxi-
mizing in M. So, we can conclude that, the notion of statistically maximizing sequence is much
weaker than maximizing sequence.
Theorem 2.23. Let M ⊆ X. If {xn}n∈N is a statistically maximizing sequence in M then
{xn}n∈N is a statistically maximizing sequence in M.
Proof. Let X be a real normed linear space and M be a nonempty bounded subset of X. Let
x ∈ X. It can be easily seen that δ(x,M) = δ(x,M ). Let {xn}n∈N be a statistically maximizing
sequence inM. So {xn}n∈N is also a sequence inM. Since {xn}n∈N is a statistically maximizing
sequence so there exists x ∈ X such that ‖xn − x‖ is statistically convergent to δ(x,M). Since
δ(x,M) = δ(x,M) so, we have ‖xn − x‖ is statistically convergent to δ(x,M). This implies
{xn}n∈N is also a statistically maximizing sequence in M. 
Now from [1], we recall the definition of an approximate fixed point sequence of a mapping
defined on a non-empty subset C of a normed linear space X.
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Definition 2.24. Let C ⊆ X. Let T : C → X be a mapping. A sequence {xn}n∈N in C is
said to be an approximate fixed point sequence (a.f.p.s in short) for T if ‖xn − T (xn)‖ → 0 as
n→∞.
Theorem 2.25. Let X be a finite dimensional real normed linear space and C be a non-empty,
closed, bounded subset of X. Let T : C → C be a mapping and {xn}n∈N be an a.f.p.s for T.
Then {xn}n∈N is statistically maximizing if and only if {T (xn)}n∈N is statistically maximizing.
Proof. Let X be a finite dimensional real normed linear space and C be a non-empty, closed,
bounded subset of X. Let T : C → C be a mapping and {xn}n∈N be an a.f.p.s for T. So
‖xn − T (xn)‖ → 0 as n→∞. Since every closed bounded subsets in a finite dimensional space
X is remotal [13, Theorem B.], we conclude that C is remotal.
First of all suppose that {xn}n∈N is statistically maximizing. So there exists x ∈ X such that
{‖xn−x‖}n∈N is statistically convergent to δ(x,C). Since C is remotal, there exists p ∈ C such
that δ(x,C) = ‖x − p‖. Since ‖xn − T (xn)‖ → 0 as n → ∞, we have, {‖xn − T (xn)‖}n∈N is
statistically convergent to 0. We show that x ∈ X serves our purpose. Now,∣∣∣‖T (xn)− x‖ − ‖x− p‖∣∣∣ ≤∣∣∣‖T (xn)− x‖ − ‖xn − x‖∣∣∣+ ∣∣∣‖xn − x‖ − ‖x− p‖∣∣∣
≤‖xn − T (xn)‖+
∣∣∣‖xn − x‖ − ‖x− p‖∣∣∣.
Now let ε > 0. Since
{‖xn − T (xn)‖}n∈N is statistically convergent to 0 so for ε2 > 0, we
have
lim
n→∞
1
n
∣∣∣{k ≤ n : ‖xk − T (xk)‖ ≥ ε
2
}∣∣∣ = 0.
Also since
{‖xn − x‖}n∈N is statistically convergent to δ(x,C) = ‖x− p‖ so
lim
n→∞
1
n
∣∣∣{k ≤ n : ∣∣∣‖xk − x‖ − ‖x− p‖∣∣∣ ≥ ε
2
}∣∣∣ = 0.
Now{
k ≤ n :
∣∣∣‖T (xk)−x‖−‖x−p‖∣∣∣ ≥ ε} ⊆ {k ≤ n : ‖xk−T (xk)‖ ≥ ε
2
}⋃{
k ≤ n :
∣∣∣‖xk−x‖−‖x−p‖∣∣∣ ≥ ε
2
}
=⇒ 1
n
∣∣∣{k ≤ n : ∣∣∣‖T (xk)− x‖ − ‖x− p‖∣∣∣ ≥ ε}∣∣∣ ≤ 1
n
∣∣∣{k ≤ n : ‖xk − T (xk)‖ ≥ ε
2
}∣∣∣
+
1
n
∣∣∣{k ≤ n : ∣∣∣‖xk − x‖ − ‖x− p‖∣∣∣ ≥ ε
2
}∣∣∣
=⇒ lim
n→∞
1
n
∣∣∣{k ≤ n : ∣∣∣‖T (xk)− x‖ − ‖x− p‖∣∣∣ ≥ ε}∣∣∣ = 0.
Which implies that the sequence {‖T (xn) − x‖}n∈N is statistically convergent to ‖x − p‖ =
δ(x,C). So {T (xn)}n∈N is statistically maximizing.
Proceeding similarly, one can show that if {T (xn)}n∈N is statistically maximizing, then the
sequence {xn}n∈N is statistically maximizing. 
Acknowledgement. The Research is funded by the Council of Scientific and Industrial Re-
search (CSIR), Government of India under the Grant Number: 25(0285)/18/EMR-II. The third
author is very grateful to the first and second authors for inviting her to National Institute of
Technology, Durgapur and the kind hospitality extended towards her.
References
[1] Amini-Harandi, A; Fakhar, M; Hajisharifi, H.R; Approximate fixed points of α-non-expansive map-
pings, J. Math. Anal. Appl. 467 (2) (2018) 1168-1173.
[2] Asplund, E; Sets with unique farthest points, Israel J. Math. 5 (1967) 201-209.
[3] Borges, Carlos J.R; A study of multivalued functions, Pacific J. Math. 23 (3) (1967) 451-461.
8 S. SOM, L.K. DEY, S. BASU
[4] Holmes, R.B; A course in optimization and best approximation, Lecture Notes in Maths. 257
(1972) Springer-Verlag, New York, London.
[5] Kaczynski. T;Multivalued maps as a tool in modeling and rigorous numerics, J. Fixed Point Theory
Appl. 4 (2) (2008) 151-176.
[6] Khalil, R;, Matar, N; Every Strongly Remotal Subset In Banach Spaces is a Singleton British J.
Mathematics and Computer Science 5 (1): 28-34, 2015.
[7] Klee. V; Convexity of Chebyshev sets, Mathematische Annalen 142 (1961) 169-178.
[8] Martin, M; Rao, T.S.S.R.K; On remotality for convex sets in Banach Spaces, J. Approximation
Theory 162 (2010) 392–396.
[9] Motzkin, T.S; Straus, E.G; Valentine, F.A; The number of farthest points, Pacific J. Math. 3 (1953)
221-232.
[10] Narang, T. D; On singletoness of uniquely remotal sets, Period Math. Hungar. 21 (1990) 17-19.
[11] Niknam, A; Continuity of the farthest point map, Indian J. Pure Appl. Math. 18 (7) (1987) 630-632.
[12] Sababheh, M; Yousef, A; Khalil, R; Uniquely remotal sets in Banach spaces, Filomat 31 (9) (2017)
2773-2777.
[13] Sababheh, M; Khalil, R; Remotality of closed bounded convex sets in reflexive spaces, Numer.
Funct. Anal. Optim. 29 (9-10) (2008) 1166–1170.
[14] Sain, D; Paul, K; Ray, A; Farthest point problems and M-compact sets, J. Nonlinear Convex Anal.
18 (3) (2017) 451-457.
[15] Sˇala´t, T; On statistically convergent sequences of real numbers, Math. Slovaca 30 (1980) 139-150.
[16] Yousef, A; Khalil, R; Mutabagani, J; On The Farthest Point Problem in Banach Spaces, To appear
in J. Comp. Anal. Appl. (2020)
1 Sumit Som, Department of Mathematics, National Institute of Technology Durga-
pur, India.
E-mail address: somkakdwip@gmail.com
2 Lakshmi Kanta Dey, Department of Mathematics, National Institute of Technology
Durgapur, India.
E-mail address: lakshmikdey@yahoo.co.in
3 Sudeshna Basu, Department of Mathematics, George Washington University, Wash-
ington DC 20052 USA and Department of Mathematics, Ram Krishna Mission Vivekananda
Education and Research Institute , Belur Math, Howrah 711202 West Bengal, India
E-mail address: sbasu@gwu.edu,sudeshnamelody@gmail.com
