Abstract. We present a short, self-contained and purely combinatorial proof of Linnik's theorem: for any ε > 0 there exists a constant C ε such that for any N , there are at most C ε primes p N such that the least positive quadratic non-residue modulo p exceeds N ε .
Introduction
In 1941, Linnik [6] developed the Large Sieve and used it (in [7] ) to prove that for any ε > 0 there is a constant C ε such that for all N, there are at most C ε primes p N such that the least quadratic non-residue modulo p exceeds N ε . The Large Sieve was subsequently developed as a theorem about quasi-independent functions by Rényi [9, 10, 11, 12] , and as a theorem on duality and an approximate Plancherel identity by Bombieri [1] and Roth [13] . Modern presentations include [2, 4] .
The techniques of these proofs are ultimately analytic, and relate Fourier analysis on the circle to the discrete Fourier transform on Z/pZ. In this paper, we present a direct combinatorial (or 'elementary') proof of Linnik's theorem, based on an explicit combinatorial sieve. To emphasize the elementary nature of this proof, we also include proofs of some (very weak) estimates on sums of the reciprocals of the primes and smooth numbers. In doing so, we avoid using standard results such as the prime number theorem, which despite having an elementary proof (see [5] ), is in fact far deeper than the result we wish to show.
Estimate on prime numbers
The following is a very weak form of Mertens' Theorem [8] . For completeness we include an elementary proof, inspired by a proof given by Erdős. Lemma 1. For any fixed ε ∈ (0, 1), we have
as n → ∞.
Proof. The form of the statement allows us to assume that n is large, so replacing n by ⌊n⌋ we may assume that n is an integer.
First note the elementary result that a prime p divides n! exactly
times. Thus if a 1 + · · · + a t = n, then the number of times p divides the multinomial coefficient
However, the multinomial expansion of
contains at most (n + 1) t terms, as each a i satisfies 0 a i n. Thus if we choose a 1 , . . . , a t so as to maximize the multinomial coefficient, we have n!/(a 1 ! . . . a t !) t n /(n + 1) t . Thus by considering the prime factorization of n!/(a 1 ! . . . a t !) we have, for any r < n,
Dividing by n log n gives r<p n p prime
Let r = n 1−ε and t = n ε /(log n) 2 . Then, noting that
we have
as n → ∞, as required.
Estimate on smooth numbers
We recall that a positive integer m is called y-smooth if for any prime p dividing m, p y. One of the earliest results on the number Ψ(n, y) of y-smooth numbers in the set {1, . . . , ⌊n⌋} was obtained by Dickman [3] in 1930. We will need the following weak version of his theorem; once again, we include an elementary proof for completeness. Proof. We induct on ⌊2u⌋. If u 1, then n 1/u n and Ψ(n, n 1/u ) = ⌊n⌋, so we can take c u = 1/2. Suppose u > 1. By decomposing the set of y-smooth numbers by their largest prime factor we have Ψ(n,
Let
, and note that log(n/p)/ log p u
for any prime p in the range n 1/u ′ < p n 1/u . Hence, by the induction hypothesis, we have Ψ(
for each such p, and therefore, by (1),
2u ′ , and therefore, by Lemma 1,
as n → ∞. Since Ψ(n, n 1/u ) 1 for all n 1, it follows that there exists a c u > 0 such that Ψ(n, n 1/u ) c u n for all n 1, as claimed.
The combinatorial sieve
The following simple combinatorial inequality is in fact the key ingredient of the proof.
Lemma 3. For any sets
Proof. Suppose x ∈ [n] is in ℓ of the sets A 
Linnik's Theorem
For any prime number p, let n p be the least positive quadratic non-residue modulo p.
Theorem 4. Fix integers N > B 2. Let P = {p N : p is prime and n p > B} and
Proof. Fix n (to be chosen later) and, for each p i ∈ P, let A i = x ∈ [n] :
. Each A i contains all primes less than or equal to B. Furthermore, if x, y ∈ A i and xy n, then xy ∈ A i . Hence,
The set A 
