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ITERATIVE APPROXIMATIONS OF EXPONENTIAL BASES ON FRACTAL
MEASURES
DORIN ERVIN DUTKAY, DEGUANG HAN, AND ERIC WEBER
Abstract. For some fractal measures it is a very difficult problem in general to prove the exis-
tence of spectrum (respectively, frame, Riesz and Bessel spectrum). In fact there are examples of
extremely sparse sets that are not even Bessel spectra. In this paper we investigate this problem
for general fractal measures induced by iterated function systems (IFS). We prove some existence
results of spectra associated with Hadamard pairs. We also obtain some characterizations of Bessel
spectrum in terms of finite matrices for affine IFS measures, and one sufficient condition of frame
spectrum in the case that the affine IFS has no overlap.
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1. Introduction
Joseph Fourier introduced Fourier series on the interval [0, 1) (or [−π, π)), i.e. expansions of
functions as a series with terms e2piinx. These exponentials are now understood as an orthonormal
basis for the Hilbert space L2[0, 1] with respect to Lebesgue measure. If one considers a Borel
probability measure µ on [0, 1] (or Rd more generally) other than Lebesgue measure, a natural
question is whether there exists an orthonormal basis for L2(µ) of the form e2piiλnx, for some
sequence of frequencies {λn} ⊂ R. If µ does have such a Fourier basis, it is called a spectral
measure. One of the first examples of a singular measure which is spectral was given by Jorgensen
and Pedersen in [JP98] which was a measure on a Cantor like set. Also in [JP98] is a proof that on
the usual Cantor middle third set, the natural measure does not have a (orthogonal) Fourier basis.
Since this measure does not have an orthonormal basis of exponentials, we then consider whether
this measure has a non-orthogonal basis of exponentials, such as a Riesz basis [PW87], Schauder
basis [Sin70] or even a frame of exponentials introduced by Duffin and Schaeffer [DS52] in the
context of nonharmonic Fourier series. For the Hilbert space L2[0, 1] with respect to Lebesgue
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measure, the main result of Duffin and Schaeffer is a sufficient density condition for {e2piiλx}Λ∈Λ
to be a frame. An almost complete characterization of the frame properties of {e2piiλx}λ∈Λ in
terms of lower Beurling density was obtained by Jaffard, [Jaf91] and Seip [Sei95], with a complete
characterization given in [OCS02] in terms of the zero sequence of certain Hermite-Biehler functions.
Moreover, in this classical case, the Bessel sequences correspond the sets Λ that have finite upper
Beurling density, and {e2piiλx}λ∈Λ is a Riesz sequences if Λ is a sparse enough in the sense that
its upper Beurling density is strictly less than 1. Therefore it is very easy to construct, Bessel
sequences/frames/Riesz sequences of exponentials for the unit interval. However this is not the
case anymore for fractal measures. For some fractal measures it is difficult even to prove the
existence of frames or Riesz bases. For example, it is still an open problem whether there exists a
frame or Riesz basis for the fractal measure on the Cantor middle third set. In fact for this measure
there exists a set Λ which is extremely sparse but is not a Bessel spectrum [DHSW11]: For any
integer a ∈ Z \ {0}, and any infinite set of non-negative integers F , the set {3na |n ∈ F} cannot
be a Bessel spectrum for the middle-third Cantor measure µ3. Moreover, any such set has upper
Beurling dimension 0. For this reason it seems that it is not even clear how to construct a infinite
sequence Λ such that its corresponding exponentials form a Bessel sequence or Riesz sequence. We
investigate this problem in this paper for general fractal measures induced by iterated function
systems (IFS).
Definition 1.1. A sequence {xn}∞n=1 in a Hilbert space (with inner product 〈·, ·〉) is Bessel if there
exists a positive constant B such that for all v
∞∑
n=1
|〈v, xn〉|2 ≤ B‖v‖2.
This is equivalent to the existence of a positive constant D such that for every finite sequence
{c1, . . . , cK} of complex numbers
‖
K∑
n=1
cnxn‖ ≤ D
√√√√ K∑
n=1
|cn|2.
Here D2 = B is called the Bessel bound.
The sequence is a frame if in addition to being a Bessel sequence there exists a positive constant
A such that for all v
A‖v‖2 ≤
∞∑
n=1
|〈v, xn〉|2 ≤ B‖v‖2.
In this case, A and B are called the lower and upper frame bounds, respectively.
The sequence is a Riesz basic sequence if in addition to being a Bessel sequence there exists a
positive constant C such that for every finite sequence {c1, . . . , cK} of complex numbers
C
√√√√ K∑
n=1
|cn|2 ≤ ‖
K∑
n=1
cnxn‖ ≤ D
√√√√ K∑
n=1
|cn|2.
Here C and D are called the lower and upper basis bounds, respectively.
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A sequence {xn} in a Banach space is a Schauder basic sequence if there exists a constant E
such that for every finite sequence {c1, . . . , cK} of complex numbers,∥∥∥∥∥
k∑
n=1
cnxn
∥∥∥∥∥ ≤ E
∥∥∥∥∥
K∑
n=1
cnxn
∥∥∥∥∥
where 1 ≤ k ≤ K. E is called the basis constant.
In what follows we denote by
eλ(x) := e
2piiλ·x, (x ∈ Rd)
for λ ∈ Rd. We will also denote by µ̂, the Fourier transform of a measure µ on Rd:
µ̂(x) =
∫
e2piix·t dµ(t), (x ∈ Rd)
Definition 1.2. A Borel probability measure µ on Rd is called spectral if there exists a subset Λ
of Rd such that E(Λ) := {eλ : λ ∈ Λ} is an orthonormal basis for L2(µ). In this case, Λ is called a
spectrum for the measure µ, and (µ,Λ) is called a spectral pair.
A subset Λ of Rd is said to be orthogonal in L2(µ) if the corresponding set of exponential
functions E(Λ) is orthogonal in L2(µ). The set Λ is called a Bessel/frame/Riesz basic/Schauder
basic spectrum if the set of exponentials E(Λ) is a Bessel sequence/frame/Riesz basic/Schauder
basic sequence. We say that the corresponding Bessel/frame/Riesz basis bounds are the bounds
for Λ.
We will sometimes identify the set Λ with the corresponding set of exponential functions E(Λ);
for example, we will say that Λ spans a subspace if E(Λ) spans it.
Definition 1.3. Consider a d × d expansive integer matrix R and a subset B ⊂ Zd with #B =
N ≥ 2. We define the iterated function system by
τb(x) = R
−1(x+ b), (x ∈ Rd).
We also define the following operator T on Borel probability measures on Rd
(1.1) (T µ)(E) = 1
N
∑
b∈B
µ(τ−1b (E)),
for any Borel probability measure µ and all Borel sets E. Equivalently the measure T µ is defined
by
(1.2)
∫
f dT µ = 1
N
∑
b∈B
∫
f ◦ τb dµ,
for all continuous functions f on Rd.
We denote by µB the unique invariant measure for the operator T , i.e., T µB = µB. (See [Hut81]
for the existence and uniqueness of this measure)
We say that the measure µB has no overlap if
µB(τb(XB) ∩ τb′(XB)) = 0 for all b 6= b′ in B.
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For a subset L of Rd, define the operator S by
SΛ =
⋃
l∈L
(RTΛ+ l).
2. Orthogonal exponentials
We present here a technique for constructing an orthogonal sequence of exponentials for an invari-
ant measure for an IFS via a sequence of orthogonal exponentials for a sequence of approximating
measures. What is required is that the IFS possesses a dual IFS in the sense of Hadamard pairs.
We begin with an orthogonal set of exponentials Λ0 for an initial measure µ0, and the let the IFS
act on µ0 and the dual IFS act on Λ0, then consider the limit of this process in a specific manner.
For dimension 1, in the limit we obtain that the invariant measure for the IFS is a spectral measure
and construct explicitly a spectrum for that measure (Theorem 2.8).
Definition 2.1. Let L be a subset of Rd with #L = #B = N . We say that (B,L) is a Hadamard
pair if the matrix
1√
N
(
e2piiR
−1b·l
)
b∈B,l∈L
is unitary.
Proposition 2.2. Let (B,L) be a Hadamard pair. Define the set
Π(B) =
{
γ ∈ Rd : γ · b ∈ Z for all b ∈ B
}
.
If µ is a spectral measure with spectrum Λ contained in Π(B), then T µ is a spectral measure
with spectrum SΛ.
We need some lemmas:
Lemma 2.3. [DJ06] Let µB be the invariant measure for the IFS (τb)b∈B, i.e., T µB = µB. Then
(2.1) µ̂B(x) = mB((R
T )−1x)µ̂B((R
T )−1x), (x ∈ Rd)
where
(2.2) mB(x) =
1
N
∑
b∈B
e2piib·x (x ∈ Rd)
A set Λ is a spectrum for a Borel probability measure µ iff
(2.3)
∑
λ∈Λ
|µ̂(x+ λ)|2 = 1, (x ∈ Rd)
Definition 2.4. For a measure µ on Rd and a subset Λ of Rd, define
hµ,Λ(x) =
∑
λ∈Λ
|µ̂(x+ λ)|2, (x ∈ Rd)
For a pair of subsets (B,L) of Zd we define the transfer operator on functions on Rd:
(RB,Lf)(x) =
∑
l∈L
|mB((RT )−1(x+ l))|2f((RT )−1(x+ l)), (x ∈ Rd).
Lemma 2.5. Let (B,L) be a Hadamard pair.
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(i) For any measure µ, we have
(̂T µ)(x) = mB((RT )−1x)µ̂((RT )−1x), (x ∈ Rd)
(ii) For any measure µ and any subset Λ of Π(B), we have
RB,Lhµ,Λ = hT µ,SΛ.
Proof. (i) follows from (1.2) by taking the Fourier transform in the definition of T µ.
For (ii) we compute hT µ,SΛ. Since (B,L) form a Hadamard pair it is easy to see that the
elements of L are incongruent modRTΠ(B). Therefore, if Λ ⊂ Π(B), then the sets RTΛ+ l, l ∈ L
are disjoint. We then have, using (i):
hT µ,SΛ(x) =
∑
l∈L
∑
λ∈Λ
|T̂ µ(x+RTλ+l)|2 =
∑
l∈L
∑
λ∈Λ
|mB
(
(RT )−1(x+ l) + λ
) |2 ∣∣µ̂ ((RT )−1(x+ l) + λ)∣∣2
= RB,Lhµ,Λ(x),
where we used the fact that mB(y + λ) = mB(y) for λ ∈ Π(B).

Proof of Proposition 2.2. From Lemma 2.3 we know that we have to check that hT µ,SΛ = 1, and
we know that hµ,Λ = 1. But from Lemma 2.5 we have
hT µ,SΛ = RB,Lhµ,Λ = RB,L1 = 1.
In the last equality we used the fact that (B,L) is a Hadamard pair, which implies RB,L1 = 1 (see
[DJ06]). 
Corollary 2.6. Let (B,L) be a Hadamard pair. Define the operator M on subsets K of Rd by
(2.4) MK =
⋃
b∈B
τb(K).
Let Q = [0, 1)d be the unit cube, and let µ0 be the Lebesgue measure on Q. Then the measure
T nµ0 is the Lebesgue measure on the disjoint union
MnQ =
⋃
b0,...,bn−1∈B
τbn . . . τb0Q,
with renormalization factor | detR|
n
Nn . Moreover, T nµ0 is a spectral measure with spectrum SnZd.
Proof. First we check that the union that givesMnQ is disjoint. If not, then there exist b0, . . . , bn−1
and b′0, . . . , b
′
n−1 in B and x, x
′ ∈ Q such that
R−n(x+ b0 +Rb1 + · · ·+Rn−1bn−1) = R−n(x′ + b′0 +Rb′1 + · · · +Rn−1b′n−1).
but this implies that x− x′ ∈ Zd and this is impossible, unless x = x′. Since (B,L) is a Hadamard
pair, the points in B are incongruent modRZd. And therefore we get b0 = b
′
0, . . . , bn−1 = b
′
n−1.
Thus the union is disjoint.
Next we compute the measure T nµ. It is enough to take n = 1, the general case is analogous.
We have for f continuous on Rd∫
f dT µ0 = 1
N
∑
b∈B
∫
Q
f(R−1(x+ b)) dx =
|detR|
N
∑
b∈B
∫
τb(Q)
f(y) dy.
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This shows that T µ0 is Lebesgue measure on MQ renormalized by |detR|/N .
The fact that SnZd is a spectrum for T nµ0 follows from Proposition 2.2. 
Proposition 2.7. Let (B,L) be a Hadamard pair. Let Λ0 be a subset of Π(B) and assume that Λ0
is the spectrum of some Borel probability measure µ0 on R
d and SΛ0 ⊂ Λ0. Then the set
Λ :=
⋂
n≥0
SnΛ0
is orthogonal in L2(µB).
Proof. For n ∈ N, let µn := T nµ0. With Proposition 2.2, we have that µn is a spectral measure
with spectrum SnΛ0.
Also, from [Hut81] we know that µn = T nµ0 converges weakly to µB . Take two distinct λ1, λ2
in Λ. Then λ1, λ2 are in SnΛ0 for all n, and since SnΛ0 is a spectrum for µn, we have∫
e2pii(λ1−λ2)·x dµn(x) = 0.
Since µn converges to µB weakly, we get that∫
e2pii(λ1−λ2)·x dµB(x) = 0.
This proves that Λ is orthogonal in L2(µB). 
Theorem 2.8. In dimension d = 1, suppose (B,L) is a Hadamard pair. Then the measure µB is
a spectral measure with spectrum
Λ =
⋂
n≥0
Sn (Π(B)) .
Proof. We use the result in [DJ06] that states that µB is a spectral measure with spectrum Λ˜ - the
smallest S-invariant set that contains −C for all B-extreme L-cycles C.
Definition 2.9. Define the IFS
τ
(L)
l (x) = (R
T )−1(x+ l), (x ∈ Rd).
To simplify the notation we will use just τl for τ
(L)
l , the subscript l will indicate that we use the
map τ
(L)
l and the subscript b will indicate that we use the map τb.
We say that a finite set C = {x0, x1, . . . , xp−1} is an L-cycle, if there exists l0, l1, . . . , lp−1 ∈ L
such that
τlxi = xi+1, i ∈ {0, . . . , p− 1},
where xp := x0.
We say that this cycle is B-extreme if
|mB(xi)| = 1 for all i ∈ {0, . . . , p− 1}.
Thus, we have to prove only that Λ = ∩nSnΠ(B) is equal to Λ˜.
We need the following lemma:
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Lemma 2.10. [DJ07, Theorem 4.1] Assume (B,L) is a Hadamard pair. Suppose there exist d
linearly independent vectors in the set
(2.5) Γ(B) :=
{
n∑
k=0
Rkbk : bk ∈ B,n ∈ N
}
.
Define
(2.6) Γ(B)◦ :=
{
x ∈ Rd : β · x ∈ Z for all β ∈ Γ(B)
}
.
Then Γ(B)◦ is a lattice that contains Zd which is invariant under RT , and if l, l′ ∈ L with l − l′ ∈
RTΓ(B)◦ then l = l′. Moreover
(2.7) Γ(B)◦ ∩XL ⊃
⋃
{C : C is a B-extreme L-cycle} .
Note first that Π(B) = Γ(B)◦, because if bγ ∈ Z then Rkbγ ∈ Z for all k ≥ 0.
Since L is contained in Z, we have SΓ(B)◦ ⊂ Γ(B)◦ and this implies that SΛ ⊂ Λ. Also, since
all B-extreme L-cycles are contained in Γ(B)◦, and since S(−C) ⊃ −C if C is a cycle, we obtain
that Λ contains all these cycles. Therefore Λ˜ ⊂ Λ.
Now take x0 ∈ Λ. Then, since x0 ∈ SΓ(B)◦, there is a x1 ∈ Γ(B)◦ and l0 ∈ L such that
x0 = Rx1 + l0. Since elements in L are incongruent mod RΓ(B)
◦, it follows that l0 is uniquely
determined by x0. So x1 is also uniquely determined; and, since x0 ∈ Λ it follows that x1 ∈ Λ.
This implies that τl0(−x0) = −x1. By induction we can find an infinite sequence l0, l1, . . . , ln . . . in
L such that xn+1 = −τln . . . τl0(−x0) is in Λ. But then xn+1 converges to the attractor XL of the
IFS (τl)l∈L and it is also a sequence in Λ ⊂ Γ(B)◦. Therefore from some point on the sequence has
to be in a cycle inside XL ∩ Γ(B)◦. Since |mB(x)| = 1 for x ∈ Γ(B)◦, we see that this implies that
xn will land in one of the B-extreme L-cycles.
Hence, every point x0 can be obtained from a cycle point after the application of the operations
x 7→ Rx+ l , l ∈ L. Therefore Λ ⊂ Λ˜.

Remark 2.11. Theorem 2.8 is false in higher dimensions. For example, take
R =
[
2 0
1 2
]
, B =
{(
0
0
)
,
(
1
0
)
,
(
0
3
)
,
(
1
3
)}
L =
{(
0
0
)
,
(
1
0
)
,
(
0
1
)
,
(
1
1
)}
Figure 1. The attractor X(B).
We proved in [DJ10] that the measure µB is the Lebesgue measure on the attractor X(B) and
it has spectrum Z× 13Z.
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Note that the set
Π(B) = {γ ∈ R2 : γ · b ∈ Z for all b ∈ B}
is in this case Π(B) = Z× 13Z.
It is easy to check that (0, 2/3)T is not in SΠ(B) and therefore ∩n≥0SnΠ(B) is a proper subset
of Π(B) = Z× 13Z, thus it is incomplete.
3. Riesz bases, Bessel sequences and frames
In Proposition 3.2 and Theorem 3.4 we give characterization of Bessel spectra, first in terms of
the Grammian matrix, for a general measure, and then in terms of some finite matrices for affine
IFS measures. Theorem 3.4 is then reformulated in Theorem 3.8 in terms of an uniform bound for
some finite atomic measures. In Theorem 3.9 we give a sufficient condition for a set to be a frame
spectrum for an affine IFS with no overlap, in terms of the same finite matrices.
Proposition 3.1. Suppose the sequence of Borel measures µn on R
d converges to the Borel measure
µ weakly.
(i) Assume Λn is a Riesz basic sequence for µn with bounds An and Bn. Suppose finally that
limAn = A > 0, and limBn = B <∞. Then ∩Λn is a Riesz basic sequence for µ (provided
the intersection is nonempty).
(ii) Suppose Λn is a Schauder basic sequence in L
2(µn) with constant Cn. Suppose limCn =
C <∞. Then ∩Λn is a Schauder basic sequence in L2(µ) with constant C.
Proof. (i) Consider a finite set of K frequencies in ∩Λn, say λ1, . . . , λK . For the measure µn,
{eλ1 , . . . , eλK} ⊂ L2(µn) is a Riesz basic sequence with bounds between An and Bn. Thus, the
Grammian matrix MKn given by
MKn [i, j] = 〈eλi , eλj 〉L2(µn)
satisfies
A2nI ≤MKn ≤ B2n.
Note that the sequence MKn converges entry-wise to the Grammian matrix M
K given by
MK [i, j] = 〈eλi , eλj 〉L2(µ).
Given ǫ > 0, find N such that the Frobenius norm ‖MK −MKn ‖2 < ǫ for n > N . Thus, MK −MKn
is self-adjoint with norm less than ǫ, hence
−ǫI ≤MK −MKn ≤ ǫI.
Therefore,
A2nI − ǫI ≤MKn +MK −MKn ≤ B2nI + ǫI
and taking limits, we get
A2I − ǫI ≤MK ≤ B2I + ǫI.
This is true for any ǫ. Thus {eλ1 , . . . , eλK} ⊂ L2(µ) is a Riesz basic sequence with bounds between
A and B. Since {λ1, . . . , λK} were arbitrary, this is true for all of Λ.
(ii) Let ‖ · ‖n denote the norm in L2(µn) and ‖ · ‖ denote the norm in L2(µ). Note that any
subset of Λn is also a Schauder basic sequence in L
2(µn) with basis constant no greater than Cn.
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Fix constants {a1, . . . , aK} and 1 ≤ k ≤ K, and let {λ1, . . . , λK} be a finite subset of ∩Λn. We
have ∥∥∥∥∥∥
k∑
j=1
ajeλj
∥∥∥∥∥∥
n
≤ Cn
∥∥∥∥∥∥
K∑
j=1
ajeλj
∥∥∥∥∥∥
n
Taking limits, we get ∥∥∥∥∥∥
k∑
j=1
ajeλj
∥∥∥∥∥∥ ≤ C
∥∥∥∥∥∥
K∑
j=1
ajeλj
∥∥∥∥∥∥ .

Next, we give some characterizations of Bessel spectra. One is in terms of the Gram matrix
(Proposition 3.2) and it applies to general Borel measures. The other is in terms of the norm of
some finite matrices (Theorem 3.4) and applies to affine IFS measures.
Proposition 3.2. Let µ be a Borel probability measure on Rd. Then a discrete subset Λ of Rd is
a Bessel spectrum with bound M if and only if the matrix
(µ̂(λ− λ′))λ,λ′∈Λ
defines a bounded operator on l2(Λ) with norm less than M .
Proof. By [Chr03, Lemma 3.5.1], (eλ)λ∈Λ is a Bessel sequence with boundM if and only if its Gram
matrix
(〈eλ , eλ′〉)λ,λ′∈Λ
defines a bounded operator on l2(Λ) with norm less than M . But 〈eλ , e′λ〉 = µ̂(λ − λ′) for all
λ, λ′ ∈ Λ. 
Then, an application of Schur’s lemma gives the following (see [Chr03, Proposition 3.5.4]):
Proposition 3.3. Let µ be a Borel probability measure on Rd. Let Λ be discrete subset of Rd. If
there exists a constant M > 0 such that∑
λ′∈Λ
|µ̂(λ− λ′)| ≤M for all λ ∈ Λ,
then Λ is a Bessel spectrum with Bessel bound M .
Notation. For k = (k1, . . . , kn) ∈ Bn we define
τk := τkn ◦ · · · ◦ τk1 .
Theorem 3.4. Assume the measure µ associated to the affine IFS (τb)b∈B has no overlap. Let Λ
be a discrete subset of Rd. Then the following assertions are equivalent:
(i) The set Λ is a Bessel spectrum for µ.
(ii) There exist r0 > 0 and C > 0 with the following property: if for all n ∈ N we define
Λn(r0) := {λ ∈ Λ : |RT−nλ| ≤ r0}
then the norm of the matrix
(3.1)
1√
Nn
(
e−2piiλ·τk(0)
)
λ∈Λn(r0),k∈Bn
is bounded by C.
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(iii) For all r0 > 0 there exists a C(r0) > 0 such that for all n ∈ N the norm of the matrix in
(3.1) is bounded by C(r0).
We begin with some lemmas.
Lemma 3.5. [DHSW11, Lemma2.2] Let X = XB be the attractor of the IFS (τb)b∈B. For all n ∈ N
and k ∈ Bn ∫
τk(X)
f dµ =
1
Nn
∫
X
f ◦ τk dµ, (f ∈ L∞(X)).
Lemma 3.6. Let f =
∑
k∈Bn ckχτk(X). Then
(3.2) 〈f , eλ〉 = 1
Nn
µ̂(−RT−nλ)
∑
k∈Bn
cke
−2piiλ·τk(0),
(3.3) ‖f‖2 = 1
Nn
∑
k∈Bn
|ck|2.
Proof. We have, using Lemma 3.5:
E := 〈f , eλ〉 =
∑
k∈Bn
ck
∫
τk(X)
e−2piiλ·x dµ(x) =
∑
k∈Bn
ck
1
Nn
∫
X
e−2piiλ·τk(x) dµ(x)
and since τk(x) = τk(0) +R
−nx:
E =
1
Nn
∑
k∈Bn
cke
−2piiλ·τk(0)
∫
X
e−2piiλ·R
−nx dµ(x)
and (3.2) follows.
Equation (3.3) can be obtained from a simple computation (since µ has no overlap, the measure
of τk(X) is 1/N
n). 
Proof of Theorem 3.4. (i)⇒ (ii). Since µ̂ is continuous and µ̂(0) = 1, there exist δ > 0 and r0 > 0
such that |µ̂(x)|2 ≥ δ if |x| ≤ r0.
Using Lemma 3.6 and the Bessel inequality, we have for any n and any f of the form f =∑
k∈N ckχτk(X):
M
1
Nn
∑
k∈Bn
|ck|2 =M‖f‖2 ≥
∑
λ∈Λn(r0)
| 〈f , eλ〉 |2 =
∑
λ∈Λn(r0)
1
N2n
|µ̂(−RT−nλ)|2
∣∣∣∣∣ ∑
k∈Bn
cke
−2piiλ·τk(0)
∣∣∣∣∣
2
.
But, if λ ∈ Λn(r0), then |RT−nλ| ≤ r0 so |µ̂(RT−nλ)|2 ≥ δ. Therefore
M
∑
k∈Bn
|ck|2 ≥ δ
∑
λ∈Λn(r0)
∣∣∣∣∣ 1√Nn ∑
k∈Bn
cke
−2piiλ·τk(0)
∣∣∣∣∣
2
which shows that the norm of the matrix in (3.1) is less than
√
M/δ.
(ii)⇒ (i) It is enough to prove the Bessel bound for functions of the form f =∑k∈Bm ckχτk(X)
because these are dense in L2(µ).
To see that these functions are dense in L2(µ), take first a continuous function f on X = XB
and ǫ > 0. Since X is compact, the function f is uniformly continuous. Take m large enough
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such that the diameter of all sets τk(X), k ∈ Bm, is small enough so that |f(x)− f(y)| < ǫ for all
x, y ∈ τk(X) and all k ∈ Bm. Then, using the non-overlap, define
g :=
∑
k∈Bm
f(τk(0))χτk(X).
It is easy to see that supx∈X |f(x) − g(x)| ≤ ǫ. This proves that these step functions are dense in
C(X), and since µ is a regular Borel measure, they are dense in L2(µ).
If f is of this form and n ≥ m then we can say f is also of the form f =∑k∈Bn ckχτk(X) because
(τk(X))k∈Bn is a refinement of the family of sets (τk(X))k∈Bm .
So take n ≥ m. We have, using Lemma 3.6,∑
λ∈Λn(r0)
| 〈f , eλ〉 |2 = 1
N2n
∑
λ∈Λn(r0)
|µ̂(−RT−nλ)|2
∣∣∣∣∣ ∑
k∈Bn
cke
−2piiλ·τk(0)
∣∣∣∣∣
2
and, since |µ̂| ≤ 1, and using the hypothesis, we get further
≤ 1
N2n
∑
λ∈Λn(r0)
∣∣∣∣∣ ∑
k∈Bn
cke
−2piiλ·τk(0)
∣∣∣∣∣
2
≤ C 1
Nn
∑
k∈Bn
|ck|2 = C‖f‖2.
Since n was arbitrary, we obtain ∑
λ∈Λ
| 〈f , eλ〉 |2 ≤ C‖f‖2.
This proves (i).
(iii)⇒ (ii) is clear.
(ii)⇒ (iii). Take r1 > 0. Since RT−1 is contractive, there exists m ∈ N with the property that
RT
−m
B(0, r1) ⊂ B(0, r0). Then, for all n we have
Λn(r1) := {λ ∈ Λ : |RT−nλ| ≤ r1} ⊂ {λ ∈ Λ : |RT−(n+m)λ| ≤ r0}.
Also, since 0 ∈ B, we have
{τk(0) : k ∈ Bn} ⊂ {τk(0) : k ∈ Bn+m}.
Then the matrix
A(n, r1) :=
(
e−2piiλ·τk(0)
)
λ∈Λn(r1),k∈Bn
is a submatrix of the matrix
A(n+m, r0) :=
(
e−2piiλ·τk(0)
)
λ∈Λn+m(r0),k∈Bn+m
.
Therefore, for all n∥∥∥∥ 1√NnA(n, r1)
∥∥∥∥ = √Nm ∥∥∥∥ 1√Nn+mA(n, r1)
∥∥∥∥ ≤ √Nm ∥∥∥∥ 1√Nn+mA(n+m, r0)
∥∥∥∥ ≤ √NmC(r0).
This proves (iii). 
Conditions (ii) and (iii) in Theorem 3.4 can be expressed in terms of Bessel sequences for finite
atomic measures. We formulate this in the following lemma:
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Lemma 3.7. Let F be a finite subset of Rd and let δF :=
1
#F
∑
f∈F δf , where δf is the Dirac
measure at f . Let G be a finite subset of Rd. Then G is a Bessel spectrum for δF with bound M if
and only if the matrix
1√
#F
(
e2piif ·g
)
f∈F,g∈G
has norm less than
√
M .
Proof. Let A be this matrix. Then, for all g, g′ ∈ G:
(AA∗)g,g′ =
1
#F
∑
f∈F
e2piif ·(g−g
′) = δ̂F (g − g′).
So, using Proposition 3.2 and the fact that ‖A∗A‖ = ‖A‖2, the result follows.

Therefore, Theorem 3.4 can be reformulated as follows:
Theorem 3.8. Using the notations from Theorem 3.4, the following assertions are equivalent:
(i) The set Λ is a Bessel spectrum for µ.
(ii) There exist r0 > 0 and C > 0 with the property that for all n, the set Λn(r0) is a Bessel
sequence with bound C for the atomic measure δBn :=
1
Nn
∑
k∈Bn δτk(0).
(iii) For all r0 > 0 there exists a constant C(r0) > 0 with the property that for all n, the set
Λn(r0) is a Bessel sequence with bound C(r0) for the atomic measure δBn :=
1
Nn
∑
k∈Bn δτk(0).
In the next theorem we will give a sufficient condition for a set to be a frame spectra formulated
again in terms of the finite matrices in (3.1).
Theorem 3.9. Assume that the measure µ associated to the affine IFS (τb)b∈B has no overlap. Let
Λ be a discrete subset of Rd. Let r0 > 0 and δ > 0 be such that |µ̂(x)| ≥ δ for |x| ≤ r0. Define
Λn(r0) := {λ ∈ Λ : |RT−nλ| ≤ r0}
and define the matrix An
An :=
1√
Nn
(
e−2piiλ·τk(0)
)
λ∈Λn(r0),k∈Bn
.
Suppose there exist constants m,M > 0 such that
m‖f‖2 ≤ ‖Anf‖2 ≤M‖f‖2
for all f ∈ C#Bn and all n ∈ N. Then Λ is a frame spectrum for µ.
Proof. The upper frame bound follows from Theorem 3.4. For the lower frame bound we use the
computations in the proof of Theorem 3.4(i)⇒(ii).
We have for any n and any f of the form f =
∑
k∈Bn ckχτk(X):
∑
λ∈Λn(r0)
| 〈f , eλ〉 |2 ≥ 1
Nn
δ
∑
λ∈Λn(r0)
∣∣∣∣∣ 1√Nn ∑
k∈Bn
cke
−2piiλ·τk(0)
∣∣∣∣∣
2
.
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Using the hypothesis this is bigger than
δm
Nn
∑
k∈Bn
|ck|2 = mδ‖f‖2.
The density of the functions f of this type proves that Λ is a frame. 
Example 3.10. Let τ0(x) =
x
3
and τ1(x) =
x+ 2
3
. We consider the following sequence of closed
sets:
Ω0 = [0, 1]; Ωn+1 = τ0(Ωn) ∪ τ1(Ωn).
Note that ∩nΩn = C3, the middle third Cantor set. We also endow these sets with a measure νn
where νn is Lebesgue measure restricted to Ωn, normalized (by (3/2)
n) so that ‖νn‖ = 1. As in the
proof of Corollary 2.6, we have T nν0 = νn. Therefore, this sequence of measures converges weakly
to the measure µ3. (See e.g. [Hut81])
We consider the IFS
(3.4) ρ0(x) = 3x; ρ1(x) = 3x+ 1
acting on Z. We also consider the sequence of spectra given as:
Γ0 = Z; Γn+1 = ρ0(Γn) ∪ ρ1(Γn).
Proposition 3.11. The sequence Γn is a Riesz basic spectrum for the measure νn, with basis bounds
An, Bn which satisfy
An ≤ An ≤ Bn ≤ Bn,
where A =
√
1
2 and B =
√
3
2 are the basis bounds for the columns of the matrix
1√
2
(
1 1
1 e4pii/3
)
.
Moreover, the Riesz basic sequence Γn is complete in L
2(νn).
Proof. The basis bounds A and B can be computed by taking the roots of the largest and smallest
eigenvalues of U∗U where U is the given matrix.
Suppose Γn−1 is a Riesz basic spectrum for νn−1 with bounds C and D. Let {ak}k∈Γn be a
compactly supported sequence.∫
Ωn
|
∑
k∈Γn
akek(x)|2dνn =
∫
τ0(Ωn−1)
|
∑
k∈Γn
akek(x)|2dνn +
∫
τ1(Ωn−1)
|
∑
k∈Γn
akek(x)|2dνn
=
∫
τ0(Ωn−1)
|
∑
k∈ρ0(Γn−1)
akek(x) +
∑
k∈ρ1(Γn−1)
akek(x)|2dνn
+
∫
τ1(Ωn−1)
|
∑
k∈ρ0(Γn−1)
akek(x) +
∑
k∈ρ1(Γn−1)
akek(x)|2dνn.
Let f(x) =
∑
k∈ρ0(Γn−1)
akek(x) and g(x) =
∑
k∈ρ1(Γn−1)
akek−1(x) so that both f(x) and g(x) are
finite linear combinations of {ek : k ∈ ρ0(Γn−1)}. Since Γn−1 ⊂ Z, we have ρ0(Γn−1) ⊂ 3Z, so
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f(x+ 2/3) = f(x) and g(x+ 2/3) = g(x). Continuing with the above computation:∫
Ωn
|
∑
k∈Γn
akek(x)|2dνn =
∫
τ0(Ωn−1)
|f(x) + e1(x)g(x)|2dνn +
∫
τ1(Ωn−1)
|f(x) + e1(x)g(x)|2dνn
=
∫
τ0(Ωn−1)
|f(x) + e1(x)g(x)|2 + |f(x+ 2
3
) + e1(x+
2
3
)g(x +
2
3
)|2dνn
=
∫
τ0(Ωn−1)
|f(x) + e1(x)g(x)|2 + |f(x) + e1(x+ 2
3
)g(x)|2dνn
=
∫
τ0(Ωn−1)
∥∥∥∥ (1 11 e1(23)
)(
f(x)
e1(x)g(x)
) ∥∥∥∥2 dνn.
By hypothesis, we have that
2A2(|f(x)|2 + |e1(x)g(x)|2) ≤
∥∥∥∥ (1 11 e1(23)
)(
f(x)
e1(x)g(x)
) ∥∥∥∥2≤ 2B2(|f(x)|2 + |e1(x)g(x)|2).
Therefore,
(3.5)
2A2(
∫
τ0(Ωn−1)
|f(x)|2 + |g(x)|2dνn) ≤
∫
Ωn
|
∑
k∈Γn
akek(x)|2dνn ≤ 2B2(
∫
τ0(Ωn−1)
|f(x)|2 + |g(x)|2dνn).
For f(x) =
∑
k∈ρ0(Γn−1)
akek(x) =
∑
k∈Γn−1
aρ0(k)ek(x), we have∫
τ0(Ωn−1)
|
∑
k∈ρ0(Γn−1)
akek(x)|2dνn =
∫
τ0(Ωn−1)
|
∑
k∈Γn−1
aρ0(k)ek(ρ0(x))|2dνn
=
1
2
∫
Ωn−1
|
∑
k∈Γn−1
aρ0(k)ek(x)|2dνn−1.(3.6)
Since Γn−1 is a Riesz basic spectrum for νn−1, we have
(3.7) A2n−1
 ∑
k∈Γn−1
|aρ0(k)|2
 ≤ ∫
Ωn−1
|f |2dνn−1 ≤ B2n−1
 ∑
k∈Γn−1
|aρ0(k)|2

Likewise, we have
A2n−1
 ∑
k∈Γn−1
|aρ1(k)|2
 ≤ ∫
Ωn−1
|g|2dνn−1 ≤ B2n−1
 ∑
k∈Γn−1
|aρ1(k)|2

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Combining (3.5), (3.6), and (3.7), we obtain
A2n−1A
2(
∑
k∈Γn
|ak|2) = A2n−1A2(
∑
k∈Γn−1
|aρ0(k)|2 +
∑
k∈Γn−1
|aρ1(k)|2)
≤ A2(
∫
Ωn−1
|f |2 + |g|2dνn−1)
≤
∫
Ωn
|
∑
k∈Γn
akek(x)|2dνn
≤ B2(
∫
Ωn−1
|f |2 + |g|2dνn−1)
≤ Bn−1B2(
∑
k∈Γn
|ak|2).
This completes the proof that Γn is a Riesz basic spectrum for νn.
We now need to prove that Γn is complete in L
2(νn). Again we proceed by induction, and we
will show that Γn has uniformly dense span in C(Ωn). Let g ∈ C(Ωn), and define the functions
k1(x) = αg(x) + βg(x+ 2/3); k2(x) = e
−2piix(γg(x) + δg(x + 2/3)),
where (
α β
γ δ
)
=
(
1 1
1 e4pii/3
)−1
=: A−1.
Note that k1, k2 ∈ C(Ωn), so for x ∈ Ωn−1 the functions defined as h1(x) := k1(x/3) and h2(x) :=
k2(x/3) are both elements of C(Ωn−1). By hypothesis, there exists l1, l2 ∈ span(Γn−1) such that
for all x ∈ Ωn−1, |h1(x) − l1(x)| < ǫ and |h2(x) − l2(x)| < ǫ. Therefore l1(3x) ∈ span(ρ0(Γn−1))
and e2piixl2(3x) ∈ span(ρ1(Γn−1)). Note that for q(x) ∈ span(ρ0(Γn−1)), q(x+2/3) = q(x), and for
q(x) ∈ span(ρ1(Γn−1)), q(x+ 2/3) = e4pii/3q(x).
We consider f(x) = l1(3x) + e
2piixl2(3x) ∈ span(Γn). For any x ∈ τ0(Ωn−1),
|g(x) − f(x)|+ |g(x + 2/3) − f(x+ 2/3)| =
∥∥∥∥( g(x)g(x+ 2/3)
)
−
(
l1(3x) + e
2piixl2(3x)
l1(3x) + e
4pii/3e2piixl2(3x)
)∥∥∥∥
1
=
∥∥∥∥( g(x)g(x+ 2/3)
)
−A
(
l1(3x)
e2piixl2(3x)
)∥∥∥∥
1
=
∥∥∥∥A(A−1( g(x)g(x+ 2/3)
)
−
(
l1(3x)
e2piixl2(3x)
))∥∥∥∥
1
≤ ‖A‖1
∥∥∥∥(( k1(x)e2piixk2(x)
)
−
(
l1(3x)
e2piixl2(3x)
))∥∥∥∥
1
= ‖A‖1
∥∥∥∥(( h1(3x)e2piixh2(3x)
)
−
(
l1(3x)
e2piixl2(3x)
))∥∥∥∥
1
= ‖A‖1 (|h1(3x)− l1(3x)| + |h2(3x)− l2(3x)|)
< 2‖A‖1ǫ.
Therefore, g is in the uniform closure of span(Γn). 
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Remark 3.12. Note that ∩nΓn = {0, 1, 3, 4, . . . } = {
∑K
k=1 lk3
k : lk = 0, 1}. By [DHSW11], this
system cannot be a Bessel spectrum for µ3, and so Bn diverges to ∞. A natural question follows:
is ∩nΓn a Schauder basic spectrum for µ3?
Remark 3.13. Note that Γn are determined by the “dual” iterated function system given by ρ0
and ρ1 in Equation 3.4. Indeed,
Γn = ∪2nk=13nZ+ qk
where qk ∈ {0, 1, . . . , 3n − 1}, and correspond to the orbit of 0 under words of ρ0, ρ1 of length n.
Consider now the possibility of freely choosing the qk’s at each scale n: for each n, choose
Qn ⊂ {0, 1, . . . , 3n − 1} of size rn (not necessarily 2n) and let
Γn = ∪rnk=13nZ+ qk.
Let Pn = {p1 < p2 < · · · < p2n} be the integers that appear as left endpoints for the intervals of
the set 3nΩn. The set Pn can be defined recursively as a set of integers Pn ⊂ {0, 1, . . . , 3n − 1} by
Pn = ∪p∈Pn−1{p, p+ 2 · 3n}, P1 = {0, 2}.
Theorem 3.14. Suppose Qn is such that the 2
n × rn matrix
M(l,m) = e2piiqlpm/3
n
is bounded in norm by 2
n
2L, for some L independent of n. (For convenience, suppose pk < pk+1
and qk < qk+1.) Then
Γn = ∪rnk=13nZ+ qk
is a Bessel spectrum for νn with Bessel bound no greater than L
2 and hence ∩Γn is a Bessel spectrum
for µ3 with Bessel bound no greater than L
2.
If in addition, the matrix M is bounded below by 2
n
2L′, for some L′ independent of n, then Γn is
a Riesz basic spectrum for νn with lower basis bound L
′, and hence ∩Γn is a Riesz basic spectrum
for µ3.
Proof. Fix n and let {cγ}γ∈Γn be a square summable sequence indexed by Γn. We need to estimate
the norm ‖∑γ∈Γn cγeγ‖2νn . Decompose the sum as follows:
∑
γ∈Γn
cγeγ(x) =
rn∑
l=1
∑
z∈Z
c3nz+qle3nz+ql(x) =
rn∑
l=1
∑
z∈Z
dl3nze3nz(x)eql(x) =
rn∑
l=1
fl(x)eql(x)
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where dl3nz = c3nz+ql and fl(x) =
∑
z∈Z d
l
3nze3nz(x). Note that fl(x+
1
3n ) = fl(x). We have that
‖
∑
γ∈Γn
cγeγ‖2νn =
∫
|
∑
γ∈Γn
cγeγ(t)|2dνn(t)
=
3n
2n
2n∑
m=1
∫ 1
3n
0
|
∑
γ∈Γn
cγeγ(t+
pm
3n
)|2d(t)
=
3n
2n
2n∑
m=1
∫ 1
3n
0
|
rn∑
l=1
fl(x+
pm
3n
)eql(x+
pm
3n
)|2d(t)
=
3n
2n
2n∑
m=1
∫ 1
3n
0
|
rn∑
l=1
fl(x)eql(x+
pm
3n
)|2d(t)
=
3n
2n
∫ 1
3n
0
∥∥∥∥∥∥∥

∑rn
l=1 fl(x)eql(x+
p1
3n )
...∑rn
l=1 fl(x)eql(x+
p2n
3n )

∥∥∥∥∥∥∥
2
d(t)
=
3n
2n
∫ 1
3n
0
∥∥∥∥∥∥∥
 eq1(
p1
3n ) . . . eqrn (
p1
3n )
...
. . .
...
eq1(
p2n
3n ) . . . eqrn (
p2n
3n )

 f1(x)eq1(x)...
frn(x)eqrn (x)

∥∥∥∥∥∥∥
2
d(t)
≤ 3
n
2n
∫ 1
3n
0
2nL2
∥∥∥∥∥∥∥
 f1(x)eq1(x)...
frn(x)eqrn (x)

∥∥∥∥∥∥∥
2
d(t)
= 3nL2
∫ 1
3n
0
∥∥∥∥∥∥∥
 f1(x)...
frn(x)

∥∥∥∥∥∥∥
2
d(t)
= 3nL2
(
3−n
rn∑
l=1
∑
z∈Z
|dl3nz|2
)
= L2
∑
γ∈Γn
|cγ |2
 .
If the matrix is bounded below, the inequality above is reversed, with L replaced by L′.

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