We introduce a novel approach for calibrating an axis of rotation in a 3D optical metrology system. The system uses a stereo camera pair, along with rotation and translation stages for obtaining a 3D model of the surface of small animals. The metrology system will be part of a fully non-contact diffuse optical tomography (DOT) scanner for small animal imaging. The rotation axis calibration technique is based on measuring, with the stereo pair, the 3D position of a small ball as it is moved by the rotation stage (turntable). Our system has the advantage of using the tomograph's laser beam to measure the outer shape of the subject, thereby reducing overall system complexity, and allowing simultaneous surface and DOT measurements. Additionnaly, the exact position where laser light penetrates the animal is measured, while traditionally, this information is indirectly inferred with less accuracy. This information plays an important role in a tomographic reconstruction algorithm. Our new approach for the calibration of the rotation axis is compared to another technique we previously developed, where a checkerboard pattern is tracked instead of a ball. We present measurements of a reference shape and a small animal taken by our system.
INTRODUCTION
In recent years, non-contact diffuse optical tomography (DOT) has been popularized to circumvent the problems inherent to contact systems in small animal imaging. [1] [2] [3] Advanced Research Technologies (ART, Montréal, QC, Canada) commercializes a non-contact optical small animal molecular imaging system (eXplore Optix TM ) 4 originally developped as a planar topographic time-domain imager. 5 To be scanned, the animal lies on a small horizontal table displaced by a linear translation stage. To give the system some tomographic capabilities, recent versions come with a camera-based laser scanning profilometer to measure the 3D outer surface shape of the animal. Only half of the animal's shape is measured, since the system performs reflection-mode optical measurements (the detector and excitation source are on the same side with respect to the animal).
Xenogen (Almaden, Ca., USA) has developed the IVIS R 3D, 6 a fully rotational non-contact optical tomograph. Tomographic data comes from images captured at eight equally spaced positions around the animal by a cooled continuous-wave ultra-sensitive CCD camera. Complex mechanics using 2 translation and 1 rotation stages allow to displace the animal and rotate a mirror around it in such a way as to acquire the images without having to move the cooled camera. To measure the outer shape of the animal, an active approach with projected structured light patterns (phase shifts of parallel lines) is resorted to. Image registration techniques are used to merge the 3D models obtained from different views.
Schulz et al. from the German Cancer Research Center (DKFZ) have presented another fully rotational non-contact optical tomograph. 7 In their system, the animal stays still suspended while a cooled CCD camera is moved with bulky mechanics around the subject for both outer shape and tomographic data acquisition. The outer shape of the animal is measured using a backprojection algorithm (images from 120 equally spaced views around the animal are used) together with the marching cubes technique 8 for surface extraction. This approach for obtaining 3D models of small animals proved not to be reliable for measuring concave and complex shapes (e.g. a mouse ear).
A different approach for non-contact diffuse optical tomography is developped in the group of Ntziachristos at the Massachusetts General Hospital (MGH). In their case, the cooled CCD camera is motionless and the mouse is rotated to obtain tomographic data and outer shape measurements all around the animal. 9 The surface of the mouse is determined by first obtaining contours of the animal from 72 different views around. The outer shape is then extracted using the pre-computed axis of rotation and the visual hull approximation. 10 The technique was used to measure phantoms and showed an accuracy of 50µm with a 11cm field of view. No concave or complex shape was scanned with their system to test its robustness.
In this paper, we describe a 3D computer vision (CV)-based optical surface metrology system and the associated calibration techniques required for measuring the outer surface shape of small animals (laboratory mice). This work is part of a research program whose objective is to develop a time-domain non-contact fluorescence DOT scanner (tomograph) for small animal molecular imaging. The design of the CV system is such as to integrate seamlessly into the architecture of our tomograph.
PROBLEM STATEMENT AND DESIGN CONSIDERATIONS
Different views are generally needed to collect 3D data all around a subject to obtain a 3D model of its shape. This requires to merge the data from the different views into a single 3D representation expressed with respect to a unique coordinate system. This problem, referred to as view registration, has been solved using either automatic view registration or system calibration (an example of the latter is the calibration of the axis of rotation in a system that uses a turntable to scan objects [11] [12] [13] ). Calibration of an axis of rotation or translation, which will also be referred to as rotation or translation axis calibration, is to be understood as determining the direction of the axis along with a point through which it passes. The direction and the point are referred to as the axis parameters, with 5 parameters being sufficient to completely and unambiguously specify an axis. Automatic view registration has traditionnaly been tackled in two ways. In the first, one solves the problem for two views [14] [15] [16] [17] [18] and then proceeds to solve the multi-view problem by iteratively or recursively solving 2-views sub-problems. In the second, one solves the multiview problem all at once by resorting to global optimization procedures.
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Fig .1 illustrates our set-up that comprises a stereo camera pair (stereo rig) along with a rotation stage (also called a turntable) at one end of an arm whose height can be varied by a translation stage at the other end.
Here, the set-up is shown with a validation shape consisting of precision machined spheres with known radii. This shape is used to evaluate the accuracy of our work. The whole set-up is mounted onto an optical table.
Photographs of the set-up are given in Fig. 2 for both a mouse and the validation shape. To scan a subject, we start at the lowest possible height of the translation stage and rotate the turntable from 0
• to 360 • in small increments. At each increment, the cameras each acquire an image in which the laser spot on the subject is visible. The laser spot is segmented from the image by a simple thresholding technique and its position is computed. The positions of the laser spot in the two images are then used to find the position of the spot in 3D space by triangulation. This is repeated by changing the height in small steps with the translation stage until the subject is scanned over a required axial portion. This results in the acquisition of a set of discretized annuli of points on the subject, each annulus corresponding to a given height.
To use these points to construct a 3D model of the shape of the subject in the form of a set of triangular facets * , we need to know, for each point, around which axis the subject was rotated and along which axis it was translated and by what amount. This has led us to develop calibration techniques, described below, to determine the parameters of these axes.
The design of our 3D CV system is dictated by the architecture of our tomograph that already uses the rotation and translation stages for acquiring time-resolved diffuse optical tomographic data all around the subject. We resort to axis calibration because i ) it appears natural in a system, such as ours, that uses both a rotation stage and a translation stage, and ii ) it is convenient for obtaining 3D models in a point by point acquisition process as just described. Choosing a point by point approach allows us to use the same laser beam for both tomographic and surface measurements. This has the additionnal benefit, compared to other approaches, 4, 7, 9 that we directly measure, rather than indirectly infer, the position of the point on the boundary of the subject where the laser beam is injected. Knowing the exact position of the laser injection point is necessary information for a DOT algorithm. 24 As can be appreciated, our design choices for the surface metrology system provide for * Do not confuse the triangular facets with the triangulation process, both are not related except for the fact that triangulation allows to find the points that form the apexes of the triangular facets. easy integration with the DOT scanner we are developping, along with useful accurate boundary information directly available to the DOT algorithm.
AXIS CALIBRATION
Previous attempts at determining the parameters of an axis of rotation in 3D CV systems using a turntable have generally relied on tracking a flat pattern (checker board, grid of points, etc ...) on the surface of the turntable. 11-13 These approaches yield good results when the camera's optical axis is almost perpendicular to the surface of the turntable (head on view). However, the accuracy of these approaches can be expected to decrease as the angle between the optical axis and the turntable surface increases. Recently, we proposed a solution to the problem of rotation axis calibration. 25 The approach relies on rotating a checkerboard pattern at a discrete set of angles. One of these angles, to be called the zero angle, corresponds to the pattern surface being approximately perpendicular to the optical axis of one of the cameras in the stereo rig. So-called extrinsic parameters computed for two different angles (one of them being the zero angle) are used to obtain the rotation axis parameters. An accuracy below 1mm was obtained with this technique (accuracy is discussed in Sect. 4).
Rotation axis calibration
Here, we present a second solution for rotation axis calibration. This new approach is based on tracking a small black ball at several positions around the rotation axis. The height of the ball, and consequently of the to a good approximation horizontal circle it describes, is adjusted to be approximately the same as that of the cameras to ensure high accuracy. The details are as follows. First, a pair of images of the black ball with a white background is captured with the camera stereo rig. This yields two images of a black spot on a white background. The black spot is easily retrieved from the background with thresholding. The centroid of the spot is found in each image and a 3D point is computed via triangulation. Rotating the ball and repeating the previously described steps gives a cloud of 3D points that lie on a circle. The line passing through the center of the circle and perpendicular to the plane containing the circle is the rotation axis. In our approach, one assumption is made. The reprojections in 3D space of the centroids of the black spots in the images correspond to the same point on the ball, wherever the ball is in space with respect to the cameras (i.e. we assume we are tracking a unique feature in space). To show that this assumption is true, we need to compare the projection of the center of the ball to the centroid of the projection of the whole ball. If they are the same, then tracking the centroid will correspond to tracking the center of the ball. This is indeed true as we now show.
The projection of a point (x, y, z) in space on the image plane (u, v) of a camera can be analytically described by the so-called pinhole normalized projection illustrated in Fig. 3 (a) . 26 Here, (x, y) corresponds to coordinates in the camera plane where (0, 0) is the position of the pinhole and z is the "depth". We have
To project a ball of radius r centered at an arbitrary position (x 0 , y 0 , z 0 ), we parameterize the surface of the ball with local spherical coordinates centered at (x 0 , y 0 , z 0 ) as follows
y − y 0 = r sin θ sin φ,
When projected, this leads to the normalized projection coordinates
This parametric representation of the ball's projection is not convenient to use, since we do not have a one-to-one mapping between points in the projection and points on the ball. Said differently, there correspond 2 values of the pair (θ, φ) (i.e. two points on the ball) for each point in the projection. It is easier to find an equation for the contour of the projection (see Fig. 3 (b) ). For this, we first apply two successive Euler rotations to make the new z axis denoted z go through the ball's center, as illustrated in Fig. 3 (b) (after the first Euler rotation, we get an intermediate coordinate system with coordinates (x , y , z )). The final coordinate system has coordinates (x , y , z ). In this coordinate system, the contour of the projection in the image plane corresponds to the projection of a parallel circle of the ball (for short a "parallel") with respect to the z direction (in the same way that parallels are defined for earth with respect to its axis of rotation). To see this, imagine a cone with apex at origin O that is tangent to the ball, the intersection of this cone with the ball is the parallel and the intersection of the cone with the image plane is the contour of the projected ball. The parallel lies in a plane perpendicular to the z axis at a distance d 0 = x 2 0 + y 2 0 + z 2 0 from the origin, i.e. z = d 0 , where d 0 is the distance from the ball's center to the origin. Hence, the equation of the parallel is easily written down
where r is the radius of the parallel (by simple geometry r = r 1 − r 2 /d 2 0 < r). The transformation between the (x , y , z ) and (x, y, z) coordinates is given by ⎡ ⎢ ⎣
where R z (α) is a rotation matrix around the z axis and R y (β) is a rotation matrix around the y axis (see Fig. 3 (b) ). From Eqs. (4) and (5), it is easily shown analytically that when the center of the ball is on the z axis (i.e. center given by (0, 0, z 0 )), the contour of the projection of the ball is a circle given by
For all other cases, the projected coordinates for the parallel take on the form (2) and Fig. 3 ) which passes through the center of the ball (x 0 , y 0 , z 0 ). Hence, our initial assumtion is proven true and we are tracking a unique feature, the center of the ball.
Translation axis calibration
Knowing the parameters describing the rotation axis is not sufficient to obtain a 3D model with our system. It is also necessary to determine the direction of displacement in space of the translation stage. Our approach for translation axis calibration has been detailed in earlier work. 25 It is based on tracking a black flat disk on a white background as it is translated, similarly to tracking a rotating ball as described above. In fact, the technique we developped for translation axis calibration motivated us to develop the approach for rotation axis calibration presented here.
RESULTS AND DISCUSSION
To evaluate the accuracy of the approach herein described, results will be compared with our other method for rotation axis calibration we described previously. 
Rotation axis results
To acquire calibration data, the small black ball is fixed at one end of a thin stainless steel rod (rod radius = 2.4mm (0.094 in)) at about the same height as the cameras. The other end of the rod is fixed to a base plate mounted on the rotation stage. The rod is approximately parallel to the mechanical axis of rotation of the rotation stage. The distance of the rod, and hence of the ball, to this axis will be denoted by d axis . With this set-up, we rotate the ball at a discrete set of N angular positions uniformly distributed over 360
• (angular separations of 360 • /N ). These positions serve as data to calibrate the axis.
In developing our technique, we studied the effect of varying the number of angular positions N , the size of the ball used (radius r), and the distance to axis d axis . Tables 1 and 2 show the results of our approach using balls of two different radii, while results obtained in earlier work 25 with a checkerboard pattern are reproduced in Table 3 for comparison. Note: The results obtained with the ball approach must be offset by 30mm in the y dimension compared the checkerboard approach; this due to the way coordinate reference frames are defined in both approaches.
From Tables 1 and 2 , one can see that the size of the ball, the number of positions used and the distance of the ball to the mechanical axis of the rotation stage do not significantly alter the results of the calibration procedure. From our mechanical design, the direction of the rotation axis and the position of the point on the rotation axis are supposed to be respectively (0, 1, 0) and (30, 30, 0)mm. As regards the axis direction, our calibration technique gives results in close agreement with the mechanical design and comparable to those obtained with the checkerboard approach (Table 3) . For the point on the axis found, the x and y coordinates found are close Table 2 . Results of the rotation axis calibration procedure using a small ball of radius r = 6.35mm (0.25in).
Angle Direction of axis obtained
Point on the axis found (mm) to what they should be mechanically. However for the z coordinate, there is a systematic error of ≈2.5mm. One reason for this error is that in our mathematical development, it was assumed that the ball hangs freely in space.
In reality, we need to fix the ball on a small rod. We observed that this leads to small errors in determining the centroids in the 2D images of the ball because then segmentation of the ball from the background is not perfect. Thus, there is an error in the pairs of pixel coordinates used for stereo triangulation. This translates into an error in estimating the depth of points. It can be shown mathematically that this error is directly proportionnal to the distance to the objects one tries to locate by triangulation, i.e. the greater the depth, the greater the error to be expected. Here the distance from the objects to the cameras is about 400mm on average. The approach using a checkerboard does not suffer from this problem as it does not rely on triangulation. However, the approach with a ball is easier to implement as it requires less mechanical parts. We are still investigating in more detail the 2.5mm error, because it seems systematic and we would like to understand it better and why it is of that magnitude.
Examples of 3D scans
Once we determine the axes of rotation and translation, we have all we need to obtain a 3D model. In what follows, we use the calibration parameters obtained with the checkerboard technique. In all results presented, when an object was scanned, the increment between successive angular positions of the rotation stage was 5
• and the translation stage was moved in steps of 1mm. Fig. 4 (a) and (b) depict the CAD drawing of our validation shape along with its reconstruction with our system. Subjectively, the difference between the drawing and the reconstructed model is difficult to discern. Since we have the CAD drawing (which is an exact model of the validation shape), it can be quantitatively compared with the reconstructed model. To do this, we evaluate the distance between a measured point and the nearest point on the CAD drawing (this distance is a measure of the error). For all the points measured on the validation, this distance was always less than 1mm. We also scanned the torso of a hairy dead frozen mouse. The 3D model obtained is illustrated in Fig. 4 (c) .
CONCLUSION AND FUTURE WORK
We described a new approach for rotation axis calibration, which is simple and intuitive. It is based on rotating a small ball in front of a stereo pair of cameras. When compared to another technique we developped recently that uses a checkerboard, the new approach proves to be less accurate in determining the depth (z coordinate) of a point on the rotation axis. A difference in depth of approximately 2.5mm was found between the CAD model of our set-up and that obtained by calibration with a ball whereas it is <1mm when the CAD model is compared to the checkerboard approach. We are working on understanding the origin of this relatively large difference in depth with the ball approach. For all other parameters, both approaches yield comparable results. The advantage of the ball approach is to be simpler to implement, both computationally and as regards mechanical parts needed. Future work includes changing the camera lenses to diminish the effect of lens distortion. We also want to improve our system so it can better deal with more complex shapes (not just mice torsos) and with shapes with concavities. Our 3D computer vision system is an optimal solution for scanning small animals in a DOT scanner. Our approach is simple and precisely measures the position where laser light penetrates the animal. System complexity is kept minimal as the same laser source is used for surface and tomographic measurements.
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