Two embeddings of a homogeneous endpoint Besov space are established via the Hausdorff capacity and the heat equation. Meanwhile, a co-capacity formula and a trace inequality are derived from the Besov space.
Statement of theorems
As a prelude to our main results of this paper, we state two motives that originate from geometric measure theory and its applications in partial differential equations.
The first is Adams' inequality in [2, Theorem B] over the Euclidean space R n , n > 1: for any natural number k ∈ (0, n),
Here H β (·) is the Hausdorff capacity of dimension β ∈ (0, n); U V means that there is a constant κ > 0 such that U κV -moreover, if U V and V U then we say U ≈ V , i.e., U is comparable to V ; ∇ k f denotes the vector of all kth order derivatives of f ; · L p stands for the p-Lebesgue norm on R n ; and C ∞ 0 = C ∞ 0 (R n ) represents the class of all infinitely differentiable functions with compact support in R n .
The second is an a priori estimate for the solution to the homogeneous heat equation. More precisely, suppose W t (z) = (4πt) −n/2 exp(−|z| 2 /(4t)) is the heat kernel. Then w(t, x) = W t * f (x) = As usual, B(x, r) expresses the open ball of radius r > 0 about x ∈ R n . Due to the usefulness of (1.1) and (1.2), as well as the embedding (cf. [18, p. 47] ): for odd dimension n,
, f ∈ C ∞ 0 , whereΛ 1,1 α =Λ 1,1 α (R n ), α ∈ (0, n), is the homogeneous endpoint Besov space on R n , a natural and compelling question is whether (1.1) and (1.2) admit extensions to fractional derivatives. Accordingly, solving this question by using homogeneous endpoint Besov space becomes the main objective of this paper.
To begin with, we have the following fractional-order extension of (1.1).
Note that H n−α (·) is comparable to its dyadic counterpartH n−α (·) which is strongly subadditive; see also [2] . So, from the viewpoint of space embedding, (1.3) means thatΛ 1, 1 α embeds the Choquet space L 1 (H n−α ) which consists of allH n−α -quasi-continuous functions f on R n with
Importantly, this leads to a co-capacity formula of dimension n − α, that is, Theorem 1.2. Let α ∈ (0, n) and B 0 = B 0 (R n ) be the class of bounded functions with compact support in R n . Then
for every lower semi-continuous function f ∈ B 0 .
In other words, (1.4) provides a principle dominating the norm R n |f | dH n−α . Actually, this illustrates that Adams' variational capacity idea (cf. [4, p. 28]) of determining a domination principle is realizable at least for q = 1 and α = k; see [2] for the (H 1 , BMO) method, and [13] for the (n − k)-dimensional co-area approach.
Next, having the fact-
we get an analogue of (1.2) for the fractional derivatives. 
Especially, if p = (n + 1)/(n − α) and dμ(t, x) = dt dx, then H n−α (B(x, r)) ≈ r n−α and hence the supremum condition in (1.5) is satisfied. An application of the mean-value property of w(t 2 , x) (cf. [12] ) yields the decay of temperature:
While working on R n , the boundary of R 1+n + , we derive the following trace assertion.
and ν be a nonnegative Radon measure on R n . Then
This extends Maz'ya-Shaposhinkova's [15, p. 24 
α . Note that (1.7) may be regarded as the extreme case of (1.5). It is not surprising that the limit of (1.6) 
In order to prove the foregoing four theorems, we turn to consider their equivalent forms. The details are presented in the forthcoming four sections. On the basis of our argument and the fundamental observation that the heat equation is sometimes treated as an intermediate type between the Poisson equation and the wave equation, we conclude this section by making a few remarks upon Theorem 1.3. As with the solution u(t, x) = P t * f (x), where 
we can similarly derive the a priori estimate of Carleson type for u(t, x) associated with p ∈ [1, ∞) and a nonnegative Radon measure μ on R 1+n + as follows:
This, along with the mean-value property of u(t, x), produces the decay estimate:
On the other hand, concerning the solution v(t, x) = (2π) −n R n e ix·y (cos t|y|)f (y) dy, wherê f (y) = R n e −iy·z f (z) dz is the Fourier transform of f , to the linear Cauchy problem for the wave equation:
we are unfortunately unable to work out a wave version of (1.5) except posting up the following conjecture for α = (n + 1)/2 < n, p ∈ [1, ∞) and a nonnegative Radon measure μ on R 1+n :
due to the dispersive estimate (see, e.g., [18, p. 47] ):
Proof of Theorem 1.1
In order to show Theorem 1.1, we recall several more notations and introduce a lemma. For a function f on R n , and a natural number k, we write k h f for the kth difference:
With this convention, we define the homogeneous Besov spaceΛ
can be replaced by
Note that the character ofΛ p,q α relies heavily upon α − n/p, the degree of homogeneity/smoothness (cf. [11, Lemma 1.2]):
So, althoughΛ 
This definition stretches to any set E ⊆ R n via cap(E;Λ
, where the supremum is taken over all compact subsets K of E. Using this definition, we obtain a practical comparability result (see also [3] or [4] ):
In the above and below, whenever β ∈ (0, n), the β-dimensional Hausdorff capacity H β (E) of a set E ⊆ R n is defined by inf j r β j , where the infimum is over all countable coverings of E by open balls B j with radius r j .
Lemma 2.1. Let β ∈ (0, n). If f is a nonnegative lower semi-continuous function on
where L
1,β
+ is the Morrey space of all nonnegative Radon measures ν on R n for which
Proof. By the definition of the Choquet integral with respect to the Hausdorff capacity, we know that the left-hand side of (2.2) is equal to
Owing to (2.1), Theorem 1.1 is essentially the same as the following strong-type estimate for cap(· ; Λ 1,1 α ).
Proof. To prove (2.3), we write
for the Riesz potential with order β ∈ (0, n) of a function f defined on R n . Next, suppose α = β + γ where β, γ ∈ (0, n). Therefore, a further use of Fubini's theorem yields 
Here s = max{q/p, 1}; see also [7] . (2.3) tells us that (2.6) is valid for (α, p, q) ∈ (0, n) × {1} × {1}. At the same time, if α = n/p and q = 1 then (2.6) is true too (cf. [5] ). In fact, sinceΛ . As a result, we derive s = 1 and
In addition, (2.6) holds with αp n and (p, q) ∈ (1, ∞) × (1, ∞) as proved in [1, 8, 14, 19] . Furthermore, following [8] and [19] , we are about to see that (2.6) keeps true for other two cases:
, with an extra constraint 0 < α < min{1, n/p}. To be more specific, we choose a C ∞ -smooth function G on the real line R 1 such that G(t) = 0 respectively 1 when t 0 respectively t 1. Set
Since G j (t) = 2G (2 2−j t − 1), from the construction of G and the mean-value theorem it turns out that (cf. [19] )
Assuming 0 < α < min{1, n/p}, we handle two situations below: Case 1: (p, q) ∈ {1} × (1, ∞). This implies q > p = 1 and s = q. Using (2.7) and (2.8), we get
and so (2.6). Case 2: (p, q) ∈ (1, ∞)×{1}. This yields p > q = 1 and s = 1. Then we apply the Minkowski inequality for the sequence space l p/q , (2.7) and (2.8) to produce
and so (2.6). Perhaps, it is worth mentioning that the above approach appears less possible to show that (2.6) is still valid for the remaining cases:
Proof of Theorem 1.2
To prove Theorem 1.2, we need an auxiliary result. For the sake of convenience, M is used to denote the set of all Radon measures on R n . Further, M + (E) refers to those nonnegative elements in M with support in the set E ⊆ R n . Lemma 3.1. Given 0 < β, γ, β + γ < n and φ ∈ B 0 , let
Proof. To prove (3.1), set two classes:
R n |φ| dν = 1 and
Consider two functionals based on M φ and N γ :
and
.
Clearly, M φ is a compact subset in the vague topology of M and that both M φ and N γ are convex. These facts plus the linearity and continuity of R n I β * g dν insure that Fan's Minimax Theorem (cf. [10] ) applies and yields
If one can prove
then (3.1) follows from (3.2) and hence the proof is complete.
In the sequel, we are about to verify (3.3) . Regarding the former equality in (3.3), we make the following consideration. If R β,γ (φ) < ∞ then for any > 0 there is a nonnegative function f ∈ C ∞ 0 such that I α * f |φ| on supp φ and f Λ 1,1
Accordingly,
This implies R β,γ (φ) + A β,γ (φ) and then R β,γ (φ) A β,γ (φ).
Now, fix x ∈ supp φ and choose dν = |φ(x)| −1 dδ x where dδ x is the Dirac measure attached to x. Then R n |φ| dν = 1 and the last inequality yields |φ(
To check the latter equality in (3. = I β * ν
and thus B β,γ (φ) S β,γ (φ).
To establish the reverse of the last inequality, assume S β,γ (φ) < ∞. The three conditions: 
Moreover, we find it necessary to reviewH β (·) ≈ H β (·) . Note that the dyadic Hausdorff capacitỹ H β (·) is determined via requiring that the ball-coverings in the definition of H β (·) are replaced by the dyadic cube-coverings and the sum there, by the corresponding sum of the side lengths of the cubes raised to the βth power. Using this comparability result, we are now in a position to show the equivalent version of Theorem 1.2 as follows.
Proof. By Theorem 2.2, we get that for φ ∈ C ∞ 0 with φ |f |,
This just proves one part of (3.4).
As to another part, let α = β + γ where β, γ ∈ (0, n). ThenΛ 1,1 α = I β * Λ 1,1 γ , and hence the right-hand side of (3.4) is comparable to R β,γ (f ). Note that
thanks to (2.5) and the following simple estimate
So, combining (2.1) and Lemmas 3.1 and 2.1 we have
This completes the proof of Theorem 3.2/1.2. 2
Proof of Theorem 1.3
To prove Theorem 1.3, let
f (y) dy be the Hardy-Littlewood maximal function of a locally Lebesgue integrable function f on R n , and write
for the tent based on a set E ⊆ R n .
Proof. As proved in [2] , we have that for β ∈ (0, n),
This, together with (2.1) and (2.3), yields
Using Lemma 4.1, (2.1) and H n−α (B(x, r)) ≈ r n−α , we derive the following result which covers Theorem 1.3. 
v) sup r>0, x∈R n r α−n (μ (T (B(x, r) ))) 1/p < ∞.
Proof. We prove that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i) and (iv) ⇔ (v), thereby establishing their equivalence. Thus, (i) is true.
