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Slow interaction ramps in trapped many-particle systems: universal deviations from adiabaticity
Masudul Haque and F. E. Zimmer
Max Planck Institute for the Physics of Complex Systems, No¨thnitzer Str. 38, 01187 Dresden, Germany
For harmonic-trapped atomic systems, we report system-independent non-adiabatic features in the response
to interaction ramps. We provide results for several different systems in one, two, and three dimensions: bosonic
and fermionic Hubbard models realized through optical lattices, a Bose-Einstein condensate, a fermionic super-
fluid and a fermi liquid. The deviation from adiabaticity is characterized through the heating or excitation energy
produced during the ramp. We find that the dependence of the heat on the ramp time is sensitive to the ramp
protocol but has aspects common to all systems considered. We explain these common features in terms of
universal dynamics of the system size or cloud radius.
I. INTRODUCTION
Adiabaticity is an essential and ubiquitous concept in quan-
tum dynamics. In the current era of many novel non-
equilibrium experimental possibilities, deviations from adia-
baticity in slow parameter changes have attracted a lot of at-
tention [1–10]. The question of non-adiabaticity is of fun-
damental interest, but also has practical implications. Many
experimental protocols involve adiabatically changing a pa-
rameter in order to reach a desired quantum state. Since non-
adiabatic heating can rarely be completely avoided, it is essen-
tial to understand deviations from adiabaticity in slow ramps.
While the effect of quantum critical points in the ramp path
has been considered in much detail [1, 2], settings for non-
equilibrium experiments in isolated systems tend to be meso-
scopic rather than macroscopic, without true quantum critical
points. Understanding non-adiabatic ramps in finite quantum
systems is therefore vital. Also, since cold atoms dominate
experimental non-equilibrium studies, a harmonically trapped
many-particle system is the most important paradigm today
for studying quenches and ramps. A few studies of ramps
in finite and trapped systems have appeared in the very re-
cent literature [9, 10], indicating an emerging recognition of
the importance of the adiabaticity issue in finite systems. In
addition, in the past couple of years, reports of experimen-
tal investigations of finite-rate interaction ramps have started
to appear, both in the continuum [11] and in optical-lattices
[12–14], with harmonically trapped atoms.
In this work, we consider non-adiabatic ramps in sev-
eral distinct interacting many-particle systems, confined in
isotropic harmonic traps. In each case, we consider ramps
of the interaction from an initial value Ui to a final value Uf ,
occurring in time scale τ . We focus on large but finite τ
(near-adiabatic ramps). We study deviations from adiabaticity
through the heating Q, which is the final energy at time t≫ τ
minus the ground state energy of the final Hamiltonian. This
quantity is also called the residual energy or excess excitation
energy [3–5, 9], and may be thought of as the “friction” due to
imperfect adiabaticity [16]. The asymptotic form of Q(τ) is
a quantitative characterization of minimal corrections to adi-
abaticity. Ref. [14] reports measurements of excess energies
after ramps, which may be regarded as the first experimental
approach to this quantity.
We find that the asymptotics of Q(τ) is common to all the
compressible systems that we considered. The Q(τ) function
has overall power-law decay, Q ∼ τ−ν , with the exponent ν
depending on the shape of the ramp. For certain ramp shapes,
Q(τ) has oscillations superposed on top of the power-law de-
cay. We present results for a range of systems, interactions,
and dimensionalities, which make clear that the universal fea-
tures are independent of system details and generally do not
depend on the initial and final values of the interaction, as long
as the trapped system remains in the same phase.
Since the effects are universal over a wide range of trapped
systems, they should be due to some type of dynamics that
is prevalent in many harmonically trapped systems. We show
that the relevant dynamics is the size oscillation or breathing-
mode oscillation of the trapped cloud. Almost all trapped sys-
tems have “soft” breathing modes due to vanishing density at
the edge, irrespective of the nature of intrinsic modes of the
system. Our results show that, in the slow ramp limit, the
breathing modes due to trapping dominate the near-adiabatic
response of many systems. To show that the asymptotic be-
haviors of Q(τ) are due to size dynamics, we will use a vari-
ational description for one of the systems (the Bose conden-
sate), treating the extent (radius) of the many-particle cloud
as a time-dependent variational parameter. Such a “radius dy-
namics” description will be shown to reproduce the universal
Q(τ) behaviors in thorough detail. An equivalent formulation
is not easy to set up for all the systems; nevertheless, the com-
monality of the Q(τ) features, and the success of the radius
description for at least one case, is convincing argument that
the same dynamics type is the relevant feature in each case.
Trapped atoms are by far the most promising setup for ex-
perimentally exploring isolated-system dynamics in general
and non-adiabaticiy issues in particular. A universal excita-
tion mechanism that is dominant in generic trapped systems
is thus an important baseline perspective for understanding
the many further non-adiabatic ramp experiments expected in
the near future. Contemporary theoretical treatments of non-
adiabaticity in many-particle systems almost invariably ap-
peal to cold-atom experiments for motivation. Yet, our results
show that in a real trapped-atom experiment, radius dynamics
dominates over the intrinsic heating mechanisms that may be
important in individual uniform systems. In other words, the
power-laws and many other results that have become avail-
able in the literature for Q(τ) for uniform systems (e.g., Refs.
[1–8]) will be either absent or hidden in any trapped-atom ex-
periment designed to see such behaviors.
After introducing the different systems concisely in Sec. II
2and the shapes of the interaction ramps in Sec. III, we give
a description of the generic Q(τ) features in Sec. IV. Sec. V
provides a analysis of the size (radius) dynamics and shows
how size dynamics explains the common Q(τ) features. Sec.
VI uses the perturbative results of Ref. [4] and arguments
about the spectrum of trapped many-body systems to derive
the same Q(τ) features in the perturbative (small-quench)
regime. We provide context and point out some open ques-
tions in Sec. VII. The Appendix gives further details about the
different methods used to treat the different systems.
II. DISTINCT TRAPPED SYSTEMS
We will present results for fermionic and bosonic systems,
with and without optical lattices. Here we present concisely
the systems and the methods used for calculating time evolu-
tion. Additional detail is provided in the Appendix.
Lattice systems. The lattice systems are two-component
fermions, and single-component bosons, described respec-
tively by the fermionic and bosonic Hubbard models [15]:
HfH = −
∑
<ij>σ
(
c†iσcjσ + h.c.
)
+ U
∑
j
nj↑nj↓ +H
tr ;
HbH = −
∑
<ij>
(
b†ibj + h.c.
)
+ U
∑
j
nj (nj − 1) +Htr .
We use the (inverse) hopping strength as energy (time) units,
which is why the hopping terms (first terms in each Hamil-
tonian) have unit coupling coefficient. As usual, c†jσ (b†) are
fermionic (bosonic) creation operators, σ is a spin index, and
〈ij〉 indicates nearest-neighbor sites. The trap terms are
Htr = 12ktr
∑
jσ
j2c†jσcjσ and H
tr = 12ktr
∑
j
j2b†jbj
for fermions and for bosons respectively, for one dimension
(1D). We will consider both spin-balanced (N↑ = N↓) and
polarized (N↑ 6=N↓) fermionic systems. We treat time evolu-
tion of the lattice systems through exact numerical evolution
of the full quantum wavefunction, for few-particle configura-
tions in 1D. The Bose-Hubbard model is also treated via the
Gutzwiller approximation [15], for N > 10 bosons and/or for
2D.
Continuum systems The continuum systems (without op-
tical lattice) are the Bose-Einstein condensate (BEC) and the
interacting two-component Fermi gas. We use trap units for
these cases, expressing lengths (energies) in units of trap os-
cillator length (trapping frequency).
Continuum: (1) Bose condensate. The BEC is treated via
the Gross-Pitaevskii (GP) description [17, 18]. The dynamics
is given by the time-dependent GP equation, i∂ψ∂t = − 12 ▽2
ψ + 12r
2ψ + U(t)|ψ|2ψ, and the GP energy functional is
E[ψ] =
∫
r
[− 12ψ∗∇2ψ + 12U(t)|ψ|4 + 12r2|ψ|2] .
Here r is the radial position;
∫
r ≡
∫
dDr is the spatial integral
for dimensionality D; U is the effective interaction strength
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FIG. 1: Ramp shapes. We illustrate Uf > Ui; it should be straight-
forward to visualize Uf < Ui cases. Each [A], [B] pair has the same
initial behavior — linear, quadratic and cubic for the three pairs. The
[B] versions have no endpoint kinks.
whose relation to the physical interaction is also D-dependent
(c.f. Ref. [20] for 1D). We normalize ∫r |ψ|2 = 1, so that U
contains a factor of the boson number N ; thus U can be large
even within the mean-field regime. We will present GP results
general to all D.
In addition to full solutions of the GP equation, we also use
a variational description which uses the radius or size of the
condensate, σ(t), as the time-dependent parameter. Using a
gaussian ansatz for the cloud shape, the equation of motion
for σ is found to be
σσ′′ + σ2 − σ−2 − (
√
2πσ)−DU(t) = 0 , (1)
the primes denoting time derivatives. The energy is
E[σ] = 14D
[
σ−2 + σ2 + (σ′)2
]
+ 12 (
√
2πσ)−DU(t) . (2)
This radius description is suitable for describing breathing-
mode oscillations. For constant U , for small-amplitude oscil-
latory solutions σ = R0 + ρ sin(ΩBt) (amplitude ρ), Eq. (2)
shows that the excitation energy scales as ∼ρ2. We could also
use a Thomas-Fermi instead of Gaussian profile; the results
are very similar and do not affect our arguments.
Continuum: (2) weakly interacting 2-component fermions.
The continuum fermionic system (3D) is treated using a
hydrodynamic description. There are several similar for-
mulations; we choose the so-called “time-dependent DFT”
[21], where the fermionic gas is described by a nonlinear
Schro¨dinger equation, i∂ψ∂t = [− 12∇2 + 12r2 + µ(n, U)]ψ.
Here n = |ψ|2 is the sum of the (equal) densities of the two
components. We use the Hartree expression:
µ(n, U) = 12 (3π
2n)2/3 + 12Un . (3)
Both a paired superfluid (U < 0) and a Fermi liquid (U >
0) are described by the same formalism. Analogous to the
BEC case, we use a variational description to formulate the
dynamics in terms of the cloud radius.
III. RAMP SHAPES
We analyze interaction ramps of the form
U(t) = Ui + θ(t) (Uf − Ui) s(t/τ) .
The ramp function s(x) starts at s(0) = 0 and ends at
s(∞) = 1. The ramps take place over time scale τ but we
3do not require them to end at t = τ . (Contrast, e.g., Ref. [4].)
We choose a collection of ramps which allows us to compare
the presence/absence of kinks and various exponents.
Specifically, we consider the following forms for s(x):
[1A] x θ(1 − x) + θ(x− 1) [1B] 1− e−x
[2A] x2 θ(1 − x) + θ(x − 1) [2B] 1− e−x2
[3A] x3 θ(1 − x) + θ(x − 1) [3B] 1− e−x3
Each [A], [B] pair has the same initial behavior, s(x)∼xα, but
the [B] versions have no endpoint kinks (Fig. 1).
IV. UNIVERSAL FEATURES OF RAMP RESPONSE
In Fig. 2 we present the behavior of the heat function Q(τ),
normalized against its instantaneous-quench value Q(τ =
0). The small-τ behavior and the exact magnitude of Q(τ)
are system- and approximation-dependent; the universal fea-
tures we present concern only the large-τ asymptotics of
Q(τ)/Q(0).
In the left panels, the Q(τ) behaviors are compared for the
ramp shapes s(x)∼xα with discontinuous derivatives at end-
points, [1A], [2A], [3A]. Each curve has an overall power-law
decay with the same decay exponent, Q(τ) ∼ τ−2. This sug-
gests that the residual energy for such ramps is primarily set
by the endpoint kink. Superposed on the power-law decay are
oscillations, which are often but not always smaller for larger
α (contrast panels (c) with others). The oscillation strength
decays faster for larger α, as ∼ τ−(α+1).
The right panels concern smoothed ramps [1B], [2B], [3B],
which lead to non-oscillating decay of Q(τ). The decay expo-
nent is seen to depend on the power α of s(x) ∼ xα, namely,
Q(τ) ∼ τ−2α.
The dimensionality does not affect the decay exponents or
general behavior. As an example, results are shown for the
BEC in 1D, 2D, and 3D, in the (d) panels and insets. We have
also found that the same exponents and oscillation features
also appear in additional cases not shown, e.g., a continuum
Fermi superfluid (3D, U < 0), the Bose-Hubbard model in
higher D (treated via the Gutzwiller approximation), etc.
The (c) and (f) panels involve systems which cannot be de-
scribed as having single-radius profiles. The two spin com-
ponents have different extents in the spin-imbalanced Hub-
bard model (c); the Bose-Hubbard situation (f) has superfluid
wings around a Mott core. The Q(τ) behaviors are more rich
for these systems; however, the features discussed above re-
markably also persist in these more complex cases.
V. RADIUS DYNAMICS INTERPRETATION
We now show how radius dynamics explains the Q(τ) be-
haviors presented above. We will use the convenient formula-
tion of BEC radius dynamics, Eqs. (1) and (2). Fig. 3 (top row)
shows the radius of a 2D BEC evolving as a function of time
for various ramp shapes, for reasonably large τ . In the cen-
ter and bottom rows, we show the deviation of σ(t) from the
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FIG. 2: The normalized excitation energy or heat, Q(τ )/Q(0), for
various trapped systems. (Ui,Uf ) values and trap constants ktr are
chosen over a wide range to emphasize the parameter-independence
of the effects. Response to [A] ramps (left panels) shows overall
Q(τ ) ∼ τ−2 decay, with superposed oscillations that decay faster
for larger-α ramps. For [B] ramps (right panels) the asymptotic be-
havior is pure τ−2α decay. Insets to (c): density profiles forU = Ui,f
ground states. For (f), U = Ui,f ground-state profiles are very simi-
lar, only Ui shown.
equilibrium radius corresponding to the instantaneous value
of the interaction, R0(t) = R0[U(t)]. For a truly adiabatic
ramp, σ(t) would follow R0(t) exactly; therefore the devia-
tion f(t) = σ(t)−R0(t) is at the heart of non-adiabaticity and
this quantity determines the heating Q. After the ramp, the
f(t) function is purely oscillatory; Q scales as the square of
the oscillation magnitude. The oscillations initiated at the be-
ginning of the ramp are of magnitude O(τ−α) for the (t/τ)α
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FIG. 3: Top row: radius dynamics σ(t) for various ramp shapes, τ =
15. Center and bottom rows: deviation f(t) from the ‘instantaneous’
ground-state radius R0(t). 2D BEC; (Ui,Uf ) = (20,21).
ramp. In the case of [A] ramps (middle row), the endpoint
kink causes an O(τ−1) oscillation, which is parametrically
larger for α > 1 and hence dominates the final dynamics,
leading to overall Q(τ) ∼ τ−2 behavior.
[A] ramp shapes. We first explain the ∼ τ−1 scaling of
oscillations initiated at the kink. If we neglect the smaller
oscillations at t < τ , the radius σ(t)≈R0(t) at the kink t = τ
has “correct” value for U = Uf , i.e. f is negligible. However
the derivative is nonzero, σ′(t)≈R′0(t)|t=τ , which scales as
∼ τ−1. Thus we have the following “initial” conditions at
t = τ+ for subsequent evolution: f(τ) = 0, f ′(τ+) = c0τ−1.
Using f(t > τ) ≈ ρ sin(ΩBt + δ), these initial values imply
ρ ∼ τ−1. This explains the O(τ−1) oscillation magnitude of
f(t > τ), and hence O(τ−2) heating, for ramps having an
endpoint kink.
The oscillations of Q(τ) (Fig. 2 left panels) can be ex-
plained by relaxing the approximation f(t < τ) ≈ 0 made
above. The small oscillations of f(t < τ) guarantee that
σ′(t = τ) oscillates around R′0(t = τ) as a function of τ .
This causes the final breathing mode amplitude ρ to oscillate
around its O(τ−1) value as a function of τ . The f(t < τ)
oscillation strength is O(τ−α) (shown below). As a result, if
f(t > τ) ≈ ρ sin(ΩBt+ δ), we will have
ρ ∼ c1
τ
+
c2T (τ)
τα
where T (x) is an oscillatory function. Therefore, the excess
energy (∼ ρ2) has an O(τ−α−1) oscillatory correction to the
leadingO(τ−2) decay. The oscillations in Q(τ) therefore de-
cay as τ−(α+1), as seen in Fig. 2 left panels.
Smoothed [B] ramp shapes. For smooth [B] ramps (Fig. 3
bottom), the breathing-mode strength (∼ τ−α) initiated at the
beginning of the ramp remains unchanged; there is no kink
to abruptly create larger oscillations. We therefore need only
to explain the strength of oscillations at the beginning of the
ramp, where s(t/τ) ≈ (t/τ)α. For this, we rewrite Eq. (1)
as an equation for f(t). For simplicity, we will write this out
explicitly only in the limit Ui,f ≫ 1, and small oscillations,
f(t)≪R0(t). (The arguments can of course be modified to go
beyond the large-U restriction. Small f(t) is guaranteed for
large τ .) We obtain
f ′′(t)+Ω2Bf(t)+
u′′(t)
(D + 2)u
D+1
D+2
− (D + 1)u
′(t)2
(D + 2)2u
2D+3
D+2
= 0, (4)
with u = U/(2π)D/2. The first two terms give pure oscilla-
tions, i.e., breathing mode at fixed u with frequency ΩB ≈√
D + 2ωtr. The last two terms are corrections due to time-
varying interaction. We first treat α > 1 ramps. The ini-
tial conditions at t = 0+ are then f(0) = f ′(0) = 0. With
u = ui+(δu)(t/τ)
α
, the u′′ correction is dominant compared
to the u′2 correction at t≪ τ . The dominant correction terms
take the form c1/τ2 for α = 2, and c1t/τ3 for α = 3. The so-
lutions of the resulting differential equation are sums of oscil-
latory and algebraic terms. It is straightforward to verify that
the boundary conditions f(0) = f ′(0) = 0 force the oscilla-
tory part to have coefficients scaling as ∼ τ−α. This explains
the Q ∼ τ−2α behavior for integer α > 1. The α = 1 case is
slightly different. The initial condition still involves σ′(0) =
0, but since R0(t) = [u(t)]1/(D+1) has finite slope at t = 0+,
this now corresponds to f ′(0+) = −R′0(0+) = −c3/τ . This
initial condition leads to a purely oscillatory f(t) with ampli-
tude∼ τ−1, which explains Q(τ) ∼ τ−2 for α = 1.
VI. SPECTRAL INTERPRETATION
For small changes of interaction, one can use the elegant
perturbative results of Ref. [4] to interpret our generic results
in terms of the spectal structure of many-body systems in har-
monic traps. The perturbative expression is
Q(τ) ∝
∫
dω
ω
Γ(ω)F (ωτ) (5)
where
F (u) =
∣∣∣∣
∫ xmax
0
dxs′(x)eiux
∣∣∣∣
2
(6)
encodes the relevant information about the rampshape s(x)
(xmax is 1 for [A] ramps and∞ for [B] ramps), and
Γ(ω) ∝
∑
n6=0
∣∣∣〈φn| Wˆ |φ0 〉
∣∣∣2 δ(ω − ǫn0) (7)
encodes the relevant spectral structure of the system [4]. Here
|φn 〉’s are the eigenstates of the system, ǫn0 are the eigenen-
ergies measured from the ground state energy, and Wˆ is the
perturbing operator, i.e. the part of the Hamiltonian being
ramped, in our case the interaction term.
The eigenspectra of interacting systems in harmonic traps
are not known in great detail, to the best of our knowledge.
However, we can make the following general observations.
The lowest excited eigenstates (at or around ωtr) are spa-
tially asymmetric, and are therefore not excited by interac-
tion ramps, due to symmetry. (Excitation of these eigenstates
5would lead to dipole mode oscillations of the cloud center
of mass.) The states at or around 2ωtr are more relevant
for interaction ramps. Since these spatially-symmetric eigen-
states have radial size larger than the ground state, a small
component of these eigenstates in the wavefunction leads to
breathing-mode oscillations. Since the interaction affects the
ground-state radial size of the trapped system, at least one of
these states around 2ωtr should be excited in an interaction
ramp. The excitation energy of this eigenstate over the ground
state is the breathing mode frequency ΩB .
(Above, we conjectured the lowest antisymmetric and low-
est symmetric excited states to lie around ωtr and around 2ωtr
respectively, because that is the spectral structure of the non-
interacting gas. With interactions, it may be reasonable to
presume a similar structure. Our argument below does not
depend on the exact values of the excitation energies.)
Since we are interested in large τ and are now consider-
ing the perturbative situation, we will approximate the lowest
spatially symmetric eigenstate to be the only excitation. i.e.,
Γ(ω) ∝ δ(ω − ΩB). With this approximation, the heat func-
tion is simply
Q(τ) ∝ F (ΩBτ) , (8)
i.e., it is completely set by the ramp shape except for the
breathing mode frequency ΩB setting the scale for τ .
Evaluating F (u) for the different rampshapes, we find the
following expressions for the normalized excitation energy
Q(τ)/Q(0):
[1A]
4 sin2(τ˜ /2)
τ˜2
[2A]
4
τ˜2
− 8 sin τ˜
τ˜3
+
16 sin2(τ˜ /2)
τ˜4
[3A]
9
τ˜2
+
36 cos τ˜
τ˜4
− 72 sin τ˜
τ˜5
+
146 sin2(τ˜ /2)
τ˜6
[1B]
1
1 + τ˜2
with τ˜ ≡ ΩBτ . The [2B] and [3B] cases can be written
in terms of special functions; it is not helpful to write out
these complicated expressions in full, but they have the cor-
rect asymptotics, ∼ τ˜−4 ([2B]) and ∼ τ˜−6 ([3B]). Figure 4
plots these results. Clearly, all the features presented in Sec.
IV and Figure 2 are reproduced from this simplified analysis.
The sole exeption is that the [1A] case would requre a non-
oscillating τ−2 term to match the forms found for the physical
systems. This can presumably be obtained by going beyond
perturbation theory.
VII. DISCUSSION; OPEN QUESTIONS
A. Summary and context
Considering various harmonic-trapped atomic clouds, we
have presented results on the adiabaticity question, demon-
strating system-independent aspects in the first corrections to
1 10
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FIG. 4: Excess energy predictions from perturbative formalism [4]
based on spectral considerations (Sec. VI in text).
adiabatic behavior for slow ramps. We have shown that the
slow-ramp response is determined by the radius-oscillation
modes common to many trapped atomic systems, and its exact
form depends on the ramp shape. We have explained the uni-
versal effects using a single-radius description of the cloud.
This covers a wide range of interesting systems, but it is even
more remarkable that our universal features extend to at least
some systems which cannot be described by a single radius.
In the perturbative regime (small quenches), the generic fea-
tures can be alternatively derived by using the formalism of
Ref. [4], assuming a single excited eigenstate to determine
the heating. The connection between the two pictures is that
the excited eigenstate is expected to be (one of) the lowest
spatially-symmetric eigenstates which has different size com-
pared to the ground state; hence excitation of this eigenstate
leads to breathing-mode oscillations of the cloud size.
We have shown that a final kink in the ramp shape plays
a drastic role in the non-adiabatic response of compressible
trapped systems. A recently discovered effect of such kinks
is logarithmic contributions to Q(τ) [2, 4, 7]. The effect we
have found for trapped systems (kink induces larger oscilla-
tions overwhelming initial excitation) is quite different.
B. Open questions
Our work opens up several new research avenues. Like
other “universal” results, it is important to identify the lim-
its of validity. For example, do the same Q(τ) asymptotic
features appear in trapped systems not described by a single
radius? Paradigm examples are Bose-Hubbard systems con-
taining superfluid-insulator “wedding-cake” structures, and
phase-separated imbalanced Fermi gases near unitarity. We
have shown some examples where the same behaviors appear
[Figs. 2(c,f)], but a general understanding is lacking. It is
likely that the dynamics of one radius-like variable generally
dominates the extreme asymptotics, recovering our results.
Each of the systems are of intense interest in their own
right, and understanding less universal features in parameter
quenches is important for the individual systems, especially
with growing experimental interest and capabilities for study-
ing ramps and quenches. Ramps in the trapping frequency
should also induce radius oscillations, but details might be
different from interaction ramps. The case of anisotropic har-
6monic traps also remains an open issue. One might specu-
late that one of the trapping frequencies dominate the extreme
asymptotics, but the intermediate-τ region might show inter-
esting interplay of the several frequencies and associated radii.
Physical insights developed in our study of Q(τ) can perhaps
be applied to better understand “optimal ramp” studies seek-
ing to find ramp paths producing minimal heating [16]. Fi-
nally, the spectral considerations of Sec. VI highlight that the
spectral structure of many-body systems in the presence of an
external harmonic trap deserves to be better studied.
Appendix A: Calculation Methods and Approximations
In this appendix we provide details on the methods and
approximations used to obtain the Q(τ) results that are pre-
sented in Figure 2 for the different model systems.
1. Lattice systems
For the data of Fig. 2(a-c) (fermionic and bosonic Hub-
bard models), we time-evolved the full wavefunctions numer-
ically exactly. The initial wavefunction was obtained by Lanc-
zos diagonalization of the Hamiltonian with initial interaction
Ui. For ramps (changing Hamiltonian), numerical time evolu-
tion of the full wavefunction is more challenging than time-
evolving under a constant Hamiltonian, for which efficient
Krylov subspace based methods exist [22]. One option for
ramps is to break the evolution into time-steps within which
the Hamiltonian is approximated to be constant. Instead, we
used Runge-Kutta evolution with adaptive stepsize. Calculat-
ing Q(τ) at large τ (where Q becomes small) requires high
precision as Q(τ) is a difference between two energies that
are close in value. Because of these restrictions, the Hilbert
spaces for the data shown in Fig. 2(a-c) were around ∼105.
Typically we used five to ten bosons or fermions in ten to fif-
teen sites. Relatively strong traps, ktr ∼ O(1), were used in
order to ensure that the cloud edges did not reach the lattice
edges.
For the Bose-Hubbard model, the exact evolution was com-
plemented by calculations using the Gutzwiller approxima-
tion, e.g., Fig. 2(f), which allows for larger sizes. This is
a widely used approach for time evolution in Bose-Hubbard
systems; see. e.g., Ref. [15] for a recent description. The
ansatz wavefunction is
|G(t) 〉 =
∏
i
∑
n
f (i)n (t) |n; i〉 (A1)
where |n; i〉 is the n-boson Fock state on site i. The f (i)n pa-
rameters for a particular site i may be regarded as the compo-
nents of a local wavefunction, which evolve according to the
local site Hamiltonian
Hˆi = (Vi − µ)ni + 12Uni(ni − 1)
− bi
∑
<j>
Φ∗j − b†i
∑
<j>
Φj , (A2)
where Vi = 12ktri
2 is the trap potential, the j index runs over
all sites neighboring the i site, and
Φj = 〈bj〉 =
∑
n
√
n+ 1 f (j)∗n f
(j)
n+1
is the condensate fraction at site j. As in the case of full
wavefunction evolution, Gutzwiller evolution is much more
demanding for a changing Hamiltonian compared to evolu-
tion under a constant Hamiltonian, even more so in our case
because of the high precision required for the final energy in
order to calculate Q(τ). We employed imaginary time evo-
lution to find the initial ground state, and then Runge-Kutta
(with adaptive timestep size) to evolve the coupled equations
for f in(t) in real time with changing U(t).
2. Continuum systems
Bose condensate. In addition to numerical solutions of the
GP equation, we have also used a single-parameter variational
description to describe the dynamics, using the condensate
size σ(t) as the time-dependent parameter. This description
is particularly convenient for analyzing breathing-mode dy-
namics, as we have done in Section V.
The radius description is formulated in terms of a Gaussian
variational ansatz, which for 1D is
ψ(x, t) =
1
[
√
πσ(t)]1/2
exp
[
− x
2
2[σ(t)]2
− iβ(t)x2
]
. (A3)
For D > 1 the variational wave function is a product of one
such Gaussian factor for each dimension. Using this ansatz in
the GP Lagrangian
L =
i
2
∫
r
(
ψ∗
∂ψ
∂t
− ψ∂ψ
∗
∂t
)
− E[ψ] , (A4)
the Euler-Lagrange equations of motion give the evolution
equations for the variational parameters σ(t) and β(t). This is
a standard and widely-used technique for GP dynamics, dat-
ing back to Ref. [19].
The imaginary part in the wave function (A3) is necessary
because time evolution from a real wave function produces an
imaginary component. However, the two parameters turn out
to be not independent but simply related (β(t) ∝ ∂t lnσ(t)).
There is thus effectively a single dynamical parameter de-
scribing the system, namely the cloud radius σ(t). The re-
sulting equation of motion for σ is found to be Eq. (1), and
the energy in terms of σ is given by Eq. (2).
In comparing the single-parameter variational description
with the full GP equations,, we find that the normaized ex-
cess energy, Q(τ)/Q(0), is reproduced almost exactly by the
single-parameter description, but that the Q(τ) values ob-
tained from Eqs. (1), (2) do not have the correct normalization
and deviate by a factor from full-GP results. Note that the nor-
malization does not affect any of the universal behaviors (Sec.
IV, Fig. 2) under discussion in this Article.
7We could just as well use a Thomas-Fermi instead of Gaus-
sian profile. The results are very similar and do not substan-
tially affect any of the arguments we make in this work. The
equation of motion in that case loses the σ−2 term of Eq. (1)
(Sec. II).
Continuum two-component Fermi system. To perform
non-equilibrium calculations for two-component (spin- 12 )
continuum fermionic gases, we have used a quantum hydrody-
namic approximation. The formulation of Refs. [21] in terms
of a nonlinear Schro¨dinger equation (“time-dependent DFT”)
is convenient for our purposes because of its slimiarity to the
GP description of continuum bosons.
The time-dependent DFT formulation has been used suc-
cessfully for the unitary Fermi gas (reviewed in Ref. [23]).
We do not consider the unitary limit in this work because the
interaction is fixed at infinity and thus cannot be ramped as
a time-dependent parameter. We focus on weakly interacting
gases so that we can use the relatively simple Hartree approx-
imation and the interaction U(t) appears explicitly and can be
ramped. In this work we have restricted ourselves to 3D and
to equal populations of the two components.
Using the Hartree approximation for the chemical potential
(main text Eq. (3)), the hydrodynamic equation becomes
i~∂tψ =
[
− ~
2
2m
∇2ψ + Vext + U(t)
2
|ψ|2 + α|ψ|4/3
]
ψ
(A5)
with α = 12
(
3π2
)2/3
, and n = |ψ|2 here is the total density
of the two spin states. Note the interaction being 12Un rather
than Un. Each fermion interacts with half of all the fermions,
those with the opposite spin.
In contrast to the Bose condensate case, it is not consistent
to normalizeψ to unity. This means that there are no factors of
N absorbed in the definition of U in the continuum fermionic
system, as opposed to the continuum Bose condensate. This
difference is responsible for the rather different ranges of val-
ues for the U(t) of BECs in Figure 2(d) and the U(t) of the
3D Fermi gas in Figure 2(e).
As in the Bose condensate case, we employ the variational
ansatz
ψ(r, t) =
√
N√
π3/2σ3
exp
[
1
2
( r
σ
)2
− iβr2
]
. (A6)
Note the factor
√
N . The contrast to Eq. (A3) is due to the dif-
ferent normalization. The Euler-Lagrange equations provide
equations of motion for σ(t) and β(t). The two parameters are
not independent (β = − 12 σ˙σ , identical to the GP case). Elimi-
nating β, we get a single-parameter description. The equation
of motion for σ is
σσ¨+σ2− 1
σ2
− UN
2(
√
2πσ)3
− 43
(
3
5
)5/2 N2/3α
πσ2
= 0 , (A7)
and the energy equation is
E =
3N
4
[
1
σ2
+ σ˙2 + σ2
]
+
1
(2π)3/2
UN2
4σ3
+
(
3
5
)5/2 N5/3α
πσ2
.
(A8)
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