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1 | Introduction
1.1 Dynamical systems
Dynamical system theory is the branch of mathematics which studies the time
evolution of quantities which change according to a prescribed set of rules. Many
fundamental laws in physics are governed by such systems. For example, in ele-
mentary mechanics the motion of a point mass is governed by Newton’s second
law, which states that its acceleration is proportional to the force acting on it.
The quantities which change in time in this scenario are the position and veloc-
ity vectors of the point mass. The associated evolution rule is given by a second
order ordinary differential equation (ODE). In particular, the motion of the par-
ticle is completely determined by its initial position and velocity. Furthermore, in
this specific example, the quantities which evolve in time (the position and veloc-
ity vectors) are elements of a six dimensional (vector) space, which is commonly
referred to as the phase space of the dynamical system.
Another example from physics is the dynamical system generated by the so-
called heat equation, which is derived from Fourier’s law and models the tempera-
ture of a solid three dimensional body Ω ⊂ R3 as a function of time and space. In
this case, the quantity which changes in time is the temperature of the body, i.e.,
a real-valued function on Ω. The associated evolution rule is given by a partial dif-
ferential equation (PDE). A fundamental difference with the previous example is
that in this scenario the phase space, i.e., the space in which the evolving quantity
is contained, consists of (suitably chosen) real-valued functions on Ω and is thus
infinite dimensional.
In general, a dynamical system consists of a triple (X,T, ϕ), where X is usu-
ally a topological space with some additional structure (e.g. X could be a Banach
space or a manifold) and is referred to as the phase space, T ∈ {Z,N0,R,R≥0} is
an ordered set which is interpreted as time, and ϕ : T×X → X is an evolution rule
which governs the “motion” of elements in X in a continuous way. The evolution
rule ϕ, which is more commonly referred to as a flow, is required to specify the tra-
jectory or orbit {ϕ(t, x) : t ∈ T} of a point x uniquely and should leave points fixed
at t = 0. Formally, this corresponds to requiring that ϕ (t, ϕ (s, x)) = ϕ (t+ s, x)
and ϕ (0, x) = x for all t, s ∈ T and x ∈ X. While general dynamical system
theory deals with rather abstract situations, in this dissertation we are exclusively
concerned with continuous dynamical systems (i.e. T ∈ {R,R≥0}) generated by
1
differential equations.
1.1.1 Qualitative dynamical system theory
In most real-world applications the physical phenomena and corresponding models
are inherently nonlinear. This hampers a detailed study of the associated dynamics;
while linear differential equations admit explicit solution formulae, it is usually
impossible to find closed form expressions for solutions of nonlinear equations.
In applied settings, this issue arises already for seemingly “simple” problems. For
example, the famous three-body problem, which models the motion of three point
masses in three dimensional space under gravitational force, does not admit explicit
solution formulae. Poincaré proved this at the end of the nineteenth century and
raised the following question: how can one study nonlinear differential equations if
no explicit solutions are available? This question led to the development of modern
dynamical system theory as we know it today.
The central idea in dynamical system theory is to study qualitative dynamical
properties instead of explicit solution formulae. An example of a qualitative prop-
erty of a dynamical system is the characterization of the asymptotic behavior of
a typical orbit; does a generic orbit tend to oscillatory behavior, or to a steady
state, etc. To answer questions like these, one typically starts by studying local
dynamical properties, e.g., the existence of steady states and the dynamics in a
small neighborhood around them (which can be studied through linearization). A
more challenging task is the study of global dynamical objects, such as periodic
orbits, invariant manifolds and connecting orbits between them.
Altogether, the local dynamics and (non-)existence of global objects can be
used as a framework to establish more complicated dynamical phenomena through
forcing theorems. A well-known example is Shilnikov’s theorem, which states that
under certain (local) conditions, the existence of a homoclinic orbit (a global ob-
ject) enforces the existence of an infinite number of periodic orbits nearby. In
general, forcing theorems provide valuable insight into global dynamical behavior
and can answer questions such as whether a dynamical system is chaotic or not.
1.1.2 Validated computations for dynamical systems
The study of local dynamics is often still feasible with pen and paper for relatively
simple and low dimensional problems. However, the analysis of global objects,
such as the ones used in typical forcing theorems, is difficult (if not impossible)
to perform by hand. For this reason, one often resorts to numerical methods for
studying global dynamics. While numerical methods are extremely useful tools
for gaining valuable insight into complicated dynamics, which would otherwise be
impossible to obtain with merely a pen and paper analysis, the numerical results
produced by computers are not mathematically rigorous. In particular, numerical
results cannot be used as ingredients for forcing theorems. We will explain in the
next section in what sense standard numerical methods are not mathematically
rigorous. For now, it suffices to say that numerical methods “simulate” the true
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problem (similar to simulating a physical experiment) and do not solve the exact
mathematical problem.
The objective of this dissertation is to bridge the gap between standard numeri-
cal methods and mathematical analysis by developing validated numerical methods
for dynamical systems. In short, a validated numerical method is a theorem, in
the ordinary mathematical sense, whose hypotheses can be verified with the aid of
a computer. In particular, the results of a validated numerical method can be di-
rectly interpreted in a mathematically rigorous sense. This is to be contrasted with
theorems in numerical analysis, which guarantee the convergence of a numerical
algorithm provided the solution of a problem exists, as some computational param-
eter (e.g. a discretization size) goes to zero. While such theorems are extremely
useful for establishing the reliability of a numerical method, in mathematical anal-
ysis the existence of a solution is the very statement we are trying to prove. The
goal of a validated numerical method is to establish the existence of a true solution
directly from a numerical simulation. In addition, a validated numerical method
provides a rigorous upper bound for the error between the exact and approximate
solution, which traditional numerical methods usually do not provide.
The development of validated numerical methods is an active field and is not
restricted to dynamical system theory. It is outside the scope of this text to give
a comprehensive overview of the field. That being said, we mention three seminal
papers in the history of computer-assisted proofs for dynamical systems: in [45] the
universality of the Feigenbaum constant is established, in [55] it is shown that the
Lorenz system is chaotic, and finally in [69] the existence of the Lorenz attractor
is proven.
1.1.3 Non-rigorous numerical methods
In this section we describe a popular and effective strategy used in the develop-
ment of many numerical (and mathematical) methods. The validated numerical
methods developed in this thesis are all based on this strategy. The main idea is to
characterize the object of interest, e.g. a periodic or heteroclinic orbit, as a zero of
a mapping F : X → Y, where X and Y are suitably chosen vector spaces. To ensure
that the zero finding problem is well-posed, the map F needs to be constructed
in such a way that the zeros of interest are locally unique. The basic principle of
many numerical methods is then to construct a finite dimensional approximation
of F , which is amenable to numerical computations, and to approximate its zeros
by using Newton’s method.
Example 1.1.1 (Periodic orbits of finite dimensional ODEs). Suppose we wish
to compute a periodic orbit u of a smooth nonlinear vectorfield g : Rn → Rn. A
periodic orbit u : [0, L]→ Rn of g is characterized by
du
dt
= g (u) , t ∈ [0, L],
u(0) = u(L),
(1.1)
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where L > 0 is the (unknown) period. Since we seek for periodic orbits, we expand
u in the Fourier basis on [0, L]:
u(t) =
∑
k∈Z
ake
ikωt, ω =
2pi
L
.
Here {ak ∈ Cn : k ∈ Z} are the unknown Fourier coefficients of u, which need to
satisfy ak = a−k for all k ∈ Z, since u is real-valued.
Substitution of the Fourier expansion of u into (1.1) yields an infinite dimen-
sional system of algebraic equations for the angular frequency ω and the Fourier
coefficients (ak)k∈Z:
iωkak − ck(a) = 0, k ∈ Z.
Here (ck(a))k∈Z are the Fourier coefficients of the map
t 7→ g
(∑
k∈Z
ake
ikωt
)
.
Therefore, solutions of (1.1) can be characterized as zeros of the map
(ω, a) 7→ [iωkak − ck(a)]k∈Z , (1.2)
which satisfy the symmetry relation ak = a−k. There are many choices for the
domain (and range) of this map. Regardless of the specific choices, (1.2) induces
a mapping between infinite dimensional vector spaces.
Zeros of (1.2) are not locally unique, since solutions of (1.1) are invariant under
translations in time. To get rid of this translation symmetry, we need to introduce
a phase condition to fix the time parameterization of the orbit. For example, one
could require that the periodic orbit goes through a prescribed hyperplane (a
Poincaré section) at t = 0 by appending the equation
〈v, u(0)− u0〉 = 0, u0, v ∈ Rn,
to the system in (1.2). Here u0 ≈ u(0) and v ≈ u′(0) are fixed (numerically
determined) vectors which define a hyperplane.
Remark 1.1.2. In this example the domain and range of F : X → Y are infinite
dimensional sequence spaces. For a standard numerical method the exact choices
of X and Y (e.g. the choice of a norm) do no matter. For a validated numerical
method, however, the choice of X is extremely important, as it corresponds to the
choice of a functional analytic framework in which the numerical results are to be
interpreted (in a mathematically rigorous manner).
Let us henceforth assume that X and Y are infinite dimensional Banach spaces.
In practice, to define a finite dimensional approximation of F , we first construct
finite dimensional projections ΠX ,m : X → Xm and ΠY,m : Y → Ym, where
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Xm ⊂ X and Ym ⊂ Y are finite dimensional subspaces of dimension m ∈ N. The
choices of the projections correspond to the specific approximation techniques one
wants to use and depend heavily on the set up of the zero finding problem. For
instance, in Example 1.1.1, we would simply define the projections by truncating
the number of Fourier coefficients, i.e.,
ΠX ,m (ω, a) :=
[
ω a−K . . . aK
]T
,
where K ∈ N is a fixed truncation parameter. In this case m = 2(K+1) and ΠY,m
is defined in an analogous manner.
To emphasize the relationship between the choice of the mapping F , the finite
dimensional projections and corresponding numerical approximation schemes, note
that we could also have characterized solutions of (1.1) by integrating the equation
and setting up a zero finding map on a suitably chosen function space (the contin-
uous function on [0, L] for example). In this case, the finite dimensional projections
could correspond to linear spline approximations or high-order polynomial inter-
polations. Yet another approach would be to construct a zero finding map by using
approximation techniques based on other orthogonal bases than the trigonometric
polynomials (e.g. Legendre or Chebyshev polynomials).
After the finite dimensional projections have been chosen, we construct a finite
dimensional approximation Fm : Xm → Ym of F by
Fm := ΠY,m ◦ F ◦ΠX ,m|Xm .
Finally, we use a computer to determine an approximate zero xˆ ∈ Xm of Fm. The
main mathematical question which arises at this point is the following: does the
existence of an approximate zero xˆ of Fm imply the existence of a true zero x∗
of F? If so, how close is the approximate zero to the exact one? These questions
remain usually unanswered in traditional numerical methods.
1.2 Validated numerical methods
The field of validated numerics, commonly also referred to as rigorous numerics,
is concerned with the development of mathematical theorems whose hypotheses
can be verified with the aid of a computer. A successful application of such a
theorem is often referred to as a computer-assisted proof or CAP for short. A CAP
involves the construction of a carefully defined mathematical framework, tailored
to the problem at hand, in which errors induced by numerical approximations can
be analyzed in a mathematically rigorous manner. The approximation errors one
typically tries to manage are: (i) rounding errors which arise from the fact that
computers can only represent a finite subset of the real numbers, (ii) truncation
or discretization errors which are caused by replacing the exact problem with an
approximate one.
The first issue is related to how the computer performs arithmetic (and not to
the mathematical problem itself) and can be solved by using interval arithmetic,
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see Section 1.2.1. The second issue is highly nontrivial for nonlinear problems and
requires a careful analysis on paper. The main objective in this dissertation is to
develop mathematical methods for analyzing problems of the second type. The
general strategy used in this thesis to analyze such problems is outlined in Section
1.2.2.
1.2.1 Interval arithmetic
In this section we briefly address the issue of how one can infer mathematically
rigorous statements from numerical computations on a computer. We start by re-
calling the notion of floating point numbers and then introduce the basic principles
of interval arithmetic. The explanation is only meant to serve as a brief introduc-
tion and many details are omitted. The interested reader is referred to [58,65,70]
for a more comprehensive introduction.
Since computers have a limited amount of memory, they can only store a finite
subset of the real numbers. Therefore, on a computer most real numbers are ap-
proximated and do not have an exact representation. The standard arithmetic on
the computer, however, does not keep track of the approximation errors (which are
more commonly referred to as rounding errors). For this reason, the results from
standard computations on a computer cannot be used in mathematical arguments.
The idea of interval arithmetic is to overcome this problem by simply keeping track
of the rounding errors. To explain how this works, we first give a rough explanation
of how computers approximate real numbers and perform arithmetic on them.
Let β ∈ N≥2 and recall that any number x ∈ R can be written in the form
x = sign(x)
∞∑
j=0
xjβ
q−j , xj ∈ {0, . . . , β − 1} ,
where q ∈ Z, which is often abbreviated as
x = sign (x) · βq · (x0.x1x2 . . .)β . (1.3)
The representation in (1.3) is unique if one imposes the constraints that x0 6= 0,
i.e., the exponent q is minimal, and that for every k ∈ {l ∈ N0 : xl = β − 1} there
exists a j > k such that xj < β − 1. In this case, the sequence (x0.x1x2 . . .)β is
referred to as the mantissa of x with respect to the basis β. Modern computers
use the representation in (1.3) to store a finite subset of the real numbers of the
form
Fqmin,qmaxp,β :=
{
(−1)σ · βq · (x0.x1x2 . . . xp−1)β : σ ∈ {±1} , qmin ≤ q ≤ qmax,
0 ≤ xj ≤ βj − 1} ,
where qmin, qmax ∈ Z and p ∈ N. The elements in Fqmin,qmaxp,β are referred to as
floating point numbers. The number p is called the precision of the floating point
system Fqmin,qmaxp,β . In practice, computers also store special symbols for ±∞, which
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provide a systematic way for dealing with numbers that are too “large” (i.e. they
are bigger than the largest floating point number in Fqmin,qmaxp,β ).
Most computers use a binary floating point system, i.e., β = 2, and support
multiple floating point formats. Here a “floating point format” corresponds to the
choice of a set Fqmin,qmaxp,2 for specific values of qmin, qmax and p. The most commonly
used formats are the single and double precision format, which correspond to the
choices (qmin, qmax, p) = (−126, 127, 24) and (qmin, qmax, p) = (−1022, 1023, 53)
respectively. The protocols for how these formats should be stored and the exact
specifications of qmin, qmax and p are described in the IEEE 754 protocol, which
every computer-chip manufacturer has to comply to, see [58].
For notational convenience, write F∗ = Fqmin,qmaxp,2 ∪{±∞} and R∗ = R∪{±∞}.
To approximate elements in R∗ computers are equipped with so-called rounding
modes, which are order preserving mappings Rnd : R∗ → F∗ that leave elements in
F∗ fixed. In particular, all computers are equipped with the upward and downward
rounding modes 5,4 : R∗ → F∗ defined by
5(x) := max {y ∈ F∗ : y ≤ x} , 4(x) := min {y ∈ F∗ : y ≥ x} .
Note that x ∈ [5(x),4(x)] for any x ∈ R∗. These rounding modes are used to
define another rounding mode called “round to nearest”, which associates to a real
number x the closest floating point number in F∗ (see Remark 1.2.1 for a more
precise definition). This is the default rounding mode used on most computers.
Remark 1.2.1. Modern computers use a rounding mode Rnd2 : R∗ → F∗ called
round to nearest even, which is defined by
Rnd2 (x) :=

5(x), x < 1
2
(5(x) +4(x)) ,
4(x), x > 1
2
(5(x) +4(x)) .
In the rare case that x =
1
2
(5(x) +4(x)), one uses the upward rounding mode if
the last binary digit of 4(x) is one, and the downward rounding mode otherwise,
in order to ensure an unbiased rounding near zero (see [58] for a more thorough
discussion).
A crucial shortcoming of the set F∗ is that it is not closed under the elementary
operations ? ∈ {+,−, /, ·}. For this reason, each elementary operation ? is replaced
with an approximation ? : F∗×F∗ → F∗. More precisely, for each rounding mode
Rnd ∈ {5,4} and operation ? ∈ {+,−, /, ·}, there is a corresponding operation
? Rnd such that x ? Rndy = Rnd (x ? y) for all x, y ∈ F∗. That is, the result of
x ? Rndy is the same as if we were to apply the exact operation ? to x and y and
then used the rounding mode. The reader is referred to [58] for more details.
As mentioned before, most real numbers do not have an exact representation in
F∗. The idea of interval arithmetic is to solve this problem by replacing the floating
point approximation of a real number x with the interval [5(x),4(x)] and to “lift”
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the elementary operations ? to intervals. To be more precise, let IF∗ denote the set
of intervals with endpoints in F∗. Then the idea is to construct for each elementary
operation ? ∈ {+,−, /, ·} a corresponding operation ? : IF∗× IF∗ → IF∗ such that
{x1 ? x2 : x1 ∈ I1, x2 ∈ I2} ⊂ I1 ? I2, ∀I1, I2 ∈ IF∗. (1.4)
In particular, if I1, I2 ∈ IF∗ are enclosures for real numbers x, y ∈ R∗, respectively,
then the true outcome of x ? y is contained in I1 ? I2. Hence, with the aid of
interval arithmetic, one can verify inequalities on the computer and thus perform
(computer-assisted) mathematical analysis.
To illustrate how simple it is to define arithmetic on IF∗, we explain how one
can define addition. Suppose x ∈ I1 = [x1, x2], y ∈ I2 = [y1, y2], where x, y ∈ R∗
and I1, I2 ∈ IF∗. Then clearly
x+ y ∈ [5 (x1 + y1) ,4 (x2 + y2)] ∈ IF∗.
Hence it is natural to define addition + on IF∗ by
[x1, x2] + [y1, y2] := [5 (x1 + y1) ,4 (x2 + y2)] .
Subtraction, multiplication and division can all be defined in an analogous manner.
Finally, we remark that there are many software packages and libraries which
support interval arithmetic; we mention BIAS, CAPD [2] (which includes a com-
prehensive C++-library for validated numerical computations for both discrete and
continuous-time dynamical systems) and Intlab [66] to name a few. In particu-
lar, the validated numerical methods in this dissertation are all implemented in
Matlab using the Intlab package, see [67].
1.2.2 A verification method based on Newton’s method
The validated numerical methods in this dissertation are all based on establishing
the existence of a zero of a mapping F : X → Y by using the methodology first
developed in [27, 84]. The main idea is to begin by computing an approximate
zero xˆ of a finite dimensional reduction Fm of F with the aid of a computer
(see Section 1.1.3). Next, a mixture of analysis on paper and (floating point)
computations on the computer are used to construct a Newton-like map T whose
fixed points correspond to zeros of F . Finally, the hypotheses of the contraction
mapping principle are translated into a finite number of inequalities, which (if
satisfied) prove that T is a contraction in a neighborhood of the approximate
solution xˆ. An important property of these inequalities is that they can be verified
with the aid of interval arithmetic.
We stress that there exist many validated numerical methods which are based
on Newton’s method. It is out of the scope of this text to give a complete overview
of such methods and refer the reader to [6, 7, 15, 16, 19, 56, 63, 71, 75] for more
examples.
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The classical Newton method
To give a more precise description of the verification method used in this disser-
tation, we first review Newton’s method and explain why it is so effective. To
this end, let F : X → Y be a smooth map, say at least of class C2, between
Banach spaces and suppose x∗ is a zero. Furthermore, assume that the Fréchet
derivative of F is invertible at x∗. Then there exists a radius r > 0 such that
F−1(0) ∩ Br (x∗) = {x∗}, where Br (x∗) is the closed ball of radius r centered at
x∗. In particular, we may assume without loss of generality thatDF (x) is invertible
for all x ∈ Br (x∗).
Newton’s method is based on the following heuristic observation: if x0 ∈
Br (x
∗)\{x∗} and r is sufficiently small, then the solution of the linearized equation
F (x0) +DF (x0) (x− x0) = 0
should be a more accurate approximation of x∗ than x0. Hence the sequence of
iterations xk+1 = N (xk), where k ∈ N0 and N : Br (x∗)→ X is the Newton map
defined by
N(x) := x− [DF (x)]−1 F (x) ,
is expected to converge to x∗ for any x0 ∈ Br (x∗). This iteration scheme is referred
to as Newton’s method. Note that zeros of F in Br (x∗) correspond to fixed points
of N and vice versa. In particular, x∗ is the unique fixed point of N in Br (x∗),
since x∗ is the only zero of F in Br (x∗).
A more precise explanation of why Newton’s method works and is so effective
is that the Newton map N becomes an “arbitrarily strong” contraction as one gets
closer to x∗. An exact formulation of this statement is given in the theorem below.
Theorem 1.2.2 (Newton’s method). Suppose F ∈ C2 (X ,Y) and x∗ is a zero of
F . If DF (x∗) is invertible, then for any ε > 0 there exists a radius r > 0 such
that the Lipschitz constant of N on Br (x∗) is strictly below ε. In particular, x∗ is
a locally unique zero of F .
Proof. Let x ∈ Br (x∗) be arbitrary and observe that
DF (x)N(x) = DF (x)x− F (x).
Since N is continuously differentiable on Br (x∗) (because DF is), we may use the
Leibniz rule to differentiate both sides of the above expression, which yields
D2F (x) [h,N(x)] +DF (x)DN (x)h = D2F (x) [h, x] , ∀h ∈ X .
Substitution of x = x∗ in the latter equation yields
DF (x∗)DN (x∗)h = 0, ∀h ∈ X ,
since N (x∗) = x∗. Therefore, DN (x∗) = 0, since DF (x∗) is injective. This proves
the statement, since N is C1.
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Remark 1.2.3. The assumptions of this theorem can be relaxed, One can assume
for instance that F ∈ C1 (X ,Y) and that DF is Lipschitz (with some specific
constraints). The exact conditions are stated in the Newton-Kantorovich Theorem
[57].
A Newton-like method
The verification methods developed in this thesis are all founded on the same basic
idea. Namely, if we have numerical evidence for the existence of a (isolated non-
degenerate) zero x∗ of F , then by Theorem 1.2.2 we should be able to rigorously
prove this by establishing the contractivity of N in a small neighborhood Br (xˆ)
of an approximate (numerically obtained) zero xˆ. In order for this strategy to be
successful, the approximate zero xˆ should be sufficiently accurate and the neigh-
borhood Br (xˆ) should not be too small, since it should contain the exact zero
x∗.
For nonlinear problems it is usually difficult to directly prove that the Newton
mapping N is a contraction. The main obstacle is the analysis of the nonlinear
map x 7→ [DF (x)]−1. To overcome this issue, we exploit the fact that the contrac-
tion rate of N keeps improving as we get closer to x∗. More precisely, since the
contraction rate gets arbitrarily strong as we approach x∗, we expect that if we
perturb N a little bit, the resulting map T is still a contraction (although with
a weaker contraction rate) on Br (xˆ) for some sufficiently small r > 0. Hence, to
make the analysis feasible, we may replace the exact inverse [DF (x)]−1 with an
approximate inverse which is easier to analyze.
In practice, to get rid of the nonlinear dependence of [DF (x)]−1 on x , we
use a fixed approximate inverse A ≈ [DF (xˆ)]−1 and define a Newton-like map
T : X → X by
T := IX −AF,
where IX : X → X is the identity on X . This idea is common in traditional numeri-
cal analysis where one typically uses approximate inverses to reduce computational
costs. Note that if A is injective, then as before, fixed points of T correspond to
zeros of F and vice versa.
The construction of A consists of a mixture of analysis on paper and numerical
(floating point) computations on the computer. In particular, the definition of A
is based on the assumption that in a neighborhood of x∗ the behavior of F can be
governed by a sufficiently accurate finite dimensional approximation Fm : Xm →
Ym, where Xm ⊂ X and Ym ⊂ Y are finite dimensional subspaces (see Section
1.1.3). In fact, this assumption is the whole reason why it makes sense to perform
numerical simulations in the first place. To make the discussion more precise, set
ΠX ,∞ := IX −ΠX ,m, ΠY,∞ := IY −ΠY,m,
where IX : X → X and IY : Y → Y are the identity operators on X and Y,
respectively. Then by using the decompositions
X = ΠX ,m (X )⊕ΠX ,∞ (X ) , Y = ΠY,m (Y)⊕ΠY,∞ (Y) ,
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we can write
DF (x∗) =
[
ΠY,mDF (x∗) ΠX ,m ΠY,mDF (x∗) ΠX ,∞
ΠY,∞DF (x∗) ΠX ,m ΠY,∞DF (x∗) ΠX ,∞
]
.
The assumption that the behavior of F near x∗ is governed by Fm corresponds to
the assertions that Fm and F −Fm are small near x∗ and that the contribution of
the operators
ΠY,mDF (x∗) ΠX ,∞ and ΠY,∞DF (x∗) ΠX ,m
is negligible, i.e., the associated operator norms are relatively small.
The construction of A : Y → X is based on the latter assumptions, which give
rise to the approximation
[DF (x∗)]−1 ≈
[DFm (xˆ)]−1 0
0 [ΠY,∞DF (xˆ) ΠX ,∞]
−1
 .
In applications, we use the computer to determine an approximate inverse Am ≈
[DFm (xˆ)]
−1 for the finite dimensional part of the problem. For the infinite dimen-
sional part, we construct a linear operator A∞ : ΠY,∞ (Y) → ΠX ,∞ (X ), which
approximates the “dominant” part of the operator ΠY,∞DF (xˆ) ΠX ,∞. The exact
choice for A∞ depends on the specific problem at hand. Finally, we set
A :=
[
Am 0
0 A∞
]
.
Example 1.2.4. In Example 1.1.1, a natural choice for A∞ is
[A∞(a)]k := (iωˆk)
−1
ak, |k| ≥ K + 1,
where ωˆ is a numerical approximation of the angular frequency of the periodic
orbit.
Finally, to establish that T is a contraction, we determine the quality of the
approximate zero xˆ and compute an upper bound for the Lipschitz constant of
T on Br (xˆ). The quality of the approximate zero is determined by computing
a bound for the residual ‖T (xˆ)− xˆ‖X . The Lipschitz constant is analyzed by
computing a upper bound for ‖DT (x)‖B(X ,X ) on Br (xˆ), which involves a rigorous
analysis of the error between the exact and approximate inverse at xˆ. Since the
radius r of the ball on which T is a contraction is a priori unknown, we keep it
as an additional parameter in the estimates. Altogether, this information can be
used to determine a neighborhood Br (xˆ) on which T is a contraction. The exact
conditions to be checked are stated in the theorem below, which is often referred
to as a parameterized Newton-Kantorovich method.
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Theorem 1.2.5 (Parameterized Newton-Kantorovich method). Let T : X → X
be a Frećhet differentiable mapping and xˆ ∈ X . Suppose there exists bounds Y ≥ 0
and Z : [0,∞)→ [0,∞) such that
‖T (xˆ)− xˆ‖X ≤ Y,
sup
h∈B1(0)
‖DT (xˆ+ rh)‖B(X ,X ) ≤ Z (r) .
If there exists a radius rˆ > 0 such that
Z (rˆ) rˆ + Y < rˆ, (1.5)
then T : Brˆ (xˆ)→ Brˆ (xˆ) is a contraction.
Proof. The proof is straightforward, see [84] for instance.
Remark 1.2.6. In the literature, this theorem is frequently referred to as the radii-
polynomial approach. The reason for this terminology is that the bound Z(r) can
be defined as a polynomial in r. To see this, suppose F ∈ CM (X ,Y) for some
M ∈ N≥2. Let h ∈ B1(0) be arbitrary, then a Taylor-expansion shows that
DT (xˆ+ rh)
=
M−2∑
j=0
rj
j!
Dj+1T (xˆ)hj + rM−1
∫ 1
0
(1− τ)M−2
(M − 2)! D
MT (xˆ+ τrh)hM−1dτ,
where we have used the abbreviation
Dj+1T (xˆ)hj = Dj+1T (xˆ)
h, . . . , h︸ ︷︷ ︸
j times
, ·
 .
In applications, we choose an a-priori upper bound r∗ ≥ r > 0 for the unknown
radius so that we can estimate
‖DT (xˆ+ rh)‖B(X ,X ) ≤
M−2∑
j=0
rj
j!
∥∥Dj+1T (xˆ)hj∥∥B(X ,X )
+
rM−1
(M − 1)! supτ∈[0,1]
r∈(0,r∗]
∥∥DMT (xˆ+ τrh)hM−1∥∥B(X ,X ) .
This shows that Z(r) can be defined as a polynomial in r. In practice, we often use
M = 2 and construct a first order polynomial Z(r) which satisfies
Z(r) ≥ ‖IX −ADF (xˆ)‖B(X ,X ) + r sup
τ∈[0,1]
r∈(0,r∗]
∥∥AD2F (xˆ+ τrh) [h, ·]∥∥B(X ,X )
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for all h ∈ B1(0). The inequality in (1.5) can then be verified by determining
an interval on which the quadratic radii polynomial p(r) := (Z(r)− 1) r + Y is
negative.
Remark 1.2.7. In practice, we find an interval [rmin, rmax] on which (1.5) is
satisfied. The radius rmin yields information about the quality of the approximate
solution. The radius rmax yields information about the size of the largest neighbor-
hood in which the exact solution is unique.
Theorem 1.2.5 replaces the problem of solving an equation in a Banach space
with the problem of verifying a single inequality. Hence, if we construct the bounds
Y and Z(r) in such a way that they are computable, i.e., they can be constructed
with the aid of interval arithmetic, we can rigorously verify the conditions of
Theorem 1.2.5 on a computer. In the end, this is what all our computer-assisted
proofs boil down to: the verification of a finite number of inequalities.
1.3 Example: Chebyshev series for delay
differential equations
In this section we illustrate the ideas presented in Section 1.2.2 in more detail by
considering an explicit example. We consider the following initial value problem:
du
dt
(t) = g (u (t− τ) , u(t)) , t ∈ [0, τ ] ,
u(t) = u0(t), t ∈ [−τ, 0] ,
(1.6)
where g : R2 → R is a polynomial, τ > 0, and u0 : [−τ, 0] → R is a prescribed
initial condition. The equation in (1.6) is referred to as a delay differential equation
(DDE), or just simply as a delay equation, with constant delay τ . In this section we
present a computer-assisted framework for solving (1.6) with the aid of Chebyshev
series. This example is complementary to the ODEs and PDEs considered in the
main body of this thesis. It showcases the versatility of these Chebyshev-based
techniques.
Remark 1.3.1. Delay equations are fundamentally different from ODEs. The
main difference is that u′(t) does not only depend on the value of u at time t, but
also on the “history” of u in [t− τ, t]. Therefore, in order for (1.6) to be well-posed,
one has to prescribe a function on [−τ, 0] rather than just an initial value at t = 0.
As a consequence, the phase space of the dynamical system generated by (1.6) is
a function space and thus infinite dimensional. In particular, (1.6) generates a
semi-flow on C ([−τ, 0] ,R), see [42] for instance.
Chebyshev series We start by giving a brief introduction into the theory of
Chebyshev series. The Chebyshev polynomials Tk : [−1, 1] → R of the first kind
are defined by the relation Tk (cos θ) = cos (kθ), where k ∈ N0 and θ ∈ [0, pi],
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and constitute a non-periodic analog of the Fourier cosine basis. In particular,
Chebyshev and Fourier cosine series have similar convergence properties. For the
objective in this section it suffices to know that for any analytic function f :
[−1, 1] → R there exist unique coefficients (fk)k∈N0 ∈ RN0 , which decay at a
geometric rate to zero, such that
f = f0 + 2
∞∑
k=1
fkTk. (1.7)
The coefficients (fk)k∈N0 are referred to as the Chebyshev coefficients of f .
Remark 1.3.2. Note that (1.7) is, up to a coordinate transformation, a Fourier
cosine series. This is the motivation for using the factor 2 in front of the coef-
ficients (fk)k∈N. With this convention the Chebyshev coefficients of the product
of two Chebyshev expansions is given directly (without a rescaling factor) by the
symmetric discrete convolution.
Throughout this section we shall use the following properties of the Chebyshev
polynomials:
Tk1Tk2 =
1
2
(
Tk1+k2 + T|k1−k2|
)
, k1, k2 ∈ N0, (1.8)
dTk
dt
(t) =
k
1− T2(t) (Tk−1(t)− Tk+1 (t)) , k ∈ N, t ∈ (−1, 1), (1.9)
Tk (−1) = (−1)k, Tk(1) = 1, k ∈ N0. (1.10)
These relations are direct consequences of the fact that the Chebyshev polynomials
are, up to a coordinate transformation, just cosines.
An equivalent zero finding problem Next, we set up an equivalent zero
finding problem for (1.6) by using Chebyshev series. To this end, observe that
(1.6) is equivalent to
du˜
dt
(t) =
τ
2
g (u˜0(t), u˜(t)) , t ∈ [−1, 1],
u˜0(1) = u˜ (−1) ,
(1.11)
where u˜0 : [−1, 1] → R is some prescribed analytic function. Indeed, if u˜ solves
(1.11), then u(t) := u˜
(
2t
τ − 1
)
solves (1.6) with initial condition
u0(t) := u˜0
(
2
τ
(t+ τ)− 1
)
.
The implication in the other direction is similar. We rescaled the time domains
[−τ, 0] and [0, τ ] to [−1, 1] for the sake of convenience, since this is the canonical
domain of the Chebyshev polynomials.
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Let a0 =
(
a0k
)
k∈N0 and a = (ak)k∈N0 denote the Chebyshev coefficients of u˜0
and u˜, respectively, i.e.,
u˜0 = a
0
0 + 2
∞∑
k=1
a0kTk, u˜ = a0 + 2
∞∑
k=1
akTk. (1.12)
Since we are solving an initial value problem, we assume that a0 is a-priori known.
Let c
(
a0, a
)
=
(
ck
(
a0, a
))
k∈N0 denote the Chebyshev coefficients of the map t 7→
g (u˜0(t), u˜(t)), i.e.,
g (u˜0(t), u˜(t)) = c0
(
a0, a
)
+ 2
∞∑
k=1
ck
(
a0, a
)
Tk(t), t ∈ [−1, 1].
Remark 1.3.3. If {gα : α ∈ A} ⊂ R, where A ⊂ N20, are the coefficients of g in
the monomial basis, then
c (b, a) =
∑
α∈A
gαb
α1aα2 , (1.13)
where for notational convenience we have written b = a0. The products in (1.13)
are understood to be the symmetric discrete convolution (see Chapters 2 and 3 for
a more thorough discussion).
Substitution of the above expansions into (1.11) shows that
du˜
dt
= 2
∞∑
k=1
ak
dTk
dt
=
2
1− T2
( ∞∑
k=0
(k + 1)ak+1Tk −
∞∑
k=2
(k − 1)ak−1Tk
)
=
τ
2
(
c0 + 2
∞∑
k=1
ckTk
)
, (1.14)
where we used (1.9) and the abbreviation ck = ck
(
a0, a
)
. Furthermore,
(1− T2)
(
c0 + 2
∞∑
k=1
ckTk
)
= (1− T2) c0 − c1T1 + 2
∞∑
k=1
ckTk −
∞∑
k=3
ck−2Tk −
∞∑
k=0
ck+2Tk (1.15)
by (1.8). Collecting terms in (1.14) and (1.15) of the same order yields the following
infinite dimensional system of algebraic equations for the Chebyshev coefficients
of u˜:
kak − τ
4
(
ck−1
(
a0, a
)− ck+1 (a0, a)) = 0, k ∈ N.
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Moreover, the equation u˜0(1) = u˜(−1) is equivalent to
(
a0 − a00
)
+ 2
∞∑
k=1
(
(−1)k ak − a0k
)
= 0
by (1.10).
We are now ready to set up an equivalent zero finding problem for (1.6). We
start by defining an appropriate domain for the zero finding map F . Since solutions
of (1.6) are analytic, the Chebyshev coefficients of u˜ decay at a geometric rate to
zero. For this reason, we define the domain of F to be the space of geometrically
decaying sequences with some prescribed minimal decay rate. More precisely, let
ν > 1 and set `1ν :=
{
a ∈ RN0 : ∑∞k=0 |ak| νk <∞}. We endow this space with the
norm
‖a‖ν := |a0|+ 2
∞∑
k=1
|ak| νk, (1.16)
which turns it into a Banach space.
Remark 1.3.4. The space `1ν is used extensively throughout this dissertation. The
choice for the particular norm in (1.16) is twofold. First, it turns `1ν into a Banach
algebra with respect to the symmetric discrete convolution. In particular, it follows
from this observation that c : `1ν × `1ν → `1ν . Secondly, the computation of operator
norms with respect to a weighted `1-norm is relatively easy. We refer the reader to
Chapter 3 for a more detailed and comprehensive discussion.
Definition 1.3.5 (Chebyshev map for delay equations I). Let 1 < ν˜ < ν and
a0 ∈ `1ν . The Chebyshev map F : `1ν → `1ν˜ for (1.6) is defined by
(F (a))k :=

(
a0 − a00
)
+ 2
∞∑
l=1
(
(−1)l al − a0l
)
, k = 0,
kak − τ
4
(
ck−1
(
a0, a
)− ck+1 (a0, a)) , k ∈ N.
Remark 1.3.6. The map F is well-defined, since (kak)k∈N0 ∈ `1ν˜ for any a ∈ `1ν
and 1 < ν˜ < ν, and c : `1ν × `1ν → `1ν .
Remark 1.3.7. Recall from Section 1.2.2 that the strategy for proving the exis-
tence of a zero of F is to construct a fixed point map from `1ν into itself. For this
reason, the weight ν˜ is irrelevant; it is only introduced to specify the codomain of
F .
We now have the following result by construction:
Proposition 1.3.8. Let a ∈ `1ν and define u˜ and u˜0 as in (4.10). Then F (a) =
0 if and only if u(t) := u˜
(
2t
τ − 1
)
solves (1.6) with initial condition u0(t) :=
u˜0
(
2
τ (t+ τ)− 1
)
.
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An equivalent fixed-point problem Next, we set up an equivalent fixed-point
problem for (1.6) by constructing a Newton-like map for F . We begin by defining
an appropriate finite dimensional reduction amenable to numerical computations.
To this end, let N ∈ N be a given truncation parameter and define ΠN : `1ν → `1ν
by
(ΠN (a))k :=
ak, 0 ≤ k ≤ N − 1,
0, k ≥ N.
Remark 1.3.9. In practice, we use the identification
ΠN (a) '
[
a0 . . . aN−1
]T ∈ RN
and identify ΠN
(
`1ν
) ' RN .
Definition 1.3.10 (Finite dimensional reduction). The finite dimensional reduc-
tion FN : RN → RN of F is defined by
FN = ΠN ◦ F ◦ΠN |RN .
We will construct a Newton-like map for F by using a combination of numerical
computations and analysis on paper. To this end, assume that we have computed
an approximate zero aˆ ∈ RN of FN and an approximate injective inverse AN of
DFN (aˆ) with the aid of a computer. Observe that
[DF (aˆ)h]k = khk −
τ
4
(
Dck−1
(
a0, aˆ
)
h−Dck+1
(
a0, aˆ
)
h
)
, k ∈ N.
In particular, we expect that [DF (aˆ)h]k ≈ khk for k sufficiently large, which
motivates the following definition:
Definition 1.3.11 (Approximate inverse). The approximate inverse A : `1ν → `1ν
of DF (aˆ) is defined by
Ah :=

AN
N−1
(N + 1)−1
. . .


ΠN (h)
hN
hN+1
...

.
Remark 1.3.12. Observe that A is injective, since AN is. Furthermore, note that
AF (a) ∈ `1ν for any a ∈ `1ν .
We are now ready to define a Newton-like map for F based at aˆ:
Definition 1.3.13 (Newton-like map). The Newton-like map T : `1ν → `1ν for F
based at aˆ is defined by T := I −AF , where I : `1ν → `1ν is the identity on `1ν .
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Note that F (x) = 0 if and only if T (x) = x, since A is injective. As mentioned
before in Section 1.2.2, the idea is to establish the existence of a fixed point of T by
verifying the conditions of Theorem 1.2.5 with the aid of a computer. At this point
we refer the reader to Chapter 3, where we have analyzed a very similar fixed-point
problem for ODEs. The only difference between the fixed-point problem in this
section and the one in Chapter 2 is the appearance of a0 in the map c, which plays
the role of a fixed parameter, not a variable. In particular, the necessary machinery
for constructing the Y and Z-bounds is developed in full detail in Chapter 3.
Long time integration Finally, we explain how to validate solutions of (1.6)
for large integration times by solving the initial value problem
du
dt
(t) = g (u (t− τ) , u(t)) , t ∈ [0, κτ ] ,
u(t) = u0(t), t ∈ [−τ, 0] ,
(1.17)
where κ ∈ N. The key observation is that (1.17) is equivalent to the system of
differential equations
(Pj)

du˜j
dt
(t) =
τ
2
g (u˜j−1(t), u˜j(t)) , t ∈ [−1, 1] ,
u˜j−1(1) = u˜j(−1),
1 ≤ j ≤ κ,
where u˜0 : [−1, 1] → R is some prescribed function. Indeed, if (u˜j)κj=1 solves
(Pj)
κ
j=1, then a straightforward computation shows that
u(t) :=
κ∑
j=0
u˜j
(
2
τ
(
t− (j − 1) τ)− 1)1[(j−1)τ, jτ ](t), t ∈ [−τ, κτ ] , (1.18)
solves (1.17). Altogether, the computations in the previous paragraph yield the
following zero finding map for (1.17):
Definition 1.3.14 (Chebyshev map for delay equations II). Let 1 < ν˜ < ν and
a0 ∈ `1ν . The Chebyshev map Fκ :
∏κ
j=1 `
1
ν →
∏κ
j=1 `
1
ν˜ for (1.17) is defined by
Fκ(a) :=
(
f1
(
a1
)
, f2
(
a1, a2
)
, . . . , fκ
(
aκ−1, aκ
))
,
where a =
(
a1, . . . , aκ
)
and f1 : `1ν → `1ν˜ , fj : `1ν × `1ν → `1ν˜ are given by
(
fj
(
aj−1, aj
))
k
:=

(
aj0 − aj−10
)
+ 2
∞∑
l=1
(
(−1)l ajl − aj−1l
)
, k = 0,
kajk −
τ
4
(
ck−1
(
aj−1, aj
)− ck+1 (aj−1, aj)) , k ∈ N,
for 2 ≤ j ≤ κ. The formula for j = 1 is the same, but f1 only depends on one
variable.
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As before, the following result holds by construction:
Proposition 1.3.15. Let a =
(
a1, . . . , aκ
) ∈∏κj=1 `1ν , set
u˜j := a
j
0 + 2
∞∑
k=1
ajkTk, 0 ≤ j ≤ κ,
and define u : [−τ, κτ ] as in (1.18). Then Fκ(a) = 0 if and only if u solves (1.17).
The finite dimensional reduction, approximate inverse and Newton-like map for
Fκ are all defined analogously by using the definitions for κ = 1 component wise.
We refer the reader again to Chapter 3 for the details, where we have performed
a very similar analysis. The main difference here is that for 2 ≤ j ≤ κ the map
c depends on two variables (aj−1 and aj) instead of one; the necessary tools for
dealing with this are developed in full detail in Chapter 3.
1.4 Outline of this thesis
The main objective in this thesis is to develop generally applicable validated nu-
merical methods for the computation of invariant objects in differential equations.
This includes the validated computation of periodic orbits, (un)stable manifolds
and connecting orbits in nonlinear ODEs, as well as the validation of solutions
of parabolic semilinear PDEs. By “generally applicable” we mean that both the
mathematics and code are developed in full detail for a general class of differential
equations. This is to be contrasted with the development of validated numerical
methods whose sole purpose is to solve a specific problem. The two approaches are
complementary. On the one hand, a general purpose method enables one to study
a broad class of problems with relative ease. On the other hand, if one wishes
to “push” the results for a specific problem, it is more advantageous to develop a
method which exploits the “special” structure (if any) of the equation at hand.
A common theme in this dissertation is the use of spectral methods to analyze
solutions of differential equations. In a nutshell, a spectral method corresponds
to a method which is based on using an orthogonal set of basis functions, e.g.
the Legendre or Fourier basis. The methods in this dissertation are all based on
Chebyshev approximations, which constitute a non-periodic analog of Fourier co-
sine approximations. This particular choice is motivated by the fact that Cheby-
shev approximations of non-periodic functions converge at a near to optimal rate
under relatively mild smoothness conditions, see [68] for instance.
We now proceed with a brief outline of the contents of this thesis. Chapters 2
and 3 are concerned with validated computations for finite dimensional dynami-
cal systems generated by ODEs. The fourth and final chapter is concerned with
validated computations for infinite dimensional dynamical systems generated by
(scalar) parabolic PDEs. As mentioned before, all the verification methods in this
dissertation are based on setting up an appropriate zero finding problem and a
corresponding Newton-like map by using the methodology described in Section
1.2.2.
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Chapter 2 In this chapter we present a computer-assisted procedure for validat-
ing analytic solutions of nonlinear ODEs by using Chebyshev series and domain
decomposition. The method is developed for problems of the form
du
dt
= g (u, λ0) , t ∈ [0, L],
G (u(0), u(L), λ1) = 0,
(1.19)
where g : Rn × Rn0 → Rn is a general quadratic polynomial vectorfield in a
n-dimensional phase space, which may depend on a parameter λ0 ∈ Rn0 . The
function G : Rn × Rn × Rn1 → Rnb represents a collection of nb boundary condi-
tions, which may depend on a parameter λ1 ∈ Rn1 . The main strategy is to set
up (and solve) an equivalent zero finding problem for (1.19) on a space of geomet-
rically decaying sequences by using Chebyshev series and domain decompsition.
The novelty of the proposed method is the use of Chebyshev series in combination
with domain decomposition. In particular, a heuristic procedure based on the the-
ory of Chebyshev approximations for analytic functions is presented to construct
efficient grids for validating solutions of (1.19). The effectiveness of the method
is demonstrated by validating long periodic and connecting orbits in the Lorenz
system for which validation without domain decomposition is not feasible.
While all the necessary details for proving the existence of solutions of (1.19)
are presented, the main emphasis in this chapter is on the development of an
efficient algorithm for performing domain decomposition. This is the reason why
we restricted our attention to quadratic polynomial vectorfields. Generalization to
higher order polynomial vectorfields is straightforward and is explained in detail
in Chapter 3.
Chapter 3 In the third chapter we develop a general computer-assisted frame-
work for proving the existence of transverse heteroclinic orbits connecting hyper-
bolic equilibria of polynomial vectorfields. To accomplish this, we consider the
following system of equations:
du
dt
= g (u) , t ∈ [0, L],
u(0) = P (θ) ,
u(L) = Q (φ) ,
(1.20)
where
• g : Rn → Rn is an arbitrary polynomial vectorfield in an n-dimensional phase
space.
• P is a parameterization of a nu-dimensional local unstable manifold of a
hyperbolic equilibrium p0 ∈ Rn. The coordinates on the associated chart are
denoted by θ ∈ Rnu .
20
• Q is a parameterization of a ns-dimensional local stable manifold of a hy-
perbolic equilibrium q0 ∈ Rn. The coordinates on the associated chart are
denoted by φ ∈ Rns .
• We assume that nu + ns = n + 1, which is a necessary condition for the
existence of a tranverse connecting orbit between p0 and q0.
• L > 0 is the time of flight needed to travel between the (un)stable manifolds.
The unknowns in this problem are the orbit u, the parameterizations P and Q,
and the coordinates θ and φ.
The main idea is to compute high-order Taylor approximations of local charts
on the (un)stable manifolds by using the Parameterization Method [18, 75] and
to use Chebyshev series to parameterize the orbit in between. The existence of a
connecting orbit is then characterized as a locally unique zero of a map F . To be
more precise, the zero finding problem consists of determining the unstable and
stable eigenvalues of Dg (p0) and Dg (q0), respectively, the Taylor coefficients of
P and Q, the coordinates θ and φ on the (un)stable manifolds and the Chebyshev
coefficients of u. The novelty of the proposed method is that the (un)stable mani-
folds and connecting orbit in between are validated simultaneously. In particular,
this approach is particularly well-suited for performing validated continuation of
connecting orbits in ODEs, which is a topic of future research.
The estimates in Chapter 2 for solving u′ = g(u) were only developed in de-
tail for quadratic polynomials. In this chapter we extend these estimates in full
generality to deal with polynomials of any order. An additional benefit of this
more general and somehow more natural viewpoint is that it resulted in somewhat
sharper estimates.
The effectiveness of the method is demonstrated by validating transverse con-
necting orbits in four-dimensional ODEs, which arise from studying traveling waves
in scalar parabolic PDEs. In particular, we prove the existence of traveling waves
for a fourth order scalar parabolic PDE (an extended Fisher-Kolmogorov equation)
and for a system of two scalar second order reaction-diffusion equations (Lotka-
Volterra).
Chapter 4 In the fourth and final chapter we present a computer-assisted pro-
cedure for validating solutions of (scalar) semilinear parabolic PDEs, which can
be extended periodically in space. We consider initial value problems of the form
∂u
∂t
=
R∑
j=1
βj
∂2ju
∂x2j
+ g (u) , t ∈ (0, L), x ∈ (0, pi) ,
∂u
∂x
(t, 0) =
∂u
∂x
(t, pi) = 0, t ∈ [0, L],
u (0, x) = f (x) , x ∈ [0, pi] .
(1.21)
Here g : R→ R is an arbitrary polynomial, L > 0 is a prescribed integration time,
f : R→ R is an analytic 2pi-periodic even function and R ∈ N. In order to ensure
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that (1.21) generates a semi-flow, we assume that βR < 0 if R is even and βR > 0
if R is odd.
The strategy is to first recast (1.21) into an equivalent infinite dimensional
system of ODEs on a space of geometrically decaying sequences by using a Fourier
cosine expansion in space. We then set up an equivalent zero finding problem by
integrating the infinite dimensional system of ODEs with the variation of constants
formula. A finite dimensional reduction of the zero finding problem is defined by
approximating the dynamics of a finite number of Fourier coefficients with the
aid of Chebyshev interpolation in time. A fundamental difference of the method
developed in this chapter, compared to the methods developed in the previous
chapters, is that the zero-finding problem is posed on a function space instead of
a sequence space.
The effectiveness of the method is demonstrated by validating solutions of
(1.21) for relatively large integration times for a second order PDE (Fisher’s equa-
tion) and a fourth order PDE (the Swift-Hohenberg equation).
1.5 Conclusions and future work
In Chapters 2 and 3 of this thesis we have developed generally applicable validated
numerical methods for ODEs, which includes the study of periodic orbits, invari-
ant manifolds attached to hyperbolic equilibria and connecting orbits in between.
These methods are readily extendable to rigorous continuation in parameters. A
topic of future research is to develop general computer-assisted methods for rig-
orously analyzing bifurcations of connecting orbits between hyperbolic equilibria.
In addition, it would be interesting to develop similar tools for connecting orbits
between other invariant sets (such as periodic orbits). Altogether, these tools will
enable one to establish highly non-trivial dynamical behavior in complicated dy-
namical systems through forcing theorems and will aid in bridging the gap between
numerical observations and mathematical proofs.
While the methods for ODEs developed in this dissertation are at a relatively
advanced state, we are just at the beginning of the development of analogous tools
for infinite dimensional dynamical systems, where many challenges still lie ahead.
In Chapter 4 we have developed a rigorous integrator for semilinear parabolic PDEs
as a first step towards the validated computation of invariant objects in infinite
dimensional systems. This method is based on recasting an infinite dimensional
system of ODEs into an equivalent fixed-point problem on a function space by using
the variation of constants formula and Chebyshev interpolation. We believe that it
would be a worthwhile project to investigate whether the method can be improved
by setting up an equivalent fixed-point problem on a weighted `1-space (instead
of a function space) by using the variation of constants formula in combination
with Chebyshev series (instead of Chebyshev interpolation). The reason for why
this could yield an improvement is that in a weighted `1-space one can exploit
the regularity of solutions in a more direct and efficient way by prescribing the
decay rates of sequences. In turn, this could aid in managing truncation errors and
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facilitate the validation of orbits for large integration times.
The main motivation for developing the integrator in Chapter 4 is to provide a
tool for validating saddle-to-saddle connections in semilinear parabolic PDEs. The
idea is to establish the existence of a saddle-to-saddle connection by solving a finite
time boundary value problem (similar to the approach in Chapter 3 for ODEs). To
accomplish this goal, we need to combine the integrator with computer-assisted
methods for the validated computation of local (un)stable manifolds of hyperbolic
equilibria of semilinear parabolic PDEs. At this point, the only missing tool is
a computer-assisted procedure for validating local stable manifolds; a computer-
assisted method for validating local unstable manifolds for semilinear parabolic
PDEs has already been developed in [63]. The main issue here is that stable mani-
folds for parabolic PDEs are infinite dimensional (as opposed to unstable manifolds
which are finite dimensional). This obstructs for example the use of the parameteri-
zation method [18,75], which requires that the stable eigenvalues of the equilibrium
in question satisfy a so-called non-resonance condition. Hence, other approaches,
e.g. a computer-assisted procedure based on the Lyapunov-Perron method, which
consists of setting up an equivalent fixed point problem by using the variation of
constants formula and an “appropriate” splitting of the phase space, need to be
developed.
Finally, another interesting future research project would be to develop vali-
dated numerical methods for computing inertial manifolds for infinite dimensional
dissipative systems. Inertial manifolds are smooth finite dimensional (positively)
invariant manifolds, which “capture” the asymptotic behavior of a dissipative dy-
namical system and give a precise meaning to the statement that an infinite di-
mensional dynamical system exhibits finite dimensional behavior. In particular,
the dynamics on an inertial manifold are governed by a finite dimensional system
of ODEs. Many classical proofs for the existence of inertial manifolds are based
on the Lyapunov-Perron method [35], which seems to be a good starting point for
the development of computer-assisted proofs.
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2 | Rigorous numerics for ODEs
using Chebyshev series and
domain decomposition
2.1 Introduction
In dynamical system theory one is often interested in the existence of invariant
objects such as equilibria, periodic orbits, heteroclinic orbits, invariant manifolds,
etc. The existence of such special orbits can reveal global information about the
behavior of the dynamical system, for example through forcing theorems. The
analysis of these special solutions, however, is in general difficult because of the
nonlinearities in the system. Hence one usually resorts to numerical simulations.
The information obtained through numerical simulation gives a lot of insight, but,
unfortunately, it does not yield mathematical proofs.
The field of rigorous numerics is concerned with bridging the gap between
numerical simulation and mathematically sound results. The main idea is to com-
bine numerical simulation with analysis to establish mathematically rigorous state-
ments. Examples of such methods can be found for instance in the CAPD software-
package [2], which consists of a comprehensive C++-library for validated numerical
computations of a variety of dynamically interesting objects for both discrete and
continuous-time dynamical systems, using interval arithmetic Lohner-type algo-
rithms. Another well-known software package is COSY, which is capable of rigor-
ously integrating flows of vector fields using Taylor models [3, 11].
Yet another approach is based on a parameterized Newton-Kantorovich ar-
gument, sometimes called the radii-polynomial approach. We will describe this
method in full detail later in the paper. For the moment, it suffices to say that
it consists of restating the problem in a fixed point formulation T (x) = x, and
contractivity of the map T (on a ball centered at the numerical approximation of
the solution) is reduced to checking a finite set of inequalities that depend on the
radius of the ball (i.e. the radius is a parameter), see e.g. [27,43,48–50,71].
Of particular interest for the present paper is the implementation of these ideas
based on Chebyshev series introduced in [50]. Chebyshev series have, of course,
long been a well-known tool in numerical analysis (see e.g. [13, 53, 68] and the
references therein). Their successful applicability to rigorous numerics is largely
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due to the analogy between Chebyshev series and Fourier series, allowing for man-
ageable analytic estimates. The idea in [50] is to expand the unknown solution u
to a boundary value problem in the Chebyshev-basis on the interval [0, L], and to
work, for the functional analytic arguments, on the space of algebraically decaying
Chebyshev-coefficients.
The fundamental restriction of the setup in [50] is that only “short” pieces
of orbit may be verified this way, since for longer orbits the coefficients in the
Chebyshev series decay too slowly. Hence, although the Chebyshev series, due
to their similarity to Fourier series, promise to vastly improve the efficiency of
rigorous numerical algorithms (compared to, for example, spline approximations)
for systems of ODEs, they thus far had the major restriction of only succeeding
for short time intervals. In the current paper we solve this problem by adding
domain decomposition concepts to the picture. In particular, we describe how a
combination of ideas from domain decomposition and Chebyshev expansions can
be united into an integrated approach for rigorous numerical computations of
solutions to boundary value problems on large intervals.
To be precise, we present a rigorous numerical procedure for solving boundary
value problems (BVPs)
du
dt
= g(u, λ0), t ∈ [0, L],
G(u(0), u(L), λ1) = 0, (2.1)
using Chebyshev series and domain decomposition. Here g : Rn × Rn0 → Rn is a
polynomial vector field in an n-dimensional phase space, which may depend on a
parameter λ0 ∈ Rn0 . We restrict our attention to polynomial vector fields for tech-
nical reasons: they allow for a relatively simple functional analytic setup, see Sec-
tion 2.2, so that we can focus on the novel domain decomposition aspects. We note
that many non-polynomial (but analytic) problems may be reformulated as a poly-
nomial problem via change of variables and automatic differentiation techniques,
see e.g. [48] and the references therein. Furthermore, for the sake of presentation,
the estimates in Section 2.6, which are needed to validate numerical approxima-
tions of (2.1), are only developed in detail for quadratic polynomials. We remark
that the estimates for higher-order polynomials are similar and straightforward
generalizations of the quadratic bounds. The function G : Rn × Rn × Rn1 → Rnb
represents a collection of nb boundary conditions, which may depend on a param-
eter λ1 ∈ Rn1 .
In the BVP (2.1) parameters may either be fixed or determining their value
may be part of the problem. This also holds for the length of the interval L, which
can be predetermined or a priori unknown (as in the case of a periodic orbit).
In any case, to have a locally unique solution one needs that the number np of
free parameters (in λ0, λ1 and possibly L) is such that the number of boundary
conditions balances the degrees of freedom: nb = n + np. In the current paper
we restrict our attention to such problems with locally unique solutions. We note
that it is well understood how to extend the method to families of solutions via
rigorous continuation techniques, see [15,27,37,73].
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As explained above, the first step in the strategy extends the one presented in
[50]. We recast (2.1) into an equivalent zero-finding problem in terms of the Cheby-
shev coefficients, where we incorporate a flexible domain decomposition component
in the formulation. We then compute an approximate zero by truncation, and use
a Newton-like scheme to establish the existence of the orbit of interest via a con-
traction argument.
The proposed method differs in one additional seminal aspect from the ap-
proach presented in [50]. The approach in [50] is based on recasting (2.1) into an
equivalent fixed-point problem on the space of algebraically decaying sequences.
However, integral curves of analytic vector fields are itself analytic. Hence the asso-
ciated Chebyshev coefficients decay to zero at a geometric rate rather than merely
at an algebraic rate. From that perspective it is more natural to pose the equiva-
lent fixed point problem on the space of geometrically decaying sequences, i.e., on
an exponentially weighted `1-space, see Section 2.2. This has several advantages.
The estimates for bounded linear functionals and discrete convolutions, which con-
stitute a fundamental part of the method in this paper, are more easily derived
in the geometric setting; see [43] for a detailed discussion of these issues. Hence,
the more transparent expressions allow us to concentrate on the core matter of
domain decomposition.
Exploiting the geometric decay of the coefficients has consequences that go
beyond cosmetic aspects, since the rate of decay links directly into the way the
domains in the domain decomposition are chosen. We here give a brief overview of
the ideas, while all details can be found in Section 2.4. We split the interval [0, L]
into subintervals and on each of these we write u as a Chebyshev series. The main
issue is how to (optimally or naturally) choose the splitting into subintervals. The
theory of Chebyshev approximations explains how the decay rate of the Chebyshev
coefficients of a function is related to the location of its complex singularities in
the complex plane, see e.g. [68]. Crudely stated, complex singularities which are
located close to the real axis are the main cause for low decay rates. A rescaling in
time, or partitioning of the domain, can be used to push the complex singularities
away from the real axis thereby obtaining higher decay rates (and hence fewer
Chebyshev modes are needed per domain).
The goal of domain decomposition in this context is to overcome the issue of low
decay rates by partitioning the domain [0, L] into a finite numberm of subdomains,
and to rigorously solve for the Chebyshev coefficients of
{
u|[ti−1,ti] : 1 ≤ i ≤ m}
simultaneously. The idea is to determine a grid {0 = t0 < t1 . . . < tm = L} such
that each piece u|[ti−1,ti] of the orbit can be accurately approximated with a rel-
atively small number of modes. In Section 2.4 we present a heuristic procedure
for determining a grid for which the decay rates of the Chebyshev coefficients on
each subdomain are (approximately) uniform over the subdomains. By choosing m
appropriately, this (uniform) decay is sufficiently rapid to obtain accurate approx-
imations with a relatively small number of Chebyshev modes on each subinterval,
so that a successful rigorously verified computation may ensue. The procedure is
based on examining the complex singularities of the orbit to be validated by using
a robust rational interpolation scheme developed in [59, 60]. In Section 2.5.2 we
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illustrate that domain decomposition based on the location of the complex singu-
larities significantly enhances the global improvement of the decay rates in a way
that cannot be achieved by merely using uniform grids.
Before proceeding with a short description of some concrete results that illus-
trate how domain decomposition significantly enhances the applicability of Cheby-
shev series in computer-assisted proofs, a few remarks concerning the literature
are in order. The literature on solving boundary value problems is vast, and an
overview, even when restricting to rigorous computer-assisted approaches, is far
beyond the scope of this paper. Let us, however, mention a few key papers to
briefly sketch what kind of methods have been developed by the rigorous numerics
community.
In [6, 8, 17, 34, 84] functional analytic methods, similar in spirit to ours, are
used to solve BVPs: the differential equation is reformulated into an equivalent
fixed-point problem and is solved by verifying the conditions of the Contraction
Mapping Principle with the aid of a computer. Fundamentally different approaches
based on topological rather than functional analytic methods, such as the Conley-
index and covering relations, have been proven to be very effective as well (see e.g.
[9, 26, 36, 82]), especially when combined with high-accuracy interval-arithmetic
integration techniques (see e.g. [10, 52]). Finally, let us also mention the method
in [21] based on shadowing and fixed point arguments.
To demonstrate the effectiveness of our method we have validated “long” con-
necting and periodic orbits in the Lorenz system
du
dt
=
 σ(u2 − u1)u1 (ρ− u3)− u2
u1u2 − βu3
 ,
where σ, β, ρ ∈ R are parameters. We set β = 83 , σ = 10, and let ρ > 1. The
parameter values are referred to as classical if ρ = 28. All the computations pre-
sented below have been implemented in matlab, using the intlab package [66]
for the necessary interval arithmetic, and the Chebfun package [32] to construct
the required Chebyshev approximations. The code is available at [67].
Application 2.1.1. We have proven the existence of a transverse heteroclinic
orbit between hyperbolic equilibria in the classical Lorenz system. The implemen-
tation in [49], which in spirit is very similar to the one discussed in the present
paper, except that splines are used instead of Chebyshev polynomials, was not
powerful enough to verify the heteroclinic orbit for the classical parameter values.
For these parameter values it turns out that the connecting orbit cannot be veri-
fied by using a Chebyshev series on a single domain, hence domain decomposition
is essential.
The Lorenz system has three hyperbolic equilibria, namely the origin and q± :=
(±√β (ρ− 1),±√β (ρ− 1), ρ−1), which are commonly referred to as the positive
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Figure 2.1: The connecting orbit from the positive eye to the origin in the Lorenz
equation with classical parameters. The time of flight between the local (un)stable
manifolds is L = 30. The geometric objects colored in red and green are represen-
tations of W sloc (q
+) and Wuloc (0), respectively.
and negative eye. A connecting orbit from q+ to the origin is characterized by
du
dt
= g(u), t ∈ [0, L],
u(0) ∈Wuloc (q+) ,
u(L) ∈W sloc (0) ,
(2.2)
where L > 0 is the integration time required to travel from the local unstable
manifold Wuloc (q
+) of q+ to the local stable manifold W sloc (0) of the origin. The
local invariant manifolds can be parameterized using the method in [49, 74] to
obtain rigorously validated descriptions of explicit boundary conditions that sup-
plant the statements u(0) ∈Wuloc (q+) and u(L) ∈W sloc (0), see Section 2.5.4. The
system (2.2) is thus reduced to a BVP of the type (2.1).
We established the existence of an isolated solution of (2.2) for L = 30 time
units by using a grid consisting ofm = 55 subdomains. The orbit is shown in Figure
2.1. The C0-bound for the error between the exact and numerical approximation
was of order 10−9. The reader is referred to Section 2.5.4 for the details.
Application 2.1.2. We have validated a periodic orbit of period L ≈ 25.03 on the
Lorenz attractor for the classical parameter values. We note that L is a parameter
and G consists of u(0)−u(L) = 0 ∈ R3 plus a phase condition (u(0) lies in a certain
Poincaré section, see Section 2.5.2). The orbit is shown in Figure 2.2(a). The C0-
bound for the error between the numerical approximation and the exact solution
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Figure 2.2: (a) A periodic orbit on the Lorenz attractor of period L ≈ 25.03
validated with m = 35 subdomains. (b) A semi-logarithmic plot of the coefficients
in the Chebyshev series on all subdomains for the three components of the solution.
was of order 10−10. Rather than pushing for extremely long orbits (which have
already successfully been obtained via high-precision arithmetic [10]), this periodic
orbit is primarily meant as an illustration of the typical behavior of the domain
decomposition algorithm. In Figure 2.2(b) the size of the Chebyshev coefficients
on all domains (as determined by the algorithm described in Section 2.4) is shown
simultaneously. This showcases the fact that the algorithm determines a grid such
that the decay rate is uniform.
Application 2.1.3. As a third application we considered a family of periodic
orbits parameterized by ρ, accumulating to a homoclinic orbit to the origin at
ρhom ≈ 13.93. In particular, the periods of the periodic orbits tend to infinity as
ρ ↓ ρhom, and it becomes increasingly hard to validate the solution. Indeed, the
goal of this example is to push our method to the edge of its current applicability.
With the orbits spending a lot of time near the equilibrium, the algorithm for
determining the domain decomposition based on the estimated location of the
poles turns out to still work well for the part of the orbit that describes the near-
homoclinic excursion, but not so well in the neighborhood of the equilibrium, see
Section 2.5.3 for a more detailed discussion. Furthermore, the problem becomes
increasingly ill-conditioned as ρ approaches ρhom. This is remedied by considering
ρ as a free parameter rather than a fixed one, and adding a pseudo-arclength
continuation type equation, see Section 2.5.3.
A typical validated periodic orbit near the homoclinic orbit for ρ close to ρhom
is shown in Figure 2.3(a). It has two geometrically distinct parts: it spends a
long time close to the equilibrium where the components are near-constant, see
Figure 2.3(b), while the peak corresponds to the relatively short excursion into
phase space. The grid is uniform on the flat part of the solution (where very few
modes are used per domain), and the grid is non-uniform in the peak (where many
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Figure 2.3: (a) A typical periodic orbit near the homoclinic connection. The
period of the orbit is L ≈ 100.25. Notice the sharp turn of the orbit near the
origin. (b) The x, y and z components of the orbit. The three components are
fairly flat for a relatively long time. These flat parts correspond to the part of the
orbit near the equilibrium where the dynamics are slow.
modes are used per domain), see Section 2.5.3 for details.
This paper is organized as follows. We begin by briefly introducing the neces-
sary background on Chebyshev series in Section 2.2. The setup for the rigorous
verification of the numerical computations in the domain decomposition context
is described in Section 2.3. The accompanying estimates are postponed to Sec-
tion 2.6 as not to break the flow of the arguments. In Section 2.4 we discuss the
algorithm for finding a domain decomposition that leads to uniform decay of the
Chebyshev coefficients. Section 2.5 deals with the three applications summarized
above. Finally, in Section 2.6 we first develop the full details of the estimates for
the case of periodic boundary conditions, and then give the modifications required
for the non-periodic boundary conditions that are used in some of the presented
applications.
2.2 Preliminaries
2.2.1 Chebyshev series
The reader is referred to [68] for all proofs and a more comprehensive introduction
into the theory of Chebyshev approximations. Here we summarize the proper-
ties needed for our method. The Chebyshev-polynomials Tk : [−1, 1] → R of the
first kind can be defined by the relation Tk (cos θ) = cos (kθ), where k ∈ N0 and
θ ∈ [0, pi]. As suggested by this definition, the Chebyshev series associated to the
Chebyshev polynomials (Tk)
∞
k=0 constitute a non-periodic analog of Fourier cosine
series. In particular, Chebyshev and Fourier cosine series have similar convergence
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properties. For instance, any Lipschitz continuous function admits a unique Cheby-
shev expansion.
The following proposition describes the decay of the Chebyshev coefficients of
an analytic function.
Proposition 2.2.1. Suppose u : [−1, 1]→ R is analytic and let
u = a0 + 2
∞∑
k=1
akTk
be its Chebyshev expansion. Let Eν ⊂ C denote an open ellipse with foci ±1 to
which u can be analytically extended, where ν > 1 is the sum of the semi-major
and semi-minor axis. If u is bounded on Eν , then |ak| ≤ Mν−k for all k ∈ N0,
where M = supz∈Eν |u(z)|.
Remark 2.2.2. The largest such ellipse Eν is referred to as the Bernstein ellipse
associated to u.
The product of two Chebyshev series is (in direct analogy with Fourier series)
described by a discrete convolution, as expressed by the next proposition.
Proposition 2.2.3. Suppose u, v : [−1, 1]→ R are Lipschitz continuous and let
u = a0 + 2
∞∑
k=1
akTk, v = b0 + 2
∞∑
k=1
bkTk,
be the associated Chebyshev expansions. Then
u · v = c0 + 2
∞∑
k=1
ckTk, where c = a ∗ b :=
∑
k1+k2=k
k1,k2∈Z
a|k1|b|k2|.
Furthermore, we state an identity which will be useful for computing the deriva-
tive of a Chebyshev-series:
dTk
dx
(x) =
k
1− T2 (x) (Tk−1 (x)− Tk+1 (x)) , k ∈ N. (2.3)
Finally, we have the product formula
Tk1Tk2 =
1
2
(Tk1+k2 + T|k1−k2|). (2.4)
As we will be solving boundary value problems, we observe that Tk(1) = 1 and
Tk(−1) = (−1)k.
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2.2.2 Sequence spaces
The functional analytic reformulation of (2.1) in terms of the Chebyshev coeffi-
cients is posed on a weighted `1 space. More precisely, in light of Proposition 3.2.2,
we define the space
`1(ν,n) :=
{
(ak)k∈N0 : ak ∈ Rn,
∣∣∣[a0]j∣∣∣+ 2 ∞∑
k=1
∣∣∣[ak]j∣∣∣ νk <∞, 1 ≤ j ≤ n
}
,
where [ak]j denotes the j-th component of ak ∈ Rn and ν > 1 is a given weight,
endowed with the norm
‖a‖(ν,n) := max1≤j≤n
{∣∣∣[a0]j∣∣∣+ 2 ∞∑
k=1
∣∣∣[ak]j∣∣∣ νk
}
.
We shall write `1ν := `1(ν,1) and ‖·‖ν = ‖·‖(ν,1). The convolution a ∗ b of two vector-
valued sequences a, b ∈ `1(ν,n) is defined component-wise.
A particularly important reason for choosing the above norm is that it induces a
natural Banach algebra structure on `1(ν,n) with respect to the discrete convolution:
Proposition 2.2.4. The space
(
`1(ν,n), ∗
)
is a Banach algebra. In particular
‖a ∗ b‖(ν,n) ≤ ‖a‖(ν,n) ‖b‖(ν,n)
for any a, b ∈ `1(ν,n).
Finally, we state an elementary result about the dual of `1ν which will be used
extensively throughout this paper. Let {εl}∞l=0 be the set of “corner points” of the
unit one ball in `1ν :
(ε0)k :=
{
1 k = 0
0 k > 0,
and (εl)k :=

1
2νl
k = l
0 k 6= l,
for l ∈ N. (2.5)
Then we have the following characterization of the dual of `1ν .
Lemma 2.2.5. Let ψ ∈ (`1ν)∗, then
‖ψ‖∗ν = sup
l∈N0
|ψ(εl)|.
Proof. See Proposition 3.2.8.
2.3 Rigorous numerics for periodic orbits
In this section we introduce a rigorous numerical method for solving a special case
of (2.1), namely we consider the problem of validating a periodic orbit. The reason
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why we have chosen to present the details of the method for periodic orbits is only
for the sake of clarity, and it will be shown in Section 2.5 how one can adapt the
procedure to deal with other types of BVPs.
Since periodic orbits are invariant under translations in time, we need to intro-
duce an additional phase condition in order to isolate the periodic orbit of interest.
Note that a periodic orbit can be characterized by the following BVP:
du
dt
= ω−1g (u) , t ∈ [0, 1],
u (0) = u (1) ,
〈v0, u0 − u (0)〉 = 0,
(2.6)
where ω > 0 is the frequency of u, and u0, v0 ∈ Rn are fixed. The vectors u0
and v0 define a Poincaré section through which the periodic orbit u is required to
pass at time t = 0 (i.e. the phase condition). Note that the frequency ω is a-priori
unknown and must be included as an additional variable to solve for.
We start by recasting the problem into an equivalent zero finding problem of
the form F (x) = 0 in terms of the Chebyshev coefficients. Next, we construct a
Newton-like operator T for F based at an approximate zero xˆ obtained via numer-
ical simulation. Finally, we use a parameterized Newton-Kantorovich method to
determine a finite number of explicit inequalities, which can be rigorously verified
with the aid of a computer, in order to establish that T is a contraction on a
neighborhood of the approximate solution xˆ.
2.3.1 Chebyshev operator for periodic orbits
In this section we reformulate (2.6) as an equivalent equation of the form F (x) = 0
by performing domain decomposition and using a Chebyshev expansion on each
subdomain. Let
Pm := {t0 = 0 < t1 < . . . < tm = 1}
be any partition of [0, 1], where m ∈ N is the mesh size. Then (2.6) is equivalent
to
(P1)

du1
dt
= ω−1g (u1) , t ∈ [0, t1] ,
u1 (0)− um (1) = 0,
〈v0, u0 − u1 (0)〉 = 0,
(Pi)

dui
dt
= ω−1g (ui) , t ∈ [ti−1, ti] ,
ui (ti−1) = ui−1 (ti−1) ,
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where 2 ≤ i ≤ m. Note that each ui (if it exists) is analytic, since g is assumed to
be polynomial (say of degree Ng):
g(u) =
Ng∑
|α|=0
gαu
α,
where gα ∈ Rn. Here α = (α1, . . . , αn) is the usual multi-index, with |α| = α1 +
· · ·+ αn. Therefore, the Chebyshev expansion
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k, a
i
k ∈ Rn, (2.7)
is unique and converges uniformly to ui on [ti−1, ti]. Furthermore, the coefficients([
aik
]
j
)
k∈N0
, where 1 ≤ j ≤ n, decay geometrically to 0 as k →∞ by Proposition
3.2.2. In particular, there exist numbers (νi)
m
i=1, where each νi > 1, such that[
ai
]
j
∈ `1νi for all 1 ≤ i ≤ m, 1 ≤ j ≤ n. In the remainder of this section the
weights ν = (νi)
m
i=1 are assumed to be fixed.
To obtain a reformulation of (Pi)
m
i=1 in terms of the coefficients a
i, first observe
that
g ◦ ui = ci0 + 2
∞∑
k=1
cikT
i
k,
where
ci =
Ng∑
|α|=0
gα
[
ai
]α1
1
∗ . . . ∗ [ai]αn
n
, (2.8)
1 ≤ i ≤ m, 1 ≤ j ≤ n, by Proposition 3.2.3. Note that ci is a function of ai. In
particular, ci : `1(νi,n) → `1(νi,n), since∥∥∥[ci]
j
∥∥∥
νi
≤
Ng∑
|α|=0
∣∣∣[gα]j∣∣∣ n∏
l=1
∥∥[ai]
l
∥∥αl
νi
<∞, (2.9)
for all 1 ≤ j ≤ n, by Proposition 2.2.4. We shall write ci = ci(ai) whenever we
need to emphasize this dependency in a more explicit way.
Substitution of the Chebyshev expansion of ui into the differential equation in
(Pi) yields
dui
dt
= 2
∞∑
k=1
aik
dT ik
dt
= g ◦ ui = ci0 + 2
∞∑
k=1
cikT
i
k. (2.10)
By differentiating the Chebyshev polynomials, equating coefficients of the same
order on the left- and right-hand side of (2.10), and using (2.3) and (2.4), or more
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directly using Tk(cos θ) = cos(kθ), one obtains an equivalent formulation of the
differential equation in terms of the coefficients
(
aik
)
k∈N0 :
ωkaik =
ti+1 − ti
4
(cik−1 − cik+1).
The equivalent equations for the boundary conditions are obtained in a similar
fashion. In particular, substitution of the Chebyshev expansion of ui into the phase
condition yields
〈v0, u0〉 −
〈
v0, a
1
0
〉− 2 N1∑
k=1
(−1)k 〈v0, a1k〉 = 0,
where we have, without loss of generality, adapted it to depend only on finitely
many coefficients (this simplifies the estimates). In practice, N1 will be the number
of modes up to which a1 is computed numerically.
We are now ready to define the desired map F :
Definition 2.3.1 (Chebyshev operator for periodic orbits). Let ν = (νi)
m
i=1 and
ν˜ = (ν˜i)
m
i=1 be collections of weights such that 1 < ν˜i < νi for all 1 ≤ i ≤ m.
The Chebyshev operator for periodic orbits is the map F : R × ∏mi=1 `1(νi,n) →
R×∏mi=1 `1(ν˜i,n) defined by
F (x) :=
(
f0
(
a1
)
, f1
(
ω, a1, am
)
, f2
(
ω, a1, a2
)
, . . . , fm
(
ω, am−1, am
))
,
where x =
(
ω, a1, . . . , am
)
, f0 : `1(ν1,n) → R, and fi : R×`1(νi−1,n)×`1(νi,n) → `1(ν˜i,n),
are given by
f0
(
a1
)
:= 〈v0, u0〉 −
〈
v0, a
1
0
〉− 2 N1∑
k=1
(−1)k 〈v0, a1k〉 ,
fi
(
ω, ai−1, ai
)
:=

ai0 − ai−10 + 2
∑∞
k=1
(
(−1)k aik − ai−1k
)
, k = 0,
ωkaik −
ti − ti−1
4
(
cik−1 − cik+1
)
, k ∈ N,
for i = 1, . . . ,m, where we set a0 = am.
Remark 2.3.2. If ai ∈ `1(νi,n), then
(
kaik
)
k∈N0 ∈ `1(ν˜i,n) for any 1 < ν˜i < νi.
By construction, we now have the following:
Proposition 2.3.3. F (x) = 0 if and only if the functions{
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k : 1 ≤ i ≤ m
}
constitute a periodic orbit of g.
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2.3.2 Finite Dimensional Reduction
In this section we explain how to discretize the equation F (x) = 0 in order to com-
pute a finite-dimensional approximate solution of (2.6). We start by introducing
some notation: define the space Xν := R×
∏m
i=1 `
1
(νi,n)
endowed with the norm∥∥(ω, a1, . . . , am)∥∥Xν := max{|ω|,max{‖ai‖(νi,n) : 1 ≤ i ≤ m}}.
Define projections Π0 : Xν → R, Πi : Xν → `1(νi,n) and Πi,j : Xν → `1νi by
Π0
(
ω, a1, . . . , am
)
: = ω, Πi
(
ω, a1, . . . , am
)
:= ai,
Πi,j
(
ω, a1, . . . , am
)
: =
[
ai
]
j
,
where 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Let N = (N1, . . . , Nm) ∈ Nm be a given collection of truncation parameters
and define ΠNi : `1(νi,n) → `1(νi,n), where 1 ≤ i ≤ m, by
ΠNi
(
ai
)
:=
a
i
k, 0 ≤ k ≤ Ni − 1,
0n, k ≥ Ni,
and the Galerkin projection ΠN : Xν → Xν by
ΠN
(
ω, a1, . . . , am
)
:=
(
ω,ΠN1
(
a1
)
, . . . ,ΠNm (a
m)
)
.
Henceforth we shall identify ΠN
(
ω, a1, . . . , am
)
and ΠNi
(
ai
)
with(
ω, (a1k)
N1−1
k=0 , . . . , (a
m
k )
Nm−1
k=0
) ∈ R1+n∑mi=1Ni and (ai0, . . . , aiNi−1) ∈ RnNi ,
respectively. This is a slight abuse of notation, but it reduces clutter. It should be
clear from the context when to interpret a variable in the finite dimensional space
and when to interpret it as an element of an infinite dimensional space with zeros
in the tail. Finally, set XNν := ΠN (Xν) ' R1+n
∑m
i=1Ni .
Definition 2.3.4 (Finite dimensional reduction of F ). The finite dimensional
reduction of F is the map FN : XNν → XNν defined by
FN
([
ω, (a1k)
N1−1
k=0 , . . . , (a
m
k )
Nm−1
k=0
])
:= ΠN
(
F
(
ω, a1, . . . , am
))
.
2.3.3 A Newton-like scheme
In this section we introduce a method for proving the existence of an exact zero of
F by using an approximate zero of FN . The main idea is to build a Newton-like
scheme in the infinite dimensional setting by using approximate data obtained via
numerical simulation. Assume that we have computed the following:
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(C1) An approximate zero xˆ ∈ R1+n
∑m
i=1Ni of FN , where xˆ =
(
ωˆ, aˆ1, . . . , aˆm)
and ωˆ > 0.
(C2) An approximate injective inverse AN of DFN (xˆ).
The finite dimensional data will be used to construct a Newton-like operator T for
F such that the zeros of F will correspond to fixed points of T and vice versa.
We start by constructing approximations ofDF (xˆ) and its inverse by extending
DFN (xˆ) and AN to Xν and Xν˜ , respectively. Recall that ci
(
ai
)
decays geometri-
cally to 0 as k → ∞ by (2.9), for any ai ∈ `1(νi,n). Moreover, cik
(
aˆi
)
= 0n for all
k > Ng (Ni − 1) by (2.8), since aˆik = 0n for all k ≥ Ni. Therefore, if the truncation
sizes Ni are sufficiently large, and max {ti − ti−1 : 1 ≤ i ≤ m} is sufficiently small,
the linear part of F corresponding to ωkaik, where k ≥ Ni, will be dominant at
xˆ. Consequently, one can construct approximations of DF (xˆ) and its inverse by
using DFN (xˆ) and AN for the finite dimensional part, respectively, and the linear
part of the tail of F for the remainder:
Definition 2.3.5 (Approximation of DF (xˆ)). The approximate derivative Â :
Xν → Xν˜ of F at xˆ is defined by
Π0Â (x) : = Π0DFN (xˆ) ΠN (x) ,
(ΠiÂ (x))k : =
{
(ΠiDFN (xˆ) ΠN (x))k , 0 ≤ k ≤ Ni − 1,
ωˆk (Πi (x))k , k ≥ Ni,
,
where 1 ≤ i ≤ m.
Definition 2.3.6 (Approximate inverse of DF (xˆ)). The approximate inverse A
of DF (xˆ) on Xν˜ is defined by
Π0A (x) : = Π0ANΠN (x) ,
(ΠiA (x))k : =
(ΠiANΠN (x))k , 0 ≤ k ≤ Ni − 1,1
ωˆk
(Πi (x))k , k ≥ Ni.
,
where 1 ≤ i ≤ m.
Remark 2.3.7. The operator A is injective: suppose Ax = 0, then ΠN (x) = 0,
since AN is assumed, see (C2) above, to be injective, and (Πi (x))k = 0 ∈ Rn for
all 1 ≤ i ≤ m and k ≥ Ni, i.e. x = 0.
In analogy to the classical notion of a Newton-operator for a finite dimensional
map, we now define an infinite dimensional Newton-like operator for F , based at
xˆ, as follows:
Definition 2.3.8 (Newton-like operator for F ). The Newton-like operator T :
Xν → Xν for F , based at xˆ, is defined by
T (x) := x−AF (x).
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An immediate consequence of the fact that A is injective is the following:
Proposition 2.3.9. T (x) = x if and only if F (x) = 0.
If xˆ is a sufficiently accurate approximate zero of F , we expect to find an exact
zero x∗ of F , i.e., a fixed point of T , in a small neighborhood of xˆ. Moreover, if
r > 0 is sufficiently small (not too small), we anticipate T to be a contraction
on Br (xˆ). To see why, let x1, x2 ∈ Br (0), r > 0 be arbitrary and consider the
following factorization:
DT (xˆ+ x1)x2 = (I −ADF (xˆ+ x1))x2
=
(
I −AÂ
)
x2 −A
(
DF (xˆ+ x1)− Â
)
x2. (2.11)
The first term in (2.11) is related to the numerical part of the problem and
measures the quality of the approximate inverse AN , since I − AÂ vanishes in
the tail while the finite dimensional part is the matrix IN − ANDFN (xˆ). In par-
ticular, it is expected to be small by construction. The second term is of a more
fundamental nature and involves the analysis of the infinite dimensional operator
DF in a neighborhood of the numerical approximation xˆ. Intuitively, we expect
the difference
(
DF (xˆ+ x1)− Â
)
x2 to be small for small x1 if Â is an accurate
approximation of DF near xˆ. As mentioned before, this is likely to be true if the
truncation sizes Ni are sufficiently large, and the mesh-size and radius r are suf-
ficiently small. Altogether, these observations explain why it is plausible for T to
be contracting near xˆ.
The following theorem quantifies the above assertions and is amenable to rig-
orous numerical analysis. The proof is the same as for the case of a single domain,
see [27].
Theorem 2.3.10 (Contraction mapping principle with variable radius). Assume
that the following conditions are satisfied:
(i) There exist bounds Yi,j , Zi,j(r) ≥ 0 such that
‖Πi,j (T (xˆ)− xˆ)‖νi ≤ Yi,j , (2.12)
sup
x1,x2∈Br(0)
‖Πi,jDT (xˆ+ x1)x2‖νi ≤ Zi,j(r), (2.13)
for all 1 ≤ i ≤ m, 1 ≤ j ≤ n, and bounds Y0, Z0 (r) ≥ 0 such that
|Π0 (T (xˆ)− xˆ)| ≤ Y0, (2.14)
sup
x1,x2∈Br(0)
|Π0DT (xˆ+ x1)x2| ≤ Z0(r), (2.15)
where r > 0.
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(ii) There exists a radius rˆ > 0 such that
max
{
max
1≤i≤m,1≤j≤n
{Zi,j (rˆ) + Yi,j} , Z0 (rˆ) + Y0
}
< rˆ.
Then T : Brˆ (xˆ)→ Brˆ (xˆ) is a contraction.
Remark 2.3.11. The Y -bounds measure the accuracy of the approximate solution
xˆ, while the Z-bounds measure the contraction rate of the Newton-like operator T .
The Z-bounds are polynomials in r, as will be shown in Section 2.6.2, which
motivates the following terminology:
Definition 2.3.12 (Radii-polynomials). The radii-polynomials for T are defined
by
pi,j (r) := Zi,j (r) + Yi,j − r, p0 (r) := Z0 (r) + Y0 − r,
where 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Corollary 2.3.13. If p0 (rˆ) , pi,j (rˆ) < 0 for all 1 ≤ i ≤ m and 1 ≤ j ≤ n, where
rˆ > 0, then T : Brˆ (xˆ)→ Brˆ (xˆ) is a contraction.
Note that Corollary 2.3.13 also provides a rigorous error-bound for the approx-
imate solution:
Proposition 2.3.14. Suppose x∗ is the fixed point of T in Brˆ (xˆ), then
‖u∗ − uˆ‖∞ ≤ rˆ, |ω∗ − ωˆ| ≤ rˆ,
where u∗, uˆ : [0, 1] → Rn are the exact and approximate periodic orbit with fre-
quency ω∗ and ωˆ defined by x∗ and xˆ, respectively.
2.4 Domain decomposition
In this section we present a procedure, partially based on heuristics, for computing
an efficient grid Pm which facilitates the rigorous validation process. The main
idea is to compute a grid for which the decay rates of the coefficients aˆi are
sufficiently high and uniformly distributed over the subdomains. The motivation
for this choice is based on the observation that a combination of high-decay rates
(uniformly distributed) and a relatively small number of modes will help to control
the tail estimates in Lemma 2.6.10 on each subdomain in a uniform way. In turn,
this will aid in verifying that T is a contraction.
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2.4.1 A heuristic procedure for computing Pm
In this section we introduce a heuristic procedure for computing a grid Pm such
that the decay rate of the Chebyshev coefficients
[
aˆi
]
j
, where 1 ≤ j ≤ n, is
the same on each subdomain. The main idea is to construct Pm by using the
Bernstein ellipses introduced in Proposition 3.2.2. Suppose u∗ : [0, 1]→ Rn is the
exact solution of the ODE under consideration (assuming it exists). Furthermore,
assume that the obstructions for analytically extending the components [u∗]j to
the entire complex plane are the presence of poles {zk,j}Np,jk=1 .
Write u∗i := u∗|[ti−1,ti] and observe that the Bernstein ellipse associated to the
map
t 7→
[
u∗i
(
ti − ti−1
2
(t+ 1) + ti−1
)]
j
, (2.16)
where t ∈ [−1, 1], i.e., the largest ellipse with foci −1 and 1 to which the lat-
ter map can be analytically extended, has the following measurements: its linear
eccentricity is equal to 1, the length of the semi-major axis is equal to
Pj (ti−1, ti) := min
1≤k≤Np,j
|zk,j − ti−1|+ |zk,j − ti|
ti − ti−1 , (2.17)
and the length of the semi-minor axis is equal to
√
Pj (ti−1, ti)
2 − 1. Therefore,
the decay rate of the Chebyshev coefficients of [u∗i ]j is given by
Pj (ti−1, ti) +
√
Pj (ti−1, ti)
2 − 1, (2.18)
due to Proposition 3.2.2. We shall refer to the latter quantity as the size of the
Bernstein ellipse of [u∗i ]j . Note that if the components of the vector field are all
coupled, the components of u∗ will (generically) have the same poles. In this case
the decay rate (2.18) will be the same for all 1 ≤ j ≤ n.
Set P (ti, ti−1) := min1≤j≤n Pj (ti−1, ti) and note that the smallest Bernstein
ellipse of the components of u∗i has size
νe := P (ti−1, ti) +
√
P (ti−1, ti)
2 − 1. (2.19)
Hence, equidistributing decay rates of aˆi corresponds to equidistributing P (ti−1, ti).
Next, define Φm : Gm ⊂ Rm−1 → Rm−1 by
Φm (t1, . . . , tm−1) :=

P (t0, t1)− P (t1, t2)
...
P (tm−2, tm−1)− P (tm−1, tm)
 ,
where Gm :=
{
(t1, . . . , tm−1) ∈ Rm−1 : 0 < t1 < . . . < tm−1 < 1
}
, and observe that
the zeros of Φm characterize the grids which equidistribute (2.19) over the subdo-
mains [ti−1, ti]. Therefore, the desired grid can be obtained by computing a zero
of Φm.
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We shall approximate a zero of Φm by using Newton’s method. In order for
Newton’s method to be successful, however, we need to supply a sufficiently accu-
rate initial guess for a zero of Φm. To find such an initial guess, we interpret Φm as
a smooth vector field on Gm, and the desired grid as a steady state of the associated
dynamical system. This interpretation makes sense, since Gm is invariant under the
flow induced by Φm, i.e., the ordering of the grid points 0 < t1 < . . . < tm−1 < 1
is preserved under the flow. The reason for this is that successive grid points ti−1,
ti repel each other whenever their mutual distance is sufficiently small due to the
factors ±1ti−ti−1 in [Φm (t1, . . . , tm−1)]i−1 and [Φm (t1, . . . , tm−1)]i, see (2.17).
If Gm contains a stable equilibrium of Φm, one can approximate its location,
i.e., compute an initial guess for the desired grid, by integrating the ODE
dt
dτ
= Φm (t) , τ ∈ [0, τ0] , (2.20)
for sufficiently large τ0 > 0. In practice, we start with a uniformly distributed grid
and follow the flow of (2.20) for some time. In all our numerical experiments this
process appeared to converge to an equilibrium state and yielded a sufficiently
accurate initial guess for initiating Newton’s method.
2.4.2 Approximation of the complex singularities
In the previous section we explained how to compute grids by computing zeros
of Φm. In order to construct the map Φm, however, one needs to determine the
complex singularities of the exact solution u∗. In this section we outline some of
the algorithmic aspects for approximating the relevant complex singularities of
u∗, i.e., the ones which determine the sizes of the Bernstein ellipses, by using an
approximate solution of the ODE and the rational interpolation scheme developed
in [59,60].
The main idea in [59, 60] is as follows: given an analytic function f : [a, b] →
R approximate its analytic extension into the complex plane by constructing a
rational interpolant pq . This is accomplished by sampling f at the Chebyshev points
in [a, b] and solving (if necessary in a least square sense) the problem
p (yj)− f (yj) q (yj) = 0, 0 ≤ j ≤ K, (2.21)
where (yj)
K
j=0 are the Chebyshev points on [a, b], K ∈ N, and p, q are polynomials
of degree Np, Nq, respectively. This will yield a rational interpolant pq , provided
q (yj) 6= 0 for all 0 ≤ j ≤ K. The associated rational interpolant is referred to
as a rational interpolant of type (Np, Nq). The complex singularities of f can
be approximated by computing the roots of q. The degrees of p and q, however,
should be chosen carefully in order to avoid spurious poles. To reduce the number
of spurious poles, the algorithm in [59, 60] uses heuristics to determine whether
the prescribed degree for q was not too large and lowers it if necessary.
Let u˜ =
∑m˜
i=1 1[t˜i−1,t˜i]u˜i be an approximate solution of the ODE, where
u˜i = a˜
i
0 + 2
∑N˜i−1
k=1 a˜
i
kT
i
k and
(
t˜i
)m˜
i=0
is a partition of [0, 1]. The idea is to use u˜ to
42
approximate the complex singularities of the (true) solution u∗, namely by con-
structing rational interpolants for each [u˜i]j . Consider any 1 ≤ i ≤ m, 1 ≤ j ≤ n,
and initialize Nq = 1. Then follow the procedure as described below:
1. Compute an approximate rational interpolant for [u∗i ]j of type
(⌊
2N˜i
3
⌋
, Nq
)
with K =
⌊
2N˜i
3
⌋
+Nq by using the approximate solution [u˜i]j . The specific
choices for the parameters are motivated in Remark 2.4.1.
2. Compute the absolute value, denoted by ∆, of the difference of the approx-
imate size of the Bernstein ellipse of [u∗i ]j and the decay rate of
[
a˜i
]
j
. The
decay rate of
[
a˜i
]
j
is estimated by using the least-square method to find the
best line through the data points{(
k, log
∣∣∣[a˜ik]j∣∣∣) : 1 ≤ k ≤ N˜i − 1, ∣∣∣[a˜ik]j∣∣∣ > 10−16} .
The decay rate is then approximated by e−s, where s is the slope of this line.
In particular, ∆ = |νe − e−s|, where νe is defined in (2.19).
3. If ∆ < 0.05, then the approximation of the relevant singularities is deemed
sufficiently accurate and we terminate the procedure. Otherwise, if Nq <⌊
N˜i
3
⌋
, we increase Nq by one and return to step 1. If Nq =
⌊
N˜i
3
⌋
, the approx-
imation of the singularities was unsuccessful and the program is terminated.
The significance of ∆ and the specific choice for the tolerance and stopping
criteria are explained in Remark 2.4.2.
Remark 2.4.1. The value for K in step 1 is the smallest value for which (2.21)
is guaranteed to admit an exact solution. The motivation for choosing Np =
⌊
2N˜i
3
⌋
is that if one expects the existence of complex singularities (which we generally
do) one should choose Np < N˜i − 1, since the rational interpolation scheme would
yield p = [u˜i]j and q ≡ 1 for Np ≥ N˜i − 1. At the same time, Np should be chosen
sufficiently large in order for the rational interpolant to be an accurate approxima-
tion of [u∗i ]j. The specific choice Np =
⌊
2N˜i
3
⌋
is based on experimentation and the
suggestions in [79].
Remark 2.4.2. The quantity ∆ defined in step 2 is used to assess the accuracy
of the approximation of the relevant singularities. Indeed, if the approximation of
the relevant singularities is accurate, then ∆ should be relatively small by Propo-
sition 3.2.2. In practice, ∆ varied at best between 0.01 and 0.05 which motivated
the choice for the tolerance in step 3. Furthermore, the rational interpolants were
constructed by using approximate solutions u˜ defined on relatively fine grids with
high decay on each subdomain. Hence we expected a relatively small number of
complex singularities per subdomain. This motivated the choice for the stopping
criterion Nq =
⌊
N˜i
3
⌋
.
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2.5 Applications: periodic and heteroclinic orbits
in the Lorenz system
In this section we demonstrate the effectiveness of domain decomposition by using
the proposed method to validate periodic and heteroclinic orbits in the Lorenz
system which we were not able to validate without decomposition of the domain. In
Section 2.5.2 we consider the validation of a periodic orbit on the Lorenz attractor
for which the procedure in Section 2.3 is directly applicable. In Section 2.5.3 we
consider a family of periodic orbits near a homoclinic orbit and in Section 2.5.4 we
validate a heteroclinic orbit. In the the latter two cases the procedure in Section
2.3 cannot be applied directly and needs some modifications, illustrating both the
limitations and the flexibility of the method.
2.5.1 Main algorithm
First we describe the main procedure used for validating solutions of (2.1):
1. Compute an approximate zero x˜ of F with respect to some grid
(
t˜i
)m˜
i=0
and
approximate the complex singularities of u∗ (the exact solution of the ODE)
as described in Section 2.4.2.
2. Choose the number of domains m and use the procedure in Section 2.4.1 to
determine a grid (ti)
m
i=0 with uniform decay on each subdomain. The number
of domains m needs to be chosen in such a way that max {ti − ti−1 : 1 ≤ i
≤ m} is sufficiently small and the number of modes Ni, as determined below,
is sufficiently large. In practice, we chose m by experimentation (see Section
2.5.2 for an example in which we validated a periodic orbit for different m).
3. Construct an approximate solution xˆ on the new grid (ti)
m
i=0. The number of
modes Ni on each subdomain [ti−1, ti] is chosen in such a way that
∣∣aˆik∣∣∞ <
10−16 for k ≥ Ni.
4. Determine weights (νi)
m
i=1 for which validation is feasible. We have chosen to
fix one weight ν > 1 and set νi = ν for all 1 ≤ i ≤ m, since by construction
the decay-rates are the same on all subdomains. Furthermore, ν is determined
by first computing an initial guess ν0, as explained in Remark 2.5.1 below,
and checking whether validation is feasible with ν = ν0. This is accomplished
by computing the Y and Z-bounds as defined in Section 2.6 and constructing
the radii-polynomials (without interval arithmetic). Subsequently, we try to
determine an interval on which all the radii-polynomials are negative. If we
do not find such an interval (i.e. validation is not feasible), then we keep
decreasing ν (as long as ν > 1) until validation is feasible.
5. Construct the radii-polynomials with interval arithmetic and determine an
interval Im,ν at which they are all negative.
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Remark 2.5.1. The initial guess ν0 in step 3 is determined by a heuristic pro-
cedure that is based on analyzing the bounds Yi,j as stated in Proposition 2.6.1 in
Section 2.6. The idea is to choose ν0 > 1 such that
ti − ti−1
2ωˆ
Ng(Ni−1)+1∑
k=Ni
∣∣∣[cik−1(aˆ)− cik+1(aˆ)]j∣∣∣ νk0k ≤ , ∀ 1 ≤ i ≤ m, 1 ≤ j ≤ n,
where  > 0 is a prescribed tolerance which we set equal to 10−14 in our algorithm.
A rather rough estimation yields
ti − ti−1
2ωˆ
Ng(Ni−1)+1∑
k=Ni
∣∣∣[cik−1(aˆ)− cik+1(aˆ)]j∣∣∣ νk0k < hν0ωˆNi
Ng(Ni−1)+2∑
k=Ni−1
∣∣∣[cik (aˆ)]j∣∣∣ νk0 ,
(2.22)
where h := max {ti − ti−1 : 1 ≤ i ≤ m}. Note that
[
aˆik
]
j
and
[
cik (aˆ)
]
j
are both of
order O (ν−ke ), where νe, see (2.19), is known by construction of the grid. There-
fore, assuming that
∣∣aˆi0∣∣∞ is roughly of the same order on all subdomains, we
anticipate that the number of modes per subdomain will be fairly uniformly dis-
tributed, say Ni ≈ N¯ , where N¯ is the (rounded) average number of modes per
subdomain. Altogether, we expect the quantity
hνe
ωˆN¯
Ng(N¯−1)+2∑
k=N¯−1
(
ν0
νe
)k
=
hνe
ωˆN¯
(
1− ν0νe
) ((ν0
νe
)N¯
−
(
ν0
νe
)Ng(N¯−1)+3)
(2.23)
to provide a reasonable estimate for the order of magnitude of (2.22). Moreover,
since we need to choose ν0 < νe and N¯ is relatively small compared to Ng
(
N¯ − 1)+
3, one can approximate (2.23) by
hνe
ωˆN¯
(
1− ν0νe
) (ν0
νe
)N¯
.
Hence we have chosen to determine ν0 by setting the latter quantity equal to .
2.5.2 Periodic orbit on the Lorenz-attractor
We have successfully applied our method to validate a periodic orbit of period L
≈ 25.0271 in the Lorenz system for the classical parameter values. We remark that
validation was not feasible without decomposition of the domain. More precisely,
the procedure described in Section 2.5.1 failed form = 1, i.e., with a single domain.
The main obstruction to using just one domain was the need for a large number
of modes to accurately approximate the orbit, which caused the bounds related
to the tail of the Chebyshev approximation to be (too) large. We should mention
that it is feasible to validate this periodic orbit using a Fourier basis (and hence
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Figure 2.4: The approximate complex singularities of the validated periodic orbit.
The complex singularities were computed with the procedure described in Section
2.4.2.
a single domain) via the method in [43]. However, Fourier series can be used for
problems with periodic boundary conditions only. Furthermore, the number of
Fourier modes needed is comparable to the total number of modes in our domain
decomposition method, and the latter is readily amenable to general (non-periodic)
boundary conditions.
We have reported the computational results in Table 2.1. As expected, the
size of the Bernstein-ellipses νe (as defined in (2.19)) increases and the (rounded)
average number of modes N¯ decreases, whenever the number of subdomains m
is increased. Moreover, as long as the decrease of N¯ outweighs the increase of m,
the dimension of XNν decreases, thereby making the proof computationally more
efficient. In particular, m = 34 was the computationally most efficient choice. We
remark, however, that no attempt was made to optimize dimXNν for fixed m. It
may be possible to validate the orbit by using a significantly smaller number of
modes Ni per subdomain, i.e., by relaxing the requirement that
∣∣aik∣∣∞ < 10−16
for k ≥ Ni. Finally, for each m the initial guess ν0 for ν was slightly too large and
was lowered by 0.01 in order to make validation feasible.
The approximations of the complex singularities of the orbit are shown in
Figure 2.4. Note that the relevant singularities, i.e., the ones which determine
the size of the smallest Bernstein ellipse, were fairly uniformly distributed. As a
consequence, the resulting grids look close to uniform at first glance, as can be
seen in Figure 2.5a. However, we stress that our method for distributing the grid
points based on the location of the complex singularities significantly improves the
computational efficiency compared to choosing a uniform grid. To illustrate this,
notice the dramatic decrease in the dimension ofXNν as we proceed fromm = 33 to
m = 34, i.e., we add one grid point. This is caused by a very subtle redistribution
of the grid-points, as shown in Figure 2.5a, which resulted in a relatively large
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m N¯ dimXNν ν νe Im,ν
32 79 7618 1.1148 1.6413
[
4.5581 · 10−10, 1.0217 · 10−7]
33 76 7498 1.1278 1.6837
[
3.1192 · 10−10, 1.5371 · 10−7]
34 63 6433 1.1432 1.8749
[
3.8158 · 10−10, 1.1950 · 10−7]
35 61 6457 1.1529 1.9056
[
3.3529 · 10−10, 1.0320 · 10−7]
36 61 6610 1.1564 1.9115
[
3.1282 · 10−10, 1.1097 · 10−7]
Table 2.1: Numerical results for a validated periodic orbit of period L ≈ 25.0271 in
the classical Lorenz system. In each case the number of modes Ni per domain was
approximately the same. The number N¯ denotes the (rounded) average number
of modes per domain.
increase in the decay-rates from 1.68 to 1.87, see Table 2.1.
Indeed, at first sight the grids appear to be very similar and it is unclear how the
decay-rates could have increased that much. To get some insight, we have depicted
two seemingly similar subdomains [t32, 1] and [τ33, 1] in Figure 2.5b, where (ti)
33
i=0
and (τi)
34
i=0 denote the grid-points for m = 33 and m = 34, respectively. The
grid-points t32 and τ33 are so close to each other that the sizes of the Bernstein
ellipses associated to [t32, 1] and [τ33, 1] are determined by the same pair of complex
singularities. Nevertheless, the subtle movement of τ33 to the right was sufficient
to cause the observed increase in the decay-rates. To see this, recall that the
computation of the size of the Bernstein ellipses involves a rescaling to [−1, 1], as
explained in Section 2.4.1. This rescaling contributes to the increase in the decay-
rates. We note that in other regions in the grid, the redistribution of the grid
points (when adding a grid point) leads to a change in which pole determines the
size of the Bernstein-ellipse (for some domain). The combination of delicate shifts
of all the grid points together leads to the major improvement in the (uniform)
decay rate.
The results highlight the effectiveness of the proposed method for performing
domain decomposition: the global improvement of the decay-rates due to the subtle
repositioning of the grid-points could not have been achieved by merely using
uniform grids.
2.5.3 Family of periodic orbits near a homoclinic connection
In this section we will validate periodic orbits close to the homoclinic orbit to the
origin as ρ ↓ ρhom ≈ 13.926557407. The map F as defined in Definition 2.3.1,
however, has to be slightly adapted to accomplish this goal. The reason F has to
be adapted can be seen in Figure 2.6, which depicts the dependency of L on ρ. In
particular, note that the bifurcation curve is almost vertical near ρhom. Therefore,
DFN (xˆ) is close to singular near the critical parameter value ρhom. Consequently,
the approximate inverse AN of DFN (xˆ) is badly conditioned near ρhom, which
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Figure 2.5: (a) A plot of the two grids (i, ti)
33
i=0 and (i, τi)
34
i=0 corresponding to
m = 33 and m = 34, respectively. (b) A plot of the grid-points t32, τ33 and the
complex singularities (colored in red) which determine the size of the Bernstein
ellipses associated to [t32, 1] and [τ33, 1].
causes the estimates in Proposition 2.6.8 to blow up, which in turn will obstruct
the validation process.
The latter problem can be solved by adding an additional equation to F and
including the parameter ρ as an additional variable to solve for. We adapt the
method in Section 2.3 as follows:
• Include ρ as an additional variable in Xν , i.e., set Xν := R×R×
∏m
i=1 `
1
(νi,n)
and write x =
(
ρ, ω, a1, . . . , am
) ∈ Xν .
• Define the norm and projections on Xν in the same way as before by including
an additional projection Π−1 : Xν → R onto the parameter space defined by
Π−1
(
ρ, ω, a1, . . . , am
)
:= ρ.
• Define F˜ : Xν → Xν˜ by
F˜ (x) :=
(
f−1 (ρ, ω, a1, . . . , am) , f0
(
a1
)
, f1
(
ρ, ω, a1, am
)
,
f2
(
ρ, ω, a1, a2
)
, . . . , fm
(
ρ, ω, am−1, am
))
,
where f0, . . . , fm are defined as before, and we choose
f−1 := 〈V0,ΠN (x)− U0〉 ,
where V0 is approximately tangent to the solution curve (ρ, φ(ρ)) of FN , and
U0 is a “predictor” for the next point on the solution curve.
The corresponding modifications to the bounds Y and Z are described in Sec-
tion 2.6.3.
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Figure 2.6: The dependence of the period L as a function of ρ obtained via non-
rigorous pseudo-arclength continuation.
Results
To examine the performance of the proposed method we first determined how far
we could push the period by using only one domain. Next, we extended the result
by using domain decomposition. In particular, we validated a long periodic orbit
of period L ≈ 100.2254 which revealed a limitation of the proposed method. In
fact, there the standard algorithm breaks down in two spots.
First, it was not feasible to determine a grid by using the procedure in Sec-
tion 2.4, since in the region where the orbit is flat (i.e. near the equilibrium at
the origin in phase space, see Figure 2.3) we were not able to compute accurate
approximations of the complex singularities. A likely reason for this is that the
complex singularities in this region are located too far away from the real axis (i.e.
there are no “nearby” poles).
Second, after fixing the grid in the flat part of the solution in an ad-hoc manner
(discussed below), the number of modes Ni in this part of the grid, as determined
via the procedure in Section 2.5.1, was very small. To see why the use of such a
small number of modes is an obstruction, recall that the approximate inverse A,
as defined in Definition 2.3.6, was constructed under the assumption that ωkaik is
the dominant term in
(
fi
(
ω, ai−1, ai
))
k
for k ≥ Ni in a small neighborhood of the
numerical approximation. The latter assumption, however, is only satisfied if the
truncation dimensions Ni are sufficiently large and max {ti − ti−1 : 1 ≤ i ≤ m} is
sufficiently small (see Definition 2.3.1). Consequently, in order to validate the flat
part of the orbit (where a small number of modes per subdomain is used), one
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L m dimXNν Im,ν
4.5473 1 566
[
4.4568 · 10−11, 8.4403 · 10−6]
100.2554 7 5894
[
1.5186 · 10−11, 7.4915 · 10−8]
100.2554 506 8441
[
1.5174 · 10−11, 4.2914 · 10−6]
Table 2.2: Numerical results for two periodic orbits near the homoclinic connection.
The periodic orbit of period L ≈ 100.2554 was in both cases validated on a grid
for which (the same) six subdomains were used to approximate the non-flat part
of the orbit.
needs to ensure that the grid is sufficiently fine there.
To validate the long periodic orbit we constructed a grid which was uniform
in the region where the orbit is flat, and outside this region (where the number of
modes per subdomain were relatively large) the grid-points were placed by using
the complex singularities as described in Section 2.4. We remark that another
strategy for resolving the above issue is to use only one domain for the flat part
of the orbit, and to artificially increase the number of modes on this subdomain
by padding with zeros. We have succeeded in validating the orbit in this way as
well. The results are reported in Table 2.2. In particular, in the case m = 7 we
used one subdomain with 1800 modes (of which only the first 136 were nonzero)
to approximate the flat part of the orbit. In the case m = 506 we used 500 equally
spaced subdomains each using (on average) about five modes to represent the flat
part of the orbit.
By adapting the algorithm, we are thus able to validate very long orbits near
the homoclinic connection. We conclude this section by remarking on two possible
improvements to the domain decomposition technique.
Remark 2.5.2. The results show that the proposed method is not directly applica-
ble for validating orbits which exhibit slow-fast behavior on different time-scales. In
this particular case, a more effective approach for validating the long periodic orbit
would be to avoid “numerical integration” of the slow passage and to analyze the
(relatively simple) dynamics near the equilibrium by other means (normal forms,
lambda lemma, etc.).
Remark 2.5.3. For this particular problem, distribution of the grid-points based
on the location of the complex singularities is not an efficient choice, since our
domain decomposition algorithm will concentrate most of the grid-points outside
the region where the orbit is flat. Indeed, (in general) our domain decomposition
algorithm will yield relatively large subdomains in regions where the complex sin-
gularities are located far away from the real-axis. This can obstruct the validation
process as max {ti − ti−1 : 1 ≤ i ≤ m} might be too large. To resolve this issue,
one can try to improve the domain decomposition algorithm by incorporating con-
straints on the maximal distance between successive grid-points.
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2.5.4 Heteroclinic orbit
To show that our method is applicable to more general BVPs than just periodic
boundary conditions, we consider the validation of a transverse heteroclinic orbit
from q+ = (
√
β (ρ− 1),√β (ρ− 1), ρ − 1) to the origin for the classical param-
eter values in the Lorenz system. Both the origin and q+ are hyperbolic, and
dim (W s (0)) = dim (Wu (q+)) = 2. In particular, the transversality condition
nu + ns = n+ 1, where nu = dim (Wu (q+)), ns = dim (W s (0)), is satisfied.
The idea is to set up a suitable BVP which characterizes the heteroclinic orbit,
and to adjust the method in Section 2.3 accordingly in order to solve the BVP. A
heteroclinic orbit from q+ to the origin is characterized by
du
dt
= Lg (u) , t ∈ [0, 1] ,
u(0) = P (α) , α ∈ Vu,
u(1) = Q (φ) , φ ∈ Vs,
(2.24)
where L > 0 is a fixed integration time and P : Vu ⊂ R2 → Wuloc (q+), Q : Vs ⊂
R2 →W sloc (0) are local parameterizations of Wuloc (q+) and W sloc (0), respectively.
We have used the parameterization method developed in [18, 49, 74] to explicitly
compute P and Q.
The idea of the computational method developed in [18,49,74] is to construct
P by expanding it as a power series, and by requiring that it conjugates the
unstable part of the linearized dynamics around the origin with the dynamics
on Wuloc (q
+). The parameterization Q is obtained similarly. The method yields
approximate parameterizations PNu and QNs , where Ns, Nu ∈ N are the degrees
up to which the power series are computed, and establishes the existence of exact
parameterizations P and Q via a rigorous numerical scheme. In particular, the
procedure provides rigorous error bounds δu, δs > 0 such that
‖P − PNu‖∞ ≤ δu, ‖Q−QNs‖∞ ≤ δs.
Since heteroclinic orbits are invariant under translations in time, we need to
introduce a phase condition to remove this extra degree of freedom. This can be
accomplished by, roughly speaking, restricting P orQ to a domain of one dimension
less. We have used the same phase condition as in [49]: let Θµ : S1 → Vs be the
embedding of the unit circle into Vs defined by
Θµ (φ) := µ (cosφ, sinφ) ,
where µ > 0 is sufficiently small, and consider the following equivalent formulation
of (2.24): 
du
dt
= Lg (u) , t ∈ [0, 1] ,
u(0) = P (α) , α ∈ Vu,
u(1) = Q ◦Θµ (φ) , φ ∈ Vs.
(2.25)
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The procedure in Section 2.3, however, needs to be modified before it can be
applied to (2.25). First, note that we fix the integration time L. Furthermore,
the parameterization variables φ and α have to be treated as unknown variables.
Therefore, in order to solve (2.25) we modify the procedure in Section 2.3 as
follows:
• Set Xν := S1 × Vu ×
∏m
i=1 `
1
(νi,n)
and write x =
(
φ, α, a1, . . . , am
)
.
• Adapt the set-up described in Section 2.3.2 by replacing Π0 with projections
Π0,j : Xν → R, where 1 ≤ j ≤ 3, defined by
Π0,1
(
φ, α, a1, . . . , am
)
:= φ, Π0,j
(
φ, α, a1, . . . , am
)
= [α]j−1 ,
for j ∈ {2, 3}.
• Define F : Xν → R3 ×
∏m
i=1 `
1
(ν˜i,n)
analogously as in Definition 2.3.1 by
incorporating the modified boundary conditions into f0 and (f1)0:
F (x) :=
(
f0 (φ, a
m) , f1
(
α, a1
)
, f2
(
a1, a2
)
, . . . , fm
(
am−1, am
))
,
where
f0 (φ, a
m) := am0 + 2
∞∑
k=1
amk −Q ◦Θµ (φ) ,
(Π1F (x))0 = a
1
0 + 2
∞∑
k=1
(−1)k a1k − P (α) ,
(ΠiF (x))k = ka
i
k −
L (ti − ti−1)
4
(
cik−1 − cik+1
)
, k ∈ N, 1 ≤ i ≤ m.
• Define the finite dimensional reduction FN : Rn(1+
∑m
i=1Ni) → Rn(1+
∑m
i=1Ni)
of F by FN (x) := ΠNF (x), and by replacing P,Q with PNu , QNs , respec-
tively.
• Define A and Â as before without the factors 1
ωˆ
and ωˆ, respectively.
The corresponding modifications to the estimates Y and Z are described in Sec-
tion 2.6.3.
Results
We have successfully validated a connecting orbit from q+ to the origin by using
the procedure described in Section 2.5.1. The integration time was L = 30. The
parameters used for approximating the stable and unstable manifolds were Nu =
15, Ns = 25, µ = 0.4, and r∗ = 10−6. The meaning of r∗ is explained in Section
2.6.3. The corresponding error-bounds for the parameterizations were δu ≤ 4.6847·
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m N¯ dim ΠN (Xν) ν Im,ν
55 42 6864 1.3710
[
6.4412 · 10−9, r∗]
Table 2.3: Numerical results for the connecting orbit from q+ to the origin. The
interval Im,ν is the set of admissible radii on which the radii-polynomials were
proven to be strictly negative.
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Figure 2.7: (a) The complex singularities of the connecting orbit. (b) The grid,
determined by the algorithm in Section 2.4, on which the connecting orbit was
validated.
10−12 and δs ≤ 5.9717 · 10−15. We have kept the size of Wuloc (q+) small so that
the orbit was relatively “long” and sufficiently complicated to test the domain
decomposition method. The computational results are reported in Table 2.3.
The complex singularities and the corresponding grid are shown in Figures 2.7a
and 2.7b, respectively. Figure 2.7a shows that the complex singularities move closer
to the real axis as the orbit spirals away from q+ up until the point at which the
orbit travels to the origin in (roughly) a straight line in phase space (see Figure
2.1). In this last part of the orbit there appear to be no complex singularities
close to the real-axis. These observations are reflected in the distribution of the
grid-points as shown in Figure 2.7b: the distance between successive grid-points
decreases as the orbit spirals away from q+, except for the distance between the
second to last grid point and the last one, which is substantially larger.
2.6 The estimates needed to prove contraction
In this section we give explicit expressions for the bounds Y and Z in Theo-
rem 2.3.10. We focus primarily on periodic boundary conditions. Additionally, we
indicate where (and which) changes are in order for more general types of boundary
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conditions. Explicit examples of such generalizations are discussed in Section 2.6.3,
which deals with the modifications of the estimates that arise in the applications
in Sections 2.5.3 and 2.5.4.
2.6.1 Computation of the Y -bounds
Proposition 2.6.1. The bounds
Y0 : = |Π0ANFN (xˆ)| ,
Yi,j : =
ti − ti−1
2ωˆ
Ng(Ni−1)+1∑
k=Ni
∣∣∣[cik−1(aˆ)− cik+1(aˆ)]j∣∣∣ νkik + ‖Πi,jANFN (xˆ)‖νi ,
where 1 ≤ i ≤ m, 1 ≤ j ≤ n, satisfy (2.12).
Proof. Let 1 ≤ i ≤ m, 1 ≤ j ≤ n be arbitrary and note that
|Π0 (T (xˆ)− xˆ)| ≤ |Π0A (F (xˆ)− FN (xˆ))|+ |Π0AFN (xˆ)| , (2.26)
‖Πi,j (T (xˆ)− xˆ)‖νi ≤ ‖Πi,jA (F (xˆ)− FN (xˆ))‖νi + ‖Πi,jAFN (xˆ)‖νi . (2.27)
Next, observe that the only nonzero components of F (xˆ)− FN (xˆ) are(
Πi,j(F (xˆ)− FN (xˆ))
)
k
= − (ti − ti−1)
4
[
cik−1(aˆ)− cik+1(aˆ)
]
j
for Ni ≤ k ≤ Ng (Ni − 1) + 1. Hence the result follows from (2.26) and (2.27).
2.6.2 Computation of the Z-bounds
Let x1, x2 ∈ Br (0), r > 0 be arbitrary and recall the factorization in (2.11). We
shall compute bounds Zi,j (r) and Z0 (r) satisfying (2.13) and (2.15), respectively,
by estimating the two terms in (2.11) separately. Throughout this section we write
x1 = rv and x2 = rw, where v =
(
ωv, v
1, . . . , vm
)
, w =
(
ωw, w
1, . . . , wm
) ∈ B1(0).
We start by computing a bound for
(
I −AÂ
)
x2. To accomplish this we first
state a result about the norm of linear operators C on XNν , for which we introduce
the notation
Π0C(ω, 0) = C
0
0ω Π0C(0, a) =
∑
ı˜˜k˜
(Ca0 )
ı˜˜k˜aı˜˜k˜
(ΠaC(ω, 0))ijk = (C
0
a)ijk ω (ΠaC(0, a))ijk =
∑
ı˜˜k˜
(Caa )
ı˜˜k˜
ijkaı˜˜k˜
where i, ı˜ = 1, . . . ,m and j, ˜ = 1, . . . , n and k, k˜ = 0, . . . , Ni − 1 refer to the
notation aijk = ([aik])j for the Chebyshev coefficients introduced in Section 2.3.1.
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Lemma 2.6.2. Suppose C : XNν → XNν is a linear operator. Using the above
notation, we define
ηij := ‖(C0a)ij·‖νi µı˜˜ := ‖(Ca0 )ı˜˜·‖∗νı˜
ξ˜ ı˜˜k˜ij := ‖(Caa )ı˜˜k˜ij· ‖νi ξ ı˜˜ij := ‖ξ˜ ı˜˜·ij ‖∗νı˜ .
Then
‖Π0C‖B(XNν ,R) ≤ |C
0
0 |+
m∑
ı˜=1
n∑
˜=1
µı˜˜,
‖Πi,jC‖B(XNν ,`1νi) ≤ ηij +
m∑
ı˜=1
n∑
˜=1
ξ ı˜˜ij .
Proof. This follows from writing out the definitions of the norms.
Remark 2.6.3. Explicit expressions for µı˜˜ and ξ ı˜˜ij can be obtained by using
Lemma 2.2.5.
We can now compute a bound for
(
I −AÂ
)
x2:
Lemma 2.6.4. Let 1 ≤ i ≤ m, 1 ≤ j ≤ n, and let h0 and hi,j > 0 denote the
bounds
‖Π0 (IN −ANDFN (xˆ))‖B(XNν ,R) ≤ h0,
‖Πi,j (IN −ANDFN (xˆ))‖B(XNν ,`1νi) ≤ hi,j ,
provided by Lemma 2.6.2, where IN is the identity on XNν . Then∣∣∣Π0 (I −AÂ)x2∣∣∣ ≤ h0r, ∥∥∥Πi,j (I −AÂ)x2∥∥∥
νi
≤ hi,jr,
for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Proof. It suffices to observe that
I −AÂ = ΠN
(
I −AÂ
)
= IN −ANDFN (xˆ) ,
since the tails of A and Â are exact inverses of each other.
The analysis of the second term in (2.11) is more complicated and requires one
to analyze the infinite dimensional map F in more detail. Note that(
DF (xˆ+ rv)− Â
)
w =
d
dτ
∣∣∣∣
τ=0
(
F (xˆ+ rv + τw)− FN (xˆ+ τw)
)− Â∞w,
(2.28)
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where Â∞ = (I −ΠN ) Â, since ΠN Â = DFN (xˆ). Furthermore, a straightforward
computation shows that(
d
dτ
∣∣∣∣
τ=0
Πi (F (xˆ+ rv + τw)− FN (xˆ+ τw))
)
0
= 2
 ∞∑
k=Ni
(−1)k wik −
∞∑
k=Ni−1
wi−1k
 , (2.29)
for 1 < i ≤ m, and(
d
dτ
∣∣∣∣
τ=0
Πi (F (xˆ+ rv + τw)− FN (xˆ+ τw))
)
k
= k
(
ωwv
i
k + ωvw
i
k
)
r
− ti − ti−1
4
d
dτ
∣∣∣∣
τ=0
(
cik−1
(
aˆi + rvi + τwi
)− cik−1 (aˆi + τΠNi (wi))
− cik+1
(
aˆi + rvi + τwi
)
+ cik+1
(
aˆi + τΠNi
(
wi
)))
,
(2.30)
for 1 ≤ i ≤ m, 1 ≤ k ≤ Ni − 1, while(
d
dτ
∣∣∣∣
τ=0
Πi (F (xˆ+ rv + τw)− FN (xˆ+ τw))−ΠiÂ∞w
)
k
= − ti − ti−1
4
d
dτ
∣∣∣∣
τ=0
(
cik−1
(
aˆi + rvi + τwi
)− cik+1 (aˆi + rvi + τwi))
+ k
(
ωwv
i
k + ωvw
i
k
)
r (2.31)
for 1 ≤ i ≤ m, k ≥ Ni.
We start by computing a bound for (2.29):
Lemma 2.6.5. Let 1 < i ≤ m, 1 ≤ j ≤ m, then∣∣∣∣( ddτ
∣∣∣∣
τ=0
Πi,j (F (xˆ+ rv + τw)− FN (xˆ+ τw))
)
0
∣∣∣∣ ≤ ν−Nii + ν−Ni−1i−1 .
Proof. Define ψi : `1νi → R by ψi(x) := 2
∑∞
k=Ni
xk, and note that ψi ∈
(
`1νi
)∗
for any 1 ≤ i ≤ m, since νi > 1. Furthermore, ‖ψi‖νi = ν−Nii by Lemma 2.2.5.
Therefore, one can bound the components of (2.29) by ν−Nii + ν
−Ni−1
i−1 .
Next, we compute component-wise bounds for the convolution terms in (2.30)
for an arbitrary subdomain. Since the construction of these bounds is the same
for each subdomain, we will fix and omit the superscript i whenever possible.
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Furthermore, to avoid additional clutter we shall denote the j-th component of a
sequence a by aj instead of [a]j whenever there is no chance of confusion.
Recall that the convolution terms are defined by
c (a) =
∑
|α|≤Ng
gαa
α,
where aα = aα11 ∗ . . .∗aαnn , a ∈ `1(νi,n) and Ng ∈ N is the degree of the (polynomial)
vector field. As mentioned before in the introduction, for the sake of simplicity, we
shall restrict our attention to the case in which Ng = 2. In particular, note that∑
|α|=2
gαa
α =
∑
1≤l≤s≤n
glsal ∗ as,
where gls = gel+es and (ej)
n
j=1 are the unit vectors in R
n.
A straightforward computation shows that
d
dτ
∣∣∣∣
τ=0
(c (aˆ+ rv + τw)− c (aˆ+ τΠNi (w)))
=
n∑
j=1
gej [w˜]j +
∑
1≤l≤s≤n
gls (w˜l ∗ aˆs + w˜s ∗ aˆl + r (wl ∗ vs + ws ∗ vl)) , (2.32)
where
w˜ =
{
0n, 0 ≤ k ≤ Ni − 1,
wk, k ≥ Ni.
The following lemma is key in computing bounds for the linear terms in (2.32):
Lemma 2.6.6. Let a ∈ `1νi be such that ak = 0 for k ≥ Ni. Define Ψa,k : `1νi → R
by
Ψa,k (x) := (x˜ ∗ a)k−1 − (x˜ ∗ a)k+1 ,
for 1 ≤ k ≤ Ni − 1, where x˜ is defined by
x˜ =
{
0, 0 ≤ k ≤ Ni − 1,
xk, k ≥ Ni.
Then Ψa,k ∈
(
`1νi
)∗ and
‖Ψa,k‖∗νi =
1
2
max
({
ν−li
∣∣a|k−1−l| − a|k+1−l|∣∣}l=k+Ni−2l=Ni , ν−(k+Ni−1)i ∣∣a|Ni−2|∣∣ ,
ν
−(k+Ni)
i |aNi−1|
)
for 1 ≤ k ≤ Ni − 1.
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Proof. Let x ∈ `1νi , k ∈ N0 be arbitrary and observe that
(x˜ ∗ a)k =
k+Ni−1∑
k1=Ni
xk1a|k−k1|, (2.33)
since x˜k1 = 0, ak2 = 0, for 0 ≤ k1 ≤ Ni − 1 and k2 ≥ Ni, respectively. Next, note
that Ψa,k ∈
(
`1νi
)∗ by Proposition 2.2.4, and
Ψa,k(εl) =

ν−li
2
(
a|k−1−l| − a|k+1−l|
)
, Ni ≤ l ≤ k +Ni − 2,
−ν
−l
i
2
a|k+1−l|, l = k +Ni − 1, k +Ni,
0, otherwise.
Now use Lemma 2.2.5 to obtain the stated formula for ‖Ψa,k‖∗νi .
Corollary 2.6.7. Let 1 ≤ i ≤ m and 1 ≤ k ≤ Ni − 1, then∣∣∣∣∣∣
 n∑
j=1
gej [w˜]j +
∑
1≤l≤s≤n
gls (w˜l ∗ aˆs + w˜s ∗ aˆl)

k−1
−
 n∑
j=1
gej [w˜]j +
∑
1≤l≤s≤n
gls (w˜l ∗ aˆs + w˜s ∗ aˆl)

k+1
∣∣∣∣∣∣
is bounded by (using the Kronecker δ)
Bik := δk,Ni−1
1
2
ν−Nii
n∑
j=1
∣∣gej ∣∣+ ∑
1≤l≤s≤n
|gls|
(∥∥Ψaˆil ,k∥∥∗νi + ∥∥Ψaˆis,k∥∥∗νi) . (2.34)
Proof. This is a straightforward consequence of Lemma 2.6.6.
We are now ready to construct bounds for∥∥∥Πi,jΠNA(DF (xˆ+ x1)− Â)x2∥∥∥
νi
. (2.35)
There are two boundary conditions that we need to deal with separately, namely
the phase condition and the periodicity condition (the “internal” boundary con-
ditions between successive domains will be dealt with uniformly). We deal with
these two bounds in such a way that the method can be easily adapted to deal
with other boundary conditions. Hence, for the moment, assume that there exist
bounds Λ0,1, Λ0,2 > 0, and Λ1,1, Λ1,2 ∈ Rn≥0, such that∣∣∣∣ ddτ
∣∣∣∣
τ=0
Π0 (F (xˆ+ rv + τw)− FN (xˆ+ τw))
∣∣∣∣ ≤ Λ0,1 + rΛ0,2, (2.36)∣∣∣∣ ddτ
∣∣∣∣
τ=0
(Π1 (F (xˆ+ rv + τw)− FN (xˆ+ τw)))0
∣∣∣∣ ≤ Λ1,1 + rΛ1,2, (2.37)
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for any v, w ∈ B1(0). Explicit expressions for these bounds are given explicitly in
Remark 2.6.9 for periodic boundary conditions.
We define Z˜1 ∈ R1+n
∑m
i=1Ni by Π0Z˜1 := Λ0,1 and
ΠN1Z˜1 :=
 Λ1,1t1 − t0
4
[
B1k
]N1−1
k=1
 , ΠNiZ˜1 :=

(
ν−Nii + ν
−Ni−1
i−1
)
· 1n
ti − ti−1
4
[
Bik
]Ni−1
k=1
 ,
with Bik defined in (2.34), and we set Z1 = |AN | Z˜1.
Proposition 2.6.8. Let 1 ≤ i ≤ m, 1 ≤ j ≤ n, then∣∣∣Π0A(DF (xˆ+ x1)− Â)x2∣∣∣ ≤ Π0Z1r + γ ‖Π0AN‖B(XNν ,R) r2,∥∥∥Πi,jΠNA(DF (xˆ+ x1)− Â)x2∥∥∥
νi
≤ ‖Πi,jZ1‖νi r + γ ‖Πi,jAN‖B(XNν ,`1νi) r
2,
where the operator norms can be evaluated using Lemma 2.6.2, and
γ := max
{Λ0,2} ∪

∣∣∣∣∣∣Λ1,2 + 2 (N1 − 1) + (t1 − t0)
(
2ν21 + 1
)
2ν1
∑
|α|=2
|gα|
∣∣∣∣∣∣
∞

∪

∣∣∣∣∣∣2 (Ni − 1) + (ti − ti−1)
(
2ν2i + 1
)
2νi
∑
|α|=2
|gα|
∣∣∣∣∣∣
∞
: 2 ≤ i ≤ m

 .
Proof. First observe that∣∣∣Π0 (DF (xˆ+ x1)− Â)x2∣∣∣ ≤ Λ0,1r + Λ0,2r2
by (2.36) and ∣∣∣ΠN1 (DF (xˆ+ x1)− Â)x2∣∣∣ ≤ ΠN1 (Z˜1) r + Z˜2,1r2, (2.38)
where
(Z˜2,1)k :=
Λ1,2, k = 0,
k (|vk|+ |wk|) + t1 − t0
4
∑
1≤l≤s≤n
|gls|
(∣∣(wl ∗ vs)k−1∣∣
+
∣∣(ws ∗ vl)k−1∣∣+ ∣∣(wl ∗ vs)k+1∣∣+ ∣∣(ws ∗ vl)k+1∣∣), 1 ≤ k ≤ N1 − 1,
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by (2.37) and Corollary 2.6.7. Furthermore, the quadratic part of (2.38) is esti-
mated by
‖[Z˜2,1]‖(ν1,n) ≤ max
1≤j≤n
[Λ1,2]j + 2 (N1 − 1) + (t1 − t0)
(
2ν21 + 1
)
2ν1
∑
|α|=2
∣∣∣[gα]j∣∣∣
 .
Similarly, ∣∣∣ΠNi (DF (xˆ+ x1)− Â)x2∣∣∣ ≤ ΠNi (Z˜1) r + Z˜2,ir2,
where
(Z˜2,i)k :=
0n, k = 0,
k (|vk|+ |wk|) + ti − ti−1
4
∑
1≤l≤s≤n
|gls|
(∣∣(wl ∗ vs)k−1∣∣
+
∣∣(ws ∗ vl)k−1∣∣+ ∣∣(wl ∗ vs)k+1∣∣+ ∣∣(ws ∗ vl)k+1∣∣), 1 ≤ k ≤ Ni − 1,
and the quadratic part is estimated by
‖[Z˜2,i]‖(νi,n) ≤ max
1≤j≤n
2 (Ni − 1) + (ti − ti−1) (2ν2i + 1)
2νi
∑
|α|=2
∣∣∣[gα]j∣∣∣
 .
Combining these estimates, we can now bound A
(
DF (xˆ+ x1)− Â
)
x2 as as-
serted.
Remark 2.6.9. In the current setting for periodic orbits we have that
d
dτ
∣∣∣∣
τ=0
Π0 (F (xˆ+ rv + τw)− FN (xˆ+ τw)) = 0,
(
d
dτ
∣∣∣∣
τ=0
Π1 (F (xˆ+ rv + τw)− FN (xˆ+ τw))
)
0
= 2
( ∞∑
k=N1
(−1)k w1k −
∞∑
k=Nm
wmk
)
.
Therefore, by the same computation as in Lemma 2.6.5, it suffices to set
Λ1,1 =
(
ν−N11 + ν
−Nm
m
)
· 1n, Λ1,2 = 0n, Λ0,1 = Λ0,2 = 0.
60
It remains to bound the `1νi-norm of (2.31) for k ≥ Ni. Observe that
d
dτ
∣∣∣∣
τ=0
c (aˆ+ rv + τw)
=
n∑
j=1
gj [w]j +
∑
1≤l≤s≤n
gls (wl ∗ aˆs + ws ∗ aˆl + r (wl ∗ vs + ws ∗ vl)) . (2.39)
Lemma 2.6.10. Let a ∈ `1νi be such that ak = 0 for k ≥ Ni. Define ϕ−a , ϕ+a :
`1νi → R by
ϕ−a (x) :=
∞∑
k=Ni−1
(x ∗ |a|)k
νki
k + 1
, ϕ+a (x) :=
∞∑
k=Ni+1
(x ∗ |a|)k
νki
k − 1 .
Then ϕ−a , ϕ+a ∈
(
`1νi
)∗, and ‖ϕ−a ‖∗νi = 12Γ−a , ‖ϕ+a ‖∗νi = 12Γ+a , where
Γ−a : = max
({
Ni−1∑
k=Ni−1−l
∣∣a|k|∣∣ νki
k + l + 1
: 1 ≤ l ≤ 2 (Ni − 1)
}
∪
{
2 |aNi−1|
νNi−1i
Ni
})
,
Γ+a : = max
{
Ni−1∑
k=Ni+1−l
∣∣a|k|∣∣ νki
k + l − 1 : 2 ≤ l ≤ 2Ni
}
.
Proof. It follows directly from Proposition 2.2.4 that ϕ−a , ϕ+a ∈
(
`1νi
)∗. Next, we
consider the computation of ‖ϕ−a ‖νi (the computation of ‖ϕ+a ‖νi is similar). Let
k ≥ Ni − 1 be arbitrary and observe that
(x ∗ |a|)k =
k+Ni−1∑
k1=k−Ni+1
xk1
∣∣a|k−k1|∣∣ ,
since ak2 = 0 for k2 ≥ Ni. Therefore,
ϕ−a (εl) =

|aNi−1|
νNi−1i
Ni
, l = 0,
1
2
Ni−1∑
k=Ni−1−l
∣∣a|k|∣∣ νki
k + l + 1
, 1 ≤ l ≤ 2 (Ni − 1) ,
1
2
Ni−1∑
k=1−Ni
∣∣a|k|∣∣ νki
k + l + 1
, l ≥ 2 (Ni − 1) .
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In particular, note that ϕ−a (εl) is decreasing for l ≥ 2 (Ni − 1). Hence∥∥ϕ−a ∥∥∗νi = supl∈N0 ∣∣ϕ−a (εl)∣∣ = 12Γ−a
by Lemma 2.2.5.
An analogous computation yields ‖ϕ+a ‖∗νi = 12Γ+a .
Corollary 2.6.11 (Estimates for the tail). Define
di1 : =
ν2i + 1
νiNi
n∑
j=1
∣∣gej ∣∣+ ∑
1≤l≤s≤n
|gls|
(
νi
(
Γ−
aˆil
+ Γ−aˆis
)
+
1
νi
(
Γ+
aˆil
+ Γ+aˆis
))
,
di2 : =
2
(
ν2i + 1
)
νiNi
∑
|α|=2
|gα| ,
then
2
∞∑
k=Ni
∣∣∣∣ ddτ
∣∣∣∣
τ=0
(
ck−1
(
aˆi + rv + τw
)− ck+1 (aˆi + rv + τw))∣∣∣∣ νkik ≤ di1 + rdi2.
Proof. First note that
2
∞∑
k=Ni
∣∣∣∣ ddτ
∣∣∣∣
τ=0
ck−1
(
aˆi + rv + τw
)∣∣∣∣ νkik
= 2νi
∞∑
k=Ni−1
∣∣∣∣ ddτ
∣∣∣∣
τ=0
ck
(
aˆi + rv + τw
)∣∣∣∣ νkik + 1 .
Next, observe that
2
∞∑
k=Ni−1
∣∣∣∣∣∣
n∑
j=1
gej [wk]j
∣∣∣∣∣∣ ν
k
i
k + 1
≤ 1
Ni
n∑
j=1
∣∣gej ∣∣ ∥∥∥[w]j∥∥∥
νi
≤ 1
Ni
n∑
j=1
∣∣gej ∣∣ ,
while
2
∞∑
k=Ni−1
∣∣(wl ∗ aˆis)k∣∣ νkik + 1 ≤ 2ϕ−aˆis (|wl|) ≤ Γ−aˆis ,
and
2
∞∑
k=Ni−1
|(wl ∗ rvs)k|
νki
k + 1
≤ r
Ni
‖wl ∗ vs‖νi ≤
r
Ni
,
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for any l, s ∈ {1, . . . , n} by Proposition 2.2.4, Lemma 2.6.10, and since v, w ∈
B1(0). Therefore,
2
∞∑
k=Ni
∣∣∣∣ ddτ
∣∣∣∣
τ=0
ck−1
(
aˆi + rv + τw
)∣∣∣∣ νkik
≤ νi
 1
Ni
n∑
j=1
∣∣gej ∣∣+ ∑
1≤l≤s≤n
|gls|
(
Γ−
aˆil
+ Γ−aˆis +
2r
Ni
) ,
by (2.39). An analogous computation shows that
2
∞∑
k=Ni
∣∣∣∣ ddτ
∣∣∣∣
τ=0
ck+1
(
aˆi + rv + τw
)∣∣∣∣ νkik
≤ 1
νi
 1
Ni
n∑
j=1
∣∣gej ∣∣+ ∑
1≤l≤s≤n
|gls|
(
Γ+
aˆil
+ Γ+aˆis
+
2r
Ni
) ,
which completes the proof of the lemma.
We are now ready to define the Z-bounds:
Proposition 2.6.12. The bounds
Zi,j (r) : =
[
γ ‖Πi,jAN‖B(XNν ,`1νi) +
1
ωˆ
(
ti − ti−1
4
[
di2
]
j
+ 2
)]
r2
+
[
hi,j + ‖Πi,j (Z1)‖νi +
ti − ti−1
4ωˆ
[
di1
]
j
]
r,
Z0 (r) : = γ ‖Π0AN‖B(XNν ,R) r
2 + (h0 + Π0 (Z1)) r,
where 1 ≤ i ≤ m, 1 ≤ j ≤ n, satisfy (2.13) and (2.15), respectively.
Proof. First observe that(
ΠiA
(
DF (xˆ+ w1)− Â
)
w
)
k
= − ti − ti−1
4ωˆk
d
dτ
∣∣∣∣
τ=0
(
ck−1 (aˆ+ rv + τw)− ck+1 (aˆ+ rv + τw)
)
+
ωwv
i
k + ωvw
i
k
ωˆ
r
for all k ≥ Ni by (2.28) and (2.31), and
∞∑
k=Ni
∣∣ωwvik + ωvwik∣∣ νki ≤ 1n, (2.40)
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since v, w ∈ B1(0). Now recall the decomposition in (2.11) and combine (2.40),
Lemma 2.6.4, Proposition 2.6.8, and Corollary 2.6.11 to obtain the result.
2.6.3 Modifications for non-periodic boundary conditions
In Section 2.5.3 an equation representing arc-length continuation is added to the
system, accompanied by an extra a priori unknown parameter. In Section 2.5.4 the
periodic boundary conditions are replaced by boundary conditions that guarantee
that the solution ends up in the local stable and unstable manifolds. The adapta-
tions of the estimates to these modified problems are presented in Sections 2.6.3
and 2.6.3, respectively.
Periodic solutions near the homoclinic orbit
In this section we incorporate the necessary adjustments for the modified prob-
lem introduced in section 2.5.3. First, observe that we will have an additional
radii-polynomial p−1 which corresponds to the equation for ρ. In particular, the
additional bound Y−1 is given by
Y−1 := |Π−1ANFN (xˆ)| ,
and the formulae for the other Y -bounds remain the same.
Recall that the Z-bounds were derived by estimating the two terms in (2.11).
In particular, one can derive bounds for the norm of linear operators on XNν in
exactly the same way as before as in Lemma 2.6.2, and then use Lemma 2.6.4
to compute a bound for
(
I −AÂ
)
x2. The changes in the bounds for the second
term, A
(
DF (xˆ+ x1)− Â
)
x2, are more subtle, since ρ is now to be interpreted
as an unknown variable as well.
To identify the differences, denote the approximate solution by xˆ =
(
ρˆ, ωˆ, aˆ1, . . . ,
aˆm), write x1 = rv, x2 = rw, where v =
(
ρ1, ω1, v
1, . . . , vm
)
, w =
(
ρ2, ω2, w
1, . . . ,
wm) ∈ B1(0), and recall that the bounds for A
(
DF (xˆ+ x1)− Â
)
x2 were ob-
tained by computing estimates for (2.30) and (2.31). Furthermore, observe that
the additional equation for ρ has no contribution to this part of the analysis, since
the equation is linear and therefore
d
dτ
∣∣∣∣
τ=0
Π−1 (F (xˆ+ rv + τw)− FN (xˆ+ τw)) = 0.
Next, note that the convolution terms ci are the only functions in the definition
of F which depend on ρ, since ge1 is the only coefficient in the Lorenz-system which
depends on ρ. Consequently, a straightforward computation shows that the term 0r (ρ1 [wi]1 + ρ2 [vi]1)
0
 ,
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needs to be added to the right-hand side of (2.32), and ge1
[
w˜i
]
1
= ge1 (ρˆ)
[
w˜i
]
1
.
To incorporate this extra term in the estimates for (2.35) one needs to modify
Proposition 2.6.8 by setting
γ := max

∣∣∣∣∣∣2 (Ni − 1) + (ti − ti−1)
(
2ν2i + 1
)
2νi
∑
|α|=2
|gα|+
 01
0
∣∣∣∣∣∣
∞

m
i=1
.
Similarly, terms  0ρ2 [aˆi]1
0
+
 0ρ2 [vi]1 + ρ1 [wi]1
0
 r.
need to be added to the right-hand side of (2.39). Therefore, by analogous com-
putations as in the proof of Corollary 2.6.11, the tail-estimates in Corollary 2.6.11
remain valid if we add the terms
2νNii
∣∣∣[aˆiNi−1]1∣∣∣
Ni
and
2
(
ν2i + 1
)
Niνi
,
to the expressions for
[
di1
]
2
and
[
di2
]
2
, respectively.
The above modifications account for all the necessary changes in the estimates,
and the extra formula for the additional bound Z−1 is given by
Z−1(r) := γ ‖Π−1AN‖B(XNν ,R) r
2 + (h−1 + Π−1 (Z1)) r.
Heteroclinic orbit
In this section we identify the differences in the construction of the bounds for the
connecting orbit discussed in Section 2.7. We start by identifying the differences
in the Y -bounds. We write xˆ =
(
φˆ, αˆ, aˆ1, . . . , aˆm
)
and observe that the main
difference in the computation of the Y -bounds, as performed in Proposition 2.6.1,
is caused by the following two terms being nonzero:
[Π0,j (F (xˆ)− FN (xˆ))]3j=1 = (Q−QNs) ◦Θµ(φˆ),
and
(Π1 (F (xˆ)− FN (xˆ)))0 = (P − PNu) (αˆ) .
Consequently, we have additional bounds corresponding to the finite dimensional
part of A(F (xˆ) −FN (xˆ)), which previously had no contribution at all.
The required modifications are as follows: set
δ := |AN |

δs · 1n
δu · 1n
0n(−1+∑mi=1Ni)
 ,
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add the bounds ‖Πi,j (δ)‖νi to Yi,j in Proposition 2.6.1, define (instead of Y0) the
bounds
Y0,j := |Π0,jANFN (xˆ)|+ Π0,j (δ) ,
where 1 ≤ j ≤ n, and change the factor (ωˆ)−1 into L.
Next, we consider the computation of the Z-bounds by considering the decom-
position in (2.11) again. As before, the main differences occur in the bounds for
A
(
DF (xˆ+ x1)− Â
)
x2, which stem from the fact that there is no dependence on
ω anymore, whereas dependencies on φ and α need to be incorporated. To iden-
tify the differences, write x1 = rv and x2 = rw, where v =
(
φ1, α1, v
1, . . . , vm
)
,
w =
(
φ2, α2, w
1, . . . , wm
) ∈ B1(0).
The main differences in the right-hand sides of (2.30) and (2.31) in the current
setting are that the term k
(
ω2v
i
k + ω1w
i
k
)
r is not present, and the factors ti−ti−14
need to be multiplied by L. To incorporate these changes into the bounds for (2.35)
we only need to modify Proposition 2.6.8 by setting
γ := max
{|Λ0,2|∞} ∪

∣∣∣∣∣∣Λ1,2 + L (t1 − t0)
(
2ν21 + 1
)
2ν1
∑
|α|=2
|gα|
∣∣∣∣∣∣
∞

∪

∣∣∣∣∣∣L (ti − ti−1)
(
2ν2i + 1
)
2νi
∑
|α|=2
|gα|
∣∣∣∣∣∣
∞
: 2 ≤ i ≤ m

 .
Here the extra bounds Λ0,1, Λ0,2 ∈ R3+ and Λ1,1, Λ1,2 ∈ R3+, defined analogously
as in (2.36) and (2.37), respectively, can be obtained by computing estimates for
d
dτ
∣∣∣∣
τ=0
Π0,j (F (xˆ+ rv + τw)− FN (xˆ+ τw)) = 2
∞∑
k=Nm
[wmk ]j
− d
dτ
∣∣∣∣
τ=0
(
QNs ◦Θµ
(
φˆ+ rφ1 + τφ2
)
−QNs ◦Θµ
(
φˆ+ τφ2
)
+ hs ◦Θµ
(
φˆ+ rφ1 + τφ2
))
for 1 ≤ j ≤ 3, and
d
dτ
∣∣∣∣
τ=0
(
Π1
(
F (xˆ+ rv + τw)− FN (xˆ+ τw)
))
0
= 2
∞∑
k=N1
(−1)k w1k
− d
dτ
∣∣∣∣
τ=0
(
PNu (αˆ+ rα1 + τα2)− PNu (αˆ+ τα2) + hu (αˆ+ rα1 + τα2)
)
,
respectively, where hu = P −PNu and hs = Q−QNs . The series involving wm and
w1 in the latter two expressions can be bounded in the same way as in Lemma
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2.6.5. The terms associated to the parameterizations P and Q can be bounded
by using a combination of analysis and interval arithmetic. In particular, this
involves the choice of an a priori radius r∗ > 0 in order to compute uniform bounds
for |DPNu (α∗ + rα1)| and |D (QNs ◦Θµ) (φ∗ + rφ1)| for 0 < r < r∗, where |φ1|,
|α1|2 ≤ 1. The reader is referred to [49] for the details.
The final changes to be made are in Proposition 2.6.12: the Z-bounds are now
defined by
Zi,j (r) : =
[
γ ‖Πi,jAN‖B(XNν ,`1νi) +
L (ti − ti−1)
4
[
di2
]
j
]
r2
+
[
hi,j + ‖Πi,j (Z1)‖νi +
L (ti − ti−1)
4
[
di1
]
j
]
r,
Z0,j (r) : = γ ‖Π0,jAN‖B(XNν ,R) r
2 + (h0,j + Π0,j (Z1)) r,
where 1 ≤ i ≤ m and 1 ≤ j ≤ 3.
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3 | Validated computations for
connecting orbits in
polynomial vector fields
3.1 Introduction
Connecting orbits play a central role in the study of dynamical systems. They
provide a detailed picture of how a dynamical system can evolve from one “state”
(e.g. an equilibrium, a periodic orbit or another type of recurrent set) into another.
Furthermore, their existence can often be used to establish more complicated dy-
namical phenomena through forcing theorems. However, proving the existence of
a connecting orbit for a given nonlinear ODE is in general a difficult (if not impos-
sible) task to accomplish by hand. For this reason, one often resorts to numerical
methods. While numerical methods can provide valuable insight into quantitive
properties of a connecting orbit, which would otherwise be out of reach with merely
a pen and paper analysis, the results are usually non-rigorous and cannot be used
in mathematical arguments. In particular, a standard numerical method does not
yield a proof for the existence of a connecting orbit.
In this paper we present a general computer-assisted method for proving the ex-
istence of transverse connecting orbits between hyperbolic equilibria for nonlinear
ODEs. The method is based on solving the finite time boundary value problem
du
dt
= g (u) , t ∈ [0, L],
u(0) ∈Wuloc (p0) ,
u(L) ∈W sloc (q0) ,
(3.1)
where g : Rn → Rn is a general polynomial vector field, p0, q0 ∈ Rn are hyperbolic
equilibria and L > 0 is the time needed to travel between the local (un)stable
manifolds. We assume that dim (Wu (p0)) + dim (W s (q0)) = n + 1, which is a
necessary condition for a transverse connecting orbit to exist. The idea is to solve
(3.1) by computing Taylor expansions for charts on the local (un)stable manifolds
via the parameterization method [14,75], which are used to supplant the boundary
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conditions in (3.1) with explicit equations, and to use the domain decomposition
techniques based on Chebyshev series developed in Chapter 2 to parameterize the
orbit in between. We remark that the assumption that g is polynomial is not as
restrictive as it initially might seem, since many nonlinearities which consist of
elementary functions can be brought into polynomial form by using automatic
differentiation techniques, see [48] for instance.
Before we proceed with a more detailed description of our method, a few re-
marks concerning the development of numerical methods for connecting orbits are
in order. Many numerical methods (both rigorous and non-rigorous) are based on
approximating (un)stable manifolds and solving finite time boundary value prob-
lems. We mention the (non-rigorous) methods implemented in the continuation
packages Matcont [28] and AUTO [1] in particular. Furthermore, many vali-
dated numerical methods have been developed over the last decade. It is beyond
the scope of this text to give an overview. Nevertheless, we mention the functional
analytic methods developed in [5, 8, 46, 49, 50, 72, 74, 76], which are based on solv-
ing fixed point problems, the topological methods developed in [80–83], which are
based on covering relations, cone conditions [41, 89, 91] and rigorous integration
of the flow via Lohner-type algorithms [87], and the methods in [21, 44] based on
shadowing techniques.
The first step in the development of our validated numerical method is to re-
cast (3.1) into an equivalent zero finding problem F (x) = 0. The unknowns in this
problem are the Taylor coefficients of the parameterizations of the local (un)stable
manifolds, which include the equilibria and the associated eigendata, the coordi-
nates of the endpoints u(0) and u(L) on the associated charts, and the Chebyshev
coefficients of the orbit. Next, we use the computer to determine an approximate
zero of F . The numerical computations are then combined with analysis on paper
to construct a Newton-like map T whose fixed points correspond to zeros of F .
Finally, we use pen and paper estimates to derive a finite number of inequalities,
which can be used to determine a neighborhood around the approximate solution
on which T is a contraction. An essential property of these inequalities is that
they can be rigorously verified with the aid of a computer. This approach is in the
literature often referred to as a parameterized Newton-Kantorovich method or the
radii-polynomial approach (see [27,84]).
The methods developed in [50,72,76] are very similar to ours; they also use the
parameterization method, Chebyshev series and the radii-polynomial approach to
validate solutions of (3.1). The main difference is that in [50,72,76] the charts on
the local (un)stable manifolds and the connecting orbit in between are validated
separately. More precisely, in these papers the strategy is to first validate the charts
on the local (un)stable manifolds, which amounts to solving two separate zero find-
ing problems, and to validate the connecting orbit afterwards (which constitutes
a third zero finding problem). The novelty of our method is that the charts on the
local (un)stable manifolds and connecting orbit in between are validated simulta-
neously as the locally unique zero of one map. This makes the proposed method
well-suited for rigorous continuation and bifurcation studies of connecting orbits.
In addition, while the methods in [50,72,76] are in principle applicable to a general
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class of equations, the code and estimates were only developed in detail for specific
problems. In this paper, the mathematical analysis and the code are developed in
full detail for general polynomial vector fields. In particular, the presented method
deals in a universal and systematic manner with the cases of real and complex
eigenvalues associated to the parameterizations of the (un)stable manifolds (see
the examples below).
Before we present some applications, let us discuss a few possible extensions.
The first extension is to let the vector field explicitly depend on a parameter and
to perform rigorous (pseudo-arclength) continuation of connecting orbits. This in-
volves a relatively straightforward application of the uniform contraction principle
and a slight modification of the estimates developed in this paper (see [15, 73, 76]
for instance). Furthermore, in order to carry out continuation efficiently, we need
to develop algorithms (heuristics) which automatically determine near-optimal pa-
rameter values for the validation of the charts on the local (un)stable manifolds
and the connecting orbit. More specifically, during continuation it might become
necessary to modify the number of Taylor coefficients, the size of the charts on the
local (un)stable manifolds, the grid on which the connecting orbit is computed,
the number of Chebyshev coefficients, or the integration time.
The second extension involves the incorporation of resonances. In this paper,
we assume that the (un)stable eigenvalues associated to the (un)stable manifolds
satisfy a so-called non-resonance condition. This condition is related to the regular-
ity of the chart mappings obtained via the parameterization method. In short, the
parameterization method is based on constructing a smooth conjugacy (analytic
in our case) between the nonlinear flow on the (un)stable manifold and an “easier”
fully understood model system. One can choose this model system to be linear,
which we do in this paper, if the (un)stable eigenvalues satisfy a non-resonance
condition. If there are resonant eigenvalues, however, one needs to use a nonlinear
model system instead. This is explained in detail in [75]. Generically, one will en-
counter resonances during continuation. Therefore, in order to successfully perform
validated continuation, we need to allow for the possibility of resonant eigenvalues
and modify the current method accordingly as explained in [75]. In particular,
we need to develop an algorithm which automatically detects when to “switch”
between the linear and nonlinear model flow during continuation. Furthermore,
a careful analysis of the case in which a pair of complex conjugate eigenvalues
become real (or vice versa) is needed as well. After the above extensions have been
implemented, one can start developing tools for the rigorous study of bifurcations
of connecting orbits for nonlinear ODEs.
The computer-assisted method presented in this paper is implemented in an
object oriented framework in Matlab using the Intlab package [66] for inter-
val arithmetic. The code is available at [67]. A third and useful extension would
be to incorporate an extra degree of freedom into the classes for the connecting
orbit so that additional equations and variables can be added (or removed) in a
convenient manner. This would facilitate the required modifications for dealing
with non-polynomial vector fields via automatic differentiation techniques, ana-
lyzing connecting orbits in vector fields with symmetry, proving the existence of
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Figure 3.1: Validated traveling wave profiles of (3.2) for a = 5, D = 3, b = 12
and κ = −0.7767. The depicted parts of the traveling wave profiles correspond to
the first and third component of the connecting orbit between the unstable and
stable manifold of (b, 0, 1− b, 0) and (1, 0, 0, 0), respectively. The time of flight of
the connection between the (un)stable manifolds was L = 20.
homoclinic instead of heteroclinic orbits, and performing bifurcation analysis.
Finally, we remark that the computational efficiency of the current implemen-
tation can be improved. For instance, the equations for the parameterizations of
the local (un)stable manifolds and the connecting orbit in between are to a large
extent uncoupled. As a consequence, the derivative of the zero finding map F has
a block structure, which can be exploited to reduce the computational costs of
the computation of an approximate inverse (we need an explicit finite dimensional
approximate inverse to construct a Newton-like map T ). Furthermore, in appli-
cations it might not be necessary to resolve the full local stable manifold equally
well in all directions, but a rather more focussed parameterization centered around
the slow eigendirections of the equilibria is appropriate, since a connecting orbit
generically tends to enter the stable manifold via these directions.
Application 3.1.1 (Traveling fronts in the Lotka-Volterra equations). The Lotka-
Volterra equations are a system of reaction-diffusion equations given by
∂v
∂t
= D
∂2v
∂x2
+ v (1− v − w) ,
∂w
∂t
=
∂2w
∂x2
+ aw (v − b) ,
(3.2)
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Figure 3.2: A three dimensional projection of a validated connecting orbit of (3.3)
for a = 5, D = 3, b = 12 and κ = −0.7767. The geometric objects colored in red
and blue correspond to parameterizations of the local unstable and local stable
manifold of (b, 0, 1− b, 0) and (1, 0, 0, 0), respectively, which were computed (and
validated) by using the parameterization method. The curve in black corresponds
to the piece of the connecting orbit which was validated by using Chebyshev series.
The time of flight of the connection between the (un)stable manifolds was L = 20.
We remark that the integration time was not optimized, i.e., it is possible to
decrease L and to “absorb” more of the orbit into the parameterized local (un)stable
manifolds.
where D > 0, a > 0, b ∈ (0, 1) and (t, x) ∈ R2. This system has three homogeneous
equilibrium states: (v, w) = (0, 0), (v, w) = (1, 0) and (v, w) = (b, 1 − b). We
have used our method to prove the existence of solutions of (3.2) of the form
v(t, x) = ζ1(x − κt) and w(t, x) = ζ2(x − κt), where ζ1, ζ2 : R → R and κ < 0,
which satisfy
lim
τ→−∞ (ζ1 (τ) , ζ2 (τ)) = (1, 0), limτ→∞ (ζ1 (τ) , ζ2 (τ)) = (b, 1− b).
Such solutions are often referred to as traveling fronts with wave speed κ.
Substitution of the traveling wave Ansatz (ζ1, ζ2) into (3.2) shows that con-
necting orbits from (b, 0, 1 − b, 0) to (1, 0, 0, 0) for the four dimensional system of
ODEs
du
dt
=

−u2
D−1 (κu2 + u1 (1− u1 − u3))
−u4
(κu4 + au3 (u1 − b))
 (3.3)
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Figure 3.3: A validated traveling wave profile of (3.4) for a = −0.1, κ = −2
and γ = 4.202. The depicted part of the traveling wave profile corresponds to the
first component of the connecting orbit between the unstable and stable manifold
of (−1, 0, 0, 0) and (a, 0, 0, 0), respectively. The time of flight of the connection
between the (un)stable manifolds was L = 4.
correspond to traveling wave profiles (ζ1(t), ζ2(t)) = (u1(−t), u3(−t)) and vice
versa. We have successfully validated connecting orbits in (3.3) for various values
of κ ∈ [−1,−0.5938]. For these parameter values, the equilibria (b, 0, 1− b, 0) and
(1, 0, 0, 0) have a two dimensional unstable and three dimensional stable manifold,
respectively. In particular, the stable eigenvalues of the linearization at (1, 0, 0, 0)
consist of one complex conjugate pair of eigenvalues and one real eigenvalue. We
have depicted a validated traveling wave profile and the corresponding connecting
orbit for a particular wave speed in Figures 3.1 and 3.2, respectively. The reader
is referred to Section 3.6.1 for the details.
Application 3.1.2 (Traveling fronts in a fourth order parabolic PDE). We have
proven the existence of traveling fronts v(t, x) = ζ (x− κt) for the following fourth
order parabolic PDE:
∂v
∂t
= −γ ∂
4v
∂x4
+
∂2v
∂x2
+
(
v − a)(1− v2) (3.4)
where −1 < a ≤ 0 and γ > 0. The parameter values were taken from [4] in which
geometric singular perturbation theory was used to prove the existence of traveling
fronts between the homogeneous states v ≡ −1 and v ≡ 1 for sufficiently small
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Figure 3.4: A three dimensional projection of a validated connecting orbit of
(3.5) for a = −0.1, κ = −2 and γ = 4.202. The geometric objects colored in red
and blue correspond to parameterizations of the local unstable and local stable
manifold of (−1, 0, 0, 0) and (a, 0, 0, 0), respectively, which were computed (and
validated) by using the parameterization method. The curve in black corresponds
to the piece of the connecting orbit which was validated by using Chebyshev series.
The connecting orbit was relatively “short” and the time of flight was L = 4. We
remark that the integration time was not optimized.
γ > 0. In this paper we focus on traveling fronts between the homogeneous states
v ≡ −1 and v ≡ a for (relatively) large γ.
We have successfully established the existence of connecting orbits from (−1, 0,
0, 0) to (a, 0, 0, 0) for the four dimensional system of ODEs
du
dt
= −

γu2
γu3
γu4
κu2 + u3 + (u1 − a)
(
1− u21
)
 , (3.5)
which correspond to traveling wave profiles ζ (t) = u1
(
− tγ
)
, for a fixed wave speed
κ and various values of γ ∈ [0.4557, 10.50]. We rescaled time with a factor γ so
that the system in (3.5) is well-defined at γ = 0. We have depicted a validated
traveling wave profile and the corresponding connecting orbit in Figures 3.3 and
3.4, respectively. The reader is referred to Section 3.6.2 for the details.
This paper is organized as follows. In Section 4.2 we review some basic facts
about Chebyshev series, Taylor series and sequence spaces, which will be used
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extensively throughout this paper. In Section 3.3 we set up an equivalent zero
finding problem for (3.1) by using domain decomposition, the parameterization
method, Chebyshev series and Taylor series. In Section 3.4 we set up an equivalent
fixed-point problem and explain how the existence of a zero can be established with
the aid of a computer. This involves the construction of computable bounds which
are developed in full detail in Section 3.5. Finally, in Section 4.9 we demonstrate
the effectiveness of the method by proving the existence of traveling fronts in
parabolic PDEs.
3.2 Preliminaries
In this section we develop a functional analytic framework for analyzing maps
which arise from the study of connecting orbits. We start in Section 3.2.1 by
recalling basic results from Chebyshev approximation theory. In Sections 3.2.2
and 3.2.3 we introduce spaces of geometrically decaying sequences and multivariate
arrays, respectively. In addition, we review methods for analyzing bounded linear
operators on them.
3.2.1 Chebyshev series
In this section we recall basic notions and results from Chebyshev approximation
theory. The reader is referred to [68] for the proofs and a more comprehensive
introduction into the theory of Chebyshev approximations.
Definition 3.2.1. The Chebyshev polynomials Tk : [−1, 1] → R are defined by
the relation Tk (cos (θ)) = cos (kθ), where k ∈ N0 and θ ∈ [0, pi].
Chebyshev series constitute a non-periodic analog of Fourier cosine series and
have similar convergence properties. For instance, any Lipschitz continuous func-
tion admits a unique Chebyshev expansion. In this paper, we will consider Cheby-
shev expansions of analytic functions. The Chebyshev coefficients of such regular
functions decay (in analogy with Fourier series) at a geometric rate to zero. A
more precise statement is given in the next proposition.
Proposition 3.2.2. Suppose u : [−1, 1]→ R is analytic and let
u = a0 + 2
∞∑
k=1
akTk
be its Chebyshev expansion. Let Eν ⊂ C denote an open ellipse with foci ±1 to
which u can be analytically extended, where ν > 1 is the sum of the semi-major
and semi-minor axis of Eν . If u is bounded on Eν , then |ak| ≤Mν−k for all k ∈ N0,
where M = supz∈Eν |u(z)|.
The Chebyshev coefficients of the product of two Chebyshev series is (in direct
analogy with Fourier cosine series) given by the symmetric discrete convolution:
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Proposition 3.2.3. Suppose u, v : [−1, 1]→ R are Lipschitz continuous and let
u = a0 + 2
∞∑
k=1
akTk, v = b0 + 2
∞∑
k=1
bkTk,
be the associated Chebyshev expansions. Then
u · v = (a ∗ b)0 + 2
∞∑
k=1
(a ∗ b)k Tk, where (a ∗ b)k :=
∑
k1+k2=k
k1,k2∈Z
a|k1|b|k2|.
3.2.2 Geometrically decaying sequences
In this section we introduce a sequence space suitable for analyzing analytic func-
tions, and elementary operations on them, via their Chebyshev coefficients. Recall
that the Chebyshev coefficients of an analytic function u : [a, b] → Rn decay ex-
ponentially fast to zero by Proposition 3.2.2. In light of this observation we define
`1ν,n :=
{
(ak)k∈N0 : ak ∈ Cn,
∞∑
k=0
∣∣∣[ak]j∣∣∣ νk <∞, 1 ≤ j ≤ n
}
,
where [ak]j denotes the j-th component of ak and ν > 1 is some prescribed weight,
endowed with the norm
‖a‖ν,n := max1≤j≤n
{∣∣∣[a0]j∣∣∣+ 2 ∞∑
k=1
∣∣∣[ak]j∣∣∣ νk
}
.
In the special case that n = 1 we shall write `1ν := `1ν,1 and ‖·‖ν := ‖·‖ν,1. It is a
straightforward task to verify that `1ν,n equipped with this norm is a Banach space
over C.
Remark 3.2.4. In this paper we are exclusively concerned with Chebyshev expan-
sions of real-valued functions. From this perspective it is more natural to consider
sequence spaces over R instead of C . The reason for using a space of complex val-
ued sequences is that we wish to couple the Chebyshev expansions with chart maps
for (un)stable manifolds, which might be complex-valued (see Section 3.3). We will
proof a-posteriori that the Chebyshev coefficients are real by using arguments based
on symmetry.
The operation of multiplying two Chebyshev series can be lifted to the level
of sequences, giving rise to the symmetric discrete convolution ∗, as shown in
Proposition 3.2.3. This additional product structure on `1ν yields a particularly
nice space:
Proposition 3.2.5. The space
(
`1ν , ∗
)
is a commutative Banach algebra over C.
Proof. This follows directly from Proposition 3.2.3 and the triangle inequality.
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One of the reasons for using the space `1ν is to have a relatively simple and sharp
convolution estimate. Another important reason is that it is easy to compute the
norm of bounded linear operators. To explain how to compute the norm of a
bounded linear operator on `1ν we introduce the notion of the corner points. Let
(ek)k∈N0 denote the canonical Schauder basis for `
1
ν , i.e. (ek)l := δkl for l ∈ N0, so
that
a =
∞∑
k=0
akek,
for any a ∈ `1ν .
Remark 3.2.6. We shall frequently use the Schauder basis (ek)k∈N0 to identify
an element a ∈ `1ν with the infinite dimensional column vector
[
a0 a1 . . .
]T .
Definition 3.2.7. The corner points {ξk,ν}k∈N0 ⊂ `1ν of the unit ball in `1ν are
defined by ξk,ν := εk,νek, where
εk,ν =
{
1 k = 0,
1
2ν
−k, k ∈ N.
We shall write ξk,ν = ξk and εk,ν = εk whenever there is no chance of confusion.
The norm of a bounded linear operator on `1ν can be computed by simply
evaluating it at the corner points as shown in the next proposition:
Proposition 3.2.8. Let (X, ‖·‖X) be a normed vector space. If L ∈ B
(
`1ν , X
)
,
then
‖L‖B(`1ν ,X) = supk∈N0
‖L (ξk)‖X .
Proof. It is clear that
‖L‖B(`1ν ,X) ≥ supk∈N0
‖L (ξk)‖X ,
since ‖ξk‖ν = 1 for all k ∈ N0 by definition.
Conversely, let a ∈ `1ν be arbitrary and observe that
a = a0ξ0 + 2
∞∑
k=1
akξkν
k.
Therefore, since L is bounded,
L (a) = a0L (ξ0) + 2
∞∑
k=1
akL (ξk) νk.
Consequently,
‖L (a)‖X ≤ sup
k∈N0
‖L (ξk)‖X ‖a‖ν
for any a ∈ `1ν , which proves the claim.
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Now, suppose L ∈ B (`1ν1 , `1ν2), where ν1, ν2 > 1. Then L can be identified with
an infinite dimensional matrix, with respect to the basis (ek)k∈N0 , in the usual
way. More precisely, there exists unique coefficients {Lij ∈ C : i, j ∈ N0} such that
L (ej) =
∞∑
i=0
Lijei '
[L0j L1j . . . ]T , j ∈ N0.
Hence
L(a) =

L00 L01 . . .
L10 L11 . . .
...


a0
a1
...
 , (3.6)
for any a ∈ `1ν1 . In this particular setting, Proposition 3.2.8 can be interpreted as
the statement that ‖L‖B(`1ν1 ,`1ν2) is a weighted supremum of the `
1
ν2-norms of the
columns of L. Moreover, in this case the converse of Proposition 3.2.8 holds as
well:
Proposition 3.2.9. Let ν1, ν2 > 1 and suppose {Lij ∈ C : i, j ∈ N0} are coeffi-
cients such that the expression in (3.6) yields a well-defined linear operator L :
`1ν1 → CN0 , i.e., (L(a))k is finite for all a ∈ `1ν1 and k ∈ N0. Then L ∈ B
(
`1ν1 , `
1
ν2
)
if and only if supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 <∞. Moreover, if L ∈ B (`1ν1 , `1ν2), then
‖L‖B(`1ν1 ,`1ν2) = supl∈N0
εl,ν1
∥∥L(·,l)∥∥ν2 . (3.7)
Proof. It follows directly from Proposition 3.2.8 that supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 < ∞
whenever L ∈ B (`1ν1 , `1ν2) and that in this case the operator norm is given by (3.7).
Conversely, suppose supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 <∞. Let a ∈ `1ν1 be arbitrary, then
‖L (a)‖ν2 ≤
∞∑
l=0
|L0l| |al|+ 2
∞∑
k=1
∞∑
l=0
|Lkl| |al| νk2
=
∞∑
l=0
|al|
∥∥L(·,l)∥∥ν2
= |a0|
∥∥L(·,0)∥∥ν2 + 2 ∞∑
l=1
εν1,l |al|
∥∥L(·,l)∥∥ν2 νl1
≤
(
sup
l∈N0
εl,ν1
∥∥L(·,l)∥∥ν2
)
‖a‖ν1 .
Therefore, since the latter quantity is finite, L : `1ν1 → `1ν2 is a bounded linear
operator.
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3.2.3 Multivariate sequences
In this section we introduce a space of sequences indexed by d-dimensional multi-
indices, where d ∈ N. This space will be used to analyze Taylor series of analytic
functions P : {z ∈ C : |z| ≤ ν}d → Cn, where ν > 0. Such functions arise in the the
analysis of local charts on (un)stable manifolds via the parameterization method
developed in [18].
Formally, a sequence indexed by d-dimensional multi-indices is a function p :
Nd0 → C. The function p is usually referred to as a d-dimensional array or multi-
variate sequence. In analogy with ordinary sequences, we shall write (as usual)
pk := pk1...kd := p (k) , k ∈ Nd0.
Furthermore, for any multi-index k ∈ Nd0, we write |k| =
∑d
i=1 ki, which is not
to be confused with the absolute value of a (complex) number. In addition, we
introduce a partial ordering  on Nd0 by
k  l def⇔ kj ≤ lj , ∀ 1 ≤ j ≤ d.
We will now follow the same approach as in the previous section to set up
a functional analytic framework for analyzing geometrically decaying arrays. Let
ν > 0 and define
W 1ν,n,d :=
p : Nd0 → Cn
∣∣∣∣∣∣
∑
k∈Nd0
∣∣∣[pk]j∣∣∣ ν|k| <∞, 1 ≤ j ≤ n

endowed with the norm
‖p‖W 1ν,n,d := max1≤j≤n
∑
k∈Nd0
∣∣∣[pk]j∣∣∣ ν|k|.
In the case that the dimension d can be easily inferred from the context it will be
omitted from the notation. In addition, if n = 1 and it is clear from the context
whether p ∈ `1ν or p ∈W 1ν , we shall write ‖p‖W 1ν,n,d = ‖p‖ν .
Next, recall that the Taylor coefficients of the product of two Taylor series is
given by the one-sided discrete convolution, also referred to as the Cauchy product.
More precisely, if f, g : {z ∈ C : |z| < ν}d → C admit power series expansions
f(z) =
∑
k∈Nd0
fkz
k, g(z) =
∑
k∈Nd0
gkz
k,
where f˜ = (fk)k∈Nd0 and g˜ = (gk)k∈Nd0 are d-dimensional arrays, then
(fg)(z) =
∑
k∈Nd0
(
f˜ ∗ g˜
)
k
zk,
(
f˜ ∗ g˜
)
k
:=
∑
α+β=k,
α,β∈Nd0
f˜αg˜β , (3.8)
on {z ∈ C : |z| < ν}d. In particular, the Cauchy product ∗ yields a natural product
structure on W 1ν . This is summarized in the following proposition.
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Proposition 3.2.10. The space
(
W 1ν ,∗
)
is a commutative Banach algebra.
Proof. This follows directly from the definition of ∗ in (3.8) and the triangle in-
equality.
Next, we derive an expression for the norm of a bounded linear operator on
W 1ν . For this purpose we introduce a multivariate analog of the corner-points:
Definition 3.2.11. The corner points {ξk,d,ν}k∈Nd0 ⊂ W
1
ν of the unit ball in W 1ν
are defined by (ξk,d,ν)l := ν
−|k|δkl, where l ∈ Nd0. We shall write ξk,d,ν = ξk
whenever there is no chance of confusion.
As before, the norm of a bounded linear operator on W 1ν can be computed by
evaluating it at the corner-points.
Proposition 3.2.12. Let (X, ‖·‖X) be a normed vector space. If L ∈ B
(
W 1ν , X
)
,
then
‖L‖B(W 1ν ,X) = sup
k∈Nd0
‖L (ξk)‖X .
Proof. See Proposition 3.2.8.
3.3 An equivalent zero finding problem
In this section we set up a zero finding problem for establishing the existence
of connecting orbits. Let us start by giving a precise description of the problem.
Suppose p˜0, q˜0 ∈ Rn are hyperbolic equilibria of g. The objective is to validate an
isolated connecting orbit u from p˜0 to q˜0, which is robust with respect to “small”
perturbations in g, by solving a boundary value problem (BVP) on a finite time
domain. The method is based on the observation that a connecting orbit from p˜0
to q˜0 is characterized by 
du
dt
= g(u), t ∈ [0, L],
u(0) ∈Wuloc (p˜0) ,
u(L) ∈W sloc (q˜0) ,
(3.9)
where L > 0 is the time of flight needed to travel from Wuloc (p˜0) to W
s
loc (q˜0).
If Wu (p˜0) and W s (q˜0) intersect transversally along u, then the connecting
orbit is robust, i.e., it will persist for sufficiently “small” perturbations in g. In
this case, the intersection Wu (p˜0) ∩ W s (q˜0) ∩ U , where U is a neighborhood
of the connecting orbit in which it is unique, is necessarily an one dimensional
manifold. Hence, by counting dimensions, a necessary condition for the existence
of a transverse isolated connecting orbit is
nu + ns − n = 1, nu := dimWu (p˜0) , ns := dimW s (q˜0) .
81
This condition is often referred to as a non-degeneracy condition for connecting
orbits. We shall henceforth assume that this condition is satisfied. In particular,
we do not assume a-priori that the connecting orbit is isolated and transverse.
Instead, we will obtain these properties from the proof of existence (a contraction
argument), see Proposition 3.3.19.
We start by setting up equations for local charts on the (un)stable manifolds
by using the parameterization method [18] and the methodology presented in [75].
These charts will be used to supplant the boundary conditions in (3.9) with explicit
equations. Next, we set up an equivalent system of equations for the differential
equation by using Chebyshev series and domain decomposition as explained in
Chapter 2. Finally, in order for the resulting zero finding problem to be well posed,
we complete the system of equations by imposing appropriate phase conditions.
3.3.1 Charts on the (un)stable manifolds
In this section we give a brief overview of the method developed in [75] to compute
local charts on the (un)stable manifolds. The reader is referred to [75] for a more
detailed exposition of the theory. To make the discussion more precise, we consider
the computation of a local chart on the stable manifold of q˜0. A chart on the
unstable manifold of p˜0 can be computed in the same way by reversing the sign of
the vectorfield.
The Parameterization Method The idea of the parameterization method [18]
is to construct a diffeomorphism which conjugates the nonlinear dynamics on the
stable manifold to an easier and fully understood flow ψ. For the sake of simplicity,
let us assume that Dg (q˜0) is diagonalizable. This assumption is, however, not
necessary, as we will explain in a moment.
Let λs1, . . . , λsns ∈ C be the stable eigenvalues of Dg (q˜0). If all eigenvalues are
real and semisimple, then there exists neighborhoods U ⊂ Rn and V ⊂ Rns of q˜0
and 0, respectively, such that the dynamics onW s (q˜0)∩U is conjugate to the flow
ψ (t, φ) := exp
(
t · diag (λs1, . . . , λsns))φ, t ≥ 0, φ ∈ V. (3.10)
If some of the eigenvalues are complex, however, special care has to be taken. Let us
for the moment forget about this technicality and consider the complex dynamics
generated by u′ = g(u) on Cn. Then the dynamics on the complex local stable
manifold, which we denote by W s,cloc (q˜0), is conjugate to the flow ψ restricted to
the polydisk
Bνs :=
{
φ ∈ Cns : max
1≤i≤ns
|φi| ≤ νs
}
,
for some sufficiently small νs > 0.
The idea is to find an analytic map Q : Bνs → Cn which conjugates the
nonlinear flow ϕ on W s,cloc (q˜0) to the linear flow ψ on Bνs for t ≥ 0. In other words,
we seek a map Q such that
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Bνs Cn
Bνs Cn
ψ
Q
ϕ
Q
commutes, i.e., Q (ψ (t, φ)) = ϕ (t, Q (φ)) for all (t, φ) ∈ R≥0×Bνs . Differentiation
of this relation at t = 0 yields the so-called invariance equation:
DQ(φ) · diag (λs1, . . . , λsns)φ = g (Q(φ)) , φ ∈ Bνs . (3.11)
Note that this equation does not depend on time or the flow anymore. Moreover,
it is easy to see that if the invariance equation holds, then
t 7→ u(t) := Q (ψ (t, φ))
is an orbit in W s,c (q˜0) for any φ ∈ Bνs , i.e., Q : Bνs →W s,cloc (q˜0) (see [75, Lemma
2.6]). Therefore, the problem of computing a chart is now reduced to solving (3.11).
Solving the invariance equation Since Q is assumed to be analytic on Bνs ,
i.e., Q is analytic on a slightly larger open neighborhood of Bνs , there exist coef-
ficients q ∈W 1νs,n,ns such that
Q (φ) =
∑
k∈Nd0
qkφ
k.
Observe that the zeroth order Taylor coefficient is necessarily the equilibrium, i.e.,
q0 = q˜0. Furthermore, since Q is assumed to be a diffeomorphism, it must hold
that
DQ (0)Cns = Tq0W
s,c
loc (q0) = Es,
where Es is the stable eigenspace of Dg (q0). In fact, the first order Taylor co-
efficients {qk : |k| = 1, k ∈ Nns0 } must necessarily be the stable eigenvectors of
Dg (q0), as we will show in a moment. Note that these are only determined up
to a scaling.
To determine the higher order Taylor coefficients {qk : |k| ≥ 2, k ∈ Nns0 }, we
first introduce the map C : W 1νs,n →W 1νs,n defined by
C (w) :=
∑
α∈A
gαw
α, wα :=
n∏
j=1
[wj ]
αj , (3.12)
where the latter product is understood to be the one-sided discrete convolution,
and {gα : α ∈ A} ⊂ Rn, where A ⊂ Nn0 , are the coefficients of g in the monomial
basis. In particular, observe that
g (Q (φ)) =
∑
k∈Nns0
Ck (q)φ
k, (3.13)
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since the Taylor coefficients of the product of two Taylor expansions is given by
the one-sided discrete convolution. Formally, we should incorporate the weight νs
and dimension ns into the notation for C. However, since these parameters can
usually be inferred from the context and we wish to use the same notation for the
unstable manifold, we have chosen to omit it from the notation.
Substitution of the Taylor expansion for Q into (3.11) yields the follow system
of equations:
〈λs, k〉 qk − Ck (q) = 0, λs :=
[
λs1 . . . λ
s
ns
]T
, |k| ≥ 2, (3.14)
where 〈·, ·〉 denotes the standard Hermitian inner product on Cns . We shall use
this system of equations to set up a zero finding problem for computing a chart
on W s,cloc (q˜0). Now, before we proceed, observe that (3.14) is equivalent to
[Dg (q0)− 〈λs, k〉 I] qk = Dg (q0) qk − Ck(q), |k| ≥ 2. (3.15)
Moreover, differentiation of (3.13) at φ = 0 shows that Dg (q0) qk = Ck(q) for
|k| = 1. Hence (3.15) reduces to the eigenvalue/eigenvector equation for Dg (q0)
for |k| = 1. Similarly, repeated differentiation of (3.13) at φ = 0 shows that the
righthand-side of (3.15) only depends on Taylor coefficients of order strictly below
|k|. In conclusion, the Taylor coefficients q can be computed recursively up to any
desired order provided 〈λs, k〉 6= λsi for all 1 ≤ i ≤ ns and |k| ≥ 2.
The latter condition is usually referred to as a non-resonance condition and
is related to the regularity of Q. More precisely, in the presence of a resonance,
the parameterization method, as applied above with the linear “model” flow ψ,
does not yield an analytic conjugation Q anymore. It is explained in [75] how to
construct an analytic conjugation in the present of a resonance. The idea is to
use a nonlinear normal form for ψ instead of just the linear flow in (3.10). The
interested reader is referred to [75] for a detailed exposition of the resonant case.
For the sake of presentation, however, we shall assume throughout this paper that
there are no resonances.
We are now ready to set up a zero finding problem for computing the Taylor co-
efficients of Q (which include the equilibrium and eigenvectors) and the eigenvalues
λs:
Definition 3.3.1 (Taylor map for stable manifolds). Let 0 < ν˜s < νs be given
weights. The Taylor map FQ : Cns×W 1νs,n →W 1ν˜s,n for stable manifolds is defined
by
(FQ (λ
s, q))k :=

g (q0) , k = 0,
[Dg (q0)− 〈λs, k〉 I] qk, |k| = 1,
〈λs, k〉 qk − Ck (q) , |k| ≥ 2.
Remark 3.3.2. The latter map is well-defined since (〈λs, k〉 qk)k∈Nns0 ∈W
1
ν˜s,n
for
any q ∈W 1νs,n and 0 < ν˜s < νs.
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Remark 3.3.3. If (λs, q) is a zero of FQ, then so is (λs, µq), where µ ∈ Cns and
(µq)k := µ
kqk, see [75, Lemma 2.2]. We will get rid of this extra degree of freedom
by fixing the orientation and length of the eigenvectors. In particular, observe that
the scaling of the eigenvectors (and in turn the “scaling” of q) determines the
decay rate of the coefficients q and hence the size of Bνs . In effect, the length of
the eigenvectors determine (roughly speaking) the “size” of the patch on W s,cloc (q0)
parameterized by Q. The interested reader is referred to [14] for a more thorough
explanation where this phenomena is explored in detail.
The zero finding problem for the computation of a chart on the unstable man-
ifold is set up in an analogous way. For the sake of completeness (and introducing
notation) let us explicitly state the assumptions and the associated zero finding
map. We assume that Dg (p˜0) is diagonalizable and that the associated eigenvalues
λu ∈ Cnu satisfy the non-resonance condition. The goal is to compute a param-
eterization P : Bνu ⊂ Cnu → Wu,cloc (p˜0) of the form P (θ) =
∑
k∈Nnu0 pkθ
k, where
νu > 0, by finding a zero of the following map:
Definition 3.3.4 (Taylor map for unstable manifolds). Let 0 < ν˜u < νu be given
weights. The Taylor map FP : Cnu ×W 1νu,n → W 1ν˜u,n for unstable manifolds is
defined by
(FP (λ
u, p))k :=

g (p0) , k = 0,
[Dg (p0)− 〈λu, k〉 I] pk, |k| = 1,
〈λu, k〉 pk − Ck (p) , |k| ≥ 2.
Symmetry In the preceding exposition we considered the complex dynamical
system u′ = g(u) on Cn. Our main interest, however, is the computation of in-
variant manifolds in the real-valued dynamical system on Rn. We will now explain
how we can recover charts for the (un)stable manifolds in the real system from
the complex ones through the use of symmetry. We remark that one could also
have set up the parameterization method in the real-valued setting from the start.
However, in that case, we would have had to separate the cases between the pres-
ence of complex eigenvalues and a completely real spectrum. It is in our opinion
more convenient from both a practical and theoretical point of view to develop a
unified approach.
Let us consider the stable manifold again. Observe that complex eigenvalues
will always appear in conjugate pairs, since g is a polynomial with real coefficients.
Suppose there are ds complex conjugate pairs of eigenvalues and ns−2ds real ones.
Furthermore, assume that we have ordered the eigenvalues λs in such a way that
λsi = λ
s
i+1 for i ∈ {2l + 1 : 0 ≤ l ≤ ds − 1}. Next, define the map Σ : Cns → Cns
by
Σ (z1, . . . , z2ds , z2ds+1, . . . , zns) := (z2, z1, . . . , z2ds , z2ds−1, z2ds+1, . . . , zns) ,
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and note that Σ is an involution on Cns . For this reason we shall frequently write
z? := Σ(z). In particular, note that we ordered the stable eigenvalues in such a way
that (λs)? = λs. Finally, we extend this notion of involution to W 1νs,n by defining
(q?)k := qk? , k ∈ Nns0 .
The key observation for obtaining charts for the real manifolds is stated in the
following lemma. The proof can be found in [75, Lemma 2.1].
Proposition 3.3.5. If q ∈ W 1νs,n is symmetric, i.e., q? = q, then the map Q :
Bνs → Cn defined by
Q (φ) :=
∑
k∈Nns0
qkφ
k
is real valued on the set Bsymνs := {φ ∈ Bνs : φ? = φ}. In addition, if λs ∈ Cns is
symmetric and F (λs, q) = 0, then Q|Bsymνs is a parameterization of the real stable
manifold W sloc (q0).
Remark 3.3.6. Note that Bsymνs is a real manifold of dimension ns. More precisely,
we can identify Bsymνs with the (real) manifold
Bsym,reνs :={
φ ∈ Rns : |φ2j−1|2 + |φ2j |2 ≤ νs, 1 ≤ j ≤ ds, |φj | ≤ νs, 2ds + 1 ≤ j ≤ ns
}
by using the (linear) map ιs : Rns → Cns defined by
ιs (φ) :=
(φ1 + iφ2, φ1 − iφ2, . . . , φ2ds−1 + iφ2ds , φ2ds−1 − iφ2ds , φ2ds+1, . . . , φns) .
Remark 3.3.7. Strictly speaking, the assumption that λs is symmetric is not
necessary. To see this, let esi ∈ Cns be the unit vector defined by [esi ]j = δij, where
1 ≤ i, j ≤ ns. If F (λs, q) = 0 for some λs ∈ Cns , then
Dg (q0) qk = λ
s
kqk, |k| = 1.
In particular, if we take the complex conjugate of the lefthand-side of the above
expression for k = es2j−1, we obtain
Dg (q0) qes2j−1 = Dg (q0) qes2j−1 = Dg (q0) qes2j = λ
s
2jqes2j , 1 ≤ j ≤ ds,
since g is a polynomial with real coefficients and q? = q by assumption. On the
other hand,
Dg (q0) qes2j−1 = λ
s
2j−1qes2j−1 = λ
s
2j−1qes2j , 1 ≤ j ≤ ds.
Hence it follows that (λs)? = λs.
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In conclusion, in order to conclude that a point lies on the real stable manifold,
it suffices to verify that q? = q. It is explained in Section 3.4 how we can verify this
in practice. For now, let us mention that the verification is based on the following
observation whose proof can be found in [75, Lemma 4.1]:
Lemma 3.3.8. The map FQ is compatible with ?, i.e., FQ
(
(λs)
?
, q?
)
= FQ (λ
s, q)
?
for any (λs, q) ∈ Cns ×W 1νs,n.
Analogous results hold for the parameterization of the unstable manifold of p˜0.
To avoid clutter in the notation we shall denote the involution associated to the
unstable manifold of p˜0 by ? as well.
3.3.2 Chebyshev series and domain decomposition
In this section we use the methodology developed in Chapter 2 to recast the
differential equation into an equivalent zero finding problem on `1ν,n. The reader
is referred to Chapter 2 for the details. Let Pm := {t0 = 0 < t1 < . . . < tm = 1},
where m ∈ N, be any partition of [0, 1]. Then the differential equation in (3.9) is
equivalent to
(P1)
{
du1
dt
= Lg (u1) , t ∈ [0, t1] , (Pi)

dui
dt
= Lg (ui) , t ∈ [ti−1, ti] ,
ui (ti−1) = ui−1 (ti−1) ,
where 2 ≤ i ≤ m. If (Pi)mi=1 admits a solution, then each ui is real-analytic since g
is. Therefore, there exists weights νi > 1 and real coefficients ai ∈ `1νi,n such that
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k
in C ([ti−1, ti]). Here
(
T ik
)
k∈N0 are the shifted Chebyshev-polynomials on [ti−1, ti]
defined by
T ik(t) = Tk
(
2t− ti − ti−1
ti − ti−1
)
, k ∈ N0.
Next, define the map c : `1νi,n → `1νi,n by
c(a) :=
∑
α∈A
gαa
α, aα :=
n∏
j=1
[a]
αj
j , (3.16)
where the latter product is understood to be the symmetric discrete convolution
∗. Then
g (ui) = c0
(
ai
)
+ 2
∞∑
k=1
ck
(
ai
)
T ik,
87
since the Chebyshev coefficients of the product of two functions is given by the
symmetric discrete convolution. Formally, we should incorporate the index i into
the notation for c to emphasize its dependence on the weight νi. However, since
the domain of c can usually be easily inferred from the context, we haven chosen
to omit the index from the notation.
Remark 3.3.9. Throughout this paper we will need to analyze Dc
(
ai
)
, where
ai ∈ `1νi,n and 1 ≤ i ≤ m, on numerous occasions. For this reason, we state here
for future reference how this derivative can be computed in an efficient way. Since(
`1νi,n, ∗
)
is a Banach algebra, we may use the “usual” rules of calculus to compute
the derivative of c. In particular, direct differentiation of (4.19) with respect to ai
shows that
D [c]j
(
ai
)
a˜i =
n∑
l=1
gˆijl ∗ [a˜i]
l
, a˜i ∈ `1νi,n, 1 ≤ j ≤ n, (3.17)
where [c]j denotes the j-th component of c and gˆ
ijl ∈ `1νi are the Chebyshev coeffi-
cients of
∂gj
∂xl
(
ai0 + 2
∞∑
k=1
aikT
i
k
)
, 1 ≤ l ≤ n. (3.18)
Substitution of the Chebsyshev expansions for (ui)
m
i=1 into (Pi)
m
i=1 yields an
equivalent system of equations for the coefficients and gives rise to the following
map:
Definition 3.3.10 (Chebyshev map for ODEs). Let (νi)
m
i=1 and (ν˜i)
m
i=1 be col-
lections of weights such that 1 < ν˜i < νi for all 1 ≤ i ≤ m. The Chebyshev map
for ODEs is the function Fu :
⊕m
i=1 `
1
νi,n → `1ν˜1,n/Cn ⊕
⊕m
i=2 `
1
ν˜i,n
defined by
Fu (a) :=
(
f1
(
a1
)
, f2
(
a1, a2
)
, . . . , fm
(
am−1, am
))
,
where a =
(
a1, . . . , am
)
, f1 : `1ν1,n → `1ν˜1,n/Cn is given by(
f1
(
a1
))
k
:= ka1k −
L (t1 − t0)
4
(
ck−1
(
a1
)− ck+1 (a1)) , k ∈ N,
and fi : `1νi−1,n × `1νi,n → `1ν˜i,n by
fi
(
ai−1, ai
)
:=

ai0 − ai−10 + 2
∞∑
l=1
(
(−1)l ail − ai−1l
)
, k = 0,
kaik −
L (ti − ti−1)
4
(
ck−1
(
ai
)− ck+1 (ai)) , k ∈ N,
for 2 ≤ i ≤ m.
Remark 3.3.11. The map Fu is well-defined, since
(
kaik
)
k∈N0 ∈ `1ν˜i,n for any
ai ∈ `1νi,n and 1 < ν˜i < νi.
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Let us stress the subtle difference between the latter map and the one con-
structed in Chapter 2; in the current setting we allow for complex Chebyshev
coefficients. The main reason for this is that the parameterization maps P and
Q (see the previous section) are in principle complex-valued and we wish to use
them to proof that u(0) ∈ Wuloc (p˜0) and u(L) ∈ W sloc (q˜0). We will conclude a-
posteriori that the Chebyshev coefficients are in fact real by invoking symmetry
arguments. To be more precise, for any a =
(
a1, . . . , am
)
, define a :=
(
a1, · · · , am
)
by
(
ai
)
k
:= aik. We will conclude that an element a is real, i.e., a = a, by using
the following observation:
Lemma 3.3.12. The map Fu is compatible with conjugation, i.e., Fu (a) = Fu(a).
Proof. Let a =
(
a1, . . . , am
) ∈∏mj=1 `1νj ,n be arbitrary. We will prove that c(aj) =
c (aj) for 1 ≤ j ≤ m. The desired result follows directly from this observation.
Recall that a Chebyshev series is a Fourier series up to coordinate transformation.
To be more precise, let 1 ≤ j ≤ m, set aj−k := ajk for k ∈ N, and define
sj (θ) :=
tj − tj−1
2
(cos θ + 1) + tj−1, θ ∈ [0, pi] .
Then
aj0 + 2
∞∑
k=1
ajkT
j
k (sj (θ)) =
∑
k∈Z
ajke
ikθ, θ ∈ [0, pi] ,
by definition of the Chebyshev polynomials (see Definition 3.2.1). Note that the
latter series converges uniformly to an analytic 2pi-periodic function, since aj ∈
`1νj ,n. Furthermore, since a
j
−k = a
j
k (by definition), it follows that
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck
(
aj
)
eikθ,
where c is defined in (4.19) and we have set c−k
(
aj
)
:= ck
(
aj
)
for k ∈ N. In
particular,
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck (aj)e
ikθ.
On the other hand, since g is real-analytic, the same reasoning shows that
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
= g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck
(
aj
)
eikθ.
Therefore, since a (pointwise) convergent Fourier series is unique, we conclude that
c
(
aj
)
= c (aj).
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Finally, observe that by construction we now have the following result:
Proposition 3.3.13. Suppose a ∈ ⊕mi=1 `1νi,n is symmetric, i.e., a = a, then
F (a) = 0 if and only if the functions
{
ui = a
i
0 + 2
∑∞
k=1 a
i
kT
i
k : 1 ≤ i ≤ m} con-
stitute a solution of (Pi)
m
i=1.
3.3.3 The connecting orbit map
In this section we set up a zero finding problem for (3.9). We have already set
up appropriate zero finding mappings for the ODE and charts on the (un)stable
manifolds. What remains are appropriate phase space conditions.
Boundary conditions We can now replace the boundary conditions in (3.9)
with explicit equations. Let P and Q denote the local parameterizations of the
complex unstable and stable manifold as before, respectively. Then the conditions
u(0) ∈ Wuloc (p˜0) and u(1) ∈ W sloc (q˜0) are equivalent to the problem of finding
coordinates θ ∈ Bsymνu and φ ∈ Bsymνs such that
u1(0)− P (θ) = a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθ
k = 0,
um(1)−Q (φ) = am0 + 2
∞∑
k=1
amk −
∑
k∈Nns0
qkφ
k = 0.
As mentioned before, we will verify a-posteriori that θ? = θ and φ? = φ so that
P (θ) and Q (θ) are points on the real (un)stable manifolds.
Length of the eigenvectors Recall that the first order Taylor coefficients of P
and Q are determined up to a rescaling. To get rid of this extra degree of freedom
we prescribe the length and orientation of the eigenvectors of Dg (p˜0) and Dg (q˜0).
More precisely, we require that
〈pk, pˆk〉 − u,k = 0, |k| = 1, k ∈ Nnu0 ,
〈qk, qˆk〉 − s,k = 0, |k| = 1, k ∈ Nns0 ,
where pˆk, qˆk ∈ Cn are prescribed vectors and u,k, s,k > 0. In practice, pˆk and qˆk
are numerical approximations of the eigenvectors of Dg (p˜0) and Dg (q˜0), respec-
tively, and u,k, s,k are their respective squared lengths. In order to respect the
symmetry ?, we impose the following ordering:
pˆk? = pˆk, u,k? = u,k, |k| = 1, k ∈ Nnu0 , (3.19)
qˆk? = qˆk, s,k? = s,k, |k| = 1, k ∈ Nns0 . (3.20)
We recall again that the length of the eigenvectors determines the decay rate of
the Taylor coefficients and hence the size of the domains of P and Q.
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Translation invariance in time Finally, we introduce a phase condition to fix
the time parameterization of the connecting orbit. In [12, 29] a phase condition
specifically tailored for continuation is presented. The idea is to fix a reference
function u˜ and to minimize the functional
s 7→
∫ ∞
−∞
‖u(t− s)− u˜(t)‖22 dt
on some appropriate functions space, where u is the connecting orbit. This phase
condition is used in popular software packages for continuation such as AUTO
and Matcont and was first suggested in [29].
The intuition is that this phase condition enforces the connecting orbit to re-
main as close as possible (in the L2-sense) to the reference solution with respect to
small shifts in time. In practice, u˜ is the solution computed at the previous contin-
uation step (or just the numerical approximation uˆ in case we are not performing
continuation). In particular, a necessary condition for the latter functional to have
a minimum at s = 0 is ∫ ∞
−∞
〈u(t)− u˜(t), u˜′(t)〉 dt = 0. (3.21)
We shall use (3.21) to construct an appropriate phase condition in terms of
Chebyshev coefficients by approximating the integral on a finite domain. First,
write
u|[−1,1] =
m∑
i=1
ui1[ti−1,ti]|[−1,1], u˜|[−1,1] =
m∑
i=1
u˜i1[ti−1,ti]|[−1,1],
which correspond to the pieces of u and u˜ computed in practice. If the time of
flight L > 0 is sufficiently large, then∫ ∞
−∞
〈u(t)− u˜(t), u˜′(t)〉 dt ≈
∫ 1
−1
〈u(t)− u˜(t), u˜′(t)〉 dt
=
m∑
i=1
∫ ti
ti−1
〈ui(t)− u˜i(t), u˜′i(t)〉 dt.
Next, write
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k, u˜i = b
i
0 + 2
∞∑
k=1
bikT
i
k, 1 ≤ i ≤ m.
For notational convenience, let us omit the superscripts from the Chebyshev coef-
ficients and assume (for the moment) that ui and u˜i are scalar functions. Then
〈ui − u˜i, u˜′i〉L2
= 2 (a0 − b0)
∞∑
l=1
bl
〈
T i0,
dT il
dt
〉
L2
+ 4
∞∑
k,l=1
(ak − bk) bl
〈
T ik,
dT il
dt
〉
L2
, (3.22)
91
where 〈·, ·〉L2 denotes the standard complex inner product on L2 ([ti−1, ti]).
Now, rescale time back to [−1, 1], use the coordinate transformation θ =
arccos (t) and the definition of the Chebyshev polynomials to see that〈
T ik,
dT il
dt
〉
L2
= l
∫ pi
0
sin (lθ) cos (kθ) dθ
=

2l2
l2 − k2 , k + l ≡ 1 mod 2,
0, otherwise,
for any k, l ∈ N0. Finally, substitution of the latter expression into (3.22) yields
〈ui − u˜i, u˜′i〉L2 = 4
(a0 − b0) ∞∑
l=0
b2l+1 + 2
∞∑
s=1
∑
k+l=2s+1
k,l∈N
(ak − bk) bl l
2
l2 − k2
 .
(3.23)
If ui and u˜i are vector-valued, then we need to carry out the above computations
component-wise and sum over the components.
In practice, we choose the Chebyshev coefficients of u˜ to be real, since in the
end we wish to establish the existence of a real-valued connecting orbit. Altogether,
this motivates the following definition:
Definition 3.3.14 (Phase condition for translation invariance in time). Let b =(
b1, . . . , bm) ∈ ⊕mi=1 `1νi,n be given symmetric sequences, i.e., b¯ = b, such that
bik = 0 for k ≥ Ni, for someN ∈ Nm. The phase condition for translation invariance
in time is the map η :
⊕m
i=1 `
1
νi,n → C defined by the following truncated version
of (3.23):
η
(
a1, . . . , am
)
:=
m∑
i=1
n∑
j=1
[ai0 − bi0]j b
Ni−1
2 c−1∑
k=0
[
bi2k+1
]
j
+ 2
Ni−2∑
s=1
∑
k+l=2s+1
1≤k,l≤Ni−1
[
aik − bik
]
j
[
bil
]
j
l2
l2 − k2
 .
(3.24)
Remark 3.3.15. The expression for η might seem complicated at first sight. Note,
however, that η is really just a linear map.
We are now ready to set up the connecting orbit map. To this end, let
ν := (νu, νs, ν1, . . . , νm) , ν˜ := (ν˜u, ν˜s, ν˜1, . . . , ν˜m)
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be given weights such that ν˜ < ν, νu, νs > 0, νi > 1 for 1 ≤ i ≤ m, and set
Xν : = Bνu × Bνs × Cnu × Cns ×
m∏
i=1
`1νi,n ×W 1νu,n,nu ×W 1νs,n,ns ,
Yν˜ : = C2n+1+nu+ns × `1ν˜1,n/Cn ×
m∏
i=2
`1ν˜i,n ×W 1ν˜u,n,nu ×W 1ν˜s,n,ns .
Definition 3.3.16 (Chebyshev-Taylor map for connecting orbits). The Chebyshev-
Taylor map F : Xν → Yν˜ for connecting orbits is defined by
F (x) :=

a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθ
k
am0 + 2
∞∑
k=1
amk −
∑
k∈Nns0
qkφ
k
[〈pek , pˆek〉 − u,k]nuk=1
[〈qek , qˆek〉 − s,k]nsk=1
η
(
a1, . . . , am
)
,
Fu
(
a1, . . . , am
)
FP (λ
u, p)
FQ (λ
s, q)

,
where x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
)
.
Remark 3.3.17. We shall frequently denote elements in Yν˜ by
y = (yt0 , ytm , ypˆ1 , yqˆ1 , yη, ya, yp, yq) ,
where
• yt0 , ytm ∈ Cn correspond to the equations for the boundary conditions at
t = t0 and t = tm, respectively,
• ypˆ1 ∈ Cnu , yqˆ1 ∈ Cns correspond to the equations for fixing the length and
orientation of the eigenvectors,
• yη ∈ C corresponds to the phase condition for fixing the time parameteriza-
tion of the orbit,
• ya, yp and yq correspond to the Chebyshev and Taylor coefficients, respec-
tively, as before.
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The only reason for introducing the weights ν˜ is to specify the codomain of
F . These weights are irrelevant though, since we will establish the existence of a
connecting orbit by analyzing a fixed point map from Xν into itself, see Section
3.4.2. For this reason, we only specify a norm on Xν . Namely, we set
‖x‖Xν := max
{
max
1≤i≤nu
|θi| , max
1≤i≤ns
|φi| , max
1≤i≤nu
|λui | , max
1≤i≤ns
|λsi | ,
max
1≤i≤m
∥∥ai∥∥
νi,n
, ‖p‖νu,n , ‖q‖νs,n
}
,
where x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
)
.
Symmetry revisited Next, we examine the compatibility of F with respect to
the symmetries introduced in the previous sections. In particular, the involution
operations on the space of Taylor and Chebyshev coefficients yield an symmetry
operation ? on Xν defined by
x? :=
(
θ?, φ?, (λu)
?
, (λs)
?
, a¯, p?, q?
)
.
Similarly, we define an involution on the range Yν˜ , also denoted by ?, via
y? :=
(
yt0 , ytm , y
?
pˆ1 , y
?
qˆ1 , yη, ya, y
?
P , y
?
Q
)
.
Lemma 3.3.18. The map F is compatible with ?, i.e., F (x?) = F (x)? for any
x ∈ Xν .
Proof. We start by considering the phase conditions associated to the unstable
manifold. First, observe that
a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθk = a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
p?k (θ
?)
k
by definition of ? and reordering of the series associated to the unstable manifold.
Furthermore, note that
〈p?k, pˆk〉 = 〈pk? , pˆk?〉, |k| = 1, k ∈ Nnu0 ,
since pˆk was ordered in a symmetric way, see (3.19). The computations for the sta-
ble manifold are analogous. Next, observe that η (a) = η (a), since the Chebyshev
coefficients b of the reference orbit u˜ are real. Finally, recall that Fu (a) = Fu (a),
FP
(
(λu)
?
, p?
)
= FP (λ
u, p)? and FQ
(
(λs)
?
, q?
)
= FQ(λ
s, q)? by Lemmas 3.3.12
and 3.3.8, respectively. Altogether, this proves the result.
We are now ready to formulate an appropriate characterization of a connecting
orbit:
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Proposition 3.3.19. Suppose F has a unique zero x in some open neighborhood
U ⊂ Xν and assume that x? ∈ U . Then p0, q0 ∈ Rn are equilibria of g, P (θ) ∈
Wuloc (p0), Q (φ) ∈ W sloc (q0), and the map u defined by the Chebyshev coefficients
is part of an isolated connecting orbit from p0 to q0.
Proof. Suppose F (x) = 0, then the previous lemma implies that x? = x, since x
is the only zero in U and x? ∈ U . Consequently, the Chebyshev coefficients a are
real and P (θ) and Q(φ) are points on the real (un)stable manifolds by Proposition
3.3.5. Therefore, u is part of a connecting orbit from p0 to q0 by Proposition 3.3.13.
Moreover, the connecting orbit is isolated, since x is.
Remark 3.3.20. In practice, we seek a zero of F in a closed ball Br (xˆ) of radius
r > 0 centered at an approximate zero xˆ obtained through numerical simulation.
The numerical computations yield an approximate zero which is almost symmetric
(up to machine precision). We manually enforce that (xˆ)? = xˆ by going through
“all” the elements of xˆ and imposing the exact symmetry conditions. For example,
for the Taylor coefficients qˆ, we determine all the multi-indices k ∈ Ks such that
k? ∈ Ks and then redefine qˆk? , for each k? 6= k, by setting it equal to qˆk (if k? = k
we set it equal to Re (qˆk)). The symmetry implies that ‖x− xˆ‖Xν = ‖x? − xˆ‖Xν for
all x ∈ Xν . Hence Br (xˆ)? = Br (xˆ), which motivates the assumption that x? ∈ U .
Transversality We end this section with a sufficient condition for proving that a
connecting orbit is transverse. The key observation is summarized in the following
lemma:
Lemma 3.3.21. Suppose a, a˜ ∈⊕mi=1 `1νi,n are real. Let u,w : [0, 1]→ Rn denote
the maps associated to a and a˜, respectively, i.e.,
u : =
m∑
i=1
1[ti−1,ti]ui, ui := a
i
0 + 2
∞∑
k=1
aikT
i
k,
w : =
m∑
i=1
1[ti−1,ti]wi, wi := a˜
i
0 + 2
∞∑
k=1
a˜ikT
i
k.
Then a˜ ∈ ker (DFu (a)) if and only if w′(t) = LDg (u(t))w(t) on [0, 1].
Proof. A straightforward computations shows that a˜ ∈ ker (DFu (a)) if and only
if
ka˜ik −
L (ti − ti−1)
4
(
Dck−1
(
ai
)
a˜i −Dck+1
(
ai
)
a˜i
)
= 0, 1 ≤ i ≤ m, k ∈ N,
a˜i0 − a˜i−10 + 2
∞∑
l=1
(
(−1)l a˜il − a˜i−1l
)
= 0, 2 ≤ i ≤ m.
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Furthermore, substitution of the expression in (3.17) for Dc
(
ai
)
a˜i shows that the
above system of equations is equivalent to
dwi
dt
(t) = LDg (ui(t))wi(t), t ∈ [ti−1, ti] , 1 ≤ i ≤ m,
wi−1 (ti−1) = wi (ti−1) , 2 ≤ i ≤ m,
which proves the statement (see Proposition 3.3.13).
We are now ready to formulate a sufficient criterium for establishing the transver-
sality of a connecting orbit.
Proposition 3.3.22. Suppose x ∈ Xν is symmetric and F (x) = 0. If DF (x) is
injective, then x corresponds to a transverse connecting orbit.
Proof. It is shown in Proposition 3.3.19 that x corresponds to a connecting orbit u
from p0 to q0 with the property that u(0) = P (θ) ∈Wuloc (p0) and u(1) = Q (φ) ∈
W sloc (q0). To show that u is transverse, first observe that the mappings
P ◦ ιu : Bsym,reνu ⊂ Rnu → Rn, Q ◦ ιs : Bsym,reνs ⊂ Rns → Rn,
are parameterizations ofWuloc (p0) andW
s
loc (q0), respectively, by Proposition 3.3.5
and Remark 3.3.6. Hence θ˜ 7→ ϕ
(
t, P ◦ ιu
(
θ˜
))
, where ϕ denotes the flow gener-
ated by Lg, is a diffeomorphism from Bsym,reνu intoW
u (p0) for any t ∈ R. Therefore,
its derivativeDxϕ (t, P (θ))DθP (θ) ιu (evaluated at θ˜ = ι−1u (θ)) is an isomorphism
from Rnu onto Tϕ(t,P (θ))Wu (p0). Similarly,DφQ (φ) ιs is an isomorphism from Rns
onto TQ(φ)W s (q0). Consequently, since ϕ (1, P (θ)) = Q (φ) = u(1), the linear map
Φ1 :=
[
Dxϕ (1, P (θ))DθP (θ) ιu −DφQ (φ) ιs
]
is a surjection from Rnu ×Rns = Rn+1 onto (Tu(1)Wu (p0) + Tu(1)W s (q0)) ⊂ Rn.
Now, suppose DF (x) is injective but u is not transverse. Then the intersection
of Wu (p0) and W s (q0) is (in particular) not transverse at u(1), since u is trans-
verse if and only if it is transverse at a point. Hence the map Φ1 : Rn+1 → Rn
cannot be surjective. Therefore, dim (ker (Φ1)) ≥ 2. Consequently, there exist two
linearly independent vectors
[
θ˜1
φ˜1
]
,
[
θ˜2
φ˜2
]
∈ ker (Φ1) ⊂ Rnu × Rns . We will show
that this leads to a contradiction by constructing a nontrivial element in the kernel
of DF (x).
Define ξ1, ξ2 : [0, 1]→ Rn by
ξj(t) := Dxϕ (t, P (θ))DθP (θ) ιu
(
θ˜j
)
, j ∈ {1, 2},
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then a straightforward computation shows that
dξj
dt
(t) = LDg (u(t)) ξj(t), t ∈ [0, 1],
ξj(0) = DθP (θ) ιu
(
θ˜j
)
,
ξj(1) = DφQ (φ) ιs
(
φ˜j
)
,
j ∈ {1, 2}, (3.25)
where the boundary condition at t = 1 follows from the fact that
[
θ˜1
φ˜1
]
,
[
θ˜2
φ˜2
]
∈
ker (Φ1). Further note that ξ1(t) and ξ2(t) are linearly independent for each t ∈
[0, 1], since the vectors
[
θ˜1
φ˜1
]
and
[
θ˜2
φ˜2
]
are, and the operators DθP (θ) ιu and
DφQ (φ) ιs are injective. Consequently, since
u =
m∑
i=1
1[ti−1,ti]
(
ai0 + 2
∞∑
k=1
aikT
i
k
)
, ai ∈ `1νi,n,
where a1, . . . , am are real, there exist (unique) real Chebyshev coefficients b1, b2 ∈⊕m
i=1 `
1
νi,n such that
ξj =
m∑
i=1
1[ti−1,ti]
((
bij
)
0
+ 2
∞∑
k=1
(
bij
)
k
T ik
)
, j ∈ {1, 2}.
In particular, note that any linear combination of b1 and b2 corresponds to a
solution of (3.25) and is thus an element in ker (DFu (a)) by Lemma 3.3.21.
Now, set λ˜u := 0nu , λ˜s := 0ns , p˜ := 0, q˜ := 0 and
hj :=
(
ιu
(
θ˜j
)
, ιs
(
φ˜j
)
, λ˜u, λ˜s, bj , p˜, q˜
)
∈ Xν , j ∈ {1, 2}.
If Dη(a)bj = 0 for some j ∈ {1, 2}, where η is the phase condition defined in
(3.24), then a straightforward computation shows that hj ∈ ker (DF (x)). Other-
wise, without loss of generality, we may assume that Dη(a)b1 6= 0 and set
h := h2 − Dη(a)b2
Dη(a)b1
h1.
Then h ∈ ker (DF (x)) as before by a straightforward computation. In either case,
h 6= 0. Therefore, we have reached a contradiction, since DF (x) is assumed to be
injective. Hence u must be transverse.
Remark 3.3.23. In practice, the injectivity of DF (x) follows directly from our
computer-assisted proof (a contraction argument) and is thus obtained for “free”,
see Remark 3.4.10.
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3.4 Functional analytic setup
In this section we set up a functional analytic framework for establishing the
existence of an isolated zero of F . We start by introducing some notation and
a finite dimensional reduction of F . We then combine numerical simulation and
analysis on paper to set up a Newton-like operator T whose fixed points correspond
to zeros of F . Finally, we derive a finite number of inequalities to establish that T
is a contraction in a neighborhood of an approximate zero.
3.4.1 Projections
In this section we define projections on both the range and domain. These projec-
tions will help structure the calculations in the following sections.
Projections in Xν Write x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
) ∈ Xν . Let 1 ≤ i ≤ m,
1 ≤ j ≤ n and k ⊂ N0. Define projections Πia : Xν → `1νi,n, Πija , Πijka : Xν → `1νi
onto the Chebyshev coefficients by
Πia (x) := a
i, Πija (x) :=
[
ai
]
j
,
(
Πijka (x)
)
l
:=
{[
ail
]
j
l ∈ k,
0 otherwise.
In particular, if k is a singleton, we identify Πijka (x) '
[
aik
]
j
. Similarly, let I ⊂ Nnu0 ,
J ⊂ Nns0 and define projections ΠP : Xν → W 1νu,n , ΠjP , ΠjIP : Xν → W 1νu and
ΠQ : Xν → W 1νs,n , ΠjQ, ΠjJQ : Xν → W 1νs onto the Taylor coefficients of the
(un)stable manifolds by
ΠP (x) : = p, Π
j
P (x) := [p]j ,
(
ΠjIP (x)
)
k
:=
{
[pk]j , k ∈ I,
0, k 6∈ I,
ΠQ (x) : = q, Π
j
Q (x) := [q]j ,
(
ΠjJQ (x)
)
k
:=
{
[qk]j , k ∈ J ,
0, k 6∈ J .
As before, if I and J are singletons, we identify
(
ΠjIP (x)
)
' [pI ]j ,
(
ΠjJQ (x)
)
'
[qJ ]j . Finally, we define projections Π
j
θ,Π
j
φ,Π
j
λu ,Π
j
λs : Xν → C by
Πjθ (x) : = θj , Π
j
λu (x) := λ
u
j , 1 ≤ j ≤ nu,
Πjφ (x) : = φj , Π
j
λs (x) := λ
s
j , 1 ≤ j ≤ ns.
Remark 3.4.1. In order to keep the notation and number of symbols to a min-
imum, we have used the symbol k as a “dummy” index which, depending on the
context, can be either an element in N0,Nnu0 or N
ns
0 .
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We shall denote the collection of projections onto the components of Xν by P,
i.e.,
P :=
{
Πjθ : 1 ≤ j ≤ nu
}
∪
{
Πjφ : 1 ≤ j ≤ ns
}
∪
{
Πjλu : 1 ≤ j ≤ nu
}
∪
{
Πjλs : 1 ≤ j ≤ ns
}
∪ {Πija : 1 ≤ i ≤ m, 1 ≤ j ≤ n}
∪
{
ΠjP : 1 ≤ j ≤ n
}
∪
{
ΠjQ : 1 ≤ j ≤ n
}
.
Observe that
‖x‖Xν = maxΠ∈P ‖Π(x)‖Π(Xν) ,
where ‖·‖Π(Xν) denotes the norm on Π (Xν) ∈
{
C, `1νi ,W
1
νu ,W
1
νs
}
. In the fu-
ture we shall be a bit more sloppy in describing subsets of P by omitting the
ranges for the components of the projections. For instance, whenever we write{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
, we mean to say that this set contains all components associ-
ated to these projections, i.e., it contains Πjθ for 1 ≤ j ≤ nu, Πjφ for 1 ≤ j ≤ ns,
etc. We will adopt the same convention for the projections into the range which
are introduced at the end of this section.
Galerkin projection into Xν Let N ∈ Nm be a given truncation parameter
and define operators ΠiN : `
1
νi,n → `1νi,n by
(
ΠiN
(
ai
))
k
:=
a
i
k, 0 ≤ k ≤ Ni − 1,
0n, k ≥ Ni,
, 1 ≤ i ≤ m.
Similarly, let K = (Ku,Ks) ∈ Nnu × Nns , set
Ku : = {k ∈ Nnu0 : ki ≤ Kui , 1 ≤ i ≤ nu} ,
Ks : = {k ∈ Nns0 : ki ≤ Ksi , 1 ≤ i ≤ ns} ,
and define ΠKu : W 1νu,n →W 1νu,n, ΠKs : W 1νs,n →W 1νs,n by
(ΠKu (p))k :=
pk, k ∈ K
u,
0n, k 6∈ Ku,
(ΠKs (q))k :=
qk, k ∈ K
s,
0n, k 6∈ Ks,
respectively. Finally, define the Galerkin-projection ΠNKdom : Xν → Xν into the
domain by
ΠNKdom := I2(nu+ns) ⊕
m⊕
i=1
ΠiN ⊕ΠKu ⊕ ΠKs ,
where I2(nu+ns) is the identity on C2(nu+ns), and set XNK := ΠNKdom (Xν).
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Remark 3.4.2. In practice, we choose an ordering on the set of multi-indices and
identify [ΠKu (p)]j with a column vector in C
∏nu
i=1(K
u
i +1) (and we do the same for
the Taylor coefficients associated to the stable manifold). The Chebyshev coeffi-
cients ΠiN (a) are identified with a column vector in CnNi as well. Altogether, this
yields an identification of ΠNKdom(x) with a vector in Cκ, where
κ = n
(
m∑
i=1
Ni +
nu∏
i=1
(Kui + 1) +
ns∏
i=1
(Ksi + 1)
)
+ 2 (nu + ns)
= n
(
2 +
m∑
i=1
Ni +
nu∏
i=1
(Kui + 1) +
ns∏
i=1
(Ksi + 1) +
)
+ 2,
since nu + ns = n+ 1. In particular, XNK ' Cκ.
Projections in Yν˜ Recall that the range consists of elements of the form y =
(yt0 , ytm , ypˆ1 , yqˆ1 , yη, ya, yp, yq), see Remark 3.3.17. We shall abuse notation and
denote the projections onto the Chebyshev and Taylor coefficients in the range
in the same way as for the domain. Furthermore, we define projections Πjt0 , Π
j
tm ,
Πjpˆ1 , Π
j
qˆ1
, Πη : Yν˜ → C by
Πjt0(y) : = yt0 , Π
j
tm(y) := ytm , 1 ≤ j ≤ n,
Πjpˆ1 (y) : = [ypˆ1 ]j , 1 ≤ j ≤ nu,
Πjqˆ1 (y) : = [yqˆ1 ]j , 1 ≤ j ≤ ns,
Πη (y) : = yη.
The truncation operators on the range are defined in the same way as for the
domain. For this reason we shall use the same notation to denote them. There is
one slight modification in the projection onto the Chebyshev coefficients associated
to the first domain, however, namely we set
(
Π˜1N
(
a1
))
k
:=
{
a1k, 1 ≤ k ≤ N1 − 1,
0, k ≥ N1.
Finally, we define the Galerkin-projection ΠNKran into the range by
ΠNKran := IC3n+2 ⊕ Π˜1N ⊕
m⊕
i=2
ΠiN ⊕ΠKu ⊕ΠKs
and set YNK := ΠNKran (Yν˜).
Remark 3.4.3. Observe that YNK ' Cκ, since nu+ns = n+ 1. Hence YNK and
XNK have the same dimension.
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3.4.2 An equivalent fixed-point problem
In this section we construct a Newton-like operator and set up an equivalent fixed
point problem. We start by introducing a finite dimensional reduction of the zero
finding problem amenable to numerical computations:
Definition 3.4.4 (Finite dimensional reduction). The finite dimensional reduc-
tion FNK : XNK → YNK of the connecting orbit map F is defined by
FNK := Π
NK
ran ◦ F |XNK .
Next, we construct an approximation of DF (xˆ) and its inverse by combining
numerical computations and analysis on paper. To this end, assume that we have
computed
(A1) an approximate zero xˆ =
(
θˆ, φˆ, λˆu, λˆs, aˆ, pˆ, qˆ
)
∈ XNK of FNK such that
(xˆ)
?
= xˆ,
(A2) an approximate injective inverse ANK of DFNK (xˆ).
If the truncation parameters are sufficiently large and the grid is sufficiently fine,
we expect the linear part of the mappings Fu, FP and FQ to be dominant in a small
neighborhood of the approximate zero. This motivates the following definitions:
Definition 3.4.5 (Approximate derivative). The approximate derivative D̂F :
Xν → Yν˜ at xˆ is defined by
ΠD̂Fh : = Π(y), for Π ∈
{
Πjt0 ,Π
j
tm ,Π
j
pˆ1
,Πjqˆ1 ,Πη
}
,
[
ΠiaD̂Fh
]
k
: =

(
Πia(y)
)
k
, δi1 ≤ k ≤ Ni − 1,
k
(
Πia(h)
)
k
, k ≥ Ni,
, 1 ≤ i ≤ m,
[
ΠP D̂Fh
]
k
: =

(ΠP (y))k , k ∈ Ku,〈
λˆu, k
〉
(ΠP (h))k , k 6∈ Ku,
[
ΠQD̂Fh
]
k
: =

(ΠQ(y))k , k ∈ Ks,〈
λˆs, k
〉
(ΠQ(h))k , k 6∈ Ks,
where y = DFNK (xˆ) ΠNKdom(h).
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Definition 3.4.6 (Approximate inverse). The approximate inverse A : Yν → Xν
of DF (xˆ) is defined by
ΠAh : = Π(x), for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
,
(
ΠiaAh
)
k
: =

(
Πia(x)
)
k
, 0 ≤ k ≤ Ni − 1,
k−1
(
Πia(h)
)
k
, k ≥ Ni,
(ΠPAh)k : =

(ΠP (x))k , k ∈ Ku,〈
λˆu, k
〉−1
(ΠP (h))k , k 6∈ Ku,
(ΠQAh)k : =

(ΠQ(x))k , k ∈ Ks,〈
λˆs, k
〉−1
(ΠQ(h))k , k 6∈ Ks,
where x = ANKΠNKran (h).
Remark 3.4.7. Note that A is injective, since ANK is.
We are now ready to construct a Newton-like operator for F based at the
approximate zero:
Definition 3.4.8 (Newton-like operator). The Newton-like operator T for F
based at xˆ is defined by T := I −AF .
A straightforward computation shows that T maps Xν into itself by construc-
tion of the approximate inverse A. The weights ν˜ are therefore irrelevant. Fur-
thermore, observe that T (x) = x if and only if F (x) = 0, since A is injective. We
conclude this section with a theorem which can be used to prove that T is a con-
traction in a neighborhood of xˆ by checking a finite number of inequalities. The
theorem is based on a parameterized Newton-Kantorovich method and is often
referred to as the radii-polynomial approach (see [43] for instance).
Theorem 3.4.9 (Contraction mapping principle with variable radius). Suppose
for each Π ∈ P there exists bounds YΠ, ZΠ(r) ≥ 0 such that
‖Π (T (xˆ)− xˆ)‖Π(Xν) ≤ YΠ, (3.26)
sup
v,h∈B1(0)
‖ΠDT (xˆ+ rv)h‖Π(Xν) ≤ ZΠ(r), (3.27)
where ‖·‖Π(Xν) denotes the norm on Π (Xν). If there exists a radius rˆ > 0 such
that
ZΠ (rˆ) rˆ + YΠ < rˆ (3.28)
for all Π ∈ P, then T : Brˆ (xˆ)→ Brˆ (xˆ) is a contraction.
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Proof. A proof can be found in [84].
Remark 3.4.10. If T is a contraction on Brˆ (xˆ), then there exists a unique zero
x˜ ∈ Brˆ (xˆ) of F . In particular, (x˜)? ∈ Brˆ (xˆ), since (xˆ)? = xˆ and ? is norm-
preserving. Therefore, since x˜ is unique in Brˆ (xˆ), we haven proven the existence
of a real connecting orbit by Proposition 3.3.19. Moreover, DF (x˜) is injective,
since
‖I −ADF (x˜)‖B(Xν ,Xν) = ‖DT (x˜)‖B(Xν ,Xν) < 1
by (3.27) and (3.28). Hence the connecting orbit is transverse by Proposition
3.3.22.
3.5 Bounds for proving contraction
In this section we compute the bounds as stated in Theorem 3.4.9 to prove that T is
a contraction in a neighborhood of xˆ. To compute these bounds, we need to project
and perform analysis on the various subspaces of Xν . Since the analysis for the
unstable and stable manifold is the same, we will only write down the arguments in
detail for the unstable manifold and simply state the analogous result for the stable
manifold. We have aimed to compute the sharpest bounds whenever possible, but
there are occasions in which we have chosen to use slightly less optimal bounds
when the reduction in computational complexity outweighed the potential loss in
accuracy. Moreover, different considerations have also been taken into account in
order to keep the exposition of the theory organized.
3.5.1 Y -bounds
In this section we compute bounds for the residual
T (xˆ)− xˆ = −AF (xˆ)
as stated in Theorem 3.4.9. To this end, observe that
ΠAF (xˆ) = ΠANKFNK (xˆ) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
.
Furthermore, for k ∈ N0, 1 ≤ i ≤ m, 1 ≤ j ≤ n, we have that
Πijka AF (xˆ)
=

Πijka ANKFNK (xˆ) , 0 ≤ k ≤ Ni − 1,
−L (ti − ti−1)
4k
[
ck−1
(
aˆi
)− ck+1 (aˆi)]j , Ni ≤ k ≤ Ngj (Ni − 1) + 1,
0, otherwise,
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since [ck (aˆ)]j = 0 for all k ≥ Ngj (Ni − 1) + 1, see the definition of c in (4.19).
Similarly, for k ∈ Nnu0 ,
ΠjkP AF (xˆ) =

ΠjkP ANKFNK (xˆ) , k ∈ Ku,
−
〈
k, λˆu
〉−1
[Ck (pˆ)]j , k ∈ J ju ,
0, otherwise,
where
J ju : =
{
k ∈ Nnu0 : ki ≤ NgjKui , 1 ≤ i ≤ nu
} ∩ (Ku)c ,
since [Ck (pˆ)]j = 0 for k 6∈ Ku, see (3.12).
The above computations show that there are only a finite number of non-
vanishing terms in AF (xˆ). Therefore, AF (xˆ) can be computed with the aid of a
computer. It is now a straightforward task to compute the Y -bounds by taking
the appropriate norms of the above expressions:
Proposition 3.5.1 (Y -bounds). Let 1 ≤ i ≤ m and 1 ≤ j ≤ n. The bounds
YΠ : = |ΠANKFNK (xˆ)| , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
,
Y ija : =
∥∥Πija ANKFNK (xˆ)∥∥νi
+
L (ti − ti−1)
2
Ngj (Ni−1)+1∑
k=Ni
∣∣∣[ck−1 (aˆi)− ck+1 (aˆi)]j∣∣∣ νkik ,
Y jP : =
∥∥∥ΠjPANKFNK (xˆ)∥∥∥
νu
+
∑
k∈J ju
∣∣∣[Ck (pˆ)]j∣∣∣ ∣∣∣〈k, λˆu〉∣∣∣−1 ν|k|u ,
Y jQ : =
∥∥∥ΠjQANKFNK (xˆ)∥∥∥
νs
+
∑
k∈J js
∣∣∣[Ck (qˆ)]j∣∣∣ ∣∣∣〈k, λˆs〉∣∣∣−1 ν|k|s
satisfy the estimate in (3.26).
3.5.2 Z-bounds
In this section we compute bounds for DT as stated in Theorem 3.4.9. To this
end, let r > 0, v, h ∈ B1(0) be arbitrary and observe that
DT (xˆ+ rv)h
=
(
I −AD̂F
)
h−A
(
DF (xˆ+ rv)−DF (xˆ) +DF (xˆ)− D̂F
)
h.
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We shall use this decomposition to compute quadratic polynomials ZΠ(r) which
satisfy the condition in (3.27). Furthermore, throughout this section we shall write
h =
(
θ˜, φ˜, λ˜u, λ˜s, a˜, p˜, q˜
)
.
Let us start with analyzing the easiest term which measures the quality of the
approximate derivative and inverse:
Lemma 3.5.2. Let Π ∈ P, then∥∥∥Π(I −AD̂F)∥∥∥
B(Xν ,Π(Xν))
≤ ‖Π (INK −ANKDFNK (xˆ))‖B(XNKν ,Π(XNKν )) .
Proof. It suffices to observe that
ΠNK
(
I −AD̂F
)
= INK −ANKDFNK (xˆ) ,
where INK is the identity on XNKν . The latter equality holds because A and D̂F
are exact inverses of each other on the subspaces associated to the “tails” inW 1νu,n,
W 1νs,n and
⊕m
i=1 `
1
νi,n.
Remark 3.5.3. Note that the computation of the stated bound is finite for each
Π ∈ P, since INK −ANKDFNK (xˆ) is a finite dimensional matrix.
Chebyshev series: convolution terms
In this section we develop tools for analyzing the terms
ΠijNa
(
DF (xˆ)− D̂F
)
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
which will be used extensively in Section 3.5.2 to compute the Z-bounds. We start
with the observation that(
Πia
(
DF (xˆ)− D̂F
)
h
)
k
= −L (ti − ti−1)
4
Dck−1
(
aˆi
)
a˜i∞ −Dck+1
(
aˆi
)
a˜i∞, 1 ≤ k ≤ Ni − 1,
Dck−1
(
aˆi
)
a˜i −Dck+1
(
aˆi
)
a˜i, k ≥ Ni,
(3.29)
for 1 ≤ i ≤ m, where
(
a˜i∞
)
k
:=
0n, 0 ≤ k ≤ Ni − 1,
a˜ik, k ≥ Ni.
The goal is to construct workable matrix representations for both the finite (trun-
cated) and tail part of (3.29).
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To construct suitable matrix representations for (3.29), recall that
D [c]j
(
aˆi
)
a˜i =
n∑
l=1
gˆijl ∗ [a˜i]
l
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
where the coefficients gˆijl are defined in (3.18), see Remark 3.3.9. In particular,
note that gˆijlk = 0 for k ≥ Mjl (Ni − 1) + 1, where Mjl := order
(
∂gj
∂xl
)
, since
aˆik = 0 for k ≥ Ni. Therefore, motivated by the above observations, we consider
a sequence a ∈ `1ν such that ak = 0 for k ≥ M˜ := M (N − 1) + 1, where M ∈ N,
N ∈ N, ν > 1, and construct explicit matrix representations for the mappings
B(a),Γ(a) : `1ν → `1ν defined by
[B(a)a˜]k : =
(a ∗ a˜∞)k−1 − (a ∗ a˜∞)k+1 , 1 ≤ k ≤ N − 1,
0, k = 0 or k ≥ N,
[Γ(a)a˜]k : =
0, 0 ≤ k ≤ N − 1,
(a ∗ a˜)k−1 − (a ∗ a˜)k+1 , k ≥ N,
where
(a˜∞)k :=
0, 0 ≤ k ≤ N − 1,
a˜k, k ≥ N.
(3.30)
Remark 3.5.4. The parameters N and ν in this section are not to be confused
with the vector valued ones used throughout this paper. In practice, we set a = gˆijl,
N = Ni and M = Mjl. In particular, observe that
[
Πija
(
DF (xˆ)− D̂F
)
h
]Ni−1
k=1
= −L (ti − ti−1)
4
[
n∑
l=1
B
(
gˆijl
)
Πila (h)
]Ni−1
k=1
, (3.31)
[
Πija
(
DF (xˆ)− D̂F
)
h
]∞
k=Ni
= −L (ti − ti−1)
4
[
n∑
l=1
Γ
(
gˆijl
)
Πila (h)
]∞
k=Ni
, (3.32)
by (3.29).
We begin by extending a and a˜ to “bi-infinite” sequences, by setting a−k := ak
and a˜−k := a˜k for k ∈ N, and constructing a bi-infinite matrix representation for
the map
a˜ 7→ [(a ∗ a˜)k−1 − (a ∗ a˜)k+1]k∈Z .
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We then convert this bi-infinite matrix representation to an “one-sided” matrix
representation by using appropriate reflections, which in turn will be used to con-
struct the desired matrix representations for B(a) and Γ(a). To be more precise,
first observe that
the desired matrix representations for B(a) and  (a). To be more precise, first
observe that
(a ⇤ a˜)k2Z
=
26666666666666664
. . .
. . .
. . .
. . .
. . .
aM˜ 1
. . .
. . . a 1 a1 M˜
aM˜ 1
. . . a0
. . . a1 M˜
aM˜ 1 a1
. . .
. . . a1 M˜
. . .
. . .
. . .
. . .
. . .
37777777777777775
2666666666666666664
...
a˜ 1
a˜0
a˜1
...
3777777777777777775
.
Here we have identified elements in `1⌫ with bi-infinite column vectors (with respect
to the ordering as depicted above). The bandwidth of this bi-infinite matrix is
M˜   1, since ak vanishes for |k|   M˜ . The shaded regions in grey indicate the
position of the “zeroth” row and column. Set bk := ak 1   ak+1 for  M˜  k  M˜ ,
then it follows from the above expression that
⇥
(a ⇤ a˜)k 1   (a ⇤ a˜)k+1
⇤
k2Z
=
26666666666666664
. . .
. . .
. . .
. . .
. . .
bM˜
. . .
. . . b 1 b M˜
bM˜
. . . b0
. . . b M˜
bM˜ b1
. . .
. . . b M˜
. . .
. . .
. . .
. . .
. . .
37777777777777775
2666666666666666664
...
a˜ 1
a˜0
a˜1
...
3777777777777777775
.
In particular, this bi-infinite matrix has bandwidth M˜ .
Next, we convert the latter matrix representation to an one-sided representation
on N0 by “reflecting” all elements on the left hand-side of the zeroth column to the
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re we have identifi d elements in `1ν with bi-infinite column vectors (with respect
to the ordering as depicted above). The bandwidth of this bi-infinite matrix is
M˜ − 1, since ak vanishes for |k| ≥ M˜ . The shaded regions in grey indicate the
position of the “zeroth” row and column. Set bk := ak−1− ak+1 for −M˜ ≤ k ≤ M˜ ,
then it follows from the above expression that
the desired matrix representations for B(a) and  (a). To be more precise, first
observe that
t desired matrix repres ntatio s for B(a) and  ( ). To be more precise, first
observe that
(a ⇤ a˜)k2Z
=
26666666666666664
. . .
. . .
. . .
. . .
. . .
aM˜ 1
. . .
. . . a 1 a1 M˜
aM˜ 1
. . . a0
. . . a1 M˜
aM˜ 1 a1
. . .
. . . a1  ˜
. . .
. . .
. . .
. . .
. . .
37777777777777775
2666666666666666664
...
a˜ 1
a˜0
a˜1
...
37777777777
5
.
Here we have identified elements in `1⌫ with bi-infinite column vectors (with respect
to the ordering as depicted above). The bandwidth of this bi-infinite matrix is
M˜   1, since ak vanishes for |k|   M˜ . The shaded regions in grey indicate the
position of t “z ro h” row and colu n. Set bk := ak 1   ak+1 for  M˜  k  M˜ ,
then it f llows from the abov expression that
⇥
(a ⇤ a˜)k 1   (a ⇤ a˜)k+1
⇤
k2Z
=
26666666666666664
. . .
. . .
. . .
. . .
. . .
bM˜
. . .
. . . b 1 b M˜
bM˜
. . . b0
. . . b M˜
bM˜ b1
. . .
. . . b M˜
. . .
. . .
. . .
. . .
. . .
37777777777777775
2666666666666666664
...
a˜ 1
a˜0
a˜1
...
3777777777777777775
.
In particular, this bi-infinite matrix has bandwidth M˜ .
Next, we convert the latter matrix representation to an one-sided representation
on N0 by “reflecting” all elements on the left hand-side of the zeroth column to the
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Here we have identified elements in `1⌫ w th bi-infinite column vectors (with
re pect to the or ering s depicted above). The bandwidth of this bi-infinite matrix
is M˜   1, since ak vanishes for |k|   M˜ . shaded regions in grey indicate the
position of the “zeroth” row and column. Set bk := ak 1   ak+1 for  M˜  k  M˜ ,
then it follows from the above expression that
⇥
(a ⇤ a˜)k 1   (a ⇤ a˜)k+1
⇤
k2Z
2666
. . .
. . .
. . .
. . .
. . .
bM˜
. . .
. . . b 1 b M˜
bM˜
. . . b0
. . . b M˜
bM˜ b1
. . .
. . . b M˜
. . .
. . . .
. . .
. . .
777
5
2666666666666666664
...
a˜ 1
a˜0
a˜1
...
3777777777777777775
.
In particular, this bi-infinite matrix has bandwidth M˜ .
Next, we convert the latter matrix representation to an one-sided representation
on N0 by “reflecting” all elements on the left hand-side of the zeroth column to the
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articular, this bi-infinite matrix has bandwidth M˜ .
Next, we convert the latter matrix representation to an one-sided representation
0 by “reflecting” all elements on the left hand-side of the zeroth column to the
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right and ignoring the rows with negative indices. This yields[
(a ∗ a˜)k−1 − (a∗ a˜)k+1
]
k∈N0
=

b0 . . . b−M˜
...
. . .
. . .
. . .
bM˜
. . . b0
. . . b−M˜
bM˜
. . . b0
. . . b−M˜
. . .
. . .
. . .
. . .
. . .


a˜0
a˜1
...
...
...

+

b1 . . . bM˜
... . .
.
bM˜


a˜1
...
a˜M˜
 . (3.33)
Altogether, the sum of the above two matrices, which we will denote by S(a),
constitutes an infinite dimensional matrix representation of the map
a˜ 7→ [(a ∗ a˜)k−1 − (a ∗ a˜)k+1]k∈N0 .
Let B˜(a) ∈ C(N−1)×(M˜+N) denote the finite dimensional submatrix of S(a)
defined by
B˜(a) :=
{
S(a)ij : 1 ≤ i ≤ N − 1, 0 ≤ j ≤ M˜ +N − 1
}
.
Note that we are using the convention that the indexing of the rows and columns
start at zero rather than at one. In view of (3.30), set the elements in the columns
of B˜(a) with index 0 ≤ j ≤ N − 1 to zero and let B(a) denote the resulting
matrix. Finally, let Γ∞(a) denote the infinite dimensional matrix which consists
of the rows of S(a) with index N and higher. Then
[B(a)a˜]
N−1
k=1 = B(a) [a˜k]
M˜+N−1
k=0 , [Γ(a)a˜]k≥N = Γ∞(a)a˜ (3.34)
by construction.
In preparation for the analysis in Section 3.5.2, we show that the operator
norm of Γ(a) can be computed by considering a sufficiently large finite dimensional
submatrix of Γ∞(a).
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Lemma 3.5.5 (Operator norm of Γ(a)). Let ΓN (a) ∈ C(3M˜−N+1)×(2M˜+1) denote
the submatrix
{
S(a)ij : N ≤ i ≤ 3M˜, 0 ≤ j ≤ 2M˜
}
of S(a). Then
‖Γ(a)‖B(`1ν ,`1ν) =
∥∥∥∥∥
[
0N×(2M˜+1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
.
Proof. It follows directly from the expression in (3.33) that
‖Γ(a)ξk′‖ν =
M˜∑
k=−M˜
|bk| νk, ∀k′ ≥ 2M˜,
where (ξk′)k′∈N0 are the corner points introduced in Definition 3.2.7. Hence
‖Γ(a)‖B(`1ν ,`1ν) = max0≤k′≤2M˜ ‖Γ(a)ξk′‖ν =
∥∥∥∥∥
[
0N×(2M˜+1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
by Proposition 3.2.9 and the definition of ΓN (a).
Remark 3.5.6. The latter results shows that the operator norm of Γ(a) is deter-
mined by its first 2M˜ + 1 columns.
First order bounds
In this section we compute bounds for
A
(
DF (xˆ)− D̂F
)
h (3.35)
by projecting it onto all the relevant subspaces of Xν . For notational convenience,
we shall write y =
(
DF (xˆ)− D̂F
)
h throughout this section. We start by com-
puting the difference between the exact and approximate derivative.
A straightforward computation shows that
Πt0(y) = 2
∞∑
k=N1
(−1)k a˜1k −
∑
k 6∈Ku
p˜kθˆ
k, Πtm(y) = 2
∞∑
k=Nm
a˜mk −
∑
k 6∈Ks
q˜kφˆ
k.
(3.36)
Furthermore, Π(y) = 0 for Π ∈ {Πpˆ1 ,Πqˆ1 ,Πη}, since the equations associated to
ΠF are linear and only depend on elements in the finite dimensional subspace
XNK . Next, set
kijl := [0, (Mjl + 1) (Ni − 1) + 1] ∩ N0, 1 ≤ i ≤ m, 1 ≤ j, l ≤ n,
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where Mjl = order
(
∂gj
∂xl
)
, then it follows from (3.31), (3.32) and (3.34) that
(
Πija (y)
)
k
=

∞∑
l=Ni
(−1)l [a˜il]j − ∞∑
l=Ni−1
[
a˜i−1l
]
j
, k = 0,
−L (ti − ti−1)
4
[
n∑
l=1
B
(
gˆijl
)
Π
ilkijl
a (h)
]
k
, 1 ≤ k ≤ Ni − 1,
−L (ti − ti−1)
4
[
n∑
l=1
Γ∞
(
gˆijl
)
Πila (h)
]
k
k ≥ Ni,
(3.37)
for 2 ≤ i ≤ m, see Section 3.5.2. Here the matrix-vector product B (gˆijl)Πilkijla (h)
is interpreted by using the identification
Π
ilkijl
a (h) '
[[
a˜i0
]
l
. . .
[
a˜imaxkijl
]
l
]T
.
The same formula holds for i = 1 and k ∈ N. In particular, if i = 1, then there is
no component to consider for k = 0. Finally, we compute that
(ΠP (y))k =
0n, k ∈ K
u,
−DCk (pˆ) p˜, k 6∈ Ku,
(ΠQ(y))k =
0n, k ∈ K
s,
−DCk (qˆ) q˜, k 6∈ Ks.
(3.38)
Altogether, the above formulae give rise to the decomposition
y =
n∑
˜=1
(
Π˜t0(y) + Π
˜
tm(y) +
m∑
ı˜=2
Πı˜˜0a (y) +
m∑
ı˜=1
[
Πı˜˜[1:Nı˜−1]a (y) + Π
ı˜˜[Nı˜:∞)
a (y)
]
+ Π
˜Kuc
P (y) + Π
˜Ksc
Q (y)
)
, (3.39)
where we have set
Kuc : = Nnu0 \ Ku, Ksc := Nnu0 \ Ks,
[1 : Nı˜ − 1] : = [1, Nı˜ − 1] ∩ N, [Nı˜ :∞) := [Nı˜,∞) ∩ N.
The strategy is to compute bounds for (3.35) by individually composing each term
in the above decomposition with A and analyzing the associated projections into
the domain.
Remark 3.5.7. Observe that AΠı˜˜[Nı˜:∞)a , AΠ
˜Kuc
P and AΠ
˜Ksc
Q , are “diagonal” and
“uncoupled” in the sense that the only nonzero projections into the domain are
Πı˜˜aAΠ
ı˜˜[Ni˜:∞), Π˜PAΠ
˜Kuc
P and Π
˜
QAΠ
˜Ksc
Q .
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Boundary conditions We start by considering the terms associated to AΠ˜t0(y),
AΠ˜tm(y) and AΠ
ı˜˜0(y), which are related to the boundary conditions.
Lemma 3.5.8. Let Π ∈ P, 2 ≤ ı˜ ≤ m and 1 ≤ ˜ ≤ n, then∥∥∥ΠAΠ˜t0(y)∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜t0∥∥∥
Π(Xν)
ν−N11 + max
1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
 , (3.40)
∥∥∥ΠAΠ˜tm(y)∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜tm∥∥∥
Π(Xν)
ν−Nmm + max
1≤l≤ns
∣∣∣∣∣ φˆlνs
∣∣∣∣∣
Ksl +1
 , (3.41)
∥∥ΠAΠı˜˜0a (y)∥∥Π(Xν) ≤ ∥∥ΠANKΠı˜˜0a ∥∥Π(Xν) (ν−Nı˜ı˜ + ν−Nı˜−1ı˜−1 ) , (3.42)
where ‖·‖Π(Xν) denotes the corresponding norm on Π (Xν).
Proof. First observe that∥∥∥∥∥ai 7→ 2
∞∑
k=Ni
aik
∥∥∥∥∥
B(`1νi ,C)
=
∥∥∥∥∥ai 7→ 2
∞∑
k=Ni
(−1)kaik
∥∥∥∥∥
B(`1νi ,C)
= ν−Nii , 1 ≤ i ≤ m,
by Proposition 4.2.5. Similarly,∥∥∥∥∥∥p 7→
∑
k 6∈Ku
pkθˆ
k
∥∥∥∥∥∥
B(W 1νu ,C)
= sup

∣∣∣∣∣ θˆνu
∣∣∣∣∣
k
: k ∈ Nnu0 , ∃1 ≤ l ≤ nu such that kl ≥ Kul + 1

≤ max
1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
by Proposition 3.2.12, where in the last line we used that θˆ ∈ Bνu . Finally, the
above bounds and the expressions in (3.52) and (3.37) show that∣∣∣Π˜t0 (y)∣∣∣ ≤ ν−N11 + max1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
,
∣∣∣Π˜tm (y)∣∣∣ ≤ ν−Nm1 + max1≤l≤ns
∣∣∣∣∣ φˆlνs
∣∣∣∣∣
Ksl +1
,
∣∣Πı˜˜0 (y)∣∣ ≤ ν−Nı˜ı˜ + ν−Nı˜−1ı˜−1 ,
which proves the statement.
Remark 3.5.9. The computation of the stated bounds is finite for each Π ∈ P,
since ANK is a finite dimensional matrix.
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Chebyshev coefficients Next, we consider the terms associated to AΠı˜˜Na (y).
We start with the observation that
AΠı˜˜[1:Nı˜−1]a (y) = −
L (tı˜ − tı˜−1)
4
n∑
l=1
ANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
Π
ı˜lkı˜˜l
a (h) (3.43)
by (3.37). Note that ANKΠ
ı˜˜[1:Ni˜−1]
a B
(
gˆı˜˜l
)
is a finite dimensional matrix which
can be explicitly computed on a computer. In particular,
ΠANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
, Π ∈ P,
corresponds to a finite dimensional matrix representation of a linear operator on
`1νı˜ . Hence the computation of its operator norm is finite.
Lemma 3.5.10 (Scalar and Taylor projections). Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n and
Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
, then
∥∥ΠAΠı˜˜Na (y)∥∥Π(Xν) ≤ L (tı˜ − tı˜−1)4
n∑
l=1
∥∥∥∥ΠANKΠı˜˜[1:Ni˜−1]a B (gˆı˜˜l)∥∥∥∥
B(`1νı˜ ,Π(Xν))
.
Proof. It suffices to observe that
ΠAΠı˜˜Na (y) = ΠANKΠ
ı˜˜[1:Nı˜−1]
a , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
,
by construction of the approximate inverse A. Hence the result follows directly
from (3.43).
To analyze the terms Πija AΠı˜˜Na (y) for 1 ≤ i ≤ m, 1 ≤ j ≤ n, we first derive
a more explicit expression for the tail AΠı˜˜[Nı˜:∞)a (y). For this purpose, define a
(infinite dimensional) diagonal matrix Di∞ by
Di∞ :=

1
Ni
1
Ni + 1
. . .
 , 1 ≤ i ≤ m.
Then it follows from (3.37) and the definition of the approximate inverse that
Πij[Ni:∞)a AΠ
ı˜˜[Nı˜:∞)
a (y)
=

0, (i, j) 6= (˜ı, ˜) ,
−L (ti − ti−1)
4
n∑
l=1
Di∞Γ∞
(
gˆijl
)
Πila (h), (i, j) = (˜ı, ˜) .
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Altogether, by combining the latter result with (3.43), we conclude that if (i, j) 6=
(˜ı, ˜), then
Πija AΠ
ı˜˜N
a (y) = −
L (tı˜ − tı˜−1)
4
n∑
l=1
Πij[0:Ni−1]a ANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
Π
ı˜lkı˜˜l
a (h) .
(3.44)
Otherwise, if (i, j) = (˜ı, ˜), then
Πija AΠ
ijN
a (y)
= −L (ti − ti−1)
4
n∑
l=1
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
Πila (h).
(3.45)
We are now ready to compute the desired bounds. Before we proceed, observe
that the operator norms of the infinite dimensional matrices in (3.45) can be
computed by considering sufficiently large finite dimensional submatrices by the
same reasoning as in Lemma 3.5.5. The details are given in the lemma below.
Lemma 3.5.11 (Chebyshev projections). Let 1 ≤ ı˜, i ≤ m, 1 ≤ ˜, j ≤ n and set
Li :=
L(ti−ti−1)
4 . If (˜ı, ˜) 6= (i, j), then
∥∥Πija AΠı˜˜Na (y)∥∥νi ≤ Lı˜ n∑
l=1
∥∥∥Πij[0:Ni−1]a ANKΠı˜˜[1:Nı˜−1]a B (gˆı˜˜l)∥∥∥B(`1νı˜ ,`1νi) .
Otherwise, if (˜ı, ˜) = (i, j), then∥∥Πija AΠı˜˜Na (y)∥∥νi
≤ Li
n∑
l=1
∥∥∥∥∥∥
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×(M˜ijl−Ni+1)
DijlN ΓN
(
gˆijl
)
∥∥∥∥∥∥
B(`1νi ,`1νi)
,
where
DijlN :=

1
Ni
. . .
1
3M˜ijl
 , M˜ijl := Mjl (Ni − 1) + 1,
and ΓN
(
gˆijl
)
is defined in Lemma 3.5.5.
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Proof. The statement for (˜ı, ˜) 6= (i, j) follows directly from (3.44) and the triangle
inequality. To prove the result for (˜ı, ˜) = (i, j), consider the linear operator
[
a˜i
]
l
7→
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
 [a˜i]
l
. (3.46)
A similar computation as in Lemma 3.5.5 shows that∥∥∥∥∥∥
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
 ξk′
∥∥∥∥∥∥
νi
=
M˜ijl∑
k=−M˜ijl
∣∣∣gˆijlk−1 − gˆijlk+1∣∣∣ νki
k + 2M˜ijl + k′
, ∀k′ ≥ 2M˜ijl,
where (ξk′)k′∈N0 are the corner points introduced in Definition 3.2.7. Note that
the latter quantity is decreasing for k′ ≥ 2M˜ijl. Hence, by Proposition 3.2.9,
the operator norm of (3.46) is completely determined by its columns with index
0 ≤ k′ ≤ 2M˜ijl. The corresponding submatrix is given by Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×(M˜ijl−Ni+1)
DijlN ΓN
(
gˆijl
)
 .
Therefore, the result now follows from (3.45) and the triangle inequality.
Taylor coefficients Finally, we consider the terms AΠ˜K
u
c
P (y) and AΠ
˜Ksc
Q (y). In
particular, recall that the only nonzero projections in this case are Π˜PAΠ
˜Kuc
P (y)
and Π˜QAΠ
˜Kuc
Q (y). To study these terms, we will use the following result:
Lemma 3.5.12. Let M ∈ N and set KuM := {k ∈ Nnu0 : ki ≤MKui , 1 ≤ i ≤ nu}.
Suppose p ∈ W 1νu satisfies pk = 0 whenever k 6∈ KuM and define an operator
Λu(p) : W
1
νu →W 1νu by
(Λu(p)w)k :=
0, k ∈ K
u,〈
k, λˆu
〉−1
(p ∗ w)k , k 6∈ Ku.
Then Λu(p) is bounded and
‖Λu(p)‖B(W 1νu ,W 1νu)
≤ max
1≤j≤nu

∑
k∈KuM
kj≥Kuj +1−lj
|pk| ν|k|u
(kj + lj)
∣∣∣Re(λˆuj )∣∣∣+∑1≤i≤nu
i 6=j
ki
∣∣∣Re(λˆui )∣∣∣

Kuj +1
lj=0
.
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Proof. It follows directly from the Banach algebra estimate that Λu(p) is bounded.
To obtain the stated bound for operator norm, first note that
(p ∗ w)k =
∑
α+β=k
α∈KuM
β∈Nnu0
pαwβ =
∑
max{0,ki−MKui }≤βi≤ki
pk−βwβ ,
for any k ∈ Nnu0 . In particular,
(p ∗ ξl)k =
pk−lν
−|l|
u , max {0, ki −MKui } ≤ li ≤ ki, 1 ≤ i ≤ nu,
0, otherwise,
for any l ∈ Nnu0 , where (ξl)l∈Nnu0 are the corner points introduced in Definition
3.2.11. Consequently,
‖Λu(p)ξl‖νu =
∑
k∈Kuc∩(l+KuM )
|pk−l|
∣∣∣〈k, λˆu〉∣∣∣−1 ν|k|−|l|u
=
∑
k∈KuM
∃j:kj≥Kuj +1−lj
|pk|
∣∣∣〈k + l, λˆu〉∣∣∣−1 ν|k|u . (3.47)
Next, observe that for any l ∈ Nnu0 and 1 ≤ j ≤ nu,∣∣∣〈k + l, λˆu〉∣∣∣ = ∣∣∣∣∣
nu∑
i=1
(ki + li) λˆ
u
i
∣∣∣∣∣
≥
∣∣∣∣∣
nu∑
i=1
(ki + li)Re
(
λˆui
)∣∣∣∣∣
≥ (kj + lj)
∣∣∣Re(λˆuj )∣∣∣+ ∑
1≤i≤nu
i 6=j
ki
∣∣∣Re(λˆui )∣∣∣ ,
where in the last line we used the fact that all the λˆui have the same sign. Therefore,
the term in (3.47) is bounded by
max
1≤j≤nu
∑
k∈KuM
kj≥Kuj +1−lj
|pk| ν|k|u
(kj + lj)
∣∣∣Re(λˆuj )∣∣∣+∑1≤i≤nu
i6=j
ki
∣∣∣Re(λˆui )∣∣∣ .
Finally, note that for any fixed 1 ≤ j ≤ nu, the above sum is strictly decreasing
for lj ≥ Kuj + 1. Hence the desired result now follows from Proposition 3.2.12.
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Remark 3.5.13. A similar statement holds for the map associated to the stable
manifold. The corresponding operator (for q ∈ W 1νs) is denoted by Λs (q) : W 1νs →
W 1νs .
We are now ready to compute the required bounds. To this end, observe that
D [C]j (pˆ) p˜ =
n∑
l=1
Gˆjlu ∗ [p˜]l , 1 ≤ j ≤ n, (3.48)
by the reasoning in Remark 3.3.9, where [C]j denotes the j-th component of C
and Gˆjlu are the Taylor coefficients of
∂gj
∂xl
(
x 7→
∑
k∈Ku
pˆkx
k
)
, 1 ≤ l ≤ n.
The coefficients Gˆjls associated to the stable manifold are defined similarly.
Lemma 3.5.14 (Projection onto the Taylor coefficients). Let 1 ≤ j ≤ n, then∥∥∥ΠjPAΠjKucP (y)∥∥∥
W 1νu
≤
n∑
l=1
∥∥∥Λu (Gˆjlu )∥∥∥B(W 1νu ,W 1νu) , (3.49)
∥∥∥ΠjQAΠjKscQ (y)∥∥∥
W 1νs
≤
n∑
l=1
∥∥∥Λs (Gˆjls )∥∥∥B(W 1νs ,W 1νs) . (3.50)
Proof. It suffices to observe that
ΠjPAΠ
jKuc
P (y) =
n∑
l=1
Λu
(
Gˆjlp
)
[p˜]l
by (3.38), (3.48) and the definition of the approximate inverse.
First order coefficients of ZΠ(r) We are now ready to construct the first order
terms of the (quadratic) polynomials ZΠ(r) for Π ∈ P. For this purpose, we first
introduce some additional notation. We will denote the bounds in Lemma 4.6.1,
which measure the quality of the approximate derivative and inverse, by HΠ. The
bounds in (3.40), (3.41) and (3.42), which are related to the boundary conditions,
will be denoted by Z1,˜t0Π , Z
1,˜tm
Π and Z
1,˜ı˜0
Π , respectively. The bounds in Lemmas
3.5.10 and 3.5.11, which are related to the differential equation, will be denoted by
Z
1,˜ı˜[1:Nı˜−1]
Π and Z
1,˜ı˜N
Πija
, respectively. Finally, the bounds in (3.49) and (3.50), which
are related to the invariance equation for the charts on the (un)stable manifolds,
will be denoted by Z1,jP and Z
1,j
Q , respectively.
With the above notation in place, we define
Z1Π : = HΠ +
n∑
˜=1
(
Z1,˜t0Π + Z
1,˜tm
Π +
m∑
ı˜=2
Z1,˜ı˜0Π +
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
Π
)
,
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for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
and
Z1
Πija
: = HΠija +
n∑
˜=1
(
Z1,˜t0
Πija
+ Z1,˜tm
Πija
+
m∑
ı˜=2
Z1,˜ı˜0
Πija
+
m∑
ı˜=1
Z1,˜ı˜N
Πija
)
,
Z1
ΠjP
: = HΠjP
+
n∑
˜=1
(
Z1,˜t0
ΠjP
+ Z1,˜tm
ΠjP
+
m∑
ı˜=2
Z1,˜ı˜0
ΠjP
+
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
ΠjP
)
+ Z1,jP ,
Z1
ΠjQ
: = HΠjQ
+
n∑
˜=1
(
Z1,˜t0
ΠjQ
+ Z1,˜tm
ΠjQ
+
m∑
ı˜=2
Z1,˜ı˜0
ΠjQ
+
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
ΠjQ
)
+ Z1,jQ ,
for 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Second order bounds
In this section we compute bounds for
A (DF (xˆ+ rv)−DF (xˆ))h. (3.51)
We will compute the desired bounds by projecting (3.51) into the relevant sub-
spaces of Xν as in the previous section. We start with the observation that
A (DF (xˆ+ rv)−DF (xˆ))h =
∫ 1
0
AD2F (xˆ+ τrv) [v, h] dτ r
by the (generalized) Mean-Value Theorem. For notational convenience, we shall
write y (τ) = D2F (xˆ+ τrv) [v, h] and v =
(
θ˙, φ˙, λ˙u, λ˙s, a˙, p˙, q˙
)
. Furthermore, we
will denote the max-norm on both Cnu and Cns by ‖·‖∞.
Observe that Π (y (τ)) = 0 for Π ∈ {Πpˆ1 ,Πqˆ1 ,Πη}, since the equations associ-
ated to these projections are linear. Furthermore, a straightforward computation
shows that
Π˜t0 (y (τ)) = −
nu∑
l=1
∑
k∈Nnu0
kl
(
θˆ + τrθ˙
)k−el [
p˜kθ˙l + p˙kθ˜l
]
˜
−
nu∑
i,l=1
∑
k∈Nnu0
kl (ki − δil) [pˆk + τrp˙k]˜
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i (3.52)
for 1 ≤ ˜ ≤ n. An analogous formula holds for Π˜tm (y (τ)). Next, let 2 ≤ i ≤ m,
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then (
Πia (y (τ))
)
k
=

0n, k = 0,
−L (ti − ti−1)
4
(
D2ck−1
(
aˆi + τra˙i
) [
a˙i, a˜i
]
− D2ck+1
(
aˆi + τra˙i
) [
a˙i, a˜i
])
, k ∈ N.
(3.53)
This formula is also valid for i = 1 and k ∈ N, but in this case there is no
component to consider for k = 0. Finally, observe that
(ΠP (y (τ)))k =
D2g (pˆ0 + τrp˙0) [p˙0, p˜0] , k = 0,
D3g (pˆ0 + τrp˙0) [p˙0, p˜0, pˆei + τrp˙ei ]
+ D2g (pˆ0 + τrp˙0) [p˜0, p˙ei ]−
(
λ˜ui p˙ei + λ˙
u
i p˜ei
)
+ D2g (pˆ0 + τrp˙0) [p˙0, p˜ei ] , k = ei, 1 ≤ i ≤ nu,〈
λ˜u, k
〉
p˙k +
〈
λ˙u, k
〉
p˜k −D2Ck (pˆ+ τrp˙) [p˙, p˜] , |k| ≥ 2.
(3.54)
The formula for ΠQ (y (τ)) is analogous.
Altogether, the above formulae give rise to the decomposition
y (τ) =
n∑
˜=1
(
Π˜t0 (y (τ)) + Π
˜
tm (y (τ)) +
m∑
ı˜=1
Πı˜˜Na (y (τ))
+ Π˜P (y (τ)) + Π
˜
Q (y (τ))
)
.
We will now follow the same strategy as in the previous section and compute
bounds for (3.51) by individually composing each term in the above decomposition
with A and analyzing the associated projections into the domain.
Boundary conditions We start by considering the terms associated to∫ 1
0
AΠ (y (τ)) dτ, Π ∈
{
Π˜t0 ,Π
˜
tm
}
, (3.55)
which are related to the boundary conditions. To compute the desired bounds, we
first analyze the two series in (3.52).
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Lemma 3.5.15. Suppose θ ∈ int Bνu \{0} and let ζ ∈ Cnu be such that ‖ζ‖∞ ≤ 1.
Define a linear map ϕu,1 : W 1νu → C by
ϕu,1(p) :=
nu∑
l=1
∑
k∈Nnu0
klpkθ
k−elζl.
Then ϕu,1 ∈
(
W 1νu
)∗ and
‖ϕu,1‖B(W 1νu ,C)
≤ Φu,1 (θ) :=

ν−1u , log
(‖θ‖∞
νu
)
≤ −1,
−
(
e ‖θ‖∞ log
(‖θ‖∞
νu
))−1
, otherwise.
Proof. It is clear that ϕu,1 is bounded, since
∣∣pkθk−el ∣∣ ≤ ‖θ‖|k|−1∞
ν
|k|
u
‖p‖νu , k ∈ Nnu0 , (3.56)
for any θ ∈ int Bνu . We will use this observation to compute a bound for the
operator norm. To be more precise, let j ∈ Nnu0 be arbitrary, then
|ϕu,1 (ξj)| ≤
nu∑
l=1
jl |θ|j−el ν−|j|u ≤ ‖θ‖−1∞ |j|
(‖θ‖∞
νu
)|j|
,
where (ξl)l∈Nnu0 are the corner points introduced in Definition 3.2.11. In particu-
lar, observe that ‖ϕu,1‖B(W 1νu ,C) = supj∈Nnu0 \{0} |ϕu,1 (ξj)| by Proposition 3.2.12,
since ϕu,1 (ξ0) = 0. Next, note that the map x 7→ xρx, where ρ ∈ (0, 1), is strictly
increasing on
[
0,
−1
log ρ
]
, strictly decreasing on
[ −1
log ρ
,∞
)
and has a global max-
imum on [0,∞) at x = −1
log ρ
. Therefore, since |j| ≥ 1 for j ∈ Nnu0 \ {0} and
‖θ‖∞ < νu, it follows that supj∈Nnu0 \{0} |ϕu,1 (ξj)| ≤ Φu,1 (θ) , which proves the
result.
Remark 3.5.16. The analogs of ϕu,1 and Φu,1 in the context of the stable manifold
are defined similarly and are denoted by ϕs,1 and Φs,1 (φ), respectively.
Remark 3.5.17. In practice, θ is an interval enclosure of θˆ (see Lemma 3.5.21).
Recall that θˆ corresponds to a (numerically obtained) coordinate on the chart of the
unstable manifold at which the to be validated piece of the connecting orbit starts.
This is why we assume that θ 6= 0.
The latter result provides a way to bound the first term in (3.52). To bound
the second term (3.52), we perform a similar analysis.
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Lemma 3.5.18. Suppose θ ∈ int Bνu\{0} and define a linear map ϕu,2 : W 1νu → C
by
ϕu,2(p) :=
nu∑
i,l=1
∑
k∈Kuc
kl (ki − δil) pkθk−el−ei θ˜lθ˙i.
Then ϕu,2 ∈
(
W 1νu
)∗ and ‖ϕu,2‖B(W 1νu ,C) ≤ Φu,2 (θ) , where
Φu,2 (θ) :=
‖θ‖−2∞

(Kumin + 1)
2
(‖θ‖∞
νu
)Kumin+1
, Kumin + 1 ≥ −2 log
(‖θ‖∞
νu
)−1
,
4
(
e log
(‖θ‖∞
νu
))−2
, otherwise,
and Kumin := min1≤i≤nu K
u
i .
Proof. The boundedness of ϕu,2 follows directly from the observation in (3.56) and
the assumption that θ ∈ int Bνu . To compute a bound for the operator norm, first
observe that ϕu,2 (ξj) = 0 for j ∈ Ku. Hence ‖ϕu,2‖B(W 1νu ,C) = supj∈Kuc |ϕu,2 (ξj)|
by Proposition 3.2.12. Furthermore, a straightforward computation shows that
|ϕu,2 (ξj)| ≤
nu∑
i,l=1
jl (ji − δil) |θ|j−el−ei ν−|j|u
≤ ‖θ‖−2∞
(‖θ‖∞
νu
)|j| nu∑
i,l=1
jl (ji − δil)
≤ ‖θ‖−2∞ |j|2
(‖θ‖∞
νu
)|j|
,
for any j ∈ Kuc , where we used that
∥∥∥θ˜∥∥∥
∞
,
∥∥∥θ˙∥∥∥
∞
≤ 1. Now, note that the map
x 7→ x2ρx, where ρ ∈ (0, 1), is strictly increasing on
[
0,
−2
log ρ
]
, strictly decreasing
on
[ −2
log ρ
,∞
)
and has a global maximum on [0,∞) at x = −2
log ρ
. Therefore, since
|j| ≥ Kumin + 1 for j ∈ Kuc , it follows that supj∈Kuc |ϕu,2 (ξj)| ≤ Φu,2 (θ) , which
proves the result.
Remark 3.5.19. As before, the analogs of ϕu,2 and Φu,2 in the context of the
stable manifold are denoted by ϕs,2 and Φs,2 (φ), respectively.
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We are now ready to compute bounds for (3.55). The computation of these
bounds consists of a mixture of interval analysis on the computer and ordinary
estimates derived with “pen and paper”. More precisely, as mentioned at the be-
ginning of this paper, in order to manage the rounding errors on the computer, all
the bounds in this paper are computed with interval aritmethic. Roughly speak-
ing, this means that all the elementary operations on floating point numbers are
replaced by operations on intervals with endpoints representable on a computer.
In this way, one can compute rigorous bounds (and hence verify inequalities) with
the aid of a computer.
Now, in order to compute bounds for (3.55), we first define interval enclosures
for θˆ, pˆ, φˆ and qˆ. Let r∗ > 0 be an upper bound for the radius r and set
θˆ : =
nu∏
j=1
[
θˆj − r∗, θˆj + r∗
]
, pˆk :=
n∏
j=1
[
[pˆk]j −
r∗
ν
|k|
u
, [pˆk]j +
r∗
ν
|k|
u
]
, k ∈ Ku,
φˆ : =
ns∏
j=1
[
φˆj − r∗, φˆj + r∗
]
, qˆk :=
n∏
j=1
[
[qˆk]j −
r∗
ν
|k|
s
, [qˆk]j +
r∗
ν
|k|
s
]
, k ∈ Ks.
We require that r∗ is sufficiently small and that νu, νs are sufficiently large so that
θˆ ⊂ int Bνu and φˆ ⊂ int Bνs .
Remark 3.5.20. Strictly speaking, the endpoints of the above intervals should be
floating point numbers so that we can perform rigorous computations on a com-
puter. In practice, this amounts to computing slightly larger interval enclosures
for θˆ, pˆ, φˆ and qˆ (compared to the ones above). To avoid clutter in the notation,
however, we have chosen to ignore this rather technical (but easily solved) issue.
Lemma 3.5.21. Let 1 ≤ ˜ ≤ n, 0 < r ≤ r∗ and Π ∈ P, then
sup
τ∈[0,1]
∥∥∥ΠAΠ˜t0 (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜t0∥∥∥
Π(Xν)
supβ˜u, (3.57)
sup
τ∈[0,1]
∥∥∥ΠAΠ˜tm (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜tm∥∥∥
Π(Xν)
supβ˜s, (3.58)
where
β˜u : = 2Φu,1
(
θˆ
)
+ r∗Φu,2
(
θˆ
)
+
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil)
∣∣∣[pˆk]˜∣∣∣ ∣∣∣θˆ∣∣∣k−el−ei ,
β˜s : = 2Φs,1
(
φˆ
)
+ r∗Φs,2
(
φˆ
)
+
ns∑
i,l=1
∑
k∈Ks
kl (ki − δil)
∣∣∣[qˆk]˜∣∣∣ ∣∣∣φˆ∣∣∣k−el−ei .
Proof. Let τ ∈ [0, 1] and 1 ≤ ˜ ≤ n be arbitrary and use Lemma 3.5.15 to see that
the first term in (3.52) is bounded by 2Φu,1
(
θˆ + τrθ˙
)
. To bound the second term
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in (3.52), we first split it up into two series; one over Ku and one over Kuc . We then
use Lemma 3.5.18 and the fact that pˆk = 0 for k ∈ Kuc to estimate∣∣∣∣∣∣
nu∑
i,l=1
∑
k∈Nnu0
kl (ki − δil) [pˆk + τrp˙k]j
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil) [pˆk + τrp˙k]˜
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i
∣∣∣∣∣∣
+ rΦu,2
(
θˆ + τrθ˙
)
.
Altogether, we conclude that∣∣∣Π˜t0 (y (τ))∣∣∣ ≤ 2Φu,1 (θˆ + τrθ˙)+ r∗Φu,2 (θˆ + τrθ˙)
+
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil)
∣∣∣[pˆk + τrp˙k]˜∣∣∣ ∣∣∣θˆ + τrθ˙∣∣∣k−el−ei , (3.59)
where we used the assumption that r ≤ r∗. Finally, observe that θˆ + τrθ˙ ∈ θˆ and
pˆk + τrp˙k ∈ pˆk, since
∥∥∥θ˙∥∥∥
∞
, ‖p˙‖W 1νu,n ≤ 1. Hence (3.59) is contained in β
˜
u for all
τ ∈ [0, 1], which proves the result.
Remark 3.5.22. Observe that the computation of the bound in this lemma is
finite, since Ku is a finite set of multi-indices.
Chebyshev coefficients Next, we consider the terms associated to∫ 1
0
AΠı˜˜Na (y (τ)) dτ, 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n, (3.60)
which are related to the equations for the Chebyshev coefficients. We start by
computing a bound for (3.53). Since we will have to perform a similar analysis for
the Taylor coefficients in the next paragraph, we first state a general result.
Lemma 3.5.23. Suppose (X, ∗) is a Banach algebra. Let 1 ≤ j ≤ n and define
Gj :
⊕n
l=1X → X and g˜j : Rn → R by
Gj(x) :=
∑
α∈A
[gα]j x
α, g˜j(x) :=
∑
α∈A
∣∣∣[gα]j∣∣∣xα,
where {gα : α ∈ A} ⊂ Rn are the coefficients of g in the monomial basis. Then∥∥D2Gj (x+ τrz) [y, z]∥∥ ≤ D2g˜j (‖x1‖X + r∗, . . . , ‖xn‖X + r∗) [1n,1n] ,
for any x = (xl)
n
l=1 , y = (yl)
n
l=1 , z = (zl)
n
l=1 ∈
⊕n
l=1X such that ‖y‖ , ‖z‖ ≤ 1,
τ ∈ [0, 1] and 0 < r ≤ r∗. Here ‖·‖ denotes the max-norm on ⊕nl=1X.
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Proof. Note that we may use the “usual” rules of calculus to differentiate polyno-
mials on
⊕n
l=1X, since (X, ∗) is a Banach algebra. In particular, a straightforward
computation shows that
D2Gj (x+ τrz) [y, z] =
n∑
i,l=1
∑
α∈A
αi (αl − δil) [gα]j (x+ τrz)α−ei−el ∗ yi ∗ zl.
Hence, by the Banach algebra estimate,
∥∥D2Gj (x+ τrz) [y, z]∥∥ ≤ n∑
i,l=1
∑
α∈A
αi (αl − δil)
∣∣∣[gα]j∣∣∣ n∏
k=1
(‖xk‖X + r∗)(α−ei−el)k
= D2g˜j (‖x1‖X + r∗, . . . , ‖xn‖X + r∗) [1n,1n] ,
since ‖y‖ , ‖z‖ ≤ 1, τ ∈ [0, 1] and 0 < r ≤ r∗.
Remark 3.5.24. Note that the convolution mappings [C]j and [c]j are of the form
Gj.
Next, we use the above result to compute bounds for (3.60). The key observa-
tion is stated in the next lemma.
Lemma 3.5.25. Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥Πı˜˜Na (y (τ))∥∥νı˜
≤ Lνı˜ (tı˜ − tı˜−1)
2
D2g˜˜
(∥∥[aˆı˜]
1
∥∥
νı˜
+ r∗, . . . ,
∥∥[aˆı˜]
n
∥∥
νı˜
+ r∗
)
[1n,1n] .
Proof. Define linear operators σ1 : `1ν1 → `1ν1/C and
{
σı˜ : `
1
νı˜ → `1νı˜
}m
ı˜=2
by
σ1
(
a1
)
:=
(
a1k−1 − a1k+1
)
k∈N , σı˜
(
aı˜
)
:=
 0(
aı˜k−1 − aı˜k+1
)
k∈N
 .
A direct application of Proposition 3.2.9 shows that these operators are bounded
and that
‖σ1‖B(`1ν , `1ν1/C) = 2ν1, ‖σı˜‖B(`1νı˜ ,`1νı˜) = 2νı˜, 2 ≤ ı˜ ≤ m. (3.61)
Therefore, since
Πı˜˜Na (y (τ)) =
L (tı˜ − tı˜−1)
4
σı˜D
2 [c]˜
(
aˆı˜ + τra˙ı˜
) [
a˙ı˜, a˜ı˜
]
by (3.53), the result follows directly from (3.61) and Lemma 3.5.23.
It is now a straightforward task to compute bounds for (3.60).
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Lemma 3.5.26 (Scalar and Taylor projections). Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n,
0 < r ≤ r∗ and Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
, then
sup
τ∈[0,1]
∥∥ΠAΠı˜˜Na (y (τ))∥∥Π(Xν) ≤ ∥∥∥ΠANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,Π(Xν))
· Lνı˜ (tı˜ − tı˜−1)
2
D2g˜˜
(∥∥[aˆı˜]
1
∥∥
νı˜
+ r∗, . . . ,
∥∥[aˆı˜]
n
∥∥
νı˜
+ r∗
)
[1n,1n] .
Proof. It suffices to observe that
ΠAΠı˜˜Na (y (τ)) = ΠANKΠ
ı˜˜[1:Nı˜−1]
a (y (τ)) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
,
by construction of the approximate inverse A. Therefore, the result follows directly
from Lemma 3.5.23.
Lemma 3.5.27 (Chebyshev projections). Let 1 ≤ ı˜, i ≤ m, 1 ≤ ˜, j ≤ n and
0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥Πija AΠı˜˜Na (y (τ))∥∥νi
≤ Lνı˜ (tı˜ − tı˜−1)
2
D2g˜˜
(∥∥[aˆı˜]
1
∥∥
νı˜
+ r∗, . . . ,
∥∥[aˆı˜]
n
∥∥
νı˜
+ r∗
)
[1n,1n]
·

∥∥∥Πija ANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,`1νi) , (˜ı, ˜) 6= (i, j) ,
max
{∥∥∥Πija ANKΠij[1:Ni−1]a ∥∥∥B(`1νi ,`1νi) , 1Ni
}
, (˜ı, ˜) = (i, j) .
Proof. It follows from the definition of the approximate inverse that
Πija AΠ
ı˜˜N
a = Π
ij
a ANKΠ
ı˜˜[1:Nı˜−1]
a + Π
ij
a AΠ
ı˜˜[Nı˜:∞)
a
=

Πija ANKΠ
ı˜˜[1:Nı˜−1]
a , (˜ı, ˜) 6= (i, j) ,
Πija ANKΠ
ij[1:Ni−1]
a
1
Ni
1
Ni + 1
. . .

, (˜ı, ˜) = (i, j) .
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Hence ∥∥Πija AΠı˜˜Na ∥∥B(`1νı˜ ,`1νi)
=

∥∥∥Πija ANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,`1νi) , (˜ı, ˜) 6= (i, j) ,
max
{∥∥∥Πija ANKΠij[1:Ni−1]a ∥∥∥B(`1νi ,`1νi) , 1Ni
}
, (˜ı, ˜) = (i, j) ,
by Proposition 3.2.9. The result now follows from Lemma 3.5.23.
Taylor coefficients Finally, we consider the terms associated to∫ 1
0
AΠ (y (τ)) dτ, Π ∈
{
Π˜P ,Π
˜
Q
}
, (3.62)
which are related to the equations for the Taylor coefficients of the (un)stable
manifolds. Observe that Π˜P (y (τ)) 6∈ W 1νu , due to the presence of the terms〈
λ˜u, k
〉
p˙k+
〈
λ˙u, k
〉
p˜k, see (3.54). For this reason, in order to facilitate the analysis
of (3.62), we introduce the term y˜P (τ) := Π
˜
P (y (τ))− y˜P,λ (τ), where
(
y˜P,λ (τ)
)
k
:=

0, k ∈ Ku,〈
λ˜u, k
〉
[p˙k]˜ +
〈
λ˙u, k
〉
[p˜k]˜ , k 6∈ Ku,
i.e., y˜P (τ) is defined by removing the linear terms
〈
λ˜u, k
〉
[p˙k]˜ +
〈
λ˙u, k
〉
[p˜k]˜
from the tail of Π˜P (y (τ)). Hence y
˜
P (τ) ∈ W 1νu . An analogous decomposition
Π˜Q (y (τ)) = y
˜
Q (τ)+y
˜
Q,λ (τ) is used to analyze the terms associated to the stable
manifold.
Lemma 3.5.28. Let 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥y˜P (τ)∥∥∥
νu
≤ supσ˜u, sup
τ∈[0,1]
∥∥∥y˜Q (τ)∥∥∥
νs
≤ supσ˜s,
where
σ˜u : =
n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0)
∣∣∣∣
+ 3
n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0)
∣∣∣∣+ 2 (|Ku|+ 1)
+D2g˜˜
(
‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗
)
[1n,1n] .
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The bounds
{
σ˜s : 1 ≤ ˜ ≤ n
}
associated to the stable manifold are defined analo-
gously.
Proof. Let τ ∈ [0, 1] and 1 ≤ ˜ ≤ n be arbitrary. It follows directly from (3.54)
that ∣∣∣(y˜P (τ))
0
∣∣∣ ≤ n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣ , (3.63)
since ‖p˙‖νu,n , ‖p˜‖νu,n ≤ 1. Next, we consider the first order components of y
˜
P (τ)
by separately analyzing the terms in (3.54) for |k| = 1. To this end, observe that
nu∑
i=1
∣∣D3g˜ (pˆ0 + τrp˙0) [p˙0, p˜0, pˆei + τrp˙ei ]∣∣ νu
≤
n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0 + τrp˙0)
∣∣∣∣ ,
and
nu∑
i=1
∣∣D2g˜ (pˆ0 + τrp˙0) [p˜0, p˙ei ]∣∣ νu ≤ n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣ ,
nu∑
i=1
∣∣∣λ˜ui [p˙ei ]˜ + λ˙ui [p˜ei ]˜∣∣∣ νu ≤ 2,
where we used that r ≤ r∗,
∥∥∥λ˜u∥∥∥
∞
,
∥∥∥λ˙u∥∥∥
∞
, ‖p˙‖νu.n , ‖p˜‖νu,n ≤ 1. It now follows
from the expression in (3.54) that∑
k∈Nnu0
|k|=1
∣∣∣(y˜P (τ))
k
∣∣∣ νu
≤
n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0 + τrp˙0)
∣∣∣∣
+ 2
n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣+ 2. (3.64)
Finally, we consider the remainder of y˜P , i.e., the components associated to
|k| ≥ 2. First, note that∑
k∈Ku
|k|≥2
∣∣∣〈λ˜u, k〉 [p˙k]˜ + 〈λ˙u, k〉 [p˜k]˜∣∣∣ νku ≤ 2 |Ku| ,
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since
∥∥∥λ˜u∥∥∥
∞
,
∥∥∥λ˙u∥∥∥
∞
, ‖p˙‖νu.n , ‖p˜‖νu,n ≤ 1 and |k| ≤ |Ku| for k ∈ Ku. Further-
more, ∑
k∈Nnu0
|k|≥2
∣∣D2Ck (pˆ+ τrp˙) [p˙, p˜]∣∣ νku
≤ D2g˜˜
(
‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗
)
[1n,1n]
by Lemma 3.5.23. Therefore,∑
k∈Nnu0
|k|≥2
∣∣∣(y˜P (τ))
k
∣∣∣ νku
≤ 2 |Ku|+D2g˜˜
(
‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗
)
[1n,1n] . (3.65)
Altogether, the sum of (3.63), (3.64) and (3.65) constitutes an upper bound for∥∥∥y˜P (τ)∥∥∥
νu
, for any τ ∈ [0, 1] and r ≤ r∗, and is contained in σ˜u. This proves the
result.
It is now a straightforward task to compute bounds for (3.62).
Lemma 3.5.29. Let 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥ΠAΠ˜P (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜P∥∥∥B(W 1νu ,Π(Xν)) supσ˜u, (3.66)
for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
Q
}
and
sup
τ∈[0,1]
∥∥∥ΠAΠ˜Q (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜Q∥∥∥B(W 1νs ,Π(Xν)) supσ˜s (3.67)
for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
P
}
.
Proof. It suffices to observe that
ΠAΠ˜P (y (τ)) = ΠANKΠ
˜Ku
P (y (τ)) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
Q
}
,
by construction of the approximate inverse A. Therefore, since
Π˜K
u
P (y (τ)) = Π
˜Ku
P
(
y˜P (τ)
)
,
the result follows from Lemma 3.5.28.
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Lemma 3.5.30. Let 1 ≤ ˜, j ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥ΠjPAΠ˜P (y (τ))∥∥∥
νu
≤

∥∥∥ΠjPANKΠ˜P∥∥∥B(W 1νu ,W 1νu) sup σ˜u, ˜ 6= j,
max
{∥∥∥ΠjPANKΠjP∥∥∥B(W 1νu ,W 1νu) ,(
min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1))−1} supσ˜u
+ 2
(
min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣)−1 , ˜ = j.
The statement and corresponding bound for the stable manifold is analogous.
Proof. If ˜ 6= j, then
ΠjPAΠ
˜
P (y (τ)) = Π
j
PANKΠ
˜Ku
P
(
y˜P (τ)
)
by definition of the approximate inverse and y˜P (τ). Therefore, in this case, the
result follows immediately from Lemma 3.5.28. Now, assume that ˜ = j and observe
that
ΠjPAΠ
j
P (y (τ)) = Π
j
PAΠ
j
P
(
yjP (τ)
)
+ ΠjPAΠ
j
P
(
yjP,λ (τ)
)
.
In particular, since yjP (τ) ∈ W 1νu , we may bound the first term in the above
expression by∥∥∥ΠjPAΠjP (yjP (τ))∥∥∥
νu
≤
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu)
∥∥∥yjP (τ)∥∥∥
νu
≤
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu) sup σju,
where in the last line we used Lemma 3.5.28 again.
Next, we derive a more explicit expression for
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu). To this
end, recall the definition of ΠjPAΠ
j
P (see Definition 3.4.6) and observe that∣∣∣〈λˆu, k〉∣∣∣ ≥ min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1)
for any k ∈ Kuc . Therefore, it follows from Proposition 3.2.12 that∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu)
= max
{∥∥∥ΠjPANKΠjP∥∥∥B(W 1νu ,W 1νu) ,
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1))−1
}
.
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Finally, a straightforward computation shows that∥∥∥ΠjPAΠjP (yjP,λ (τ))∥∥∥
νu
=
∑
k∈Kuc
∣∣∣〈λ˜u, k〉 [p˙k]j + 〈λ˙u, k〉 [p˜k]j∣∣∣ ∣∣∣〈λˆu, k〉∣∣∣−1 νku
≤ 2
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣)−1 ,
since |〈λu, k〉| ≤ ‖λu‖∞ |k| and
∣∣∣〈λˆu, k〉∣∣∣ ≥ min1≤i≤nu ∣∣∣Re(λˆui )∣∣∣ |k| for any k ∈
Nnu0 and λu ∈ Cnu . Altogether, this proves the result.
Second order coefficients of ZΠ(r) We are now ready to finish the construc-
tion of the quadratic polynomials ZΠ(r) for Π ∈ P. As before, we first introduce
some additional notation. We will denote the bounds in (3.57), (3.58), (3.66), (3.67)
and Lemmas 3.5.26, 3.5.27, 3.5.30 by Z2,˜t0Π , Z
2,˜tm
Π , Z
2,˜P
Π , Z
2,˜Q
Π , Z
2,˜ı˜N
Π , Z
2,˜ı˜N
Πija
and
Z2,˜P
ΠjP
, Z2,˜Q
ΠjQ
respectively. Finally, we set
Z2Π :=
n∑
˜=1
(
Z2,j˜t0Π + Z
2,j˜tm
Π +
m∑
ı˜=1
Z2,˜ı˜NΠ + Z
2,˜P
Π + Z
2,˜Q
Π
)
, Π ∈ P,
and define
ZΠ(r) := Z
1
Π + Z
2
Πr, Π ∈ P.
Then ZΠ(r) satisfies (3.27) by construction.
3.6 Applications: traveling fronts in parabolic
PDEs
In this section we use our method to prove the existence of connecting orbits in
systems of ODEs which arise from the study of traveling fronts in scalar parabolic
PDEs. In addition, we perform (non-rigorous) continuation and demonstrate the
effectiveness of the phase condition introduced in Definition 3.3.14. Before we
proceed to the applications, we first give a rough outline of our main procedure for
validating connecting orbits. We have tried to automate as many steps as possible,
but there are still certain steps which are based on experimentation.
Step 1: Compute parameterizations of the local (un)stable manifolds
1.1 Compute numerical approximations p˜0 and q˜0 of the equilibria of interest.
1.2 Compute numerical approximations{(
λ˜uk , p˜k
)
: |k| = 1
}
,
{(
λ˜sk, q˜k
)
: |k| = 1
}
,
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of the eigendata associated to Dg (p˜0) and Dg (q˜0), respectively. In this step
we set the length of the approximate eigenvectors to one.
1.3 Choose the number of Taylor coefficients Ku ∈ Nnu0 and Ks ∈ Nns0 and
compute approximate zeros
(
λˆu, pˆ
)
,
(
λˆs, qˆ
)
of the mappings
(λu, p) 7→
[[
ΠjK
u
P FP (λ
u, p)
]n
j=1
[〈pek , p˜ek〉]nuk=1
]
, (λs, q) 7→
[[
ΠjK
s
Q FQ (λ
s, q)
]n
j=1
[〈qek , q˜ek〉]nsk=1
]
by Newton’s method.
1.4 If necessary, increase the truncation parameters and rescale the eigenvectors
so that validation is feasible, see Remark 3.6.1 below.
Step 2: Compute an accurate approximation of a connecting orbit
2.1 Compute a numerical approximation of a connecting orbit. This step is based
on solving the truly nonlinear part of the problem and involves experimen-
tation. It is obviously problem dependent.
2.2 Use the domain decomposition algorithm developed in Chapter 2 to compute
a grid (ti)
m
i=0 and an accurate approximate connecting orbit
uˆ =
m∑
i=1
1[ti−1,ti]
(
aˆ0 + 2
Ni−1∑
k=1
aˆikT
i
k
)
,
so that the decay rates of the Chebyshev coefficients aˆi are equidistributed
over the subdomains [ti−1, ti]. The number of modes Ni is chosen in such
a way that
∣∣aˆiNi−1∣∣ ≈ 10−16. The number of subdomains m is determined
by experimentation. In general, we use as many subdomains as necessary in
order to ensure high decay rates of the Chebyshev coefficients.
2.3 Use uˆ as a reference orbit to fix the time parameterization of the connecting
orbit (see Definition 3.3.14).
Step 3: Validate the connecting orbit and (un)stable manifolds
3.1 Combine the results from the previous two steps to construct a symmetric
approximate zero xˆ =
(
θˆ, φˆ, λˆu, λˆs, aˆ, pˆ, qˆ
)
of FNK (see Remark 3.3.20).
3.2 Set r∗ = 10−5, νu = νs = 1 (see Remark 3.6.1) and compute the weights
(νi)
m
i=1 as explained in Remark 3.6.2 below.
3.4 Initialize the numerical data with interval arithmetic and construct the radii-
polynomials
pΠ(r) := Z
2
Πr
2 +
(
Z1Π − 1
)
r + YΠ, Π ∈ P.
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3.5 Determine an interval I on which all the radii polynomials are negative.
If we fail to find an interval I on which all the radii polynomials are negative, we
try to determine which parameters (the truncation parameters, the weights νi or
the “scalings” of the coefficients pˆ and qˆ) need to be modified by “visual” inspection
and try again.
Remark 3.6.1 (Scaling and the number of Taylor coefficients). Observe that
for any νu, ν˜u > 0 it holds that p ∈ W 1νu if and only if νuν˜u p ∈ W 1ν˜u with the
scaling notation introduced in Remark 3.3.3. Therefore, since the parameterization
mappings FP and FQ are invariant under the rescaling p 7→ µp (see Remark 3.3.3),
we have chosen to set νu = νs = 1 and search for appropriate scalings which ensure
that pˆ and qˆ decay sufficiently fast to zero. To be more precise, we explain in detail
how we choose the scalings of the eigenvectors and the number of Taylor coefficients
for the unstable manifold (the procedure for the stable manifold is analogous).
The main idea is to choose the scalings and number of Taylor coefficients in
such a way that the bound for ΠjP
(
DF (xˆ)− D̂F
)
is below some prescribed toler-
ance. More precisely, in light of (3.38), (3.48) and Lemma 3.5.12, we aim to find
a truncation parameter Ku ∈ Nnu0 and a scaling factor µ ∈ (0,∞)nu such that[
min
1≤i≤nu
(Kui + 1) min
1≤i≤nu
∣∣∣Re(λˆi)∣∣∣]−1 ∥∥∥µGˆjl∥∥∥
1
≤ εu, 1 ≤ j, l ≤ n, (3.68)
where εu > 0 (in practice we set εu = 12). We start by determining K
u ∈ Nnu0 . To
this end, observe that the scaling factor µ has no effect on
∣∣∣Gˆjl0 ∣∣∣. For this reason,
we set Ku :=
(
max1≤j,l≤nu K
u
jl
)
1nu , where Kujl ∈ N is the smallest integer such
that
Kujl >
∣∣∣Gˆjl0 ∣∣∣
ζεu min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ − 1, 1 ≤ j, l ≤ n, ζ ∈ (0, 1].
Here ζ ∈ (0, 1] is an additional parameter chosen through experimentation (in
practice we use ζ = 34).
Next, we determine an appropriate scaling factor µ. Let 1 ≤ j, l ≤ n and
approximate
∣∣∣Gˆjlk ∣∣∣ ≈ ∣∣∣Gˆjl0 ∣∣∣ ρ−|k|jl , where ρjl = e−sjl and sjl is the slope of the best
line through the points
d, log
∑
|k|=d
∣∣∣Gˆjlk ∣∣∣
 : ∑
|k|=d
∣∣∣Gˆjlk ∣∣∣ > 10−16, 0 ≤ d ≤ |MjlKu|
 . (3.69)
Recall that Mjl = order
(
∂gj
∂xl
)
. Now, if µı < ρjl for all 1 ≤ ı ≤ nu and |Ku| is
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sufficiently large, then ∥∥∥µGˆjl∥∥∥
1
≈
∣∣∣Gˆjl0 ∣∣∣ nu∏
ı=1
ρjl
ρjl − µı .
Motivated by this observation and the inequality in (3.68), we set µı = µ for
1 ≤ ı ≤ nu and require that
ρjl
ρjl − µ ≤
εu min1≤i≤nu (Kui + 1) min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣∣∣∣Gˆjl0 ∣∣∣

1
d
=: ξjl
for all 1 ≤ j, l ≤ n. Therefore, we set
µ := min
1≤j,l≤nu
ρjl
ξjl − 1
ξjl
.
We remark that one could determine a more “refined” scaling factor µ, which
need not be the same in each direction, by taking the decay rates of Gˆjl in each
separate direction into account (as opposed to using the “uniform” rate in (3.69)
which ignores the different directions of the array). In addition, one could take the
different sizes of the eigenvalues into account in the definition of ξjl.
Remark 3.6.2. To determine the weights (νi)
m
i=1, we use a heuristic procedure
slightly more refined than the one used in Chapter 2. Namely, we try to ensure that
the bound for the tail of Πija
(
DF (xˆ)− D̂F
)
is below some prescribed tolerance
(rather than requiring the residual to be below some tolerance as in Chapter 2).
More precisely, in light of (3.37), we require that
L (ti − ti−1)
2Ni
(
νi + ν
−1
i
) ∥∥gˆijl∥∥
νi
≤ ε, 1 ≤ i ≤ m, 1 ≤ j, l ≤ n. (3.70)
where ε > 0 is some prescribed tolerance (in practice we set ε = 12).
We use the rough approximation
∣∣∣gˆijlk ∣∣∣ ≈ ∣∣∣gˆijl0 ∣∣∣ ρ−kijl , where ρijl = e−sijl and sijl
is the slope of the best line through the points{(
k, log
(∣∣∣gˆijlk ∣∣∣)) : 0 ≤ k ≤Mjl (Ni − 1) , ∣∣∣gˆijlk ∣∣∣ > 10−16} .
In practice, ρijl is roughly the same for all 1 ≤ i ≤ m and 1 ≤ j, l ≤ n due to the
choice of the grid, and we therefore write ρ = ρijl. If νi < ρ and Ni is sufficiently
large, then
∥∥gˆijl∥∥
νi
≈
∣∣∣gˆijl0 ∣∣∣
1 + 2Mjl(Ni−1)∑
k=1
(
νi
ρ
)k ≈ ∣∣∣gˆijl0 ∣∣∣ ( 2ρρ− νi − 1
)
. (3.71)
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Altogether, (3.70) and (3.71) yield the constraint
ν3i + (αijl + ρ) ν
2
i + (1− αijlρ) νi + ρ ≤ 0, αijl :=
2Niε
L (ti − ti−1)
∣∣∣gˆijl0 ∣∣∣ . (3.72)
Finally, we determine an interval [νmin, νmax] ⊂ R>0 on which (3.72) is satisfied
for all 1 ≤ i ≤ m and 1 ≤ j, l ≤ n. Then, if νmax > 1, we choose a weight
νˆ ∈ [νmin, νmax] such that 1 < νˆ < ρ and set νi = νˆ on each subdomain (in practice
we set νˆ = 12 (max {1, νmin}+ νmax)). If νmax ≤ 1, we increase the number of
subdomains (to increase ρ) or use a higher number of Chebyshev coefficients Ni
and then try again.
3.6.1 Lotka-Volterra
We have proven the existence of connecting orbits from (b, 0, 1− b, 0) to (1, 0, 0, 0)
in (3.3) for a = 5, b = 12 , D = 3 and different values of κ. Recall that these orbits
correspond to traveling fronts of (3.2) with wave speed κ. The choices for these
parameter values were somewhat arbitrary and were obtained by experimenting
with the parameter values considered in [30]. In particular, we chose the parameters
in such a way that the stable eigenvalues associated to (1, 0, 0, 0) consisted of one
complex conjugate pair of eigenvalues and one real eigenvalue.
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(b) κ ≈ −0.7861
Figure 3.5: A semi-logarithmic plot of the (nonzero) Chebyshev coefficients
of the connecting orbits at κ ∈ {−1,−0.7861} on all subdomains for all four
components. The black lines correspond to the best line through the points{(
k, log
∣∣∣[aˆik]j∣∣∣) : ∣∣∣[aˆik]j∣∣∣ ≥ 10−16, 0 ≤ k ≤ Ni − 1, 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
The results show that the decay rates of the Chebyshev coefficients remained
roughly the same for κ ∈ [−1,−0.7861].
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Connecting orbit at κ = −1 We started with a numerical approximation of a
connecting orbit at κ = −1 and used the steps outlined in the previous section to
obtain the following computational parameters:
• Parameterization mappings: we used Ku = [13 13] and Ks = [9 9 9]
Taylor coefficients for approximating the local (un)stable manifolds. The
length of the stable and unstable eigenvectors was set to u,ek = 0.0565 and
s,ek = 0.0635, respectively. The truncation parameters and the scalings of
the eigenvectors were obtained via the procedure in Remark 3.6.1. The scal-
ings of the eigenvectors were relatively small, since the procedure in Remark
3.6.1 was designed to use as little Taylor coefficients as possible to ensure
that validation is feasible. If we would allow for larger truncation parameters,
the scalings of the eigenvectors (and hence the “size” of the charts on the lo-
cal (un)stable manifolds) could be increased substantially. However, since it
is computationally cheaper to increase the integration time in comparison to
increasing the truncation parameters for the (un)stable manifolds, we have
chosen to keep the truncation parameters Ku and (especially) Ks small.
• Chebyshev approximations: we used m = 3 subdomains. The number of
Chebyshev modes per subdomain was N =
[
50 47 50
]
. The integration
time was set to L = 15. The Chebyshev coefficients are shown in Figure 3.5a.
This figure shows that the decay rates of the Chebyshev coefficients were ap-
proximately the same on each subdomain. Hence the domain decomposition
was successful.
• Validation parameters: we used νi = 1.1967 on each subdomain. This value
was obtained from the procedure in Remark 3.6.2.
The dimension of the Galerkin projection was dim
(XNK) = 5382. With the above
choices for the computational parameters, we successfully validated a connect-
ing orbit at κ = −1 and proved that the radii-polynomials were negative for
r ∈ [8.6070 · 10−11, r∗]. We remark that it is possible to validate the connecting
orbit with a smaller number of Chebyshev coefficients as well. The reason for why
we used more Chebyshev coefficients than strictly necessary was to get the bounds
Z1
Πija
as small as possible in order to make continuation with large step-sizes fea-
sible.
Non-rigorous continuation Next, we continued the connecting orbit at κ =
−1 (non-rigorously) by performing pseudo-arc length continuation. At each contin-
uation step, we tried to validate the orbit with the same computational parameters.
We succeeded in validating a family of connecting orbits in this way for a finite
number of wave speeds κ ∈ [−1,−0.7861], see Figure 3.6a. The reader is referred to
the code available at [67] for the exact parameter values κ at which the connecting
orbits were validated. Here we only give rounded values of κ using four decimal
places.
We were not able to validate the connecting orbit at the next continuation
step κ ≈ −0.7767 with the same computational parameters. The reason for this
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Figure 3.6: A bifurcation diagram obtained by continuing the connecting orbit
at κ = −1. The bifurcation curves were computed by performing (non-rigorous)
pseudo-arc length continuation. The red points on the curves correspond to val-
idated connecting orbits. In all cases the validation radius rˆ was bounded by
2.5347 · 10−9. The curve in Figure 3.6a was computed with truncation parameters
Ku =
[
13 13
]
, Ks =
[
9 9 9
]
and N =
[
50 47 50
]
. The connecting orbits
were validated by using νi = 1.1967 on each subdomain. The curve in Figure 3.6b
was computed with truncation parameters Ku =
[
13 13
]
, Ks =
[
12 12 12
]
and N =
[
55 52 62
]
. The connecting orbits were validated by using νi = 1.1627
on each subdomain. The “gap” at κ ≈ −0.7071 corresponds to a bifurcation caused
by the presence of a resonance at κ = − 12
√
2.
was that the bound for Π4Q
(
DF (xˆ)− D̂F
)
became too large, which was related
to the fact that the decay rates of qˆ decreased as κ increased. In addition, the
real part of the stable eigenvalues decreased as well when κ increased (see Figure
3.7), which contributed to the deterioration of the bounds for the stable manifold.
On the other hand, the bounds for Πija
(
DF (xˆ)− D̂F
)
did not deteriorate at all
during the continuation process. The main reason for this is that the shape and
time parameterization of the orbit remained roughly “the same” throughout the
continuation procedure. This caused the decay rates of the Chebyshev coefficients
to remain roughly the same as well as shown in Figure 3.5.
To validate connecting orbits for κ ≥ −0.7767, we recomputed the parameter-
ization of the local stable manifold as explained in Remark 3.6.1. This resulted in
a parameterization with Ks =
[
12 12 12
]
Taylor coefficients. Furthermore, the
length of the stable eigenvectors was set to s,ek = 0.02275. The resulting param-
eterization was significantly “smaller” due to the new scaling of the eigenvectors.
To ensure that the endpoint of the connecting orbit was contained in the smaller
chart, we integrated the connecting orbit forward in time (while keeping the “ini-
tial” starting point on the unstable manifold fixed) and increased the integration
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Figure 3.7: The dependence of the stable and unstable eigenvalues on κ.
time to L = 20. We then used the procedures from the previous section again to
refine the Chebyshev approximations. In particular, we used m = 3 subdomains,
N =
[
55 52 62
]
Chebyshev modes and used νi = 1.1627 on each subdomain.
The dimension of the Galerkin projection was dim
(XNK) = 10258. With these pa-
rameter values, we were able to successfully validate a finite number of connecting
orbits for κ ∈ [−0.7767,−0.7075], see Figure 3.6b.
Figure 3.6b shows that there is a bifurcation at κ ≈ −0.7071. To understand
what caused this bifurcation, we consider the (approximate) stable eigenvalues λˆs
at κ ≈ −0.7075:
λˆs ≈
−0.3537 + 1.541i−0.3537− 1.541i
−0.7072
 .
Note that λˆs1 + λˆs2 ≈ λˆs3. This provides numerical evidence for the presence of a
resonance at κ ≈ −0.7071 and explains the observed bifurcation. In this relatively
simple case, one can prove with pen paper that there is in fact a resonance at
κ = − 12
√
2. Hence, in order to validate connecting orbits near κ = − 12
√
2 (and in
particular at the resonance point itself), one needs to modify the mapping FQ by
conjugating to a nonlinear normal form (instead of just the linear one) as explained
in [75]. Here we do not pursue this issue any further and leave this as a future
research project.
To continue the connecting orbit past the resonance, we set κ = −0.7 and then
continued further from this point. We succeeded in validating connecting orbits for
κ ∈ [−0.7,−0.5938] without changing the computational parameters, see Figure
3.6b. As κ increased, the “size” of the chart on the local stable manifold kept de-
creasing. As a consequence, for κ > −0.5938, the endpoint of the connecting orbit
was too far away from the stable equilibrium in the sense that the bounds related
to the equation u(1) = Q (φ) were too large (also see Figure 3.8). Although we did
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not continue any further, we remark that validation for κ > −0.5938 is feasible by
increasing the integration time and recomputing the Chebyshev approximations
as before.
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Figure 3.8: The dependence of the stable parameterization variables φˆ for
κ ∈ [−0.7,−0.5938]. The results show that
∣∣∣Re(φˆ1)∣∣∣ = ∣∣∣Re(φˆ2)∣∣∣ increased as
κ increased and eventually became too large (in the sense that the bounds related
to the equation u(1) = Q (φ) were too large). This issue can be resolved by either
integrating the connecting orbit forward in time or by enlaring the chart on the
local stable manifold in the “directions” of φ1 and φ2.
An interesting future research project would be to develop algorithms for auto-
matically detecting when the integration time and/or manifolds need to be mod-
ified. We believe that the heuristics in Remarks 3.6.1 and 3.6.2 would be a good
starting point for developing such algorithms.
3.6.2 Traveling fronts in a fourth order parabolic PDE
We have proven the existence of connecting orbits in (3.5) from (−1, 0, 0, 0) to
(a, 0, 0, 0) for a = −0.1, κ = −2 and various values of γ. Recall that these orbits
correspond to traveling fronts of (3.4) with wave speed κ. The value for a was
obtained from [4] and the wave speed κ was chosen through experimentation. We
started with a connecting orbit at γ ≈ 0.4557 (see the code available at [67] for the
exact numerical data) and then used the procedure as explained at the beginning
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γ L N Ks u,k s,k νi Obstruction
[0.4557, 0.7046] 30 [62 61] 12 5.4 · 10−2 5.3 · 10−3 1.15 λˆu1 ≈ 2λˆu2
[0.7146, 1.233] 30 [62 61] 9 5.4 · 10−2 5.3 · 10−3 1.15 λˆu1 ≈ λˆu2
[1.243, 4.089] 8 63 9 0.12 0.17 1.11 λˆs1 + λˆ
s
2 ≈ λˆs3
[4.202, 10.50] 4 51 7 0.17 0.12 1.15 rˆ > r∗
Table 3.1: The (approximate) computational parameters used to validate con-
necting orbits for γ ∈ [0.4557, 10.50]. Each row in the table corresponds to an
interval on which we performed (non-rigorous) pseudo-arclength continuation and
validated rigorously a finite number of connecting orbits with the same computa-
tional parameters. In particular, we used Ku =
[
15 15
]
on each interval (though
validation with less Taylor coefficients is feasible). We were not able to validate
connecting orbits past the right endpoints of the intervals without modifying the
computational parameters. In each case, we have indicated the obstruction for
validating connecting orbits near the (right) endpoint of the interval.
of this section to select the following computational parameters:
• Parameterization mappings: we usedKu = [15 15] andKs = [12 12 12]
Taylor coefficients for approximating the local (un)stable manifolds. The
length of the stable and unstable eigenvectors was set to u,ek = 5.4476 ·10−2
and s,ek = 5.3337 · 10−3, respectively.
• Chebyshev approximations: we used m = 2 subdomains and N = [62 61]
Chebyshev modes. The integration time was set to L = 30. The decay rates of
the Chebyshev coefficients were approximately the same on each subdomain.
Hence the domain decomposition was successful.
• Validation parameters: we used νi = 1.1491 on each subdomain.
The dimension of the Galerkin projection was dim
(XNK) = 10314. With the
above choices for the computational parameters, we were able to validate the
connecting orbit at γ ≈ 0.4557 and proved that the radii-polynomials were negative
for r ∈ [4.8332 · 10−10, 2.8332 · 10−6].
Next, we performed (non-rigorous) pseudo-arclength continuation and tried to
validate the orbits at each continuation step by using the same computational pa-
rameters. If the validation failed at a particular continuation step, we determined
the cause (as in the previous section) and resolved the issue by modifying the com-
putational parameters. In addition, we also checked in the case of failure whether
the dimension of the Galerkin-projection could be significantly reduced by decreas-
ing the integration time and the number of Chebyshev or Taylor coefficients (with
special emphasis on reducing the number of Taylor coefficients associated to the
stable manifold). The results are summarized in Table 3.1. The corresponding bi-
furcation curves are shown in Figure 3.9 and the associated traveling wave profiles
are depicted in Figure 3.10.
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Figure 3.9: Bifurcation diagrams obtained by continuing the connecting orbit at
γ ≈ 0.4557. The bifurcation curves were computed by performing (non-rigorous)
pseudo-arc length continuation. The red points on the curves correspond to vali-
dated connecting orbits. In each case, the validation radii were bounded by: (a)
rˆ ≤ 4.6324 · 10−6, (b) rˆ ≤ 5.3757 · 10−6, (c) rˆ ≤ 9.9475 · 10−6. The values of the
computational parameters are reported in Table 3.1.
We remark that validation of connecting orbits for γ > 10.50 is feasible; the
reason for the “obstruction” rˆ > r∗ was that the decay rates of the Chebyshev
coefficients decreased as γ increased, which eventually resulted in a too large bound
for the residual (i.e. the bound Y ija ). This issue can be easily resolved by using
domain decomposition or increasing the number of Chebyshev coefficients (or by
just increasing r∗). Similarly, validation of connecting orbits for γ < 0.4557 (but
sufficiently far away from 0) is feasible as well; the bottleneck for small γ is the
validation of the local stable manifold. Indeed, as γ decreases, the real parts of
the stable eigenvalues decrease (see Figure 3.11) and the number of needed Taylor
coefficients increases. An interesting future research project would be to determine
how close one can get to the “singular” case γ = 0 with the current method.
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Figure 3.10: The first component u1, which corresponds to a traveling wave profile
of (3.4), of the validated connecting orbits for γ ∈ [0.4557, 10.50]. In each case, for
γ close to the left endpoint of the interval, we have colored the associated orbits
in dark blue. As γ increased, we used increasingly lighter shades of blue. Note the
oscillations for larger values of γ.
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Figure 3.11: The dependence of the stable and unstable eigenvalues on γ.
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4 | Validated integration of
semilinear parabolic PDEs
4.1 Introduction
During the last decade computer-assisted proofs have become an increasingly ef-
fective tool in the study of nonlinear ordinary differential equations and dynamical
systems in general. The rapid progress of the development of computer hardware
has made it possible to put numerical simulations on a rigorous footing through
the construction of theorems whose hypotheses can be verified with the aid of a
computer. Today, there exists a large variety of rigorous numerical methods for
studying invariant objects, such as equilibria, periodic orbits, connecting orbits,
invariant manifolds, etc., in nonlinear ODEs. In particular, we mention the promi-
nent software packages CAPD [2] and COSY [3]. Detailed knowledge of invariant
objects can provide deep insight into the global structure of a dynamical system,
which for nonlinear systems is typically difficult to obtain from an analysis on
paper.
Most of the current methods are applicable to finite dimensional dynamical sys-
tems. Only recent attention is devoted to the development of computer-assisted
methods for studying invariant objects in dissipative parabolic PDEs, where phase
space is infinite dimensional. Such systems arise naturally in physics, e.g. in fluid
dynamics, reaction diffusion processes, heat conduction, etc. The term dissipa-
tive refers to the fact the long time behavior of these systems is governed by a
finite number of degrees of freedom. More precisely, the “interesting” asymptotic
behavior often takes place in some finite dimensional manifold, the so-called in-
ertial manifold, on which the dynamics are governed by an ODE, see [85] for
instance. Hence, from a mathematical point of view, dissipative parabolic PDEs
are a natural class of equations to consider as a first step towards the development
of computer-assisted proofs for infinite dimensional dynamical systems.
The development of rigorous numerical methods for the computation of invari-
ant objects in parabolic PDEs is an active field and various methods have already
been developed. For example, equilibria of parabolic PDEs have been studied ex-
tensively with the aid of a computer in [6, 23, 27, 40, 54, 61, 62, 71, 86]. Traveling
waves in reaction diffusion equations have been studied as well, see [8, 16] for in-
stance. In [33, 39] computer-assisted methods are developed to validate branches
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of periodic orbits (periodic in both time and space) in the Kuramoto-Shivashinsky
equation. This method exploits the fact that the problem can be reformulated
into an equivalent fixed-point problem on a space of rapidly decaying sequences
by using a Fourier transformation in time and space. An important feature of this
approach is that numerical integration of the PDE, which is a computationally
expensive and difficult task, is avoided. There are instances, however, in which
validated numerical integration is more convenient.
In [63] a computer-assisted procedure is developed to compute local charts on
unstable manifolds of hyperbolic equilibria of parabolic PDEs. The authors used
their method to prove the existence of a saddle-to-sink connection in Fisher’s equa-
tion by verifying that the local unstable manifold of one equilibrium intersected
the basin of attraction of another. This approach was successful because they were
able to parameterize a sufficiently large patch of the local unstable manifold. If the
equilibria were separated “too far” away from each other in phase space, however,
it would have become more difficult to directly prove that the unstable manifold
and the basin of attraction intersect. In this case, other means, such as rigorous
integration of the (semi) flow, are necessary to traverse the distance between the
two equilibria. The purpose of this paper is to provide such a tool by develop-
ing a rigorous numerical method for validating solutions of dissipative semilinear
parabolic PDE.
In this paper we consider parabolic PDEs of the form
∂u
∂t
= Lu+ g (u) ,
where L is a linear differential operator and g : R→ R is an arbitrary polynomial.
We impose Neumann-boundary conditions and study the case in which
L =
R∑
j=1
βj
∂2j
∂x2j
, R ∈ N, β ∈ RR,
so that the orthogonal basis generated by the eigenvectors of L is the Fourier cosine
basis. In order to ensure that L generates a semi-flow, we assume that βR < 0 if
R is even and βR > 0 if R is odd. We shall develop a rigorous numerical method
for validating solutions of
∂u
∂t
=
R∑
j=1
βj
∂2ju
∂x2j
+ g (u) , t ∈ (0, L), x ∈ (0, pi) ,
∂u
∂x
(t, 0) =
∂u
∂x
(t, pi) = 0, t ∈ [0, L],
u (0, x) = f (x) , x ∈ [0, pi] ,
(4.1)
where L > 0 is a prescribed integration time and f : R → R is a 2pi-periodic
even function. Since the main motivation for developing a rigorous integrator is to
validate invariant objects such as connecting orbits, which are typically extremely
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regular solutions of the PDE, we will assume that f is analytic. We will comment
on the significance of these assumptions below.
Before we proceed with a more detailed description of the proposed method,
let us mention the work in [7, 22, 88, 90, 92] where rigorous integrators for a class
of semilinear dissipative PDE are developed. The starting point of these methods
is the same as ours; the problem is first reformulated into an infinite dimensional
ODE on a sequence space via a Fourier expansion in space. The methodology,
however, is very different from the one proposed in this paper. In [88, 90, 92] the
authors develop a rigorous integrator based on the validated integration of a finite
dimensional system of ODEs using Lohner-type algorithms developed in [87] and
the notion of self-consisted bounds introduced in [92]. This methodology is further
developed in [22] and has been used to rigorously study, among other things, peri-
odic orbits in the Kuramoto-Sivashinky equation [88], globally attracting solutions
in the one dimensional Burgers equation [25], heteroclinic connections in the one-
dimensional Ohta-Kawasaki model [24] and more. The work in [7] is closer to the
approach presented in this paper and is based on reformulating the problem into
a preconditioned fixed-point problem by using the variation of constants formula.
The fixed-point problem is solved by establishing the existence of a fixed point in a
neighborhood of a numerical approximation, obtained through general polynomial
interpolation (i.e., the grid-points are free to choose), via Schauder’s Theorem.
The fundamental difference with the method presented in this paper is that we
use Chebyshev interpolation to perform the numerics and use a functional analytic
framework specifically tailored for Chebyshev approximations. Moreover, we use
a contraction argument instead of Schauder’s Theorem and thus (in particular)
obtain uniqueness of the solution automatically as part of the construction. The
two approaches (self-consistent bounds and fixed point formulation) are to a large
extent complementary. One advantage of the functional analytic approach in the
current paper (as well as [7]) is that it provides a natural setting for extensions to
continuation (and bifurcation) studies as well as boundary value problems.
The main idea of this paper is as follows. As mentioned before, our strategy
is to first recast (4.1) into an equivalent infinite dimensional system of ODEs by
using a Fourier cosine expansion in space. We exploit the fact that the semi-flow
generated by L is dissipative by integrating the system of ODEs with the aid of
the variation of constants formula. In particular, the requirement that βR < 0 if
R is even and βR > 0 if R is odd indicates (through variation of constants) that
the long time behavior of the dynamical system is (roughly speaking) governed by
only a finite number of Fourier modes, see Section 4.3. This is why it makes sense
to study (4.1) via a Fourier expansion in space, on both paper and the computer,
in the first place.
The variation of constants formula is used to set up an equivalent zero-finding
problem F (a) = 0 on a space of time-dependent sequences with geometric decay.
The reason for considering sequences with geometric decay is that (bounded) so-
lutions of (4.1) are analytic in space. The theory presented in this paper can be
adapted to deal with initial conditions f of class Ck as well by setting up the
zero-finding problem on a space of algebraically decaying sequences, see [47] for
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instance. Let us also stress at this point that the method can be used in the case of
Dirichlet boundary conditions as well. The only difference in the Dirichlet setting
is that we use Fourier sine series (instead of cosine series) and assume that f and
g are odd. The set up of the problem (including all the formulae), as explained in
Section 4.3, remains exactly the same. The general case with periodic boundary
conditions, where f is allowed to be any analytic 2pi-periodic function, can be dealt
with in an analogous way by considering the “full” Fourier series.
Next, we define a finite dimensional reduction of F by approximating a fi-
nite number of time dependent Fourier coefficients with the aid of Chebyshev
interpolation. The motivation for using Chebyshev interpolation is twofold. First,
interpolation at the Chebyshev points is near to optimal in the sense that the
interpolants converge at a near to optimal rate to the objective function under rel-
atively mild smoothness conditions, see [68]. For instance, if the objective function
is of class Ck, where k ∈ N0, and its (k+ 1)-th derivative is of bounded variation,
then the interpolation error is of order m−(k+1), where m is the degree of the
interpolant. Secondly, Chebyshev interpolation allows for an efficient numerical
implementation. For example, interpolants and products of Chebyshev expansions
can be computed with the Fast Fourier Transform.
The finite dimensional reduction is used to compute an approximate zero of F
with the aid of a computer. The numerical data is then combined with analysis
on paper to set up a Newton-like operator T for F based at the approximate zero.
Finally, we use pen and paper estimates to derive a finite number of inequalities,
which can be rigorously checked with the aid of a computer, to establish that T
is a contraction in a small ball centered at the numerical approximation. These
inequalities depend on the radius of the ball and part of the computer-assisted
method is to determine the admissible radii. This methodology is often referred to
as a parameterized Newton-Kantorovich method or the radii-polynomial approach,
see [43,84].
The map T is expected to be a contraction for sufficiently small integration
times L > 0. To perform long time integration we present two alternatives: time-
stepping and domain decomposition. The idea of time-stepping is to start with some
initial condition and to rigorously integrate the associated initial value problem on
a small time interval. If the proof is successful, we compute a rigorous enclosure
for the endpoint of the orbit and try to integrate the enclosure forward in time.
This process is repeated as long as necessary (and possible). In order for long time
integration to be feasible, the size of the enclosures should be “managed” properly.
In particular, they should not grow too fast. This is where the dissipativity of
the system and the use of high order Chebyshev interpolation come into play.
The dissipativity of the system enables us to “control” the tail of the enclosures,
while high order Chebyshev interpolation allows us to manage the size of the
enclosures for the lower order Fourier coefficients by having small interpolation
errors. An alternative to time-stepping is domain decomposition. The idea of this
approach is to set up and simultaneously solve a system of ODEs on sufficiently
small time intervals. The main focus in this paper is on time-stepping. Nevertheless,
we present the details for performing domain decomposition as well, since this is
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a powerful generalization of the single step integration technique and it is an
attractive proposition in the context of boundary value problems.
Finally, before we present some applications, let us mention a few possible ex-
tensions. The theory presented in this paper can be extended in a straightforward
manner to deal with systems of parabolic PDEs with polynomial nonlinearities.
Furthermore, the theory is easily generalized to deal with higher dimensional rect-
angular spatial domains. A slightly more involved extension would be to drop the
assumption of spatial periodicity by using Chebyshev series instead of Fourier se-
ries in the set up of the zero finding problem. The main difficulty to overcome in
this case is to incorporate the Neumann-Boundary conditions into the zero finding
problem. Another nontrivial extension would be to also allow for more complicated
nonlinearities, e.g., nonlinearities of the form uux. To accomplish this, we would
need to incorporate the effect of the exponentials from the variation of constants
formulation directly into the tail-estimates for the convolution terms developed in
Section 4.4.
All the computations presented in this paper have been implemented in mat-
lab using the intlab package [66] for interval arithmetic. The code is available
at [67].
Application 4.1.1 (Fisher’s equation). To test our method, we have validated a
solution of Fisher’s equation,
∂u
∂t
=
∂2u
∂x2
+ u (1− u) , t ∈ (0, τ), x ∈ (0, pi) ,
∂u
∂x
(t, 0) =
∂u
∂x
(t, pi) = 0, t ∈ [0, τ ],
u (0, x) = f (x) , x ∈ [0, pi] ,
(4.2)
for τ = 8 time units and f(x) ≈ 2 exp
(
− 12
(
x− pi2
)2) (an even periodic analytic
extension of an approximate Gaussian centered at x = pi2 ). This particular integra-
tion time was based on the observation that the orbit seemed to have “converged”
to the trivial equilibrium state u ≡ 1, see Figure 4.1. The solution was validated
by using 400 time steps of length L = 0.02. Furthermore, in each time step we
used 15th order Chebyshev interpolants to approximate the first ten Fourier coef-
ficients of the solution. The C0-error between the exact and approximate solution
was bounded by 1.3658 · 10−3. The reader is referred to Section 4.9.1 for more
details.
Application 4.1.2 (Swift-Hohenberg). To illustrate the effectiveness of time-
stepping we have validated a “long” orbit in the Swift-Hohenberg equation,
∂u
∂t
= −∂
4u
∂x4
− 2∂
2u
∂x2
+ (r − 1)u+ u2 − u3, (t, x) ∈ (0, τ)× (0, pi) ,
∂u
∂x
(t, 0) =
∂u
∂x
(t, pi) = 0, t ∈ [0, τ ],
u (0, x) = f(x), x ∈ [0, pi] ,
(4.3)
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Figure 4.1: (a), (b), (c) The first three Fourier coefficients (ak)
2
k=0 of the validated
solution of (4.2). (d) The graph of the validated solution u of (4.3) for (t, x) ∈
[0, 0.4]× [0, pi]. The solution is only depicted for t ≤ 0.4, since the behavior of the
orbit for t ∈ [0.4, 8] was relatively simple.
for τ = 10 time units, r = 45 and f(x) =
1
10 cos(x). The solution was validated
by performing 2000 time steps of length L = 0.005. In each time-step we used
20th order Chebyshev interpolants to approximate the first five Fourier coefficients
of the solution. The C0-error between the exact and numerical approximation
was bounded by 1.0348 · 10−4. The validated orbit is depicted in Figure 4.2. The
numerical results indicate that the orbit converges to a nontrivial equilibrium state.
The reader is referred to Section 4.9.2 for more details.
The paper is organized as follows. In Section 4.2 we introduce notation and
provide the necessary background for performing Chebyshev interpolation. In Sec-
tion 4.3 we set up a fixed point operator for (4.1) and explain how to establish
the existence of a fixed point with the aid of a computer. This involves the con-
struction of computable bounds which are developed in full detail in Sections 4.4,
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(a) a0 (b) a1
(c) a2 (d) u
Figure 4.2: (a), (b), (c) The first three Fourier coefficients (ak)
2
k=0 of the validated
solution of (4.3). (d) The graph of the validated solution u of (4.3).
4.5 and 4.6. In addition, we provide details about the numerical implementation
in Section 4.7. We explain how to perform long time integration in Section 4.8.
Finally, we examine the performance of the proposed method in Section 4.9 by
doing some numerical experiments.
4.2 Preliminaries
In this section we introduce notation and provide the necessary background for
the tools used in this paper.
Notation for floating point operations Throughout this paper we shall de-
note the set of floating point numbers on the computer by F. The set of intervals
with endpoints in F is denoted by IF. We denote the up and downward rounding
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modes by 4 and 5, respectively, i.e.
4(x) := min {y ∈ F : y ≥ x} , 5(x) := max {y ∈ F : y ≤ x} , x ∈ R.
If x ∈ Rn1×n2 and X ∈ IFn1×n2 , then we shall write x ∈ X iff xij ∈ Xij for all
1 ≤ i ≤ n1 and 1 ≤ j ≤ n2. Finally, if x, y ∈ Rn and xk ≤ yk, x−k = 5 (xk),
y+k = 4 (yk) for 1 ≤ k ≤ n, we shall abuse notation and write
5

 [x1, y1]...
[xn, yn]

 =
x
−
1
...
x−n
 , 4

 [x1, y1]...
[xn, yn]

 =
y
+
1
...
y+n
 .
4.2.1 Sequence spaces
The functional analytic reformulation of (4.1) in terms of the Fourier cosine co-
efficients is posed on a space of continuous functions from [−1, 1] into a space of
geometrically decaying sequences. To be more precise, we define the space
`1ν :=
{
a ∈ RN0 :
∞∑
k=0
|ak| νk <∞
}
endowed with the norm
‖a‖ν = |a0|+ 2
∞∑
k=1
|ak| νk, (4.4)
where ν > 1 is some prescribed decay-rate to be chosen later.
Definition 4.2.1 (Space of time-dependent sequences). The space of continuous
functions from [−1, 1] into `1ν is defined by Xν := C
(
[−1, 1] , `1ν
)
.
Recall that the Fourier cosine coefficients of the product of two Fourier cosine
expansions is given by the symmetric discrete convolution. More precisely, if u, v :
[0, pi] → R are Lipschitz, then there exist coefficients a = (ak)k∈N0 , b = (bk)k∈N0
such that
u(x) = a0 + 2
∞∑
k=1
ak cos (kx) , v(x) = b0 + 2
∞∑
k=1
bk cos (kx) , x ∈ [0, pi] .
Furthermore,
(u · v) (x) = (a ∗ b)0 + 2
∞∑
k=1
(a ∗ b)k cos (kx) , x ∈ [0, pi] ,
where
(a ∗ b)k :=
∑
k1+k2=k
k1,k2∈Z
a|k1|b|k2|, k ∈ N0, (4.5)
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see [31] for instance. The motivation for weighing the coefficients (ak)k∈N with a
factor 2 in (4.4) is that one obtains a convenient bound for a ∗ b in the resulting
norm.
Proposition 4.2.2. The space
(
`1ν , ∗
)
is a commutative Banach algebra.
Proof. This follows directly from (4.5) and the triangle inequality.
Another reason for choosing the norm in (4.4) is that bounded linear operators
on the resulting space can be analyzed in a rather easy way. To see this, we first
introduce the notion of the corner points:
Definition 4.2.3. The corner points {ξk}k∈N0 ⊂ `1ν on the unit ball in `1ν are
defined by (ξk)l := εkδkl, where δkl is the Kronecker delta function and
εk :=
{
1, k = 0,
1
2ν
−k, k ∈ N. (4.6)
The norm of a bounded linear operator on `1ν can be computed by simply
evaluating it at the corner points as shown in the next proposition:
Proposition 4.2.4. Let (X, ‖·‖X) be a normed vector space. If L ∈ B
(
`1ν , X
)
,
then
‖L‖B(`1ν ,X) = supk∈N0
‖L (ξk)‖X .
Proof. See Proposition 3.2.8.
Now, suppose L ∈ B (`1ν , `1ν), where ν > 1. Then L can be identified with an
infinite dimensional matrix, with respect to the canonical Schauder basis (ek)k∈N0
for `1ν , where (ek)l = δkl, in the usual way. More precisely, there exists unique
coefficients {Lij ∈ R : i, j ∈ N0} such that
L (ej) =
∞∑
i=0
Lijei '
[L0j L1j . . . ]T , j ∈ N0.
Hence
L(a) =

L00 L01 . . .
L10 L11 . . .
...


a0
a1
...
 , (4.7)
for any a ∈ `1ν . In this particular setting, Proposition 4.2.4 can be interpreted
as the statement that ‖L‖B(`1ν ,`1ν) is a weighted supremum of the `1ν-norms of the
columns of L. Moreover, in this case the converse of Proposition 4.2.4 holds as
well:
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Proposition 4.2.5. Let ν > 1 and suppose {Lij ∈ R : i, j ∈ N0} are coefficients
such that the expression in (4.7) yields a well-defined linear operator L : `1ν → RN0 ,
i.e., (L(a))k is finite for all a ∈ `1ν and k ∈ N0. Then L ∈ B
(
`1ν , `
1
ν
)
if and only if
supl∈N0 εl
∥∥L(·,l)∥∥ν <∞. Moreover, if L ∈ B (`1ν , `1ν), then
‖L‖B(`1ν ,`1ν) = supl∈N0
εl
∥∥L(·,l)∥∥ν . (4.8)
Proof. See Proposition 3.2.9.
4.2.2 Chebyshev interpolation
In this section we recall the basics of Chebyshev interpolation. The reader is re-
ferred to [20,64,68] for a comprehensive introduction into the theory of Chebyshev
approximation.
Definition 4.2.6 (Chebyshev points). Let m ∈ N. The m-th order Chebyshev
points
(
tmj
)m
j=0
are defined by tmj := cos
(
pij
m
)
.
Remark 4.2.7. We shall omit the superscript m from the notation whenever it
can be easily inferred from the context.
Remark 4.2.8. We have ordered the Chebyshev points from 1 to −1, i.e., t0 = 1
and tm = −1.
Remark 4.2.9. In the literature the points (tj)
m
j=0 are often referred to as the
Chebyshev points of the second kind.
We will refer to the m-th order polynomial which interpolates a continuous
function f : [−1, 1]→ R at the Chebyshev points (tj)mj=0 as the m-th order Cheby-
shev interpolant of f . Furthermore, we shall denote the operator which sends a
continuous function f to itsm-th order Chebyshev interpolant by Pm : C0[−1, 1]→
C0[−1, 1]. To analyze the errors induced by interpolation at the Chebyshev points
we will use the following results:
Theorem 4.2.10. Let k ∈ N0. If f ∈ Ck+1 [−1, 1], then
‖f − Pm(f)‖C0 ≤ Λmk
∥∥∥f (k+1)∥∥∥
C0
,
where
Λmk : =

log(m+ 1) + pi
m+ 1
, k = 0,
8
pik (m− k)k
, 1 ≤ k ≤ m− 1,
1
2m−1(m+ 1)!
k = m.
(4.9)
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Proof. To obtain the estimate for k = 0, let q denote the best polynomial approx-
imation of f of degree m. Then
‖f − Pm(f)‖C0 ≤ ‖f − q‖C0 + ‖q − Pm(f)‖C0
≤
(
1 + ‖Pm‖B(C0[−1,1],C0[−1,1])
)
‖f − q‖C0 ,
since Pm(q) = q. Jackson’s Theorem states that the best polynomial approximation
of f of degree m satisfies the error bound
‖f − q‖C0 ≤
pi
2 (m+ 1)
‖f ′‖C0 , f ∈ C1[−1, 1],
see [20, Chapter 4.5]. Furthermore, it is shown in [68, Theorem 15.2] that
‖Pm‖B(C0[−1,1],C0[−1,1]) ≤
2
pi
log (m+ 1) + 1.
Altogether, this proves the result for k = 0.
The cases 1 ≤ k ≤ m − 1 can be found in [68, Theorem 7.2]. To obtain the
bound for the case k = m, let t ∈ (−1, 1) be arbitrary and recall the following
basic formula for the interpolation error:
f(t)− Pm(f)(t) = f
(m+1) (ζ)
(m+ 1)!
m∏
i=0
(t− ti) ,
for some ζ = ζ(t) ∈ (−1, 1). It follows from the theory developed in [20, Chapter
3] that
sup
t∈[−1,1]
∣∣∣∣∣
m∏
i=0
(t− ti)
∣∣∣∣∣ ≤ 21−m
for the Chebyshev points (ti)
m
i=0 (also see [46] for an explicit proof). This proves
the result for k = m.
Theorem 4.2.11. Suppose f : [−1, 1] → R is analytic. Let Eρ ⊂ C denote an
open ellipse with foci ±1 to which f can be analytically extended, where ρ > 1 is
the sum of the semi-major and semi-minor axis of Eρ. If f is bounded on Eρ, then
‖f − Pm(f)‖C0 ≤
4ρ−m
ρ− 1 supz∈Eρ
|f(z)| ,
for any m ∈ N.
Proof. See [68, Theorem 8.2].
Remark 4.2.12. The largest ellipse Eρ to which f can be analytically extended is
often referred to as the Bernstein ellipse associated to f .
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Finally, we review methods for computing, differentiating and evaluating Cheby-
shev interpolants. These operations are used extensively in the numerical imple-
mentation and can be performed efficiently in the Chebyshev basis (Tj)j∈N0 :
Definition 4.2.13. The Chebyshev polynomials Tj : [−1, 1] → R are defined by
the relation Tj (cos θ) = cos (jθ), where j ∈ N0 and θ ∈ [0, pi].
Remark 4.2.14. In the literature the polynomials (Tj)j∈N0 are often referred to as
the Chebyshev polynomials of the first kind. In particular, the m-th order Cheby-
shev points
(
tmj
)m
j=0
are the points in [−1, 1] at which Tm attains its extrema.
Furthermore, note that Tj (tmk ) = cos
(
pijk
m
)
for j ∈ N0 and 0 ≤ k ≤ m.
The polynomials (Tj)
m
j=0 constitute a basis for the space of m-th order polyno-
mials Pm. Hence the m-th order Chebyshev interpolant fm := Pm(f) of a function
f : [−1, 1]→ R can be uniquely written as
fm = f˜
m
0 + 2
m∑
j=1
f˜mj Tj . (4.10)
We will refer to
(
f˜mj
)m
j=0
as the Chebyshev coefficients of order m of f or just
simply the Chebyshev coefficients of fm. To avoid clutter in the notation, we will
omit the superscript m from the notation whenever it can be easily inferred from
the context. We stress, however, that in general f˜m+1j 6= f˜mj .
Remark 4.2.15. Observe that
‖fm‖C0 ≤
∣∣∣f˜0∣∣∣+ 2 m∑
j=1
∣∣∣f˜j∣∣∣ , (4.11)
since |Tj(t)| ≤ 1 for all t ∈ [−1, 1] and j ∈ N0.
Remark 4.2.16. Note that (4.10) is, up to a coordinate transformation, a Fourier
cosine series. This is the motivation for using the factor 2 in front of the coeffi-
cients
(
f˜j
)m
j=1
. In particular, with this convention the Chebyshev coefficients of the
product of two Chebyshev expansions is given directly (without a rescaling factor)
by the symmetric discrete convolution, see (4.5).
Computation of a Chebyshev interpolant Let m ∈ N. The Chebyshev co-
efficients of fm can be computed efficiently with the aid of the Fast Fourier Trans-
form. To explain how to accomplish this, we first recall the definition of the Discrete
Fourier Transform:
Definition 4.2.17 (The Discrete Fourier Transform). Let K ∈ N and set ωK :=
e
−2pii
K . The Discrete Fourier Transform of order K is the map DFT : CK → CK
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defined by
[DFT (a)]j :=
K−1∑
k=0
akω
jk
K , 0 ≤ j ≤ K − 1. (4.12)
The key observation for computing the Chebyshev coefficients of fm is that
(Tj)
m
j=0 constitutes an orthogonal basis for Pm with respect to the inner product
〈p, q〉m :=
m−1∑
j=1
p (tj) q (tj) +
1
2
(p (t0) q (t0) + p (tm) q (tm)) , p, q ∈ Pm.
More specifically, a straightforward computation shows that
〈Tk, Tl〉m =

0, k 6= l,
m
2
, k = l ∈ {1, . . . ,m− 1}
m, k = l ∈ {0,m},
, (4.13)
see [20, Chapter 4.5] for instance.
Remark 4.2.18. The relation in (4.13) is often referred to as the discrete orthog-
onality relation of the Chebyshev polynomials with respect to the Chebyshev points
of the second kind.
It follows from the orthogonality relation in (4.13) that the Chebyshev coeffi-
cients of fm are given by
f˜j =
1
m

〈fm, Tj〉m , 0 ≤ j ≤ m− 1,
1
2
〈fm, Tj〉m , j = m.
We use the definition of the Chebyshev polynomials to see that
〈fm, Tj〉m =
m−1∑
k=1
fm (tk) cos
(
kjpi
m
)
+
1
2
(
fm (t0) + (−1)j fm (tm)
)
=
1
2
·DFT
([
fm (t0) . . . fm (tm) fm (tm−1) . . . fm (t1)
]T)
j
for 0 ≤ j ≤ m. Therefore, since fm agrees with f on the m-th order Chebyshev
grid, we conclude that
f˜j =
1
2m

yj , 0 ≤ j ≤ m− 1,
1
2
yj , j = m,
(4.14)
where
y := DFT
([
f (t0) . . . f (tm) f (tm−1) . . . f (t1)
]T)
.
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Differentiation of a Chebyshev interpolant Suppose the Chebyshev coeffi-
cients of fm are explicitly known. Then one can compute the Chebyshev coefficients(
f˜ ′j
)m−1
j=0
of f ′m by applying a linear transformation to
(
f˜j
)m
j=0
. To see how this
transformation works, first observe that a primitive of Tj is given by
∫
Tj =

T1, j = 0,
1
4
(T2 + T0) , j = 1,
1
2
(
Tj+1
j + 1
− Tj−1
j − 1
)
, j ∈ N≥2,
which follows directly from the definition of the Chebyshev polynomials. Conse-
quently, a primitive of f ′m is given by∫ f˜ ′0 + 2m−1∑
j=1
f˜ ′j Tj

=
1
2
f˜ ′1T0 +
(
f˜ ′0 − f˜ ′2
)
T1 +
m−1∑
k=2
(
f˜ ′k−1 − f˜ ′k+1
k
)
Tk +
f˜ ′m−1
m
Tm. (4.15)
Now, the terms of order one and higher in (4.10) and (4.15) are the same.
This observation yields the following recursive relation between the Chebyshev
coefficients of fm and f ′m:{
f˜ ′j = 2(j + 1)f˜j+1 + f˜
′
j+2, j = m− 1, . . . , 1,
f˜ ′j = 2f˜1 + f˜
′
2, j = 0,
(4.16)
where we have set f˜ ′m+1 = f˜ ′m = 0. Hence we can use the Chebyshev coefficients
of fm to compute the Chebyshev coefficients of f ′m.
Evaluation of a Chebyshev interpolant Finally, we recall how to evaluate
a Chebyshev interpolant at an arbitrary point t ∈ [−1, 1] by using the Clenshaw
Algorithm. The Clenshaw Algorithm for Chebyshev interpolants is based on the
observation that the Chebyshev polynomials satisfy the following recurrence rela-
tion:
Tj(t) = 2tTj−1(t)− Tj−2(t), j ∈ N≥2, t ∈ [−1, 1].
In fact, if we set T1(t) ≡ t and T0(t) ≡ 1, then the Chebyshev polynomials
(Tj)j∈N≥2 can be defined via this recurrence relation.
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Now, fix t ∈ [−1, 1] and observe that the recurrence relations for (Tj(t))mj=0 are
equivalent to 
1
−2t 1
1 −2t 1
. . .
. . .
. . .
1 −2t 1

︸ ︷︷ ︸
H(t)

T0(t)
T1(t)
T2(t)
...
Tm(t)

︸ ︷︷ ︸
Tm(t)
=

1
−t
0
...
0

︸ ︷︷ ︸
v(t)
,
where H(t) ∈ R(m+1)×(m+1) and Tm(t), v(t) ∈ Rm+1. In particular, note that
H(t) is invertible for any t ∈ [−1, 1]. Therefore, there exists a unique y(t) ∈ Rm+1
such that
H(t)T y(t) =
[
f˜0 2f˜1 . . . 2f˜m
]T
. (4.17)
With y(t) defined via (4.17) we obtain
fm(t) =
[
f˜0 2f˜1 . . . 2f˜m
]
Tm(t)
= yT (t)H(t)Tm(t)
= yT (t)v(t)
= y0(t)− ty1(t). (4.18)
In conclusion, if we can determine y0(t) and y1(t), then we can compute fm(t)
by using (4.18). Now, y0(t) and y1(t) are easily determined by solving the upper
triangular system in (4.17), which yields the following recurrence relations:{
yj(t) = 2f˜j + 2tyj+1(t)− yj+2(t), j = m, . . . , 1,
yj(t) = f˜0 + 2ty1 − y2, j = 0,
where we have set ym+2(t) = ym+1(t) = 0.
4.3 Functional analytic setup
In this section we construct a fixed point map whose fixed points correspond to
solutions of (4.1). First, we recast (4.1) into an ODE on `1ν by using a Fourier
cosine transformation in space. We then reformulate the ODE as an equivalent
zero finding problem on Xν by using the variation of constants formula. Next, we
perform a finite dimensional reduction by approximating a finite number of Fourier
modes with the aid of Chebyshev interpolation. This reduction is used to set up a
Newton-like map T based at an approximate (numerically computed) zero. Finally,
we derive a finite number of inequalities to establish that T is a contraction in a
neighborhood of the approximate zero.
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4.3.1 An equivalent zero-finding problem
In this section we set up a zero finding problem for (4.1) by using the variation of
constants formula. To this end, observe that we have the freedom to “redistribute”
the linear term u amongst the differential operator L and the nonlinearity g. This
redistribution can be used, for example, to strengthen the “damping” effect of the
exponentials in the variation of constants formula. To make the discussion more
precise, let β0 ∈ R be a free parameter (to be chosen later) and rewrite (4.1) as
∂u
∂t
=
R∑
j=0
βj
∂2ju
∂x2j
+ gβ0(u), gβ0(u) := g(u)− β0u.
Next, let (ak (t))k∈N0 and p = (pk)k∈N0 denote the Fourier cosine coefficients of
u (t, ·) and f , respectively, i.e.
u (t, x) = a0 (t) + 2
∞∑
k=1
ak (t) cos (kx) , f (x) = p0 + 2
∞∑
k=1
pk cos (kx) ,
for all t ∈ [0, L] and x ∈ [0, pi]. Define the convolution terms c : `1ν → `1ν by
gβ0
(
a0 + 2
∞∑
k=1
ak cos (kx)
)
= c0 (a) + 2
∞∑
k=1
ck (a) cos (kx) .
More explicitly,
c (a) =
Ng∑
j=0
gja
j − β0a, (4.19)
where aj denotes the j-fold convolution of a with itself and (gj)
Ng
j=0 are the coeffi-
cients of g in the monomial basis.
Substitution of the above expansions into (4.1) yields an infinite dimensional
system of ODEs on [0, L] for the Fourier cosine coefficients (ak)k∈N0 . The idea
is to approximate solutions of this system of ODEs with the aid of Chebyshev
interpolation. Therefore, we rescale the time domain [0, L] to [−1, 1], on which the
theory of Chebyshev approximations is developed (see Section 4.2.2). Altogether,
we arrive at the following system of equations:
dak
dt
(t) =
L
2
 R∑
j=0
(−1)jβjk2j
 ak(t) + ck (a (t))
 , t ∈ [−1, 1],
ak (−1) = pk,
(4.20)
where k ∈ N0. For notational convenience we shall write
λk :=
L
2
R∑
j=0
(−1)jβjk2j , k ∈ N0. (4.21)
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In particular, observe that there exists a smallest number k+ ∈ N0 such that
λk+1 < λk < 0 for all k ≥ k+, since (−1)RβR < 0 by assumption. Furthermore,
note that k+ depends on the choice of β0.
Finally, integration of (4.20) with the aid of variation of constants yields the
following map:
Definition 4.3.1. The zero finding map F : Xν → Xν for (4.1) is defined by
(F (a) (t))k := e
λk(t+1)pk +
L
2
∫ t
−1
eλk(t−s)ck (a (s)) ds− ak (t) , k ∈ N0.
Remark 4.3.2. While the choice (4.21) is very natural in the context of parabolic
equations, especially for large k, the introduction of the “computational” parameter
β0 gives an indication of the flexibility of the setup. As explained above, the mod-
ification of λk → λk + β0 can be absorbed directly into the nonlinearities g(u) and
c(a). Additionally, in view of the finite dimensional reduction in Section 4.3.2, it
could be beneficial to replace a finite set {λk}N−1k=0 by other values, say {λ˜k}N−1k=0 .
For example, the latter may better reflect the growth and decay of solutions of the
finite dimensional truncated system. Such changes would lead to a modification of
the nonlinearities, namely ck(a) → ck(a) +
(
λk − λ˜k
)
ak for k = 0, . . . , N − 1,
which cannot be dealt with in the same way as the “uniform shift” β0. Instead, one
would have to adapt some of the estimates. Although such adaptations are straight-
forward relative to the comprehensive estimates derived in this paper, we did not
pursue such further generalizations here.
Proposition 4.3.3. If F (a) = 0, then
u˜(t, x) := a0
(
2t
L
− 1
)
+ 2
∞∑
k=1
ak
(
2t
L
− 1
)
cos (kx)
solves (4.1).
Proof. Let a ∈ Xν be arbitrary and observe that
u(t, x) := a0(t) + 2
∞∑
k=1
ak(t) cos (kx) (4.22)
converges uniformly to an analytic function on [0, pi] for any fixed t ∈ [−1, 1], since
a(t) decays geometrically to zero (see [31]). In particular, we may compute spatial
derivatives (of any order) of u by differentiating (4.22) term by term.
Next, assume that F (a) = 0, then ak ∈ C1 [−1, 1] for all k ∈ N0. Furthermore,
a′k(t) = λkak(t) +
L
2
ck (a(t)) , t ∈ [−1, 1], k ∈ N0, (4.23)
by construction. Now, let 1 < ν˜ < ν and observe that (ksak(t))k∈N0 ∈ `1ν˜ for
any s ≥ 1 and t ∈ [−1, 1], since a(t) ∈ `1ν . In fact, it is easy to show that
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(
a 7→ (ksak)k∈N0
) ∈ B (Xν ,Xν˜). Hence it follows from (4.23) that (a′k(t))k∈N0 ∈ Xν˜ .
In particular,
|a′0(t)|+ 2
n∑
k=1
|a′k(t)| |cos (kx)| ≤
∥∥(a′k(t))k∈N0∥∥ν˜ , (t, x) ∈ [−1, 1]× [0, pi] ,
for any n ∈ N. Therefore, a′0(t) + 2
∑n
k=1 a
′
k(t) cos (kx) converges absolutely as
n→∞ for any (t, x) ∈ [−1, 1]× [0, pi].
Finally, since t 7→
∥∥∥(a′k(t))k∈N0∥∥∥ν˜ is integrable, we may use the Dominated
Convergence Theorem to conclude that
a0(t) + 2
n∑
k=1
ak(t) cos (kx)→
∫ t
t0
(
a′0(s) + 2
∞∑
k=1
a′k(s) cos (kx)
)
ds+ u (t0, x)
as n → ∞, for any x ∈ [0, pi] and t0, t ∈ [−1, 1] such that t ≥ t0. Therefore,
u is continuously differentiable with respect to t and we can compute
∂u
∂t
by
differentiating (4.22) term by term.
Altogether, the above arguments justify the formal computations leading to
(4.20) and thus prove the statement.
4.3.2 Finite dimensional reduction
In this section we introduce a finite dimensional reduction of F . To accomplish
this we will need to truncate the phase space Xν and discretize time.
Definition 4.3.4 (Truncation of phase space). Let N ∈ N be a truncation pa-
rameter. The projection ΠN : Xν → C
(
[−1, 1] ,RN) is defined by
(ΠN (a))k :=
{
ak, 0 ≤ k ≤ N − 1,
0, k ≥ N.
Furthermore, we set Π∞ := I −ΠN , where I is the identity on Xν .
Remark 4.3.5. Henceforth we shall identify ΠN (a) with the vector of functions a0...
aN−1
 ∈ C ([−1, 1] ,RN) .
Definition 4.3.6 (Time discretization). Let m ∈ N. The Chebyshev projection
ΠmN : Xν → C
(
[−1, 1] ,RN) is defined by
ΠmN (a) :=
 Pm (a0)...
Pm (aN−1)
 ,
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where Pm : C[−1, 1]→ C[−1, 1] is the operator which sends a continuous function
to its Chebyshev interpolant (see Section 4.2.2). Furthermore, we set Π∞N :=
ΠN −ΠmN .
We will use the Chebyshev basis (Tj)j∈N0 (see Definition 4.2.13) to identify
ΠmN (a) with a N × (m + 1) matrix, or equivalently, an element in RN(m+1). To
be more precise, let (akj)
m
j=0 denote the Chebyshev coefficients of [ΠmN (a)]k, i.e.,
[ΠmN (a)]k = ak0 + 2
m∑
j=1
akjTj , 0 ≤ k ≤ N − 1,
as explained in Section 4.2.2. Then we shall identify ΠmN (a) with the matrix (or
vector)  a00 . . . a0m...
a(N−1)0 . . . a(N−1)m
 ∈ RN×(m+1) ' RN(m+1). (4.24)
Recall that the Chebyshev coefficients of an interpolant can be computed by
evaluating the objective function at the Chebyshev grid and applying the Discrete
Fourier Transform, see (4.14). For the sake of completeness and introducing nota-
tion, we repeat this process again and explain how (4.24) is computed in practice.
Let ϕmN : Xν → RN×(m+1) denote the map which evaluates the first N Fourier
coefficients at the Chebyshev grid, i.e.,
ϕmN (a) :=
 a0 (t0) . . . a0 (tm)... ...
aN−1 (t0) . . . aN−1 (tm)
 . (4.25)
Define the map CT : RN×(m+1) → RN×(m+1) by
CT(x) :=
1
2m
 y00 . . . y0(m−1)
1
2y0m
...
...
...
y(N−1)0 . . . y(N−1)(m−1) 12y(N−1)m
 , (4.26)
where
yk := DFT
([
xk0 . . . xkm xk(m−1) . . . xk1
]T)
, 0 ≤ k ≤ N − 1,
and DFT is defined in (4.12). Then ΠmN = CT ◦ ϕmN by (4.14). The reader is
referred to Section 4.2.2 for a more detailed derivation.
The truncation of phase space and discretization of time give rise to the fol-
lowing decomposition of Xν :
Xν = XmNν ⊕X∞Nν ⊕X∞ν ,
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where
XmNν := ΠmN (Xν) , X∞Nν := Π∞N (Xν) , X∞ν := Π∞ (Xν) .
We equip XmNν with the norm
‖a‖XmNν :=
∥∥∥∥∥∥∥
|ak0|+ 2 m∑
j=1
|akj |
N−1
k=0
∥∥∥∥∥∥∥
ν
(4.27)
by using the identification in (4.24). There are several reasons for choosing this
particular norm over the more obvious supremum norm. First of all, the norm in
(4.27) is numerically easy to compute, whereas the computation of a supremum
norm is relatively complicated. Furthermore, with this norm it is easy to compute
operator norms which amounts to computing weighted l1-norms of finite dimen-
sional matrices. This is to be contrasted with the use of a supremum norm, where
the analysis of linear operators is much more complicated. Lastly, it follows from
(4.11) that the norm in (4.27) is stronger than the supremum norm, i.e.,
sup
t∈[−1,1]
‖a(t)‖ν ≤ ‖a‖XmNν , a ∈ X
mN
ν ,
thereby allowing one to relate the two norms in a straightforward manner.
The subspaces X∞Nν and X∞ν are both endowed with the supremum norm, i.e.,
with
sup
t∈[−1,1]
‖a(t)‖ν .
Furthermore, the full space Xν is equipped with the norm
‖a‖Xν := max
{
‖a‖XmNν , 
−1
1 ‖a‖X∞Nν , 
−1
2 ‖a‖X∞ν
}
, (4.28)
where 1, 2 > 0 are weights to be chosen later. The purpose of these weights is to
provide some control over the truncation errors in phase space and the interpola-
tion errors in time.
Finally, we define a finite dimensional reduction of F :
Definition 4.3.7 (Finite dimensional reduction of F ). The finite dimensional
reduction FmN : XmNν → XmNν of F is defined by
FmN := ΠmN ◦ F ◦ΠmN |XmNν .
4.3.3 A posteriori analysis
In this section we construct a Newton-like map for F by using the finite dimensional
reduction FmN . To this end, suppose we have computed the following:
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(i) An approximate zero aˆ ∈ RN(m+1) of FmN .
(ii) The derivative DFmN (aˆ).
(iii) An approximate injective inverse AmN of DFmN (aˆ).
Remark 4.3.8. One can check that AmN is injective by verifying that the bound
in Lemma 4.6.1 is strictly smaller than 1. In fact, our computer-assisted method
can only be successful when this inequality is satisfied. Therefore, if the computer-
assisted proof is successful, we may a posteriori conclude that AmN is injective
without any further ado.
We will use the finite dimensional data to construct an approximate inverse of
DF (aˆ). To this end, let h ∈ Xν be arbitrary and observe that
(DF (aˆ)h)k (t) =
L
2
∫ t
−1
eλk(t−s)Dck (aˆ(s))h(s) ds− hk(t), k ∈ N0, (4.29)
for t ∈ [−1, 1]. Now, if the order of interpolation is sufficiently large, we expect the
interpolation error for hk to be relatively large in comparison to the interpolation
error for the integral in (4.29), since the integral is of class C1 and hk is only
continuous. Furthermore, if N is sufficiently large, we expect the integral in (4.29)
to be relatively small in comparison to hk for k ≥ N , since λk = O
(
k2R
)
and
λk → −∞ as k →∞, see (4.21). For these reasons, we anticipate that
Π∞NDF (aˆ) ≈ −Π∞N , Π∞DF (aˆ) ≈ −Π∞,
in a small neighborhood of aˆ provided m and N are sufficiently large. These ob-
servations motivate the following definitions:
Definition 4.3.9 (Approximation of DF (aˆ)). The approximate derivative D̂F :
Xν → Xν of F at aˆ is defined by
D̂F := DFmN (aˆ)⊕ (−Π∞N )⊕ (−Π∞) .
Definition 4.3.10 (Approximate inverse of DF (aˆ)). The approximate inverse
A : Xν → Xν of DF (aˆ) is defined by
A := AmN ⊕ (−Π∞N )⊕ (−Π∞) .
Next, we define a Newton-like operator T for F based at aˆ:
Definition 4.3.11 (Newton-like operator for F ). The Newton-like operator T :
Xν → Xν for F based at aˆ is defined by
T := I −AF.
Remark 4.3.12. Note that F (a) = 0 if and only if T (a) = a, since A is injective.
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The idea is to seek fixed points of T in a small neighborhood of aˆ. To be more
precise, let Br,(0) denote the closed ball of radius r > 0 centered at 0 in Xν , i.e.,
Br,(0) =
{
h ∈ Xν : ‖ΠmN (h)‖XmNν ≤ r, ‖Π∞N (h)‖X∞Nν ≤ 1r,
‖Π∞ (h)‖X∞ν ≤ 2r
}
.
We shall prove the existence of a fixed point of T in Br, (aˆ) = aˆ+Br,(0), where
r > 0 is an unknown radius to be determined, by using the theorem stated below.
A proof of this theorem can be found in [84].
Theorem 4.3.13 (Contraction mapping principle with variable radius). Assume
the following conditions are satisfied:
(i) There exist bounds YmN , Y∞N , Y∞ ≥ 0 such that
‖ΠmN (T (aˆ)− aˆ)‖XmNν ≤ YmN ,
‖Π∞N (T (aˆ)− aˆ)‖X∞Nν ≤ Y∞N ,
‖Π∞ (T (aˆ)− aˆ)‖X∞ν ≤ Y∞,
and bounds ZmN (r), Z∞N (r), Z∞(r) ≥ 0 such that
sup
v,w∈B1,(0)
‖ΠmNDT (aˆ+ rv) rw‖XmNν ≤ ZmN (r) ,
sup
v,w∈B1,(0)
‖Π∞NDT (aˆ+ rv) rw‖X∞Nν ≤ Z∞N (r) ,
sup
v,w∈B1,(0)
‖Π∞DT (aˆ+ rv) rw‖X∞ν ≤ Z∞ (r) .
(ii) There exists a radius rˆ > 0 such that
ZmN (rˆ)− rˆ + YmN < 0,
Z∞N (rˆ)− 1rˆ + Y∞N < 0,
Z∞ (rˆ)− 2rˆ + Y∞ < 0.
Then T : Brˆ, (aˆ)→ Brˆ, (aˆ) is a contraction.
4.4 General estimates
In this section we derive estimates which will be used extensively in the computa-
tion of the Y and Z bounds as stated in Theorem 4.3.13. We start with deriving
a bound for the errors induced by Chebyshev interpolation:
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Lemma 4.4.1 (Interpolation-error). Let j, k ∈ N0. If ϕ ∈ Cj [−1, 1], then∥∥∥∥(I − Pm)(t 7→ ∫ t−1 eλk(t−s)ϕ (s)ds
)∥∥∥∥
C0
≤ Λmj
[∣∣∣λjk∣∣∣ ∣∣e2λk − 1∣∣ ‖ϕ‖C0 + j∑
i=0
∣∣λik∣∣ ∥∥∥ϕ(j−i)∥∥∥
C0
]
for any j ≤ m, where Λmj is defined in (4.9).
Proof. Let k ∈ N0 be arbitrary and observe that the map
t 7→
∫ t
−1
eλk(t−s)ϕ (s) ds
is j + 1 times continuously differentiable, since ϕ ∈ Cj [−1, 1]. In particular,
dj+1
dtj+1
∫ t
−1
eλk(t−s)ϕ (s) ds
=

ϕ(j)(t), λk = 0,
λj+1k
∫ t
−1
eλk(t−s)ϕ (s) ds+
j∑
i=0
λikϕ
(j−i)(t), λk 6= 0,
for any t ∈ [−1, 1]. Therefore, if λk 6= 0, then∣∣∣∣ dj+1dtj+1
∫ t
−1
eλk(t−s)ϕ (s) ds
∣∣∣∣
≤
∣∣∣λj+1k ∣∣∣ ‖ϕ‖C0 ∫ t
−1
eλk(t−s)ds+
j∑
i=0
∣∣λik∣∣ ∥∥∥ϕ(j−i)∥∥∥
C0
.
Moreover, since∫ t
−1
eλk(t−s)ds =
eλk(t+1) − 1
λk
≤ e
2λk − 1
λk
, t ∈ [−1, 1],
we conclude that∥∥∥∥t 7→ dj+1dtj+1
∫ t
−1
eλk(t−s)ϕ (s) ds
∥∥∥∥
C0
≤ sign (λk)
∣∣∣λjk∣∣∣ (e2λk − 1) ‖ϕ‖C0 + j∑
i=0
∣∣λik∣∣ ∥∥∥ϕ(j−i)∥∥∥
C0
.
Finally, one easily verifies that the latter estimate holds as well if λk = 0 (and is
in fact sharp in this case). The result now follows from Theorem 4.2.10.
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Next, we compute a bound for the errors induced by the truncation of phase
space. We shall henceforth assume that N ≥ k+.
Lemma 4.4.2 (Truncation-error). Define the linear operator K∞ : X∞ν → X∞ν
by
[K∞ (a) (t)]k :=

0, 0 ≤ k ≤ N − 1,
L
2
∫ t
−1
eλk(t−s)ak (s) ds, k ≥ N,
(4.30)
then K∞ is bounded and
‖K∞‖B(X∞ν ,X∞ν ) ≤
L
(
e2λN − 1)
2λN
.
Proof. Let a ∈ X∞ν and t ∈ [−1, 1] be arbitrary, then
‖K∞ (a) (t)‖ν = 2
∞∑
k=N
L
2
∣∣∣∣∫ t−1 eλk(t−s)ak (s) ds
∣∣∣∣ νk
≤ L
2
∫ t
−1
eλN (t−s) ‖a(s)‖ν ds
≤ L
2
‖a‖X∞ν
∫ t
−1
eλN (t−s) ds
≤ L
(
e2λN − 1)
2λN
‖a‖X∞ν ,
for any t ∈ [−1, 1], where in the second line we used the assumption that λk is
decreasing for k ≥ N .
Remark 4.4.3. Note that ‖K∞‖B(X∞ν ,X∞ν ) = O
(
N−2R
)
as N →∞ by (4.21).
Finally, we analyze the map Dc (aˆ) : `1ν → `1ν , where aˆ ∈ `1ν is an approximate
zero of F obtained through numerical simulation. Recall that aˆk = 0 for k ≥ N .
The results in this section will be used in Section 4.6 to analyze the difference
DF (aˆ) − D̂F between the exact and approximate derivative, which in turn will
be used to compute the Z-bounds as stated in Theorem 4.3.13.
We start with the observation that
Dc (aˆ)h = gˆ1 ∗ h, h ∈ `1ν , (4.31)
where gˆ1 are the Fourier cosine coefficients of
x 7→ g′
(
aˆ0 + 2
N−1∑
k=1
aˆk cos (kx)
)
.
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In particular, note that (gˆ1)k = 0 for k ≥ (Ng − 1) (N − 1) + 1, where Ng is the
order of g. Therefore, motivated by (4.31), we consider a sequence a ∈ `1ν such
that ak = 0 for all k ≥ M˜ := M (N − 1) + 1, where M ∈ N, N ∈ N≥2, and study
the map h 7→ a ∗ h.
Remark 4.4.4. In practice we set M = Ng − 1.
The objective in this section is to analyze the operators B(a), Γ(a) : `1ν → `1ν
defined by
(B(a)h)k :=
{
(a ∗ h)k , 0 ≤ k ≤ N − 1,
0, k ≥ N,
(4.32)
and
(Γ(a)h)k : =
{
0, 0 ≤ k ≤ N − 1,
(a ∗ h)k , k ≥ N.
(4.33)
We start by deriving an explicit matrix representation (as described in (4.7)) for
the map h 7→ a ∗ h on `1ν . For the sake of convenience, we first extend a and
h to bi-infinite sequences, by setting a−k := ak and h−k = hk for k ∈ N, and
set up a “bi-infinite” matrix representation for h 7→ a ∗ h. This bi-infinite matrix
representation will then be used to derive an “one-sided” matrix representation by
using appropriate reflections. To be more precise, observe that
Finally, we analyze the map Dc (aˆ) : `1⌫ ! `1⌫ , where aˆ 2 `1⌫ is an approximate
zero of F obtained through numerical simulation. Recall that aˆk = 0 for k   N .
The results in this section will be used in Section 4.6 to analyze the diﬀerence
DF (aˆ) dDF between the exact and approximate derivative, which in turn will be
used to compute the Z-bounds as stated in Theorem 4.3.13.
We start with the observation that
Dc (aˆ)h = gˆ1 ⇤ h, h 2 `1⌫ , (4.31)
where gˆ1 are the Fourier cosine coeﬃcients of
x 7! g0
 
aˆ0 + 2
N 1X
k=1
aˆk cos (kx)
!
.
In particular, note that (gˆ1)k = 0 for k   (Ng   1) (N   1) + 1, where Ng is the
order of g. Therefore, motivated by (4.31), we consider a sequence a 2 `1⌫ such that
ak = 0 for all k   M˜ := M (N   1) + 1, where M 2 N, N 2 N 2, and study the
map h 7! a ⇤ h.
Remark 4.4.4. In practice we set M = Ng   1.
The objective in this section is to analyze the operators B(a),  (a) : `1⌫ ! `1⌫
defined by
(B(a)h)k :=
8<:(a ⇤ h)k , 0  k  N   1,0, k   N, (4.32)
and
( (a)h)k : =
8<:0, 0  k  N   1,(a ⇤ h)k , k   N. (4.33)
We start by deriving an explicit matrix representation (as described in (4.7)) for
the map h 7! a ⇤ h on `1⌫ . For the sake of convenience, we first extend a and
h to bi-infinite sequences, by setting a k := ak and h k = hk for k 2 N, and
set up a “bi-infinite” ma rix representation for h 7! ⇤ h. This bi-infinite matrix
representation will then be used to derive an “one-sided” matrix representation by
using appropriate reflections. To be more precise, observe that
(a ⇤ h)k2Z
=
26666666666666664
. . .
. . .
. . .
. . .
. . .
aM˜ 1
. . .
. . . a 1 a1 M˜
aM˜ 1
. . . a0
. . . a1 M˜
aM˜ 1 a1
. . .
. . . a1 M˜
. . .
. . .
. . .
. . .
. . .
37777777777777775
2666666666666666664
...
h 1
h0
h1
...
3777777777777777775
.
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Here we have identified elements in `1ν with bi-infinite column vectors (with respect
to the ordering as depicted above). The shaded regions in grey indicate the position
of the “zeroth” row and column.
Next, we convert the above bi-infinite matrix representation to an one-sided
representation on N0 by “reflecting” all elements on the left hand-side of the zeroth
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column to the right. This yields
(a ∗ h)k∈N0 =

a0 . . . a1−M˜
...
. . .
. . .
. . .
aM˜−1
. . . a0
. . . a1−M˜
aM˜−1
. . . a0
. . . a1−M˜
. . .
. . .
. . .
. . .
. . .


h0
h1
...
...
...

+

a1 . . . aM˜−1
... . .
.
aM˜−1


h1
...
hM˜−1
 . (4.34)
Altogether, the sum of the above two matrices, which we will denote by S(a),
constitutes an infinite dimensional matrix representation of the linear map h 7→
a ∗ h.
Now, let B (a) ∈ RN×(M˜+N−1) be the finite dimensional matrix which consists
of the first N rows and M˜ + N − 1 = (M + 1)(N − 1) + 1 columns of S(a). Let
Γ∞(a) denote the infinite dimensional matrix which consists of the rows of S(a)
with index N and higher. Note that we are using the convention that the indexing
of the columns and rows start at zero rather than at one. Then the operators in
(4.32) and (4.33) can be represented as
B(a)h = B(a) [hk]
M˜+N−2
k=0 , Γ(a)h =
[
0N
Γ∞(a)h
]
.
Lemma 4.4.5 (Operator norm of Γ(a)). Let ΓN (a) ∈ R(3M−1)(N−1)×(2M˜−1) de-
note the submatrix
{
S(a)ij : N ≤ i ≤ 3
(
M˜ − 1
)
, 0 ≤ j ≤ 2
(
M˜ − 1
)}
of S(a).
Then
‖Γ(a)‖B(`1ν ,`1ν) =
∥∥∥∥∥
[
0N×(2M˜−1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
.
Proof. It follows directly from the expression in (4.34) that
‖Γ(a)ξl‖ν =
M˜−1∑
k=1−M˜
|ak| νk, l ≥ 2
(
M˜ − 1
)
,
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where (ξl)l∈N0 are the corner points introduced in Definition 4.2.3. Hence
‖Γ(a)‖B(`1ν ,`1ν) = max0≤l≤2(M˜−1)
‖Γ(a)ξl‖ν =
∥∥∥∥∥
[
0N×(2M˜−1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
by Proposition 4.2.5 and the definition of ΓN (a).
Remark 4.4.6. The latter results shows that the operator norm of Γ(a) is deter-
mined by its first 2M˜ −1 columns. In particular, the required computation is finite
and can thus be performed with the aid of a computer.
4.5 Y-bounds
In this section we compute the bounds for the residual. To this end, observe that
T (aˆ)− aˆ = −AF (aˆ)
= (−AmNFmN (aˆ))⊕Π∞NF (aˆ)⊕Π∞F (aˆ) .
In particular, we immediately see that
YmN := ‖AmNFmN (aˆ)‖XmNν
satisfies the conditions of Theorem 4.3.13. Note that this bound involves a finite
number of computations and can thus be implemented on a computer.
The computation of the other two bounds is a bit more involved.
Proposition 4.5.1 (Computation of Y∞N ). Let 1 ≤ d ≤ m and ρ > 1, then the
bound
Y∞N : =
4ρ−m
ρ− 1
∥∥∥∥[e|λk|(ρ+ρ−1)+λkpk]N−1
k=0
∥∥∥∥
ν
+
LΛmd
2
∥∥∥∥∥∥
[∣∣λdk∣∣ ∣∣e2λk − 1∣∣ ‖ck (aˆ)‖C0 + d∑
i=0
∣∣λik∣∣ ∥∥∥c(d−i)k (aˆ)∥∥∥
C0
]N−1
k=0
∥∥∥∥∥∥
ν
,
where
c
(l)
k (aˆ) =
dl
dtl
(
t 7→ ck (aˆ(t))
)
, l ∈ N,
and 00 = 1, satisfies the conditions of Theorem 4.3.13.
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Proof. First note that
Π∞N (T (aˆ)− aˆ)
= Π∞NF (aˆ)
= Π∞N
(
t 7→
[
eλk(t+1)pk +
L
2
∫ t
−1
eλk(t−s)ck (aˆ (s)) ds
]N−1
k=0
)
. (4.35)
The first terms related to the initial condition are easily analyzed, since∥∥∥(I − Pm)(t 7→ eλk(t+1)pk)∥∥∥
C0
≤ 4ρ
−m
ρ− 1 supz∈Eρ
∣∣∣eλk(z+1)pk∣∣∣ ,
for any 0 ≤ k ≤ N − 1, by Theorem 4.2.11. Furthermore,
sup
z∈Eρ
∣∣∣eλk(z+1)pk∣∣∣ = e|λk|(ρ+ρ−1)+λk |pk| ,
since the semi-major axis of Eρ has length ρ+ ρ−1. Therefore,∥∥∥∥Π∞N (t 7→ [eλk(t+1)pk]N−1
k=0
)∥∥∥∥
X∞Nν
≤ 4ρ
−m
ρ− 1
∥∥∥∥[e|λk|(ρ+ρ−1)+λkpk]N−1
k=0
∥∥∥∥
ν
.
To bound the second term in (4.35), let 0 ≤ k ≤ N − 1 and observe that
t 7→ L
2
∫ t
−1
eλk(t−s)ck (aˆ (s)) ds (4.36)
is analytic (even entire). Therefore, we can choose any 1 ≤ d ≤ m and use Lemma
4.4.1 to bound the interpolation error associated to (4.36). Altogether, this yields
a bound for ∥∥∥∥∥Π∞N
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)ck (aˆ (s)) ds
]N−1
k=0
)∥∥∥∥∥
X∞Nν
,
and in turn the stated bound Y∞N .
Remark 4.5.2. Since (4.36) is entire, we could also have used the bound in The-
orem 4.2.11 to bound the interpolation-error. However, this would require one to
evaluate (4.36) in the complex plane with the aid of a computer.
Remark 4.5.3 (Implementation). In practice, we do not compute the exact value
of
∥∥∥c(l)k (aˆ)∥∥∥
C0
, where 0 ≤ k ≤ N − 1 and 0 ≤ l ≤ d, but instead compute an
upper bound for it. To explain how this is accomplished, first observe that ck (aˆ)
is a polynomial of order Ngm, since g and aˆ are polynomials of order Ng and
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m, respectively (see (4.19)). Therefore, we can compute an exact polynomial rep-
resentation of ck (aˆ) by computing its Chebyshev interpolant of order Ngm. The
Chebyshev coefficients of c(l)k (aˆ) for 1 ≤ l ≤ d can then be computed by iterating
the procedure in (4.16). Finally, we compute an upper bound for
∥∥∥c(l)k (aˆ)∥∥∥
C0
by
using the estimate in (4.11).
Remark 4.5.4. The bound stated in Proposition 4.5.1 improves whenever m is
increased. However, observe that an increase in d (for fixed m) does not necessarily
yield an improvement unless (roughly speaking) the decrease in Λmd outweighs the
potential increase in
∣∣λdk∣∣.
Next, we compute a bound for the residual associated to the truncation in
phase space.
Proposition 4.5.5. Suppose that ‖Π∞(p)‖ν ≤ δp, then
Y∞ :=
L
(
e2λN − 1)
2λN
‖Π∞c (aˆ)‖X∞ν + δp
satisfies the conditions of Theorem 4.3.13.
Proof. First note that
Π∞ (T (aˆ)− aˆ) = Π∞F (aˆ) .
Next, recall the definition of the operator K∞ in (4.30) and observe that
[Π∞F (aˆ) (t)]k
=

0, 0 ≤ k ≤ N − 1,
eλk(t+1)pk +
L
2
∫ t
−1
eλk(t−s)ck (aˆ(s)) ds, N ≤ k ≤ Ng (N − 1) ,
eλk(t+1)pk, k ≥ Ng (N − 1) + 1,
= [K∞ (Π∞c (aˆ)) (t)]k +
0, 0 ≤ k ≤ N − 1,
eλk(t+1)pk, k ≥ N,
for any t ∈ [−1, 1], since ck (aˆ) = 0 for all k ≥ Ng (N − 1) + 1.
Now, a straightforward computation shows that∥∥∥h 7→ [eλk(t+1)hk]∞
k=N
∥∥∥
B(`1ν1 ,`1ν1)
= eλN (t+1),
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for any fixed t ∈ [−1, 1], since λk is decreasing for k ≥ k+ and N ≥ k+ by
assumption. Hence
‖Π∞F (aˆ)‖X∞ν ≤ ‖K∞‖B(X∞ν ,X∞ν ) ‖Π∞c (aˆ)‖X∞ν + sup
t∈[−1,1]
eλN (t+1) ‖Π∞ (p)‖ν
≤ L
(
e2λN − 1)
2λN
‖Π∞c (aˆ)‖X∞ν + δp
by Lemma 4.4.2 and the assumption that ‖Π∞ (p)‖ν ≤ δp.
4.6 Z-bounds
In this section we compute a bound for the contraction rate of T . To this end, let
v, w ∈ B1, (0), r > 0 be arbitrary and note that
DT (aˆ+ rv) rw
=
(
I −AD̂F
)
rw −A
(
DF (aˆ+ rv)−DF (aˆ) +DF (aˆ)− D̂F
)
rw. (4.37)
4.6.1 First order bounds
In this section we compute bounds for the first order terms with respect to r
in (4.37). Let us start with the easiest term which measures the quality of the
approximate inverse and derivative:
Lemma 4.6.1. The follow estimate holds for all h ∈ B1,(0):∥∥∥ΠmN (I −AD̂F)h∥∥∥XmNν ≤ ‖ImN −AmNDFmN (aˆ)‖B(XmNν ,XmNν ) .
Moreover,∥∥∥Π∞N (I −AD̂F)h∥∥∥X∞Nν = 0,
∥∥∥Π∞ (I −AD̂F)h∥∥∥X∞ν = 0.
Proof. It suffices to observe that
ΠmN
(
I −AD̂F
)
= ImN −AmNDFmN (aˆ) ,
Π∞N
(
I −AD̂F
)
= 0, Π∞
(
I −AD̂F
)
= 0,
where the last line follows from the fact that A and D̂F are exact inverses of each
other on X∞Nν and X∞Nν .
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Next, we consider the term
A
(
DF (aˆ)− D̂F
)
h.
We will perform the necessary computations by projecting onto the subspaces
XmNν ,X∞Nν and X∞ν , respectively. Before we proceed, let us remind the reader that
all the numerical computations in this paper are performed with interval arithmetic
in order to manage the rounding errors which arise from ordinary floating point
arithmetic. Effectively, this means that the numerical algorithms presented in this
paper are applied to intervals in IF instead of floating point numbers. In turn, this
allows us to extract mathematically rigorous results from numerical computations
on the computer. The reader is referred to Section 4.2 to review the notation
introduced for floating point and interval arithmetic.
The result in the next lemma is a typical example of how interval arithmetic can
be combined with analysis on paper to obtain a mathematically rigorous result.
Lemma 4.6.2 (Projection onto XmNν ). Suppose there exist intervals Ikj ∈ IF, for
0 ≤ k ≤ N − 1 and 0 ≤ j ≤ m, such that
L
2
∫ tj
−1
eλk(tj−s)Dck (aˆ(s)) (Π∞N + Π∞) (h)(s) ds ∈ Ikj (4.38)
for all h ∈ B1,(0). Then∥∥∥ΠmNA(DF (aˆ)− D̂F)h∥∥∥XmNν ≤ 4
(
‖AmN ·CT (I)‖XmNν
)
,
where CT (I) is interpreted as a vector in IFN(m+1).
Proof. Let h ∈ B1,(0) be arbitrary, then
ΠmN
(
DF (aˆ)− D̂F
)
h
= ΠmN
(
DF (aˆ)h−DFmN (aˆ) ΠmN (h)
)
= ΠmNDF (aˆ) (Π∞N + Π∞) (h)
= ΠmN
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)Dck (aˆ(s)) (Π∞N + Π∞) (h)(s) ds
]N−1
k=0
)
by definition of the approximate derivative D̂F . Next, recall that ΠmN = CT
◦ ϕmN , where ϕmN and CT are defined in (4.25) and (4.26), respectively, see
Section 4.3.2. Therefore, since
ϕmN
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)Dck (aˆ(s)) (Π∞N + Π∞) (h)(s) ds
]N−1
k=0
)
∈ I
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by assumption, it follows that
ΠmNA
(
DF (aˆ)− D̂F
)
h
= AmNΠmN
(
DF (aˆ)− D̂F
)
h ∈ AmN ·CT (I) ,
which proves the result.
Computation of I In order for the previous lemma to be of practical use, we
need to construct computable intervals Ikj ∈ IF which satisfy (4.38). Note that
it suffices to set Ikm = {0} for 0 ≤ k ≤ N − 1, since tm = −1. To construct
enclosures for 0 ≤ j ≤ m− 1, first observe that[
Π∞N (h)
Π∞(h)
]
(s) ∈ [−1, 1]×
N−1∏
k=1
[
− 1
2νk
,
1
2νk
]
×
∞∏
k=N
[
− 2
2νk
,
2
2νk
]
, (4.39)
for any s ∈ [−1, 1]. Furthermore, recall that
ΠNDc (aˆ(s))h(s) = B (gˆ1(s)) · [hk(s)]Ng(N−1)−1k=0 , (4.40)
where gˆ1(s) are the Fourier cosine coefficients of
x 7→ g′
(
aˆ0(s) + 2
N−1∑
k=1
aˆk(s) cos (kx)
)
,
and B (gˆ1(s)) ∈ RN×Ng(N−1) is the finite dimensional matrix defined in Section
4.4. Now, the idea is to construct an interval enclosure B˜j ∈ IFN×Ng(N−1) for
B (gˆ1 ([−1, tj ])) and to use this in combination with (4.39), (4.40) to construct
Ikj .
We start by computing an enclosure for gˆ1 ([−1, tj ]). First, observe that
gˆ1(s) =
Ng−1∑
l=0
(l + 1) gl+1aˆ (s)
l − β0, (4.41)
where aˆ (s)l denotes the l-fold convolution of aˆ(s) with itself and (gl)
Ng
l=1 are
the coefficients of g in the monomial basis. In particular, (gˆ1)l = 0 for l ≥
(Ng − 1) (N − 1) + 1. The formula in (4.41) shows that gˆ1 is a polynomial of
order (Ng − 1)m in s, since aˆ is a polynomial of order m. Therefore, for each
0 ≤ l ≤ (Ng − 1) (N − 1), we can compute an exact polynomial representation of
(gˆ1)l by computing its Chebyshev interpolant of order (Ng − 1)m. This interpolant
can then be used to determine an enclosure for (gˆ1 ([−1, tj ]))l. More precisely, we
construct intervals Glj ∈ IF such that
(gˆ1 ([−1, tj ]))l ⊂ Glj , 0 ≤ l ≤ (Ng − 1) (N − 1), (4.42)
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by evaluating the Chebyshev interpolant of (gˆ1)l on [−1, tj ] with the Clenshaw
Algorithm, see (4.18), using a sufficiently fine subdivision of the interval.
Next, we set
B˜j := B
([G0j . . . G(Ng−1)(N−1)j]T) (4.43)
and construct interval enclosures ekj ,L, tj ∈ IF, h ∈ IFNg(N−1) for eλk[0,1+tj ], L,
tj and
[−1, 1]×
N−1∏
k=1
[
− 1
2νk
,
1
2νk
]
×
Ng(N−1)∏
k=N
[
− 2
2νk
,
2
2νk
]
,
respectively. It then follows from (4.39) and (4.40) that
eλk(tj−s)Dck (aˆ(s)) (Π∞N + Π∞) (h)(s) ∈ ekjB˜jh, s ∈ [−1, tj ] ,
for any h ∈ B1,(0). Hence it suffices to set Ikj :=
[
I−kj , I+kj
]
, where
I−kj := 5
(
L (tj + 1)
2
5
(
ekjB˜jh
))
, I+kj := 4
(
L (tj + 1)
2
4
(
ekjB˜jh
))
.
(4.44)
Remark 4.6.3. In practice I−kj ≈ −I+kj, since h consists of intervals of the form
[−y, y].
Next, we consider the bounds related to the errors induced by interpolation.
For notational convenience, we shall denote the operator norm of a functional
f ∈ (`1ν)∗ by ‖f‖∗ν and write ˜ := 1 + 1 + 2.
Lemma 4.6.4 (Projection onto X∞Nν ). The following estimate holds for any h ∈
B1,(0):∥∥∥Π∞NA(DF (aˆ)− D̂F)h∥∥∥X∞Nν
≤ L˜
2
log (m+ 1) + pi
m+ 1
∥∥∥∥∥
[(∣∣e2λk − 1∣∣+ 1) max
s∈[−1,1]
‖Dck (aˆ(s))‖∗ν
]N−1
k=0
∥∥∥∥∥
ν
.
Proof. Let h ∈ B1,(0) be arbitrary and observe that
Π∞N
(
DF (aˆ)− D̂F
)
h
= Π∞N
(
DF (aˆ)h+ h
)
= Π∞N
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)Dck (aˆ(s))h(s) ds
]N−1
k=0
)
.
173
Next, let 0 ≤ k ≤ N − 1 and use Lemma 4.4.1 to see that∥∥∥∥(I − Pm)(t 7→ L2
∫ t
−1
eλk(t−s)Dck (aˆ(s))h(s) ds
)∥∥∥∥
C0
≤ L
2
log (m+ 1) + pi
m+ 1
(∣∣e2λk − 1∣∣+ 1) ‖s 7→ Dck (aˆ (s))h(s)‖C0 .
Moreover,
‖s 7→ Dck (aˆ (s))h(s)‖C0 ≤ ˜ max
s∈[−1,1]
‖Dck (aˆ (s))‖∗ν ,
since h ∈ B1,(0), which proves the result.
Remark 4.6.5 (Implementation). The k-th row b˜k ∈ IF1×Ng(N−1) of the (interval-
valued) matrix B˜0 defined in (4.43) is an enclosure for Dck (aˆ [−1, 1]), see (4.40).
Hence
max
s∈[−1,1]
‖Dck (aˆ(s))‖∗ν ≤ 4
(∥∥∥b˜k∥∥∥∗
ν
)
, 0 ≤ k ≤ N − 1.
Furthermore, 4
(∥∥∥b˜k∥∥∥∗
ν
)
can be computed with the aid of a computer by using
interval arithmetic and the result in Proposition 4.2.5. In practice, we use these
bounds to implement the estimate stated in Lemma 4.6.4.
Finally, we consider the bound related to the truncation error.
Lemma 4.6.6 (Projection onto X∞ν ). The following estimate holds for any h ∈
B1,(0):∥∥∥Π∞A(DF (aˆ)− D̂F)h∥∥∥X∞ν ≤ L
(
e2λN − 1)
2λN
˜ max
s∈[−1,1]
‖Γ (gˆ1(s))‖B(`1ν ,`1ν) ,
where Γ (gˆ1 (s)) is defined in (4.33).
Proof. As before, we start by computing
Π∞
(
DF (aˆ)− D̂F
)
h = Π∞
(
DF (aˆ)h+ h
)
= Π∞
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)Dck (aˆ (s))h(s)ds
]
k∈N0
)
= K∞Π∞
(
s 7→ Dc (aˆ (s))h(s)).
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Next, observe that∥∥K∞Π∞(s 7→ Dc (aˆ (s))h(s))∥∥X∞ν
≤ ‖K∞‖B(X∞ν ,X∞ν )
∥∥Π∞(s 7→ Dc (aˆ (s))h(s))∥∥X∞ν
≤ L
(
e2λN − 1)
2λN
sup
s∈[−1,1]
‖Π∞Dc (aˆ (s))h(s)‖ν
≤ L
(
e2λN − 1)
2λN
˜ sup
s∈[−1,1]
‖Π∞Dc (aˆ (s))‖B(`1ν ,`1ν) ,
by Lemma 4.4.2 and since h ∈ B1,(0). Finally, observe that
‖Π∞Dc (aˆ (s))‖B(`1ν ,`1ν) = ‖Γ (gˆ1 (s))‖B(`1ν ,`1ν) , s ∈ [−1, 1],
by (4.31) and the definition of Γ (gˆ1(s)), which proves the claim.
Remark 4.6.7 (Implementation). Observe that
‖Γ (gˆ1(s))‖B(`1ν ,`1ν) =
∥∥∥∥∥
[
0N×(2(Ng−1)(N−1)+1)
ΓN (gˆ1(s))
]∥∥∥∥∥
B(`1ν ,`1ν)
, s ∈ [−1, 1], (4.45)
by Lemma 4.4.5. Furthermore, the operator norm in (4.45) can be explicitly com-
puted by using Proposition 4.2.5. In particular, note that this computation is finite
(for fixed s ∈ [−1, 1]). Now, recall the definition of the enclosures Glj in (4.42) and
observe that (gˆ1 ([−1, 1]))l ⊂ Gl0 ∈ IF for 0 ≤ l ≤ (Ng − 1) (N − 1). Therefore,
we can construct an enclosure for ΓN (gˆ1 [−1, 1]) by computing the interval-valued
matrix
ΓN
([G00 . . . G(Ng−1)(N−1)0]T) .
In practice, we use this enclosure to compute an upper bound for
max
s∈[−1,1]
‖Γ (gˆ1(s))‖B(`1ν ,`1ν) .
4.6.2 Second order bounds
In this section we compute the second order bounds with respect to r for (4.37).
A straightforward computation shows that
[(DF (aˆ+ rv)−DF (aˆ))h]k (t)
=
L
2
∫ t
−1
eλk(t−s)
(
Dck (aˆ (s) + rv (s))−Dck (aˆ (s))
)
h(s) ds
=
Lr
2
∫ t
−1
eλk(t−s)
(∫ 1
0
D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]dτ
)
ds (4.46)
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for any k ∈ N0, by the (generalized) Mean Value Theorem.
Lemma 4.6.8. Let r∗ > 0 be an a priori upper bound for the radius r > 0, then∥∥D2c (aˆ (s) + τrv (s)) [h (s) , v (s)]∥∥
ν
≤ ˜2 g˜′′ (‖aˆ(s)‖ν + r∗˜)
for any s ∈ [−1, 1], τ ∈ [0, 1] and h, v ∈ B1,(0), where g˜ : R→ R is defined by
g˜(x) :=
Ng∑
j=0
|gj |xj .
Proof. Let s ∈ [−1, 1], τ ∈ [0, 1], h, v ∈ B1,(0) be arbitrary, then
D2c (aˆ(s) + τrv (s)) [h (s) , v (s)]
=
Ng−2∑
j=0
(j + 2)(j + 1)gj+2 (aˆ(s) + τrv (s))
j ∗ h(s) ∗ v(s)
by (4.19). Now use the Banach algebra estimate to see that∥∥D2c (aˆ(s) + τrv (s)) [h (s) , v (s)]∥∥
ν
≤
Ng−2∑
j=0
(j + 2)(j + 1) |gj+2| (‖aˆ(s)‖ν + τr ‖v(s)‖ν)j ‖h(s)‖ν ‖v(s)‖ν
≤ ˜2
Ng−2∑
j=0
(j + 2)(j + 1) |gj+2| (‖aˆ(s)‖ν + r∗˜)j ,
where in the last line we used that r ≤ r∗, τ ≤ 1 and h, v ∈ B1,(0).
We will use the preceding result extensively to compute the second order
bounds. Before we proceed, let us recall that the weights (εk)k∈N0 were introduced
in (4.6).
Lemma 4.6.9 (Projection onto XmNν ). Let 0 ≤ j ≤ m and 0 ≤ k ≤ N−1. Choose
J +kj ∈ F such that
J +kj ≥
L
2
(1 + tj) ˜
2εk max
s∈[−1,tj ]
eλk(tj−s)g˜′′ (‖aˆ(s)‖ν + r∗˜) .
Set Jkj :=
[
−J +kj ,J +kj
]
and define J ∈ IFN×(m+1) by
J :=
 J00 . . . J0m... ...
J(N−1)0 . . . J(N−1)m
 ,
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then ∥∥ΠmNA(DF (aˆ+ rv)−DF (aˆ))h∥∥XmNν ≤ sup ‖AmN ·CT (J )‖XmNν r
for any h ∈ B1, (0).
Proof. Let h ∈ B1, (0) be arbitrary, define ηk : [−1, 1]→ R by
ηk(s) :=
∫ 1
0
D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]dτ,
for 0 ≤ k ≤ N − 1, and observe that
ΠmN (DF (aˆ+ rv)−DF (aˆ))h = ΠmN
(
t 7→
[
Lr
2
∫ t
−1
eλk(t−s)ηk(s) ds
]N−1
k=0
)
by (13). In particular,∣∣∣∣L2
∫ tj
−1
eλk(tj−s)ηk(s) ds
∣∣∣∣
≤ L
2
∫ tj
−1
eλk(tj−s) sup
τ∈[0,1]
∣∣D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]∣∣ ds
≤ J +kj
by Lemma 4.6.8. Hence
ϕmN
(
t 7→
[
L
2
∫ t
−1
eλk(t−s)ηk(s) ds
]N−1
k=0
)
∈ J .
Consequently,
ΠmNA (DF (aˆ+ rv)−DF (aˆ))h
= AmNΠmN (DF (aˆ+ rv)−DF (aˆ))h ∈ AmN ·CT (J ) r,
which proves the claim.
Lemma 4.6.10 (Projection onto X∞Nν ). The following estimate holds for any
h ∈ B1,(0):
‖Π∞NA (DF (aˆ+ rv)−DF (aˆ))h‖X∞Nν
≤ L
2
Λm0˜
2 max
s∈[−1,1]
g˜′′ (‖aˆ(s)‖ν + r∗˜)
(
N +
N−1∑
k=0
∣∣e2λk − 1∣∣) r.
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Proof. First note that
Π∞NA (DF (aˆ+ rv)−DF (aˆ))h = −Π∞N (DF (aˆ+ rv)−DF (aˆ))h.
Furthermore,∥∥∥∥(I − Pm)(t 7→ L2
∫ t
−1
eλk(t−s)
∫ 1
0
D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]dτ ds
)∥∥∥∥
C0
≤ L
2
Λm0
(∣∣e2λk − 1∣∣+ 1) ∥∥∥∥s 7→ ∫ 1
0
D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]dτ
∥∥∥∥
C0
≤ L
2
Λm0
(∣∣e2λk − 1∣∣+ 1) sup
s∈[−1,1]
sup
τ∈[0,1]
∣∣D2ck (aˆ (s) + τrv (s)) [h (s) , v (s)]∣∣
≤ L
2
Λm0
(∣∣e2λk − 1∣∣+ 1) ˜2εk max
s∈[−1,1]
g˜′′ (‖aˆ(s)‖ν + r∗˜) ,
for any 0 ≤ k ≤ N − 1 by Lemmas 4.4.1 and 4.6.8. Finally, we take the `1ν-norm
of the latter quantity (for 0 ≤ k ≤ N − 1) to obtain the result.
Lemma 4.6.11 (Projection onto X∞ν ). The follow estimate holds for any h ∈
B1,(0):
‖Π∞A (DF (aˆ+ rv)−DF (aˆ))h‖X∞ν
≤ L
(
e2λN − 1)
2λN
˜2 max
s∈[−1,1]
g˜′′ (‖aˆ(s)‖ν + r∗˜) r.
Proof. It follows directly from (13) that
Π∞A (DF (aˆ+ rv)−DF (aˆ))h
= −Π∞ (DF (aˆ+ rv)−DF (aˆ))h
= −K∞Π∞
([
s 7→
∫ 1
0
D2c (aˆ (s) + τrv (s)) [h (s) , v (s)] dτ
])
r.
Hence
‖Π∞A (DF (aˆ+ rv)−DF (aˆ))h‖X∞ν
≤ ‖K∞‖B(X∞ν ,X∞ν )
∥∥∥∥s 7→ ∫ 1
0
D2c (aˆ (s) + τrv (s)) [h (s) , v (s)]
∥∥∥∥
X∞ν
r.
The result now follows from Lemmas 4.4.2 and 4.6.8.
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Finally, we are ready to construct the Z-bounds. It follows from Lemmas 4.6.1,
4.6.2, 4.6.9 and the decomposition in (4.37) that
ZmN (r) : = 4
(
‖ImN −AmNDFmN (aˆ)‖B(XmNν ,XmNν ) + ‖AmN ·CT (I)‖XmNν
)
r
+4
(
‖AmN ·CT (J )‖XmNν
)
r2
satisfies the conditions of Theorem 4.3.13. Similarly, if we denote the bounds in
Lemmas 4.6.4, 4.6.6, 4.6.10, 4.6.11 by Z1∞N , Z
1
∞, Z2∞N , Z
2
∞, respectively, then
Z∞N (r) := Z1∞Nr + Z
2
∞Nr
2, Z∞(r) := Z1∞r + Z
2
∞r
2
satisfy the conditions of Theorem 4.3.13.
4.7 Implementation details
In this section we explain how to compute rigorous enclosures for∫ tj
−1
eλk(tj−s)ψ(s) ds
=
tj + 1
2
∫ 1
−1
exp
(
λk
2
(tj + 1) (1− s)
)
ψ
(
tj + 1
2
(s+ 1)− 1
)
ds, (4.47)
where ψ : [−1, 1]→ R is given by
ψ = ψ0 + 2
M∑
l=1
ψlTl,
for some M ∈ N0, 0 ≤ k ≤ N −1 and 0 ≤ j ≤ m−1. In practice, we set ψ = ck (aˆ)
and M = Ngm. These enclosures are needed to rigorously evaluate the map FmN
on the computer. The idea is to approximate (4.47) by using a quadrature rule
based at the Chebyshev points and to compute a bound for the associated error.
Clenshaw-Curtis quadrature Let
(
tM0j
)M0
j=0
denote the Chebyshev points of
order M0 ∈ N≥2 (see Definition 4.2.6). The parameter M0 is the order of the
quadrature rule and need not be equal to m. If f : [−1, 1] → R is sufficiently
smooth and M0 is sufficiently large, then∫ 1
−1
f(s) ds ≈
∫ 1
−1
fM0(s) ds,
where fM0 is the Chebyshev interpolant of f of order M0. In particular, note that
fM0 =
M0∑
j=0
f
(
tM0j
)
φj ,
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where (φj)
M0
j=0 are the Lagrange polynomials associated to
(
tM0j
)M0
j=0
, i.e.,
φj
(
tM0l
)
= δjl, 0 ≤ j, l ≤M0.
Hence∫ 1
−1
fM0(s) ds =
M0∑
j=0
f (τj)wj , wj :=
∫ 1
−1
φj(s) ds, 0 ≤ j ≤M0. (4.48)
Remark 4.7.1. The weights (wj)
M0
j=0 are independent of the objective function f
and are commonly referred to as the Chebyshev quadrature weights. These weights
can be efficiently computed by using the Discrete Fourier Transform as explained
in [77].
In conclusion, the integral of f can be approximated by
M0∑
j=0
f (τj)wj .
This particular quadrature rule is referred to as Clenshaw-Curtis quadrature. Fur-
thermore, the latter approximation is exact whenever f is a polynomial of at
most order M0. The reader is referred to [68, 77] for a more detailed treatment of
Clenshaw-Curtis quadrature.
The next theorem, presented in [68], provides a bound for the error associated
to Clenshaw-Curtis quadrature:
Theorem 4.7.2. Suppose f : [−1, 1]→ R can be analytically extended to the open
ellipse Eρ, for some ρ > 1. If f is bounded on Eρ, then∣∣∣∣∣∣
∫ 1
−1
f(s) ds−
M0∑
j=0
wjf (τj)
∣∣∣∣∣∣ ≤ 6415 ρ
−M0
ρ2 − 1 supz∈Eρ
|f(z)| .
Proof. See [68, Theorem 19.3].
As mentioned before, the strategy is to use Clenshaw-Curtis quadrature to
approximate (4.47) and to bound the associated error with the aid of the Theorem
4.7.2. To use this theorem, however, we need one final estimate to bound the
integrand in (4.47) on Eρ:
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Lemma 4.7.3. Let µ > 1, then
sup
z∈Eµ
∣∣∣∣ tj + 12 exp
(
λk
2
(tj + 1) (1− z)
)
ψ
(
tj + 1
2
(z + 1)− 1
)∣∣∣∣
≤ tj + 1
2
exp
(
λk
2
(tj + 1)
(
1 + sign (λk)
(
µ+ µ−1
)))
·
(
|ψ0|+
M∑
k=1
|ψk|
(
µk + µ−k
))
for any 0 ≤ k ≤ N − 1 and 0 ≤ j ≤ m− 1.
Proof. Let k ∈ N0 and recall that Tk is defined by
Tk (η (ζ)) = η
(
ζk
)
, ζ ∈ S1, (4.49)
where η : C \ {0} → C is given by η (ζ) := 12
(
ζ + ζ−1
)
, see Definition 4.2.13. In
fact, since Tk is entire, (4.49) must hold for all ζ ∈ C\{0}. Now, a straightforward
computation shows that η (Sµ) = ∂Eµ. Hence, by setting ζ = µeiθ for θ ∈ [0, 2pi],
it follows that
sup
z∈∂Eµ
|Tk(z)| = sup
ζ∈Sµ
|Tk (η (ζ))| ≤ 1
2
(
µk + µ−k
)
.
Therefore, by the Maximum Modulus Principle,
sup
z∈Eµ
|Tk(z)| ≤ 1
2
(
µk + µ−k
)
.
Consequently, since
{
tj + 1
2
(z + 1)− 1 : z ∈ Eµ
}
⊂ Eµ for any 0 ≤ j ≤ m − 1,
we conclude that
sup
z∈Eµ
∣∣∣∣ψ( tj + 12 (z + 1)− 1
)∣∣∣∣ ≤ |ψ0|+ M∑
k=1
|ψk|
(
µk + µ−k
)
.
Finally, observe that
sup
z∈Eµ
∣∣∣∣exp(λk2 (tj + 1) (1− z)
)∣∣∣∣ = exp(λk2 (tj + 1) (1 + sign (λk) (µ+ µ−1))
)
since the semi-major axis of Eµ has length µ+ µ−1, which finishes the proof.
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4.8 Long time integration
The Newton-like map T is only expected to be a contraction whenever the inte-
gration time L is sufficiently small. To understand why, consider the bounds Z˜1mN
and Z1∞N constructed in Lemmas 4.6.2 and 4.6.4, respectively. Roughly speaking,
these bounds measure the contraction rate of the variation of constants map asso-
ciated to the finite dimensional system of ODEs obtained after truncating (4.20).
Observe that both bounds increase whenever the integration time is increased.
Therefore, if we increase L, we need to modify other parameters (if possible) to
ensure that Z˜1mN and Z
1
∞N remain sufficiently small.
It is shown in Lemma 4.6.4 that Z1∞N is of the form
Z1∞N =
L (1 + 1 + 2)
m+ 1
(log (m+ 1) + pi)C2(L),
where C2(L) > 0 is an increasing function of L, 1 > 0 is a weight to control the
interpolation errors of C0-functions and 2 > 0 is a weight to control the truncation
error in phase space (see (4.28)). Hence the only way to ensure that Z1∞N remains
sufficiently small when L is increased is by increasing the number of interpolation
pointsm. Note, however, that an increase inm results in a larger spaceXmNν which
in turn causes the bound Z˜1mN to grow. More specifically, in numerical experiments
we observed that Z˜1mN grows linearly in m, see Section 4.9.1. Furthermore, Z˜
1
mN
depends (approximately) linearly on 1, see Lemma 4.6.2 and the construction of
the enclosures Ikj in Section 4.6.1. Moreover, 1 is the only parameter which can
be varied to control Z˜1mN (for fixed L and m). Therefore, if we increase m, we need
to decrease 1 in order to keep Z˜1mN sufficiently small.
In conclusion, whenever we increase the integration time, we need to simulta-
neously increase m and decrease 1 in order to ensure that Z1∞N and Z˜
1
mN remain
sufficiently small. More precisely, in light of the conditions in Theorem 4.3.13, we
require that Z˜1mN < 1 and Z
1
∞N < 1. Furthermore, numerical evidence shows
that Z˜1mN is approximately of the form Z˜
1
mN ≈ C1(L)m1, where C1(L) > 0 is an
increasing function of L, see Section 4.9.1. Altogether, the requirements Z˜1mN < 1
and Z1∞N < 1 yield the following constraint:
LC1(L)C2(L)
m (log (m+ 1) + pi)
m+ 1
<
1
1 + 1 + 2
.
This constraint explains why T is only expected to be a contraction for sufficiently
small L. In addition, it shows that m should not be chosen too large. These limi-
tations are explored in more detail for some specific examples in Section 4.9.1.
To perform long time integration we present two options: domain decomposi-
tion (see Section 4.8.1) and time-stepping (see Section 4.8.2). As mentioned before,
in this paper we primarily focus on time-stepping. Nevertheless, since domain de-
composition is a powerful generalization of the single step integration technique
and is well-suited for solving boundary value problems, we explain the necessary
details in Section 4.8.1. The technicalities are benign and there is an interesting
twist in the choice of the approximate inverse A (see Definition 4.8.5).
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4.8.1 Domain decomposition
The idea of domain decomposition is to subdivide [−1, 1] into smaller subdomains
and to split (4.20) up into a system of infinite dimensional ODEs (one on each
subdomain) which are then solved in parallel. The set up for domain decomposition
is a straightforward generalization of the theory developed in the previous sections
and is similar to the approach in Chapter 2 for finite dimensional systems of ODEs.
For these reasons, we shall be brief in the exposition and only present the essential
differences.
Let {τ0 = −1 < τ1 < . . . < τn = 1} be a partition of [−1, 1], where n ∈ N. Set
a0 := p, then (4.20) is equivalent to
(Pi)

daik
dt
=
τi − τi−1
2
(
λka
i
k(t) +
L
2
ck
(
ai(t)
))
, t ∈ [−1, 1],
aik (−1) = ai−1k (1),
(4.50)
where 1 ≤ i ≤ n and k ∈ N0. For notational convenience, set
λk,i :=
τi − τi−1
2
λk, 1 ≤ i ≤ n, k ∈ N0.
Then integration of (Pi)
n
i=1 with the aid of the variation of constants formula
yields the following map:
Definition 4.8.1. Let ν > 1 and set Xν,n :=
⊕n
i=1 Xν . For 1 ≤ i ≤ n define
fi : Xν → Xν by[
fi
(
ai
)]
k
(t) := eλk,i(t+1)ai−1k (1) +
L (τi − τi−1)
4
∫ t
−1
eλk,i(t−s)ck
(
ai(s)
)
ds− aik(t),
where t ∈ [−1, 1] and k ∈ N0. The zero finding map Fn : Xν,n → Xν,n for (Pi)ni=1
is defined by Fn := (f1, . . . , fn).
Proposition 4.8.2. If Fn(a) = 0, where a =
(
a1, . . . , an
) ∈ Xν,n, then
u (t, x) :=
n∑
i=1
1[L2 (τi−1+1),
L
2 (τi+1)]
(t)
(
ai0 (si(t)) + 2
∞∑
k=1
aik (si(t)) cos (kx)
)
,
solves (4.1), where
si(t) :=
2
τi − τi−1
(
2t
L
− τi−1 − 1
)
− 1, 1 ≤ i ≤ n, t ∈ [0, L].
Proof. This is a straightforward generalization of Proposition 4.3.3.
The space Xν,n is equipped with the max-norm, i.e.,
‖a‖Xν,n := max1≤i≤n
∥∥ai∥∥Xν , a = (a1, . . . , an) ∈ Xν,n,
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where ‖·‖Xν is defined in (4.28). In principle, the weights 1 and 2 are allowed to
be different on each subdomain. More precisely, for each 1 ≤ i ≤ n, we can choose
positive weights (1,i, 2,i) and then use these in (4.28) to define ‖·‖Xν . Strictly
speaking then, we should incorporate the dependence of the norm on (1,i, 2,i)
into the notation. However, to avoid clutter in the notation, we have chosen not
to do this.
One can now define a finite dimensional reduction of Fn and a Newton-like
operator Tn in almost exactly the same way as in Section 4.3.3. For the sake
of completeness, we present the essential details. To keep the coupling between
the successive subdomains tractable we work with a single choice of N for all
subdomains. Let m ∈ Nn, a = (a1, . . . , an) ∈ Xν,n and define the Galerkin-
projection ΠmN : Xν,n → Xν,n by
ΠmN :=
n⊕
i=1
ΠimN ,
where ΠimN : Xν,n → Xν is the Chebyshev projection associated to ai, i.e.,
ΠimN (a) :=

Pmi
(
ai0
)
...
Pmi
(
aiN−1
)
 ,
see Definition 4.3.6. Similarly, define Πi(a) := ai, Πi∞N := Π
i
N −ΠimN , where
(
ΠiN (a)
)
k
:=
{
aik, 0 ≤ k ≤ N − 1,
0, k ≥ N,
and set Πi∞ := IXνi −ΠiN .
Definition 4.8.3. Set XmNν := ΠmN (Xν,n). The finite dimensional reduction
FmN : XmNν → XmNν of Fn is defined by
FmN := ΠmN ◦ Fn ◦ΠmN |XmNν .
Next, assume that we have computed an approximate zero aˆ ∈ XmNν of FmN
and an injective approximate inverse AmN of DFmN (aˆ). Let h =
(
h1, . . . , hn
) ∈
Xν,n and observe that[
ΠiDFn (aˆ)h
]
k
(t)
= −hik(t) + (1− δi1) eλk,i(t+1)hi−1k (1)
+
L (τi − τi−1)
4
∫ t
−1
eλk,i(t−s)Dck
(
aˆi(s)
)
hi(s) ds
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for 1 ≤ i ≤ n, t ∈ [−1, 1] and k ∈ N0. We can now use the same reasoning as in
Section 4.3.3 to construct an approximation of DFn (aˆ) and its inverse. However,
there is one crucial difference in the case of domain decomposition. Namely, for
2 ≤ i ≤ n, we also have to consider the terms
t 7→ eλk,i(t+1)hi−1k (1). (4.51)
If mi is sufficiently large, then the interpolation error associated to (4.51) will
be small in comparison to the interpolation error associated to hik, since (4.51) is
smooth (entire even) and hik is only continuous. Hence we still expect that
Πi∞NDFn (aˆ) ≈ −Πi∞N , 1 ≤ i ≤ n.
It is not true anymore, however, that
∥∥∥t 7→ (eλk,i(t+1)hi−1k (1))k≥N∥∥∥X∞ν is small in
comparison to
∥∥Πi∞(h)∥∥X∞ν . Indeed, due to the choice of the uniform norm on X∞ν
we cannot directly exploit the effect of the exponentials on hi−1(1), since we only
“observe” the worst-case scenario. More precisely,∥∥∥∥t 7→ (eλk,i(t+1)hi−1k (1))
k≥N
∥∥∥∥
X∞ν
= sup
t∈[−1,1]
∥∥∥∥(eλk,i(t+1)hi−1k (1))
k≥N
∥∥∥∥
ν
=
∥∥hi−1(1)∥∥
ν
.
The above discussion explains why we need to incorporate (4.51) into the def-
inition of the approximate derivative and inverse. To this end, let 1 ≤ i ≤ n and
define E+i : Xν,n → X∞ν by[
E+i (h)
]
k
(t) : = (1− δi1) eλk,i(t+1)hi−1k (1)− hik(t),
where t ∈ [−1, 1] and k ≥ N .
Definition 4.8.4 (Approximate derivative). The approximate derivative D̂Fn :
Xν,n → Xν,n of DFn (aˆ) is defined by
D̂Fn : =
n⊕
i=1
[
ΠiNDFmN (aˆ)⊕
(−Πi∞N)⊕ E+i ] .
To see how to construct a suitable approximate inverse, let
(
y1, . . . , yn
) ∈⊕n
i=1 X∞ν and note that the system of equations E+i (h) = yi for 1 ≤ i ≤ n can
be explicitly solved. More specifically, a straightforward computation shows that
h1k = −y1k and
hik(t) = −eλk,i(t+1)
i−1∑
j=1
exp
2 i−1∑
l=j+1
λk,l
 yjk(1)− yik(t), 2 ≤ i ≤ n,
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where k ≥ N and t ∈ [−1, 1]. In particular, if N is sufficiently large, then
hik(t) ≈ −eλk,i(t+1)yi−1k (1)− yik(t), k ≥ N, t ∈ [−1, 1].
Motivated by this observation, we define the mappings E−i : Xν,n → X∞ν by[
E−i (h)
]
k
(t) : = − (1− δi1) eλk,i(t+1)hi−1k (1)− hik(t)
for 1 ≤ i ≤ n.
Definition 4.8.5 (Approximate inverse). The approximate inverse An : Xν,n →
Xν,n of DFn (aˆ) is defined by
An : =
n⊕
i=1
[
ΠiNAmN ⊕
(−Πi∞N)⊕ E−i ] .
In the next lemma we show that with the above modifications it is still justified
to call An and D̂Fn approximate inverses of each other.
Lemma 4.8.6. Let 1 ≤ i ≤ n, then∥∥∥Πi∞ (I −AnD̂Fn)h∥∥∥X∞ν ≤
{
0, i ∈ {1, 2},
2,(i−2)e2λN,(i−1) , 3 ≤ i ≤ n,
for any h ∈∏nj=1B1,(1,j ,2,j)(0).
Proof. It suffices to observe that(
Πi∞AnD̂Fnh
)
k
(t) = − (1− δi1)
(
1− δ(i−1)1
)
eλk,i(t+1)e2λk,i−1hi−2k (1)
for any t ∈ [−1, 1] and k ≥ N .
Remark 4.8.7. In order for this bound to be sufficiently small, i.e., strictly below
2,i, we need N to be sufficiently large.
Finally, we define a Newton-like operator for Fn:
Definition 4.8.8. The Newton-like operator Tn : Xν,n → Xν,n for Fn based at aˆ
is defined by
Tn := I −AnFn.
One can prove that Tn is a contraction by verifying the inequalities in Theorem
4.3.13 component-wise for ΠimNTn, Π
i
∞NTn, Π
i
∞Tn and 1 ≤ i ≤ n. The estimates
developed in Sections 4.5 and 4.6 are easily adapted to the domain decomposition
setting. The most significant differences occur in the tail-estimates which stem
from the additional “boundary terms” in the tail part of the approximate inverse.
More precisely, for 2 ≤ i ≤ n we need to modify the bounds Y∞, Z1∞ and Z2∞ in
Proposition 4.5.5 and Lemmas 4.6.6 and 4.6.11, respectively. We have outlined the
required modifications for 2 ≤ i ≤ n below. For notational convenience, we will
write
Li :=
L (τi − τi−1)
4
, ˜i := 1 + 1,i + 2,i, 1 ≤ i ≤ n.
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Modifications for Y∞ A straightforward computation shows that[
Πi∞AnFn (aˆ)
]
k
(t)
= −eλk,i(t+1)
(
Li−1
∫ 1
−1
eλk,(i−1)(1−s)ck
(
aˆi−1(s)
)
ds+ δi2e2λk,(i−1)pk
)
− Li
∫ t
−1
eλk,i(t−s)ck
(
aˆi(s)
)
ds
for 2 ≤ i ≤ n, k ≥ N and t ∈ [−1, 1]. Hence
∥∥Πi∞AnFn (xˆ)∥∥X∞ν ≤ Li−1
(
e2λN,(i−1) − 1)
λN,(i−1)
∥∥Π∞c (aˆi−1)∥∥X∞ν + δi2δp
+
Li
(
e2λN,i − 1)
λN,i
∥∥Π∞c (aˆi)∥∥X∞ν
by Lemma 4.4.2, where δp is an a-priori bound for ‖Π∞(p)‖X∞ν .
Modifications for Z1∞ Observe that[
Πi∞An
(
DFn (aˆ)− D̂Fn
)
h
]
k
(t)
= −eλk,i(t+1)Li−1
∫ 1
−1
eλk,(i−1)(1−s)Dck
(
aˆi−1(s)
)
hi−1(s) ds
− Li
∫ t
−1
eλk,i(t−s)Dck
(
aˆi(s)
)
hi(s) ds
for 2 ≤ i ≤ n, k ≥ N and t ∈ [−1, 1]. Therefore, if h ∈∏nj=1B1,(1,j ,2,j)(0), then∥∥∥Πi∞An (DFn (aˆ)− D̂Fn)h∥∥∥X∞ν
≤ Li−1
(
e2λN,(i−1) − 1)
λN,(i−1)
˜i−1 max
s∈[−1,1]
∥∥Γ (gˆi−11 (s))∥∥B(`1ν ,`1ν)
+
Li
(
e2λN,i − 1)
λN,i
˜i max
s∈[−1,1]
∥∥Γ (gˆi1(s))∥∥B(`1ν ,`1ν)
by Lemma 4.4.2, where the coefficients
{
gˆi1 : 1 ≤ i ≤ n
}
are defined in (4.31).
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Modifications for Z2∞ Define ηik : [−1, 1]→ R by
ηik (s) :=
∫ 1
0
D2ck
(
aˆi (s) + τrvi (s)
) [
hi (s) , vi (s)
]
dτ, 1 ≤ i ≤ n,
then[
Πi∞An
(
DFn (aˆ+ rv)−DFn (aˆ)
)
h
]
k
(t)
= −
(
eλk,i(t+1)Li−1
∫ 1
−1
eλk,(i−1)(1−s)ηi−1k (s) ds+ Li
∫ t
−1
eλk,i(t−s)ηik (s) ds
)
r
for 2 ≤ i ≤ n, k ≥ N and t ∈ [−1, 1] by the computation in (4.46). Hence (as
before), if h ∈∏nj=1B1,(1,j ,2,j)(0), then∥∥Πi∞An(DFn (aˆ+ rv)−DFn (aˆ))h∥∥X∞ν
≤ Li−1
(
e2λN,(i−1) − 1)
λN,(i−1)
˜2i−1 max
s∈[−1,1]
g˜′′
(∥∥aˆi−1(s)∥∥
ν
+ r∗˜i
)
r
+
Li
(
e2λN,i − 1)
λN,i
˜2i max
s∈[−1,1]
g˜′′
(∥∥aˆi(s)∥∥
ν
+ r∗˜i
)
r
by Lemmas 4.4.2 and 4.6.8.
4.8.2 Time stepping
The idea of time-stepping is to start with some initial condition and to rigorously
integrate the associated initial value problem on a small time interval. If the proof
is successful, we compute a rigorous enclosure for the endpoint of the orbit. This
enclosure is then used as a new initial condition which we try to integrate again.
This process is repeated as long as possible.
The latter scheme is only successful if we can compute sharp enclosures for
the endpoint of the orbit. To this end, suppose we have successfully proved the
existence of a fixed point a∗ ∈ aˆ+Brˆ,(0) of T for some rˆ > 0, then
a∗k(1) = e
2λkpk +
L
2
∫ 1
−1
eλk(1−s)ck (a∗(s)) ds
= e2λkpk +
L
2
∫ 1
−1
eλk(1−s)ck (aˆ(s)) ds (4.52)
+
Lrˆ
2
∫ 1
−1
eλk(1−s)Dck (aˆ (s))h(s)ds (4.53)
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+
Lrˆ2
2
∫ 1
−1
eλk(1−s)
∫ 1
0
(1− τ)D2ck (aˆ (s) + τ rˆh (s)) [h(s), h(s)]dτ ds,
(4.54)
for any k ∈ N0 and some h ∈ B1,(0). We shall use the latter expansion to compute
an enclosure for a∗(1). We stress that this expansion is necessary for obtaining a
sufficiently sharp enclosure. In particular, the “trivial” enclosure for a∗(1) based
on the estimate ‖a∗ − aˆ‖Xν ≤ rˆ˜, where ˜ = 1 + 1 + 2 as before, is too crude
for long time integration (see the discussion about the propagation of errors in
Section 4.9.2).
Now, let us start by computing an enclosure for (a∗k(1))
N−1
k=0 . We remark that
the needed computations are very similar to the ones in Lemmas 4.6.2 and 4.6.9.
Lemma 4.8.9. There exist intervals Ik,Jk ∈ IF, for 0 ≤ k ≤ N − 1, such that
a∗k(1) ∈ e2λkpk +
L
2
∫ 1
−1
eλk(1−s)ck (aˆ(s)) ds+ Ik + Jk,
for any h ∈ B1,(0). The formulas for Ik and Jk are given in (4.56) and (4.57),
respectively.
Proof. We start by constructing an interval enclosure for (4.53). Let h ∈ B1,ε(0)
be arbitrary, then
h(s) ∈ [− (1 + 1) , 1 + 1]×
N−1∏
k=1
[
−1 + 1
2νk
,
1 + 1
2νk
]
×
∞∏
k=N
[
− 2
2νk
,
2
2νk
]
, (4.55)
for any s ∈ [−1, 1]. Recall the definition of B˜0 in (4.43) and the definitions of
ekj ,L ∈ IF which were used to construct the intervals Ikj , see (4.44). Let rˆ ∈
IF, h ∈ IFNg(N−1) be enclosures for rˆ and
[− (1 + 1) , 1 + 1]×
N−1∏
k=1
[
−1 + 1
2νk
,
1 + 1
2νk
]
×
Ng(N−1)∏
k=N
[
− 2
2νk
,
2
2νk
]
,
respectively (note that the definition of h is here slightly different than the one
defined in Section 4.6.1). Then the same arguments which were used to construct
the enclosures Ikj show that in order to bound (4.53) it suffices to set Ik :=[−I+k , I+k ], where
I+k := 4
(
Lrˆ4
(
ek0B˜0h
))
. (4.56)
Finally, we compute an enclosure for (4.54). To accomplish this, we use a more
crude estimate. Namely, observe that∣∣∣∣Lrˆ22
∫ 1
−1
eλk(1−s)
∫ 1
0
(1− τ)D2ck (aˆ (s) + τ rˆh (s)) [h(s), h(s)]dτ ds
∣∣∣∣
≤ Lrˆ
2
4
˜2εk max
s∈[−1,1]
g˜′′
(‖aˆ(s)‖ν + rˆ˜) ∫ 1
−1
eλk(1−s)ds
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by Lemma 4.6.8, where ˜ = 1 + 1 + 2 as before. Furthermore, we can use interval
arithmetic to compute floating point numbers
J +k := 4
Lrˆ2
4
˜2εk max
s∈[−1,1]
g˜′′
(‖aˆ(s)‖ν + rˆ˜)

e2λk − 1
λk
, λk 6= 0
2 λk = 0
 (4.57)
for 0 ≤ k ≤ N −1. Therefore, to bound (4.54), it suffices to set Jk :=
[−J +k ,J +k ].
Finally, we compute a bound for the tail of a∗(1):
Lemma 4.8.10. Suppose that ‖Π∞ (p)‖ν ≤ δp, then
‖(a∗k(1))∞k=N‖ν ≤ e2λN δp +
L
(
e2λN − 1)
2λN
[
‖Π∞c (aˆ)‖X∞ν
+ rˆ˜
(
max
s∈[−1,1]
‖Γ (gˆ1 (s))‖B(`1ν ,`1ν) +
1
2
rˆ˜ max
s∈[−1,1]
g˜′′
(‖aˆ (s)‖ν + rˆ˜))]
for any h ∈ B1,(0).
Proof. The same arguments as in Proposition 4.5.5 (but now with t = 1) show
that ∥∥∥∥∥
[
e2λkpk +
L
2
∫ 1
−1
eλk(1−s)ck (aˆ(s)) ds
]∞
k=N
∥∥∥∥∥
ν
≤ e2λN δp +
L
(
e2λN − 1)
2λN
‖Π∞c (aˆ)‖X∞ν .
Furthermore, we observe that (4.53) reduces to[
L
2
∫ 1
−1
eλk(1−s)Dck (aˆ (s))h(s)ds
]∞
k=N
=
(
Π∞A
(
DF (aˆ)− D̂F
)
h
)
(1),
and the `1ν-norm of this term is bounded by the estimate in Lemma 4.6.6. Finally,
a similar computation as in Lemma 4.6.11 shows that∥∥∥∥∥
[
Lrˆ2
2
∫ 1
−1
eλk(1−s)
∫ 1
0
(1− τ)D2ck (aˆ (s) + τ rˆh (s)) [h(s), h(s)]dτ ds
]∞
k=N
∥∥∥∥∥
ν
≤ L
(
e2λN − 1)
4λN
rˆ2˜2 max
s∈[−1,1]
g˜′′ (‖aˆ(s)‖ν + rˆ˜) .
Altogether, this yields the desired bound for the tail of a∗(1).
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4.9 Applications
In this section we test the performance of the method. Since it involves a rel-
atively large number of “free” parameters, we will start by performing various
experiments on a toy-example (Fisher’s equation) in Section 4.9.1. The purpose
of these experiments is to get some insight into the dependence of the method on
the integration time and the number of interpolation nodes. Next, in Section 4.9.2
we consider a fourth order equation (the Swift-Hohenberg equation) and examine
the performance of the method for long time integration.
In order to structure the experiments we have fixed many parameters from the
start and only varied the ones we deemed to be relevant. For the sake of clarity,
let us recall which parameters we need to choose:
• N ∈ N≥2: the number of Fourier coefficients in the Galerkin projection,
• m ∈ N: the degree of the Chebyshev interpolants for a0, . . . , aN−1,
• L > 0: the integration time (which may be varied at each integration step),
• β0 ∈ R: a free parameter in the variation of constants formulation, see Section
4.3.1,
• 1 > 0: a weight for controlling the interpolation errors of C0-functions,
• 2 > 0: a weight for controlling the truncation errors in phase space,
• d ∈ N: the number of derivatives used in the computation of a bound for the
interpolation error in Proposition 4.5.1,
• ρ > 1: the size of the Bernstein-ellipse Eρ used in the computation of a bound
for the interpolation error in Proposition 4.5.1,
• M0 ∈ N: the number of Chebyshev points used in the approximation of
(4.47) with Clenshaw-Curtis quadrature,
• µ > 1: the size of the Bernstein-ellipse Eµ used in the computation of a bound
for the quadrature errors in Lemma 4.7.3,
• ν > 1: a lower bound for the decay rate of the Fourier (cosine) coefficients,
• r∗ > 0: an a-priori upper bound for the radius r > 0 (to be determined) on
which T is a contraction, see Lemma 4.6.8.
In both applications we start by fixing N and 2. These parameters are used
to control the truncation errors in phase space. To be more precise, observe that
the residual Y∞ is small whenever N is sufficiently large by Proposition 4.5.5.
Furthermore, the bound Z1∞ in Lemma 4.6.6, which determines the contraction
rate of T on X∞ν , can be controlled by N as well. For these reasons, we have based
the choice of N on 2. That is, we first fix 2, and then choose N sufficiently large
so that Z1∞ < 2. In both applications we set 2 =
1
5 . This choice was based on
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experimentation and the observation that the results did not significantly improve
when 2 was decreased but did deteriorate when it was increased.
Next, we fix the parameters d, ρ, µ andM0. These parameters are used to man-
age the bounds for the residuals on XmNν ⊕X∞Nν . More specifically, Theorem 4.7.2
shows that the quadrature errors can be made arbitrarily small by choosing M0
sufficiently large (for fixed µ > 1). Furthermore, Proposition 4.5.1 shows that the
interpolation errors can be controlled by choosing m and d sufficiently large (rela-
tive to L). In both applications we fixed µ = 2.5, ρ = 10,M0 = 64 and d = m. This
yielded sufficiently small bounds for the residuals. In particular, the quadrature
and interpolation errors were near machine precision in each experiment.
Recall that the parameter r∗ is used in the computation of the second order
bounds. In both applications we fixed r∗ = 10−2. This choice was partially based on
the observation that the bound in Lemma 4.6.8 did not significantly decrease when
r∗ was decreased any further. Another reason for choosing this particular value
was to integrate as long as possible with the aid of time-stepping. In practice,
we typically observed that the time-stepping algorithm was about to fail if the
validation radius r reached a value of order 10−2.
Finally, in both applications we chose ν close to 1, namely, we set ν = 1.0001.
The main motivation for this choice was that when ν was increased the Y -bounds
deteriorated while the Z-bounds remained effectively unchanged. The reason for
not setting ν = 1 is that we used the assumption ν > 1 in Proposition 4.3.3
to prove that zeros of F correspond to solutions of the original PDE which are
analytic in space. The dependence of the method on the remaining parameters m,
L, 1 and β0 is studied in the following sections. More precisely, in Section 4.9.1 we
examine the dependence on m, L, 1 and in Section 4.9.2 we thoroughly examine
the dependence on β0. In particular, we have investigated (heuristically) optimal
choices for the parameters. We have not, however, made any attempt to construct
an algorithm to systematically optimize the parameters.
4.9.1 Fisher’s equation
In this section we consider Fisher’s equation, see (4.2). We will validate solutions
of (4.2) with the aid of time stepping, as explained in Section 4.8.2, where all
parameters are fixed throughout the integration procedure. In particular, we set
N = 10 in each experiment.
Initial data In order to provide some context for the experiments in this section
we start by giving a brief summary of the dynamics of Fisher’s equation. To this
end, recall that the equation in (4.2) can be transformed into an ODE on `1ν via a
Fourier cosine transformation in space, see (4.20). We will consider the associated
semi-flow on `1ν generated by
dak
dt
=
(
1− k2) ak − (a ∗ a)k , k ∈ N0. (4.58)
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It is well known that the latter dynamical system has a sink at
[
1 0 0 . . .
]T ∈
`1ν corresponding to u ≡ 1.
Throughout this section we consider the initial condition
p ≈ [1.4054 0 −0.3250 0 −0.04117 0 −0.02214 0 −0.01596 0]T
(4.59)
with δp = 0, which are (approximately) the first ten Fourier cosine coefficients of
the Gaussian function f(x) = 2 exp
(
− 12
(
x− pi2
)2) centered at x = pi2 . The reader
is referred to the code available at [67] for the exact initial data.
Short time integration: one time step
The goal in this section is to study the largest feasible integration time for one
time step as a function of m and 1. Clearly, this integration time depends heavily
on the initial condition and the specific PDE under consideration. Nevertheless,
we have tried to construct a representative example which illustrates the typical
behavior of the method. In order not to complicate matters, we have set β0 = 0
and postponed a thorough analysis of this parameter to the following sections.
We start by examining the dependence of the bound Z˜1mN in Lemma 4.6.2, which
determines the contraction rate of T .
Dependence of Z˜1mN on m In this experiment we fixed the integration time
to L = 0.1. Numerical experiments suggest that the qualitative results in this
paragraph are independent of L. More precisely, we repeated the experiment for
various values of L ∈ (0, 0.5], which yielded the same qualitative results.
Recall that Z˜1mN depends linearly on 1 (approximately at least), see the con-
struction of Z˜1mN in Section 4.6.1. To emphasize the dependence on 1, we will
write Z˜1mN = Z˜
1
mN (1). We have investigated the dependence of Z˜
1
mN on m by
computing the points
{(
m, Z˜1mN (1)
)
: m = 5(j + 1), 1 ≤ j ≤ 9}
}
. The result is
shown in Figure 4.3 and indicates that the dependence of Z˜1mN on m is linear
as well. Altogether, based on the numerical evidence, we conclude that Z˜1mN is
(approximately) of the form Z˜1mN ≈ C1(L)m1, where C1(L) > 0 is an increasing
function of L.
Dependence of Lmax on m and 1 Next, we examine the largest feasible inte-
gration time as a function ofm and 1. For this purpose, we subdivided the interval
[0.001, 0.3] into 300 evenly distributed points (1,j)
300
j=1. We then fixed 1 = 1,j , for
some 1 ≤ j ≤ 300, and tried to validate the initial value problem for L = 0.01 and
m = 10. If the proof was successful, we increased the integration time by 0.005 and
repeated the validation process. If the proof was not successful, we increased m by
5 and tried to validate again. An integration time L was classified as unfeasible if
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Figure 4.3: The dependence of Z˜1mN (1) on m.
the validation was unsuccessful for all m ∈ {5l : 2 ≤ l ≤ 10}. The maximal inte-
gration time Lmax = Lmax (m, 1,j) was defined as the largest feasible integration
time.
The experiment was performed for 1 ∈ {1,j : 1 ≤ j ≤ 300}. The results are
shown in Figure 4.4. To explain the results, we first focus on the region where 1
is relatively small (i.e. 1 ∈ [0.001, 0.1]). The validation failed for 1 ∈ [0.001, 0.01],
since the number of interpolation points needed to ensure that Z1∞N < 1 was
too large (i.e. m > 50). Next, consider the interval on which Lmax = 0.005, which
for notational convenience we shall denote by [1,j0 , 1,j1 ]. For 1 close to 1,j0 , the
number of interpolation points needed to ensure that Z1∞N < 1 was relatively
large. As 1 increased, this number decreased until the point at which a larger
integration time became feasible. When the integration time increased (i.e. jumped
from 0.005 to 0.01), the bound Z1∞N increased as well and in turn caused the needed
number of interpolation points to increase again. This process was repeated every
time the integration time increased and explains the results for 1 ∈ [0.001, 0.1].
Finally, consider the region where 1 is relatively large (i.e. 1 ∈ [0.1, 0.3]). In
this region the number of interpolation points needed to ensure that Z1∞N < 1
was relatively small. This allowed for relatively large integration times with a small
number of interpolation points. However, when 1 became “too large” (1 > 0.23),
we needed both m and Lmax to be sufficiently small in order to keep control over
Z˜1mN . This is the reason why Lmax and m eventually started to decrease. In
conclusion, for small 1 the bottleneck of the method is determined by Z1∞N and
for large 1 by Z˜1mN .
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Figure 4.4: The largest feasible integration time Lmax as a function of m and 1.
The sudden “dips” are an artifact of the choice to discretize m in steps of 5.
Long time integration: multiple time steps
To illustrate the effectiveness of time-stepping we have integrated (4.2) for τ = 8
time units by using 400 time steps of length L = 0.02, m = 15 and 1 = 0.125.
These parameter values were based on the results in Figure 4.4. The validated
orbit is depicted in Figure 4.1, which indicates that the orbit converges to the
trivial equilibrium state u ≡ 1. We have carried out the integration for β0 = 0 (the
“test-case” in which the extra degree of freedom is not used) and β0 = −1. The
choice β0 = −1 was motivated by the observation that the orbit seemed to converge
relatively quickly to the homogenous equilibrium state u ≡ 1. In particular, near
this homogenous equilibrium state, we have that Dc (aˆ)h ≈ −h (for β0 = 0).
Therefore, when the orbit is near this equilibrium, we can “eliminate” the term
Dc (aˆ)h by setting β0 = −1. The expectation is that this choice improves the
performance of the method (at least near the equilibrium).
The C0-error between the exact and approximate orbit at each integration
step is shown in Figure 4.5. The results show that the choice β0 = −1 yields a
significant improvement in the performance of the method. Indeed, the C0-error
was decreasing at a much faster rate for β0 = −1. In fact, for β0 = 0 the C0-error
became almost constant as the orbit approached the equilibrium, whereas the error
for β0 = −1 kept decreasing. To get some more insight into these results, we have
depicted the evolution of the radii rˆp0 and rˆp1 of the enclosures around the zeroth
and first Fourier coefficient, respectively, in Figure 4.6 (see Lemma 4.8.9). We
observe that the size of the enclosures for β0 = −1 decreased at a much faster rate
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Figure 4.5: A rigorous error bound for the C0-error between the exact and approxi-
mate solution u∗ and uˆ, respectively, at each integration step on a semi-logarithmic
scale for β0 ∈ {−1, 0}.
than for β0 = 0. In fact, for β0 = 0 the radius rˆp0 was increasing at each integration
step, which was caused by the fact that λ0 = 0 for β0 = 0. In turn, this explains
why the C0-error eventually stopped improving for β0 = 0. The reader is referred
to Section 4.9.2 for a more detailed discussion about the relationship between the
parameters (λk)
N−1
k=0 and the rate at which the enclosures grow. Altogether, the
results indicate that one could (in principle) integrate forward indefinitely with
the choice β0 = −1, but not with β0 = 0.
4.9.2 Swift-Hohenberg
In this section we consider the Swift-Hohenberg equation to illustrate the effec-
tiveness of our method for more complicated PDEs. The objective is to examine
the dependence of the method on the parameter β0 by performing long time in-
tegration (through time-stepping) for qualitatively different choices of β0. To ac-
complish this, we fix all other parameters. In particular, we set N = 5, m = 20,
1 = 0.15 and L = 0.005. These parameter values were obtained by performing a
similar experiment as in Section 4.9.1 and choosing “optimal” parameter values.
Note that
λk =
L
2
(
β0 + k
2
(
2− k2)) , k ∈ N0,
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(a) (b)
Figure 4.6: (a), (b) The evolution of the radii rˆp0 and rˆp1 of the enclosures around
the zeroth and first Fourier-coefficient, respectively, on a semi-logarithmic scale for
β0 ∈ {−1, 0}.
for a time step of length L. To emphasize the dependence of λk on β0 we shall
frequently write λk = λk (β0).
Initial data The semi-flow on `1ν induced by (4.3) is generated by
dak
dt
=
(
k2
(
2− k2)+ r − 1) ak + (a ∗ a)k − (a ∗ a ∗ a)k , k ∈ N0. (4.60)
Observe that the origin is an equilibrium and that there exist two other trivial
equilibrium states u ≡ a0 = 12
(
1±√4r − 3) if r > 34 . If r ∈ (0, 1), then the
origin is a saddle with an one dimensional unstable manifold and T0Wu(0) =
span
([
0 1 0∞
]T)
.
Throughout this section we set r = 45 and consider a (fixed) initial condition
close to a point on Wu(0). The reason for choosing such an initial condition is to
make the existence of a connecting orbit from the origin to another equilibrium
plausible. For this purpose, we set p :=
[
0 0.1 0∞
]T
. In numerical experiments
we observed that the associated orbit converged to a nontrivial equilibrium state,
see Figure 4.2. A future research project would be to make this assertion rigorous
and to prove the existence of a connecting orbit by combining the method in this
paper with the techniques developed in [63].
Variation of β0 Recall that the parameter β0 was introduced to “redistribute”
the linear term u amongst the differential operator L and the nonlinearity g, see
Section 4.3. In particular, there are two “special’ cases: β0 = r − 1 = − 15 and
β0 = 0. The choice β0 = r − 1 corresponds to the case in which the linear term u
is completely incorporated into L. The other extreme, β0 = 0, corresponds to the
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case in which the linear term u is completely incorporated into g. The remaining
cases, β0 ∈ R \ {r − 1, 0}, correspond to a situation in which the linear term u is
distributed amongst L and g.
We have varied β0 in order to investigate the effect of the sign of λ0 and λ1 on
the performance. To give a more precise explanation, first note that λ0 = β0 and
λ1 = β0 + 1. Therefore, for any choice of β0 ∈ R, exactly one of the following three
cases holds:
• λ0, λ1 > 0,
• λ0 ≤ 0, λ1 > 0,
• λ0 < 0, λ1 ≤ 0.
In particular, all three cases occur when β0 is varied in (−∞, 1]. Furthermore,
λk < 0 for k ∈ N≥2 and β0 ∈ (−∞, 1]. Based on these observations we decided
to vary β0 ∈ ∆ :=
{
−2 + j
5
: 0 ≤ j ≤ 15
}
, since this covers the above three cases
(including the “special” ones) and provided a sufficiently detailed picture of the
qualitatively different behavior of the method.
Results For each β0 ∈ ∆ we tried to validate the initial value problem in (4.3)
for τ = τmax = 10 time units by using 2000 time steps of length L = 0.005.
The choice for τmax was motivated by the observation that the corresponding
orbit seemed to have converged to a nontrivial equilibrium state, see Figure 4.2.
The results are shown in Figure 4.7. The results show that the performance of
the method significantly improved when β0 was decreased. More precisely, the
parameter values β0 ∈ [−2,−0.2] yielded the “best” results in terms of accuracy
and maximal integration time. The optimal choice was β0 = −1.8, i.e., for this
parameter value the C0-error was minimal and τ = τmax. Note that in this case
λ0, λ1 < 0.
We claim that enforcing λ0 and λ1 to be negative (by decreasing β0) is beneficial
and is the reason why the results improved when β0 was decreased. To understand
why, first observe that a crucial factor that determines the accuracy of the method,
and in turn the maximal number of successful integration steps, is the size of the
enclosure around the endpoint of the orbit at each integration step. For instance,
for β0 ∈ [0, 1], the sizes of the enclosures around the endpoints were increasing too
fast. This caused the bounds for the residuals (YmN and Y∞) to increase at a fast
rate as well and ultimately resulted in a premature breakdown of the validation
process.
To explain in more detail how the size of the enclosures grow, let rˆpk denote
the radius of the enclosure around the endpoint of the k-th Fourier coefficient for
0 ≤ k ≤ N − 1 (see Lemma 4.8.9). The sizes of these enclosures are the bottleneck
for performing long time integration. Indeed, it follows from Lemma 4.8.10 that
the bound for the tail of the endpoint can be controlled whenever N is sufficiently
large. However, the only “control” we have over the enclosures for the lower order
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(a) (b)
Figure 4.7: Results for the validated integration of (4.3) by using a maximum of
2000 time steps (with identical parameters) of length L = 0.005: (a) The final
integration time τ as function of β0 ∈ ∆. (b) A rigorous error bound for the
C0-error between the exact and approximate solution u∗ and uˆ, respectively, on
[0, τ (β0)]× [0, pi] on a semi-logarithmic scale for β0 ∈ ∆.
Fourier coefficients are the integration time and the factors eλk , see (4.52), (4.53)
and (4.54). In particular, these formulae show that enforcing λk to be negative for
all 0 ≤ k ≤ N−1 could potentially aid in “controlling” the rate at which rˆpk grows.
Furthermore, note that if λk > 0, then rˆpk will always grow at each integration step
due to the term e2λkpk and wrapping, see (4.52). These observations substantiate
the claim that enforcing λ0, λ1 < 0 could potentially improve the performance of
the method. We have provided numerical evidence for this claim by depicting the
evolution of the radii rˆp0 and rˆp1 in Figure 4.8 for the following three cases:
(i) The optimal case β0 = −1.8 in which λ0, λ1 < 0.
(ii) The case β0 = −0.6 in which λ0 < 0, λ1 > 0. This is the parameter value at
which the accuracy of the method starts to deteriorate, see Figure 4.7b.
(iii) The “worst” case β0 = 1 in which λ0, λ1 > 0.
The results in Figure 4.8 show that (on average) the rates at which rˆp0 and
rˆp1 grew decreased as β0 decreased. In the first case, rˆp0 and rˆp1 even started
to decrease (eventually), which was made possible by having λ0, λ1 < 0 and was
related to the fact that the orbit converged to a nontrivial equilibrium state. In
the second case, the rate at which rˆp0 grew was initially decreasing, but started
to increase again at the end. The reason for this was that rˆp1 increased at a
relatively large rate throughout the whole integration procedure, which in turn
was caused by λ1 being positive. In particular, there was a critical integration step
where rˆp1 became significantly larger than rˆp0 , thereby becoming the bottleneck of
the method, which caused rˆp0 to suddenly increase again at a relatively fast rate
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(a) (b)
Figure 4.8: The evolution of the radii rˆp0 and rˆp1 of the enclosures around the
zeroth and first Fourier-coefficient, respectively, on a semi-logarithmic scale for
three qualitatively different choices of β0.
(this is the reason for the steep and sudden increase at approximately the 1900th
integration step in Figure 4.8a). Finally, in the last case, we observe that both rˆp0
and rˆp1 increased at a relatively fast rate due to the fact that λ0, λ1 > 0, which
ultimately resulted in a premature breakdown of the validation process.
Based on the above observations it is tempting to choose β0 < 0 extremely
negative so that eλk ≈ 0 for all k ∈ N0. This would certainly improve the bound
Z˜1mN and the size of the enclosures, provided the integration time L is not too
small. However, the bounds associated to the interpolation and quadrature errors
would deteriorate if β0 is decreased too much. Indeed, if |β0| is too large, then
(roughly speaking) all the terms in Y∞N which involve |λk| would deteriorate,
see Proposition 4.5.1. The same holds for the quadrature errors in Lemma 4.7.3.
Moreover, the contribution of the linear term in c (a) would be relatively large as
well, see (4.19). In turn, this would cause an increase in maxs∈[−1,1] ‖Dck (aˆ(s))‖∗ν
and hence deterioration of the bound Z1∞N (see Lemma 4.6.4).
Finally, we end this section with a suggestion for a future research project
for improving the performance of the method near an equilibrium. Recall that
in Section 4.9.1 we were able to enhance the performance of the method near
an equilibrium state by choosing β0 in such a way that Dc(aˆ) was effectively
eliminated. This was possible because the equilibrium state was homogenous. In
the case of a non-homogenous equilibrium state, such as the one encountered in
this section, we cannot completely eliminate Dc (aˆ). Nevertheless, one can still try
to minimize the effect of this term by only “eliminating” it from the finite part.
More precisely, instead of using one uniform shift to modify all the eigenvalues
of L, one could use a finite number of shifts, which may vary per component,
to replace a finite number of eigenvalues, see Remark 4.3.2. Then, in the case
that ΠNDc (aˆ) ΠN is diagonal, we would simply shift the eigenvalues in such a
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way that all the terms on the diagonal are eliminated. In the general case, we
would first need to diagonalize ΠNDc (aˆ) ΠN by using an appropriate coordinate
transformation in the finite part.
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Summary
In this dissertation we develop generally applicable validated numerical methods
for the computation of invariant objects in differential equations. This includes the
validated computation of periodic orbits, (un)stable manifolds and connecting or-
bits in nonlinear ODEs, as well as the validation of solutions of parabolic semilinear
PDEs. The techniques developed in this dissertation are all based on Chebyshev
approximations, which constitute a non-periodic analog of Fourier cosine approx-
imations, and parameterized Newton-Kantorovich methods. A brief introduction
into the field of validated numerical methods and a general outline of the main
ideas used in this dissertation are given in Chapter 1.
In Chapter 2 we present a rigorous numerical method for validating analytic
solutions of nonlinear ODEs by using Chebyshev series and domain decomposition.
The idea is to define a Newton-like map, whose fixed points correspond to solu-
tions of the ODE, on the space of geometrically decaying Chebyshev coefficients,
and to use the so-called radii-polynomial approach to prove that the map has an
isolated fixed point in a small neighborhood of a numerical approximation. The
novelty of the proposed method is the use of Chebyshev series in combination with
domain decomposition. In particular, a heuristic procedure based on the theory of
Chebyshev approximations for analytic functions is presented to construct efficient
grids for validating solutions of boundary value problems.
In Chapter 3 we present a computer-assisted procedure for proving the ex-
istence of transverse heteroclinic orbits connecting hyperbolic equilibria of poly-
nomial vectorfields. The idea is to compute high-order Taylor approximations of
local charts on the (un)stable manifolds by using the parameterization method
and to use Chebyshev series to parameterize the orbit in between. The existence
of a heteroclinic orbit can then be established by setting up an appropriate fixed-
point problem amenable to computer-assisted analysis. The novelty of the pro-
posed method is that the (un)stable manifolds and connecting orbit in between
are validated simultaneously.
Finally, in Chapter 4 we present a computer-assisted procedure for validating
solutions of (scalar) semilinear parabolic PDEs, which can be extended period-
ically in space. The main idea is to recast the problem into an equivalent zero
finding problem on a space of time dependent Fourier coefficients with geometric
decay by using the variation of constants formula. We construct a finite dimen-
sional reduction of the zero finding problem by approximating the dynamics of
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a finite number of Fourier coefficients with the aid of Chebyshev interpolation in
time. Numerical simulation and analysis on paper are then combined to set up an
equivalent fixed point problem by constructing a Newton-like map. Finally, a finite
number of inequalities are derived, which (if satisfied) prove that the Newton-like
map is a contraction in a small neighborhood of the numerical approximation.
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