We study a system of infinitely many Riccati equations that arise from a cumulant control problem, which is a generalization of regulator problems, risk-sensitive controls, minimal cost variance controls, and k-cumulant controls. We obtain estimates for the existence intervals of solutions of the system. In particular, new existence conditions are derived for solutions on the horizon of the cumulant control problem.
Introduction
Consider a linear control system and a quadratic cost function: where A t ∈ R n×n , B t ∈ R n×m , Q t ∈ S n , and R t ∈ S m are continuous matrix functions for t ∈ t 0 , t f , Q f ∈ S n S n is the set of n × n symmetric matrices. , x t ∈ R n is the state with known initial state x 0 , u t ∈ R m the control, and w t ∈ R p a standard Wiener process. Because x is completely determined by the first equation in 1.1 in terms of u, the cost function J is only a function of u. The cumulant control problem, considered in 1 , is to find a control u that minimizes the combined cumulant κ defined in 1.3 . This problem leads to the following system of infinitely many equations of Riccati type:
where d/dt denotes the derivative to t, A t ∈ R n×n , B t ∈ R n×m , Q t ∈ S n , R t ∈ S m are as in 1.1 , and W t G t G T t ∈ S n . K t ∈ R m×n and H i t ∈ S n are the unknown matrix functions, which are required to be continuously differentiable for t ∈ t 0 , t f . For convenience, the time variable t is often suppressed. System 1.4 will be combined with the following equation
If k ≥ 1 is a given integer and
In particular, if k 1, then κ μ 1 E{J u } and the cumulant problem is the classical regulator problem that minimizes E J . If k 2, then the cumulant problem is the minimal cost variance control considered in 4, 5 . Interested readers are referred to 1-6 for the investigations, generalizations, and applications of cumulant controls.
Another important cumulant control occurs when μ i θ i−1 for i ≥ 1. In this case, κ 1/θ ln E e θJ is precisely the cumulant generating function, and the cumulant problem is the risk-sensitive control; see, for example, 7 . In this case, 1.4 and 1.5 lead an equation for the matrix function P θ; t
International Journal of Differential Equations By the local existence theory of differential equations, the solutions K and {H i } ∞ i 1 of 1.4 and 1.5 exist on a maximal subinterval s, t f ⊂ t 0 , t f . Our interest is to give an estimate for this interval. In particular, we will obtain conditions that guarantee s t 0 . The idea of our approach is to show that the trace tr H of
satisfies a scalar differential inequality:
International Journal of Differential Equations where z f tr Q f . Consequently, the existence interval of 1.12 gives an estimate for that of system 1.4 and 1.5 ; see Theorems 2.4 and 3.5 below. By a similar argument, we prove that the cumulant problem is well posed under appropriate conditions; see Theorems 2.3 and 3.4 below. In 9 the norm of a solution of a coupled matrix Riccati equation was shown to satisfy a differential inequality similar to 1.11 . Consequently, specific sufficient conditions were derived for the existence of solutions of the Riccati equation in 9 . Estimates for maximal existence interval of a classical Riccati equation had been obtained in 10 in terms of upper and lower solutions. For the coupled Riccati equation associated with the minimal cost variance control, some implicit sufficient conditions had been given in 11 for the existence of a solution. In this paper, we use the trace tr H to bound the solution of system 1.4 and 1.5 , which generally leads to a better estimate for the existence interval.
Comparison Results for Traces
We start with an assumption and some preparations. In this paper we assume that Q f , Q t ≥ 0 positive semidefinite for t ∈ t 0 , t f ; R t > 0 positive definite for t ∈ t 0 , t f .
2.1
For the sequence μ {μ i } ∞ i 1 in 1.3 , we will assume that
Note that the assumption μ 1 1 is not essential. The assumption that μ i ≥ 0 for i ≥ 1 and Proposition 2.1 below imply that the matrix H in 1.4 is a positive semidefinite series. The requirement that ρ μ < ∞ imposes some growth condition for the sequence μ; see the proofs of Theorems 2.3 and 2.4.
Also note that if θ ρ μ < ∞, then μ i ≤ θμ i−1 and μ i ≤ θ i−1 for all i ≥ 1. Theorem 3.4 below shows that the cumulant control problem is well posed for any sequence μ with a small ρ μ . Some examples of ρ μ are as follows:
We need the following properties of {H i } ∞ i 1 . 
Since A, B ≥ 0, we have λ n A 2 λ n A 2 and λ n B 2 λ n B 2 . Therefore, λ n AB ≤ λ n A λ n B . For 2.8 , using notations in the proof of b , we first get
Then 2.8 follows from the inequalities
2.13
Now we estimate the existence intervals of solutions of 1.4 and 1.5 . First, let K be given and {H i } ∞ i 1 be the solution of system 1.4 . We have the following result, which will be used in the proof of Theorem 3.5 Theorem 2.3. Suppose ρ μ < ∞ and K in 1.4 is given. Let a 1 , b 1 , and c 1 be functions on t 0 , t f satisfying 
2.20
Substituting 2.19 and 2.20 into 2.18 and using the definition of c 1 in 2.14 we get 
