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Abstract
Natural thermostatted systems are mechanical systems whose Lagrangian is the difference of
a kinetic and a potential energy, subjected to the nonholonomic constraint of a constant
kinetic energy. When any two points of the conﬁguration space are joined by a thermostatted
motion, we say that the system is dynamically convex. A thermostatted charged particle on the
plane with a constant electric ﬁeld is not a dynamically convex system. We prove a general
sufficient condition for dynamic convexity, from which whole classes of examples are easily
constructed.
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1. Introduction
Lagrangian systems with constraints on the velocities, called nonholonomic, are
more and more studied both for the theory and the applications, see [2,6,8,9], and the
references therein.
The lack of a true variational principle for nonholonomic systems is so unpleasant
that a new model was introduced: vakonomic mechanics. However, inspite of the
rich mathematics, there do not seem to exist examples for that theory in the strict
framework of analytical mechanics of constrained systems, as discussed in [13].
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So, I guess we should accept the fact that some physical theories may fail to be
variational, like nonholonomic constrained mechanics. This conclusion holds for the
general theory, even for constraints linear in the velocities. However, some
nonholonomic constraints may have variational character. A noteworthy class is
given by the Gaussian isokinetic thermostat as proved by Dettmann and Morriss [4].
The present paper considers natural Lagrangian functions, namely the difference
between a general kinetic energy (quadratic in the velocities) and a potential one. We
ﬁrst write equations, without Lagrangian multipliers, for the systems deﬁned by
natural Lagrangian functions and by the nonholonomic constraint of a constant
kinetic energy, so called natural thermostatted systems. This is done in a way already
shown in [13] for general nonlinear nonholonomic constraints, and used in the clear
[3] to study the instability of equilibria. Then we extend to natural thermostatted
systems the geodesic dynamics found by Dettmann and Morriss [4] in the
noteworthy case of Euclidean kinetic energy.
Our main aim is to study the dynamic convexity of the thermostatted systems. We
say that a thermostatted system is dynamically convex if, for any given pair of points
in the conﬁguration space, there exists a thermostatted motion which joins them.
This is not true for a thermostatted charged particle on the plane with a constant
electric ﬁeld which is part of the known model of electric conduction called Lorentz
gas (see [4]). We revisit this example using a complex variable technique which gives
the thermostatted motions in a straightforward way.
If we remove from that system the potential energy, and also the nonholonomic
constraint (which plays no role without potential energy), we get a free particle which
is dynamically convex unlike the thermostatted particle above. Of course, both
dynamics keep a constant value of the kinetic energy.
The contrary situation may also happen: Example 3.2 shows a thermostatted
system which is dynamically convex while the unconstrained dynamical system with
the same kinetic energy and no potential is not.
We give three sufﬁcient conditions for dynamic convexity. The ﬁrst one,
Proposition 3.1, introduces some of the ideas. As a consequence we can deal with
Example 3.2.
The second statement, Theorem 3.3, is the bulk of the paper and gives a sufﬁcient
condition of dynamic convexity on open connected subsets of Rn; by means of
certain auxiliary functions. As a corollary we can get also the previous simpler
Proposition 3.1 which we prefer to anticipate to introduce the ideas gently. Theorem
3.3 seems a general tool to deal with dynamic convexity of thermostatted systems.
For instance, we get the example, in formula (3.16), with trivial kinetic energy and
with the potential energy UðxÞ ¼ 1
2
logð1þ jxj2Þ þ f ðxÞ; xARn; where f is an
arbitrary bounded from above smooth function. These functions give dynamically
convex thermostatted systems.
Section 4 shows that all the content of the paper ﬁnds its most general setting on
Riemannian manifolds. We consider the equations for the dynamics of thermo-
statted systems in this general framework and state and prove our most general
result: Theorem 4.1. The proof needs only small modiﬁcations and few easy
arguments added to the previous demonstration of Theorem 3.3, nothing essentially
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new. Of course the results of Section 4 are more general and satisfactory than the
ones in the previous section. We refrained from writing all the paper within
Riemannian geometry in order to try to keep the attention of the reader not
acquainted with differential geometry. That is why we also provided a new (simpler
than the original) proof for Gordon’s result [5] which is inserted in the proof of
Theorem 3.3 to have a self-contained paper.
Finally, let us mention that thermostats, in a wide sense, constitute a rich open
ﬁeld of research, see [1,10,12]. The interesting Wojtkowski [12], was the ﬁrst to
introduce thermostats in a general Riemann manifold (see [12, Eq. (1.7) with
W ¼ 0]).
2. Geodesic dynamics for general thermostats
First, let us introduce notations. When dealing with differentials of functions of
two vector variables, x will be the ﬁrst vector variable and y the second, while @ will
be the symbol for differential, and the linear arguments will be enclosed in square
brackets. The same symbol will be also used for the gradient vector (since we keep r
and ‘‘grad’’ for a later use in Section 4). The dot in u  v stands for the standard scalar
product of vectors in Rn:
Let us start with an open set OCRn  Rn and suppose we have two real-valued
functions Lðx; yÞ; the Lagrangian, and bðx; yÞ; a scalar constraint, of class C2 on O:
If I is an open interval in R and q : I-Rn is a C2 function, we follow d’Alembert–
Lagrange principle (see the notion of perfect constraint in [9, p. 299]), and we say
that q is a nonholonomic motion for the nonholonomic system deﬁned by L and b if
there exists l : I-R; the ‘‘multiplier’’, such that for all tAI
ðqðtÞ; ’qðtÞÞAO;
bðqðtÞ; ’qðtÞÞ ¼ 0;
d
dt
@yLðqðtÞ; ’qðtÞÞ 	 @xLðqðtÞ; ’qðtÞÞ ¼ lðtÞ@ybðqðtÞ; ’qðtÞÞ:
8>><
>>:
ð2:1Þ
In particular, we are interested in the natural Lagrangian functions L
Lðx; yÞ ¼ Kðx; yÞ 	 UðxÞ; Kðx; yÞ ¼ 1
2
y  AðxÞy; ð2:2Þ
where xAD open set of Rn (the conﬁguration space) and yARn; the n  n matrix AðxÞ
is symmetric and positive deﬁnite at each point xAD; the function K is called the
kinetic energy, and U the potential energy. If one asks the mechanical system to keep
a constant kinetic energy, then one has a natural thermostatted system, or brieﬂy a
(natural) thermostat. By means of a linear change of the time variable we can always
normalize to 1=2 the constant value of the kinetic energy. So the dynamics of a
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natural thermostat satisﬁes qðtÞAD and the following system (we skip the
dependence on t)
’q  AðqÞ ’q ¼ 1;
AðqÞðq¨ þ GðqÞ½ ’q; ’qÞ þ @UðqÞ ¼ lAðqÞ ’q;
(
ð2:3Þ
where @UðxÞ is here the gradient vector (so @UðxÞ  y ¼ @UðxÞ½y), while GðxÞ :Rn 
Rn-Rn; ðy; zÞ/GðxÞ½y; z; is the bilinear symmetric map (named after Christoffel in
the classical books) given by
u  AðxÞGðxÞ½y; z ¼ 1
2
ð@xðu  AðxÞyÞ½z þ @xðu  AðxÞzÞ½y 	 @xðz  AðxÞyÞ½uÞ: ð2:4Þ
Let us replace the constraint equation Kðq; ’qÞ ¼ 1=2 by its time derivative
’q  AðqÞq¨ þ @xKðq; ’qÞ½ ’q ¼ 0 ð2:5Þ
or equivalently
’q  AðqÞðq¨ þ GðqÞ½ ’q; ’qÞ ¼ 0: ð2:6Þ
In this way system (2.3) implies a new system that can be put in Cauchy normal form
with respect to ðq¨; lÞ
l ¼ @UðqÞ½ ’q
’q  AðqÞ ’q;
q¨ ¼ 	GðqÞ½ ’q; ’q 	 AðqÞ	1@UðqÞ þ @UðqÞ½ ’q
’q  AðqÞ ’q ’q:
8><
>: ð2:7Þ
This system has the kinetic energy as ﬁrst integral so, if we just consider the solutions
with ’q  AðqÞ ’q ¼ 1 we then have precisely the set of all solutions of (2.3). Moreover,
the last equation separates, namely does not depend on l; so we can get rid of the
multiplier l: So we have arrived at the following Cauchy problems which give all
motions of the natural system with thermostat
ðqð0Þ; ’qð0ÞÞ ¼ ðq0; ’q0ÞAfðx; yÞAD  Rn: y  AðxÞy ¼ 1g;
q¨ ¼ 	GðqÞ½ ’q; ’q 	 AðqÞ	1@UðqÞ þ @UðqÞ½ ’q
’q  AðqÞ ’q ’q:
8><
>: ð2:8Þ
This Cauchy problem has a unique solution being associated to a C1 vector ﬁeld
(remind that A; U are of class C2 so G; @U are C1) which is the unique solution to the
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slightly simpler system
ðqð0Þ; ’qð0ÞÞ ¼ ðq0; ’q0ÞAfðx; yÞAD  Rn: y  AðxÞy ¼ 1g;
q¨ ¼ 	GðqÞ½ ’q; ’q 	 AðqÞ	1 @UðqÞ þ ð@UðqÞ½ ’qÞ ’q:
(
ð2:9Þ
So we have the following statement:
Proposition 2.1. Let DDRn be open and let the C2 Lagrangian function L : D 
Rn-R; ðx; yÞ/1
2
y  AðxÞy 	 UðxÞ and the nonholonomic constraint y  AðxÞy ¼ 1
define a natural thermostatted system. The Cauchy problems (2.9) give all
thermostatted motions. More precisely, if q solves (2.9), then the pair ðq; lÞ; with l
as in (2.7), is a solution of (2.3), vice-versa, if the pair ðq; lÞ is a solution of (2.3), then q
satisfies the differential equation in (2.9).
Incidentally, the thermostatted dynamics is not conservative, namely the total
energy Kðq; ’qÞ þ UðqÞ is not a ﬁrst integral unless U is trivial. Moreover, it is a
reversible dynamics, that is qð	tÞ is a motion as well as qðtÞ: A general theory on
energy conservation and time-reversibility for nonlinear nonholonomic constraints is
shown in [6].
Remark 2.2. For n ¼ 1 the differential equation in (2.8) becomes q¨ ¼ 	GðqÞ½ ’q; ’q; so
we get the thermostatted dynamics by just ignoring the potential energy. The ﬁrst
integral AðqÞ ’q2 ¼ 1 (where now AðqÞAR) implies that q is strictly monotone and we
always get dynamic convexity on an open interval DDR: Example 2.4 will show that
for n41 the problem of dynamic convexity is nontrivial.
Now, let us consider the solution to (2.9) and the change of time variable t ¼ TðtÞ
given by
TðtÞ ¼
Z t
0
e	UðqðsÞÞ ds: ð2:10Þ
We denote by q the composed function q3T	1 and by q0 its derivative at t; while ’q
stands for the derivative of q calculated at T	1ðtÞ; so
q0 ¼ ’qeUðqÞ; q00 ¼ .qe2UðqÞ þ ’qe2UðqÞ@UðqÞ½ ’q: ð2:11Þ
By the last equation in (2.9) we then have
e	2UðqÞAðqÞq00 ¼ 	AðqÞGðqÞ½ ’q; ’q 	 @UðqÞ þ 2AðqÞ ’q@UðqÞ½ ’q: ð2:12Þ
Let us introduce the following new matrix ﬁeld on D
GðxÞ :¼ e	2UðxÞAðxÞ; ð2:13Þ
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and Eq. (2.12) becomes
GðqÞq00 þ GðqÞGðqÞ½q0; q0 	 2@UðqÞ½q0GðqÞq0 ¼ 	@UðqÞ: ð2:14Þ
We easily check that the equation for the geodesics of G (a Jacobi-like metric, see
[11]), that is
d
dt
@yKðq; q0Þ 	 @xKðq; q0Þ ¼ 0; Kðx; yÞ ¼ 12 y  GðxÞy; ð2:15Þ
can be written as
GðqÞq00 þ GðqÞGðqÞ½q0; q0 	 2 @UðqÞ½q0GðqÞq0 ¼ 	ðq0  GðqÞq0Þ@UðqÞ; ð2:16Þ
(remind that G is always as in (2.4)) which differs from (2.14) for the right-hand side
only. The last equation has q0  GðqÞq0 as ﬁrst integral. If we just consider the
solutions in the level 1 of this function we have solutions also to (2.14) since, in that
case, the right-hand side of (2.16) is simply 	@UðqÞ:
Proposition 2.3. Let DDRn be open and let the C2 Lagrangian function L : D 
Rn-R; ðx; yÞ/1
2
y  AðxÞy 	 UðxÞ and the nonholonomic constraint y  AðxÞy ¼ 1
define a natural thermostatted system. Then each solution q to (2.9) (each
thermostatted motion) coincides with a geodesic q of (2.13), that is a solution of
(2.15), on the level 1 of the first integral q0  GðqÞq0; up to the change of time variable
t ¼ TðtÞ given by (2.10).
Example 2.4. The Lagrangian function is Lðx; yÞ ¼ 1
2
ðy21 þ y22Þ 	 ex1; with e40; and
the nonholonomic constraint is y21 þ y22 ¼ 1: This thermostatted system is physically
interesting since it is part of a model for electrical conduction called the Lorentz gas
(which also includes elastic collisions with scatterers which are not of our concern),
see [4,10]. System (2.9) becomes
ðqð0Þ; ’qð0ÞÞ ¼ ðq0; ’q0ÞAfðx; yÞAR2  R2: y  y ¼ 1g;
q¨1 ¼ 	eþ e ’q21; q¨2 ¼ e ’q1 ’q2:
(
ð2:17Þ
Equivalently
ðqð0Þ; ’qð0ÞÞ ¼ ðq0; ’q0ÞAfðx; yÞAR2  R2: y  y ¼ 1g;
q¨1 ¼ e
2
ð	1þ ’q21 	 ’q22Þ; q¨2 ¼ e ’q1 ’q2:
8<
: ð2:18Þ
By introducing the complex valued function zðtÞ ¼ eðq1ðtÞ þ iq2ðtÞÞ; the previous
system becomes
ðzð0Þ; ’zð0ÞÞ ¼ ðz0; ’z0ÞAC S1;
z¨ ¼ 1
2
ð	1þ ’z2Þ:
(
ð2:19Þ
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Remark that, by deﬁning u ¼ ’z; the last equation is ’u ¼ ð	1þ u2Þ=2 which has the
unit circle S1 as invariant set. The solution of (2.19) can be written by means of the
principal logarithmic function
zðtÞ ¼ z0 þ t þ log 4ð1þ etð1	 ’z0Þ þ ’z0Þ2
: ð2:20Þ
This shows that the imaginary part of zðtÞ 	 z0 belongs to  	 p; p½: Returning back
to q; the conclusion is that from the initial point ðx1; x2Þ we can only reach points in
the strip Rx2 	 p=e; x2 þ p=e½ (Fig. 1).
Another way to look at this result is by considering the geodesics of (2.13) which in
the actual case becomes
Gðx1; x2Þ :¼ e	2ex1I ; ð2:21Þ
where I is the identity 2 2 matrix. Consider the function
f :R2-R2; ðx1; x2Þ/e	ex1ðcosð	ex2Þ; sinð	ex2ÞÞ ð2:22Þ
then we can check that e2Gðx1; x2Þ ¼ f 0ðx1; x2ÞT f 0ðx1; x2Þ the product of the
transpose Jacobian matrix and the Jacobian matrix of f : So for any geodesic qðtÞ
(see (2.15)) we have that f ðqðtÞÞ is an afﬁne function. Equivalently, the complex
valued map e	zðtÞ is an afﬁne function of the real variable t if zðtÞ ¼ eqðtÞ; and we
reach the aforementioned conclusions at once.
So we have just seen that the thermostatted system is not dynamically convex. On
the contrary, the dynamical system deﬁned by Lðx1; x2; y1; y2Þ ¼ 12 ðy21 þ y22Þ; without
nonholonomic constraints, which has y21 þ y22 as ﬁrst integral, is dynamically convex
x1
x2
Fig. 1. Thermostatted particle under constant electric ﬁeld.
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and this is of course true even if we just consider the solutions with y21 þ y22 ¼ 1 which
holds for the thermostatted system too.
3. Dynamic convexity on Euclidean n-space
We are going to see a sufﬁcient condition for the dynamic convexity of a
thermostat which involves the usual operator norm jjAðxÞ	1jj ¼
supfjAðxÞ	1 uj: juj ¼ 1g:
Proposition 3.1. Let the C2 Lagrangian function L :Rn  Rn-R; ðx; yÞ/1
2
y 
AðxÞy 	 UðxÞ; and the nonholonomic constraint y  AðxÞy ¼ 1 define a natural
thermostatted system, moreover let
supfe2UðxÞjjAðxÞ	1jj: xARngoþN: ð3:1Þ
Then, for any choice of two points xˆ; x˜ARn; there exists a thermostatted motion
q : I-Rn which joins them, that is such that xˆ; x˜AqðIÞ:
Proof. Let us denote by a the supremum in (3.1). Consider a geodesic of the metric
(2.13), namely a solution J-Rn; t/qðtÞ of (2.15), where J is the maximal interval
of existence. By the ﬁrst integral of energyK; there exists E40 such that for every
tAJ
2E
jq0ðtÞj2 ¼
q0ðtÞ
jq0ðtÞj  GðqðtÞÞ
q0ðtÞ
jq0ðtÞjXmðqðtÞÞ ð3:2Þ
where mðxÞ is smallest eigenvalue of GðxÞ: So
jq0ðtÞj2p 2E
mðqðtÞÞp2EjjGðqðtÞÞ
	1jj ¼ 2Ee2UðqðtÞÞjjAðqðtÞÞ	1jjp2Ea: ð3:3Þ
Standard arguments in ordinary differential equations then permit us to reach the
conclusion that the maximal interval of existence J is actually the whole R: Since all
geodesics are deﬁned on the whole real line, then we can invoke Hopf–Rinow’s
theorem (see for instance [7]) to state the existence of one of them which joins
xˆ; x˜ARn: Now an afﬁne change of time gives a geodesic qðtÞ which keeps joining xˆ; x˜;
is deﬁned at t ¼ 0; and is such that q0  GðqÞq0 ¼ 1: As we saw in the lines after (2.16),
this is also a solution to (2.14). The change of variable whose inverse is
T	1ðtÞ ¼
Z t
0
eUðqðxÞÞ dx; ð3:4Þ
gives thermostatted motion q : I-Rn; t/qðTðtÞÞ which joins xˆ; x˜ARn; that is
which satisﬁes xˆ; x˜AqðIÞ: &
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In the previous proof, we have showed that the geodesics of G are deﬁned on the
whole R: Of course, this does not mean that the thermostatted motions are globally
deﬁned too (as one may see on examples with n ¼ 1).
Example 3.2. By Proposition 3.1, the following modiﬁcation of the Example 2.4
yields dynamically convex thermostats:
Lðx; yÞ ¼ Kðx; yÞ 	 ex1 	 f ðxÞ; Kðx; yÞ ¼ 12 e2ex1ðy21 þ y22Þ; x; yAR2; ð3:5Þ
where f :R2-R; is an arbitrary bounded from above smooth function, and the
nonholonomic constraint is e2ex1ðy21 þ y22Þ ¼ 1:
Let us see that the unconstrained dynamical system with the same kinetic energy
and no potential is not dynamically convex. The motion is ruled by
d
dt
@yKðq; ’qÞ 	 @xKðq; ’qÞ ¼ 0; ð3:6Þ
namely
e2eq1ðq¨1 þ e ’q21 	 e ’q22Þ ¼ 0; e2eq1ðq¨2 þ 2e ’q1 ’q2Þ ¼ 0: ð3:7Þ
By introducing the complex valued function zðtÞ ¼ eðq1ðtÞ þ iq2ðtÞÞ; the previous
system becomes
z¨ þ ’z2 ¼ 0: ð3:8Þ
The solution with zð0Þ ¼ z0; and ’zð0Þ ¼ ’z0; is
zðtÞ ¼ z0 þ logð1þ t’z0Þ: ð3:9Þ
This shows that the imaginary part of zðtÞ 	 z0 belongs to  	 p; p½: Returning back
to q; the conclusion is that from the initial point ðx1; x2Þ we can only reach points in
the strip Rx2 	 p=e; x2 þ p=e½:
We are going to see another sufﬁcient condition of dynamic convexity. This
condition involves an auxiliary function k : D-R which is proper, namely it is a
continuous function, and the inverse images of compact sets are compact. In the
particular case of D ¼ Rn this last condition is equivalent to coercitivity, that is
kðxÞ-þN as x-N: In the following statement, the symbol @kðxÞ is used for the
gradient vector.
Theorem 3.3. Let DDRn be open and connected, and let the C2 Lagrangian function
L : D  Rn-R; ðx; yÞ/1
2
y  AðxÞy 	 UðxÞ; and the nonholonomic constraint y 
AðxÞy ¼ 1 define a natural thermostatted system. If there exists a proper function
k : D-R; of class C1 and such that
supfe2UðxÞ@kðxÞ  AðxÞ	1@kðxÞ: xADgoþN; ð3:10Þ
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then, for any choice of two points xˆ; x˜AD; there exists a thermostatted motion
q : I-Rn which joins them, that is such that xˆ; x˜AqðIÞ:
Proof. Let us denote by a the supremum in (3.10) which is a positive number.
Consider a solution ½0; b½-Rn; t/qðtÞ of (2.15), with 0oboþN: By the ﬁrst
integral of energy K; there exists E40 such that 2E ¼ q0ðtÞ  GðqðtÞÞq0ðtÞ for all
tA½0; b½: We have
d
dt
kðqðtÞÞ

 ¼ j@kðqðtÞÞ½q0ðtÞj ¼ jq0ðtÞ  GðqðtÞÞðGðqðtÞÞ	1@kðqðtÞÞÞj
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q0  GðqðtÞÞq0
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðG	1@kÞ  GðqðtÞÞðG	1@kÞ
q
¼
ﬃﬃﬃﬃﬃﬃ
2E
p ﬃﬃﬃ
a
p
; ð3:11Þ
where we have used the Schwarz inequality applied to the scalar product deﬁned by
G (that is u  Gv). Therefore, for all tA½0; b½
jkðqðtÞÞjpjkðqð0ÞÞj þ b
ﬃﬃﬃﬃﬃﬃ
2E
p ﬃﬃﬃ
a
p ¼: c: ð3:12Þ
Now, since the function k is proper, then the inverse image of the compact interval
½	c; c is a compact subset of D which contains the geodesic. By this fact, and by the
integral of energy, we have that ðqðtÞ; q0ðtÞÞ is trapped into a compact subset of
D  Rn: Indeed, let m be the minimum value of the smallest eigenvalue mðxÞ of GðxÞ
on the compact set k	1ð½	c; cÞ; then
2E
jq0ðtÞj2 ¼
q0ðtÞ
jq0ðtÞj  GðqðtÞÞ
q0ðtÞ
jq0ðtÞjXmðqðtÞÞXm40 ð3:13Þ
and jq0ðtÞjp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2E=mp : Therefore the geodesic is extendible in the future by standard
arguments of ODEs. This shows that all maximal geodesics are deﬁned on the whole
R and the result follows from Hopf–Rinow’s theorem as in the proof of Proposition
3.1. &
As a noteworthy example let us mention the proper function
k :Rn-R; x/1
2
logð1þ jxj2Þ: ð3:14Þ
By using k as an auxiliary function (on the whole Rn), we get the following particular
case of condition (3.10)
sup e2UðxÞ
x  AðxÞ	1x
ð1þ jxj2Þ2 : xAR
n
( )
oþN: ð3:15Þ
Under condition (3.1), this is certainly true. So we have found Proposition 3.1 as a
corollary of Theorem 3.3. However, condition (3.15) provides a wide class of
examples, among which the following ones.
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Example 3.4. By condition (3.15), the following Lagrangian functions give
dynamically convex thermostats
Lðx; yÞ ¼ 1
2
jyj2 	 1
2
logð1þ jxj2Þ 	 f ðxÞ; x; yARn; ð3:16Þ
where f is an arbitrary bounded from above smooth function.
4. Thermostatted dynamics on Riemannian manifolds
All we have said in the preceding section can be generalized to Riemannian
manifolds. Let M be a smooth n-dimensional connected manifold with a Riemannian
metric /;S; and let r be the Levi–Civita afﬁne connection deﬁned by the metric (see
for instance [7]). The kinetic energy is the function K : TM-R; v//v; vS=2; on the
tangent bundle. We assume a smooth potential energy function U : M-R is given
too. Following [7] we denote by gradU the vector ﬁeld deﬁned by /gradUðxÞ; vS ¼
@UðxÞ½v for any point xAM and vATxM; the tangent space at x: So, if the positive
symmetric matrix ﬁeld A realizes the scalar product in a local coordinate system, we
then have the following formula which gives the i-component of the grad in terms of
the partial derivatives @jU and of the components of A
	1
ðgradUÞi ¼
X
j
A	1ij @jU : ð4:1Þ
If g : t/gðtÞ is a smooth curve in M; the symbol r’gðtÞ denotes the covariant
derivative of the tangent vector ’gðtÞ: For the thermostatted dynamics we introduce
the equations
/’gð0Þ; ’gð0ÞS ¼ 1;
r’gðtÞ þ gradUðgðtÞÞ ¼ @UðgðtÞÞ½’gðtÞ’gðtÞ;
(
ð4:2Þ
which give /’gðtÞ; ’gðtÞS ¼ 1 along the solutions. In a local coordinate system the
thermostatted dynamics (4.3) reduces to (2.9).
Let s : ½0; b½-M; t/sðtÞ; be a geodesic of the new metric e	2U/;S; namely a
solution of
*rs0ðtÞ ¼ 0; ð4:3Þ
where *r is the Levi–Civita connection of the new metric and we have denoted by
s0ðtÞ the tangent vector. Then, whenever the ﬁrst integral e	2UðsðtÞÞ/s0ðtÞ; s0ðtÞS ¼
1; we have a reparametrization of a thermostatted motion t/gðtÞ by the change of
time variable t ¼ TðtÞ given by
TðtÞ ¼
Z t
0
e	UðgðsÞÞ ds: ð4:4Þ
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The proof was already done in Section 2 with minor changes to consider the
equations there as the actual ones in a local chart.
Our previous result, Theorem 3.3, is easily generalized to the present situation.
Theorem 4.1. Let M be a smooth connected finite-dimensional manifold with a
Riemannian metric /;S; and let U : M-R be a smooth function on M. If there exists
a smooth proper function k : M-R such that
supfe2UðxÞ/grad kðxÞ; grad kðxÞS: xAMgoþN; ð4:5Þ
then, for any choice of two points xˆ; x˜AM; there exists a thermostatted motion
g : I-M which joins them, that is a solution to (4.2) such that xˆ; x˜AgðIÞ:
Proof. The proof is the same (mutatis mutandis) as the one of Theorem 3.3 till
formula (3.12) which holds also in the actual general case. Then we use the
properness of k to say the inverse image of the compact interval ½	c; c is a compact
subset C of M which contains the geodesic. Since M is paracompact, C is the ﬁnite
union of compact sets, C ¼ UjCj; each one of them being contained in the domain of
a local coordinate system. So we may argue as in the proof of Theorem 3.3 to get a
compact subset Kj of TM; whose projection on M is Cj; and ﬁnally K ¼ UjKj a
compact subset of TM such that s0ð½0; b½ÞDK : The conclusion follows as in the proof
of Theorem 3.3. &
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