We study the hidden subgroup problem (HSP) over groups of the form G n where G is a group of constant size. While these groups are structurally simpler than the symmetric groups S n , for which solving the HSP would yield a quantum algorithm for Graph Isomorphism, they share an important property with S n : almost all of their irreducible representations are exponentially large. As a consequence, recent negative results show that any quantum algorithm that attempts to solve the HSP over these groups by measuring coset states must perform highly entangled measurements on Ω(n) registers. This distinguishes them from, say, the dihedral groups, whose representations are of constant size and where single-register Fourier sampling provides sufficient information to solve the HSP.
Introduction
The Hidden Subgroup Problem (HSP) is the basic quantum algorithmic framework underlying the celebrated quantum algorithms for number-theoretic problems such as factoring and discrete logarithm [17] . An instance of a hidden subgroup problem over a group G is described by a function f : G → S that "hides" a subgroup H in the sense that
The problem is to determine the subgroup H by making queries to the function f . For the cases of interest in this article, the group G is exponentially large, and so we measure the complexity of algorithms for the problem as a function of log |G|. Moreover, the subgroup H is of constant size, making it easy to rule out the possibility of efficient classical algorithms.
The number-theoretic problems mentioned above are naturally related to the HSP on abelian groups which are, at this point, quite well understood. The HSP on nonabelian groups has very exciting algorithmic applications, including Graph Isomorphism and certain lattice problems [15] ; however, the nonabelian HSP appears to be challenging. Efficient algorithms exist for a number of families of nonabelian groups (e.g., [16, 8, 3, 12, 7, 2] ) but all of these are "nearly abelian" in one sense or another.
In contrast, the groups of greatest interest, the symmetric groups S n whose hidden subgroup problems correspond to Graph Isomorphism, have steadfastly resisted all of the community's advances. A series of negative results [6, 14, 5] have shown that the standard approach of measuring a coset state, i.e., a uniform superposition over a random coset of H, is inherently limited. The most recent of these results [5] shows that even to obtain enough information to solve the HSP (regardless of the computational complexity of processing this information) any algorithm based on this approach must involve entangled measurements on the tensor product of many coset states.
In this paper we focus on the HSP in groups of the form G n for various groups G of constant size. Whenever the "base group" G is nonabelian, these groups share with S n the important property that almost all of their irreducible representations have exponentially large dimension. For this reason, despite their relatively simple structure, for many choices of G these groups are subject to the same negative results that apply to the symmetric groups [1, 5] . In particular, the HSP over these groups requires entangled measurements over Ω(n) registers.
On the other hand, important aspects of the representation theory of G n -in particular, the Clebsch-Gordan problem of determining how tensor products decompose into irreducibles-can be understood completely in terms of the representations of G. In contrast, the irreducible representations of the symmetric groups are so rich that many basic questions about their structure remain open. Our hope, then, is that groups of the form G n can act as a test-bed for algorithmic ideas which might eventually apply to S n , and lead us toward a quantum algorithm for Graph Isomorphism.
In this article, we describe a family of algorithms for the HSP on groups of the form G n which take time 2 O( √ n log n) . We focus on the case of the HSP where, analogous to Graph Isomorphism, we must distinguish the trivial subgroup from a subgroup of order 2 of the form {1, m} where m is a member of an exponentially large class of involutions. We emphasize that, to our knowledge, these are the first subexponential-time algorithms for families of groups for which highly entangled measurements are necessary.
The idea for these algorithms comes from the notion of a "missing harmonic" [13] . If there is an irreducible representation τ which is annihilated by the hidden subgroup, then no subset of the registers can lie in the subspace corresponding to τ when their tensor product is decomposed into irreducibles under the diagonal action. When the number of registers is large enough, this excludes a constant fraction of the Hilbert space. Our goal is then to identify a subset of the registers which, conditioned on the results of some partial measurement, would lie in this forbidden subspace with constant probability if the hidden subgroup were trivial. Once we find this subset, we measure its tensor product in the Fourier basis; if we observe τ we know immediately that H is trivial, whereas any other observation provides evidence that H is not.
To find this subset, we use an adaptive sieve similar to that employed by Kuperberg in his algorithm for the dihedral groups [10] . Specifically, we combine registers pairwise in an effort to generate states lying in low-dimensional representations. However, the rules by which we match pairs of registers together are generally more complicated than those in the dihedral group, and depend on the Clebsch-Gordan problem in G. Our results apply to a wide variety of base groups G, including S k for k ≥ 3, dihedral groups D k for k ≥ 3, and wreath products of the form L ≀ Z 2 .
Finally, we point out that certain product groups rule out one attractive approach to the HSP. Previous work on the hidden subgroup problem sought in many cases to build an efficient algorithm recursively. In this approach, one would begin with a fixed tower of subgroups G 0 < · · · < G k = G inside the group G and attempt to successively lift solutions up the tower. With particular restrictions on the structure of the chain, this approach can indeed be made to work (cf. [3, 12] ). We observe, however, that these groups G n clearly have simple subgroup towers G < . . . < G n−1 < G n where each factor G has constant size; moreover, the negative results of [1, 5] apply to some choices of the base group G so that the entire group G n is solvable, or even nilpotent. The fact that even for these groups the HSP cannot be solved without highly entangled measurements would appear to dash any hopes of developing a generic recursive approach to the hidden subgroup problem based on Fourier sampling.
The hidden subgroup problem and direct product groups 2.1 Weak Fourier sampling for product groups
Fix a group G and consider the hidden subgroup problem over the product groups G n . Recall that an irreducible representation (irrep)ρ of G n is a tensor product ρ 1 ⊗ ρ 2 ⊗ · · · ⊗ ρ n of n irreps of G. The dimension dρ ofρ is hence equal to the product of the dimensions of the ρ i , and the character χρ (x) is equal to the product χ ρ 1 (x 1 )χ ρ 2 (x 2 ) · · · χ ρ n (x n ) of the characters of the ρ i . For an element g of the base group G, let [(g, . . . , g)] ⊂ G n denote the G n -conjugacy class of the element (g, . . . , g). Notice that this is the same as the set [g] n = [g] × · · · × [g] ⊂ G n formed by the n-fold product of the G-conjugacy class [g] of g.
As the quantum Fourier transform can be computed over these groups [11] , it is possible to efficiently carry out (weak) Fourier sampling and we begin by discussing the probability distributions on the irreps of G n that arise from this process. In particular, if H is a subgroup of G n , the probability that the irreducible representationρ is observed under weak sampling is
where
is the projection operator formed by averaging the representationρ over H. Note that when H = {1}, this is
often referred to as the Plancherel distribution; this is simply the dimensionwise fraction of the group algebra consisting of copies ofρ.
The following lemma shows that weak sampling is insufficient to distinguish certain subgroups of G n from the trivial subgroup. In particular, it shows that the two probability distributions P H and P {1} have small distance in total variation. Lemma 1. Let G be a group with an involution µ / ∈ Z(G), and let m = (m 1 , . . . , m n ) ∈ G n be an involution so that each m i is conjugate to µ. Let H = {1, µ} ≤ G n . Then the total variation distance between the weak Fourier sampling distributions for H and {1} is at most 2 −n/2 . Proof. As µ is an involution, all eigenvalues of ρ(µ) are ±1 for any irrep ρ, and hence
We proceed to upper bound the total variation distance between the distributions in question:
Viewing the last line as an inner product, we apply Cauchy-Schwarz:
, where χ C is the character of the conjugation representation of G. This is just the number of fixed points of the conjugation action of µ on G, i.e., the size of the centralizer C µ . As µ is not in the center, C µ is a proper subgroup, and hence χ C (µ) ≤ |G|/2, which completes the proof.
Failure of strong sampling in product groups
Using the machinery of Moore, Russell, and Schulman [14] , one can show that strong Fourier sampling on one register also fails to distinguish the subgroups mentioned in the previous section. A simple application of a Chernoff bound allows us to prove that the dimension of the irrep ρ resulting from weak Fourier sampling is in fact exponentially large in n with overwhelming probability. Given a suitable condition on the base group G, it is not hard to use this fact and the results of [14] to show that single-register strong Fourier sampling fails for G n . For more details, see the present authors' preprint [1] . In fact, for a slightly stronger condition on the base group, Hallgren, Moore, Rötteler, Russell and Sen [5] recently showed that entangled measurements over Ω(n) registers are required to distinguish subgroups of G n . Many interesting base groups satisfy these conditions, among them the symmetric groups S k for k ≥ 4 and all nonabelian simple groups. We remark that large enough "chandelier groups" formed by the k-fold wreath product Z 2 ≀ · · · ≀ Z 2 can be shown to satisfy these conditions [1] . These groups describe the automorphisms of a binary tree of depth k, and are nilpotent. The necessity of using highly entangled measurements to solve the HSP over these groups indicates that there is little hope of developing a generic recursive approach to the HSP based on Fourier sampling.
3 An algorithm for the product groups S n k
Outline of the algorithm
In this section we give an algorithm which runs in time 2 O( √ n log n ) for a particular case of the HSP on G n , for many choices of the base group G. For explicitness, we will describe it in detail for the case where the base group is a finite symmetric group.
Fix an integer k ≥ 3 and let S k denote the symmetric group of permutations on k letters. Every π ∈ S k can be written as a product of transpositions, and we say that an element of S k is odd or even depending on the parity of the number of transpositions in this product. We wish to devise an algorithm for the hidden subgroup problem over the powers S n k of this group, where the hidden subgroup H is promised to be either trivial, or of the form {1,m} wherem = (m 1 , m 2 , . . . , m n ) with each m i an odd involution in S k .
An irrepρ of S n k is a tensor product ρ 1 ⊗ ρ 2 ⊗ · · · ⊗ ρ n of n irreps of S k . We will sometimes refer to the ρ i as the S k -factors, or just factors, ofρ. Recall that S k has exactly two inequivalent onedimensional representations: the trivial representation, which always takes the value 1, and the sign (or alternating) representation, which takes the value −1 and +1 on odd and even permutations, respectively. Ifρ is one-dimensional, then each factor ρ i must be one of these two, and χρ (m) = +1 or −1 depending on whether the number of factors ρ i equivalent to the sign representation is even or odd. If it is odd, we say thatρ is a missing harmonic of {1,m} in the sense of [13] . Note that, in the case of the HSP we study here, we can never observe a missing harmonic under weak Fourier sampling unless the hidden subgroup is trivial. This is because the projection operator Πρ H is zero if H = {1,m}, so the probability of observingρ in (2.1) is zero. Note that this is true not just for coset states, but for any state which is invariant under right multiplication by H.
Our algorithm seeks to produce a one-dimensional irrep of S n k by repeatedly combining two carefully chosen irrepsρ andσ , each of dimension greater than one, and producing another irrep of lower dimension. This resulting irrep will be sampled according to the natural distribution induced by its appearance in the direct sum decomposition ofρ ⊗σ . In the case where the hidden subgroup is trivial, our algorithm will generate all one-dimensional irrepsρ with equal probability, so the probability that a one-dimensional irrep produced by the algorithm is a missing harmonic is 1/2. On the other hand, the states we generate are right-H-invariant throughout the process. Therefore, if the hidden subgroup is H = {1,m}, the probability we produce a missing harmonic is zero.
Observe that we can write the tensor product of two S n k -irrepsρ andσ as
and recall that ifτ appears in the direct sum S n k -decomposition ofρ ⊗σ , then for every i, τ i appears in the direct sum S k -decomposition of ρ i ⊗ σ i . If d ρ i = d σ i = 1, then clearly ρ i ⊗ σ i consists of just one one-dimensional irrep. It is a fact of the representation theory of the symmetric group that if σ i is isomorphic to ρ i , then ρ i ⊗ σ i contains one copy of the trivial representation; likewise, if σ i is isomorphic to the conjugate representation ρ ⊥ i (obtained by flipping ρ i 's Young diagram across its main diagonal) then ρ i ⊗ σ i contains one copy of the sign representation. Hence, in the combining step mentioned above, we would ideally like to combine irrepsρ andσ which match up in a nice way, i.e., such that ρ i is one-dimensional exactly when the corresponding factor σ i is onedimensional, and such that either σ i ∼ = ρ i or σ i ∼ = ρ ⊥ i for all other indices i; this would maximize the probability that samplingρ ⊗σ would produce a one-dimensional irrep. However, producing such pairs of irreps of S n k directly through weak Fourier sampling would require an exponential number of queries.
Instead, we will proceed by producing a pool of 2 Θ( √ n log n) S n k -irreps through weak sampling, and then repeatedly pairwise combining them according to a simple rule. First, for eachρ, we flip n/ log n coins, setting z ρ j = 0 or 1 with equal probability for j = 1, . . . , n/ log n. We then consider the n/ log n leftmost indices i for which d ρ i > 1. We say thatσ is a partner forρ if, for the jth such index, we have ρ i ∼ = σ i or ρ i ∼ = σ ⊥ i if z ρ j = 0 or 1 respectively, and moreover if z ρ j = z σ j for all j. Observe that there are then at most
different types of S n k -irreps for the purposes of this method of matching. Given a matched pair of parentsρ andσ , we will weak Fourier sample a childτ with probability equal to the dimensionwise fraction ofρ ⊗σ consisting of copies ofτ. A detailed explanation of this step appears in Section 3.3. Our algorithm relies on the fact that whenever ρ i ∼ = σ i or ρ i ∼ = σ ⊥ i , we will have d τ i = 1 with constant probability.
The following is an outline of our algorithm.
• Use weak Fourier sampling on coset states corresponding to the hidden subgroup H to produce a collection Λ of 2 Θ( √ n log n) irreps of S n k . • Repeat 6 √ n log n times:
-Pair up the irreps from Λ according to the rule specified above, and discard any unpaired irreps.
-Combine each pair of parents to produce a new S n k -irrep child. Redefine Λ to be the set of children produced in this manner.
• If Λ contains any missing harmonics, output "trivial." If not, output "nontrivial."
Since we never discard more than a constant fraction of the irreps at each step, it is clear that we will still have 2 Θ( √ n log n) irreps, which is sufficient to perform the last step. To see that the output is correct with high probability, recall that the algorithm maintains the right-H-invariance of the states in each combine step, so if H is nontrivial then Λ can contain no missing harmonics. On the other hand, if H is trivial, it is easy to see that every one-dimensional irrep has the same probability of appearing in the final list Λ since our coin-flipping process chooses partners where σ i ∼ = ρ i or ρ ⊥ i with equal probability. Since half of the possible one-dimensional irreps are missing harmonics, the probability that Λ contains no missing harmonics in this case is superexponentially small. Thus the probability the final collection contains a missing harmonic is 1 − o (1) or 0 if H is trivial or nontrivial respectively, and the output is correct with high probability.
Analysis
Supposeτ is a child resulting from weak sampling the tensor product of two parents in the algorithm above. Let the weight ofτ be the number of its factors τ i with d τ i > 1. Ideally, we would likeτ to satisfy one of the following three conditions: 1) the weight ofτ is zero; 2) the parents have weight at least n/ log n, and the weight ofτ is at least c 1 n/ log n lower; 3) the parents have weight less than n/ log n and the weight ofτ is lower by a constant fraction c 2 . Since we know the dimensions of the irreducible representations of S k , it is easy to select the constants c 1 and c 2 such that one of these three conditions is satisfied with probability at least 1/2, for every child produced in this manner. In the following analysis, we assume that these constants have been chosen as prescribed, and that the algorithm is run for m = 6 √ n log n steps. Letρ 0 be an irrep of S n k sampled at the beginning of the algorithm, and let {ρ j } m j=1 be the sequence consisting of the descendants ofρ 0 given in the obvious order (e.g.ρ 2 is the child ofρ 1 , which is the child ofρ 0 .) Note that we are assuming that we have selected one of the initially sampled irreps which have a surviving descendant in the final collection Λ. Our goal is to prove thatρ m is one dimensional (i.e., has weight zero) with very high probability. Define a sequence of random variables {A j } m j=1 such that A j = 1 ifρ j satisfies one of the three conditions outlined above, and A j = 0 otherwise. Notice that
but thatρ m has weight zero unless ∑ m j=1 A j < √ n log n + O(log n). We now define the random variables
We will control the quantity
Observe that {C k } m k=0 defines a martingale, i.e., E [C k+1 | C k ] ≥ C k , and that |C k+1 − C k | ≤ 1. We can thus apply Azuma's inequality, which asserts that Pr |C m −C 0 | ≥ n log n ≤ 2e − √ n log n/12 .
We conclude that, with overwhelming probability, ∑ m j=1 A j ≥ 2 √ n log n and the weight ofρ m is zero as desired.
Weak sampling tensor product states
We now describe the basic building block of the algorithm for a general group G. In the case described above, it is applied to G = S n k . At the beginning of the algorithm, each register is prepared according to the mixed coset state
(note that this is the completely mixed state in the case where H is trivial). We then weakly Fourier sample each register, projecting it into a right-invariant irreducible subspace of CG corresponding to some irrep ρ of G. We remark at this point that the operator ρ H is invariant under right multiplication by any element of H, and that the combine step will maintain this property. The 'combine' step of our algorithm consists of the following sampling procedure, identical to that used by Kuperberg [10] for the dihedral groups. First, a pair of these weakly sampled registers can be described as a state in the vector space
where V ρ and V σ are irreducible right-invariant spaces of CG corresponding to irreps ρ and σ . When V ρ ⊗ V σ is treated as a representation of G under the right diagonal action it is, in general, reducible: we write V ρ ⊗ V σ as an orthogonal direct sum ⊕ τ W τ , where, for an irrep τ, W τ is the span of all subspaces of V ρ ⊗ V σ isomorphic to τ. In principle, one may further refine each W τ = A 1 τ ⊕ · · · ⊕ A s τ into orthogonal irreducible spaces isomorphic to τ. Our goal is to Fourier sample this tensor product state according to the diagonal action. That is, we wish to carry out the von Neumann measurement associated with the decomposition of V ρ ⊗ V σ into W τ and, further, into the A i τ . Such a measurement would result in an observed value (τ, i) (indexing τ and the subspace A i τ ) and a renormalized state lying in A i τ . While this goal appears to be too much to ask for in general, it is possible to carry out this measurement if we give up on learning which A i τ the resulting state lies in; that is, if we restrict ourselves to weak Fourier sampling on the tensor product.
If |ψ is our original state in V ρ ⊗ V σ , let |ψ τ denote the projection of |ψ into W τ and ψ i τ the projection into A i τ . We begin by applying the controlled-multiplication operation to the entire space CG ⊗ CG defined by M : |a |b → |a |ba −1 .
As pointed out in Lemma 3 of [10] , this unitary transformation transports the right diagonal Gaction to the G-action on the first register. Therefore, we can now apply the quantum Fourier transform to the first register of the result and measure a representation name τ. The portions of this first register corresponding to a state in a right G-invariant space (a "column" of τ) are kept; all other portions of this register and the right hand register are left unmeasured (and unused!). By computing the internal trace across these qubits, the resulting mixed state is precisely the one we wanted: the isomorphism type τ is measured with probability |ψ τ 2 ; conditioned upon observing τ, the resulting mixed state corresponds to the appearance of ψ i τ (scaled to unit length) with probability ψ i τ 2 . Observe that if ψ was right-H-invariant, then so is each ψ i τ .
Determining the hidden subgroup
We now describe how the above algorithm can be used to determine the hidden subgroup H = {1,m} exactly. For each i from 1 to n, and each odd involution b ∈ S k , we will apply our algorithm to determine if m i = b. To accomplish this, we run the algorithm with the modified oracle f b i defined by
, where c b (g i ) returns the coset representative of the coset of {1, b} containing g i . If m i = b, then f b i will be distinct and constant on the cosets of H, and the algorithm will output that the subgroup is nontrivial. Otherwise, f b i will be one to one and the algorithm will output that the subgroup is trivial. Repeating this process for every i, and every b, we can fully determinem.
Generalizing to other base groups
While our exposition above focused on symmetric base groups G = S k , our algorithm can easily be generalized as follows. First, suppose that G has a subgroup K of index 2. Since any such subgroup is normal with G/K ∼ = Z 2 , it follows that G has a one-dimensional representation π, analogous to the sign representation in S k , which is +1 on K and −1 on the nontrivial coset of K. We then focus on the case where the hidden subgroup is either trivial, or is of the form {1, m} for m = (m 1 , m 2 , . . . , m n ) where the m i are involutions in the nontrivial coset of K. In the latter case, it is easy to see that any one-dimensional representationτ = τ 1 ⊗ τ 2 ⊗ · · · ⊗ τ n is a missing harmonic, if for each i we have τ i ∈ {1, π} and the number of i such that τ i ∼ = π is odd. Now, in order for the 'combine' step to make sense, for any ρ ∈ G we must be able to find two suitable partners, ρ (1) and ρ (π) , such that ρ ⊗ ρ (1) contains a copy of the trivial representation, and ρ ⊗ ρ (π) contains a copy of π. But these are easily defined: let ρ (1) = ρ * , and let ρ (π) = π ⊗ ρ * .
In the case G = S k studied above, K is the alternating subgroup A k . In the symmetric groups the representations are real, so ρ ∼ = ρ * for all ρ; thus ρ (1) = ρ and ρ (π) = π ⊗ ρ = ρ ⊥ .
Similarly, if G is a dihedral group D k , the normal subgroup K ∼ = Z k consists of the rotations. For any two-dimensional irrep ρ we have π ⊗ ρ ∼ = ρ, and so ρ (1) = ρ (π) = ρ.
Finally, if G is a wreath product of the form L ≀ Z 2 , then K ∼ = L × L. Irreps of G can be derived by inducing irreps ρ ⊗ σ of K up to G; see e.g. [14] . If ρ ∼ = σ , the resulting representation τ {ρ,σ } is irreducible, and we have τ Then (τ ± {ρ,ρ} ) (1) = τ ± {ρ * ,ρ * } and (τ ± {ρ,ρ} ) (1) = τ ∓ {ρ * ,ρ * } . This includes the "chandelier groups" Z 2 ≀ · · · ≀ Z 2 mentioned in the introduction and discussed in [1] .
