This contribution presents some recent results on modeling of phase transformation in the pseudo-elastic regime within the framework of continuum mechanics. We recall an efficient concept for quasi-static evolution of microstructure in the isothermal rate-independent case. We then concentrate on simulation results obtained by the presented model, performed on a single-crystal prismatic NiTi-specimen. Algorithmic details, i.e. energy-estimates-based optimization, are also given. a
Introduction, Gibbs free energy, Dissipation, Energetic Solutions
Shape-memory alloys (abbreviated SMA) are smart materials exhibiting special features due to their solid-to-solid phase transition (the so-called martensitic transition). Because of that, they have been in the scope of experimental as well as analytical and computational research for decades cf. [1, [3] [4] [5] 9, 21, 22, 24, 30] .
In this contribution we describe the behavior of SMA on the mesoscopic level, i.e. the main description tool is continuum mechanics, but combined with multiscale modeling. This approach is outlined also in e.g. [3, 5, 22] , for a comparison of different models see e.g. [27] .
We consider the stress-free austenite, being a bounded Lipschitz domain Ω ⊂ R 3 , as reference configuration. Any smooth injective function y(t) : Ω → R 3 such that det∇y(x, t) > 0 is called a deformation of the body.
The mechanical response of the material is modeled by constitutively specifying the stored energy ϕ(∇y) (in fact ϕ(F ) =φ(∇y T ∇y) to assure frame-indifference). When modeling SMA, it is necessary to choose the stored energy to be of a multi-well character (see e.g. [4, 5, 21] ), the wells corresponding to the variants of martensite and austenite. Due to the multi-well character of the stored energy the infimizing sequences of the stored energy tend to develop fast spatial oscillations, the so called microstructure, which can be effectively described by means of gradient Young measures (see [3, 4, 21] ), for more information on Young measures see e.g. [23] . Those are probability measures x → ν x that are attained by gradients in the following sense: For every g ∈ L ∞ (Ω, R), every ψ : Ω × R 3×3 → R Carathéodory function, and every bounded sequence
The set of all Young measures shall be denoted G p .
With the usage of Young measures we may introduce the relaxed Gibbs free energy
x)y(t, x)dS, where f is the volume force, whereas g the surface force applied on a part of the boundary Γ N . Also, we may load the specimen by hard device by means of prescribing a Dirichlet boundary condition.
Related to the representation of microstructure with the help of Young measures is the notion of volume fractions a vector λ ∈
representing the proportion of the respective martensite variants and the austenite phase in a selected material point, M is the number of martensitic variants. Naturally there has to be a relation between λ and ν which we write as λ(x) = R 3×3 L(A)dν x (A), the function L has to be chosen constitutively, see e.g. [14, 17, 28] . It is known from experiments (cf. e.g. [26] ) that the change of microstructure leads to dissipation, which for our considerations should be simplified to the statement that the change of volume fractions leads to dissipation that will be modeled phenomenologically (as already used in e.g. [14, 25, 28] ). This is of course a rather strong simplification, which however allows us to use standard techniques in our modeling in the analytical as well as computational part. Agreeing on this assumption we may regard the vector of volume fractions as an internal parameter, the evolution of which is governed by the evolution inclusion DG(t, y, ν, λ) + ∂R(λ) 0, where R is the potential of dissipative forces, representing phenomenologically the effects on microscale responsible for dissipation; here we exploited the concept of generalized standard solids cf. [11, 10] . Standardly the dot denotes the derivative with respect to time, the symbol ∂ corresponds to the subdifferential of a convex function which we are entitled to use as R is assumed to be convex and D is the Gâteaux-derivate, which is used only formally as the smoothness of the Gibbs free energy is not guaranteed. Since we are able to write the evolution inclusion only formally, it is necessary to introduce a suitable weak solution of it, namely the energetic solution, first introduced by Mielke at. al. ( [16, 19, 20] ), which is suitable if R(·) is homogeneous of degree one i.e. the system is rate-independent.
x ∈ Ω} the space of all admissible states. Then we may define an energetic solution as follows.
Definition 1
The process q : [0, T ] → Q is called an energetic solution to the SMA-problem, if it satisfies 1. the stability condition:
for all t ∈ [0, T ] and allq ∈ Q, 2. the energetic equality: whenever q(t) ∈ Q then ∂ t G(t, q(t)) exists and is continuous and moreover
holds for all 0 ≤ t 1 ≤ t 2 ≤ T . Here the total dissipation is defined as a variation over the dissipation distance in time i.e.
To end this section let us just shortly note that, under the same growth and smoothness assumptions on the Gibbs free energy, the dissipation distance and the loads (as specified in [14, 17] for zero Dirichlet-boundary conditions), the existence of energetic solutions can be guaranteed.
Time Discretization, Numerical Simulations
A significant advantage of the concept of energetic solutions is that it allows for a convenient time discretization, cf. [14, 16, 17, 19] . Namely, the application of Rothe's method leads to the following time-incremental minimization problem. Let q 0 be the initial condition of the energetic process. Then when setting q 0 N = q 0 we denote q k N the solution of
ESOMAT 2009
. This is indeed a good time-discretization as solution of the time-incremental problem really converge (under some appropriate data qualifications as specified in e.g. [14] ) to an energetic solution. Our main concern throughout this section will nevertheless not be the proof of this convergence, but we shall focus on the numerical search of solutions to (3) . The most intuitive way to do so is to implement directly (3) and perform the minimization by means of a gradienttype algorithm (e.g. L-BFSG-B [8, 32] which was used to calculate the results presented in this contribution). However, what is demanded here, is the minimization of a cost-functional which has to be non-convex and non-smooth if we are modeling SMA. Furthermore the minimization includes up to several thousands degrees of freedom, which is very ambitious in global optimization. Still, especially for rate-independent processes we are able to design algorithms that search more effectively for global optima than a simple gradient-method-type algorithm.
These improved algorithms are based on a 0-order necessary (energetic) condition for (3) in time-step k as well as k−1 given in the following lemma (for a proof see e.g. [14, 17, 19] ).
Lemma 1 (Two-sided energy inequality) Suppose that q k
N is a solution to (3) . Then it satisfies, for all k = 0, 1 . . . N, the discrete two-sided energy inequality
Roughly speaking, the violation of the lower inequality in (4) indicates that q k−1 N is not a global minimum as q k N allows us to achieve a lower value in (3) (for the time-step k−1) while, on the other hand, the violation of the upper inequality shows that q k N is not a global minimum as q k−1 N allows to us achieve a lower value in (3)(for the time-step k). This knowledge allows us to design an algorithm, referred in what follows to as the backtracking algorithm, that verifies the energy inequality and which is given in the block-diagram in Figure 1 . Firstly, this algorithm has been used in [18] (however in a much simpler problem of quasi-static damage) and we show its effectiveness in Figure 3 . Let us just mention that a backtracking algorithm has also been used in [6, 7] , where however not the two-sided energy inequality but a different condition has been verified. Although the backtracking algorithm is effective on coarse meshes, on fine meshes it has serious difficulties. Therefore we developed a second algorithm based on a kind of a multigrid strategy. To be more specific, we first perform the whole calculation (by using the backtracking algorithm of course) on a coarse mesh. The results obtained there are extrapolated and given to the algorithm as initial guesses, when performing the calculation on a fine mesh. On the fine mesh we again use the backtracking strategy, which now however is more complicated due to the non-standard choice of initial guesses. The algorithm is given in block-diagram in Figure 2 and will be referred to as the multigrid algorithm. 
Illustration on a specimen of NiTi
We now present some numerical examples calculated with the help of the above algorithms performed on a single-crystal cuboid specimen of NiTi.
NiTi is a SMA which can be found in three different phases, the cubic austenite, the rhombohedric R-phase and the monoclinic martensite phase [24] . The transition from austenite to R-phase however can also be seen as a martensitic transformation as it manifests itself in changes of electric resistivity [31] or neutron diffraction measurements [29] . In this work we shall be concerned with pseudo-elasticity, in which a martensitic transition between the austenite and the R-phase occurs; the monoclinic martensite does not come into play. This is of course a simplification, as the behavior of the R-phase is most interesting in combination with a transition to the monoclinic martensite but, as we already pointed out, the modeling of SMA includes the minimization of a non-convex functional and hence including also the martensitic phase would complicate the situation and require further effort.
The constitutive choice for the stored energy for the calculations was chosen of a St.Venant-Kirchhoff type and also frame indifferent form to be ψ = min 
where U 0 = I and U m are the distortion matrices of the variants of R-phase, C m ijkl are the elastic constants and o m offsets of the particular phase. This choice of the stored energy assures the already mentioned multi-well character typical of SMA. The elastic constants for the simulations were taken from [24, 29] , unfortunately however up-to-now only the elastic constants for the austenite phase are available, so we used them also for the R-phase. The distortion matrices for the R-phase are taken from [12, 29] . As far as dissipation is concerned, we assume that R(λ) = (0.5MPa)|λ 0 |, which reflects that the dissipation of the phase transition between austenite and R-phase is very small.
The simulation which we performed was the loading of the single-crystal NiTi austenite in oriented (1, 0, 0) direction by a hard device in (1, 1, 1) direction. Because of this load the specimen transforms first from austenite to a laminate (here considered of the second order) between austenite and R-phase twins and then detwins to a single variant of R-phase. Interestingly, during the loading experiment the normal of the laminate between austenite and the twinned R-phase changes (recall that we did not punish this behavior by dissipation) and due to this the stress decays during the transformation, see Figure 3 (f).
In Figure 3 these simulation results can be seen; there the big cube on the left is the specimen, the lines on the specimen show its finite element meshing. The different gray-scales of the specimen correspond to the volume fraction of austenite in the specimen. Moreover the microstructure, as reconstructed in one selected element, is shown in a separate cube. This microstructure is then again given in Figure 4 to show the computed laminate in more detail. (1, 1, 1) direction. Three specific time-steps out of 1000 for the whole calculation performed at transformation temperature and also a stress-strain diagram corresponding to the same loading but performend about transformation temperature are depicted here These numerical results show that when not using the backtracking strategy on the coarse mesh the microstructure shown for one specific element and the volume fraction calculated there (on Figure 3 (a)) do not agree (according to the volume fraction there is much less austenite than according to the microstructure), which shows that the calculated optimal state is in ESOMAT 2009 03003-p.5 some spinodal region where the relation λ(x) = R 3×3 L(A)dν x (A) is far from being satisfied even approximately . This problem is resolved by using the backtracking algorithm. A similar situation encounters on the fine mesh, where only the multigrid strategy leads to good simulation results.
To end this section, let us give some notes on the spatial discretization of the problem. The displacement is approximated by element-wise linear function, which makes the deformation gradient element-wise constant. The microstructure (described by the gradient Young measure) is approximated by a laminate (as already in e.g. [2, 13, 14, 28] , some theoretical insight is given in [15] ); here of the second order although theoretically a laminate of any order can be used in the code developed by the author. 
