Abstract
Introduction
The classification problem, as a form of supervised machine learning, aims to induce a model with the purpose of predicting categorical class labels for new samples given a training set of samples. Many decision problems in a variety of domains, such as engineering, medical sciences, human sciences, and management science can be considered as classification problems. The objective of feature selection is to identify and reduce relevant features without sacrificing classification accuracy rate. Feature subset selection algorithms can be classified into three categories based on their evaluation procedure, namely, the filter approach, wrapper approach and embedded approach. Filter approach is that Feature selection is performed independently of the learning algorithm. In wrapper approach, evaluation procedure is tied to the task of the learning algorithm. If the feature selection and learning algorithm are interleaved then the FS algorithm is a kind of embedded approach [1] . Many feature selection algorithms have been proposed in the literature. All these methods search for optimal or near optimal subsets of features that optimize a given criterion. Genetic algorithm (GA) has been utilized to realize dimensionality reduction [3] [4] [5] . In GA, a set of solutions instead of a single solution is computed, and it avoids becoming trapped in a local optimum, which may happen in other optimization techniques [2] .
For avoiding premature convergence of the population, several studies have proposed the multipopulation GAs. M. A. Potter and K. A. D. Jong [6] divided whole feature space into some sub-feature spaces and the whole population was divided into several independent subpopulations. One optimal solution of one sub-feature spaces was searched by each subpopulation independently. The optimal solutions of each sub-feature space were combined together to construct a optimal solution. J. K. Cochran, S. M. Horng, and J. W. Fowler [7] proposed a two-stage multi-population genetic algorithm. In the first stage, multiple objectives were combined via the multiplication of the relative measure of each objective. Solutions of the first stage were arranged into several sub-populations, which became the initial populations of the second stage. Y. Li, S. Zhang and X. Zeng [8] constructed a double chainlike agent structure, and improved genetic operators for feature selection. The double chain-like agent structure is more like local environment in real world, and the introduction of this structure is good to keep the diversity of population. S. H. Zegordi and M. A. B. Nia [9] considered the integration of production and transportation scheduling in a two-stage supply chain environment, and modified the genetic algorithm with three populations.
The studies mentioned above have obtained good experimental results, whereas the dynamic parameter settings of GA are not considered. Due to the static parameter settings, the sub-populations cannot converge to a better solution, in other words, evolutionary process of the population is an intrinsically dynamic, adaptive process, and therefore the parameter settings need to be adapted to suit the evolutionary process. To overcome the drawback, we propose two strategies to control the parameter settings of GA adaptively.
In this paper, we employ genetic algorithm (GA) combined with fuzzy control technique to solve spam filtering problem. FAMGA aims at adjusting the parameter of GA adaptively, thereby balancing between exploration and exploitation in the search space to intelligently improve solutions, in order to avoid premature convergence. We choose two parameters of GA for control, namely the crossover rate and the size of each subpopulation. The proposed method is based on multiple subpopulations and each subpopulation runs in independent memory space. For controlling the subpopulations adaptively, we put forward two regulation strategies, namely population adjustment and subpopulation adjustment. In addition, two fuzzy controllers are designed to adjust the two parameters respectively. In subpopulation adjustment, one controller is designed to adjust the crossover rate for each subpopulation, and in population adjustment, the another controller is designed to adjust the size of each subpopulation. A support vector machine (SVM) [10] [11] is employed as the classifier. Both the SVM parameter optimization and the feature selection are dynamically executed by FAMGA. SVM model performs the classification tasks using these optimal values and selected features via 10-fold cross validation.
The paper is organized as follows. Section2 introduces the spam filtering problem. Section 3 describes the FAMGA method including population adjustment, subpopulation adjustment, genetic manipulation and algorithms. The experimental results are showed in section 4. In the final section, conclusions are given.
Spam filtering
E-mail is a major revolution taking place over traditional communication systems due to its convenient, economical, fast, and easy to use nature. A major bottleneck in electronic communications is the enormous dissemination of unwanted, harmful emails known as spam emails [12] . It is used daily by millions of people to communicate around the globe and is a mission-critical application for many businesses. Over the last decade, unsolicited bulk email has become a major problem for email users. An overwhelming amount of spam is flowing into users' mailboxes daily [13] . There are two general approaches to mail filtering: knowledge engineering and machine learning. Spam filters based on the first approach usually exploit a set of predefined and user-defined rules. The machine learning approach consists of the automatic construction of a classifier based on a training set [14] [15] .
Anti-spam legislation can help the procedure of restrict the spam. The huge and various damage caused by spam, including financial loss and violation of laws by broadcasting prohibited materials, resulted in the need for a legislative response. Another way of stopping spam is to modify email protocols, namely, enhancing or even substituting the existing standards of email transmission by new, spam-proof variants.
The learning-based techniques of email spam filtering method includes bag-of-words model, language-based filters, filters based on non-content features, collaborative spam filtering, hybrid approaches. Many machine learning techniques have been employed in the sake of spam filtering such as Boosting Trees, k-nearest neighbor classifier, Rocchio algorithm, Naive Bayesian classifier, Ripper and SVM. To the best of our knowledge, it is the first paper to apply genetic algorithm (GA) combined with fuzzy control technique to spam filtering problem. The purpose of the proposed method is to turn the parameters of GA adaptively, thereby intelligently improve the performance of GA, and an excellent result is obtained.
FAMGA approach
FAMGA is responsible for feature selection task, which combines SVM and fuzzy control. The classification rate calculated by SVM is used to evaluate the objective function. The spam exists on the form of text, and the feature is calculated according to the weight of each word using normalized tfidf function. The proposed method is based on a multi-swarm GA, and the structure of it is described in Fig. 1 . Fuzzy optimization is dependent on a fuzzy model instead of a mathematical model.
The GA control parameter settings, such as mutation probability, crossover probability, and population size, are key factors in the determination of the exploitation versus exploration tradeoff. Fuzzy controllers [16] [17] [18] provide a tool which can convert the linguistic control strategy based on expert knowledge into an automatic control strategy. They are particularly suited to model the relationship between variables in environments that are either ill-defined or very complex. Premature convergence of the population can be prevented by crossover rate and the size of subpopulation. The choice of crossover rate and size of subpopulation are critical for good convergence characteristics.
Genetic manipulation

Storage
The storage of the individual encoded in a binary string is described in Fig. 2 . Each individual consists of two kinds of data, the system parameters and feature selection mark(1 represents that the feature is selected, and 0 represents that the feature is not selected). 
Fitness
The objective function is designed as Fitness = classification accuracy rate. The selected features of the individual with higher fitness value is better than the ones with lower fitness values.
Selection
An empty list is created for storing the selected individuals, and a number of individuals are selected randomly to copy to the empty list. The individuals in the list is prepared for crossover and mutation to generate offspring.
Crossover a. The procedure of crossover operation
 Calculate the crossover rate using subpopulation adjustment.  Extract two individuals randomly from the list to construct a pair, and repeatedly execute until the list is empty.  For each pair of individuals, randomly generate a number from the range [0,1], and if the number is less than the crossover rate , then execute the crossover operation on the pair of individuals using one point crossover.
The iterations of current subpopulation is controlled by fuzzy controller. The input variables of fuzzy controller are the average fitness value(aFV) and the difference between the maximum fitness value (mFV) and the average fitness value(mFV-aFV). Crossover rate is selected as the output variables of fuzzy controller. The membership functions of aFV, mFV-aFV and crossover rate are described in Fig. 3 . A fuzzy rule base [16] [17] [18] with two inputs (aFV, mFV-aFV) and one output (crossover rate) is designed in table 1. The range of crossover rate is set to (c) Membership function for crossover rate. 
Mutation
For each offspring, generate a random number from range [0,1], if the number is less than mutation probability, then generate a random position of offspring for mutation operation.
Population adjustment
We use global optimal fitness(GF) and generations for unchanged optimal fitness(UF) as input variables of fuzzy controller, and regulatory factor as output variables. The size of subpopulation is calculated according to (1) . The membership functions of GF, UF and regulatory factor are described in Fig. 4 . A fuzzy rule base with two inputs(GF, UF) and one output (regulatory factor) is designed in 
NP ,  are the average fitness value of current subpopulation, the best fitness value of current subpopulation, the function for calculating the fitness value of jth individual, the current subpopulation size, the weight. 
Algorithm of serial FAMGA
Step1. Initialize parameters of FAMGA, the total number of subpopulations (tns), the size of each subpopulation (ses) using random value, the crossover rate of each subpopulation (cr), the mutation probability of each subpopulation, total number of iterations(tni) of each subpopulation, current number of iterations(cni). Randomly set the initial selected features of each individual. Go to step 2.
Step2.If all subpopulations are completed , then go to step 9. Otherwise, go to step 3.
Step3.For each subpopulation, if cni<tni, then go to step 4. Otherwise go to step 8.
Step4.For each subpopulation, calculate fitness value of each individual via training and prediction of SVM, and go to step 5.
Step5.For each subpopulation, execute the crossover of genetic manipulation, and go to step 6. Step6.For each subpopulation, update cr via subpopulation adjustment, and go to step 7.
Step7.For each subpopulation, execute the mutation of genetic manipulation, and got to step 3.
Step8.Calculate NPi of each subpopulation using population adjustment, and modify the size of each subpopulation dynamically, then go to step 2.
Step9. Select a feature subset of individual with best fitness in all subpopulations, and exit. 
Pseudo code of parallel FAMGA
Time complexity analysis
The time complexity of the serial FAMGA can be described as O(M×(N×(K+L+S))×W), where M is number of subpopulations; N is the number of iterations of each subpopulation; K is the elapsed time of crossover; L is the elapsed time of training and predicting SVM model; S is the elapsed time of mutation; W is the elapsed time of updating number of subpopulations. N×(K+L+S) is the time complexity of the generation of all subpopulations; In the worst case, each individual selects all the features, then L is more time consuming.
Experimental Result
Data Set
Two publicly available benchmark corpora for spam filtering, the PU1 and Ling-Spam collections, were used in our experiments reported in this paper.
The PU1 corpus consists of 481 spam messages and 618 legitimate messages, which are all real private personal emails.
The Ling-Spam corpus was compiled from legitimate messages from a linguistics mailing list and the spam messages collected from personal mailboxes. Ling-Spam corpus consists of 481 spam messages and 2412 legitimate messages.
The SpamAssassin corpus contains 4150 legitimate messages and 1897 spam messages which make a total of 6047 messages with a 31.3% spam ratio. These e-mails were collected from public fora or were donated by users and come in row format. 
Experimental setup
The total number of subpopulation and the mutation probability of each subpopulation were set to 10 and 0.01. The ranges for size and crossover rate of each subpopulation were set to [50,100] and [0.5,1]. The total number of iterations of each subpopulation was set to 150. The 10-fold cross validation was used to evaluate the classification accuracy. Then the average error across all 10 trials was computed. We employ OpenMP as the parallel runtime environment on multi-core processors. OpenMP is an implementation of multithreading, a method of parallelization whereby the master "thread" (a series of instructions executed consecutively) "forks" a specified number of slave "threads" and a task is divided among them. The threads then run concurrently, with the runtime environment allocating threads to different processors. The empirical experiment is conducted on the platform with quad-core Intel Xeon 2.0 GHz CPU and 4 Gb RAM.
Results and discussion
The comparative results of standard particle swarm optimization (SPSO) based, standard genetic algorithm (SGA) based , ant colony optimization (ACO) based and FAMGA methods on PU1, LingSpam and SpamAssassin corpora are shown in table 4. These methods adopted SVM as classifier. The population sizes and numbers of iterations of SPSO, SGA, ACO were set to 50-150, 50-150 and 50-150. It can be seen that the precision of FAMGA is higher than SPSO, SGA and ACO. Moreover, FAMGA selected least features, 382 features, and the number of selected features was lower than the other three methods significantly. The number of selected features with different iterations on PU1, Ling-Spam and SpamAssassin corpora via SPSO, SGA, ACO, and FAMGA are shown in Fig. 6, 7, 8 . Fig. 5 shows global best accuracies with different iterations on PU1, Ling-Spam and SpamAssassin corpora via SPSO, SGA, ACO and FAMGA. It is observed that the convergence speed of the proposed method is slower than that of the others methods, whereas the proposed method achieves highest classification accuracy rate due to the dynamic parameter control strategy. It is very important to understand the dynamics of the population of a GA over different generations when applied to feature selection problems. It is not obvious to know how is the population is behaving and how to turn the GA parameters to find an optimal feature subset over a wide range. It is generally recognized that high rates of learning can be obtained if the mutation and crossover rates are chosen right. The relationship between population size and GA parameters are very complex and non-linear. Thus, two parameter control strategies were designed to adjust mutation and crossover rate. In other words, the proposed method controlled the crossover rate and the subpopulation size adaptively via the fuzzy controllers, thereby balancing exploration and exploitation, which can find the optimal feature subset over the large-scale feature spaces. Table 5 . displays a comparison of the performances of information gain (IG), gini index, CHI and FAMGA on PU1, Ling-Spam and SpamAssassin corpora. Gini index measures the number of bits of information obtained for category prediction by knowing the presence or absence of a term in a document. The 2  statistic measures the lack of independence between t and c and can be compared to the 2  distribution with one degree of freedom to judge extremeness. The empirical Gini Index is a widely used impurity measure. It can be seen that the FAMGA obtained a higher precision value than IG, gini index and CHI. The recall value of FAMGA was higher than IG, gini index and CHI, too. From table 6, we can see that the performance of the proposed method with SVM classifier is better than that of the proposed method with KNN, NN and NB. 
Conclusions
This paper proposes a highly efficient and reasonably accurate spam detection algorithm, namely FAMGA, which is based on a modified GA that combines fuzzy control and SVM. Both the SVM parameter optimization and the feature selection are dynamically executed by FAMGA. The goal of the proposed method is to adjust the parameter of GA adaptively, thereby balancing between exploration and exploitation in the search space to intelligently improve solutions, in order to avoid premature convergence. The proposed method consists of multiple subpopulations, and each population executes independently. In addition, tow fuzzy controllers are designed to adaptively adjust the crossover rate and the size of each subpopulation. The performance of proposed algorithm is compared to that of SPSO, SGA, ACO, GA, IG, Gini index and CHI on three publicly available benchmark corpora. The experimental results indicate that proposed algorithm outperforms the other methods since it achieves
