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“Nothing in biology makes sense except in the light of evolution ...”
Theodosius Dobzhansky
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1.1 Overview
Unlike human-made systems, biological systems are the outcome of a complex evolutionary process
spanning millions of years. However, both engineered systems and evolved biological systems possess a
given structural design that allow them to carry out particular functional tasks. In the life sciences, this
structure-function relationship is better known as the genotype-phenotype map (GPM), and it is at the
core of almost any biological problem known. What makes this biological mapping problem difficult to
grasp is that it is intrinsically linked to the functioning of molecular interacting systems (e.g. the regula-
tory networks controlling the expression of cellular phenotypes). These molecular networks are complex
because they operate in a non-linear manner, which makes the study of their functional and evolutionary
properties by mere intuitive reasoning virtually impossible. The inter-disciplinary field of systems biol-
ogy offers an ample range of quantitative tools to study the emergent properties of molecular interacting
systems at different levels of granularity. In particular, systems biology-inspired modeling approaches
have been increasingly used not only to decipher the inner workings of molecular networks, but also
to shed light on the evolutionary origin of emergent systems properties such as evolvability, robustness
and modularity. Although systems biology-inspired network models can often account for mechanistic
details, an essential component that is still missing in these models is an explicit representation of the ge-
netic encoding of molecular networks. In this sense, these models are of limited use to adequately study
the evolutionary potential of molecular networks, essentially because the functional properties of GRNs
are typically acquired through the gradual accumulation of discrete changes in their genotypic encoding
over the course of evolution. This is one of the main motivations of this thesis, the design of an adequate
and sufficiently detailed mechanistic modeling framework to simulate the GPM of a particular type of
molecular networks, namely gene regulatory networks (GRNs). To develop this GPM model I built upon
first principles to capture essential molecular mechanisms of transcriptional regulation, which allow to
adequately accounting for the dosage sensitive nature characteristic of real GRNs. A critical step in the
design of this model was the incorporation of a realistic genetic encoding so that the regulatory wiring of
GRNs could be evolved in silico via the accumulation of point mutations in cis-regulatory regions (i.e.
gene promoters) and trans-acting elements (i.e. the DNA binding domains of transcription factors).
Using the fine-grained, mechanistic GPM modeling framework outlined above, I concentrated on a
specific biological problem that has remained largely understudied, and that is the immediate and long-
term impact of gene and genome duplications on GRNs, both major sources of genetic novelty, and of
special relevance to plant evolution. Concretely, a major aim was to investigate the impact of genome du-
plications on the evolvability of GRNs. Evolvability, the internal disposition to vary in the face of genetic
perturbations, determines a systems’s potential for future evolutionary change (adaptations). Evolvabil-
ity is a defining feature of biological systems that has been the subject of much research over the last
decades, the mechanistic basis and evolutionary origin of which remains quite controversial, mainly be-
cause a standard way to quantify it is lacking at this point. In fact, the definition and quantification of
evolvability may be more system-specific. Therefore, the operational definition of evolvability adopted in
this work refers to the capacity of artificial GRNs to evolve novel and increasingly better adapted expres-
sion phenotypes. Importantly, evolvability is quantified using dedicated fitness functions that assess the
functional performance of the GRNs. To compare the evolvability of pre- versus post-duplication GRN
system configurations, evolutionary explorations across sequence space were performed in silico, using a
novel evolution protocol, to mimic the adaptation of GRNs. More precisely, GRNs were evolved toward
newly imposed optima defined as oscillatory expression phenotypes with lower or higher frequency com-
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pared to the oscillatory expression phenotype of start (ancestral) configurations.
Next, the internal disposition of biological systems to respond to genetic perturbations is clearly epito-
mized by the dosage dependent functioning of transcriptional regulatory systems. Changes in the dosage
balance among transcriptional regulators, achieved through gene duplication/deletion events, can sub-
stantially modulate their DNA occupancy profiles at the promoter region of target genes. In consequence,
a typical outcome of dosage balance alterations is a considerable deviation in the expression patterns
of key developmental genes compared to those observed under normal conditions. A clear quantitative
understanding of the role of dosage balance alterations in the modulation of the expression dynamics
of GRNs is currently lacking, mainly due to the fact that most present-day network models fail to cap-
ture essential mechanistic details of transcriptional regulation. Based on the mechanistic GPM modeling
framework outlined above, the other major goal of this work was to investigate the proximate and ultimate
consequences of dosage balance effects in GRNs. Concretely, I examined the impact of gene copy num-
ber variation, including single gene duplication and deletion, as well as amplification of regulatory gene
copies, on the expression dynamics of GRNs. In addition, I simulated the evolution of GRNs carrying an
extra copy of either a regulatory or an output gene, and examined the immediate fitness impact of dosage
balance effects on the capacity of GRNs to evolve toward newly imposed optima.
Overall, the work presented here reveals an unanticipated complexity underlying the evolutionary po-
tential of pre- and post-duplication GRNs. Specifically, we found a complex interplay between initial
evolutionary conditions determined by genetic and non-genetic factors, such as the underlying structure
of a start GRN genotype (genetic background), dosage balance effects, the nominal values of (partly)
environmentally determined network control parameters, as well as quantitative aspects of the newly im-
posed phenotypic optima, which can severely constrain the adaptation of pre- and post-duplication GRN
system configurations. The take home message of this work is that the evolvability of complex molecular
networks possesses an intricate multifactorial basis that can be difficult to dissect through coarse-grained
mathematical representations of the GPM.
Just as any endeavor promulgated by the emerging field of evolutionary systems biology, the com-
putational work presented here aims toward a multidisciplinary approach to achieve a systems-level un-
derstanding of the evolution of biological systems, by emphasizing on the inner workings (i.e. operative
rules) of molecular networks that mediate complex genotype-phenotype relationships at the cellular level.
From a practical point of view, understanding how to reduce the mismatch between the current pheno-
types expressed by a given biological system and those phenotypes that would be best suited for a given
environment is directly linked to our ability to rationally design and optimize biological functions, the
primary goals of many research disciplines in the life sciences, such as synthetic biology, plant biotech-
nology (e.g. applied to crop design), metabolic engineering, evolutionary medicine, microbiology, etc.
Moreover, gaining insights into the mechanistic underpinnings of cellular information processing net-
works is crucial to understanding the origin of complex diseases such as cancer, which is itself the result
of an intricate evolutionary process operating on somatic cells within tissues, whereby natural selection
acts upon the phenotypic variation generated by the accumulation of genetic, genomic and epigenetic
alterations, as well as upon phenotypic changes brought about by the inherent stochasticity of biochem-
ical reaction systems (i.e. gene expression noise). Because of the complexity underlying the origin of
cancer cell phenotypes, evolutionary systems biology approaches, together with molecular and cell bi-
ology experimental techniques could, for instance, aid in the design of effective drug therapies. Finally,
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from a basic research point of view, understanding the inner workings of molecular networks, and how
evolution steers in them and shapes them at the same time, is crucial to address long-standing evolution-
ary questions, such as the origin of species diversity, the evolution of biological complexity, phenotypic
innovation and survival of mass extinction events. In this sense, evolutionary systems biology offers the
opportunity to recreate past evolutionary events, to reconstruct evolutionary trajectories and to assess their
repeatability under similar conditions, as well as to assess how different starting conditions could impact
on the outcome of evolution.
The structure of this thesis is as follows: Chapter 2 provides an overview on general aspects of gene
regulation, genotype-phenotype mapping problems and GRNs, evolutionary aspects of GRNs, as well as
features and the scope of conventional network modeling approaches. Chapter 3 provides an overview
of current systems biology-inspired GPM modeling approaches used to study the evolutionary origin of
emergent properties of gene regulatory networks (GRNs), discusses in detail their limitations to investi-
gate GRN evolution under gene and genome duplication events with a special focus on plant evolution,
and outlines the essential features that a GPM modeling approach should incorporate in order to ade-
quately explore GRN evolutionary issues. Chapter 4 provides a detailed explanation of the mechanistic
GPM modeling framework developed in this work, discusses the limitations and potential novel features
that could lead to further model enhancements, as well as the methods used to simulate the evolution
of GRNs across sequence space. Chapter 5 presents the research study that focuses on the impact of
whole genome duplications on the evolvability of prototypical cascade-like GRNs with oscillatory ex-
pression phenotypes. The consequences of dosage balance effects on the evolution of GRNs toward a
new phenotypic optimum, as well as the immediate impact of gene copy number variation, including
single gene duplication/deletion and amplification of regulatory gene copies, on the expression dynamics
and fitness of GRNs is addressed in chapter 6. Finally, chapter 7 closes with a general discussion and
future perspective.
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“The way to get good ideas is to get lots of ideas, and throw the bad
ones away”
Linus Pauling
2
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2.1 On the structure of the genotype-phenotype map: regulatory
networks and evolution
Complex genotype-phenotype mapping (GPM) problems, that is the association between the genetic
blueprint (genotype) of a given biological system (e.g. a molecular network) and its phenotypic mani-
festation (e.g. the time varying concentration of gene products, or their biochemical activity), critically
depend on the functioning of a cellular machinery constituted by multiple regulatory layers, wherein gene
regulation plays a critical role. In particular, gene regulatory networks (GRNs) have been shown to be
responsible for imparting precise control on the expression of the distinct transcriptional programs un-
derlying, for instance, physiological responses to changing environments, as well as the spatio-temporal
organization (development) of multicellular organisms. Because of the pivotal role of GRNs in the gener-
ative process of the phenotypes, changes in their genotypic structure have provided important rawmaterial
for evolution to act upon. In this chapter, I first present a brief history of the notion of the GPM problem,
and then I will give a brief overview on general aspects of gene regulation, the structure and evolution of
GRNs, as well as important conceptual and theoretical approaches, such as generic and system-specific
mathematical network models, used to study a great variety of GPM problems in GRNs, including the
evolutionary origin of emergent system properties. I will also briefly discuss several bottlenecks typically
faced by network modeling studies.
Author contribution
All content within this chapter was written by myself and revised by professor Steven Maere
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2.2 Genotype-phenotype mapping problems: a brief history
Although Darwin failed to adequately account for the laws of inheritance in his theory of evolution by nat-
ural selection1, he nevertheless could anticipate the importance of understanding the generative processes
underlying the variation of characters. The rediscovery of Mendel’s rules of heredity by the botanist Hugo
DeVries led the latter to suggest the concept of genes in his book Intracellular Pangenesis (1889). Then,
at the beginning of the twentieth century, Wilhelm Johannsen made the distinction between the hereditary
dispositions of organisms (their genotypes) and the ways in which those dispositions manifest themselves
in the physical characteristics of organisms (their phenotypes)2. Few years later, the field of genetics was
formally established upon the publication of the seminal book: The Mechanism of Mendelian Heredity by
Morgan, Sturtevant and Bridges in 19153, which laid down the foundations for a chromosomal theory of
heredity. After this great accomplishment, the generative process of biological functions begun to receive
renewed attention. It was only after Conrad H. Waddington proposed his influential metaphor on the epi-
genetic landscape of cellular differentiation pathways4 that a more systemic approach begun to emerge
to explain the dynamics of developmental and evolutionary processes. Then, the seminal work on gene
regulation by Jacob and Monod5, perhaps the first rigorous attempt to describe a genotype-phenotype
mapping (GPM) problem (i.e. the association between the genotype and its biological manifestation or
phenotype) in mechanistic terms, inspired the famous theoretical biologist Stuart Kauffman to develop a
Boolean model of large sets of interacting gene nets to explore the global dynamics of cellular differenti-
ation pathways6. A few decades ago, the foundation for a dynamical systems approach to developmental
mechanisms was laid down by Oster and Alberch7,8, who aimed to provide explanatory principles of
the evolvability (capacity to evolve) of multicellular organisms. More recent conceptual developments
have formally incorporated environmental factors as key modulators of GPM problems in multicellular
organisms 9,10. Together, these seminal contributions brought more questions than answers on the struc-
ture and evolution of the generative processes of the phenotypic characteristics of organisms. With the
advent of the omics revolutions, the collection of massive amounts of molecular data held the promise
of deciphering the secrets of life11. Inspired on a rich tradition of systems approaches in engineering,
network biology12 and systems biology13 have laid the foundations of powerful quantitative frameworks
that allow us to interrogate the emergent properties of complex molecular interacting networks. Relying
on both integrative data analysis and mechanistic modeling approaches, remarkable advances have been
made over the last decade towards the elucidation of the inner workings of distinct GPM problems in
many different organisms14–17. Not surprinsingly, what is at the heart of most GPM problems is gene
regulation, the basis of which will be briefly described below.
2.3 Gene regulation: a defining feature of living organisms
Compared to prokaryotes, eukaryotic genomes typically have many more genes with complex inter-
nal structures (see Figure 2.1), which are distributed across multiple chromosomes, whereas genes in
prokaryotes are organized into one single chromosome18. A distinctive feature of prokaryotes is that
functionally related genes are generally organized into operons, which renders the regulation of the ex-
pression of prokaryotic genomes relatively less complex than in eukaryotes, where a greater variety of
elaborated gene regulation mechanisms is necessary (see18). Gene regulation is a complex multifaceted
process involving a dynamic interplay between the synthesis and the degradation of gene products18,19.
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Transcriptional control is an essential part of gene regulation, which is itself a multilayered process in-
volving a suite of molecular complexes that bind to the promoter regions of the genes20–22. Transcrip-
tional control in eukaryotes, as compared to prokaryotes, is known to be a much more elaborated process
encompassing, for instance, structural aspects involving the remodeling of the chromatin structure (a
tightly packed fiber composed of DNA and histone proteins), which renders access to the DNA by the
RNA polymerase quite restrictive, as opposed to the non-restrictive accessibility of DNA in prokary-
otes21–24. Furthermore, transcriptional control in eukaryotic cells involves several phases25,26, the most
critical ones being transcription initiation22 and RNA polymerase translocation26, which are driven by
different classes of transcription factors (TFs) (see Figure 2.2) that act in a combinatorial fashion. For
instance, the Pol II transcription-complex is composed of general TFs; another class of TFs is involved
in DNA remodeling tasks; finally co-activators and co-repressors, another type of TFs, are essential in
mediating the regulatory effects imparted by sequence-specific DNA binding TFs known as activators and
repressors20–22. Several lines of evidence indicate that transcriptional activators and repressors are largely
responsible for fine tuning the concentration levels of gene products across temporal and spatial scales.
For instance, it has been shown that complex cascades of gene expression (transcriptional programs) are
set in motion through the combined activity of activator and repressor TFs that bind in a combinatorial
fashion to a collection of cis-regulatory sequences (DNA binding sites) scattered across the genome27,28.
The resulting temporal progression of gene expression states is a major determinant of, for instance, phys-
iological responses to environmental stresses in unicellular organisms29, cell fate determination30 and the
formation of animal body plans31,32, as well as the coordination of plant developmental switches33. In
fact, this gene regulation-centered paradigm has proven instrumental in explaining a wide range of GPM
problems33–41, and has served as a solid foundation for the elaboration of enticing hypotheses that aim to
explain the evolution of biological diversity and complexity in terms of changes in the structure of gene
regulatory networks32,42.
A distinctive feature of the components involved in transcriptional regulation is their modular ar-
chitecture, that is, the presence of independent or individualized units (e.g. cis-regulatory elements, or
proteins motifs) that perform specific regulatory tasks. Such modular organization provides flexibility
in the way in which transcriptional regulation is achieved, for instance, individual modules can be re-
placed, added or deleted without affecting the proper function of the rest of the system43. A typical
example of modular transcriptional regulation comes from the fruit fly, Drosophila melanogaster, where
specific transcriptional readouts are controlled by dedicated enhancer sequences (typically spanning over
200-500 base pairs) located in the promoter regions of genes, which have the capacity to control par-
ticular phases (e.g. spatial-temporal) of gene expression36,44. Interestingly, the finding that enhancers
contain binding sites that are usually distributed in a non-random manner has led to the proposition of a
regulatory grammar36,44, a set of quantitative parameters associated to the activity of DNA-bound activa-
tors and repressors (e.g. stoichiometry, affinity, spacing, and arrangement of binding sites) that together
determine the functional properties of enhancer sequences36,44. Although insights into the extent of mod-
ularity of plant cis-acting elements are still limited, a few studies have shed light on what could be the
regulatory grammar of stress-responsive cis-acting elements. For instance, due to their sessile life style,
plants must display plastic physiological and/or morphological responses to stressful environments45,
which are achieved at the molecular level through extensive changes in the transcriptome (transcriptional
reprogramming). Only a handful of cis-regulatory sequences had been linked to stress-induced transcrip-
tional reprogramming46,47, but a recent study has reported a series of putative cis-regulatory sequences
in the A. thaliana genome48. Most interestingly, this study proposed a series of cis-regulatory codes,
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Figure 2.1: Schematic representation of a typical eukaryotic gene structure. In a typical protein-coding eukaryotic
gene, the mRNA is transcribed by RNA polymerase II. The core promoter is characterized by an initiator sequence
surrounding the transcriptional startpoint and a sequence called a TATA box located about 25 bp upstream (to the 5
prime side) of the startpoint. The core promoter is where the general transcription factors and RNA polymerase
assemble for the initiation of transcription. Within about 100 nucleotides upstream from the core promoter lie
several proximal control elements, which stimulate transcription of the gene by interacting with regulatory
transcription factors. The number, identity and location of the proximal elements vary from gene to gene. The
transcription unit includes a 5 prime untranslated region (leader) and a 3 prime untranslated region (trailer) which
are transcribed and included in the mRNA but do not contribute sequence information for the protein product. These
untranslated regions may contain expression control sequences. In the primary transcript, at the end of the last exon
is a site directing the cleavage of the RNA and poly(A) addition. Figure reproduced from: Principles of Cell
Biology, Dr. Brian E. Staveley’s Lectures, url: http://www.mun.ca/biology/desmid/brian/BIOL2060/CBhome.html.
1.2 Transcriptional Regulation in Eukaryotes
A
B
Figure 1.1: A: Promoter structure of a eukaryotic gene and the regulatory pro-
teins involved in the modulation of transcriptional activity. Figure adapted from
Wray et al. (2003). B: Nucleosome architecture around active promoters. Nucle-
osomes -1 and +1 (green) are located around 150 downstream and just upstream
of the transcription start site respectively, exposing a nucleosome free region.
Figure adapted from Venters & Pugh (2009).
near the transcription start site (TSS), spanning approximately 150 nucleotides
located 200 bps upstream of annotated genes (Fig. 1B). This is in contrast to
coding regions which were found to be highly occupied by nucleosomes in yeast
(Lee et al., 2007). Lee et al. furthermore found di erent categories of nucleosome
density at promoters, and found that those correlated with expression level and
functional classes of genes. Stress-responsive genes, for example, were most oc-
cupied in their data set, in contrast to genes involved in ribosome biogenesis and
RNA and DNA metabolism which were found to be most depleted. This reflected
the conditions under which the samples were taken, during the log growth phase,
where stress-responsive genes are generally not needed and the cells are prolif-
erating at high rates. Moreover, they found a strong statistical correspondence
between nucleosome depletion and the presence of binding sites for TFs known
to be localised in the nucleus in the sampled conditions, underlining the link
between nucleosome organisation at promoters and activation of gene expression.
4
Figure 2.2: Eukaryotic promoter structure. The figure illustrates an idealized gene promoter in operation. The
Initiation of transcription requires several dozen different interacting proteins, including the RNA polymerase II
holoenzyme complex (⇠ 15 proteins); TATA-binding protein (TBP); TAFs (TBP-associated factors, also known as
general transcription factors; ⇠ 8 proteins); transcription factors (the precise composition and number of which
differs among target genes regulated, which may vary in space and time and according to environmental
conditions); transcription cofactors (again, the precise composition of which is variable); and chromatin
remodeling complexes (which can contain a dozen or more proteins). Figure reproduced from Wray et.al. 22.
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such as combinatorial relationships among cis-regulatory elements, location and copy number, by which
stress-responsive gene expression could be modulated48. Although not strictly similar to the regulatory
grammar of animal cis-regulatory regions, this study suggests that modular cis-regulatory activity is also
common in plants.
Similar to cis-regulatory sequences, TFs possess a modular structure43 consisting of several dedicated
domains that carry out specific regulatory tasks. For instance, DNA binding domains (DBDs) are com-
posed of amino acids that are either contiguous (e.g. MADS box) or dispersed (e.g. Zn-fingers) within the
primary sequence22. The number of distinct DBDs is believed to range between 200-300, according to
structural considerations49. These DBDs can be allocated into 8 broad structural classes distinguishable
by their DNA binding mode50, with Helix-Turn-Helix and Zinc-coordinating DBDs being the most abun-
dant ones49. TFs have also been classified according to several lineage-specific DNA binding domain
families (see Figure 2.4). In addition to the DBD, the presence of protein-protein interaction domains is
an important structural requirement to mediate context-dependent interactions with other proteins, which
are necessary to carry out specific regulatory tasks. Many eukaryotic TFs bind DNA only as homo or het-
erodimers51. An important class of TFs that make extensive use of protein-protein interaction domains
to carry out crucial developmental tasks across eukaryotes, and specially plants, is the MADS-box gene
family52. In particular, the MIKC-type proteins, a special class of MADS domain proteins only present
in plants, are multi-domain proteins53 able to bind DNA as homo- or heterodimers, or even as part of
higher-order complexes. In this type of TFs dimerization and higher-order protein-protein interactions
are established mainly through its so-called I and K-domains53. It has been hypothesized that the acquisi-
tion of this capacity to form multimers has conferred on the MIKC-type proteins the capacity to exercise
more sophisticated transcriptional control of important developmental genes, and that this combinatorial
feature might have facilitated the evolution of more complex developmental plant systems53. In addition,
the regulatory status of TFs (activating vs. repressing regulatory activities) is thought to be specified
by the presence of dedicated domains that mediate interactions with the RNAp II complex. Activation
domains, which are usually composed of Gln, Pro, and/or Ser/Thr residues, are thought to exert their
function by increasing the frequency with which the RNAp II complex initiates transcription54. Activa-
tion domains have also been found to mediate direct interactions with the TATA-binding protein (TBP),
or indirect interactions via TAF (TBP-asssociated factors)55. In contrast, repression domains, many of
which have been found to be composed of acidic residues, are thought to exert their function by decreas-
ing the frequency at which the RNAp II complex initiates transcription22. Finally, despite the existence
of distinct protein domains conferring on the TFs with a molecular identity, the fact that eukaryotic tran-
scriptional control is achieved through complex combinatorial interactions usually renders the functional
role of TFs highly context-dependent. For instance, the regulatory role associated to a given TF can vary
as a function of the partners it interacts with, usually resulting in synergistic effects (i.e. combined effect
is stronger than an individual effect) on the expression of a target gene (see Wray et al. 22 and references
therein). Finally, a TF may act as a repressor if it masks the binding site of a transcriptional activator, an
effect that does not require a specialized repressor domain 22.
Over the past few years, considerable efforts have been made toward deciphering quantitative aspects
of protein-DNA binding interactions57–59. An important insight gained from these studies is that the in-
teraction of a TF with a DNA site seems to be largely determined by a position-unspecific attraction and a
specific interaction, whose energy values are thought to depend on the particular DNA binding sequence
where the factor binds59. The unspecific part is the electrostatic interaction between the positively charged
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energy, these models are able to reconstruct quantitative
ﬁtness landscapes that can be used to study the evolution of
transcription regulation. This has led to remarkable success
in explaining such important features of transcription factor
binding as the total binding energy associated with a func-
tional binding site (Gerland et al. 2002; Berg et al. 2004)
and the average change in binding energy with individual
mutations (Gerland et al. 2002; Gerland and Hwa 2002) as
well as some features of position weight matrices (PWMs)
(Gerland et al. 2002; Sengupta et al. 2002; Moses et al.
2003; Lusk and Eisen 2008; Shultzaberger et al. 2012). It
has also led to estimates for the strength of selection on
functional binding sites (Hahn et al. 2003; Mustonen et al.
2008; He et al. 2011). We make use of much of this infor-
mation to construct our model. However, we are principally
concerned with the population genetics of transcription fac-
tor binding across a large number of sites. Therefore we
specify our model in terms of aggregate properties of tran-
scription factor binding sites derived from biophysical mod-
els, without specifying the mechanistic biophysical details
that give rise to the selection coefﬁcients we use. Nonethe-
less, we also verify the results of our simpliﬁed evolutionary
models by comparison with simulations of detailed, biophysical
models of transcription factor binding.
Materials and Methods
Biophysical model
We begin by introducing a biophysical model of transcription
factor (TF)–DNA binding, derived from the literature. De-
tailed models of this type have been used extensively to study
the properties and evolution of small numbers of binding sites
(Gerland et al. 2002; Moses et al. 2003; Berg et al. 2004;
Bintu et al. 2005; Sella and Hirsh 2005; Lässig 2007). These
models focus on the probability that a binding site is bound
by a transcription factor, which is given in terms of the prop-
erties of the binding site and in terms of the number of free
transcription factor proteins available to bind to it in the cell.
A binding site is assumed to consist of n contiguous nucleo-
tides. Indexing the nucleotide positions by i 2 {1, 2, . . . , n}
and the bases by a 2 {A, C, G, T}, the contribution to the
binding energy of the site by a base a at nucleotide i is eai ,
and the total binding energy of the site is E ¼Pni¼1eai (units
of kBT) (Gerland et al. 2002; Lässig 2007). Typically there
are “preferred” bases at each position i that contribute 0 to
binding energy (and hence make it more likely that the site
is bound by a transcription factor). The number of different
preferred bases, ri, is called the degeneracy at position i. All
other, nonpreferred bases increase binding energy by an
amount e between 1 and 3 kBT (Gerland et al. 2002; Lässig
2007). The total binding energy of a binding site that con-
tains m preferred bases is given to good approximation by
E = e(n 2 m).
A combination of empirical studies and basic thermody-
namic principles has shown that, in a cell containing P free
transaction factors, the probability that a binding site con-
taining m preferred bases is bound, pm, is given by
pm ¼ PPþ exp½eðn2mÞ&: (1)
Using Equation 1, the evolution of a single binding site can
be studied by making the natural assumption that the ﬁtness
of a site is a linear function of the probability that it is
bound. At a genome position where selection favors tran-
scription factor binding, the ﬁtness, wm, of a site containing
m preferred bases is given by wm = 1 2 s+(1 2 pm), where
s+ is the ﬁtness penalty associated with the site being un-
bound. Similarly, at a genome position where selection dis-
favors transcription factor binding, the ﬁtness of a site
containing m preferred bases is given by wm = 1 2 s2pm,
where s2 is the ﬁtness penalty associated with the site being
bound.
A simpliﬁed model
In this article we are interested in the whole set of genome
positions associated with a given transcription factor that
are under selection either to promote binding (true targets)
or to prevent it (false targets). Such a view takes in hun-
dreds of thousands of genome positions at once, and this
makes keeping count of the number of correctly matched,
preferred nucleotides at each site impractical. Therefore, to
gain insight, we make a number of simplifying assumptions
to reduce the complexity of the detailed biophysical model,
while still retaining its essential properties.
The probability that a site with m preferred nucleotides is
bound, given by Equation 1, is a sigmoidal function with
threshold-like behavior, where the threshold occurs at
mth ¼ n2 log½P&=e. This means that binding sites with m .
mth tend to have high binding probability (i.e., close to 1)
and binding sites with m , mth tend to have low binding
Figure 1 The lengths of binding sites range from 5 nt to
'30 nt, in both eukaryotes (left, 454 curated transcription
factor motifs) and prokaryotes (right, 79 motifs). The in-
formation content per nucleotide ranges from '0.25 bits
to 2 bits (see Figure S1).
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Figure 2.3: Distribution of the length of bindi g site in eukaryotes and prokaryotes. The le gths range from 5 to
⇠ 30 nucleotides in both eukaryotes (data shown for 454 curated DNA binding motifs) and prokaryotes (data shown
for 79 curated DNA bindi g motifs). Figure reproduced from Stewart et.al. 56.
protein and the negatively charged DNA backbone, while the specific part involves hydrogen bonds be-
tween the DBD of the TF and the nucleotides of the binding site. Recently, it has been hypothesized that
animal transcription networks are likely to behave as highly connected, quantitative continua, in the sense
that most TFs, by virtue of having high intracellular concentration levels (e.g. in the order o 104 3⇤105
molecules per nucleus), are able to bind DNA sequences over a quantitative series of DNA occupancy
profiles60. In other words, this implies that such high intracellular concentration levels would be suffi-
cient to thermodynamically drive TFs to reside on DNA most of the time; at any instant, some molecules
of each TF in vivo should be bound to any accessi le DNA sequence by m ans of electrostatic, sequence-
independent interactions (with KD ⇠ 10 6 M), and othe molecules by sequence-specific interactions
with many of tens of thousands of moderate and high-affinity recognition sites (KD < 10 8)60. Fur-
thermore, it has been determined that several biophysical factors may impose some constra ts on the
length and information content of DNA binding motifs57,58,61. Interestingly, it has been determined that
binding sites in both eukar otic and prokaryotic ge omes are typically 10 nucleotides long (see 56, and
references therein), with lengths varyi g between 5 to ⇠ 30 nucleotides (Figure 2.3). Moreover, it has
been determined that the information content of binding sites, defined as the number of different bases
that can occur at each nucleotide and still produce functional binding, may vary from a maximum of 2
bits per nucleotide (i.e. each nucleotide must assume a specific base to produce functional binding) to
< 0.25 bits (i.e. each nucleotide can assume one of several bases and still produce functional binding)
62. Next to biophysical constraints, natural selection may also place important constraints on the protein-
DNA binding process due to the fact that TFs must correctly bind to some sites in the gen me and avoid
binding elsewhere in order to trigger appr priate tra scriptional outputs (63,64). If binding sites ar to
short, TFs are predicted to bind too readily to non-desirable genomic sites, which may disrupt gene ex-
pression and deplete the pool of TFs available to bind where they are required. If binding sites are too
long, on the other hand, sites where binding must be favored would tend to be too easily disrupted upon
mutations56,63,64.
2.3.1 Hierarchical organization of gene regulatory networks
As previously mentioned, transcriptional regulation is carried out by a complex gene regulatory network
(GRN). At this level of organization, GRNs have been shown to exhibit an intrinsic hierarchical orga-
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Of these, the Winged-helix domain and the Zinc ribbon
are encountered in all three principal superkingdoms of
life [26]. The Ribbon-Helix-Helix (MetJ/Arc) domain is
found only in the prokaryotes [26], whereas the crown
group eukaryotes display a proliferation of several novel
DNA-binding domains, such as the C2H2 zinc fingers,
the AT hooks, the HMG1 domain and the MADS
box [30].
In Figure 2, we provide examples of some of the most
common binding domains in the five genomes listed in
Table 1. The DNA-binding domain families were chosen
to emphasize that many families are specific to individual
phylogenetic groups or greatly expanded in some gen-
omes. For example, the nuclear hormone receptor family
transcription factors are very abundant in Caenorhabditis
elegans compared with other organisms, whereas the Zn2/
Table 1
Numbers of DNA-binding transcription factors in five organismsa.
Organism Number of
transcripts
Number of proteins with
DNA-binding domains
Percentage of transcripts
containing DNA-binding domains
E. coli 4280 267 6.2
S. cerevisiae 6357 245 3.9
C. elegans 31 677 1463 4.6
H. sapiens 32 036b 2604 8.1
A. thaliana 28 787 1667 5.7
aDNA-binding domain assignments from Pfam and SUPERFAMILY are used to establish the repertoire of DNA-binding transcription factors
in five model organisms. An expectation value threshold of 0.002 was used in making the assignments. Co-regulators that do not bind DNA
directly are excluded. bPredicted by Ensembl v19.34a [42].
Figure 2
C-terminal effector domain
of the bipartite response regulators
Zn2/Cys6 DNA-binding domain
Glucocorticoid-receptor like
(nuclear receptor DNA-binding domain)
SRF like Nuclear receptor ligand-bindingdomain
E. coli S. cerevisiae C. elegans H. sapiens A. thaliana
SRF like 7340 113
C2H2 and C2HC zinc fingers 59125300 1039
Zn2/Cys6 DNA-binding domain 0000 53
Glucocorticoid-receptor like
(nuclear receptor
DNA-binding domain)
4819100 361
C-terminal effector domain of the
bipartite response regulators 000017
C2H2 and C2HC zinc fingers CheY like
Current Opinion in Structural Biology
Lineage-specific expansion of DNA-binding domain families. Examples of DNA-binding domain families of transcription factors that are
prevalent in one of the five genomes, but are rare in the others. The genomic occurrence of each family is provided in the table and we depict
their most common domain architectures alongside. SRF, serum response factor.
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Figure 2.4: Examples of lineage-specific DNA binding domain families. Figure reproduced from Babu et.al. 65.
nization that allows their study at different levels of granularity65. For instance, using graph theoretical
approaches interesting statistical regularities on the global structural features of the yeast transcriptional
network have been identified66. Specifically, it has been found that the number of TFs regulating a target
gene (incoming connectivity) follows an exponential distribution, indicating that most target genes tend
to be regulated by small sets of TFs. The distribution of the outgoing connectivity, defined as the num-
ber of target genes regulated by each TF, which is indicative of a of a hub-containing network structure
wherein only a few TFs take part in the regulation of a disproportionately large number of target genes.
At an intermediate level, regulatory modules composed of a small number of interacting genes have been
identified through graph theoretical analysis showing a high propensity for the nodes in e.g. the yeast
GRN to form ’cliques’66. Although no consensus seems to exist as to the general properties of such
modules, what seems to be clear is that GRNs are highly interconnected and very few modules tend to be
entirely separable from the rest of the network. In fact, many identified modules are nested within each
other in a hierarchical organization at differing levels of connectivities65. At the smallest scale, small
recurring cross-regulatory patterns between TFs and target genes are thought to be the building blocks of
the global GRN67–69. Network motifs have been attributed key roles in the dynamic behavior of GRNs,
such as their potential to carry out specific information processing tasks related to the regulation of tem-
poral gene expression patterns in response to external signals70 (see Figure 2.5). Although the study
of GRNs at different scales has proven instrumental in shedding light into the organization of complex
GPM problems at the cellular level, we are still lacking a more detailed mechanistic understanding on
how GRNs function. In particular, the description of eukaryotic GRNs as directed graphs provides only a
rather abstract representation of their real regulatory structure, given that a simple edge-node interaction
in a graph may be translated into multiple protein-DNA binding events whose regulatory activities can be
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context-dependent (e.g. DNA binding competition with other TFs).
2.4 Evolution of gene regulation: a major driver of phenotypic in-
novation, adaptation and biological complexity
Changes in gene expression achieved through alterations of transcriptional regulation patterns have long
been considered as the major source of phenotypic evolution22. This is supported by a great body of
evidence suggesting that much of the remarkable phenotypic diversity observed across different species
has been achieved through the gradual accumulation of changes in gene regulation38,42,72–75. For instance,
in a classic study, King and Wilson76 compared the levels of morphological and protein divergence be-
tween humans and chimps and concluded that the level of protein divergence was too small to account
for the anatomical differences between these two species. To reconcile the level of divergence between
proteins and morphology, they proposed that morphological divergence was based mostly on changes in
the mechanisms controlling gene expression and not changes in the protein-coding genes themselves. A
similar observation was reached for plant systems a few years ago, where Doebley and Lukens77 after
summarizing a series of evidence concluded that the evolution of plant form is most readily accom-
plished by changes in the cis-regulatory regions of transcriptional regulators. Several hypotheses have
been proposed to explain the pervasive role of regulatory evolution as a major source of the diversity of
life38,42,72–75. An emerging consensus indicates that the inherent modular organization of transcriptional
regulation endows GRNs with such a vast evolutionary potential that even small discrete changes may
account for the relatively modest phenotypic differences observed among closely related species, as well
as the markedly different phenotypes observed among groups at higher taxonomical levels38,42,72–75. This
idea is further supported by simulation studies showing that binding sites can arise rapidly from ran-
dom sequences78 due to their low information content (i.e. because they are short, typically 10 bp long;
see Figure 2.3), thus making them ideal as a source of genetic variation. Whether morphological and
physiological traits have been assembled over evolution predominantly through changes in cis-regulatory
sequences or substitutions in trans-acting elements has ignited an intense debate, with the argument in
favor of the cis-regulatory hypothesis focusing mainly on the prediction of strong conservation of TF
function38,75. Nevertheless, a growing body of evidence seems to suggest that changes in the coding
sequences of TFs may have also contributed a significant fraction to the within and between species gene
expression diversity and divergence79–83.
Although a great deal of information exist regarding the association between changes in cis and trans-
acting sequences and their effects on expression phenotypes, we still lack a comprehensive understanding
of how such sequence changes may have impacted on the structure and the functioning of GRNs over
evolutionary time scales. Nevertheless, promising advances have been made over the last decade toward
deciphering potential evolutionary principles in model organisms. In particular, using a combination of
global gene expression profiling, genome-wide chromatin immunoprecipitation (ChIP), DNA sequenc-
ing, and bioinformatics analyses, it has been possible to characterize GRNs involved in a great variety of
biological processes in fungal species, such as ribosomal gene expression, galactose metabolism, amino
acid biosynthesis, cell-cycle control, and cell-type control84–87. A general observation in these studies
is that GRN rewiring has taken place via: 1) sequence turn-over of cis-regulatory regions, which create
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responses (Figure 2). These responses include rapid or slowed
responses (Figures 2A and 2B), feedback control (Figure 2C),
sign-sensitive delays (Figure 2D), temporal ordering (Figure 2E),
and temporal coordination in modules (Figure 2F).
Notably, the relation between the topology of a motif and its
induced temporal pattern is far from unique and depends on
the characteristics of the incoming signal and of the interacting
molecules (Macia et al., 2009). For instance, protein production
rate, protein degradation rate, or activation thresholds of regula-
tors can each alter the dynamic transcriptional pattern generated
by the motif (Lahav et al., 2004). Moreover, different motifs or
combinations of motifs (Geva-Zatorsky et al., 2006) can induce
similar behaviors. For a more thorough discussion of network
motifs, we refer the reader to other extensive reviews (Alon,
2007; Davidson, 2009, 2010; Tyson et al., 2003).
Combinatorial Logic in the Feedforward Loop Generates
Sign-Sensitive Delays
The feedforward loop (Figure 2D) is a major building block of
combinatorial regulation (Amit et al., 2009). A feedforward loop
has a unidirectional structure consisting of three nodes: an
upstream regulator X that regulates a downstream regulator Y,
which in turn regulates a downstream target Z (which is not
necessarily a regulator). An additional edge is directed from X
to Z, thus closing a unidirectional ‘‘loop.’’ Each interaction can
be suppressing or activating, resulting in eight distinct feedfor-
ward loop structures.
One commonly found structure in transcriptional networks
(Alon, 2007) is the Type-1 coherent feedforward loop, in which
all of the interactions are activating. This feedforward loop can
generate a sign-sensitive time delay. The length of the delay
and whether it occurs during the off or the on switch depends
on the specific molecular parameters of the loop. The particular
logic mediated by the loop largely depends on the organization
of cis-regulatory elements in the promoter of the target gene
(‘‘Z’’). For instance, when the two transcription factors in
a coherent feedforward loop exhibit an ‘‘or’’ logic at the promoter
of the downstream gene (i.e., only one transcription factor
suffices to activate the gene), the resulting dynamics is usually
a sign-sensitive delay with faster response to the on switch
and a prolonged transcriptional response, as in flagellar biogen-
esis (Kalir et al., 2005). Conversely, an ‘‘and’’ logic for the two
transcription factors (i.e., both factors are needed to activate
the gene) is associated with a faster response to the off switch,
as in the L-arabinose operon. This feedforward loop structure
facilitates persistence detection (Mangan et al., 2003).
Another prevalent form of the feedforward loop is the inco-
herent variant (Figure 2D), in which Y acts as a repressor rather
than an activator. Depending on its parameters, this motif can
induce pulse-like responses (Basu et al., 2004), lead to a rapid
(Mangan et al., 2006) or nonmonotone (Kaplan et al., 2008)
response of the downstream target Z, or provide a mechanism
fordetecting fold-change (e.g., that a component’s level changed
by 2-fold rather than an absolute value) (Goentoro et al., 2009).
Single-Input Modules and Chromatin Architecture
Coordinate Responses in Modules and in Just-in-Time
Motifs
The single-input module (Figure 2F) motif occurs when a single
regulator has multiple targets (Alon, 2007; Lee et al., 2002).
This architecture, often associatedwith regulatory hubs (‘‘master
regulators’’), can facilitate a temporally coordinated response of
multiple genes in a module.
However, the activation of the downstream genes in a single-
input module is not necessarily concurrent, and differences in
their promoter properties can lead to ordered activation
(Figure 3). Specifically, a transcription factor’s affinity for
a specific cis-regulatory sequence affects the fraction of time
that it occupies a binding site (Bruce et al., 2009; Tanay, 2006).
The stronger the binding affinity, the higher the probability that
the transcription factor remains bound to a site and recruits the
transcriptional machinery (Hager et al., 2009). Differential recruit-
ment at different promoters results in a range of induction thresh-
olds, allowing a single transcription factor with a temporally
fluctuating level to generate an ordering of its target genes.
This principle was demonstrated in a recent study using
a series of genetically modified promoters of the Pho5 gene
during the response to phosphate starvation in yeast (Lam
et al., 2008). In this system (Figure 3), promoters with high-affinity
sites for the transcription factor Pho4 that are ‘‘open’’ (i.e., not
occluded by nucleosomes) responded toweaker signals of slight
phosphate deprivation (Figure 3B) and had a shorter response
time (Figure 3A) to phosphate starvation compared to those
with lower-affinity sites. Similar behavior was observed for
synthetic promoter variants and for different targets of Pho4
that had similar promoter architecture.
Figure 2. General Network Motifs in Transcriptional Regulatory
Networks
General motifs found in transcriptional regulatory networks are shown. Nodes
represent proteins; edges are directed from a DNA-binding protein to a protein
encoded by a gene to which it binds and regulates. Arrows and blunt-arrows
represent activation and repression, respectively; circle-ending arrows are
either activation (+) or repression (!). Relevant functions for these motifs are
listed.
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regulons, in which a group of genes re controlled b the same
transcription factors and, thus, share the same gene expression
patterns. In addition, genes can be organized into transcrip-
tional cascades and other patterns in which expression is
ordered sequentially. Here, we focus on the impulse-like
pattern, specifically its function and integration within transcrip-
tional programs.
Impulse (Single-Pulse) Responses to Environmental
Signals
Changes in gene expression in response to perturbations of the
surrounding environment, such as heat, salinity, or osmotic pres-
sure, typically follow a characteristic ‘‘impulse’’-like pattern
(Chechik and Koller, 2009; Chechik et al., 2008). Transcript levels
spike up or down abruptly following the environmental cue,
sustain a new level for a certain period of time (which may or
may not depend on the continuation of the cue), and then transi-
tion to a new steady state, often similar to the original levels
(Figure 1B). Impulse patterns are prevalent in responses to envi-
ronmental changes in all organisms, from bacteria to mammals
(Braun and Brenner, 2004; Gasch et al., 2000; Litvak et al.,
2009; Lopez-Maury et al., 2008; Murray et al., 2004).
One of the most extensively studied impulse systems is the
environmental stress response (ESR) program in yeast. The
ESR consists of !900 genes that exhibit short-term changes in
transcription levels in response to various environmental
stresses (Gasch et al., 2000). The transient impulse pattern of
the ESR likely represents an adaptation phase, during which
the cell optimizes its internal protein milieu before resuming
growth (Gasch et al., 2000). Indeed, many of the downregulated
genes in the ESR are associated with protein synthesis, reflect-
ing the characteristic transient suppression in translation initia-
tion and growth (Gasch et al., 2000). The ESR is also associated
with the brief induction of genes involved in specific response
mechanisms, such as DNA-damage repair, carbohydrate
metabolism, and metabolite transport (Capaldi et al., 2008;
Gasch et al., 2000). A notable exception to the impulse-like
stress response in yeast is the case of starvation, in which the
cells initiate more sustained programs, such as quiescence, fila-
mentation, or sporulation (Lopez-Maury et al., 2008).
Transient impulse patterns are also prevalent in mammalian
cells (Foster et al., 2007; Litvak et al., 2009; Murray et al.,
2004), extending beyond environmental stimuli. For example,
when innate immune cells, such as macrophages (Gilchrist
et al., 2006; Ramsey et al., 2008) or dendritic cells (Amit et al.,
2009), respond to pathogens, expression changes in individual
genes follow a clear impulse pattern. These patterns, however,
are often coupled to each other, forming multistep transcrip-
tional cascades, in which the products of genes that are induced
early in a response affect the expression of downstream targets.
These targets, in turn, may exhibit either an impulse pattern or
a more sustained one that initiates a long-term change in the
cell’s state (Amit et al., 2007a; Murray et al., 2004).
Sign-Sensitive Delay and Persistence Detection
in Impulse Responses
Impulse patterns can respond distinctly to the introduction of
a signal versus its withdrawal. This differential response results
in a ‘‘sign-sensitive delay’’ (Figure 1C), in which the speed of
the cell’s response to one ‘‘sign-shift’’ (e.g., from the presence
to the absence of a nutrient) is different from that of the comple-
mentary shift (e.g., from the absence to the presence of
a nutrient).
Figure 1. Prototypical Patterns of Temporal Dynamics of Gene
Expression
Schematic views of gene expression levels (y axis; arbitrary units) over time
(x axis) commonly found in cells in steady state or during a response to envi-
ronmental, developm ntal, or pathogenic stimuli. Blue and red plots show
possible profiles for different genes under each category. Common functions
for these gene expression patterns are listed.
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Figure 2.5: Network motifs and expression dynamics. The panel on the left illustrates minimal regulatory schemes
(network motifs) found in genome-wide transcriptional regulatory networks67,70. The schemes represent in a very
abstract manner transcriptional re ulators (s own s odes) that control the expression of target genes by binding
to th ir promote regions. Regulatory int ractions can be eithe activating (arrows) or r pressing (blunt arrows).
Circle-ending rrows are either acti ating or repressing. The panel on the right depicts prototypic l patterns of
tempor l dynamics f gene xpression generated during different cellular and d velopme tal processes in response
to stimuli. These temporal patterns of gene expression can be generat d by some of the n twork motifs individually,
or through their combined action. Figures reproduced from: Yosef an Regev71 .
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and destroy binding sites; 2) protein-coding changes that either alter the binding specificity of a transcrip-
tion factor or change its interaction with other co-factors; or 3) through the combined action of cis and
trans-regulatory changes85,86 (see Figure 2.6). Although the relative contributions of these principles to
the rewiring of GRNs have been extensively characterized in fungal regulatory circuits, these are likely
applicable to most, if not all, GRNs. For instance, as previously mentioned, the regulatory connectiv-
ity of plant GRNs composed of MIKC-type proteins may have evolved mainly through sequence diver-
gence (e.g. protein-coding changes) between gene duplicates, by which TF paralogs may have partitioned
their ancestral regulatory role (subfunctionalized) or acquired distinct functional roles (neofunctionalized)
within the GRN context. In particular, divergence in protein-coding sequences between MIKC-type TF
paralogs is thought to have represented a major driving force in the evolution of higher order molecular
complexes by which more precise transcriptional regulation of target developmental genes may have been
exercised53. Together, these principles of GRN rewiring underscore the importance of the modular and
combinatorial nature of transcriptional control as major contributors to the evolutionary origin of biologi-
cal complexity. What is yet not clear is the potential adaptive benefit of GRN rewiring, as the phenotypic
output of many homologous GRNs compared so far have been found to be remarkably similar84–87. Given
the lack of conclusive evidence on the potential fitness impact of GRN rewiring events, it is thus plausible
that many of the cases reported so far have been the outcome of neutral changes88, where evolutionary
transitions may have usually taken place through intermediate states representing redundant regulatory
programs with similar adaptive value86. In this sense, network modeling approaches may help clarify
the potential adaptive role of GRN rewiring events achieved through cis and trans-regulatory changes, in
addition to functional divergence between TF paralogs subsequent to gen(om)e duplication, which is the
primary source of novel genetic material.
2.5 The role of gen(om)e duplications in evolution
Small and large-scale duplications, such as single gene duplication (SGD) and whole genome duplication
(WGD), have long been recognized as a prominent factor in evolution89–92, mainly because they provide
novel genetic material for mutation, selection and drift to act upon. Over 40 years ago Susumu Ohno
famously stated that without duplicated genes the creation of metazoans, vertebrates, and mammals from
unicellular organisms would have been impossible, and that such big leaps in evolution required the cre-
ation of new gene loci with previously nonexistent functions89. In fact, it seems difficult to imagine, for
instance, how the vertebrate adaptive immune system (with dozens of duplicated immunoglobulin genes)
could have evolved without gene duplication93.
Different types of duplication events can be achieved through distinct molecular mechanisms93: 1)
tandem gene duplications (a variable number of duplicated genes that are linked in a chromosome) are
usually generated through unequal crossing over; 2) duplicated genes that are usually unlinked to their
original genes are generated via retrotransposition, which occurs when a messenger RNA is retrotran-
scribed to complementary DNA (cDNA) and then inserted into the genome, the activity (i.e. expression)
of which may depend on the genomic context; and 3) chromosomal/genome duplications which presum-
ably occur by a lack of disjunction among daughter chromosomes after DNA replication. At a larger
scale, polyploidization, that is the increase in genome size caused by the inheritance of an additional set
(or sets) of chromosomes, may originate from the same or a closely related individual (autopolyploid)
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contributor to the divergence of gene expression patterns,
as was also demonstrated by several studies that compared
the allele-specific expression of an inter- (or intra-) species
hybrid to that of their parents [27–29].
Scenario 2: Regulon Members Conserved but Regulation
is Handed Over from One Transcription Factor
to Another
Comparative gene expression profiling and sequence anal-
ysis has revealed examples where the regulon structure and
expressionpatternareconservedbut the factors that regulate
themhave changed: the substitution of one factor for another
hasoccurred (Figure 2). Anearly examplewasobserved in the
transcription circuits regulating mating type. A special set of
genes, called the a-specific genes, are expressed in a-cells
but not in a-cells (a and a cells are the two mating forms).
Tsong et al. [30,31] found that the regulation of a-specific
genes is implemented differently in S. cerevisiae compared
to Candida albicans: in C. albicans, a-specific genes are
turned off by default in a cells and induced by the transcrip-
tional activator a2 in a cells; in S. cerevisiae, a-specific genes
are on by default in a cells, and turned off by the transcrip-
tional repressor a2 in a cells. Thus, there has been a handoff
from one regulator to another (in this case, the two regulators
are structurally unrelated), and the form of control has
TF1 TF2
TF1 TF2
TF1
x1 y2
TF2
x2 y1
x1 y2x2 y1
x1 y2x2 y1
x1 y2x2 y1
x1 y2
TF2
x2 y1
A
B
C
D
TF1 TF2
E
Current Biology
Figure 2. Handover of a regulon from one tran-
scription factor to another.
The regulation of x1 and x2 by a transcription
factor (TF1) in the ancestral circuit (A) has
been taken over by a different factor (TF2) in
the extant circuit (E). The rewiring may have
occurred gene by gene, through intermediates
with redundant regulation (B–D).
changed from positive (in the ancestor)
to negative (in modern S. cerevisiae).
The overall output of the circuit, how-
ever, has remained the same: a-specific
genes are expressed in a cells but not in
a or a/a cells.
Transcription factor substitution has
also been observed in the regulation of
highly conserved metabolic pathways.
A remarkable example is the rewiring
of the transcriptional circuitry regulating
the expression of ribosomal protein
genes. Given their high abundance and
important functions, it is not surprising
that these genes are tightly co-regu-
lated [32,33]. However, the transcrip-
tional circuits that regulate such a highly
conserved cellular machine turn out to
be plastic, with large-scale rewiring
having occurred in different species.
Earlier bioinformatic analyses of ribo-
somal gene promoters identified dif-
ferent enriched motifs in different
species [20,21], suggesting that they
may be regulated by different regula-
tors. Using a combination of genetics,
expression profiling, and ChIP-chip
analysis, Hogues et al. [34] established
that, in C. albicans, the ribosomal genes are controlled by
Tbf1 in conjunction with Cbf1 [34], while it is known that in
S. cerevisiae Rap1 is the major regulator of these genes
[35,36]. Motif analysis across yeast lineages suggests that
the regulation by Cbf1–Tbf1 is the ancestral mode, while
regulation by Rap1 is a new innovation in the S. cerevisiae
branch [34].
Lavoie et al. [37] recently performed a systematic analysis
of a set of regulators known to be involved in ribosomal gene
regulation either in S. cerevisiae or C. albicans, and mapped
the genomic locations of the orthologous factors in both
species. This study not only confirmed the hand off of ribo-
somal genes from one set of regulators (Tbf1/Cbf1) to
another (Hmo1/Rap1), but also revealed a broad range of
reorganization in which a factor lost the control of one set
of genes but gained control of another set of genes with
different function. For example, Tbf1 in S. cerevisiae lost
the control of ribosomal genes but gained control of cell
cycle and telomere related genes [37].
Another example of transcription factor substitution in
a highly conserved metabolic system came from the study
of the regulation of galactose metabolism. In S. cerevisiae,
the presence of galactose (and the absence of glucose)
induces the transcription of genes that produce galactose
metabolism enzymes via the transcription factor Gal4
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Figure 3. Recruiting a new transcription factor
to an existing regulon by the evolution of a n w
combinatorial interaction.
The formation of a new interaction betwe n
TF1 and TF2 brings TF2 to the regulon con-
trolled by TF1, effecting a concurrent rewiring
of the full regulon (A,B). The new circuit can
then be improved by step-wise cis-regulatory
changes that stabilize the binding of TF2 to
the promoters (C).
binding to its well characterized cis-
regulatory sequence. In C. albicans,
the same enzymes are induc d by
galactose, but regulated through
a different cis-regulatory sequence re-
cognized by an as yet unknown tran-
scriptional regulator that is not Gal4.
The C. albicans Gal4 ortholog has, in
turn, been co-opted to regulate genes
unrelated to galactose metabolism
[38,39].
Scenario 3: Rewiring through the
Evolution of Combinatorial
Interactions between Transcription
Factors
Combinatorial regulation is a common
theme in eukaryotic transcriptional cir-
cuits, as transcription factors often
work in different combinations to regu-
late different sets of genes under
different conditions. Many combinato-
rial interactions are due to direct
protein–protein contacts between se-
quence-specific DNA binding proteins.
Thes interactions are often much weaker than the protein–
DNA interactions. It is therefore no surprising that changes
in the interactions between transcription factors play an
important role in transcriptional rewiring. Comparative anal-
ysis of mating type control indicates that the handoff in the
regulation of the a-specific genes (discussed above) involves
the formation of a new combinatorial interaction between a2
and the general regulatory protein Mcm1 [30,31].
Analysis of the full Mcm1 circuit across species provided
more evidence for transcriptional rewiring via changes
in combinatorial interactions. In S. cerevisiae, Mcm1 is
constitutively expressed and works with different partners
to regulate different biological processes, including mating
type specification, cell cycle, and arginine metabolism. To
investigate the volution of regul s defined by Mcm1
nd its partners, Tuch et al. [40] performed ChIP-chip
analysis in three different species — S. cerevisiae, Kluyver-
omyces lactis and C. albicans — and found large-scale
turnover of target genes within many regulons. In addition,
new regulons appear to have formed by new combinatorial
interactions along several different branches of the yeast
lineage. For example, it was found that most ribosomal
protein genes in K. lactis are bound by Mcm1, and Mcm1
binding sites are positioned with fixed orientation and
preferred distance to the Rap1 binding sites, suggesting
that Rap1 and Mcm1 have formed a new interaction in
K. lactis.
The formation of new (and the breaking of old) interactions
between transcription factors may be a general mechanism
for r wiring transcriptional circuits, as it could ‘jump start’
the rewiring of a set genes while maintaining their coordi-
nated regulation. After a new interaction forms, the circuit
can be improved through cis-regulatory changes target
gene by target gene (Figure 3).
In a systematic analysis of physical interactions between
transcription factors in humans and mice, Ravasi et al. [41]
found several hundred interactions in each species, with only
halfof thempresent inboth.Although it isunclear towhatextent
these differences contribute to the differences in the transcrip-
tion networks in the two species, the results support the idea
that combinatorial interactions can change considerably over
evolutionary timescales. ‘Trans-changes’ thataltercombinato-
rial regulation were also observed in an intra-species compar-
ison. In a recent analysis of the binding of the transcription
factor Ste12 in the segregants of a crossbetween twodiverged
S.cerevisiaestrains,Zhengetal. [42] foundextensivevariations
among individuals that were mapped to both cis and trans
changes. Two genes (one encoding a transcription factor)
that vary in different strains and modulate Ste12 binding to
the promoters of a number of targets were identified.
Connections between Different Scenarios
For simplicity, we divided observed wiring changes into
three basic types. In reality, these mechanisms probably
Special Issue
R749
Figure 2.6: GRN r wiring events. GRN can undergo re iring ev ts over evolutio ary time scales via turnover of
cis an /or rans regulatory features. P el on the left illustrates he Hand over of a regulon (collectio of genes or
operons under regulation by the same TF) from one TF to another. The regulation of x1 and x2 by TF1 in the
ancestral circuit (A) has been taken over by a TF2 in the extant c rcuit (E). The rewiring may h ve occurred gene by
gene, t rough int rmediates with edundant regulation (BD). Panel on the right depicts the recruitment of a new TF
to an existing regulon by the evolution of a new combin torial interacti n. The f mation of a new i ter ction
between TF1 and TF2 brings TF2 to the regulon controlled by TF1, effecting a concurrent rewiring of the full
regulon (A,B). The new circuit can then be improved by step-wise cis-regulatory changes that stabilize the binding of
F2 to the promoters (C). Figures reproduced fr m: Li and Johnson86 .
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or from the hybridization of two different species (allopolyploidy)90. When polyploidization involves
duplicated sets of chromosomes that share homology but are sufficiently distinct due to their separate
origins, these pairs of chromosomes are referred to as homeologs90. Moreover, segmental allopolyploids
carry more than two partially differentiated genomes, which can lead to the formation of both bivalents
and multivalents during chromosome pairing94. Major routes of polyploid formation are via gametic non-
reduction and, to a lesser degree, somatic doubling95. In gametic non-reduction, fusion of two gametes,
of which at least one contains a non-reduced, full somatic complement of chromosomes, can lead to poly-
ploidy. Somatic doubling may occur in zygotic, embryonic or sporophytic tissue. Spontaneous genome
duplication in those tissues can thus also produce viable polyploid offspring via gamete formation in the
duplicated sectors96. Although auto- and allopolyploidy share the property of being duplicated genomes,
differences in their origin and genomic compositions typically have notable consequences. For instance,
in autopolyploids, chromosomes generally pair as multivalents during meiosis, while in allopolyploids
bivalent pairing between chromosomes of the same original genome is prevalent94, resulting largely in
the maintenance of two separate genomes. However, the more closely genomes in the allopolyploid are
related, the more likely it is for homoeologs to pair97, resulting in chromosomal exchanges between the
two genomes.
Long before whole-genome sequencing technologies were available, chromosome counts, studies of
chromosome morphology, estimates of DNA content, and isozyme electrophoresis had made significant
contributions to research on gene and genome duplication, mainly with regards to their prevalence across
different organisms91. Then, the increasing availability of whole-genome sequence data over the last
decade prompted a wave of comparative genomic studies and large-scale bioinformatics analyses aimed
at revealing differences in genome structure and content among different species. The emerging consen-
sus from these studies is that gen(om)e duplications have severely impacted genome architecture, driving
the expansion of gene families in a great diversity of species, such as bacteria98, yeast99, fish100, amphib-
ians and reptiles101, human102, and plants103. Analyses of whole-genome sequence data from different
species have also proven instrumental in shedding light into the evolutionary dynamics of gene duplicates.
For instance, using whole-genome sequence data from Arabidopsis, rice, yeast, fly, worm, mouse and hu-
man, Lynch and Conery found that genes tend to undergo duplication at a rate comparable to the rate
of nucleotide substitutions104. In addition, they found that the rate of duplication in humans and worms
tends to be higher than in Arabidopsis, Drosophila and yeast. Relying on the pattern of nucleotide sub-
stitutions and on the frequency distribution of gene ages, an important conclusion by Lynch and Conery
was that duplicates tend to experience a brief period of relaxed selection, with most duplicates becoming
nonfunctional very quickly (i.e., by the time silent sites have diverged by only a few percent104), which
was inconsistent with previous analysis showing that in tetraploid species a large proportion of genes tend
to be retained in duplicate. To explain this inconsistency, Lynch and Conery argued that selection might
preferentially retain duplicates produced during whole-genome duplication events in order to maintain
relative gene dosage104. Based on these observations, Lynch and Conery argued that the high rate of
gene duplication may provide a substantial molecular substrate for the origin of evolutionary novelties,
although the time window available for such evolutionary exploration by gene duplicates before they
pseudogenize may be quite narrow. The authors also hypothesized that differential gene duplication and
pseudogenization in geographically isolated populations might cause reproductive isolation and specia-
tion104.
Intriguingly, gen(om)e duplications have been found to be a particularly predominant force in the
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evolution of plant genome structure and content, especially in flowering plants where evidence suggests
that genomes have undergone one and often several rounds of WGD early during their evolutionary his-
tory105–107. Although WGDs have received significant attention within the plant biology community, a
growing body of evidence suggests that small-scale duplication events (e.g. segmental duplications) may
have contributed equally to the repertoire of duplicated genes. For instance, it has been inferred that ap-
proximately 25% of the genes in Arabidopsis, the model eudicot species, are the product of ancient whole
genome duplications108, whereas nearly 16% of the genes tend to occur as tandem duplicates109. Inter-
estingly, based on an evolutionary model of the duplication dynamics of genes applied to the Arabidopsis
genome, Maere et al. estimated that the three WGDs this model species has presumably undergone over
the last 350 My are responsible for approximately 90% of the increase in transcriptional regulators, signal
transducers and developmental genes110, which was congruent with previous observations indicating that
duplicate genes with regulatory roles tend to be over-retained subsequent to WGD111,112, presumably due
to dosage balance constraints (see below).
That gen(om)e duplications have had an impact on the evolution of genome architecture does not
imply, however, that they have contributed substantially to the evolution of biological diversity. In par-
ticular, the potential impact of genome duplications on patterns and rates of diversification, speciation,
adaptation to novel environments and the evolution of biological complexity, remains quite controversial.
In fact, diametrically opposing points of view exist as to the potential role of WGD in evolution. For in-
stance, polyploidy has been assigned only a marginal role in progressive evolution and adaptation113, and
it has been considered as nothing more than an evolutionary dead-end114, usually leading to extinction
events114,115. Conversely, polyploidy has also been granted a primary creative role in evolution116, and
it has been associated with increased rates of adaptation90, broader ecological tolerance94, species di-
versification117, and survival of mass extinction events118. Although WGDs have repeatedly been linked
to the origin of evolutionary novelties in several organisms119–122, it has recently been hypothesized that
the evolutionary impact of WGDs may be linked rather to the elaboration of existing, primitive innova-
tions117,123. Take for instance the invention of the flower, which has been followed by the elaboration of
a huge variety of floral forms, specialized pollination syndromes and fruits. WGDs might not have been
instrumental in developing the basic flower morphology, but rather its specialized derivations adapted to
particular conditions/niches123.
Most of the above hypotheses granting polyploids an edge in evolution over their diploid counterparts
have been grounded on several biological observations linked to the immediate phenotypic/fitness effects
of polyploidization, the major determinant of their successful establishment within populations. In other
words, a polyploid lineage must survive long enough for evolution to act upon, and it will do so only if it
is not immediately outcompeted by its diploid relatives124. In particular, three advantages of polyploids
are often cited. Firstly, the increased number of alleles of a given gene in a polyploid may allow for the
masking of deleterious recessive mutations125, which may be advantageous under specific circumstances
(e.g. under stable environments and thus strong stabilizing selection for an already well fitted pheno-
type). Secondly, the formation of allopolyploids and heterozygous autopolyploids can usually result in
hybrid vigor (superior hybrid performance compared with the corresponding progenitor species), due to
transgressively expressed phenotypes126, which might confer hybrid polyploid organisms the ability to
meet a broader range of environmental challenges than their progenitors. In this sense, hybrid polyploid
organisms are usually thought of as being “pre-adapted” for survival in novel, often extreme, habitats,
which might facilitate ecological speciation127. Importantly, contrary to diploid hybrids where hybrid
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vigor decays over subsequent generations due to homologous recombination, heterosis is stable in al-
lopolyploids due to the predominant disomic pairing of identical homologous chromosomes89,128. The
third major advantage of polyploids stems from the possibility that duplicated gene copies can evolve to
assume new or slightly varied functions (neofunctionalization or subfunctionalization, see below), poten-
tially allowing for ecological niche expansion or increased flexibility in the organisms responsiveness to
environmental change129. Other often cited advantages attributed to polyploidization are higher selfing
rates, reduced inbreeding depression (due to masking of deleterious alleles) and increased genetic diver-
sity due to multiple formations of polyploids within populations130. Furthermore, WGDs have also been
suggested to directly facilitate speciation by reciprocal gene loss, where different paralogues are lost in
different populations, ultimately leading to genetic isolation and speciation of these populations131. By
contrast, the increased number of chromosomes, and the greater complexity of their pairing and segrega-
tion interactions that can cause abnormalities (including aneuploidy) during meiosis and mitosis, is often
cited as an important disadvantage that could lead to less vigor and a reduced adaptive capacity in poly-
ploid species128. Additionally, the cell architecture in polyploids is altered because of generally increased
cell size in polyploids, which alters the surface to volume ratio97. Finally, changes in polyploids that can
be either advantageous or detrimental relates to altered transcriptomic profiles, genomic architecture and
epigenetic factors, which can lead to gene silencing or activation123,132,133.
2.5.1 Evolutionary fates of gene duplicates
Immediately after the formation of gene duplicates different evolutionary trajectories are possible134, but
most frequently one of the members of the newly formed duplicate gene pair is destined to be lost135
given that the rate of deleterious mutations tend to be much higher than that of beneficial ones136. In-
triguingly, however, many duplicate genes have been found to be retained over long evolutionary time
periods110,137. Several models have been proposed to explain this pattern. For instance, the neofunc-
tionalization model posits that one member of a duplicate gene pair is free to undergo changes without
compromising the other gene’s ancestral function89,138, and eventually, the diverging gene copy may ac-
quire a novel function, which can be achieved either neutrally136 or adaptively (i.e. through positive
selection). An alternative hypothesis, termed the subfunctionalization model, predicts that the retention
of gene duplicates can be achieved through the partitioning of multiple ancestral functions among the
paralogs139,140, the outcome of which may largely depend on whether subfunctionalization takes place
at the protein or expression level140. In a population genetic context, subfunctionalization represents a
neutral form of duplicate gene evolution, as each copy accumulates mutations that may be reciprocally
deleterious without interrupting the total function of their ancestral state. Based on this argument, it has
thus been proposed that in organisms with small effective population sizes, subfunctionalization may be
more relevant than neofunctionalization, given that it would be easier to lose an existing function than to
gain a new one141. Further, the duplication, degeneration and complementation model (DDC), a type of
subfunctionalization that may occur either at the gene expression or protein function levels, posits that
duplicate genes will neutrally accumulate deleterious mutations on their cis-regulatory regions, and once
sufficient mutation accumulation has significantly impaired the original expression pattern, each copy
will tend to retain only a fraction of the ancestral phenotype and complement each other to cover the
full spectrum of their ancestral expression pattern140. Recently, two additional models have been put for-
ward that combine aspects of sub- and neofunctionalization, the “Innovation, Amplification, Divergence”
(IAD) model142,143 and the “Escape from Adaptive Conflict” model144–146, the central idea of which is
2-16 CHAPTER 2
that secondary functions of an ancestral gene can get co-opted to a primary role in one of the gene dupli-
cates134. In other words, the “new” function in the duplicated gene does not arise de novo but is already
present in a seminal form in the ancestral gene, but the primary and secondary functions in the ancestral
gene may be subject to pleiotropic constraints, precluding optimization or elaboration of both functions
simultaneously. Gene duplication offers the opportunity to escape from such adaptive conflicts, allowing
natural selection to optimize the primary and secondary function independently in different copies.
Alternative hypotheses exist to explain the preferential retention of duplicate gene pairs, such as the
functional buffering model147, which suggests that genes involved in essential cellular processes tend to
be retained in order to ensure the maintenance of core cellular functions. In fact, several lines of evidence
seem to support this hypothesis. Particularly interesting is the idea that molecular networks tend to be
insensitive to single gene deletions. For instance, it has been shown that fewer than 20% of yeast genes
are essential, and deletion of genes very often has little or no phenotypic effect, at least under rich media
conditions148. A similar trend has been reported for plants and C. elegans149. Genetic robustness against
null mutations has been commonly associated with the presence of backup copies (i.e. closely related par-
alogs) with functionally redundant roles125,150; although it has been suggested that completely redundant
duplicates are most likely evolutionarily unstable, because either one of the copies can be deleted without
phenotypic consequences, thus becoming invisible to selection151–153. In addition to the buffering capac-
ity as a plausible mechanism to explain the reason why functionally identical duplicates may be retained
over time, increases in gene dosage following duplication events may be selectively advantageous under
certain conditions. Seoighe and Wolfe112 noticed that highly expressed genes, such as ribosomal genes,
were retained preferentially in duplicate after the WGD in yeasts. More recently, Conant and Wolfe154
hypothesized that retention of specific glycolytic genes after the WGD in yeasts has caused an increased
glycolytic flux that gave post-WGD yeast species a growth advantage by increasing their glucose fer-
mentation speed. Although many of these models provide biologically plausible frameworks to explore
the evolutionary fate of gene duplicates, they fail to give an account of this process under the constraints
imposed by the network context in which genes operate. Thus, network-level features, such as dosage
balance constraints (see below) may be a more determining factor of the feasibility of evolutionary tra-
jectories followed by gene duplicates.
2.5.2 Gene dosage balance constraints
Based on comparative genomics data, the gene dosage balance hypothesis (GDBH) provides a set of
principles to explain the dosage dependent functioning of molecular interacting systems155–157. From the
perspective of GRNs, the GDBH posits that abnormal expression phenotypes would result from dosage
balance alterations that impact on the DNA occupancy profiles of transcriptional regulators at the pro-
moter region of target genes158,159. Similarly, changes in the stoichiometric relationships among the com-
ponents of macromolecular complexes may induce drastic reductions of the assembled complex, thus
producing unassembled intermediates and free subunits158, which may have detrimental effects155,160,161.
In this sense, the GDBH predicts that components with greater protein connectivity would tend to have
increased chances of producing unassembled intermediates when over-expressed158, an idea that is con-
sistent with the finding that dosage-sensitivity is influenced by the size (i.e. number of interactors) of
a molecular complex161. Moreover, it should be noted that many transcriptional regulators, such as the
helix-loop-helix TFs, operate in multi-subunit complexes. Thus, changes in the stoichiometry of indi-
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vidual TFs are expected to impact on the activity of the complex as a whole, usually leading to altered
expression patterns in a battery of target genes162. Similarly, in hierarchies of transcriptional regulators
dosage effects tend to be pervasive. For instance, in complex regulatory cascades that affect the expres-
sion of many downstream target genes changes in the dosage of any one regulator on top of the hierarchy
would be expected to propagate across the entire system, ultimately modulating the expression of the
downstream genes. This situation is commonly observed in GRNs acting during early developmental
phases of the fruit fly Drosophila, where several dosage dependent regulators have been found to control
other transcription factors as targets, which in turn determine the amount and spectrum of the ultimate
target genes expressed at any one time and place163,164.
Changes in gene dosage are pervasive. For example, DNA replication during the cell cycle165 tends
to double gene dosage on a genomic scale, which can result in gene promoters displaying increased tran-
scriptional activity during the G2 phase of the cell cycle as compared to G1166. Similarly, organisms such
as yeast that switch between haploid and diploid life forms167 must cope with the global increase in gene
dosage. Global noise in gene expression168,169 may also lead to significant variations in the concentration
of molecular species. Moreover, such changes can have significant effects on the cellular phenotypes170.
For example, in multicellular organisms, widespread dosage changes can be fatal171. Several mechanisms
have been put forward to explain how dosage compensation could be achieved during both the formation
of macromolecular complexes and transcriptional regulation158, which is required to ensure proper cel-
lular functions and homeostasis. For instance, it has been hypothesized that dosage compensation can
be achieved at the transcriptional level via inverse dosage effects on a target gene being regulated by the
balanced activity of an activator and a repressor encoded by a gene linked to the target gene, a mecha-
nism that has been termed local dosage compensation158. Similarly, the loss or gain of genes encoding
subunits of a complex may be compensated by either the inverse change in gene expression from the
alternate copies of the gene or equivalent changes in gene expression from all of the other genes within
the complex to maintain proper balance158. Therefore, if one partner in a complex is over-expressed, then
the overproduction of its partner(s) is needed to maintain proper stoichiometric balance, which may be
accompanied by changes in mRNA degradation rates158.
Given that changes in gene dosage can actively modulate the dynamical behavior of GRNs, increasing
attention has been paid to dissecting network-level mechanisms responsible for dosage compensation171.
In a recent study, it has been demonstrated that the galactose signaling pathway (GAL pathway) in Sac-
charomyces cerevisiae is dosage compensated at the network level, in the sense that the activity of the
inducible network showed no significant change when the dosage of the entire system was halved in
diploid cells172. By mathematically and computationally analyzing 2-component networks, the authors
were able to demonstrate that such compensation effect could arise solely as a topological feature of the
network as long as the following criteria were met: 1) the two components had to have different regulatory
signs; 2) they had to interact with a 1:1 stoichiometry; and 3) the effects of one of the two components
had to be indirect and exerted its effects on transcription through action on the other component172. More
recently, building upon the study by Acar et al.172 on network dosage compensation, it has been shown
computationally that necessary conditions are required in N-component networks to achieve dosage com-
pensation, such as the existence of a 2-component subnetwork with an activator and an inhibitor173.
The aforementioned mechanisms of dosage-compensation may have evolved to aid in both equaliz-
ing gene expression and alleviating the toxicity caused by free unbound components in macromolecular
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complexes. These observations thus underscore the pressing need of maintaining dosage balance as a
requirement for proper network activity, and hence normal cellular functions. Several lines of evidence
support this idea. For instance, Papp et al.161 showed that an imbalance in the concentration of the com-
ponents of protein complexes in yeast generally leads to lower fitness, while Yang et al.174 suggested that
in humans, dosage sensitivity increases and subunit duplicability decreases with an increasing number
of subunits in a complex. Moreover, in yeast, subunits of heterogeneous protein complexes are signifi-
cantly less duplicable than homocomplex subunits, consistent with the dosage balance hypothesis175. It
follows then that the patterns of duplicate gene retention of certain gene classes observed across several
species would be severely constrained by the mode of gene duplication110,137 (e.g. while network dosage
remains balanced following a WGD event, smaller-scale duplications result in imbalanced stoichiometric
relationship among network components), and thus by dosage balance effects. In line with this idea, Li
et al. 176 observed that in protein-protein interaction networks gene duplicability was negatively cor-
related with protein connectivity, indicating that gene retention after smaller scale duplications would
preferentially occur to poorly connected genes, while genes retained in duplicate post-WGD tend to be
allocated in more connected parts of the network. Interestingly, these observations are also consistent
with the finding that genes duplicated through smaller scale duplications represent different gene classes
than those retained from WGDs110,137. Importantly, such a reciprocal pattern in duplicate retention (i.e.
significant over-retention following WGDs and under-retention following smaller-scale duplications) for
certain functional gene categories is one of the predictions made by the GDBH177. Therefore, compared
to the neofunctionalization and subfunctionalization models, it has been argued that the GDBH better
explains the gene content data from several sequenced genomes across eukaryotic lineages that have
undergone both small and large-scale duplications178,179, and that neofunctionalization and subfunction-
alization may have occurred, instead, once genes have been retained in duplicate as a result of dosage
balance constraints137,178,179.
2.6 Shaping the evolutionary potential of GRNs through cis/trans
regulatory changes and gen(om)e duplications
On the basis of the different lines of evidence discussed above, it is evident that the combined force of
cis/trans regulatory changes and gen(om)e duplications have played a decisive role in shaping the evolu-
tionary potential of GRNs. Through the gradual accumulation of changes in cis/trans regulatory elements
in combination with gen(om)e duplications a vast space of possibilities is provided for evolution to tinker
with the structure of GRNs. WGD events, in particular, are thought to create “regulatory spandrels” as a
result of dosage balance constraints that prevent the rapid loss of regulatory genes after WGD123,137,177,180.
However, when the constraints imposed by dosage balance effects relax over time, due to network dosage
compensation mechanisms (e.g. buffering, feedback and feedforward mechanisms173,181) or to changes
in selective pressures, GRNs would be free to undergo sub- and/or neofunctionalizing changes in their
structural connectivity (rewiring events), either neutrally or adaptively, via sequence turnover mainly at
cis-regulatory regions (promoters), and less frequently at trans-acting elements (DNA binding domains).
Ultimately, this would endow GRNs with an enormous evolutionary potential that may manifest itself
under the appropriate conditions, which may explain why the evolution of GRNs have frequently been
associated to the origin of morphological novelties, the evolvability and adaptability of organisms, and the
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evolution of biological complexity in general117. For instance, the implications of regulatory evolution
upon gene duplication are of great interest in evolutionary studies focused on the origin of morphological
novelties in plants182,183. In particular, in the MADS box gene family, a major determinant of floral organ
identity, extensive and complex patterns of gene duplication have been documented. What we still don’t
know is how these events have impacted on the structure and function of the GRNs that determine the
diversity of floral morphology observed across the angiosperms. Supported on a great deal of experi-
mental evidence, Rosin and Kramer discussed plausible scenarios where regulatory changes, duplication
and co-option occurring in the floral homeotic ABC gene system could have given rise to novel expres-
sion domains, and thus novel floral morphologies183. Similarly, Geuten et.al. provided an overview
of the different ways in which evolvability and robustness could be favored in the floral homeotic B-
class GRN184. The emerging consensus in these studies is that both regulatory subfunctionalization and
neofunctionalization, achieved through cis/trans regulatory changes, may play a major role in the evolv-
ability and robustness of morphological traits, which underscores the importance of concerted changes in
the structure of GRNs in evolution. However, as pointed out by Geuten et.al. 184, fresh insights into GRN
evolution may only be accessible through quantitative modeling approaches, which have indeed gained
increasing attention over the last decade as tools to investigate the evolutionary origin of emergent system
properties. In the next section a brief overview is provided on current modeling approaches to study, in
particular, the evolution of GRNs.
2.7 An in silico approach to GPM problems
Perhaps the most appropriate way to study a complex GPM problem (e.g the association between the
genetic blueprint–genotype– of a regulatory network and its phenotypic manifestation at the gene expres-
sion level) is by constructing a mathematical model able to capture essential features of the underlying
molecular network (e.g. their regulatory wiring or network topology), and then interrogate the model
systematically via computer simulations with the aim of identifying statistical regularities in the system’s
behavior under a wide range of perturbations. This in silico approach to GPM problems has received
increasing attention since Kauffman developed the NK model to describe interacting gene nets with the
aim of exploring the global dynamics of cellular differentiation pathways6. Despite of being an overly
simplified representation of a real GRN, the Kauffman model has proven instrumental in the understand-
ing of generic properties of complex interacting systems6. Technically speaking, Kauffman’s Boolean
GRN model was intended to give an account of the genome of an organism composed by a set of N
genes each being represented as a binary variable describing two accessible gene-expression states: ex-
pressed (1) or not expressed (0). Since the expression of a gene is controlled by the expression of some
other genes, Kauffman assumed the genome to be a directed network in which a link from a given gene
X to another gene Y means that X controls the expression of Y . Given the complexity of real GRNs,
Kauffman made three simplifying assumptions: i) every gene is controlled by (is connected to) exactly
K other genes; ii) the K genes to which every gene is connected are chosen randomly with uniform
probability from the entire system; iii) each gene is expressed with probability p and is not expressed
with probability 1  p, depending upon the configurations of itsK controlling genes. The computational
cost required to simulate this type of GRN models is minimal, which has enabled the statistical analysis
of ensembles of random networks with different structural features aimed at revealing universal prop-
erties of GRNs. For instance, one of the major insights derived from the work by Kauffman was that
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the randomly generated GRN models tend to exhibit “ordered behavior”, as opposed to chaotic behavior,
given some constraints in the amount of connectivity in the GRNs, a phenomenon that Kauffman termed
“order for free” 6. Surprisingly, relying on his analyses of random GRNs, Kauffman was able to predict
the number of cell types in a species, given the number of genes that the species possessed6.
Presently, a large family of network models exist that offer different levels of resolution on the molec-
ular mechanisms by which GRNs operate. In this section I will provide a brief overview of the different
GRN modeling approaches used to investigate GPM problems across different disciplines.
2.7.1 Network modeling approaches: features and scope
Network modeling approaches lie at the heart of many application domains of systems biology11,13. One
case in point is the nascent field of evolutionary systems biology, whose major aim is to reveal the evo-
lutionary origin of general emergent system properties, such as robustness, evolvability, modularity and
phenotypic plasticity185. One of the pioneers in evolutionary systems biology studies is Andreas Wagner,
who a few decades ago introduced an influential network model186,187 that has served as a workhorse
to investigate a great variety of evolutionary issues. In essence, the Wagner’s network model provides
an abstract representation of real GRNs where the genotype is conceived as an interconnectivity matrix
W (see Figure 3.2), whose elements wij denote the regulatory interactions among genes, such as the
effect on gene i of the product of gene j, involving activation (wij > 0) or repression (wij < 0). Under
this connectivity matrix approach, GRN dynamics are simulated using the following set of difference
equations:
Si(t+ ⌧) =  
"
NP
j=1
wijSj(t)
#
=  [hi(t)]
With   representing a sign function  (x) = 1 if x > 0,  (x) =  1 if x < 0, and  (x) = 0 if
x = 0. hi(t) represents the sum of all regulatory effects of all the genes on gene i. In this way, any
expression state Si(t), at a given time point, maps to the set { 1, 1}. Since its introduction, the model
has been slightly modified over the years. For instance, the first modification intended to incorporate more
biological realism at the gene regulation level was proposed by Siegal and Bergman 188 who replaced  
by a sigmoidal function:
f(x) = 2
1+e (a⇤x)   1
With the function  (x) implemented in the original Wagner’s model being a special case of f(x)
when a!1. Later on, Masel189 implemented  (x) to give either 1 (if x   0) or 0 (if x < 0), by which
any expression state Si(t), at a given time point, maps to the set {0, 1}.
The original model and its extended versions provide a very abstract representation of the structure
and dynamics of GRNs, mainly because these models fail to account for concentration dependent regu-
latory effects on gene expression dynamics, which is a critical aspect of most real GRNs, specially those
involved in developmental processes that are responsive to morphogen gradients190,191. This is but one of
the many bottlenecks of this type of network models that will be discussed in chapter 3. Despite the level
of abstraction and the limitations in providing an adequate representation of the structure of GRNs, these
INTRODUCTION 2-21
models have been used to address a great variety of evolutionary questions (for an extended discussion see
191). For instance, the initial implementation of the model by Wagner was used to address the impact of
gene duplications on the phenotypic stability of GRNs186, as well as to investigate the evolutionary origin
of robustness to perturbations187. Later on, using the modification mentioned above, Siegal and Bergman
examined the effect of selection for an expression phenotype on the robustness to perturbations188 and the
potential of GRNs to buffer genotypic variation under normal conditions and to reveal it phenotypically
under particular conditions192. Similarly, Azevedo and colleagues193 used the Siegal and Bergman im-
plementation to investigate the interplay between robustness, sexual reproduction and epistasis, whereas
MacCarthy and Bergman used the a similar model to study conditions under which asexual reproduction
could be favored, results that were later complemented by Lohaus et. al.194 while addressing the long
term competition between sexually and asexually reproducing individuals. Using this model, Martin and
Wagner195 focused on the effects of recombination on robustness, population variability and offspring vi-
ability. Draghi and Wagner196 assessed the impact of sexual and asexual reproduction on the evolvability
of GRNs, that is, adaptation to a new optimum phenotype. Ciliberti et al. used the model to study the
relationship between innovation and robustness based on the structure of a metagraph of GRNs197, while
Masel used the model to study the evolutionary origin of genetic assimilation189.
Building upon the influential connectivity matrix modeling approach described above, promising ad-
vances have been made towards increasingly biologically realistic GRN models. In particular, the use of
network modeling approaches that account for concentration dependent regulatory effects on gene expres-
sion dynamics (e.g. based on ordinary differential equations–ODEs) have proven instrumental in shed-
ding light on the evolution of developmental mechanisms and emergent system properties. For instance,
in a series of studies, Salazar-Ciudad et al. developed a generic network modeling framework, building
upon the connectionist model used to simulate the Drosophila GAP GRN198–200, to perform evolutionary
explorations of the space of regulatory networks with developmental pattern formation capabilities201,202.
Interestingly, the modeling approach proved successful at revealing general design principles of develop-
mental regulatory networks, as well as the complex genotype-phenotype relationships they mediate over
the course of evolution201,202. Similar approaches have been used to shed light on the possible evolu-
tionary paths that have led to the different segmentation modes observed in metazoans203,204. A common
feature among these studies is that the basis for performing evolutionary explorations is the continuous
parameter space defined by the network models. Recently, ten Tusscher and Hogeweg have developed a
series of ODE-based GRN models that are built upon artificial genomes205,206. In this way, ten Tusscher
and Hogeweg were able to simulate the evolution of GRNs using different types of mutation operators,
such as duplications and deletions, to address several questions regarding, for instance, the impact of
sexual reproduction on phenotypic diversity, as well as the robustness, modularity and evolvability of
developmental pattern forming networks205,206. Despite providing a first glimpse into possible evolution-
ary properties of GRNs, these sequence-based models still fail at adequately accounting for the inherent
dosage sensitive nature of transcriptional regulatory systems156,207, mainly because essential mechanis-
tic molecular details (e.g. competitive DNA binding between non-divergent paralogous TFs) are simply
overlooked.
ODE-based network modeling approaches have also become instrumental in other research areas
where a solid understanding of the inner workings of GPM problems is essential. For instance, in quan-
titative genetics research, these network models have been used to investigate how allelic variation in
GRNs is transformed into patterns of phenotypic variation at the level of gene expression outputs208–213.
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A key assumption in systems inspired quantitative genetics approaches is the existence of an unequiv-
ocal relationship between allelic variation, which is discrete by definition, and changes in the kinetic
parameters of a dynamical system model, which vary on a continuum209–211,213. Moreover, in this re-
search field an ODEs-based network modeling framework is not only an efficient tool to recreate in silico
large ensembles of GPMs, but it also provides a solid framework to interpret a great variety of biological
data212,213. Furthermore, ODE-based network modeling approaches have also become the primary tool to
guide the design of synthetic regulatory circuits capable of accomplishing predetermined regulatory tasks,
by which cells are able to process information in complex ways214–216. More specifically, researchers in
this field face the challenge of how to assemble from a set of genetically-encoded molecular components
minimal regulatory schemes that can respond in an appropriate manner to chemical/physical stimuli (e.g.
hormones or light), which can be seen as an extended version of a GPM problem due to the pressing
need of considering the cellular environment in which these circuits are embedded. Using an ODE-based
network model, the exploration of the design space of minimal regulatory schemes capable of accom-
plishing a given task can be efficiently performed by simulating large ensembles of structurally different
circuits214–216.
A notable study that highlights the importance of a systems biology-inspired network modeling ap-
proach to gain mechanistic insight on the design principles of complex biological systems focuses on a
comparative analysis of what is perhaps the best understood developmental patterning system, the gap
GRN, between two distantly related dipteran species, the moth midge Clogmia albipunctata and the
fuit fly Drosophila melanogaster 217. Inspired on the classical ODE-based connectionist model referred
above198–200, this novel study uses gene circuit models fitted to quantitative spatio-temporal gene expres-
sion data for four key gap genes (hunchback, Kruppel, giant, and knirps) in Clogmia, to compare the
computationally inferred regulatory wirings with the reverse-engineered Drosophila GAP GRN. Interest-
ingly, this study reveals that contrary to the single regulatory wiring found in the fruit fly, the Clogmia
GAP developmental system seems to be operative under four distinct wiring configurations, which share
some common features with the fruit fly circuit. This study demonstrates that a the network modeling
approach can make testable predictions on core regulatory principles underlying complex developmental
processes in two distantly related organisms. Another impressive example of the predictive power of a
network modeling approach is the work by Chau et.al. who successfully engineered simple molecular
circuits that reliably execute spatial self-organized programs, such as the asymmetric distribution of key
molecules within the cell (polarization), using a coarse-grained computational model to explore a wide
range of regulatory schemes 218. Although not exactly being a GRN case study, this work demonstrates
that the inner workings of complex regulatory circuits can be adequately captured in mathematical models
that account for some degree of biological realism. More along this line is the GRN-centered study by
Cotterell and Sharpe who built upon the previously mentioned connectionist modeling approach198–200
to perform an exhaustive enumeration of the distinct regulatory topologies that can be generated from
only three TF-encoding genes in order to map out an atlas of morphogen interpretation mechanisms190.
Although the authors didn’t prove experimentally their numerical predictions, the insights gained from
this study may provide a valuable guideline for future synthetic biology studies focused on the design of
complex developmental GRNs.
Despite being a mere abstraction, a mathematical model able to capture essential components/fea-
tures of a real world system can provide some clues as to cause-effects relationships when the problem at
hand is too intricate that can not be understood by intuitive reasoning alone. In the context of biological
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problems, abstract mathematical representations (e.g. network models) of either generic or relatively well
experimentally characterized systems become indispensable tools to narrow down the number of plausi-
ble hypotheses that could explain, for instance, the evolutionary origin and/or mechanistic underpinnings
of emergent system properties. Obviously, any mathematical model is always open at the top toward
further generalization, and at the bottom toward further elaboration and enrichment219. A fundamental
limitation comes from the fact that any mathematical model leaves out of its scope a vast universe of
unmodeled realities, which can introduce unavoidable artifacts into any theoretical description of the real
world system, and thus uncontrollable distortions into the set of hypotheses generated that aim to explain
the system’s behavior under particular conditions. Arguably, the most critical aspect in any attempt to
model a given biological system is the lack of sufficient quantitative information on the system’s param-
eterization, which may be prohibitively time- and labor-consuming, if feasible at all. Hence, in the vast
majority of models such a parameterization may be simply unavailable. In addition, there is no guarantee
that in vitro measurements of, for instance kinetic rates or thermodynamic constants, can be truly repre-
sentative of the in vivo system’s behavior219. Nevertheless, with the increasing availability of information
on the wiring (structure) and phenotypic behaviors (function) of biological systems under a great variety
of conditions, the time is ripe for the development of mechanistically detailed and biologically realistic
GPM models to gain a systems-level understanding of complex biological phenomena.
In the next chapter, we will discuss several shortcomings that are present in most currently available
GPM modeling approaches, which must be solved in order to adequately study the short and long-term
impact of WGD and SGD events on the dynamic behavior of GRNs. In particular, we advocate the devel-
opment of mechanistic GPM modeling approaches that explicitly take into account the genetic encoding
of GRNs in order to shed light on their evolutionary properties. Arguably, this is a critical step toward the
development of predictive frameworks on the evolution of emergent system properties, as well as for the
rational design of synthetic circuits and for studying the etiology of complex diseases such as cancer.
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“(...) I have deeply regretted that I did not proceed far enough at least
to understand something of the great leading principles of mathemat-
ics, for men thus endowed seem to have an extra sense”
Charles Darwin
3
Modeling the evolution of biological systems
from a systems perspective
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Abstract
Systems biology-inspired genotype–phenotype mapping models are increasingly being used to study the
evolutionary properties of molecular biological systems, and in particular to study general emergent prop-
erties of evolving systems such as modularity, robustness and evolvability. However, the level of abstrac-
tion at which many of these models operate might not be sufficient to capture all relevant intricacies of
biological evolution in sufficient detail. We argue that in particular gene and genome duplications, both
evolutionary mechanisms of potentially major importance for the evolution of molecular systems and of
special relevance to plant evolution, are not adequately accounted for in most GPM modeling frame-
works, and that more fine-grained mechanistic models may significantly advance our understanding of
how gen(om)e duplication impacts molecular system evolution.
Author contribution
Gutı´errez J. and Maere S.
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3.1 Introduction
Living organisms are extremely complex systems of interacting molecular components. A detailed in-
sight into how molecular biological systems are structured and how they function can have far-reaching
consequences in many life science application domains, from improving crop yields and optimizing in-
dustrial microbiological processes to fighting disease. The aim of molecular biology has always been
to unravel the workings of molecular systems in living organisms. Although there have been count-
less attempts since the 1950s to characterize the function of individual genes, scaling such efforts from
individual genes to integrated molecular systems was hampered by the lack of adequate system-scale
data generation capabilities. However, in the past 15 years, technological developments such as DNA
sequencing platforms, functional genomics techniques and bioinformatics data analysis methods have
brought molecular biology into the era of systems biology.
Although systems biology studies have generated valuable data about the wiring of biological sys-
tems, attaining mechanistic insight into why these wirings are observed and how they function has been
more challenging. Inspired by a rich tradition of technological systems design, many systems biologists
tend to have an anthropocentric engineering perspective on molecular systems. A lot of studies have
focused on analyzing the topological properties of biological networks: for example, in terms of motif
content67 and global topology12. Although such work has generated interesting parallels between tech-
nological and biological systems (but see e.g.220 for critical remarks), and in some instances has led to
mechanistic insight into the biological rationale for certain design features of biological systems (see
e.g.70), in many instances such mechanistic explanations are not obvious. This is at least partly because
biological systems are the result of billions of years of evolution rather than products of engineering.
Consequently, a molecular biological system may exhibit unexpected design features that can only be
understood properly by taking into account the system’s evolutionary history. Indeed, paraphrasing a
famous quote from T.G. Dobzhansky221, one could argue that nothing in systems biology makes sense
except in the light of evolution.
Vice versa, the evolution of genes is best approached in the context of the systems in which they
function, since genetic components wired together in a molecular system do not evolve independently.
With the exception of experimental evolution studies (recently reviewed in222,223) and particular branches
of population genetics such as quantitative genetics224, the field of molecular evolution (in the narrow
sense, i.e. research concerned with the inference of evolutionary properties from sequence information)
has until recently largely focused on the evolution of individual genes and gene families, or genome ar-
chitectural properties129. Analogous to (and fueled by) the transition to increasingly mechanistic systems
approaches in molecular biology, there is a growing interest in attaining a more mechanistic perspective
on the evolution of biological systems.
Evolutionary systems biologists study the evolution of biological systems by integrating aspects
of two of the most quantitative and mathematically formalized areas of research in modern-day biol-
ogy: molecular evolution and computational systems biology225. The combination of the two could
significantly advance our understanding of how biological systems work and evolve. Giving an all-
encompassing definition of what is and isn’t evolutionary systems biology is impossible, just as it has
proven to be for at least one of its parent fields, systems biology, but one of the distinguishing features
of evolutionary systems biology in our minds is that it aims to study the evolution of biological systems
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from a more mechanistic perspective than has been the case thus far in comparative genomics, quanti-
tative genetics and theoretical population genetics studies (e.g.226,227). Although some of the first ideas
along these lines have crystallized several decades ago7,213,228,229, evolutionary systems biology can still
be considered a field of research in its infancy.
Here, we discuss the use of systems biology-inspired mathematical models to study the evolution of
molecular systems, and in particular to study the emergence of properties such as modularity, robustness
and evolvability in gene regulatory networks. Although such modeling studies have forwarded interesting
hypotheses on the evolutionary origin of emerging properties, they may not capture all relevant aspects
of regulatory network evolution. For instance, gene regulatory network evolution is heavily impacted
by gene and genome duplications, especially in plants. We argue that many of the existing models do
not adequately capture the evolutionary effects of gene duplication and divergence, and we advocate the
development of more fine-grained sequence-based models to address this issue. In the process, we dis-
cuss how the use of appropriately mechanistic evolutionary models might help address some of the major
unsolved questions in plant evolution.
3.2 Genotype-phenotype maps
Evolution can be viewed as the process by which biological systems navigate genotype space in search of
an optimal adaptive peak on the fitness landscape (see Glossary), a metaphor first introduced in 1932230.
In order to study in mechanistic detail how evolving systems negotiate the fitness landscape, one needs to
bridge the gap between the genotype, phenotype and ultimately fitness of a system213 (see Figure 3.1). To
this end, several mathematical models have been developed to describe the effect of genetic mutations on
the phenotype of a system, thereby defining a genotype-phenotype map (GPM). The fitness of a particular
genotype in a particular environment is then expressed as a function of the system’s phenotype. Here, we
only discuss GPM models for gene regulatory networks (GRNs), which essentially derive the temporal
gene or protein expression pattern (phenotype) of a system from specific regulatory rules (network wiring
and parameters) encoded in the genotype of the system.
A range of different models have been developed to represent the GPM of gene regulatory networks at
different levels of abstraction, framed in distinct mathematical formalisms with particular simplifying as-
sumptions, and aimed at unraveling the inner workings and principles of GRN evolution at different levels
of granularity191. As with all modeling approaches, the adequacy of a particular GPM modeling formal-
ism crucially depends on the question to be addressed. In the most abstracted (and most widely used)
models, genotypes are essentially weight matrices describing the effect of certain gene products on the
time-dependent or steady-state expression of other genes (see Figure 2). These models either describe the
response of a target gene to input signals in Boolean terms (i.e. genes can only be on or off) or with near-
Boolean sigmoidal response curves186,188,192,193,205,233–237. Conceptually similar models include models
describing the gene regulatory network as a logical circuit238,239 or a neural network240. At a higher
level of mechanistic accuracy, a number of models use continuous differential equations to describe the
time evolution of molecular species in the system190,203,204,206,241–247. While some of these models treat
mRNA and protein species separately241,242 or include time delays to account for intermediary steps in
expressing proteins from mRNAs203, most model only proteins. The most mechanistically detailed GPM
models used to date for studying GRN evolution use a statistical thermodynamics approach to describe
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circuits (reviewed in [52]). The use of engineering-inspired
modeling frameworks has particular consequences for the
adequacy of such GPM models for studying biological
evolutionary processes. In particular, with few exceptions
[46,48,49], the models described above do not use a biolog-
ically realistic genotype (in the present context defined in
its most basic form as a string of discrete characters) as the
starting point for modeling. Instead, most models study the
evolutionary properties of biological systems in parameter
space, that is, they explore the effects of changes in the
wiring of the system and parameterization on its dynam-
ics, using the wiring parameters as the ‘genotype’. In this
respect, one might say that most models describe ‘param-
eter–phenotype maps’ or PPMs rather than GPMs. One of
the pitfalls of using PPMs to study the evolution of biologi-
cal systems is that they ignore the fact that genotype space,
as opposed to parameter space, is discrete, and that there
may be a complex mapping of discrete mutations in the
genotype to changes in the parameters of the system. Only
certain regions in parameter space may be accessible
through sequence mutations, and sequence mutations
may exhibit constraints, such as epistatic effects
(Figure 3) and trade-offs, that are not captured in parame-
ter space. Furthermore, PPM models, by virtue of using
mutational operators on parameter values instead of
sequences, generally do not adequately capture neutral
mutational processes and the associated allelic variation
and genetic drift, or recombination effects on parameter
values. The aforementioned factors may cause the evolu-
tionary dynamics of PPM models to differ from those of real
molecular systems, for example, with respect to the origin
of emergent properties in molecular networks, as discussed
in the next section.
The use of GPM models to study the emergent
properties of evolving biological systems
So far, most studies using GPM models in an evolutionary
context have focused on studying emergent properties of
evolved molecular networks, such as complexity [44], net-
work motifs [31,53], modularity [28,31,33,54], robustness
[24,25,49], and evolvability [55–58]. Evidence for the mod-
ular organization of GRNs and for their robustness against
genetic and environmental perturbations is overwhelming
[59,60]. However, how these emergent properties evolved
and to what extent they are a general property of evolved
molecular systems remain heavily debated. Although
GPM-based evolutionary simulation studies have generat-
ed a variety of enticing hypotheses on how emergent
properties might become established through evolution,
some of these hypotheses are at odds with each other and
with expectations from theoretical population genetics.
Modularity, for instance, has been hypothesized to
emerge from modularly varying selection pressures on a
system in time or in space [31,54,61]. A related hypothesis
is that modularity evolves as a byproduct of selection for
increased evolvability [55,56], whereas others have sug-
gested it could be a byproduct of selection for increased
robustness [62]. Some studies have hypothesized that, in
multicellular organisms such as plants, modularity
emerges as a byproduct of selection for tissue-specific
specialization of expression patterns [28], which could,
for instance, be accomplished through duplication and
(adaptive) divergence of regulatory components [63,64].
Yet another alternative hypothesis states that modularity
might emerge from selection pressure to reduce network
connectivity costs [33]. The aforementioned studies all
investigate possible adaptive scenarios leading to the
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Figure 1. Predicting the fitness of a biological system from its genotype involves several intermediate mapping steps. First, genotypes (G) are mapped to parameter space
(Pa), describing the wiring and parameterization of the system. Pa is then mapped to phenotype space (Ph), in the case of gene regulatory network systems describing the
dynamical expression pattern of the system. Finally, the fitness of the system is calculated from its phenotypic characteristics. All these mappings are dependent on internal
and/or external environmental parameters, such as temperature, nutrients, and selection pressures, and, thus, may lead to different genotype–phenotype maps and fitness
landscapes across different environmental conditions [55,159]. All spaces are represented as being 2D in this figure but are more highly dimensional in reality. Genotype
space is discrete, with each dimension representing a nucleotide in the DNA sequence of a system. Pa is mostly continuous, with each dimension being a parameter in the
mechanistic system model. Ph may include multiple dimensions related to the impact of the system on multiple phenotypic variables that are important for fitness.
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Figure 3.1: Predicting the fitness of a biological system from its genotype involves several intermediate mapping
steps. First, genotypes (G) are mapped to parameter space (Pa), describing the wiring and parameterization of the
system. Pa is then mapped to phenotype space (Ph), in the case of gene regulatory network systems describing the
dynamical expression pattern of the system. Finally, the fitness of the system is calculated fro its phenotyp c
characteristics. All these mappings are dependent on internal and/or external environmental parameters, such as
temperature, nutrients, and selection pressures, and, thus, may lead to different genotype-phenotype maps and
fitness landscapes across different environmental conditions231,232. All spaces are represented as being 2D in this
figure but are more highly dimensional in reality. Genotype spac is discrete, with each dimension representing a
nucleotide in the DNA sequence of a system. Pa is mostly continuous, with each dimension being a parameter in the
mechanistic system model. Ph may include multiple dimensions related to the impact of the system on multiple
phenotypic variables that are important for fitness.
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the binding of transcription factors to target promoter regions248–252 (see Figure 3.2). The average pro-
moter occupancies of various transcription factors are then used to calculate gene expression levels, either
directly through sigmoidal response curves251,252 or indirectly through differential equations, using tran-
scriptional rates calculated from promoter occupancy profiles248,250. Statistical thermodynamics models
can be considered analytical approximations of fully stochastic models250,253,254.
Intriguingly, many of these mathematical GPM models were developed in the context of system de-
sign and optimization rather than system evolution190,241–243,245. Similarly, many of the bona fide systems
evolution studies focus on modeling the evolution of GRN network designs rather than the evolution of
the underlying genotypes, in part because the GPM models used were originally inspired on engineering
methods for modeling regulatory circuits (reviewed in255). The use of engineering-inspired modeling
frameworks has particular consequences for the adequacy of such GPM models for studying biological
evolutionary processes. In particular, with few exceptions249,251,252, the models described above do not
use a biologically realistic genotype (in the present context defined in its most basic form as a string of
discrete characters) as the starting point for modeling. Instead, most models study the evolutionary prop-
erties of biological systems in parameter space, i.e. they explore the effects of changes in the wiring of the
system and parameterization on its dynamics, using the wiring parameters as the ’genotype’. In this re-
spect, one might say that most models describe “parameter-phenotype maps” or PPMs rather than GPMs.
One of the pitfalls of using PPMs to study the evolution of biological systems is that PPMs ignore the fact
that genotype space, as opposed to parameter space, is discrete, and that there may be a complex mapping
of discrete mutations in the genotype to changes in the parameters of the system. Only certain regions
in parameter space may be accessible through sequence mutations, and sequence mutations may exhibit
constraints, such as epistatic effects (see Figure 3.3) and trade-offs, that are not captured in parameter
space. Furthermore, PPM models, by virtue of employing mutational operators on parameter values in-
stead of sequences, generally do not adequately capture neutral mutational processes and the associated
allelic variation and genetic drift, nor recombination effects on parameter values. The aforementioned
factors may cause the evolutionary dynamics of PPM models to differ from those of real molecular sys-
tems, e.g. with respect to the origin of emergent properties in molecular networks, as discussed in the
next section.
3.3 The use of GPM models to study the emergent properties of
evolving biological systems
So far, most studies using GPM models in an evolutionary context have focused on studying emer-
gent properties of evolved molecular networks, such as complexity247, network motifs238,258, modular-
ity235,238,240,259, robustness193,233,252 and evolvability226,231,260,261. Evidence for the modular organization
of gene regulatory networks and for their robustness against genetic and environmental perturbations is
overwhelming262. However, how these emergent properties evolved and to what extent they are a general
property of evolved molecular systems remains heavily debated. Although GPM-based evolutionary sim-
ulation studies have generated a wide variety of enticing hypotheses on how emergent properties might
become established through evolution, some of these hypotheses are at odds with each other and with
expectations from theoretical population genetics.
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evolution of modularity. However, it has been argued that
modularity might more easily evolve through neutral
mechanisms, such as gene duplication followed by neutral
subfunctionalization and genetic drift of duplicate copies
[65], although adaptive selection pressures might serve to
augment the modular outcome of these neutral processes
[64]. Neutral scenarios for the emergence of modular net-
works have thus far not been investigated using systems
biology-inspired GPM models.
Another emergent property that has been intensively
studied using systems biology-style GPM models is the
genetic robustness of a system, defined as its degree of
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Figure 2. Coarse-versus fine-grained genotype-phenotype mapping models. (A) Depiction of a weight-matrix based formalism to model the genotype–phenotype map
(GPM) of a gene regulatory network, inspired by [22]. The weight matrix W contains the parameter values describing the effect of a particular transcription factor (second
index of W matrix) on a particular target gene (first index), and the phenotype vector S contains the gene expression levels at a given time step, which in the depicted model
are calculated using a sigmoidal transfer function at each time step. (B) Example diagram of a GPM model based on statistical thermodynamics and incorporating an
explicit sequence representation, inspired on [49]. kij represents the binding affinity of the j-th binding site in the promoter of gene i (note that different binding sites for the
same transcription factor, represented by slightly modified pictograms, have different k values depending on their distance from the consensus binding sequence). The
regulatory input to gene i is calculated by summing up the regulatory effects of each binding site, taking into account the expression level of the binding transcription factor,
and as in (A), the resulting input is translated to gene expression levels in the next time step using a sigmoidal transfer function (the index k in the sum on the x-axis of the
sigmoidal transfer function only runs over the sites bound by transcription factor j). For both the (A) and (B) modeling types, the regulatory input represented on the left-
hand side of the transfer functions is in some models translated to transcriptional rates rather than directly to gene expression values. These rates are then used in a
differential equation formalism to calculate dynamic expression profiles. This approach is more biologically accurate and less discrete, but comes at the expense of
increased computational complexity.
Review Trends in Plant Science xxx xxxx, Vol. xxx, No. x
TRPLSC-1162; No. of Pages 12
4
Figure 3.2: Coarse-versus fine-grained genotype–phenotype mapping models. (A) Depiction of a weight-matrix
based formali m to el th gen typ p eno ype m p (GPM) f a gene regulatory network, i spire by188. The
weight matrix W contains the parameter values describing the effect of a particular transcription factor (second
index of W matrix) on a particular target gene (first index), and the phenotype vector S contains the gene expression
levels at a given time step, which in the depicted model are calculated using a sigmoidal transfer function at each
time step. (B) Example diagram of a GPM model based on statistical thermodynamics and incorporating an explicit
sequence representation, inspired on252. ij represents the binding affinity of the j   th binding site in the promoter
of gene i (note that different binding sites for the same transcription factor, represented by slightly modified
pictograms, have different  values depending n th ir distance fr m th consensus binding sequence). Th
regulatory input to gene i is calculated by summing up the regulatory effects of each binding site, taking into
account the expression level of the binding transcription factor, and as in (A), the resulting input is translated to
gene expression levels in the next time step using a sigmoidal transfer function (the index k in the sum on the x-axis
of the sigmoidal transfer function only runs over the sites bound by transcription factor j). For both the (A) and (B)
modeling types, the regulatory input represented on the left- hand side of the transfer functions is in some models
translated to transcriptional rates rather than directly to gene expression values. These rates are then used in a
differential equation formalism to calculate dynamic expression profiles. This approach is more biologically
accurate and less discrete, but comes at the expense of increased computational complexity.
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phenotypic invariance to genetic perturbations (i.e., muta-
tion or recombination). GPM-based simulations have sug-
gested that genetic robustness is a direct effect of
stabilizing selection [49,66], or an indirect effect of selec-
tion for developmental stability [22], in particular in sexu-
ally reproducing organisms [24]. Genetic robustness is
generally assumed to be a distributed property of genetic
networks, that is, a property that cannot be pinpointed on
particular genes, but rather emerges from the way systems
are wired. However, an alternative mechanism through
which molecular systems could acquire mutational robust-
ness is through genetic redundancy caused by gene dupli-
cation [67]. Although purely redundant (i.e., selectively
neutral) duplicates are generally evolutionarily unstable
[68,69], redundant duplicates that are stabilized through
(either neutral or adaptive) divergence may still buffer the
function of their paralogous counterparts to some extent,
and thereby contribute to genetic robustness. Robustness
in this respect may to some extent be considered an inher-
ent consequence of duplicate evolution rather than an
evolutionarily selected feature. In contrast to mutational
robustness, the evolution of environmental robustness in
GRNs, that is, robustness to macroenvironmental changes
or stochastic changes in the external or cellular microen-
vironment, has to our knowledge not been investigated
thus far with mechanistic GPM models. Likely, one of the
reasons is that (micro-)environmental perturbations are
difficult to represent on the level of abstraction at which
most present-day models operate, with the possible excep-
tion of stochastic models. However, especially for sessile
organisms such as plants, environmental robustness is
expected to be a crucial fitness-determining factor and,
therefore, a directly selectable trait. Given that environ-
mental robustness may engender genetic robustness, di-
rect selection for environmental robustness may be an
alternative mechanism explaining the origin of genetic
robustness [70,71]. However, this remains to be investigat-
ed in mechanistic detail.
Evolvability, loosely defined as the ability of a lineage to
generate novel phenotypes through mutation that could be
useful for adaptation to environments other than the
current one (i.e., the capacity of a population to produce
new selectable variation [65]), is arguably the emergent
property of molecular systems that is hardest to fathom.
Most authors agree that the hypothesis that evolvability
could be directly selected for because it provides future
adaptability benefits is teleological in nature and, there-
fore, not valid [65,72]. A more sensible hypothesis states
that higher evolvability might be promoted by group selec-
tion in variable environments. Some GPM-based simula-
tion studies have forwarded evidence for such a scenario
[57,58,73], although it has been argued that the conditions
for this kind of group selection to outweigh the selection
pressures operating on the level of individuals are rarely
fulfilled [65,72]. A third class of hypotheses considers
evolvability to be a byproduct of other selective forces.
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Figure 3. The impact of epistatic effects on fitness landscapes, and gene duplication as an extradimensional bypass mechanism. (A) Plots representing possible epistatic
effects among mutations at two loci a and b (inspired by [84]). The term ‘epistasis’ refers to the fact that the fitness effect of a mutation depends on the genetic context in
which it occurs. Shown are depictions of, in clockwise order starting from the top left, no epistasis, magnitude epistasis, sign epistasis, and reciprocal sign epistasis. In the
case of no epistasis, the fitness effects of the a!A and b!B mutations are stable: that is, independent of the mutational trajectory followed from ab to AB, indicating that
the genotype at b does not influence the fitness effect of the a!A mutation and vice versa. In the case of magnitude epistasis, the fitness effect of the a!A (b!B) mutation
differs in magnitude between both b (a) backgrounds but not in sign. Shown is a case of negative epistasis, where the first mutation on both trajectories has the biggest
fitness effect, and the second mutation has a comparatively weaker fitness effect. Sign epistasis occurs when the fitness effect of at least one mutation changes from
positive to negative between mutational trajectories. Reciprocal sign epistasis is a special case of sign epistasis in which both mutations exhibit sign-epistatic effects,
creating a fitness valley between ab and AB. (B) An idealized single-gene example of an extradimensional bridge formed through gene duplication [95]. The original gene
(upper panel) might reside on a suboptimal fitness peak (cyan-filled circle) from which it is unable to escape. The lower panel depicts the effects of gene duplication on the
fitness landscape in case both duplicates are redundant and non-interacting (i.e., the fitness of the duplicated pair is the maximum of the fitness of both duplicates). One of
the paralogs may in this case diverge (initially neutrally) while the other paralog buffers its function, causing the higher fitness peak to become accessible. However, in the
primitive abstraction depicted here, only one divergence dimension is accessible per gene, restricting the possible paths of the system on the fitness landscape. In reality,
neutral divergence scenarios such as the one depicted here most often lead to nonfunctionalization and loss of one of the duplicates [68].
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Figure 3.3: The impact of epistatic effects on fitness landscapes, and gene duplication as an extradimensional
bypass mechanism. (A) Plots representing possible epistatic effects among mutations at two loci a and b (inspired
by256). The term epistasis refers to the fact that the fitness effect of a mutation depends the gen tic context n
which it occurs. Shown are depictions of, in clockwise order starting from the top left, no epistasis, magnitude
epista is, sign pistasis, and ciprocal sig pistasis. In the cas of no e istasis, the fitness effects f the ! A
and b! B mutations are stable: that is, independent of the mutational trajectory followed from ab to AB,
indicating that the genotype at b does not influence the fitness effect of the a! A mutation and vice versa. In the
case of magnitude epistasis, the fitness effect of the a! A (b! B) mutation differs in magnitude between both b
(a) backgrounds but not in sign. Shown is a case of negative epista is, where the fir t mutation on both trajectories
has the biggest fitness effect, and the second mutation has a comparatively weaker fit ss eff ct. Sign epistasis
occurs when the fitness effect of at least one mutation changes from positive to negative between mutational
trajectories. Reciprocal sign epistasis is a special case of sign epistasis in which both mutations exhibit
sign-epistatic effects, creating a fitness valley between ab and AB. (B) An idealized single-gene example of an
extradimensional bridge formed through ge e duplication257. The or ginal gene (upp r panel) m ght reside on a
suboptimal fitness peak (cyan-filled circle) from which it is nable t esca e. The low r panel depicts the effects of
gene duplication on the fitness landscape in case both duplicates are redundant and non-interacting (i.e., the fitness
of the duplicated pair is the maximum of the fitness of both duplicates). One of the paralogs may in this case diverge
(initially neutrally) while the other paralog buffers its function, causing the higher fitness peak to become
ac es ible. However, in th primitive abs raction depicted here, nly one divergence dimension is accessible per
gene, restricting the possible paths of the system on the fitness landscape. In reality, neutral divergence scenarios
such as the one depicted here most often lead to nonfunctionalization and loss of one of the duplicates.
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Modularity for instance has been hypothesized to emerge from modularly varying selection pressures
on a system in time or in space238,259,263. A related hypothesis is that modularity evolves as a byproduct
of selection for increased evolvability231,260, while others have suggested it could be a byproduct of se-
lection for increased robustness264. Some studies have hypothesized that in multicellular organisms such
as plants, modularity emerges as a by-product of selection for tissue-specific specialization of expression
patterns235, which could, for instance, be accomplished through duplication and (adaptive) divergence
of regulatory components265,266. Yet another alternative hypothesis states that modularity might emerge
from selection pressure to reduce network connectivity costs240. The aforementioned studies all inves-
tigate possible adaptive scenarios leading to the evolution of modularity. However, it has been argued
that modularity might more easily evolve through neutral mechanisms such as gene duplication, followed
by neutral subfunctionalization and genetic drift of duplicate copies267, although adaptive selection pres-
sures might serve to augment the modular outcome of these neutral processes266. Neutral scenarios for
the emergence of modular networks have thus far not been investigated using systems biology-inspired
GPM models.
Another emergent property that has been intensively studied using systems biology-style GPMmodels
is the genetic robustness of a system, defined as its degree of phenotypic invariance to genetic perturba-
tions, i.e. mutation or recombination. GPM-based simulations have suggested that genetic robustness
might be a direct effect of stabilizing selection187,252, or an indirect effect of selection for developmental
stability188, in particular in sexually reproducing organisms193. Genetic robustness is generally assumed
to be a distributed property of genetic networks, i.e. a property that cannot be pinpointed on particular
genes, but rather emerges from the way systems are wired. However, an alternative mechanism through
which molecular systems could acquire mutational robustness is through genetic redundancy caused by
gene duplication268. Although purely redundant (i.e. selectively neutral) duplicates are generally evo-
lutionarily unstable104,137, redundant duplicates that are stabilized through (either neutral or adaptive)
divergence may still buffer the function of their paralogous counterparts to some extent, and thereby
contribute to genetic robustness. Robustness in this respect may to some extent be considered an in-
herent consequence of duplicate evolution rather than an evolutionarily selected feature. In contrast to
mutational robustness, the evolution of environmental robustness in GRNs, i.e. robustness to macro-
environmental changes or stochastic changes in the external or cellular micro-environment, has to our
knowledge not been investigated thus far with mechanistic GPM models. Likely, one of the reasons is
that (micro-)environmental perturbations are difficult to represent on the level of abstraction at which most
present-day models operate, with the possible exception of stochastic models. However, especially for
sessile organisms such as plants, environmental robustness is expected to be a crucial fitness-determining
factor and therefore a directly selectable trait. Since environmental robustness may engender genetic ro-
bustness, direct selection for environmental robustness may be an alternative mechanism explaining the
origin of genetic robustness4,269. This however remains to be investigated in mechanistic detail.
Evolvability, loosely defined as the ability of a lineage to generate novel phenotypes through mutation
that could potentially be useful for adaptation to other environments than the current one, i.e. the capacity
of a population to produce new selectable variation267, is arguably the emergent property of molecular
systems that is hardest to fathom. Most authors agree that the hypothesis that evolvability could be di-
rectly selected for because it provides future adaptability benefits is teleological in nature, and therefore
not valid267,270. A more sensible hypothesis states that higher evolvability might be promoted by group
selection in variable environments. Some GPM-based simulation studies have forwarded evidence for
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such a scenario196,261,271, although it has been argued that the conditions for this kind of group selec-
tion to outweigh the selection pressures operating on the level of individuals are rarely fulfilled267,270. A
third class of hypotheses consider evolvability to be a byproduct of other selective forces. Evolvability
could for instance be a byproduct of modularity tenTusscher:2011gh, which, as outlined above, is itself
hypothesized to be the result of either direct or indirect selection pressures (intriguingly, in a circular
way including evolvability-related group selection231,260), or of neutral evolutionary processes, e.g. re-
lated to gene duplication and divergence267,270. Since evolvability is often perceived as being opposed
to robustness226,272, a number of GPM-based simulation studies have tried to reconcile the emergence
of both in molecular networks, sometimes with contrasting results. Some studies found that evolvability
could emerge as a by-product of indirect selection for genetic robustness in multicellular developmen-
tal networks206, or more generally in complex GRNs233. Genotype network theory, in which genotypes
are depicted as residing on a neutral network, i.e. a set of mutationally connected genotypes with the
same phenotype, makes similar predictions. Since more genetically robust genotypes have larger neutral
networks, they are also expected to have more off-network neighbor genotypes that may facilitate evolv-
ability272–274. The results of other studies275,276 moderate these claims, arguing that not all networks
can simultaneously exhibit robustness and evolvability, but only those that operate close to the so-called
critical regime, i.e. networks at the transition between ordered and chaotic dynamics. At the other end
of the spectrum, mutational robustness was found to negatively correlate with evolvability in sexual277
and asexual196 populations evolving in environments that fluctuate on an evolutionary timescale, and as-
sortative networks molded through frequent gene duplication were found to exhibit higher robustness but
lower evolvability278. Although the latter scenario might be very relevant for plants in view of the fre-
quent occurrence of gene and genome duplications in plant evolution, the evolvability of plant networks
is in contrast thought to be partly engendered by gen(om)e duplications279 (see also below).
As evidenced above, GPM model simulations have led to a multitude of alternative and sometimes
competing adaptive hypotheses to explain the origin of emergent properties in molecular networks. Fur-
ther research is needed to reconcile these disparate views and to gain more insight into the true evolution-
ary origins of the aforementioned emergent properties, in particular since some GPM modeling results
contradict expectations from population genetics theory267. In this respect, potential neutral explanations
for emergent properties have thus far largely been overlooked in systems biology-inspired GPM model-
ing studies. Although systems biology-inspired GPM models have been instrumental in investigating the
evolution of molecular systems, and will continue to be so in the future, a crucial question is whether
the level of abstraction at which most of the current GPM models operate is suited to study the emer-
gent properties of molecular biological systems adequately, i.e. whether they reflect the essential features
of molecular fitness landscapes and truthfully account for the evolutionary mechanisms and population
genetic factors that impact the evolution of biological systems. In addition to the PPM versus GPM argu-
ments presented above, we argue that this is not the case for at least one important factor impacting the
evolution of molecular systems, namely gene duplication. First, we outline the importance of adequately
modeling gene duplication and divergence for studying the evolution of molecular systems, and the par-
ticular importance of modeling the effects of gen(om)e duplications to understand plant evolution.
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3.4 The impact of gene duplications on evolution
Gene duplication has since long been recognized as an important factor in the evolution of biological
systems280, and gene duplications have at some point been linked to all of the emergent system properties
discussed in the previous section265–267. In addition, gene duplication has been forwarded as a means to
change the properties of the fitness landscape itself. Fitness landscapes are to a large extent shaped by
epistatic effects between alleles (see Figure 3.3)256,281,282. The evolutionary navigability of the fitness
landscape is severely dependent on the nature of these effects and their prevalence across the fitness land-
scape. Reciprocal sign epistatic effects for instance may lead to rugged fitness landscapes featuring fitness
valleys283, and it is well-known that evolutionary trajectories have difficulties crossing such valleys (i.e.,
there may exist a more optimal system configuration nearby in sequence space, but getting there involves
several mutations that are deleterious on their own, even though they are beneficial when combined)256,283
(see Figure 3.3). If the fitness valley is not too wide and can be bridged by a few mutations, deleterious
mutations may act as stepping stones for adaptive evolution284, but population genetics theory suggests
that such a direct crossing mechanism is only efficient under particular conditions, either involving ge-
netic drift in small populations or high double mutant frequencies in large populations, provided that the
mutant loci are closely linked285. These conditions are rarely fulfilled for sexually reproducing metazoans
with average effective population sizes, such as most higher plants. Crossing fitness valleys through point
mutation trajectories is therefore often not feasible, and special evolutionary mechanisms need to be in-
voked to create passable ridges on the fitness landscape. In particular, the navigability of sequence space
may be facilitated by introducing extra genotypic dimensions, enabling the circumvention of reciprocal
sign-epistatic effects by rerouting the evolutionary trajectory, i.e. by making compensatory changes at
other loci first, a mechanism that has been termed an ’extradimensional bypass’286–288. Increased nav-
igability has been proposed to be a general feature of high-dimensional fitness landscapes289,290, but it
has in particular been linked to gene duplication, since a duplicated gene copy may in some cases buffer
deleterious mutations in the other copy257,287,288 (see Figure 3.3).
Duplications have also been studied in the context of alleviating another important factor constrain-
ing the evolution of multifunctional molecular systems, namely evolutionary trade-offs between multiple
functions of a molecular system, which may either refer to clearly identifiable subfunctions of a system
or to the functioning of the system in different environments291,292. Evolutionary trade-offs have been
studied intensively for single proteins, and in particular for multifunctional enzymes. Simultaneous opti-
mization of two protein subfunctions is often constrained by adaptive conflicts between the subfunctions,
and one way to escape such adaptive conflicts is to duplicate the protein and optimize the different sub-
functions in different paralogs145,293–296. A gene duplication strategy to circumvent adaptive trade-offs
could also be perceived as an extradimensional bypass mechanism.
3.5 The importance of gene and genome duplications in the evolu-
tion of plant systems
An adequate inclusion of gene duplication mechanisms in systems evolution models is particularly im-
portant for studying plant evolution. Large paralogous gene families abound in higher plants, and e.g.
developmental processes in plants have been heavily impacted by gene duplication. For instance, the
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Aux/IAA and ARF gene families, major players in auxin signaling responses, contain 29 and 23 mem-
bers in Arabidopsis, respectively297–299. Subtle differences in the ARF family DNA-binding domains297
and differences in their status as a repressor or an activator of transcription300, together with a com-
plex pattern of overlap and diversification in their potential interactions with various Aux/IAA family
members298 lead to a bewildering variety of possible combinatorial control functions governing auxin re-
sponses, which have thus far been elucidated only partially301. A similar picture arises for the cyclins and
CDKs regulating cell cycle processes in plants, the duplication and functional divergence of which caused
plants to have a considerably more complex cell cycle regulation structure than yeasts or animals302–304.
Gene duplication has also played a major role in the evolution and diversification of angiosperm flow-
ers. Various subclasses of the diverse Type II (MIKC-type) MADS-box transcription factor family are
essential for floral organ specification305. Although most of these subclasses likely originated before the
invention of the flower in ancestral seed plants306, and although the basic ABC(E) model of floral whorl
specification appears largely conserved across angiosperms307, duplication and divergence of members
of the different MIKC-type gene subclasses have played major roles in establishing the variety of elabo-
rate flower morphologies observed in present-day angiosperms184,305,308–315. Besides their role in flower
development, several MIKC-type subfamilies are also involved in fruit, embryo, pollen and (lateral) root
development, and many MIKC-type MADS-box genes functioning in flower development have been co-
opted to or from functions in other developmental processes305.
Although small-scale duplication processes likely played a crucial role in establishing the diversity of
developmental gene families in plants316, several studies suggest that the expansion of many regulatory
gene families in angiosperms, e.g. Aux-IAAs and various MADS-box subfamilies, may to a large extent
be due to genome duplications299,308,309,315,317. Whole-genome duplication (WGD) is particularly com-
mon in higher plants. All extant seed plants are believed to have a polyploid ancestry318, and in many
lineages there is evidence of additional rounds of genome duplication, with some angiosperm genomes
carrying remnants of up to six WGDs319,320. It has been hypothesized that the preferential expansion of
regulatory gene families through genome duplication is caused by dosage balance effects, i.e. quantita-
tive effects on the expression of target genes as a consequence of disturbing the stoichiometric balance
between regulators and targets159,321. Since WGDs, as opposed to small-scale duplications, conserve
the relative dosage of e.g. transcription factors and targets, and since loss of duplicated regulators after
WGD would disrupt this balance, dosage balance effects are thought to promote the retention of reg-
ulatory duplicates specifically after WGD110,137,177. Although the same argument could be made for
transcription factor targets, the loss of duplicated targets on average arguably leads to less pleiotropic
effects than loss of duplicated regulators. Thus, it has been argued that WGDs leave behind a regulatory
spandrel in diploidized polyploids, a reservoir of evolutionary potential that may manifest itself if the
conditions are right (e.g. related to niche availablility)117,123. In this respect, ancient WGDs have repeat-
edly been linked to the invention of evolutionary novelties, such as flowers in angiosperms117,134,322,323.
However, rather than facilitating de novo innovation, the power of genome duplications may lie more
in their ability to elaborate on primitive versions of innovative features and fully exploit their poten-
tial117,123, for example by lifting pleiotropic constraints on multifunctional genes and facilitating their
co-option for specialized purposes134. To what extent genome duplications facilitate the evolvability of
plant systems remains an unanswered question, and evidence to support or disprove a causal link be-
tween WGDs and evolvability is scarce and circumstantial. Another debated feature of WGDs is their
potential to generate immediate or short-term adaptive benefits. Such benefits have been hypothesized
based on the prevalence of present-day polyploids in stressful habitats, and on the observation that many
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of the more recent paleopolyploidizations in angiosperms did not occur randomly in time, but that they
appear to be clustered around the K-Pg mass extinction event, 66 Mya118,324. The latter suggests that
compared to their diploid progenitors, polyploid plants might have been better able to avoid extinction
and adjust to the changed environment. Although various adaptive hypotheses have been forwarded to
explain the increased occurrence of paleopolyploids around the K-Pg boundary, most notably related to
heterosis effects in (allo)polyploids Vanneste:2014,Chen:2013bj, and although a recent study on the salt
stress tolerance of various Arabidopsis accessions and cytotypes showed that even autopolyploids may
exhibit pre-adaptation to environmental stress factors325, neutral scenarios, such as increased unreduced
gamete production in stressful environments, may also explain the increased occurrence of WGDs around
the K-Pg extinction324.
Without question, gene and genome duplications have had a considerable impact on the structure and
complexity of plant developmental systems. More generally, evolution after gen(om)e duplication in reg-
ulatory systems is a complex story of dosage effects, neutral and adaptive divergence, partial redundancy
and co-option of duplicates to other functions, of which we’ve only written the introduction at this point.
A crucial question is to what extent duplication of regulatory genes, either through small-scale duplica-
tion or WGD, may contribute to true evolutionary innovations or to elaborations of existing systems. In
this respect, mechanistic GPM-based simulation of WGD effects on the evolvability of molecular sys-
tems would prove very helpful. Although evolution after genome duplication has already been studied to
some extent for metabolic networks154,326, mechanistic GPM-based models have thus far not been used
to study the evolution of gene regulatory networks after genome duplication. GPM-based simulations
might also shed more light on more immediate effects of allo- and autopolyploidization on the phenotype
of molecular systems in plants, such as heterosis and dosage balance effects.
3.6 Modeling duplications in GPM models
Despite the potentially major importance of gen(om)e duplication processes in systems evolution, ranging
from their potential roles in establishing emergent properties such as robustness, modularity and evolv-
ability to their impact on the topology of fitness landscapes and their hypothesized roles in adaptability,
evolutionary innovation and elaboration of existing molecular systems, which are particularly heavily
debated in the plant evolution field, the majority of the GPM-based GRN evolutionary simulations per-
formed thus far have not included gene duplication as an evolutionary mechanism. More importantly,
as outlined below, most of the studies that do consider gene duplication exhibit important flaws in the
modeling of duplicate divergence, which could in some cases considerably impact the evolutionary sim-
ulations performed and the conclusions drawn.
A substantial number of neutral and adaptive mechanisms have been forwarded in the past decades to
explain the divergence of duplicate genes, mostly from a theoretical viewpoint137,280,327. However, in a
gene regulatory network context, the duplication and divergence of transcriptional regulators is subject to
particular constraints that have been understudied so far on the mechanistic level. One of these constraints
is the aforementioned dosage balance effect159,321, which is thought to severely impact the chance of du-
plicate fixation in regulatory networks subject to stabilizing selection. On the other hand, dosage balance
effects may prove beneficial under directional selection. In either case, insufficiently mechanistic models
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of dosage balance effects may lead to unrealistic gene duplication dynamics in GPM-based simulations.
In GPMmodels based on a weight matrix formalism with Boolean or sigmoidal transfer functions, dosage
balance effects are very hard to capture given the quasi-discrete gene expression dynamics used. In this
respect, differential equation-based formalisms are better suited to study dosage balance effects.
Another characteristic of duplicated transcriptional regulators often overlooked in systems biology-
inspired GPM models is the fact that they do not diverge independently. In the absence of allelic differ-
ences, duplicated transcription factors initially bind to the same target sites in the genome. Divergence of
their target repertoire is expected to be a gradual process involving changes in both the promoter regions
of the target genes (cis changes) and the DNA binding domains of the duplicates (trans changes). Any
trans-regulatory change in the DNA binding domain of one of the transcription factors is expected to
generate effects on the expression of many target genes simultaneously. On the other hand, a cis-change
in a target gene is expected to impact the effect of both duplicated transcription factors simultaneously.
In contrast, many studies assume that regulatory linkages evolve independently across target genes and
across duplicated transcription factors204,236,254,268,271,328, which is not a realistic assumption for either
cis- or trans-evolution of duplicated regulatory links. A couple of studies do allow trans-mutations to af-
fect multiple targets simultaneously, but in a very discrete way, in the sense that a diverging transcription
factor immediately looses all regulatory links to previous targets and gains a new set of targets244,329,330.
Some studies assume a similarly discrete functional divergence of duplicates immediately upon duplica-
tion275,276,278, which rather mirrors the addition to the GRN of a novel transcription factor unrelated to
the existing ones, as in247. In other models, duplicated transcription factors are exclusively allowed to
diverge on the cis-regulatory level, i.e. their target preference remains identical over the course of evolu-
tion, but they might become differentially regulated in time or in space205,206,261. Although this strategy
avoids the pitfall of independent divergence of duplicates and their target lists, and can be considered
reasonable under the assumption that GRN evolution is mainly cis-regulatory in nature75,331 (but see81),
many intriguing aspects of evolution after gene duplication cannot be studied within this framework.
As a result of the fact that the relevant constraints are not captured accurately in many GPMmodeling
frameworks, few studies have thus far adequately addressed GRN evolution through gene duplication.
A notable exception is a study on a duplicated two-component system based on experimentally derived
fitness landscapes256,332. However, since obtaining comprehensive experimental fitness landscapes for
larger systems is an extremely challenging task, fully unraveling the effects of gene duplication in com-
plex GRNs will largely depend on the development of adequate GPM models. In this respect, one recent
study used a statistical thermodynamics modeling framework to simulate the evolution of a duplicated
autoregulatory activator250. Although the modeling framework in this study did not yet incorporate an
explicit genotype representation, we believe that models at this level of mechanistic granularity are the
way forward for studying the evolutionary effects of gene duplication, and more generally for studying
the evolution of molecular systems and emergent properties.
3.7 The way forward
As outlined in the previous sections, the failure to take into account the explicit genotypic structure of
biological systems, together with the fact that transcriptional regulatory interactions, gene duplication and
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duplicate divergence are often not modeled realistically, limits the use of many of the present-day GPM
models for studying the evolutionary properties of gene regulatory networks. From that perspective, the
time is ripe to use more mechanistic models to simulate systems evolution, such as the statistical thermo-
dynamics models with explicit sequence representations that have been developed to study transcriptional
regulation processes58,333–335. Although these models are simplified in their own right (e.g. with respect
to modeling the effect of transcription factor binding on RNA polymerase recruitment and expression),
they may reflect the true nature of the genotype–phenotype map of gene regulatory networks to a suffi-
cient extent to significantly advance our knowledge on GRN evolution. A number of recent studies have
already used statistical thermodynamics models based on explicit genome representations in an evolu-
tionary context, e.g. to study the evolution of a single enhancer251, or in an engineering context, e.g. for
the custom design of enhancers335, or to investigate the relation between network motifs and function258.
To our knowledge, only one study thus far252 has performed evolutionary simulations using a statisti-
cal thermodynamics modeling framework on larger systems (10 genes) in a population context. Indeed,
population-based evolutionary simulations at this level of granularity are extremely challenging in view
of the massive amount of computing involved. However, given the recent advances in high-performance
computing, such simulations are expected to become increasingly feasible in the near future. Even these
more mechanistically accurate analytical representations might not be sufficient for some systems. One
study found that stochastic simulation of the phenotypic effects of gene duplication in a simple toggle
switch GRN produced qualitatively different results from analytical approximations253, suggesting that
the use of even more fine-grained evolutionary GPM models may be required for some systems.
In addition to being crucial for characterizing the fundamental evolutionary properties of molecular
biological systems in detail, such as the structure of fitness landscapes and the emergent properties of
evolved systems, more realistic GPM models will also become increasingly useful for addressing evo-
lutionary questions of practical importance, e.g. with regard to plant breeding, carcinogenesis or the
development of antibiotic resistance, all of which are essentially evolutionary processes. Addressing
the major unsolved questions regarding the impact of genome duplications on the adaptability and long-
term evolvability of plants may also prove useful from a practical perspective. It might for instance give
us more insight into the evolutionary potential of crop species, many of which are polyploids, and re-
veal to what extent WGD might help present-day plant species to adapt to current climate change and
other human-caused environmental upheaval118,336. Furthermore, mechanistic GPM-based evolutionary
simulations may in the future prove useful to assess the evolutionary potential of genetically engineered
systems in crops or microorganisms, and the impact thereof on natural ecosystems225. Fine-grained GPM
models are already employed in the design of synthetic systems (e.g.335,337), but thus far not to study their
evolutionary aftermath.
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“All models are false, but some models are useful”
George E. P. Box
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Author contribution
All content within this chapter was written by myself and revised by professor Steven Maere. It contains the materials
and methods of the work presented in chapter 5, which is a paper under preparation.
4.1 Introduction
In this chapter I describe a novel sequence-based model of GRNs where the underlying genotypic encod-
ing can be linked with dynamic expression phenotypes in mechanistic detail using core principles of tran-
scriptional regulation. Building upon standard thermodynamic models58,333,338–340 and a connectionist
network modeling approach198–200, and inspired by the regulatory genome paradigm32, this mechanistic
GPMmodeling framework is intended to simulate the evolution of GRNs over an explicitly defined geno-
type space. Most importantly, this modeling framework addresses the shortcomings discussed in chapter
3, which make most present-day GPM models inadequate for simulating the impact of gene and genome
duplications on the evolution of GRNs.
4.1.1 Computing protein-DNA binding propensities via a low-level molecularmap-
ping
In order to link GRN genotypes with dynamic expression phenotypes, a low-level molecular mapping is
implemented to allow the quantitative assessment of sequence-encoded protein-DNA binding propensities
(see Figure 4.2, next chapter). To achieve this, we build upon a previously introduced empirical mapping
approach341, which has proven successful in the evolutionary design of promoter regions with distinct
signal integration properties337. Such a low-level molecular mapping assumes that whenever a TF j binds
to a DNA motif x, each amino acid in the DNA binding domain interacts with exactly one base pair341.
Accordingly, individual AA-base interaction scores are then calculated based on the log-odds between
the frequency of observed AA-base contacts (in crystallographically resolved TF-DNA structures) and
the expected frequency of such contacts under the assumption that there are no specific AA-base binding
preferences (see table 4.1). The total TF-DNA interaction score was then calculated as the sum of scores
over all amino acid-base contacts. As did in337, we followed this rationale to model the binding free
energy,  Gj,x, between a given TF j with an array of n amino acids and a binding site x of n = 10
nucleotides long (a typical length for binding sites found in both eukaryotic and prokaryotic genomes,
see 56 and references therein), both indexed by i, as follows:
 Gj,x =  
nX
i=1
Uji,xi (4.1)
WhereU is a 20 x 4 matrix containing the binding propensities of amino acid-base contacts as inferred
from crystallographically resolved protein-DNA complexes341. These binding propensities were found to
be roughly proportional to binding free energies341. In our simulations, the proportionality constant was
set to -1 (the exact scale of the binding free energy values is of minor importance in the present artificial
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system context), implying that a high score is associated with a negative  Gj,x (or strong binding). The
binding free energies computed using (eq. 4.1) are then used to calculate protein-DNA binding affinities
(association constants) according to the following relationship:
KAssocj,x(i;n,m) = exp(  Gj,x(i;n,m)/(R ⇤ T )) (4.2)
With KAssocj,x(i;n,m) being the association constant of TF j bound to a DNA motif x with sequence co-
ordinates (n,m) along the promoter region of gene i;  Gj,x(i;n,m) representing the estimated binding
free energy, R = 8.314J ⇤mol 1 ⇤K 1 denoting the Gas constant, and the T the temperature in K units
(300 K), being a scaling factor for the free energy of change upon binding57,58. To assess all potential
protein-DNA binding interactions operating in the GRN system, gene promoters were scanned (using a
simple sliding window of length n = 10 bases, as mentioned above) for TF binding sites. We assume
that in order to influence transcription, TFs should bind in a specific orientation with respect to the tran-
scription start site. Although such an orientation bias is observed for only a minority of TFs in reality342,
implementing this restriction allowed us to screen promoter sequences unidirectionally, leading to sub-
stantial computing time savings. The algorithm further assumes that a given TF is only able to recognize
sequences up to three mutations away from its highest-affinity binding site (i.e. the consensus sequence).
Allowable (near-optimal) binding sequences for a given TF are defined as sequences in the 3-mutational
neighborhood of the sequence whose binding energy differs from that of the reference sequence by at
most 10*R ⇤ T , which seems to be a biologically plausible energy threshold57,59. The previous biolog-
ically reasonable restrictions were mainly imposed to avoid the computational overhead caused by the
combinatorial explosion of possible (mostly ineffective) binding sites.
4.1.2 Assessing the wiring of GRNs based on individual protein-DNA binding
events
Upon evaluation of all active TF binding sites in the genome and the associated binding affinities using the
aforementioned procedure, a thermodynamic modeling approach is used to assess the regulatory wiring of
a GRN. To this end, we use a similar formalism as in previously published models58,333,338–340 to compute
the aggregated regulatory input to a given gene. First, for a given TF binding to a permissible DNA motif
on the promoter region of a target gene i, we calculate its fractional occupancy as follows:
f[j,x(i;n,m)] =
KAssocj,x(i;n,m) ⇤ [Pj ]
1 +KAssocj,x(i;n,m) ⇤ [Pj ] + CFx(i;n,m)
(4.3)
With [Pi] and KAssocj,x(i;n,m) representing the concentration of TF j and its binding affinity for site
x(i;n,m), respectively, and CFx(i;n,m) denoting a binding competition factor defined as:
CFx(i;n,m) =
X
l
X
8z2Zl
KAssocl,z ⇤ [Pl] (4.4)
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representing amino acids and bases, respectively. The frequency
distribution of the pairs was compared with that expected at
random, based on general frequencies of amino acids and bases.
The SWISSPROT database was used to extract the general
frequencies of amino acids in known proteins. As for the base
frequencies, since the DNA target sites in our data were from
different organisms, there was no one database that we could use,
thus an equal probability of 0.25 for all four bases was used. The
expected frequency of a pair of amino acid–base was obtained as
the product of the two appropriate random frequencies. A
quantitative measure for amino acid–base interaction was obtained
by calculating the log odds (log likelihood ratio) for each pair:
Sij = ln[fij/(fi × fj)]
where fij is the pair frequency of a specific amino acid i and base j,
fi is the frequency of amino acid i (i = 1,20) and fj is 0.25 (j = 1,4).
When the number of pairs of a certain type was equal to zero, so
that ln(fij) could not be defined, two approaches were applied,
according to the source of the zero frequency. Pairs which are
impossible because they lack complementary chemical groups that
can be involved in a direct interaction (annotated NA in Table 1)
were scored as (–3.93), the lowest possible score in the table. For
pairs which are theoretically possible but did not occur in the
solved complexes we arbitrarily increased their count to 0.1 and
their scores were calculated as for the other cases. The total
number of all pairs was increased accordingly.
The score of an interaction between protein and DNA binding
elements is obtained by summation of the individual scores of the
interacting pairs of amino acid–base in the complex, assuming that
the contributions of individual pairs are independent of one another.
RESULTS
To evaluate the likelihood of an amino acid and a DNA base to
interact, non-homologous specific amino acid–base interactions
were extracted from a data set of 53 crystallographically solved
protein–DNA complexes, including transcription factors and
restriction enzymes (listed in Materials and Methods). The current
analysis is focused on interactions that involve atoms in the major
groove only, since these constitute most of the specific interactions
in the solved structures and since the pattern of donors and acceptors
of these atoms is unique for each DNA base and is considered to be
the main contributor to specific recognition of the bases by the
different amino acids. Three hundred non-homologous contacts
were observed, including hydrogen bonds and hydrophobic
interactions between amino acid side chains and DNA major
groove atoms. In the analysis each pair of amino acid–base was
considered only once, independent of the number of hydrogen bonds
and/or hydrophobic interactions that are involved in forming that
pair. This resulted in a total of 218 different pairs used in the
following steps of the analysis. The occurrences of the 20   4 pairs
of amino acid–base are summarized in Table 1. The frequency
distribution of the different pairs is very similar to that observed by
us previously based on a smaller data set (7). As predicted by
Seeman et al. (5) and observed in many other studies (3,6,7,20), the
most frequent pair is Arg–G. Glutamine and aspargine interact
preferably with adenine and the two negatively charged amino acids
glutamic acid and aspartic acid interact almost solely with cytosine.
The present analysis includes also hydrophobic interactions,
involving interactions between the major groove carbon atoms of
thymine (C5M) and cytosine (C5) and the carbons of the
hydrophobic and aromatic amino acids. Only interactions that
involve the methyl group of thymine were observed and these were
formed relatively frequently with alanine and isoleucine.
Table 1. Observed frequency of 20   4 pairs of amino
acid–DNA base
G A T C Total
Gly NA NA NA NA 0
Ala NA NA 8 0 8
Val NA NA 3 0 3
Ile NA NA 6 0 6
Leu NA NA 2 0 2
Phe NA NA 1 2 3
Trp 0 NA 0 NA 0
Tyr 0 0 3 2 5
Met 0 1 2 1 4
Cys 0 1 0 1 2
Thr 0 3 3 1 7
Ser 6 2 3 2 13
Gln 2 7 3 0 12
Asn 4 17 5 5 31
Glu NA 1 NA 6 7
Asp NA 0 NA 8 8
His 6 2 3 1 12
Arg 44 4 10 NA 58
Lys 28 3 4 NA 35
Pro NA NA 2 0 2
Total 90 41 58 29 218
Table 2. Scoring matrix for 20   4 pairs of amino
acid–DNA base
G A T C
Gly –3.93 –3.93 –3.93 –3.93
Ala –3.93 –3.93 0.66 –3.72
Val –3.93 –3.93 –0.17 –3.57
Ile –3.93 –3.93 0.65 –3.44
Leu –3.93 –3.93 –0.94 –3.93
Phe –3.93 –3.93 –0.81 –0.12
Trp –1.96 –3.93 –1.96 –3.93
Tyr –2.87 –2.87 0.54 0.13
Met –2.58 –0.28 0.42 –0.28
Cys –2.23 0.07 –2.23 0.07
Thr –3.46 –0.06 –0.06 –1.16
Ser 0.42 –0.68 –0.28 –0.68
Gln –0.09 1.16 0.31 –3.09
Asn 0.48 1.93 0.71 0.71
Glu –3.93 –1.24 –3.93 0.55
Asp –3.93 –3.37 –3.93 1.01
His 1.56 0.46 0.87 –0.23
Arg 2.74 0.34 1.25 –3.93
Lys 2.16 –0.08 0.21 –3.93
Pro –3.93 –3.93 –0.30 –3.29
Scores were calculated using the formula: ln[fij/(fi × 0.25)],
where fij is the frequency of the pair between amino acid (i)
and DNA base (j). fi is the frequency of amino acid i in the
SWISSPROT database of protein sequences and 0.25 is the
equal probability assumed for each of the DNA bases.
Table 4.1: Binding propensity scores for amino acid–DNA base pairs. Table of scores reproduced from341. Scores
were calculated using the formula: ln[fij/(fix0.25)], where fij is the frequency of the pair between amino acid (i)
and DNA base (j). fi is the frequency of amino acid i in the SWISSPROT database of protein sequences and 0.25 is
the equal probability assumed for each of the DNA bases.
With l indexing competitive binding TFs, [Pl] denoting the concentration of a competitive binding TF
l, and Zl representing the set of sites recognized by TF l that overlap with site x(i;n,m), which is bound
by TF j. We assume that the set of binding sites recognized by a given TF on the promoter of a given
target gene make independent contributions to the transcriptional regulation of the gene. This leads us to
the formulation of the following expression to account for the aggregated regulatory input F contributed
by TF j to control the expression of gene i via a set of binding sites Xi:
F[j,i] =
X
8x2Xi
f[j,x(i;n,m)] (4.5)
Furthermore, it is assumed that activating and repressing regulatory signals contributed by TFs act
independently to elicit quantitative effects on the transcriptional regulation of target genes. Accordingly,
the aggregated regulatory input ui(t) on a target gene i at time t is modeled as follows:
ui(t) =
X
j
W ij ⇤ F[j,i] (4.6)
With W ij describing the nature of the regulatory influence of (activating or repressing) of TF j on
a target gene i, where W ij = 1 (-1) denotes a transcriptional activator (repressor). We have deliberately
assumed that TFs can only impart either activating or repressing transcriptional control on target genes,
but not both (i.e. a TF j cannot activate the expression of target gene i and inhibit that of another gene k).
Therefore, TFs with variable regulatory roles were not accounted for (see discussion below).
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4.1.3 Deriving dynamic expression phenotypes from the thermodynamically as-
sessed transcriptional regulatory logic of GRNs
Lastly, the thermodynamically assessed regulatory wiring obtained through (eq. 4.1 - eq. 4.6) is plugged
into a kinetic model of gene regulation to derive the dynamic expression phenotype of a GRN. To do this,
we rely on an expanded version of a classic ODE-based neural-like network model that has been used to
study developmental pattern formation in the Drosophila embryo198–200. Unlike the original formulation
of the model198–200, our model explicitly accounts for the expression dynamics of mRNA species as
well as protein species (see Figure 4.1). Although this entails increased mathematical complexity and
additional computational load, accounting for this allows for a more realistic description of the multiple
regulatory layers underlying the dynamical behavior of GRNs, as well as more flexibility toward future
model enhancements. The following expressions describe the structure of the ODE model:
d[mi]
dt
(t) = T imax ⇤ '(ui(t))  kim deg ⇤ [mi](t) (4.7)
d[Pi]
dt
(t) = kipsynt ⇤mi(t)  kip deg ⇤ [Pi](t) (4.8)
With [mi] and [Pi] denoting the concentration levels of the mRNA and protein species encoded by
gene i, respectively. The expressions kipsynt ⇤ mi(t) and kip deg ⇤ [Pi](t) from eq. 4.8 provide the rates
at which the protein encoded by gene i is being synthesized and degraded. Protein synthesis rate con-
stants (kipsynt) were sampled from the biologically plausible range [0.5, 20] (min 1)343. Plausible values
for protein half-lives, from which one can derive the protein degradation rate constant (kip deg), were
sampled from the range [500, 5500] (min). The expressions T imax ⇤ '(ui(t)) and kim deg ⇤ [mi](t) from
eq. 4.7 represent the rates at which the mRNA encoded by gene i is being produced and degraded, re-
spectively. The term kim deg gives the mRNA degradation, which is derived from the mRNA half-life
and sampled from the biologically plausible range [10, 100] (min) (see 344,345). The term T imax denotes
the maximal achievable transcriptional rate, which has been shown to be a temperature-dependent and
diffusion-limited parameter (see 25,26). Transcriptional rates are considered in molar terms (M/min), and
operational values for T imax have been sampled from the biologically plausible range [10 4, 10 1] (see
343,346). Further, '(ui(t)) represents a sigmoid-like function that determines the transcription rate of a
gene as a function of the protein-DNA binding interactions realized in the promoter region:
'(ui(t)) =
1
1 + exp( #(✓io + ui(t)))
(4.9)
With # being the slope of the sigmoidal function, and denoting a threshold for the transcriptional
activity of gene i, which is a proxy for a basal transcriptional rate. In biochemical terms, # can be
regarded as the transcriptional responsiveness of a target gene to incoming regulatory signals. Upon
initial explorations of values from the range [5, 15] we observed that the spectrum of achievable ex-
pression profiles was qualitatively consistent. Therefore, unless otherwise mentioned, simulations have
been performed with # = 10. In addition, to determine suitable values for ✓io it was assumed that
in the absence of any regulatory signal, the basal transcriptional rate of a target gene falls within the
range [0.01 ⇤ Tmax, 0.1 ⇤ Tmax]. Unless otherwise mentioned, simulations have been performed with
A MECHANISTIC GPM MODEL TO STUDY THE EVOLUTIONARY POTENTIAL OF GRNS 4-7
Compute(
transcrip/onal(rate(
(CRIF)(
mi#
mj#
mk#
Assess(protein7DNA(
occupancy(proﬁles(
ATGCGTTTAA( TTGCCGGTAA( CCGCGAATAT(
ATGCGTTTAA( TTGCCGGTAA( CCGCGAATAT(
ATGCGTTTAA( TTGCCGGTAA( CCGCGAATAT(
Figure 4.1: Schematic representation of the the different features incorporated in the GPM modeling framework.
The GPM modeling framework is composed of 1) a protein-DNA recognition model (low-level molecular mapping
model) used to scan promoter regions in search for DNA motifs bound by TFs with variable affinities; 2) a
thermodynamic model used to compute protein-DNA occupancy profiles, and correspondingly the transcriptional
rate of a target gene; 3) a kinetic model used to simulate the time varying concentration levels of mRNA and protein
species.
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Tmax =  log(19)/10, which gives a basal transcriptional rate of 0.05⇤Tmax in the absence of regulatory
signals. Operationally, '(ui(t)) represents a multidimensional cis-regulatory input function (CRIF), the
evaluation of which can be thought of as giving the frequency with which the RNA polymerase bound
to the core promoter enters an energetically favorable state198,347. Importantly, the term T imax ⇤ '(ui(t))
must be scaled in order to properly account for genome dosage balance and compensation of network
dynamics (see below). ODE simulations were performed with MATLAB (version R2011a), using the
ode stiff solver ode15s. In all simulations, the initial mRNA and protein concentrations were set to 0, and
(2000 time steps) were simulated to assess the expression phenotype of a model GRN. Computing times
are quite variable, depending on the parameter settings used, but they typically range on [10, 60] s.
It is worth noting that the value of particular network control parameters such as Tmax, km deg, kpsynt
and kp deg can be largely determined by the intracellular milieu (i.e. PH, temperature, ionic strength, etc.).
It should be noted, however, that such kinetic parameters may also be in part genetically determined. For
instance, kinetic rate parameters can be quantitatively fine-tuned through point mutations targeting dedi-
cated genetic elements (e.g. a protein’s synthesis rate is influenced by the strength of its ribosome binding
site). Genetic factors influencing kinetic rate parameters are not taken into account in the current version
of the GPM model. Future model extensions will have then to incorporate extra DNA sequence templates
(i.e. degradation sequence tags (DST), Kozak elements and degron elements) from which one can assess
the effect of genetic variation on mRNA and protein degradation rates and protein synthesis rates. In the
simulations presented here (see next chapter), rate constants for particular GRN genes were sampled in
advance from the aforementioned biologically plausible ranges using a latin hypercube sampling scheme.
Although the GPM modeling approach described above fails to capture non-linear interactions be-
tween DNA-bound TFs and the basal transcriptional complex (e.g. synergistic interactions), it can never-
theless account for combinatorial protein-DNA interactions resembling the so-called billboard-like regu-
latory modules36, which are believed to play a critical information processing role during the establish-
ment of spatio-temporal expression domains in developing embryos. As a final note, one should bear
in mind that our model deliberately disregards key regulatory layers, such as the chromatin structure,
alternative splicing or post-translational modifications. For instance, we have assumed that every gene in
a network is always found in a transcriptionally favorable state, where the promoter sequence always re-
mains readily accessible for the transcription factors to bind their respective target sites. Likewise, neither
time delays nor stochastic reaction processes were accounted for in our modeling framework. We have
focused, instead, on continuous deterministic expression dynamics. This implies that the GRNs operate
under a regime of sufficiently high intracellular mRNA and protein concentrations.
4.1.4 Genome dosage balance and compensation of network dynamics
Evidence suggests that to keep the concentration of transcription factors (TFs) relatively invariant upon
changes in ploidy levels, cells implement a volume-mediated compensation mechanism348,349. In this
sense, our modeling framework assumes that every time a GRN duplicates its full repertoire of genetic
sequences (i.e. through a WGD) its immediate impact on the dynamic expression phenotype being eval-
uated is compensated for by a concomitant doubling in cell volume. In other words, invariant expression
dynamics are effectively achieved every time a GRN undergoes a WGD as a result of all the internal
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regulatory fluxes being automatically rescaled. Therefore, although the duplication of a GRN system
configuration results in a much more complex regulatory wiring (i.e. the number of regulatory interac-
tions quadruples upon the duplication event), at the outset, no improvement in functional performance
is achieved. Nevertheless, the newly acquired regulatory layer may in principle confer other advantages
such as enhanced robustness to genetic and/or environmental perturbations, or it could also bring about
considerable functional advantages following sequence divergence over the course of evolution. To im-
plement ploidy-invariant GRN dynamics (i.e. genome dosage balance) the rate equation describing the
time varying concentration levels of an mRNA species is rescaled as follows:
d[mi]
dt
(t) =
T imax
NG
⇤ '(ui(t))  kim deg ⇤ [mi](t) (4.10)
With T imax representing the maximal transcription rate achievable from gene i, and NG denoting a
cell volume-related factor that scales the rate at which the mRNA encoded by gene i is being synthesized
as a function of the number of copies of a haploid GRN system configuration. In other words, NG = 1,
2, corresponds to a haploid and a diploid GRN system configuration, respectively. Note that re-scaling
this rate equation results in the thermodynamic equations used for modeling fractional occupancies being
rescaled automatically, as follows: suppose that for the haploid case there is one copy of the TF encoding
gene j, which recognizes a binding sequence located on the promoter of target gene i, along with one copy
for the TF encoding gene l, which is a competitive binding factor that recognizes the binding sequence
that overlaps with the previous binding sequence. Accordingly, we get the following modified fractional
occupancy term for a haploid case:
f[j,x(i;n,m)] =
KAssocj,x(i;n,m) ⇤ [Pj ]
1 +KAssocj,x(i;n,m) ⇤ [Pj ] +KAssocl,z(i;r,s) ⇤ [Pl]
(4.11)
Then, upon duplication of the (haploid) GRN system configuration the above fractional occupancy
term is reformulated in order to properly account for the presence of the resulting gene copies j1 and j2,
and l1 and l1, coding for TF j and TF l, respectively. The full form of the fractional occupancy for a
given gene copy j1 is now defined as:
f[j1,x(i1;n,m)] =
KAssocj1,x(i1;n,m) ⇤ [Pj1 ]
1 +KAssoc
j1,x(i1;n,m)
⇤ [Pj1 ] +KAssocj2,x(i2;n,m) ⇤ [Pj2 ] +KAssocl1,z(i1;r,s) ⇤ [Pl1 ] +KAssocl2,z(i2;r,s) ⇤ [Pl2 ]
(4.12)
Then, right after duplication of the GRN system configuration, the fractional occupancy of both copies
of a given gene j are equal, and equal the pre-duplication gene, resulting in: [Pj1 ] = [Pj1 ] = [Pj ]/2,
which entails that the fractional occupancies for each copy are now:
f[j1,x(i1;n,m)] = f[j2,x(i1;n,m)] =
f[j,x(i;n,m)]
2
(4.13)
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This renders the ui(t) term in the aforementioned rate equation essentially the same for both copies,
which together with the halving of Tmax, leads to halving of all the mRNA and protein rate equations, thus
resulting in genome dosage balance and compensation of GRN dynamics. It should be noted, however,
that this only applies for cases immediately after duplication of the (haploid) GRN system configuration.
As duplicated GRNs undergo quantitative diversification via sequence divergence of the gene copies over
the course of evolution, the above equations get automatically reformulated accordingly. Also note that
the assumption of genome dosage invariance is only biologically reasonable for strictly intracellular sys-
tems, and not e.g. for transmembrane components, given that cell surface area scales differently compared
to volume.
4.1.5 Shortcomings and future GPM model extensions
Like any other model, the one developed in this work is characterized by a set of assumptions, which
makes it an incomplete representation of the type of biological systems under study. It is important to
bear in mind that any attempt to model a biological system will be far from being “exact”, in the sense
of being able to fully account for all possible intricacies. There will always exist features and processes
that a model will fail to capture, because of either mathematical complexity, computational limits, or sim-
ply because of our lack of knowledge on how certain features of the system under study work together.
Despite these inherent limitations in the modeling process, acknowledging the existence of bottlenecks
is crucial towards future model enhancements. In what follows we will discuss the shortcomings of, and
potential extensions to the model.
The assumption that the status of a given TF is either activator or repressor is an important shortcom-
ing that limits the number of alternative wiring configurations that can be probed over the course of evo-
lution, which may in turn negatively impact on the evolvability of GRNs. In actual GRNs, the regulatory
status of a TF may be encoded in a dedicated domain (i.e. transactivation)22,55. However, these functional
domains can exhibit a variety of amino acid sequences and structural features in different transcription
factors18. Most critical, the status of a TF as a repressor or activator is usually highly context-dependent,
largely determined by the TF’s interacting partners (i.e. other TFs or cofactors)22,51, the mechanism of
which is not fully understood at this point. Moreover, it has been shown that the regulatory activity of
key developmental TFs can be shifted depending on the signaling strength (i.e. concentration) of a mor-
phogen. This is the case of the Hedgehog (Hh) gradient in Drosophila: when Hh signaling is low, the Hh
effector Cubitus interruptus (Ci) acts as a transcriptional repressor; when Hh signaling is high, Ci acts as a
transcriptional activator350. Due to these complex context-dependent effects, the regulatory status of TFs
may be highly variable during an organism’s lifespan, and it may readily evolve via sequence changes
affecting, for instance, protein-protein interaction (PPI) domains51. From a modeling perspective, the
problem then becomes: how to encode the regulatory status of TFs in small stretches of nucleotides.
Perhaps the simplest way to do so is by assuming the existence of a direct relationship between a TF’s
regulatory status and the enrichment of certain amino acids in an effector domain-encoding sequence, an
assumption that currently lacks experimental support. Another important fine-grained aspect neglected
in this model regards the protein-DNA binding process itself, which can be extremely complex in real
cellular systems (see351), involving structural features (both in the TF and the target DNA sequence)
as well as environmental components (e.g. temperature), which can render the binding process rather
stochastic. Moreover, the overall transcriptional rate of a gene may be contributed in a non-linear (syner-
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gistic) manner by a series of interacting TFs352, which is not accounted for in the currently implemented
CRIF. Additional mechanisms of gene regulation that are not being currently considered are short-range
repression mechanisms333,338 and nucleosome positioning353, which may contribute significantly to fine
tuning expression patterns across spatial and temporal scales353.
A major bottleneck of ODE-based models of gene regulation is that they are valid only under the
assumption that the intracellular environment represents a well-stirred biochemical reactor, in the sense
that any molecular species produced anywhere in this reactor becomes immediately available for partic-
ipating in any biochemical reaction. However, within the nuclear environment this assumption may be
questionable because of slow delivery of TFs to DNA binding sites. This picture is intimately linked to
the notion of molecular noise, i.e. the stochastic or inherently random nature of the biochemical reac-
tions underlying, for instance, the regulation of gene expression, which seems to be widespread in most
intracellular environments169,354,355. The fundamental limits of deterministic behavior at the molecular
level suggest that biological systems have evolved to cope with and exploit stochastic behavior in gene
expression355. Noise is thought to be dictated by fluctuations in mRNA levels, which may arise from
fluctuations in promoter states or the random births and deaths of mRNAs themselves, and has also been
shown to result from fluctuations in factors extrinsic to the genes themselves (including pathway specific
and global factors of gene expression such as the levels of transcription factors, nucleic acid polymerases,
and ribosomes)169,354,355. Given the presumably omnipresence of molecular noise, and their important
role in the functioning of regulatory circuits, and thus in modulating genotype-phenotype mappings, fu-
ture model extensions should ideally account for this important factor as well. Nevertheless, under high
intracellular TF concentration levels (i.e. expressed at 104 3⇤105 molecules per nucleus), which seems
to be the rule rather than the exception in animal cells (see60), and perhaps in other eukaryotic systems
as well, biochemical reaction events are expected to exhibit a more deterministic behavior. This, for in-
stance, entails that under such a broad range of high concentration levels, TFs will most likely reside on
the DNA most of the time60.
Obviously, model enhancements allow for a more realistic description of the multiple regulatory lay-
ers underlying the dynamical behavior of GRNs, but it comes at the cost of a heavier computational load.
In essence, increasingly more detailed and biologically realistic, in the mechanistic sense, GPM models
of molecular interacting systems implies the exploration of increasingly more complex parameter spaces
in order to find regions in such spaces where a desired system’s behavior can be effectively reproduced.
However, currently it is virtually impossible to constrain the modeling process of complex biochemical
reaction networks based only on experimentally verified parameter values356. We can only attempt to
probe computationally a model’s parameter space in order to find working parameter settings (see for
instance357,358). At this point, we must emphasize that the currently implemented GPM model does not
attempt to recapitulate the dynamic behavior of a given real GRN, neither it is aimed at predicting the
phenotypic effects of point mutations or any other type of genetic perturbations, such as gene duplication
or deletion in a particular GRN. Rather, the present model is used as a tool to investigate generic evo-
lutionary properties of idealized transcriptional regulatory systems. In spite of these shortcomings, the
GPM model is nevertheless expected to capture the most essential features of transcriptional regulatory
systems, and definitely better so than the coarse-grained models used so far.
Because of all the shortcomings discussed above, the GPM model presented in this work may be
extended in several directions in future model versions. One obvious extension is the the incorporation
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of extra genetic elements coding for additional properties of the molecular species being simulated, by
which one could extend the spectrum of mutable GRN features. One particular feature that is of great
interest is the capacity of TFs to form dimers (i.e. homodimers or heterodimers), which is usually the
form required for many TFs to bind the DNA in a cooperative manner359 (but see60 for arguments fa-
voring accessibility of individual TFs to DNA over cooperative binding modes). The incorporation of
this molecular feature into the GPMmodeling framework thus implies dedicated genetic elements coding
for protein-protein interaction domains that mediate the homodimerization and/or heterodimerization of
TFs51,359. Extending the GPM modeling framework in this direction one could then simulate the effect
of higher order synergistic effects on transcriptional regulation, and examine what type of binding modes
(homo- or heterodimerization) tend to be favored under different selection pressures (e.g. stabilizing vs.
directional selection) for particular GRN dynamics (e.g. bistability or oscillations) as the protein-protein
interaction domains of duplicate TFs diverge. In addition, one could assess whether the acquisition of the
different binding modes proceeds in a neutral or adaptive manner, as well as determine whether obligate
heterodimerization readily evolves from homodimerization under different evolutionary scenarios. In this
way, one could shed light on the different patterns of duplicate divergence observed across several gene
families, such as the class-B floral homeotic TFs where divergence of protein-protein interaction domains
has been shown to be critically involved in the diversification of the structural connectivity of the reg-
ulatory network. For instance, based on electrophoretic mobility shift assays and the yeast two-hybrid
system Winter et. al.360, it has been shown that obligate heterodimerization may have evolved from ho-
modimerization in a class-B floral protein during the gymnosperm/angiosperm transition. Specifically,
the GGM2-like gene products tend to form homodimers in gymnosperms, while the products of the du-
plicated homologs in eudicots, the DEF-like genes and the GLO-like genes, tend to form heterodimers.
Interestingly, it has been found that the products of the DEF-like genes and the GLO-like genes in mono-
cots can both homodimerize and heterodimerize, which is thought to represent the transition between the
homo- and heterodimerized states360,361. Similarly, by extending the GPM modeling framework in this
direction one could also assess the impact of divergence in protein-protein interaction domains on non-
linear degradation properties of multimeric proteins, a molecular feature that has recently been linked to
the evolvability of regulatory circuits362.
4.1.6 In silico evolution of GRNs
4.1.6.1 Proof of concept GRN model and artificial genome structure
For the purpose of this study, genomes are condensed to a minimal GRN form, consisting in the haploid
case of a linear arrangement of an activator and a repressor encoding genes that control the expression
of the downstream output gene (see figure 4.2). Each transcription factor (TF) encoding gene (see fig-
ure 4.2) possesses a promoter region spanning 200 nucleotides (a typical size for functional yeast gene
promoters, see363) and a DNA binding domain (DBD) spanning 10 codons (a size assumed due to the
1 nc:1 aa correspondence in the low level molecular mapping used in our model, see subsection 4.1.1),
corresponding to 30 nucleotides. In addition, the output gene, which lacks a coding region, is only en-
compassed by a promoter region of 200-nucleotides in length, which represents a mutational target in the
model GRNs. In the simulations presented here, only the promoter and DBD sequences of the genes are
allowed to evolve, entailing that the activating or repressing regulatory status of the TFs is kept fixed (to
1 and -1 for activator and a repressor TF, respectively) over the course of the simulated evolutionary pro-
cess. Obviously, by enabling the activating/repressing regulatory status of the TFs to evolve the number
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of distinct regulatory schemes that can be explored over evolution will increase substantially, but at this
point we rather remain conservative on this modeling aspect simply because we lack sufficient experi-
mental support on how this protein feature is genetically encoded (see previous discussion). Therefore,
for the sake of model consistency, we restricted ourselves to simulating single nucleotide substitutions at
gene promoters and DBDs, while keeping fixed the regulatory status of TFs. On the other hand, diploid
GRN system configurations are represented by a linear genome containing four TF encoding genes (two
activators and two repressors) and two output genes. As for the haploids, only the promoter regions and
the DNA-binding domains of the TFs are allowed to evolve, entailing that the duplicated output proteins
are assumed to remain structurally identical.
4.1.6.2 Evolution protocol
An evolution protocol has been developed to simulate the evolutionary adaptation of GRNs toward a
newly imposed phenotypic optimum. Unlike most theoretical investigations that use parameterized rep-
resentations of the wiring of molecular interacting systems, or parameter-phenotype mappings (PPMs),
as the basis for simulating evolution throughout a continuous parameter space (see discussion in chapter
3), our point of departure is an explicitly defined sequence space, which is inherently discrete and thus
requires a different treatment. For instance, simulating evolution across sequence space involves a series
of constraints that must be properly addressed if one is to reveal details underlying the navigability of
the fitness landscape. Critically, allowable mutational moves in sequence space are always limited by the
number of mutational states accessible from a given reference point in sequence space (i.e. the mutational
neighborhood of a given sequence). As a consequence, the number of mutant GRN genotypes that can be
sampled at a given time point along an evolutionary trajectory will always be constrained by the size of
the mutational neighborhood associated to a given target sequence.
Furthermore, intrinsic biochemical constraints exist that can bias the nucleotide and codon substi-
tution patterns in evolving sequences, which may therefore impact on the mutational moves performed
over sequence space at a given time point. Addressing such constraints requires the use of formal models
of DNA sequence evolution. For this purpose, we use the Kimura’s two-parameter model (K80)365 and
the GY94 model366. We must emphasize that these models were not used in this case to deliberately
impose selective pressures on the DNA level itself, but only as a means to derive instantaneous nucleotide
and codon substitution probabilities conforming to a specific set of rules. More specifically, the K80 and
GY94 models were used to simulate nucleotide substitutions in gene promoters and codon substitutions in
the DBD encoding sequences, respectively. A key parameter in both models is the transition/transversion
rate ratio, , which in our study has been set to 2. The GY94 model takes the ratio of non-synonymous
and synonymous substitution rates, !, as another parameter, which has been set to 1 (meaning neutral
changes) in this study to avoid a bias in the codon substitution process (i.e. to rule out any selection
pressure on the DNA level).
Based on the aforementioned mutation scheme, we simulated single-nucleotide substitution muta-
tional pathways, using a Markov chain Monte Carlo (MCMC) algorithm, to investigate the evolutionary
accessibility of newly imposed phenotypic optimum in haploid and diploid GRN system configurations.
We used as starting points for the evolutionary simulations an ensemble of 50 non-correlated oscillatory
GRN genotypes widely scattered over sequence space (see details on the engineering of start configura-
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Figure 4.2: Proof of concept GRN model and artificial genome structure. Workflow of the sequence-based
dynamical modeling framework designed to link artificial DNA sequences with dynamic expression phenotypes. We
start with minimal linear genomes containing a given number of transcription factor encoding genes (represented
by blue –promoter– and red –DBD– domains, as displayed in the top-left subfigure) separated by non-mutable,
non-functional stretches of DNA (30 nucleotides, black color-coded dashed lines). Every gene is assumed to encode
for only transcriptionally related information, namely a promoter region (200 nucleotides) and a DNA-binding
domain (DBD) (10 codons corresponding to 30 nucleotides). A low-level molecular mapping together with a
thermodynamic modeling framework are used for assessing the wiring of a GRN, which is determined by
microscopic molecular features such as individual protein-DNA binding events, their associated binding affinities,
as well as competitive binding events among the DNA binding proteins. These microscopic features then enter into
an ODE based model of transcriptional regulation to parameterize the cross-regulatory interactions among genes
(e.g. a Smolen-like topology, see364), which together with network control parameters (i.e. basal kinetic rates) and
initial concentrations, fully determine the expression phenotype of a GRN
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tions in subsection 4.1.6.4 below). Note that the use of several uncorrelated start GRN genotypes allows
us to gather meaningful statistics on several features of the adaptive walks, thus affording an unbiased
assessment of the impact of different starting conditions on the navigability of the fitness landscape. Im-
portantly, our evolution protocol differs from traditional adaptive walk and steepest ascent algorithms in
several respects. Specifically, our evolution protocol does not strictly conform to the strong selection-
weak mutation (SSWM) regime, as has been traditionally used in theoretical studies of adaptation367,368.
Under the SSWM regime, only beneficial mutations are allowed to drive evolution towards a new op-
timum. Thus, under this restrictive regime the role of neutral evolution is entirely neglected, which
severely constrains the navigability of the fitness landscape. In our study, adaptive walks simulated un-
der the SSWM regime (see description below) consistently lead to only small net fitness increments (i.e.
adaptive walks are rather destined to end up entrapped prematurely on local fitness peaks), thus demon-
strating the restrictive nature of this algorithm to navigate the fitness landscape (see results in chapter 5).
By contrast, enabling neutral evolution significantly improves the navigability of the fitness landscape
through diffusion across neutral networks of genotypes, which have been forwarded as a key organi-
zational principle of genotype space intimately linked to the robustness and evolvability of biological
systems272,369. Motivated by these ideas, our evolution protocol, referred to as NEA (neutral evolution al-
lowed), has been designed to navigate the fitness landscape through the combined force of beneficial (i.e.
fitness increasing) and neutral (i.e. fitness invariant) mutations, with slightly deleterious mutations being
sporadically accepted (see below). Doing so enables us not only to appreciate the impact of evolution
across neutral networks on the accessibility of newly imposed phenotypic optima, but also to examine the
evolutionary consequences of gen(om)e duplication-mediated expansion of the neutral networks of geno-
types associated to GRNs. We must emphasize that this algorithm is not intended to simulate population
genetics processes. Rather, this algorithm is used as a tool to interrogate the impact that WGD/SGD have
on the navigability of the fitness landscape, which is essentially achieved by assessing the difficulty of
accessing high fitness scoring solutions from sub-optimal configurations via mutational pathways across
sequence space.
4.1.6.3 Multi-objective fitness function
A critical aspect in any evolutionary process is the assessment of a fitness score, whose mathematical
definition is problem-specific. In our case, the fitness of a GRN is a numerical value (distributed over
[0, 1]) that provides information on how well the expression of the downstream output genes conform to a
predefined dynamical pattern, being this either a low frequency or a high frequency oscillation. Assessing
this type of periodic phenotypic signals requires the implementation of a multi-objective fitness function
that considers several key quantitative features of the periodic signal. For the purpose of this study, we
found the following fitness function to be suitable enough:
F (P ) = OP ⇤ ↵ ⇤   ⇤   (4.14)
Where OP denotes the oscillatory potential of the time series expression output, P , with values
ranging on [0, 1], evaluated by the spectral analysis of the phenotypic signal. This is achieved via a
conventional Fourier transform method aimed at discriminating oscillatory signals based on a statistical
signature, the so-called g-statistic, gstat, which is computed following the expressions below:
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With N denoting the length of the time series expression output (1800 time steps). The periodogram
(I(!)) is then evaluated at its normalized harmonic frequencies:
!l =
2⇡l
N
,l = 0, 1, . . . , a;a =
(N   1)
2
(4.16)
The spectral estimator used here for detecting dominant periodic components in the time series ex-
pression output of GRNs uses a formula introduced in370:
S˜(!) =
LX
k= L
⇢˜(k)e (i!k) (4.17)
With S˜(!) being a correlogram spectral estimator, which is equivalent to the periodogram I(!), and
⇢˜(k) denoting a rank-based autocorrelation estimator (see370 for further details). Then, using this spectral
estimator we evaluate the g-statistic, gstat, for each time series spectral estimate as follows:
gstat =
max1la
   S˜(!l)   Pa
l=1
   S˜(!l)    (4.18)
Put into words, gstat denotes the maximum periodogram ordinate divided by the sum over all peri-
odogram ordinates l = 1, ..., a, reflecting the dominance of the primary periodic component, and hence
the single-frequency oscillatory nature of the signal. We restricted ourselves to a relatively small range
of periodogram ordinates spanning over [9, 20], with 9 denoting a low frequency signal, [14, 15] denoting
intermediate frequency signals (for the start GRN configurations, see subsection 4.1.6.4 below), and 20
a high frequency one. This operative range of periodogram ordinates was defined upon noting that lower
or higher frequencies were rarely (less than 0.05%) found in thousands of oscillatory phenotypic signals
corresponding to initially sampled GRNs (see subsection 4.1.6.4 below). As a criterion for the identi-
fication of a dominant periodic component in the time series expression output, the following function,
referred to as the oscillatory potential, was found to be suitable enough:
OP =
g10stat
g10stat + 0.15
10 (4.19)
This function was designed in a way that a GRN could be deemed oscillatory if OP   0.9. An
additional objective was evaluated in order to further discriminate oscillatory expression phenotypes ac-
cording to their amplitude. To achieve this, we evaluated the maximum (Xmutmax) and minimum (Xmutmin )
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values for the time series expression output generated by a given mutant (Xmut) GRN. Then, the am-
plitude (XmutAmp = X
mut
max   Xmutmin ) value was treated as a log-normal distributed random variable, set
by the following parameters µ = XrefAmp, and SD =
p
log (2)/2, with XrefAmp = X
ref
max   Xrefmin being
the amplitude of the time series expression output (Xref ) of a reference GRN used as starting point for
evolutionary simulations. All time series expression outputs were evaluated after time step t   200.
Using these parameters the following log-normal distribution was implemented to assess deviations in
amplitude between a mutant and a start GRN:
↵ =
normpdf(log (XmutAmp), log (X
ref
Amp),
p
log (2)/2)
normpdf(log (XrefAmp), log (X
ref
Amp),
p
log (2)/2)
(4.20)
It should be noticed that by setting SD =
p
log (2)/2, this objective ↵ ensures that the fitness scores
assigned to mutant phenotypic signals whose amplitudes are half and twice the amplitude of the original
(unperturbed) signal, all else being equal (e.g. period), are effectively half the value of the original
fitness score. Taking this into account is specially critical in the assessment of fitness scores of dosage
imbalanced GRN system configurations (i.e. upon duplication and deletion of the output gene in haploid
and diploid GRNs, respectively). Importantly, the fitness function implementing the above objective ↵ as
a log-normal distribution is referred to as FF1 in chapter 5 to distinguish it from another fitness function,
referred to as FF2, which implements ↵ as a Gaussian distribution for the amplitude requirements in
oscillatory phenotypic signals, described as follows:
↵ =
normpdf(XmutAmp, X
ref
Amp, SD)
normpdf(XrefAmp, X
ref
Amp, SD)
(4.21)
With SD = 0.2 ⇤XrefAmp. Further, a third objective was defined to assess the offset expression level
(i.e. the magnitude of the off-phase within a period) of the time series expression output generated by a
given mutant (Xmut) GRN configuration, using the following expression:
 t 200 =
Xmutmax  Xmutmin
Xmutmax
, lim
Xmutmin!0
  = 1 (4.22)
With   being evaluated after time step t   200. Note that our search task requires   to be maximized,
which occurs whenXmutmin ! 0. Finally, we defined the following function to drive the evolutionary opti-
mization of GRNs across a particular frequency range in the space of oscillatory expression phenotypes:
  = 1 
 |TPO   CPO|
NPOs
 
(4.23)
With TPO denoting the dominant periodogram component of the oscillatory phenotypic signal set
as evolutionary target (phenotypic goal), CPO representing the dominant periodogram component of
the current phenotypic signal (Xmut) being evaluated, and NPOs denoting the number of periodogram
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ordinates being considered NPOs = 13. In this study, the dominant periodogram component associ-
ated to the phenotypic signal of start GRN configurations is CPO = 15, and the dominant periodogram
component (TPO) for the LF-type and HF-type target phenotypic signals was set to 9 and 21, respectively.
In summary, the multi-objective fitness function F (P ) assesses the functional performance of GRNs
distributed across sequence space. Evolution was simulated using a stringent selective criterion mimick-
ing directional selection, generally forcing evolving GRNs to climb up in the fitness landscape. At every
MCMC step along a simulated mutational pathway the fitness difference  F between the current geno-
type and the previous one is evaluated, and the following Metropolis criterion is used to decide whether
the current genotype is accepted:8<:  F   0 accept F < 0 acceptif rnd(0, 1)  exp( F/)
9=; (4.24)
With rnd(0, 1) being a random number uniformly drawn from [0, 1], and  denoting a scaling factor
used to control the magnitude of the fitness effect of a deleterious mutation for which  F < 0. Accord-
ingly, the lower the value for  is the more stringent the selection criterion becomes, in the sense that
even slightly deleterious mutations tend to have a substantial impact on fitness. For the purpose of this
study we set  = 0.001, entailing that the probability of accepting mutants with even very subtle neg-
ative impacts on the oscillatory expression dynamics would be, on average, rather low, thereby forcing
mutational trajectories to ascend the fitness landscape. Although mutational pathways take place mainly
via substitutions with neutral ( F = 0) or beneficial effects ( F > 0), the above criterion does not rule
out the sporadic acceptance of slightly deleterious mutations, which are not allowed under the restrictive
SSWM regime367,368.
4.1.6.4 Engineering of start GRN configurations
Engineering of the start (IF) GRN configurations initially required the random generation of thousands
of minimal genomes (GRN genotypes), which were used to sample sequence space in search for partic-
ular configurations. Sequence space was probed using an MCMC sampling technique equipped with a
fitness function that relied only on the objective OP (see eq. 4.19) previously described. Our search
task involved the identification of GRN genotypes encoding for oscillatory expression phenotypes with
amplitudes > 15 (a.u. of concentration), and periods falling on the rage [250, 300] mins (see Figure 4.3),
corresponding to signals for which OP scores   0.9 were associated to periodogram ordinates between
14 and 15 (see Figures 4.4 and 4.5). Using a 1000 previously sampled GRN configurations we conducted
MCMC sampling of sequence space for 10000 steps (a single mutation per step) in total. Each sampling
round was performed with a different set of network control parameters (e.g. mRNA and protein half-
lives, see description above). Among the set of recovered solutions we noticed that approximately 90%
of the oscillatory configurations coded for Smolen-like topologies (see Figure 4.2 364). From this set of
recovered solutions we chose 50 distinct start configurations (see Figure C.1 for distributions of network
control parameters) for conducting the evolutionary simulations discussed in chapters 5 and 6. In sum-
mary, the start GRN system configurations represent particular combinations of genotypes (encoding for
Smolen-like topologies 364) and network control parameters that display oscillatory expression pheno-
types falling within a pre-specified range of frequencies (IF). Finally, it should be noticed that the fitness
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score of the start (IF) configurations under, for instance, FF1 is far from being the maximum achievable
(F = 1) simply because the offset expression level (i.e. the magnitude of the off-phase within a period,
which is assessed by the objective  ) is relatively large (see Figure 4.6)
4.1.6.5 Implementation of the SSWM
Adaptive walks under the SSWM regime were simulated using standard procedures367,368. Essentially,
the SSWM regime assumes the evolution of monomorphic lineages that adapt to a new environment by
only fixing beneficial mutations sequentially. Then, if selection is strong relative to random genetic drift,
where neutral and deleterious mutations get lost, the probability of fixation of a mutant with a coefficient
of selection (s) is given by368,371 :
⇡(s) ⇠ 1  e 2s (4.25)
Accordingly, strongly selected mutants are relatively more likely to undergo fixation than those
weakly selected, being mutants with very large selective advantages undergoing fixation with high prob-
ability. According to Gillespie the probability that a mutation with a given s sweeps through a population
is proportional to ⇡(s)367. Therefore, if a population is fixed at a given sequence i with fitness f(i), then
the probability that a mutant j with fitness f(j) > f(i), substitutes i is then proportional to the fixation
probability ⇡(s), with s defined as: s = f(j) f(i)f(i)
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Figure 4.3: Periods and amplitudes of start GRN configurations. Scatterplots for period and amplitude values of the
oscillatory phenotypic signal in start haploid and diploid configurations. Each point in the plots describes the
associated value in the pre- and post-duplication GRN system configuration.
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Figure 4.4: Expression profiles of start GRN configurations 1:25. Phenotypic time series for start haploid (blue)
and diploid (red) configurations. Note that haploid and diploid system configurations encode for virtually the same
(IF) oscillatory expression phenotype, with only small discrepancies being noticed for a few cases that arise due to
numerical integration errors (see Figure 4.5)
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Figure 4.5: Expression profiles of start GRN configurations 26:50. Phenotypic time series for start haploid (blue)
and diploid (red) configurations. Note that haploid and diploid system configurations encode for virtually the same
(IF) oscillatory expression phenotype, with only small discrepancies being noticed for a few cases that arise due to
numerical integration errors
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Figure 4.6: Fitness scores of start (IF) pre- and post-duplication GRN configurations. Scatterplot for fitness scores
associated to start haploid and diploid configurations. Scores were evaluated using the multi-objective fitness
function FF1. Each point in the plot describes the associated value in the pre- and post-duplication GRN system
configuration.
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“If you are faced by a difficulty or a controversy in science, an ounce
of algebra is worth a ton of verbal argument”
J. B. S. Haldane
5
Evolvability of GRNs before and after whole
genome duplications
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Abstract
Whole genome duplications (WGDs) have played a prominent role in the expansion and diversification
of gene families across different species, specially in flowering plants. This finding has raised many spec-
ulations as to the impact of WGDs on the evolutionary potential of biological systems. In particular, the
link between WGDs and the evolvability (capacity to evolve novel phenotypes) of molecular systems,
such as gene regulatory networks (GRNs), remains at this stage rather circumstantial, mainly due to our
fragmentary knowledge on the mechanistic underpinnings of the genotype-phenotype map (GPM). Here
we use the fine-grained, mechanistic GPM modeling framework described in chapter 4 to investigate the
impact of WGD on the evolvability of GRNs with oscillatory expression phenotypes. We performed
evolutionary explorations across genotype space mimicking the adaptation of individual haploid GRNs
and their duplicated versions (resembling a WGD) toward newly imposed phenotypic optima (e.g. higher
and lower frequency oscillatory expression phenotypes). Based on this, we compared the efficiency of
GRNs to attain high fitness levels (our operational definition of evolvability) before and after WGD. Our
simulation results reveal that duplicated GRN system configurations do not necessarily adapt faster than
their haploid counterparts. We also found that the evolutionary accessibility of newly imposed pheno-
typic optima after a WGD is frequently, but not always, improved. Moreover, by monitoring mutational
pathways that attain high fitness levels we were able to describe the dynamics of sequence substitution
at the cis (i.e. gene promoters) and trans-regulatory regions (DNA binding domains) of evolving GRNs,
and characterize their associated distribution of fitness effects. Overall, our results demonstrate that the
impact of a WGD on the evolvability of oscillatory GRNs depends on a complex interplay between initial
evolutionary conditions determined by genetic and non-genetic factors, such as the underlying structure
of a start GRN genotype, the nominal values of (partly) environmentally determined network control pa-
rameters, as well as quantitative aspects of the newly imposed phenotypic optimum.
Author contribution
All content within this chapter was written by myself. It contains the results of a research paper, currently under
preparation, which has been designed by me and by professor Steven Maere.
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5.1 Introduction
Whole genome duplications (WGDs) have long been appreciated as a major driving force of the evolu-
tionary process (Ohno, 1970). The impact of WGDs on genome architecture and gene content has been
extensively studied across the eukaryote phylogeny372. In plants, in particular, genome analyses have
identified a plethora of ancient WGD events107,319,324,373,374, which have been linked to the expansion and
diversification of many regulatory gene families315,375–377. Over the last decade, increasing attention has
been paid to the issue of how WGDs have impacted on the structural connectivity of transcriptional regu-
latory circuits154,378, protein-protein interaction networks53,379 and metabolic pathways154, and promising
advances have been made toward deciphering the rules by which molecular networks may have evolved
subsequent to WGD events53,309,380–383.
In stark contrast, evidence is scarce, circumstantial, and contradictory so as to conclusively assign a
direct role to WGDs in promoting the evolvability (capacity to generate novel genetically determined phe-
notypes/functions/responses) of molecular interacting systems94,184,266,384–386. In addition, several other
hypothesized roles have been attributed to WGD. In particular, WGDs have been associated to an in-
creased adaptive potential of organisms in the short and the long term90,92,386, they have been linked to
an increased capacity to invade new ecological niches387, increased speciation rates90,320,388 and survival
of mass extinction events118,389, and they have also been attributed a role in the evolution of phenotypic
innovations and elaborations of complex developmental systems117,322,323,389,390. Likewise, gen(om)e
duplications have been assigned a role in the origin of other defining emergent properties of molecu-
lar systems, such as modularity and robustness125,150,266. Moreover, it has been hypothesized, based on
theoretical arguments, that gen(om)e duplications may drastically change the properties of fitness land-
scapes257, for instance, by creating extra-dimensional bypasses286,391 that could effectively facilitate the
navigability of the fitness landscape along neutral ridges connecting high fitness peaks289, thus circum-
venting low fitness valleys392.
Although thought provoking, most of the above hypothesized links remain at this stage quite elusive,
due to the lack of conclusive evidence, and most critically, because of our yet fragmentary knowledge on
the mechanistic underpinnings of the genotype-phenotype map (GPM) of molecular networks229,393,394.
In essence, WGDs in molecular interacting systems, such as gene regulatory networks (GRNs), set the
stage for a complex evolutionary scenario involving dosage balance effects, differential gene loss and
retention, epistatic interactions, neutral and adaptive sequence divergence, subfunctionalization and ne-
ofunctionalization, functional redundancy and intricate network rewiring events179,382,383,395, among oth-
ers. To shed some light into this complex scenario from a mechanistic point of view (i.e. by pinpointing
cause-effect relationships among systems variables, rather than through mere correlations) mathematical
modeling of the GPM of GRNs becomes an indispensable tool (see extended discussion in chapter 3)
Over the last decade, a series of coarse-grained GPM models have been developed to investigate, in
particular, the evolutionary origin of emergent system properties of GRNs186,192,193,197. Despite being
overly simplified representations of real regulatory systems, extensive computational interrogation of the
GPM models have led to the accumulation of a great body of knowledge on presumably universal net-
work properties, such as robustness and evolvability. One particular shortcoming of most generic models,
which is also prevalent across most systems biology-inspired network models396,397, is their inability to
account for an unambiguous genetic representation of the system under study. To the best of our knowl-
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edge, only a handful of GPM models exist that use explicit genetic encodings as their basis for simulating
changes in the wiring of the system252,258,261. Nevertheless, several important missing aspects of GRNs
(e.g. their dosage sensitive nature) cannot be adequately accounted for in these sequence-based network
models due to their limited resolution on the mechanistic details underlying transcriptional regulation
(e.g. protein-DNA binding process and combinatorial regulation).
In this study, we use the fine-grained, mechanistic GPM modeling framework described in chapter 4
to investigate the impact of WGD on the evolvability of GRNs with oscillatory expression phenotypes.
To achieve this, we conducted evolutionary explorations across genotype space mimicking the adaptation
of individual haploid GRNs and their duplicated versions (resembling a WGD) toward newly imposed
phenotypic optima, which in the context of the present study are represented by oscillatory expression
phenotypes with higher and lower frequency (denoted by HF and LF, respectively). Based on this, we
compared the efficiency of GRNs to attain high fitness levels (our operational definition of evolvability)
before and after WGD. Our simulation results reveal that duplicated GRN system configurations do not
necessarily adapt faster than their haploid counterparts. In addition, we found that the evolutionary ac-
cessibility of newly imposed phenotypic optima after a WGD is frequently, but not always, improved.
Moreover, our in silico evolution experiments shed important light on the sequence divergence process
driving the evolution of GRNs toward a newly imposed phenotypic optimum, as well as on the distribu-
tion of fitness effects associated to substitutions in the the cis (i.e. gene promoters) and trans-regulatory
regions (DNA binding domains) of evolving GRNs. Together, our results reveal the existence of several
non-intuitive limiting conditions on the evolvability of pre- and post-duplication GRN system configu-
rations. Specifically, we found a complex interplay between initial evolutionary conditions determined
by genetic and non-genetic factors, such as the underlying structure of a start GRN genotype (genetic
background), the nominal values of (partly) environmentally determined network control parameters, as
well as quantitative aspects of the newly imposed phenotypic optimum, which can severely constrain the
adaptation of GRNs.
5.2 Results
5.2.1 In silico evolution
Using the evolution protocol described in the previous chapter, our intent was to recreate in silico a sim-
ple evolutionary scenario (see figure 5.1) encompassing: 1) start (ancestral) GRNs with intermediate
frequency (IF) oscillatory expression dynamics (see figure 5.1), which are assumed to be initially well
adapted to the current environment (i.e. occupying a local fitness peaks); 2) upon a sudden environmental
change these configurations become appreciably less fit (now situated on a lower fitness valley or local
fitness peak); and 3) are thus required to undergo a phase of re-adaptation by evolving towards a newly
imposed phenotypic optimum (either HF or LF-type oscillatory expression dynamics) (see figure 5.1).
For the sake of simplicity, the new environment was assumed to remain stable over the simulated evolu-
tionary time window. In essence, our evolutionary simulations entail a systematic exploration of sequence
space in search for the newly imposed phenotypic optimum. To do this, we used the MCMC-like evolu-
tionary algorithm described in subsection 4.1.6.2 (see also Figure 5.2) to simulate mutational pathways
involving single-nucleotide substitutions mimicking adaptive walks for individual GRNs. Simulations
were performed under the two multi-objective fitness functions (FF1 and FF2) previously described (see
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AAAGCCCTGCTGGGGGTCGAAAGCCCTT%……%
CCCCCGAGAGCGCGCTGTACCAGCCCTGC%……%
AAAGCCCTGCTGGGGGTCGAAAGCCCTTG%
AAAGCCCTGCTGGGGGTCGAAAGCCCTT%……%
CCCCCGAGAGCGCGCTGTACCAGCCCTGC%……%
AAAGCCCTGCTGGGGGTCGAAAGCCCTTG%
Newly&imposed&&
phenotypic&op1mum&
Newly&imposed&&
Phenotypic&op1mum&
Smolen&topology! Duplicated&&
Smolen&topology!
Figure 5.1: Evolutionary Scenario. Our point of departure is an ensemble of 50 start GRN configurations composed
of minimal linear genomes and network control parameters, such as mRNA and protein half-lives. Although GRN
genotypes are widely spread out across sequence space they all encode for Smolen-like topologies with IF-type
oscillatory expression dynamics. A diploid start GRN configuration represents a duplicated version of a haploid
one, mimicking in this way the outcome of a WGD event. Importantly, due to the genome dosage invariant property
of the GPM model (see subsection 4.1.4), a haploid GRN (blue color-coded expression profile) and its duplicated
version (red color-coded expression profile) encode for virtually the same IF-type oscillatory expression phenotype
at the start of the evolutionary simulations, with only small discrepancies being noticed for a few cases that arise
due to numerical integration errors. Therefore, regulatory balance is preserved in the GRNs despite the fact that
after a WGD the number of regulatory interactions quadruples (e.g. 5 interactions in the start haploid GRN
configuration vs 20 interactions in the start diploid GRN configuration). The start haploid and diploid GRN
configurations are then evolved toward either a LF-type or HF-type oscillatory expression dynamics, using the
evolution protocol described in subsection 4.1.6.2. Repressor and activator transcriptional regulators are shown in
red and green, respectively. The output genes, shown in blue, provide the phenotypic readout of the system. It should
be noticed that the time series expression profile of the diploid GRNs is taken as the sum of the expression profiles of
both output gene copies.
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Figure 5.2: Evolutionary algorithm. Schematics of the MCMC-like evolutionary algorithm used to simulate the
adaptation of GRNs toward a newly imposed phenotypic optimum. Essential components of the algorithm are 1) a
multi-objective fitness function that assesses the functional performance of evolving GRNs based on several
quantitative features of the expression phenotype; 2) a Metropolis decision rule; and 2) conventional models of DNA
sequence evolution, i.e. the Kimura 2-parameter (K2P) model and the Goldman-Yang 1994 (GY94) model, to
perform allowable mutational moves in sequence space. Blue and red points in sequence space indicate the starting
(sub-optimal solution) and the ending point (optimized solution), respectively, in a typical evolutionary run.
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subsection 4.1.6.2), which assess different quantitative features of the oscillatory expression phenotypes
(see subsection 4.1.6.2). It is worth mentioning that genome dosage invariant expression dynamics is
accounted for by our GPM modeling framework (see subsection 4.1.4), which allows us to fairly com-
pare the evolvability of a haploid GRN versus its duplicated system configuration by starting off the
simulations from virtually the same fitness level. An important feature of our MCMC-like evolutionary
algorithm is that it enables evolutionary pathways to proceed via single nucleotide substitutions that are
mostly neutral, or associated with beneficial changes in fitness, with slightly deleterious changes being
sporadically accepted (see detailed description in subsection 4.1.6.2). Throughout the manuscript we
will refer to this dedicated algorithm as NEA (neutral evolution allowed) to distinguish it from the con-
ventional adaptive walk algorithm conforming to the classical strong selection-weak mutation (SSWM)
regime (see description in subsection 4.1.6.5), which simulates evolution toward a new optimum by
allowing the sequential fixation of only beneficial substitutions367,368. Most importantly, the NEA al-
gorithm allows us to assess the impact of evolution across neutral networks of genotypes197,272 on the
navigability of the fitness landscape (i.e. the difficulty of accessing high fitness scoring solutions from
sub-optimal configurations via mutational pathways across sequence space) of pre-and post-duplication
GRN system configurations.
5.2.2 Impact of WGD on the evolutionary accessibility of newly imposed pheno-
typic optima
We focus on the analysis of several interesting features of the adaptation process of individual GRNs,
such as fitness gains at an early stage of the adaptation process, and the accessibility of newly imposed
phenotypic optima (end point fitness values). This allowed us to compare the rate of the adaptation pro-
cess as well as the efficiency of haploid GRNs vs. duplicated (diploid) GRN system configurations to
attain high fitness levels over a longer evolutionary time scale. Figure 5.3(A) depicts the average fitness
trajectories of the adaptation process started out from particular haploid and corresponding duplicated
GRN configurations. Simulations were conducted using an implementation of the NEA algorithm with
the multi-objective fitness function FF1 (see description in subsection 4.1.6.2). The results show that
duplication of a start GRN system configuration can have variable impacts on the dynamics and the
outcome of the adaptation process (all fitness trajectories simulated from the 50 distinct start GRN con-
figurations are shown in supplementary figures C.2-C.6). Interestingly, a few cases were observed where
(individual) haploid GRNs adapt significantly faster than the diploid counterparts, as evidenced by the
appreciably long delays in the adaptation process experienced by the diploids compared to the haploids
(see Figure 5.3(A), cases GRN Genotypes 1: IF! LF, and GRN Genotypes 39: IF! HF).
To gain a more general idea as to the prevalence of delays during early stages of the adaptation pro-
cess we compared the fitness values attained at 5% of the total number of MCMC steps (evolutionary
time window) simulated for the haploid GRNs and the corresponding diploid system configurations, both
for the LF-type and the HF-type phenotypic optima, across the entire set of start GRN configurations
considered (table 5.1). Overall, in a small proportion of the cases tested (3/50 and 10/50 for the LF-
type and HF-type phenotypic optima, respectively) we found that diploids adapt significantly slower than
haploids. These results indicate that, under specific conditions, haploid GRNs may have an effective
advantage, in terms of higher fitness values being attained, over duplicated GRN system configurations
during initial stages of the adaptation process. One of the factors that could explain these cases of slower
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adaptation dynamics in diploids compared to haploids is the presence of initially redundant gene copies
in recently formed duplicated GRNs, which may render the system intrinsically buffered against the ef-
fect of any potentially advantageous mutation. Therefore, it is likely that for certain duplicated GRN
system configurations to escape from the buffered state the initially redundant gene copies must diverge
via neofunctionalizing changes in cis and/or trans-regulatory sequences. This sequence divergence pro-
cess may imply longer waiting times for certain diploids compared to the haploid counterparts before
considerably fitness gains can be achieved over the course of evolution. Another way to interpret this is in
the context of genotype networks theory197,272, which conceives genotype space as being organized into
sets of mutationally interconnected genotypes that encode for distinctive phenotypes197,272. Accordingly,
given that the sequence space of GRNs undergoes an automatic expansion upon a WGD, the extent of the
neutral networks associated to particular phenotypes might tend to increase proportionally, decreasing the
chances for the system to experience a significant change in fitness within a relatively small evolutionary
time period.
Next, we concentrate on the analysis of the end-point fitness values attained. Figure 5.3(B) illustrates
the apportionment over evenly sized ranges of the end point fitness values attained from individual start
GRN configurations. Our analysis demonstrates that the accessibility of high fitness levels within the evo-
lutionary time windows considered can heavily depend on the intricacies of the start GRN configuration,
such as the interplay between current position in genotype space and the nominal values of network con-
trol parameters (i.e. basal kinetic rates), which altogether determine the dynamical behavior of a GRN.
Moreover, the analysis reveals that the accessibility of high fitness scoring solutions becomes consider-
ably more difficult for the HF-type than for the LF-type oscillatory expression dynamics, which applies
both for the haploid GRNs and the duplicated system configurations. Statistical analysis (see table 5.1)
indicate that in 76% (28/50) and 84% (47/50) of the start GRN configurations evolved toward LF and
HF, respectively, significantly higher end-point fitness values were attained upon WGD. Our simulation
results thus demonstrate that, under several distinct initial conditions, a WGD event generally, but not
always, improve the evolvability of oscillatory GRNs.
To have a broader perspective on the impact of duplication of a GRN system configuration on the
adaptation process, we have conducted evolutionary explorations across genotype space under fitness
function FF2, which is more stringent than FF1 with respect to amplitude requirements in oscillatory ex-
pression dynamics (see details in subsection 4.1.6.2). Using this fitness function we simulated mutational
pathways for the same ensemble of start GRN configurations. Examination of these results revealed that
for particular start GRNs the average fitness trajectories can differ substantially under the two fitness
functions. (see Figure C.7). Moreover, in agreement with our previous simulation results obtained with
FF1, we observed a few cases where duplicated GRN system configuration adapt slower than the haploid
counterparts (see fitness trajectories for GRN Genotypes 1: IF LF and GRN Genotypes 39: IF LF and IF
HF in Figure 5.4(A). Overall, we found that under a more stringent fitness function for amplitude require-
ments in oscillatory expression dynamics a higher proportion of haploid GRNs seem to adapt significantly
faster than the duplicated system configurations (see table 5.2). In addition, similar to our previous obser-
vations, we found that significantly higher end point fitness values are usually, but not always, attained by
the duplicated GRN system configurations (see Figure 5.4(B)) (all the fitness trajectories simulated from
the 50 start GRN configurations are shown in figures C.8-C.8).
Note again that the results discussed so far were simulated using the NEA algorithm, which enables
mutational pathways to proceed via single-nucleotide substitutions with beneficial and mostly neutral
fitness consequences, with slightly deleterious substitutions being accepted sporadically (see subsection
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GRN Genotype ID GRN Genotype ID 
GRN Genotype ID GRN Genotype ID 
Diploid 
Haploid 
Figure 5.3: Average fitness trajectories: Fitness function FF1. A, Temporal sequences of fitness values recorded
from 50 independent simulation replicates using particular start GRN configurations were averaged out to display
the general trend of the adaptation process toward a new phenotypic optimum. Error bars along the trajectories
indicate standard deviations. In view of the fact that duplicated (diploid) GRN system configurations present a
mutational target twice the size of haploid GRNs, the simulated evolutionary time window for diploids spans twice
the number of MCMC steps considered for haploids. Specifically, the length of the simulated mutational pathways
was set according to the total number of mutable sites per genome (effective genome size), as follows: haploid
GRNs were evolved for 660 (haploid effective genome size) x 5 = 3300 MCMC steps, whereas diploid GRN
configurations were evolved for 1320 (diploid effective genome size) x 5 = 6600 MCMC steps. The time (x) axis in
the plots shown has been re-scaled to 1. B, distribution of end point fitness values recovered from the 50
evolutionary replicates performed per start GRN configuration. End point fitness values attained were allocated in
predefined (color-coded) ranges as indicated by the legend shown on the left-hand side. Fitness scores were
computed using the multi-objective fitness function FF1 described in section 4.1.6.2.
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FVs$ Frac(on$of$
LF$cases$
Frac(on$of$
HF$cases$
Dip$>$Hap$ 36/50$ 17/50$
Hap$>$Dip$ 3/50$ 10/50$
Hap$=$Dip$ 11/50$ 23/50$
Pairwise$comparison$of$ﬁtness$values$(FVs)$aFained$at$$
5%$of$total$(me$window$simulated$
FVs$ Frac(on$of$
LF$cases$
Frac(on$of$
HF$cases$
Dip$>$Hap$ 28/50$ 47/50$
Hap$>$Dip$ 0/50$ 0/50$
Hap$=$Dip$ 22/50$ 3/50$
Pairwise$comparison$of$end$point$ﬁtness$values$(FVs)$
Table 5.1: Comparison of fitness values attained at different stages of the adaptation process: Fitness function FF1.
Data shown on the left summarizes the fraction of cases where the different pairwise comparisons for the fitness
values attained at 5% of the total number of MCMC steps were found to be significant (Dip > Hap and Hap > Dip)
or not (Hap = Dip). Data shown on the right summarizes the fraction of cases where the different pairwise
comparisons for the end-point fitness values attained were found to be significant (Dip > Hap and Hap > Dip) or
not (Hap = Dip). Comparisons were made on the basis of one-sided, Mann-Whitney tests, p < 0.05, with
Bonferroni correction. The comparisons involved fitness values generated using an implementation of the NEA
algorithm with the multi-objective fitness FF1, as described in section 4.1.6.2.
FVs$ Frac(on$of$
LF$cases$
Frac(on$of$
HF$cases$
Dip$>$Hap$ 21/50$ 21/50$
Hap$>$Dip$ 20/50$ 21/50$
Hap$=$Dip$ 9/50$ 8/50$
Pairwise$comparison$of$ﬁtness$values$(FVs)$aEained$at$$
5%$of$total$(me$window$simulated$
FVs$ Frac(on$of$
LF$cases$
Frac(on$of$
HF$cases$
Dip$>$Hap$ 20/50$ 21/50$
Hap$>$Dip$ 1/50$ 0/50$
Hap$=$Dip$ 29/50$ 29/50$
Pairwise$comparison$of$end$point$ﬁtness$values$(FVs)$
Table 5.2: Comparison of fitness values attained at different stages of the adaptation process: Fitness function FF2.
Data shown on the left summarizes the fraction of cases where the different pairwise comparisons for the fitness
values attained at 5% of the total number of MCMC steps were found to be significant (Dip > Hap and Hap > Dip)
or not (Hap = Dip). Data shown on the right summarizes the fraction of cases where the different pairwise
comparisons for the end-point fitness values attained were found to be significant (Dip > Hap and Hap > Dip) or
not (Hap = Dip). Comparisons were made on the basis of one-sided, Mann-Whitney tests, p < 0.05, with
Bonferroni correction. The comparisons involved fitness values generated using an implementation of the NEA
algorithm with the multi-objective fitness FF2, as described in subsection 4.1.6.2.
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Diploid 
Haploid 
GRN Genotype ID GRN Genotype ID 
GRN Genotype ID GRN Genotype ID 
Diploid GRN Genotypes: IF !  LF Haploid GRN Genotypes: IF !  LF 
Diploid GRN Genotypes: IF !  HF  Haploid GRN Genotypes: IF !  HF  
Figure 5.4: Average fitness trajectories: Fitness function FF2. A, Temporal sequences of fitness values recorded
from 50 independent simulation replicates using particular start GRN configurations were averaged out to display
the general trend of the adaptation process toward a new phenotypic optimum. Error bars along the trajectories
indicate standard deviations. In view of the fact that duplicated (diploid) GRN system configurations present a
mutational target twice the size of haploid GRNs, the simulated evolutionary time window for diploids spans twice
the number of MCMC steps considered for haploids. Specifically, the length of the simulated mutational pathways
was set according to the total number of mutable sites per genome (effective genome size), as follows: haploid
GRNs were evolved for 660 (haploid effective genome size) x 5 = 3300 MCMC steps, whereas diploid GRN
configurations were evolved for 1320 (diploid effective genome size) x 5 = 6600 MCMC steps. The time (x) axis in
the plots shown has been re-scaled to 1. B, distribution of end point fitness values recovered from the 50
evolutionary replicates performed per start GRN configuration. End point fitness values attained were allocated in
predefined (color-coded) ranges as indicated by the legend shown on top of the panels. Fitness scores were
computed using the multi-objective fitness function (Fitness-F2) described in section 4.1.6.2.
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4.1.6.2). To complement our analyses, we examined the evolutionary accessibility of HF-type and LF-
type phenotypic optima from particular start GRN configurations under more restrictive conditions. To
do this we simulated adaptive walks conforming to the strong selection-weak mutation (SSWM) regime
(see description in subsection 4.1.6.5), which forces evolution toward a new optimum to proceed via
the sequential fixation of only beneficial substitutions367,368. Overall, the results demonstrate that under
such restrictive evolutionary conditions the accessibility of high fitness levels becomes considerably more
difficult for both haploid and diploid GRNs (see figure C.13). In fact, we found that under the SSWM
regime most of the simulated adaptive walks consistently attained significantly lower end point fitness
values (one-sided Mann-Whitney tests, p << 0.05) than those attained under the less restrictive NEA
algorithm (see figure C.14). Interestingly, we noticed that when evolution toward a new optimum pro-
ceeds through the fixation of only beneficial substitutions, haploid GRNs usually attained significantly
higher end point fitness values than the duplicated system configurations. This is perhaps due to the
fact that it becomes considerably more difficult, without the intervention of neutral evolution, to come
across beneficial mutations in the presumably more extensive neutral networks of genotypes associated
to the duplicated system configurations. Taken together, our results underscore the crucial role of neutral
evolution in the adaptation of biological systems, and suggest that neutral divergence may have been a
major determining factor in the establishment and, paradoxically, evolutionary success of polyploids, if
this success was adaptive in nature.
5.2.3 Shedding light on the sequence divergence process driving the evolution of
GRNs toward a new phenotypic optimum
Evolutionary adaptation is essentially driven by a sequence divergence process through which increas-
ingly better adapted phenotypes emerge over time. In this section we examined the sequence divergence
process that drives the evolution of GRNs toward a new phenotypic optimum. In particular, we asked
the following questions: are there general trends in the sequence divergence process? What is the dy-
namic signature of the sequence divergence process at the cis-regulatory regions (gene promoters) and
the trans-acting elements (DBDs)? How does such dynamic signature compare between evolving hap-
loid GRNs and duplicated system configurations? To address these questions we conducted a detailed
analysis of the single-substitution mutational pathways discussed above. Initially, to visually check for
general trends in the sequence divergence process, the mutational pathways were projected onto what we
term the evolutionary phase space of GRNs. Figures 5.5 and 5.6 (panels shown on the left) portray the
so-defined evolutionary phase space where multiple independent mutational pathways are projected for
particular start GRN configurations (see also Figures C.15, C.16, C.17, C.18). The resulting trajectories
reveal that although the sequence divergence process can take place in many different ways, the projected
mutational pathways tend to cluster, forming a cloud resembling a banana-shaped structure, which is
heavily biased toward the axis representing the sequence divergence of promoter regions. The emergence
of this pattern is linked to the markedly different mutational saturation dynamics of cis-regulatory re-
gions and trans-acting elements in the GRNs. More specifically, such discrepancies are due to the fact
that cis-regulatory regions represent mutational targets that likely harbor many more neutral sites than the
trans-acting elements. To gain more insight into this, we created plots depicting the evolutionary time
points (ti) at which each component of the triplet (x(ti), y(ti), z(ti)) projected on the phase space was
recorded along a given mutational pathway that attained a high fitness peak (figures 5.5 and 5.6, panels
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shown on the right). The plots reveal that the divergence process at cis and trans regulatory sequences
possess clearly distinctive dynamic signatures. Evidently, the promoter sequence divergence curves dis-
play a temporal behavior with rapid saturation. Also note that as evolving GRNs diverge away from
the ancestral configurations the promoter regions consistently tend to reach a saturation point at around
0.45, which is usually achieved within a small fraction (⇠ 0.25) of the entire evolutionary time window
considered. The rapid saturation featured by these sequence divergence curves is again linked to the fact
that cis-regulatory regions possess a relatively greater potential to accumulate neutral changes compared
to the trans-acting sequences.
Overall, the distinctive dynamic signatures of the sequence divergence between the promoter regions
and the DBD sequences are most likely the result of differential functional constraints. Because non-
synonymous substitutions in DBDs are likely to be more pleiotropic (are less often neutral) than cis
regulatory changes, the sequence divergence process would be more tightly constrained. To gain further
insight into this, we simulated random mutational walks, which allow us to examine the dynamic signa-
ture of the sequence divergence process under relaxed selective constraints (see Figure C.21). The results
clearly demonstrate that, similar to promoter regions, the divergence of the DBD encoding sequences un-
der relaxed selective constraints tend to rapidly attain a saturation point, demonstrating the important role
of the functional constraints imposed by adaptive evolution in the differential dynamics of the sequence
divergence at the cis-regulatory regions and the trans-acting elements. Lastly, in order to gain insight
into the extent of sequence divergence under more restrictive conditions we analyzed adaptive walks sim-
ulated under the classical SSWM regime367,368. Not surprisingly, the results contrast with our previous
observations in several respects (see Figure C.20). In particular, we noticed that the trajectories described
through the evolutionary phase space tend to be more irregular but usually highly reproducible. In addi-
tion, due to the scarcity of strictly beneficial mutations, which makes them more difficult to come across
over the course of evolution toward a new optimum, the sequence divergence curves display a radically
different temporal behavior. For instance, it is clear that promoter sequences can accumulate only a lim-
ited number of substitutions, which gives rise to sequence divergence curves that are far from reaching
saturation, whereas the maximum number of substitutions observable for the DBD regions is usually less
than 2. Taken together with the fact that SSWM walks generally lead to lower endpoint fitnesses than
NEA walks, these results underscore the importance of neutral divergence in the evolvability of GRNs.
5.2.4 Distribution of fitness effects associated to substitutions at cis and trans se-
quences
The distribution of fitness effects is a key quantitative signature of any adaptation process398,399, the quan-
tification of which may reveal salient features of adaptive walks and properties of fitness landscapes. To
gain insight into the distribution of fitness effects for the haploid and diploid GRN system configurations
evolving toward a new phenotypic optimum, the fitness effect of every single nucleotide substitution
tested over the entire course of evolution toward a new optimum was recorded. Figure 5.7(A) displays
the distributions of beneficial fitness changes ( F > 0) elicited by single nucleotide substitutions at the
cis-regulatory regions and at the trans-acting elements of evolving GRNs. The distributions shown rep-
resent the fitness effects of adaptive substitutions recorded from adaptive walks simulated from particular
start GRN configurations toward the LF-type phenotypic optimum. In general, our results indicate that a
greater proportion of larger beneficial fitness changes tend to be elicited through sequence divergence at
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Figure 5.5: Evolutionary phase space and sequence divergence plots: GRN genotype 9. Panels on the left depict the
phase space of evolving GRNs. Coordinates shown represent the proportion of accumulated changes (with respect
to start GRN configurations) in DBD encoding sequences and promoter regions (x, y coordinates), as well as their
associated fitness score (z coordinate). Sequence divergence is assessed with respect to the start GRN
configurations using a normalized Edit distance, which measures the percentage of dissimilarity (in terms of DNA
sequence for promoters and of amino acids for DBDs) between a given ancestral sequence and mutant sequences
sampled at a given time point (ti) over the course of evolution. The concatenation of a sequence of triplets
(x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a trajectory across the phase
space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were sampled every time there was a
fitness increment of F   0.001 over the course of evolution toward a new optimum. Panels shown on the right
illustrate the temporal sequence for individual components in the triplets (x(ti), y(ti), z(ti)) recorded among
different replicates. Time is depicted as the fraction of the total number of MCMC steps simulated. The y axis
represents either percentage of dissimilarity between ancestral sequence and mutant sequences (for both promoter
regions and DBD encoding sequences, separately) or the fitness value sampled at a given time point (ti).
Evolutionary simulations were performed following the rules specified in the NEA (neutral-evolution-allowed)
algorithm, and using fitness function FF1 (see subsection 4.1.6.2).
the trans-acting elements of evolving haploid GRNs compared to duplicated system configurations. Note,
for instance, the surprisingly large proportion (⇠ 40%) of trans-substitutions associated with  F > 0.1
recorded over the course of evolution toward the new optimum started from the haploid GRN genotypes
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Figure 5.6: Evolutionary phase space and sequence divergence plots: GRN genotype 39. Panels on the left depict
the phase space of evolving GRNs. Coordinates shown represent the proportion of accumulated changes (with
respect to start GRN configurations) in DBD encoding sequences and promoter regions (x, y coordinates), as well
as their associated fitness score (z coordinate). Sequence divergence is assessed with respect to the start GRN
configurations using a normalized Edit distance, which measures the percentage of dissimilarity (in terms of DNA
sequence for promoters and of amino acids for DBDs) between a given ancestral sequence and mutant sequences
sampled at a given time point (ti) over the course of evolution. The concatenation of a sequence of triplets
(x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a trajectory across the phase
space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were sampled every time there was a
fitness increment of F   0.001 over the course of evolution toward a new optimum. Panels shown on the right
illustrate the temporal sequence for individual components in the triplets (x(ti), y(ti), z(ti)) recorded among
different replicates. Time is depicted as the fraction of the total number of MCMC steps simulated. The y axis
represents either percentage of dissimilarity between ancestral sequence and mutant sequences (for both promoter
regions and DBD encoding sequences, separately) or the fitness value sampled at a given time point (ti).
Evolutionary simulations were performed following the rules specified in the NEA (neutral-evolution-allowed)
algorithm, and using fitness function FF1 (see subsection 4.1.6.2).
9 and 39. This difference may be linked again to the presumably increased buffering capacity of diploid
GRNs conferred by the presence of initially redundant duplicate gene pairs in the start GRNs. The in-
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trinsic buffering capacity of duplicated GRN system configurations may render the large majority of
substitutions at trans-acting elements only mildly advantageous during a considerable fraction of the en-
tire evolutionary time window considered, before duplicate gene pairs have diverged to some extent. Also
worthy of notice is the fact that the shapes of the distributions of fitness effects associated to substitutions
at the trans-acting elements are quite heterogeneous, which may be linked to the intricacies (i.e. genetic
background/position in sequence space) of the start GRN configurations. On the other hand, one can no-
tice that the distributions of fitness effects associated to cis-regulatory changes tend to be heavily skewed
to the left, implying that the large majority of the single nucleotide substitutions bring forth only very
slight fitness increments, which seems to be congruent with previous experimental observations398,399.
Only rarely, we observed that a small proportion (10%   15%) of the substitutions at the cis-regulatory
regions are associated with large fitness changes ( F > 0.1), especially in the haploid GRN system
configurations.
We also examined the extent to which the rate of substitutions occurring at cis and trans-regulatory
regions was influenced by the mutational target size. To do this, we counted the total number of adaptive
substitutions, realized over a given mutational walk, and divided this number by the total extent (given
in number of nucleotides) of the cis-regulatory regions or the trans-acting elements in a haploid/diploid
GRN. Figure 5.8(B) illustrates the distributions of these rates for the 50 replicates simulated for different
start configurations. We found that in 3 out of the 4 diploid GRN system configurations (genotypes 9,
39 and 48) analyzed the rate at which adaptive substitutions occur at the trans-acting elements tend to be
higher/equal than the rate of those occurring at the cis-regulatory regions (one-sided Mann-Whitney test,
p > 0.1). This could be due to the fact that diploid GRN system configurations require the duplicate gene
pairs to neofunctionalize via sequence divergence at the trans-acting elements in order to escape from
an initially buffered state that renders the system insensitive to the effects of (beneficial) mutations. In
contrast, we found that in just 1 out of the 4 haploid GRN system configurations (genotype 48) the rate
at which adaptive substitutions occur at the trans-acting elements tend to be higher/equal than the rate of
those occurring at the cis-regulatory regions (one-sided Mann-Whitney test, p > 0.06). Furthermore, we
found that the rate of neutral substitutions occurring at the cis-regulatory regions tend to be exceedingly
higher than those occurring at the trans-acting elements (see Figure 5.8).
5.2.5 Quantitative design features of high fitness scoring solutions
Lastly, given that two distinct oscillatory expression phenotypes were set as novel phenotypic optima (LF
and HF), it is interesting to ask whether high fitness scoring solutions have been assembled throughout
evolution in such a way that they can be allocated into clearly distinguishable classes. To shed light on
this, we have examined the design features of diploid GRN system configurations that attained fitness
scores F > 0.9. As expected for complex network models, we found that many distinct solutions exist
for a given functional task. To check for differences in network design features we need a compact
description of GRNs in terms of sequence-encoded microscopic features (association constants) for all
possible protein-DNA binding events. The rationale behind this is that a sustained oscillatory expression
phenotype is elicited through the concerted action of all the time varying regulatory signals within a GRN,
which must be in proper balance. Relying on this rationale, for every high fitness scoring solution we
computed the ratio of the aggregated DNA binding strength of activating TFs to the aggregated DNA
binding strength of repressing TFs (see Figure 5.9). Using these ratios we noted that LF-type and HF-
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Figure 5.7: Distribution of fitness effects and rate of beneficial substitutions at cis and trans-regulatory sequences. A
illustrates the distribution of beneficial fitness effects ( F > 0) associated to adaptive substitutions occurring at
the cis-regulatory regions and the trans-acting elements of GRNs evolved toward the LF-type phenotypic optimum,
from different start genotypic configurations. B illustrates the distributions describing the rate at which adaptive
substitutions occur in cis and trans over the entire course of a mutational walk toward the new optimum (data
shown is for the 50 simulation replicates considered per start GRN configuration). The size of the mutation targets
considered is as follows: for haploid GRNs the cis-mutation target = 600 nucleotides long and the trans-mutation
target = 60 nucleotides long; for diploid GRNs the cis-mutation target = 1200 nucleotides long and the
trans-mutation target = 120 nucleotides long.
type GRN solutions can be clearly distinguished. For instance, we found that in high fitness scoring
LF-type GRN configurations the aggregated DNA binding strength of activating TFs was, on average,
2.67 orders of magnitude higher than the aggregated DNA binding strength of repressing TFs, whereas
in the HF-type solutions the same relation was, on average, 3.16 orders of magnitude higher (see Figure
5.9). This result demonstrates that evolution of high fitness scoring GRNs with distinctive oscillatory
features favors the acquisition of differently parameterized wirings (see Figure 5.9). In other words,
evolution toward a newly imposed phenotypic optimum not only promotes changes in the connectivity of
GRNs (rewiring) but also extensive quantitative diversification of the strength of regulatory interactions.
Not surprisingly, we found that haploid GRNs can assume only a few distinct oscillatory wirings, which
exhibit different parameterization of the regulatory linkages (see figures C.22 and C.23).
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Figure 5.8: Neutral substitutions at cis vs. trans-regulatory sequences. The distributions shown describe the rate at
which neutral substitutions occur at cis and trans-regulatory sequences over the entire course of a mutational walk
toward a new optimum (data shown is for 50 simulation replicates considered per start GRN configuration evolved
toward the LF-type optimum). The size of the mutation targets considered is as follows: for haploid GRNs the
cis-mutation target = 600 nucleotides long and the trans-mutation target = 60 nucleotides long; for diploid GRNs
the cis-mutation target = 1200 nucleotides long and the trans-mutation target = 120 nucleotides long.
5.3 Discussion
In this study we developed a fine-grained mechanistic GPM modeling approach to study the evolution of
GRNs. Unlike most conventional GPM models, the point of departure in our modeling approach is an
explicitly defined genotypic encoding, which provides the basis for simulating the evolution of individ-
ual GRNs across sequence space. By conducting extensive simulation experiments that mimic possible
evolutionary trajectories toward a newly imposed phenotypic optimum, we were able to derive quantita-
tive estimates on the impact of WGD on the evolutionary accessibility of high fitness scoring oscillatory
expression phenotypes. Our results provide numerical evidence that, we believe, sheds new light on the
navigability of the fitness landscape and the evolvability of GRNs subsequent to WGD events. Moreover,
our study offers fresh insights into the distribution of fitness effects associated to single nucleotide sub-
stitutions occurring at the cis and the trans regulatory components of GRNs.
Contrary to popular belief, analyses of single substitution mutational pathways describing the evo-
lution of GRNs toward a new optimum demonstrate that duplication of a system configuration does not
necessarily speed up the adaptation process. A possible explanation for this observation may be linked
to the existence of buffering mechanisms in diploid GRNs which, under certain conditions, could prevent
these systems from adapting faster than haploid GRNs. Several arguments could be invoked to explain
these observations. For instance, it could be argued that duplicated components may render an evolving
biological system more robust to changes, and thus less prone to experience significant improvements in
functional performance272. In fact, it is widely believed that a molecular interacting system with func-
tionally redundant duplicate genes would tend to be resilient to several sources of perturbations, including
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Figure 5.9: Quantitative design principles of high fitness scoring diploid GRN system configurations. Distributions
depicted on top represent the ratio (in logarithmic scale) of aggregated DNA binding strength of activating TFs to
the aggregated DNA binding strength of repressing TFs, among high fitness scoring diploid GRN system
configurations evolved toward both the LF-type and the HF-type phenotypic optima. Statistics shown were
computed using Gaussian kernel density estimators of the empirical distributions. Wirings shown at the bottom
represent instances of high fitness scoring solutions. The thickness of the edges in the regulatory wirings displayed
is proportional to the aggregated DNA binding strength of a given TF over all possible binding sites on the promoter
regions of the target genes. Repressor and activator transcriptional regulators are shown in red and green,
respectively; output genes are shown in blue.
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potentially beneficial and deleterious mutations90,92,400. Another factor that may explain our results relies
on the idea that raising the dimensionality of the fitness landscape, for instance via a WGD event, is likely
to result in the proliferation of local fitness maxima (fitness barriers), which may render the accessibility
of increasingly higher fitness levels a rather improbable event230,401. On the other hand, it has been argued
that an increase in the dimensionality of genotype space is expected to result in a concomitant increase
in the number of accessible mutational pathways toward a new optimum402–404, by facilitating the tran-
sition between local optima and the global optimum in rugged fitness landscapes257. Our results do not
conclusively support either of these ideas. Instead, we found that the rate at which pre- and post-WGD
GRNs adapt toward a newly imposed optimum can be highly context-dependent. Specifically, we found a
complex interplay between initial evolutionary conditions determined by genetic and non-genetic factors,
such as the underlying structure of a start GRN genotype (genetic background), the nominal values of
(partly) environmentally determined network control parameters, as well as quantitative aspects of the
newly imposed phenotypic optimum, which can severely constrain the rate of adaptation of GRNs. A
more consistent pattern seems to emerge regarding the adaptation of GRNs over long evolutionary time
scales. In this case, we found that the evolutionary accessibility of newly imposed phenotypic optima
after a WGD is frequently, but not always, improved. An interesting observation was that this improved
“long-term evolvability” in post-WGDGRNs is more prevalent when GRNs are required to evolve toward
LF-type phenotypic optimum. Although our study only considers two phenotypic optima as evolutionary
targets, these results indicate the existence of a bias in the evolvability of certain expression pheno-
types. In summary, our study reveals an unanticipated complexity underlying the evolutionary potential
of GRNs, and suggests that the evolvability of biological systems possesses an intricate multifactorial
basis that can be difficult to dissect through coarse-grained mathematical models of the GPM.
Beyond question, cis and trans regulatory changes have played a pivotal role in the evolution of
physiological405,406 and morphological72,75 features. Nevertheless, the existing controversy regarding the
relative contribution of cis vs. trans regulatory changes to adaptive evolution, an in particular following
a WGD event, remains far from being resolved81,82. Examination of the distribution of fitness effects
associated to substitutions at the cis and the trans-acting sequences of GRNs evolved toward newly im-
posed phenotypic optima shed some light into this issue. An important insight gained from our analysis
is that for particular start haploid GRNs significantly larger fitness gains ( F > 0.1) are more frequently
achieved through sequence divergence of the trans-acting elements compared to the corresponding dupli-
cated GRN system configurations. Due to the presumably increased buffering capacity of diploid GRN
system configurations, by virtue of carrying duplicate gene pairs with initially identical regulatory roles,
the acquisition of trans regulatory changes with relatively large fitness effects may prove more difficult
than in haploid GRNs. In particular, it is likely that the acquisition of substitutions with larger fitness
effects in the diploid GRN system configurations analyzed might require longer evolutionary time scales,
given that they are expected to spend longer periods of time drifting across extended neutral networks of
genotypes.
Furthermore, we found that single nucleotide substitutions in the cis-regulatory regions of both hap-
loid and diploid GRN system configurations have predominantly mild fitness effects (distributions heavily
skewed to the left), which seems to be congruent with previous experimental observations398,399. Never-
theless, we observed that a small proportion (⇡ 15%) of the substitutions at the cis-regulatory regions can
bring forth relatively large fitness gains ( F > 0.1). Taken together, these observations seem to suggest
that the rewiring of GRNs following aWGD event may be achieved through concerted changes in both cis
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and trans-regulatory regions that drive the evolution of the system toward a new optimum through grad-
ual fitness increments. To gain more insight into this, we have examined the extent to which the rate of
substitutions occurring at cis and trans-regulatory regions was influenced by their mutational target size
(i.e. the total sequence length of the cis and trans-regulatory regions in a GRN). Our analysis indicated
that the rate at which beneficial substitutions occur at trans-acting sequences tend to be relatively high-
er/equal than the rate of those occurring at cis-regulatory regions in the diploid system configurations.On
the other hand, we found that trans-divergence is more widespread in diploids (although with smaller
fitness effects, on average) compared to haploid GRNs. Together, these observations suggest that, at least
in the start GRNs analyzed, the adaptive rewiring of diploid system configurations is likely to take place
via neofunctionalizing changes involving sequence divergence of both cis and trans-regulatory regions.
Although our study provides fresh insights into the evolutionary potential of GRNs, it is fair to say that
our mechanistic GPMmodeling approach offers only a first look at what is in reality a more complex mul-
tidimensional space of mutable network control parameters. For instance, our study has concentrated only
on the mutationally accessible parameter space that determines the wiring of GRNs. Therefore, in order
to gain further insight into the evolutionary potential of GRNs, the quantitative features of other regula-
tory layers must be accounted for and adequately incorporated as sequence-encoded parameters in GRN
models, in order to assess their evolutionary impact on, for instance, the evolvability of the system. In
particular, it would be interesting to examine whether our predictions hold if network evolution is allowed
to proceed via mutations capable of modulating cooperative protein-protein interactions involved in DNA
binding recognition359, or in the non-linear degradation of multimeric proteins362. Finally, as discussed
above, we have focused on studying the impact of gen(om)e duplications on the traversability of fitness
landscapes by simulating mutational trajectories describing the evolution of individual GRN system con-
figurations (adaptive walkers). Nevertheless, a more comprehensive picture requires population-based
simulations to dissect the potential contribution of important population genetic parameters, such as the
effective population size and recombination, as well as variable mutation rates, on the evolvability of
GRNs. It is possible that if we consider evolution of populations of GRNs undergoing different sorts of
genetic modifications beyond point mutations, such as recombination and large-scale genetic changes,
some discrepancies with respect to our current results emerge.
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“Truth is ever to be found in simplicity, and not in the multiplicity and
confusion of things.”
Isaac Newton
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Abstract
The functioning of molecular interacting networks can be quite sensitive to changes in the balanced
concentration levels among network components. This is particularly true for transcriptional regulatory
systems where alterations in gene dosage have been shown to represent a primary source of dosage-
dependent expression phenotypes. This important variational aspect of the genotype-phenotype map
(GPM) is the central topic of the gene dosage balance hypothesis (GDBH), which proposes a series of
principles to explain the mechanistic underpinnings of dosage balance effects in the context of molecular
networks. Over the last few years, several ideas elaborated in the GDBH have been tested through quan-
titative network modeling approaches, yielding novel insights on the dosage dependent functioning of
molecular networks. However, we still lack a clear quantitative understanding of the role of dosage bal-
ance alterations in the modulation of network dynamics, mainly due to the fact that most current network
models fail to capture essential mechanistic details of, for instance, transcriptional regulation. Here we
use the mechanistic GPM modeling framework described in chapter 4 to investigate the proximate and
ultimate consequences of dosage balance alterations in oscillatory gene regulatory networks (GRNs). We
first assessed the immediate fitness impact of single gene duplication and deletion in the ensemble of start
GRNs previously used to conduct evolutionary simulations (see chapter 5). Next, we simulated the evo-
lution of GRNs carrying an extra copy of one of the genes (imbalanced GRNs) toward new phenotypic
optima, and compared their evolvability with that of haploid and diploid GRN system configurations.
Lastly, we examined the impact of single gene duplication, deletion and amplification of gene copies on
the expression dynamics of high fitness-scoring GRNs previously evolved. Our results reveal that: 1) un-
der a fixed GRN topology, single gene duplications can give rise to a broad range of phenotypic responses
as a function of quantitative differences in the strength of regulatory linkages; 2) due to pervasive detri-
mental changes in fitness, single duplications of regulatory genes generally have an adverse impact on the
evolvability of GRNs, although a few exceptions exist where the imbalanced GRNs outperform their hap-
loid and diploid counterparts (balanced GRNs); 3) in evolved GRNs, gradual modulation of oscillatory
expression dynamics can be effectively achieved in response to amplification of the activator-encoding
gene, whereas only qualitative changes in expression dynamics are achievable through amplification of
the repressor-encoding gene; and 4) in GRNs with duplicate gene copies the fitness impact of dosage
balance alterations largely depends on the extent of functional divergence between paralogous regulators.
Our study demonstrate that detailed and biologically realistic GPM models are necessary tools to gain
mechanistic insight on the proximate and ultimate consequences of dosage balance effects in GRNs.
Important note: this is a work in progress; theres still too many holes to be filled to present this as a
finalized piece of work. Additional simulation experiments and analyses are undergoing. The new simu-
lation results will be contrasted and interpreted in the light of those presented in the study described below.
Author contribution
All content within this chapter was written by myself. It contains the results of a research paper designed by me and
professor Steven Maere.
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6.1 Introduction
Gene copy-number variation, an important source of genetic variation within and among populations407, may have
variable impacts on phenotypes and thus fitness, with a possible bias toward detrimental effects 408. For instance,
increased disease susceptibility has usually been linked to gene duplications409,410 and gene deletions411, with dele-
tions being presumably more deleterious than duplications407,408. Alternatively, several cases exist where changes in
gene copy number have been associated to traits with potential adaptive benefits 412–414. Moreover, gene copy number
variation has been found to cause significant alterations in the concentration of transcripts in humans415, it has been
associated with growth rate changes in bacteria 416,417, and has recently been implicated in the alteration of dynamic
aspects of genome-wide expression patterns throughout different developmental stages418.
A common unifying theme among the aforementioned cases relates to the widespread idea that the functioning of
molecular networks behind complex GPMs is typically dosage balance sensitive. This recurring variational property
of molecular networks has been extensively elaborated in the gene dosage balance hypothesis (GDBH)155–157, which
aims to explain the mechanistic underpinnings of dosage balance effects 156,157,160. Essentially, the GDBH posits that
abnormal phenotypes result from dosage balance alterations that compromise the functioning of molecular interacting
networks, for instance, by altering the binding kinetics and mode of assembly of the components of macromolecular
complexes158,159. In other words, the GDBH predicts that altered stoichiometric relationships among the components
of macromolecular complexes induce drastic reductions of the assembled complex, thus producing unassembled in-
termediates and free subunits 158, which may have detrimental effects 155,160,161. From a GRN perspective, the GDBH
posits that abnormal expression phenotypes would result from dosage balance alterations that impact on the DNA
occupancy profiles of transcriptional regulators at the promoter region of target genes158,159. In fact, this observation
seems to hold under a wide range of scenarios. Take for instance the case of developmental regulatory cascades
where the expression of downstream target genes is controlled by upstream regulators 163,164,419. Here, alterations
in the dosage of any one regulator on top of the hierarchy typically triggers effects that propagate across the entire
system, ultimately modulating the expression of a battery of key developmental genes163,164,419. Moreover, due to its
predictive power, the GDBH has also served as an explanatory framework for evolutionary phenomena, such as the
usual preferential retention of certain regulatory and interacting gene classes observed in several lineages that have
undergone one or several rounds of genome duplications along their evolutionary history110,157,161,179.
Because of the complex non-linear nature of the GPM of molecular networks, systems biology-inspired network
models have become popular as quantitative tools to interrogate the impact of perturbations (i.e. by tweaking the
parameters of network models to mimic, somehow, the effect of genetic variation) on the dynamical behavior of a
wide range of molecular networks209,357,358,420,421. In particular, systems biology-inspired modeling approaches have
proven instrumental in the elucidation of network-based mechanisms underlying the dosage dependent functioning
of a great variety of cellular information processing systems158,172,422–428, as well as in the design and optimization
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of synthetic circuits 172,429–431. It should be noticed, however, that most present-day network models usually rely on
standard coarse-grained approximations to account for transcriptional regulatory processes, wherein essential mech-
anistic details are assumed to be encapsulated in aggregated parameters, thus limiting a model’s scope and predictive
power. Perhaps most critical, the use of coarse-grained mathematical representations of molecular networks neces-
sarily implies an arbitrary treatment of genetic perturbations. For instance, it is standard procedure to simulate gene
copy number variation by adjusting certain parameters of a fixed model structure in a way reflecting proportional
changes in gene dosage (e.g. 2-fold changes in the value of a parameter describing the maximal transcription rate of
a given gene to mimic a duplication event) 423,426. Based on this approximation, evolutionary hypotheses have been
derived regarding the potential impact of different aspects related to dosage balance effects in molecular networks,
such as the link between neutral processes and the organization of signal transduction pathways into different classes
of dosage sensitive signaling proteins432, as well as the origin of functional innovation in regulatory network mo-
tifs 423. Nevertheless, our knowledge on the potential role of dosage balance effects in, for instance, the evolvability
of molecular networks remains largely fragmentary (but see382,433 for insightful discussions).
Here we used the mechanistic GPM modeling framework described in chapter 4 to investigate the proximate and
ultimate consequences of dosage balance alterations in oscillatory GRNs. As discussed in chapter 4, in the context of
this modeling framework GRNs possess an explicitly defined genome representation (see chapter 4). This allows us
to adequately assess the impact of gene copy number variation on GRN dynamics by altering its genomic structure
(genotype), and correspondingly its regulatory wiring, which is assembled from individual protein-DNA interac-
tions. Most importantly, in view of the fact that this GPM model is built upon fine-grained aspects of transcriptional
regulation, one can then unambiguously assess the impact of, for instance, competitive DNA binding between non-
divergent transcription factor duplicates on the expression dynamics of GRNs. Although, the role of this competitive
DNA binding mode in the onset of complex GRN dynamics, such as oscillatory expression phenotypes, has been
questioned on the basis of coarse-grained modeling (i.e. Hill functions) of transcriptional regulation (see434), a re-
cent modeling study that relies on a more principled approach (i.e. thermodynamic model) demonstrates that such
a DNA binding mode is the key mechanism underlying the oscillatory behavior of a duplicated auto-regulatory mo-
tif 435. Intriguingly, a link has been previously noted in the literature between the presence of paralogous genes and
oscillatory processes 436,437, and accumulating evidence seems to suggest an important link between the maintenance
of oscillations in regulatory systems and the presence of duplicate genes424,438.
Based on our fine-grained GPM modeling framework we assessed the immediate fitness impact of single gene
duplication and deletion in the ensemble of start GRNs previously used to conduct evolutionary simulations (see
chapter 5). Furthermore, we conducted evolutionary simulations toward new phenotypic optima with GRNs carrying
an extra copy for either an activator, a repressor or an output gene (imbalanced GRNs), and compared their capacity
to attain high fitness levels (our operational definition of evolvability) with that of haploid and diploid GRN system
configurations. Lastly, we examined the impact of single gene duplication, deletion and amplification of gene copies
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on the oscillatory expression phenotype of high fitness-scoring (haploid and diploid) GRNs previously evolved.
6.2 Results
6.2.1 Sensitivity to dosage balance alteration can be modulated through quanti-
tative changes of a fixed network topology
All the (ancestral) GRN configurations previously considered as starting points for evolutionary simulations (see
chapter 5) were interrogated for sensitivity to dosage balance alterations, by duplicating (in the haploid GRNs)
and deleting (in the diploid GRN system configurations) the transcriptional activator and repressor encoding genes.
The results revealed a wide range of heterogeneous phenotypic responses to dosage balance alterations (see Figure
6.1(A)), which is surprising given that the wiring of the GRNs considered is topologically indistinguishable (Smolen-
like topologies, see chapter 5, figure 5.1). Overall, one can observe that dosage balance alterations in the model GRNs
can have variable impacts on the amplitude, frequency as well as the phase of the oscillatory expression phenotype.
This observation demonstrates that in our artificial transcriptional regulatory systems dosage sensitivity can be finely
modulated through quantitative differences given a fixed regulatory wiring. Essentially, the distinct phenotypic re-
sponses observed to dosage balance alterations achieved through single duplication of activator/repressor genes arise
from a complex interplay between sequence encoded quantitative features (protein-DNA binding affinities), which
parameterize the strength of the regulatory linkages within a GRN, and additional network control parameters, such
as basal kinetic rates (i.e. mRNA and protein half-lives). Among the cases analyzed we found that in 5/50 and 11/50
of the start haploid GRN configurations the stable oscillatory expression phenotype was not disrupted upon duplica-
tion of the repressor or the activator gene, respectively (see Figures C.24 and C.25), whereas the phenotypic impact
of removal of one of the copies of the repressor encoding gene in the start diploid GRNs was consistently buffered
in 39/50 of the cases, while deletion of the activator encoding gene was found to disrupt the sustained oscillatory
phenotype in 49/50 of the cases.
It should be noticed that in all of the cases where a haploid GRN configuration is able to oscillate upon dupli-
cation of the activator gene, the corresponding diploid system configuration is also able to oscillate upon deletion of
a repressor gene copy, with only minor differences existing between the two oscillatory expression profiles in terms
of the period see Figures C.24 and C.25). Note that such relationship does not imply that in our model GRNs the
phenotypic impact of dosage balance changes are always equal for duplication of the repressor gene in a haploid
GRN and deletion of the activator gene in the corresponding diploid system configuration, due to the presence of a
concentration dependent factor intended to account for differences in cell volume between haploid and diploid cases
(see detailed description of this models feature in chapter 4, subsection 4.1.4). In fact, we observed many cases
(28/50) where deletion of the repressor gene in a diploid GRN system configuration does not disrupt the stable oscil-
latory expression phenotype, while duplication of the activator in the corresponding haploid GRN elicited an abrupt
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Figure 6.1: Immediate impact of dosage balance alteration on expression dynamics. A, impact of
duplications/deletions of activator (green-color coded profile), repressor (red color-coded profile) and downstream
output (blue color-coded profile) genes on the expression dynamics of haploid and diploid GRN system
configurations, with respect to the expression phenotype of the unperturbed system (black color-coded profile). The
phenotypic readout of a GRN is taken as the time varying concentration of the protein encoded by the downstream
output gene.
phenotypic transition between the stable oscillatory behavior an a steady state expression profile. Furthermore, it
should be noticed that duplication/deletion of the downstream output gene consistently alters the amplitude of the
oscillatory expression pattern in haploid (over-expressed amplitude) and diploid (under-expressed amplitude) GRN
system configurations. We also interrogated another ensemble of oscillatory GRNs for dosage balance effects (see
randomly generated configurations in figures C.26 and C.27). Interestingly, we found in this additional ensemble
of model GRNs that in 24/50 and 43/50 of the start haploid GRN configurations the stable oscillatory expression
phenotype was not disrupted upon duplication of the repressor and the activator gene, respectively. Further, we ob-
served that the phenotypic impact of removal of one of the copies of the repressor-encoding gene in the diploid GRN
system configurations was consistently buffered in 43/50 of the cases, while deletion of the activator-encoding gene
was found to disrupt the sustained oscillatory phenotype in 48/50 of the cases. Intriguingly, 17/50 of the haploid
GRN configurations were found to oscillate upon duplication of either the activator or the repressor-encoding gene.
To gain insight into the quantitative design principles underlying the dosage sensitive nature of the model GRNs,
we performed a clustering analysis of the 100 model GRNs discussed above (50 start GRN configurations used to
simulate evolution + 50 additional configurations). The clustergram (see Figure 6.2, A) was generated based on vec-
tors where the entries are given by theKAssocj,x(i;n,m) values associated to every regulatory linkage in a GRN (i.e. TF Pj
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binding to a permissible DNA motif on the promoter region of a target gene i), as well as the activator-mRNA half-
life, the activator-protein half-life, the repressor-mRNA half-life and the repressor -protein half-life parameter values.
Our analysis shows that the different classes of wirings (i.e. robust both to activator and repressor SGD, robust only
to activator SGD, robust only to repressor SGD, and non-robust ones) tend to be scrambled all over the clustergram,
with only few exceptions where some of the configurations corresponding to the same class of wiring were allocated
in a similar cluster. In other words, our analysis indicates that it is generally quite difficult to clearly pinpoint the
quantitative basis of the dosage sensitive nature of the model GRNs. Nevertheless, we found an interesting associa-
tion between the half-life of the activator-encoding mRNA and the different classes of wirings considered (see Figure
6.2, B). Specifically, we observed that the half-life of the activator-encoding mRNAs for some of the oscillatory
configurations found to be robust both to duplication of the activator and repressor genes is significantly longer than
some of the configurations found to be robust only to duplication of either the activator or the repressor, separately.
Together, these observations indicate that the dosage sensitive nature of the topologically indistinguishable GRNs an-
alyzed possess an intricate mechanistic basis, which can be modulated through relatively small quantitative changes
in regulatory linkages among genes and in basal kinetic parameters. In the context of our artificial transcriptional
regulatory systems, this finding implies that the dosage sensitive nature of GRNs can be readily evolved or engineered
through cis/trans regulatory changes.
6.2.2 Disruption of dosage balance can reveal novel expression phenotypes with
adaptive potential
Under certain circumstances, disruption of the dosage balance in cellular information processing systems may prove
advantageous, for instance, by uncovering new phenotypic variants with potential adaptive benefits at the cellular
level 439 440. As shown above, dosage balance effects are pervasive among our model GRNs, which raises the question
of: what would be the immediate fitness benefits of such dosage balance changes? To answer this question, we
examined the adaptive benefit, using the multi-objective fitness function FF1 (see detailed explanation in subsection
4.1.6.2) obtained upon duplication /deletion of the activator or the repressor encoding gene with respect to the LF-type
and HF-type phenotypic optima, as well as the ancestral phenotype (IF-type), in the start GRN configurations ((see
chapter 5, figure 5.1)). The analysis shown in figure 6.1(B) reveals that duplication of the activator or the repressor
gene in the haploid GRN configurations is mostly deleterious, being less than 30% the fitness of the unperturbed
GRN in the majority of the cases analyzed (41/50 in the LF-type, 46/50 in the IF-type and 49/50 in the HF-
type for SGD of the activator gene; and 49/50 in all the target phenotypes for duplication of the repressor gene).
In particular, note that the cases interrogated for dosage balance effects under the IF-type expression pattern (the
original phenotype in the start GRNs) demonstrate that our model GRNs are generally quite sensitive to SGD events.
Analogously, we found that deletion of a copy of the repressor gene in diploid GRN system configurations was found
to be considerably less advantageous than the system bearing the whole set of copies intact, whereas deletion of a
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Figure 6.2: Association between quantitative features of GRNs and dosage balance effects. A, Clustergram of the
100 GRNs considered (50 GRNs used as starting points for evolutionary simulations + 50 additional GRNs). The
clustergram is generated based on vectors containing theKAssocj,x(i;n,m) parameter value associated to every
regulatory linkage in a GRN, as well as the Activator-mRNA half-life, the Activator-protein half-life, the
Repressor-mRNA half-life and the Repressor-protein half-life. Vectors were normalized by the maximal value of
each entry found across the ensemble of 100 configurations. B, Wirings that map to specific sub-clusters in the
clustergram shown in A. The most distinctive feature between the different classes of wirings shown (i.e. wirings
which are partially dosage compensated for Rep-SGD (bottom row) and Act-SGD (middle row), as well as
compensated for Act and Rep SGD events (top row)) is the Activator-mRNA half-life, which is a kinetic parameter
critically involved in the specification of oscillatory expression dynamics in regulatory circuits. The thickness of the
edges in the regulatory wirings displayed is proportional to the binding strength (KAssocj,x(i;n,m)) of a given TF for a
given DNA motif on the promoter region of a target gene.
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copy of the activator encoding gene proved only disadvantageous. Taken together, our results suggests that dosage
balance alterations in transcriptional regulatory systems are generally deleterious, although a small chance exist that
slightly advantageous novel phenotypes can be triggered in response to duplication or deletion events, depending on
the quantitative features of the regulatory system (i.e. the strength of regulatory linkages among genes).
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Figure 6.3: Relative fitness impact of dosage balance alteration. The figure shows the relative fitness benefit
conferred by duplication and deletion of the activator and the repressor encoding genes. The fitness of the
unperturbed and the perturbed (with duplicated/deleted genes) GRN system configuration is assessed with respect
to LF-type and HF-type phenotypic optima, as well as the ancestral phenotype (IF-type), and the relative fitness
benefit is taken as the ratio of fitness scores for the perturbed to the unperturbed GRN system configuration. Fitness
scores were computed using fitness function FF2, as described in section 4.1.6.2.
6.2.3 Impact of dosage balance effects on the evolvability of GRNs
Upon a sudden environmental change, the fitness associated to a given genotype may be a major determinant of its
evolutionary fate. In the context of an adaptive walk, in particular, where evolution toward a newly imposed optimum
on the fitness landscape typically proceeds through the gradual accumulation of beneficial mutations (see368,441), the
initial fitness value of a founder genotype may usually play an important role in determining the course and the out-
come of the adaptation process 368,441. In the case of a GRN carrying an extra copy of a regulatory gene, this must
first get established in a population, which can be achieved by several means134, for evolution to act upon, and it will
do so only if it is not immediately outcompeted by a balanced system configuration (i.e. a haploid or diploid GRN).
Given that single gene duplication events are often associated with undermined fertility and/or survival, such geno-
types will tend to be removed (i.e. through strong purifying selection) from the gene pool of populations. Therefore,
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in this section we focused on the examination of the course and the outcome of the adaptation process of particular
imbalanced GRNs with initial fitness   0.1, and compared their evolvability with that of balanced (haploid/diploid)
GRN system configurations. To do this, we conducted evolutionary simulations mimicking the adaptation of GRNs
toward the LF-type and HF-type phenotypic optima, using as starting points the ensemble of (ancestral) GRN con-
figurations considered in chapter 5. In this case, imbalanced GRN system configurations carrying an extra copy for
one of the genes (activator, repressor, output) were evolved toward the two phenotypic optima considered using the
same evolutionary simulation protocol implementing the multi-objective fitness function FF1 (see subsection 4.1.6.2
and Figure 5.2), as used in chapter 5. Figures C.28 - C.32 depict the total ensemble of average fitness trajectories
simulated. The panels A-D shown in Figure 6.4 depict the immediate impact of single gene duplication events on
the expression dynamics of certain start GRNs, as well as their average fitness trajectories together with those tra-
jectories corresponding to the respective balanced GRN system configurations. Our results demonstrate that under
certain conditions a SGD event can prove advantageous in the long term compared to the balanced GRNs. Notably,
the configurations analyzed indicate that the adaptation process toward the LF and HF-type phenotypic optima in the
GRNs carrying an extra copy of the activator-encoding gene (Figure 6.4 A,B) is significantly speeded up compared
with the rate of adaptation in the balanced GRN system configurations. For instance, we found that the fitness values
attained at 5% of the entire evolutionary time window simulated tend to be significantly higher for the imbalanced
GRNs (one-sided Mann-Whitney test, p > 0.5). Further, for these particular configurations we found that the magni-
tude of the end point fitness values attained by the imbalanced GRNs are fairly similar to those fitness values attained
by the diploid GRNs (one-sided Mann-Whitney test, p > 0.7), but are significantly higher than those attained by
the haploid GRNs (one-sided Mann-Whitney test, p > 0.2). On the other hand, we observed that both the course
and the outcome of the adaptation process in the GRNs carrying an extra copy of the repressor-encoding gene shown
in Figure 6.4 (C,D) are quite distinct: while both the fitness values attained at 5% and 100% (end point fitness) are
significantly higher in the imbalanced GRN configuration evolved toward the LF-type optimum (panel C) compared
with the balanced GRNs (one-sided Mann-Whitney test, p > 0.5), for the GRN configuration evolved toward the
HF-type optimum (panel D) we found that statistically significant higher end point fitness values were attained by
the imbalanced GRN compared only with the haploid system configuration (one-sided Mann-Whitney test, p > 0.9).
Together, these results reveal that under particular conditions a single duplication of a regulatory gene may have a
positive impact on the evolvability of a GRN.
6.2.4 Modulation of expression dynamics through amplification of regulatory gene
copies
Gene copy number changes, such as gene amplification, have long been known as an important source of genetic vari-
ation within and among populations407, and are major drivers of phenotypic variation at the expression level typically
associated with detrimental changes407,408, and less often with adaptation at the cellular and organismal levels 412–414.
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Figure 6.4: Average fitness trajectories of particular GRN configurations evolving under imbalanced vs. balanced
conditions. the expression phenotype of start haploid GRNs upon duplication of the activator (green-color coded
expression profile), repressor (red color-coded expression profile) and downstream output (blue color-coded
expression profile) gene, as well as the expression phenotype of the unperturbed system (black color-coded
expression profile). The phenotypic readouts are taken as the time varying concentration of the protein encoded by
the downstream output gene. On top of figures A and B are shown the (initial) fitness score (computed with respect
to the LF-type phenotypic optimum) associated to the haploid GRN carrying an extra copy of the activator (A) and
repressor (B) gene. C-D, Temporal sequences of fitness values recorded from 50 independent simulation replicates,
using the start GRN configurations corresponding to A and B, were averaged out to display the general trend of the
adaptation process toward a new phenotypic optimum. The trajectories shown correspond to evolving GRN
configurations carrying an extra copy of the activator (green color-coded trajectory), repressor (red color-coded
trajectory), and output genes (blue color-coded trajectory), separately. For comparison purposes, average fitness
trajectories are also displayed for the corresponding haploid (orange color-coded trajectory) and diploid (purple
color-coded trajectory) GRNs. Error bars along the trajectories indicate standard deviations. Fitness scores were
computed using the multi-objective fitness function (Fitness-F2) described in section 4.1.6.2.
In this section we examined the impact of amplification of regulatory gene copies on expression dynamics, and asso-
ciated fitness, in a large ensemble of model (haploid) GRNs. Specifically, we focused on high fitness-scoring haploid
GRNs (856 LF-type solutions in total with fitness scores > 0.9) that have been previously evolved in silico, using an
implementation of the already described evolutionary simulation protocol with the multi-objective fitness function
FF1 (see subsection 4.1.6.2 and Figure 5.2). Figure 6.5 (top panels) illustrates the distribution of relative fitness at
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different gene copy number variants. These results clearly demonstrate that as the number of gene copy number vari-
ants increases the proportion of GRNs with relatively high fitness scores is significantly greater when the gene being
amplified is the one encoding for the activator TF, compared to the gene encoding for the repressor TF. The plots
depicting the average trend of the relative fitness as a function of gene copy number variants (see Figure 6.5, bottom
panels) demonstrate that the relative fitness score tends, on average, to decay exponentially as a function of increasing
number of activator-encoding gene copies, suggesting that copy number variation in the activator-encoding gene can
induce a broad range of phenotypic variation in oscillatory expression dynamics. In contrast, copy number variation
in the repressor-encoding gene causes an abrupt decline in the relative fitness across the ensemble of evolved GRNs
being analyzed. This finding seems to suggest that in cascade-like GRNs driven by negative feedback mechanisms,
gradual modulation of oscillatory expression phenotypes can be better achieved under copy number variation in the
activator-encoding gene, whereas amplification of the repressor-encoding gene would typically result in phenotypic
transitions involving qualitative changes in expression dynamics (e.g. transition between oscillations and steady state
expression profiles).
Furthermore, we have found particular cases where the relative fitness changes in a non-monotonic fashion as
a function of copy number variation in the activator-encoding gene. For instance, figure 6.6 displays two different
cases where fitness abruptly declines and then recovers as the number of activator-encoding gene copies increases.
Examination of the phenotypic impact of copy number variation confirms that the original stable oscillatory ex-
pression pattern is considerably altered and then restored at different number of activator-encoding gene copies. In
contrast, stable oscillations are systematically disrupted for copy number variants> 1 in the repressor-encoding gene.
These observations demonstrate that in transcriptional regulatory feedback circuits subject to substantial changes in
the dosage of one of the components, non-monotonic phenotypic responses can arise as a consequence of complex
non-linear regulatory interactions. Based on these results it is tempting to speculate on the idea that even for nega-
tive feedback-driven molecular networks operating through a combination of transcriptional and post-transcriptional
mechanisms, such as the mammalian circadian clock424 and the yeast cell cycle network426, which are subject to
strong stabilizing selection for oscillatory dynamics, variation in the number of gene copies might be restricted to
molecular components with activating regulatory roles.
6.2.5 Dosage balance effects in duplicated GRN system configurations with di-
vergent gene copies
In addition to gene duplication, gene deletion represents an important source of dosage balance effects, the con-
sequences of which are usually linked to detrimental effects 160,408,422. Using our GPM modeling framework we
examined the impact of gene duplication/deletion on the expression phenotype of GRNs carrying duplicate gene
pairs. One of our main interests is to gain mechanistic insight into the resolution of dosage balance effects in dupli-
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Figure 6.5: Fitness impact of copy number variation. Distributions of fitness effects associated to activator and
repressor gene copy number variants. The top panels illustrate the distribution of relative fitness scores calculated
at different copy number variants for activator (green-color coded distributions) and repressor (red-color coded
distributions) encoding genes, in a large ensemble (856) of high fitness-scoring LF-type GRNs previously evolved in
silico. The bottom panels depict how the average trend of the relative fitness decays at different gene copy number
variants (CNVs) for the activator and repressor TFs
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Figure 6.6: Non monotonic changes in fitness in response to copy number variants (CNVs). The cases illustrated
represent GRNs where changes in fitness in response to CNVs in activator and repressor-encoding genes exhibit a
non-monotonic trend.
cated GRN system configurations over the course of evolution (e.g. during the genome fractionation process typically
observed subsequent to a WGD event). Similar to our previous analyses, we interrogated for dosage balance effects a
large ensemble (900 LF-type solutions in total with fitness scores > 0.9) of diploid GRNs evolved in silico, using an
implementation of the previously described evolutionary simulation protocol with the multi-objective fitness function
FF1 (see subsection 4.1.6.2 and Figure 5.2). Importantly, analysis of the impact of gene duplication/deletion on the
fitness of duplicated GRN system configurations requires careful consideration of several details. Critically, this type
of evolved GRNs are usually characterized by divergent duplicate gene pairs, in the sense that they have acquired
distinct functional roles within the network (e.g. in terms of either connectivity, interaction strength, or both) over
the course of evolution (see Figure 6.7). In fact, we have noticed that all GRNs exhibit duplicate gene pairs that
have experienced different sorts of functional alterations involving cis/trans regulatory changes. Moreover, since the
connectivity of GRNs carrying duplicate gene pairs is substantially more complex than that of GRNs carrying single
copy genes (see Figure 6.7), a vast number of distinct regulatory wirings are usually recovered through in silico
evolution, several of which have lost one of the gene copies codifying for either the activator or the repressor, or less
frequently for both regulators. These observations demonstrate that in a small fraction of the GRN configurations
some of the dosage balance constraints have been resolved over the course of evolution. These observations under-
score the critical role of network rewiring, achieved through sequence divergence of cis and trans-regulatory regions
of duplicate gene pairs, in the resolution of dosage balance constraints.
In order to adequately assess the impact on fitness of dosage balance effects in the duplicated GRNs evolved,
we excluded system configurations whose wirings contained nodes that were entirely disconnected from the rest of
the system, or effector nodes (e.g. transcriptional activators and repressors) that did not feedback onto the system
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(e.g. nodes that were regulated by other nodes but did not regulate other nodes in the GRN, approximately 5% of the
solutions evolved). Keeping in mind these considerations, we examined the fitness impact of duplication and deletion
of every activator and repressor-encoding gene, separately, in a set of GRNs carrying divergent duplicate gene pairs
(Figure 6.8). Our results show the existence of several interesting patterns. For instance, we found that the oscillatory
expression dynamics in a great proportion of the GRNs analyzed can be buffered (relative fitness scores  0.9) under
the presence of an additional copy for the activator (⇠ 42% of the cases), the repressor (⇠ 27% of the cases), or
both genes (⇠ 11% of the cases), separately. As can be noticed, the fitness impact tends to be less severe when
one of the activator gene copies is duplicated, compared to duplication of the repressor-encoding gene copies. Given
that the activator and repressor gene copies in the GRNs analyzed have typically acquired distinct functional roles
within the GRN (more often in terms of both connectivity and strength of regulatory linkages with other genes), it
is generally quite difficult to conclude whether the buffering capacity of the GRNs is attributable to an active dosage
compensation mechanism (e.g. interlocked feedback loops or feedforward sub-circuits, see424), or it is simply the
result of dosage balance constraints being resolved through network rewiring over the course of evolution, which
may render a GRN insensitive to an increased dosage in one of the gene duplicates. By contrast, it is noticeable that
deletion of regulatory gene copies is typically associated with adverse changes in fitness (⇠ 70% and ⇠ 82% of the
cases involving deletion of gene copies of the activator and repressor, respectively), which is generally indicative of
disruption of oscillatory expression dynamics (see Figure 6.9). Interestingly, these observations are congruent with
several reported cases showing that gene deletions tend to be more deleterious than duplications407,408,411. Regarding
the fitness impact of deletion of regulatory genes, our results seem to suggest that dosage balance constraints in GRN
system configurations carrying duplicate gene pairs may require long evolutionary time periods to be resolved.
Furthermore, our results are particularly interesting in the light of classical dosage balance-related phenomena
such as haploinsufficiency160 and gene essentiality 442. Our results, nevertheless, must be interpreted with causation
owing to the presence of divergent regulatory features between the members of duplicate gene pairs. This is a critical
point that deserves special attention given that haploinsufficiency studies assume that both alleles perform equivalent
biochemical functions160,422. Under such condition, any signature of haploinsufficiency can thus be unambiguously
attributed to the sensitivity of the system to an effective reduction in gene dosage. By contrast, the divergent regula-
tory features existing between the members of duplicate gene pairs in the GRNs analyzed here introduce an important
source of variation that can be difficult to interpret. For instance, in a network context sufficient reasons exist to be-
lieve that divergent duplicate gene pairs do not make equivalent contributions to the overall functional performance
(fitness) of a GRN. Indeed, our analysis demonstrates that differences of several orders of magnitude can exist when
comparing the fitness impact of duplication/deletion of the members of a duplicate gene pair (see Figure 6.10). Taken
together, our results seem to suggest that functional differences between the members of duplicate gene pairs acquired
over the course of evolution represent important sources of non-linearity which may render GRNs more (or less) sen-
sitive to gene losses.
PROXIMATE AND ULTIMATE CONSEQUENCES OF DOSAGE BALANCE ALTERATIONS IN GRNS 6-17
A1
R1
O1
R2
O2
A2
0 500 1000 15000
20
40
60
80
Time HminLE
xp
res
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDup
0 500 1000 15000
20
40
60
80
Time HminLE
xp
res
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDel
A1
R1
O1 O2
A2
R2
0 500 1000 15000
20
40
60
80
Time HminLE
xp
res
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDup
0 500 1000 15000
20
40
60
80
100
Time HminLEx
pr
es
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDel
A1
R1
O1
A2
R2
O2 0 500 1000 15000
20
40
60
80
100
Time HminLEx
pr
es
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDup
0 500 1000 1500
50
100
150
200
250
Time HminLEx
pr
es
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDel
A1
R1
O1
A2
R2
O2 0 500 1000 15000
10
20
30
40
50
60
Time HminLE
xp
res
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDup
0 500 1000 15000
50
100
150
200
Time HminLE
xp
res
sio
nl
ev
el
Ou
tpu
tG
pr
od
uc
t
SGDel
Figure 6.7: GRNs with divergent duplicate gene pairs. The GRNs shown represent typical cases designed through in
silico evolution involving thousands of cycles of mutation and selection for LF-type oscillatory expression
phenotypes. Note that these GRNs possess highly divergent (e.g. in terms of connectivity and regulatory strength)
duplicate gene pairs that have acquired distinct functional roles within the GRNs (the thickness of the edges in the
regulatory wirings displayed is proportional to the aggregated DNA binding strength of a given TF over all possible
binding sites on the promoter regions of the target genes). Duplicate gene pairs can diverge over the course of
evolution through the gradual accumulation of nucleotide changes in cis and/or trans-acting sequences, by which
duplicates subfunctionalize or neofunctionalize. Owing to such functional divergence, notable differences in
expression dynamics between duplicates are often observed in response to duplication/deletion of each copy
individually. The phenotypic responses are taken as the sum of the expression profiles of the downstream output
genes. Red color-coded time courses represent the phenotypic responses of the GRNs under duplication/deletion of
repressor-encoding gene copies (dashed line is for repressor-encoding gene copy 2, R2). Green color-coded time
courses represent the phenotypic responses of the GRNs under duplication/deletion of activator-encoding gene
copies (dashed line is for activator-encoding gene copy 2, A2). Black color-coded time courses represent the
expression profile of the unperturbed GRN system configuration.
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Figure 6.8: Relative fitness impact of dosage balance alterations in GRNs with divergent duplicate regulatory gene
pairs. Density histogram for the bivariate distribution of relative fitness scores associated to every GRN
interrogated for dosage balance effects involving single duplication (top panels) and deletion (bottom panels) of
each gene copy encoding for the activator or the repressor encoding gene.
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Figure 6.9: Impact of gene deletion on the oscillatory expression dynamics of GRNs with divergent duplicate gene
pairs. The panels illustrate different examples of evolved GRNs with divergent duplicate gene pairs whose
oscillatory behavior is severely compromised (i.e. the amplitude) or fully disrupted upon deletion of any activator or
any repressor-encoding gene copy. Red color-coded time courses represent the phenotypic responses of the GRNs
under duplication/deletion of repressor-encoding gene copies (dashed line is for repressor-encoding gene copy 2,
R2). Green color-coded time courses represent the phenotypic responses of the GRNs under duplication/deletion of
activator-encoding gene copies (dashed line is for activator-encoding gene copy 2, A2). Black color-coded time
courses represent the expression profile of the unperturbed GRN system configuration.
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Figure 6.10: Asymmetry in the fitness contribution between duplicate regulatory gene pairs. Differences in fitness
between members of a duplicate gene pair when tested for duplication (top panel) or deletion (bottom panel) of the
activator (green color-coded distributions) or the repressor (red color-coded distributions) encoding genes.
6.3 Discussion
Disruption of dosage balance in transcriptional regulatory systems, cell signaling pathways and macromolecular
complexes has often been unequivocally associated with adverse fitness effects 156,157,207,443. This observation pro-
vides support to one of the core explanatory principles of the GDBH, which attributes a key role to dosage balance
effects in the systematic pattern of differential gene retention (loss) that has been documented in several species
whose genomes exhibit signatures of ancient polyploidization events (paleopolyploids) 137,179,444. Here, based on a
fine-grained, mechanistic GPM modeling framework, we showed that dosage balance alteration, achieved through
gene copy number variation including single gene duplication/deletion and gene amplification, represent an important
source of phenotypic variation at the level of dynamic expression phenotypes in cascade-like GRN models. Although
dosage balance effects are predominantly detrimental in the context of our artificial systems, we found that under par-
ticular conditions they prove advantageous by bringing forth novel expression phenotypes with adaptive potential,
which may be particularly important in terms of a system’s evolvability.
Intriguingly, we found that under a fixed start network topology the degree of sensitivity to dosage balance
alterations can be readily modulated by changing the strength of regulatory linkages among the genes (i.e. protein-
DNA binding affinities), as well as through variation in network control parameters such as basal kinetic rates (i.e.
mRNA half-lives). In particular, we found that dosage balance alterations achieved through duplication/deletion of
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the activator or repressor genes can have variable impacts on the amplitude, frequency as well as the phase of the
oscillatory expression phenotype of start haploid and diploid GRN configurations. However, we observed that in
most of the cases interrogated for dosage balance effects a single duplication/deletion event triggers a drastic pheno-
typic transition from a stable oscillatory behavior toward a steady state pattern. Overall, our results underscore the
importance of using detailed mechanistic GPM models in order to adequately capture the concentration-dependent
nature of transcriptional regulatory systems. In this respect, it is important to note that efforts have been made to
develop increasingly more realistic models of transcriptional regulation to shed light on the quantitative nature of
dosage balance effects in regulatory systems160,445. However, to the best of our knowledge, the predictions made so
far are only applicable to a single-gene system operating under equilibrium conditions160,445, thus avoiding general-
izations to more complex regulatory systems involving feedback control and time varying concentration levels of the
molecular components. Our results are worth considering in the light of one of the core principle of the gene dosage
balance hypothesis (GDBH), which considers the connectivity of a gene within a network as a major predictor of
the phenotypic impact of a gene’s under- or over-expression158. Our study does not disprove this view but rather
extends it by demonstrating that subtle quantitative differences in the strength of the regulatory linkages can play
a critical role in determining the impact of dosage balance alterations on the expression dynamics of GRNs. In the
light of these results, it is tempting to speculate that the preferential retention and loss of gene duplicates in molecular
networks may not be entirely determined by the network topology, as commonly inferred through purely topological
models 395, but it may also be severely constrained by quantitative differences in the regulatory linkages within GRNs
operating under a fixed topology.
Beyond question, dosage balance effects-related phenomena are particularly critical factors underlying the evo-
lution of molecular networks subsequent to gen(om)e duplication events. Surprisingly, these issues have remained
largely understudied so far (but see382,433 for insightful discussions). In order to shed light into the evolutionary con-
sequences of dosage balance effects, we simulated the evolution of imbalanced GRN system configurations carrying
an extra gene copy, and found that the immediate impact of dosage balance alterations on the oscillatory expression
phenotype, and associated fitness, may be a major determinant of the course and the outcome of the adaptation pro-
cess toward a new phenotypic optimum. Interestingly, we observed that for particular start GRNs able to prevent
stable oscillatory expression dynamics from being disrupted upon single duplication of the activator or repressor
gene, significantly higher fitness values are usually attained at different time points (i.e. fitness values sampled at 5%
and 100% the total evolutionary time window considered) over the course of the adaptation process, compared to
haploid and diploid counterparts (balanced configurations). These results show that under specific conditions single
gene duplication events may improve the evolvability of GRNs compared to balanced system configurations.
Another critical aspect of dosage balance-related phenomena concerns the possible impact of amplification of
gene copies, on the dynamical behavior of GRNs. Our analyses demonstrate that in negative feedback-driven GRNs
gradual modulation of oscillatory expression dynamics can be effectively achieved through amplification of the
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activator-encoding gene, whereas amplification of the repressor-encoding gene seems to be unequivocally associated
with phenotypic transitions involving qualitative changes in expression dynamics (e.g. transition from oscillatory
to steady state dynamics). An intriguing finding is that under certain conditions the expression dynamics of GRNs
can alternate between oscillatory and steady state regimes at increasing number of activator-encoding gene copies,
which is the result of the non-linear nature of transcriptional regulation. It is interesting to note that some of our
predictions seem to be in line with previous observations in synthetic biology studies. In particular, our results seem
to recapitulate the dosage dependent functioning of a minimal regulatory circuit composed of coupled activator and
repressor modules implemented in a bacterial system shown to exhibit a range of dynamical behaviors, including
oscillatory expression dynamics429. An important observation in this study was that increases in the activator module
copy number caused the system’s expression dynamics to shift from a region in phenotype space characterized by
damped oscillations to another region defined by prolonged oscillations429. Likewise, a recent study demonstrated
that the oscillatory expression dynamics of a tunable synthetic mammalian oscillator could be reproducible as long
as specific relative levels of the molecular species involved were kept in balance430. The relative levels of the molec-
ular components of the synthetic circuit are largely determined by the relative amounts of expression vectors used to
transfect mammalian cells. Interestingly, a computational model of the circuit predicted that, even when the ratios of
the molecular species were held constant, absolute plasmid concentrations could be used to modify the period and
amplitude of the oscillations430. Overall, these observations seem to be in accordance with our results showing that
increasing changes in the dosage of the molecular components of feedback-driven transcriptional regulatory cascades
can be an effective way to modulate expression dynamics over a broad range.
In addition, our results seem to be consistent, to some extent, with previous simulation studies showing that copy
number variation in distinct regulatory network motifs, including oscillatory circuits, can lead to multiple orders of
magnitude change in gene expression as well as qualitative changes in circuit dynamics423,446. We find, nevertheless,
important differences both in the granularity of the models used and in the way copy number variation is simulated,
which are worth discussing. Firstly, it should be noted that we simulate copy number variation by increasing the
number of regulatory gene copies contained in the genome representation of GRNs, whereas Mileyko et.al. 423,446
simulated copy number variation by increasing the number of network motifs as a whole. Moreover, these simulation
studies rely on standard coarse-grained approximations to transcriptional regulation in which crucial mechanistic
details are presumably encapsulated in aggregated parameters. In addition, the use of coarse-grained mathematical
representations of GRNs necessarily implies an arbitrary treatment of genetic perturbations. For instance, it is stan-
dard procedure to simulate gene copy number variation by adjusting certain parameters of a fixed model structure in a
way reflecting proportional changes in gene dosage (e.g. 2-fold changes for a single gene duplication). In contrast, in
the context of our GPMmodeling approach crucial fine-grained details of gene regulation can be explicitly accounted
for, including for instance, the case of a transcriptional regulator binding multiple DNAmotifs with distinct affinities,
transcriptional activators and repressors engaged in competitive binding to partially or fully overlapped DNA motifs,
as well as competitive DNA binding occurring between non-divergent duplicate transcription factors. Importantly, in
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our modeling framework all these fine-grained details of transcriptional regulation are captured in sequence-encoded
rules contained in the minimal genome representation of GRNs. Using such genome representation as the basis for
conducting genetic modifications, one can then simulate a gene duplication (deletion) event by adding to (deleting
from) a target gene, which causes model structure to change accordingly (e.g. by changing the number of parame-
ters and equations accounting for the expression dynamics of each molecular species individually). Obviously, the
highlighted differences between modeling approaches are expected to result in fundamentally different predictions
regarding the impact of dosage balance effects on network dynamics.
We also examined the dosage dependent nature of GRNs carrying duplicate gene pairs. One of the emerging
patterns observed across our simulations is that the dosage dependent nature of a GRNs can be determined by the
degree of functional divergence between the members of a duplicate gene pair. In particular, we noticed that the fit-
ness impact of a deletion/duplication could vary by several orders of magnitude between duplicate gene pairs. These
observations were consistent across the ensemble of GRNs analyzed. A possible explanation for this pattern relates
to the fact that duplicate genes may have acquired over the course of evolution substantially different roles within
the GRN. Duplicate genes can subfunctionalize or neofunctionalize through the gradual accumulation of changes
in cis-regulatory regions and/or trans-acting elements, which can derive in duplicate genes acquiring distinct roles
in terms of the number, type and strength of regulatory linkages within a GRN86,383,447. Overall, our observations
show that if duplicate gene pairs are differentially wired within a GRN, the fitness impact of gene deletion/dupli-
cation can be expected to vary, even over several orders of magnitude, between the members of a duplicate gene
pair. It should be noticed that the GRNs analyzed have been the product of an evolutionary optimization process
implementing a directional selection regime (i.e. selection for a new phenotypic optimum). Therefore, in order to
gain a more general idea on the resolution of dosage balance constraints in duplicated GRN system configurations,
it will be necessary to conduct evolutionary simulations under a stabilizing selection regime, and assess whether the
resolution of dosage balance constraints is achieved differently in GRNs evolved toward a new phenotypic optimum
(i.e. adaptive rewiring) compared to those evolved across neutral domains in genotype space (i.e. neutral rewiring)
where the fitness is kept invariant over time.
In this study we have focused on oscillatory expression dynamics as reference quantitative phenotypes for explor-
ing the dosage sensitive nature of cascade-like GRNs. This has been motivated by previous observations showing the
importance of regulatory imbalances in cellular processes characterized by periodic biochemical activities, the dis-
ruption of which can cause severe detrimental effects, such as cell cycle arrest and abnormal morphology448, as well
as altered circadian rhythms449,450. In this respect, it is difficult to generalize our findings given that the dynamical
realization of other biologically relevant phenotypes, such as bistable or pulse-like expression patterns, may require
distinct molecular rules beyond those implemented by purely transcriptionally based regulatory systems. However,
one might expect some common patterns to emerge at a more coarse-grained description of molecular networks, such
as the network topology level 216. Nevertheless, our work favors the view that increasingly more detailed mechanistic
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models are necessary to adequately study the functional and evolutionary properties of molecular networks392. This
may have far reaching implications in several contexts, such as in the rational design of robust synthetic circuits, in
the investigation of the etiology of complex diseases (e.g. carcinogenesis), as well as in the study of the evolution of
emergent system properties (e.g. evolvability).
“Satisfaction of one’s curiosity is one of the greatest sources
of happiness in life”
Linus Pauling
7
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Author contribution
All content within this chapter was written by myself and revised by professor Steven Maere.
7.1 The importance of mechanistic modeling to study the evolution-
ary potential of biological systems
Understanding the relationship between the genotype and the phenotype lies at the center of almost any biological
problem conceivable. Although many different approaches exist to address genotype-phenotype mapping problems,
the ultimate goal is, nevertheless, to try to reveal regularities regarding the way phenotypes vary as a function of
changes in the genotype. The era of systems biology brought into the mainstream of molecular and evolutionary
biology a great variety of engineering-inspired quantitative frameworks that allow the study of GPM problems at dif-
ferent levels of biological organization from a more mechanistic perspective. In particular, systems biology-inspired
network modeling approaches have gained increasing attention as quantitative tools to study the evolutionary po-
tential (evolvability) and origin of emergent system properties such as robustness and modularity. Nevertheless, the
level of granularity afforded by these modeling approaches is not sufficient to adequately study all the intricacies of
evolving biological systems, the most pressing factor being the understanding of how molecular networks gradually
acquire novel phenotypes and properties as they navigate the fitness landscape via discrete changes in the genotype.
As demonstrated in this work, the use of a mechanistic model of transcriptional regulation, in combination with a
suitable modeling framework to explicitly account for the genotypic encoding of GRNs, offers the possibility to sim-
ulate their functional and evolutionary properties at a level of resolution that is well beyond of those models operating
at a more abstract level. In the context of our GPM modeling approach, crucial fine-grained details of gene regula-
tion can be explicitly accounted for, including the case of a transcriptional regulator binding multiple DNA motifs
with distinct affinities, transcriptional activators and repressors engaged in competitive binding to partially or fully
overlapped DNA motifs, as well as competitive DNA binding occurring between non-divergent duplicate transcrip-
tion factors. Importantly, in our modeling framework all these fine-grained details are captured in sequence-encoded
rules contained in a minimal genome representation of a GRN. Using a GRN’s genome representation as the basis
for conducting genetic modifications, one can then simulate a gene duplication (deletion) event by adding (deleting)
a target gene, which causes model structure to change accordingly (e.g. by changing the number of parameters and
equations accounting for the expression dynamics of each molecular species individually).
A particularly intriguing evolutionary aspect of GRNs that is within the scope of what can be investigated with
the GPM modeling framework presented here is the contribution of neutral evolution in the adaptation of GRNs. In
this respect, our simulation results (see chapter 5) demonstrated that when evolving GRNs were allowed to traverse
the fitness landscape via neutral substitutions, the accessibility of high fitness scoring solutions was typically sub-
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stantially improved. This finding was indicative that GRNs were able to reach a newly imposed phenotypic optimum
by drifting through neutral domains (neutral network of genotypes) in sequence space associated to different sub-
optimal fitness levels. Given the level of resolution at which the adaptation of the model GRNs was simulated (i.e.
via a mutational walk across sequence space involving single nucleotide substitutions at each step of the algorithm),
several interesting questions could be addressed regarding the role of neutrality in adaptation, such as: what is the
minimal number of neutral substitutions required to move from one sub-optimal peak to a higher one (shortest mu-
tational path) on the fitness landscape of GRNs. This type of questions are simply outside the scope of what most
conventional systems biology-inspired network models can offer, because those coarse-grained models rely on a con-
tinuous parameter space to simulate network evolution, where key aspects of fitness landscapes such as mutational
neighborhood, connectivity and accessibility cannot be easily interpreted. Similarly, if one considers evolutionary
scenarios where distinct classes of dynamic expression phenotypes (e.g. oscillatory, bistable, and pulse-like expres-
sion patterns) exist, which are particularly well suited (adapted) to specific environments (e.g. subject to stabilizing
selection), using a model like this one could adequately assess the portion of sequence space (i.e. the extent of the
neutral network) associated to each optimal expression phenotype. By mapping such functional domains on the fit-
ness landscape of GRNs one could eventually create a portray of sequence space suitable to investigate efficient ways
to navigate the fitness landscape and to study, for instance, phenotypic innovation.
Several practical implications can be envisioned for the type of evolutionary scenarios outlined above, which can
be adequately explored with the GPM model developed in this work. For instance, in the context of synthetic imple-
mentations of regulatory circuits one of the most challenging tasks is the exploration of (largely unknown) extensive
regions of the sequence space of the circuits 215,216,451. Understanding the organization of the fitness landscape (e.g.
the extent of connectivity between functionally distinct regions) of relatively large synthetic circuits can be crucial
for the implementation of novel circuit functionalities (expression patterns) achieved through a minimal number of
mutations (see452 for a case where a non-functional circuit is transformed into a functional one by means of a directed
evolution approach), and also to understand how far in sequence space could a circuit travel before its functionality
is disrupted (network robustness) 216. Another interesting network evolution aspect that falls within the scope of what
can be explored with the GPM modeling framework discussed, and that may have important implications as well
in the design of synthetic circuits, is the relative contribution of neutral vs. adaptive sequence divergence between
duplicate gene pairs in the acquisition of novel regulatory roles within the GRN context. By monitoring the gradual
accumulation of changes at the cis-regulatory regions (gene promoters) and trans-acting elements (DNA binding do-
mains) that drive the functional diversification of paralogous transcriptional regulators over the course of evolution,
one could elucidate potential network rewiring mechanisms by which the architecture of extant GRNs could have
been shaped86. Due to rapid advances in our ability to synthesize DNA, which have enabled researchers to construct,
for instance, a whole bacterial genome453 and a partial eukaryotic chromosome454, it won’t take longer before the
insights gained from in silico evolution experiments, and the hypotheses derived thereof, can be proved and further
refined by means of synthetic evolutionary biology451, directed evolution of regulatory circuits 455, and evolutionary
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genome engineering456, which together with microbial experimental evolution hold the promise to radically alter our
view on the evolutionary potential of complex cellular information processing networks.
In the present work, we have concentrated on oscillatory expression dynamics as reference quantitative phe-
notypes for exploring proximate and ultimate consequences of gen(om)e duplications in the model GRNs. More-
over, we have focused on purely transcriptional regulatory systems, while other types of molecular systems, such
as signaling and metabolic networks, rely on the implementation of other type of biochemical mechanisms, such as
phosphorylation-mediated post-transcriptional regulation and enzyme-catalyzed reactions, to achieve their functional
tasks. In this sense, this work can be considered quite narrow in scope, a shortcoming that emerges in virtually any
modeling project that involves time-consuming simulation experiments. In evolutionary studies, in particular, one is
always restricted to exploring just a small fraction of the constellation of existing biological systems, mainly because
one needs to collect meaningful statistics, by performing many simulation replicates under a given set of conditions,
in order to draw conclusions in an unbiased manner. In reality, many regulatory networks and their parts are usually
multifunctional (e.g. TFs with dual regulatory roles). By necessity, analysis of their evolvability implies a focus
toward one or a few particular network functions, and the degree of evolvability of such functions, most likely, does
not necessarily equate with the evolutionary potential of other functions. Because of these biological and computa-
tional limitations, one is restricted to exploring only a limited number of alternative wiring configurations and only a
limited region of sequence space; one has to restrict oneself to some criteria of network behavior (autonomous, stable
oscillations of an appropriate period) at the expense of others (e.g. oscillator entrainment by light, bi-stable behavior,
pulse-like expression dynamics, etc.); and one can explore only a very limited number of alternative mathematical
representations of the biological system under study. Obviously, these limitations may preclude precise estimates
and comprehensive understanding of the evolutionary potential of biological systems. Despite all these limitations,
one might expect some common patterns to emerge, for instance, at a more coarse-grained description of molecular
systems, such as the network topology level 216.
Although our study provides fresh insights into the evolutionary potential of GRNs, it is fair to say that our mech-
anistic GPM modeling approach offers only a first insight into what is in reality a more complex multidimensional
space of mutable network control parameters. For instance, our study has concentrated only on the mutationally
accessible parameter space that specifies the wiring of GRNs. Therefore, in order to gain a more comprehensive idea
on the real evolutionary potential of GRNs, the quantitative features of other regulatory layers must be accounted
for and adequately incorporated as sequence-encoded parameters in the network models, in order to assess their
evolutionary impact on, for instance, the evolvability of the system. In particular, it would be interesting to exam-
ine whether our predictions hold if network evolution is allowed to proceed via mutations modulating cooperative
protein-protein interactions involved in DNA binding recognition359 or in the non-linear degradation of multimeric
proteins 362. Finally, we have focused on studying the impact of gen(om)e duplications on the traversability of fitness
landscapes by simulating mutational trajectories describing the evolution of individual GRN system configurations.
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Nevertheless, a more comprehensive picture would require ensemble-based simulations to dissect the potential con-
tribution of important population genetic parameters, such as population size and recombination, on the evolvability
of GRNs. It is possible that if we consider evolution of populations of GRNs undergoing different sorts of genetic
modifications, including point mutations, recombination and large scale genetic changes, highly likely additional
insights will emerge that are beyond the scope of the current computational framework.
7.1.1 The impact of allopolyploidization on GRN expression dynamics and inno-
vation
An important aspect a mechanistic GPM modeling framework can shed light on regards the short-term impact of
allopolyploidization, following a genome merging event, on the expression dynamics of GRNs. Given that allopoly-
ploidization is often accompanied by massive reorganization of the transcriptome457–459, this phenomenon is of great
interest in e.g. plant biology research460, because it has the potential to improve biotechnologically relevant products.
In plants, altered expression outputs in allopolyploids have been linked to a variety of factors, such as activation of
transposable elements 461, the gain and loss of repeated sequences462, and mostly (increased) heterozygosity, which
is introduced by merging two distinct genomes. Importantly, the inability of regulatory networks from two diver-
gent genomes to successfully coordinate their actions within a hybrid polyploid nucleus might be largely responsible
for substantial gene expression changes detected in allopolyploids 460,463. In fact, evidence seems to suggest that
altered gene expression outputs in polyploids can be achieved without signs of genome reorganization and epige-
netic changes, supporting the idea that cross interactions between divergent regulatory hierarchies could be largely
responsible for this phenomenon (see463 and references therein). Therefore, by creating genome-wide regulatory
variation through hybridization and interaction between diverged regulatory hierarchies 460,463, allopolyploidy might
promote speciation events 464, it can improve plant vigor by heterotic effects 126, and it may also prove advantageous
in accessing new ecological niches or surviving ecological crises 459,465.
Recently, it has been shown that allopolyploidization can have profound effects in the modulation of regula-
tory pathways underlying important physiological and metabolic traits intimately linked to biomass production and
heterosis traits 449,465,467. However, several questions at the mechanistic level remain to be addressed as to how al-
lopolyploidization modulates the dynamic behavior of molecular networks. Using the mechanistic GPM modeling
framework developed in this work, we started to investigate the impact of allopolyploidization on the expression
dynamics of GRNs. To do this, we have gathered large ensembles of allopolyploid GRNs by merging pairs of
GRNs (parental lines) that have been previously evolved for oscillatory expression dynamics (using the same in sil-
ico evolution approach as explained in chapter 5). We have initially focused on GRNs evolved from particular start
oscillatory configurations (ancestral genotypes) toward lower and higher-frequency oscillatory expression dynamics.
Allopolyploid GRN system configurations have been assembled from haploid and diploid GRNs evolved from a
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Figure 7.1: In silico genome merging events to investigate the impact of allopolyploidization in the expression
dynamics of GRNs. GRN genotypes previously evolved from the same ancestor(top panels) or distantly-related
(bottom panels) GRN genotypes are joined together to create a hybrid polyploid. Newly established
cross-regulatory interactions are then assessed, and the impact of these on the expression dynamics is evaluated and
compared with the phenotypes of the parental lines. Illustrated are two types of crosses where the parental GRNs
exhibit low-frequency (LF) oscillatory expression phenotypes. The thickness of the edges in the regulatory wirings
displayed is proportional to the aggregated DNA binding strength of a given TF over all possible binding sites on
the promoter regions of the target genes. Repressor and activator transcriptional regulators are shown in red and
green, respectively; output genes are shown in blue. The quantity shown on top of each wiring represent the ratio (in
logarithmic scale) of aggregated DNA binding strength of activating TFs to the aggregated DNA binding strength of
repressing TFs, over the entire wiring.
7-8 CHAPTER 7
Figure 7.2: Assessing the fraction of different expression phenotype categories observed across the different
ensembles of allopolyploid GRNs created. Genome merging experiments were conducted using parental GRNs that
have been evolved for low-frequency or high-frequency oscillatory expression phenotypes from the same ancestral,
or distantly-related, GRN genotypes.
given ancestral genotype. Importantly, int the context of these artificial systems, cross regulatory linkages between
pairs of divergent genomes being merged together emerge as a regulatory system property in the newly formed al-
lopolyploid GRN system configurations, which are established via individual protein-DNA interaction events, the
quantitative properties of which are encoded in the genotype. Our preliminary analyses demonstrate that allopoly-
ploidization represents an important source of regulatory innovation by creating a wide range of cross regulatory
linkages between pairs of homeologous GRNs, which variably impact on expression dynamics. For instance, figure
7.1 illustrates two distinct genome merging events where one can appreciate the type of regulatory linkages formed
in the newly established hybrid polyploid GRNs. Note that not only the type of cross regulatory linkages formed
between pairs of homeologous GRNs can differ, but also the strength of the interactions (represented by the thickness
of the regulatory edges in the wirings shown in figure 7.1), which reflects the extent of regulatory divergence be-
tween homeologous GRNs acquired over the course of evolution. Also note that in the two cases illustrated, genome
merging can effectively modulate both the amplitude and the period of the oscillatory expression output in the al-
lopolyploid system configurations compared to their parental GRNs.
Furthermore, our preliminary analyses also demonstrate that allopolyploidization in GRNs not only creates a
wide spectrum of phenotypic variation in oscillatory expression dynamics, but that it can also induce drastic phe-
notypic transitions. For instance, we have observed that merging pairs of GRN genotypes that have been evolved
from the same ancestral configuration, or from distantly related configurations, or that have been evolved toward
different phenotypic optima (e.g. high-frequency or low frequency expression dynamics), can result in allopoly-
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Figure 7.3: Assessing patterns of transgressively expressed features in oscillatory expression phenotypes. Relying
on the mid-parent value and the best-parent value notions126,466 (see top panel) we have assessed the impact of
genome merging on the amplitude and frequency of oscillatory expression phenotypes in allopolyploid GRNs with
respect to their corresponding parental GRNs.
ploid GRNs with different expression dynamics, such as chaotic oscillations, damped oscillations or steady state
expression patterns (see figure 7.2). We have also assessed the prevalence of transgressive phenotypic features by
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comparing the amplitude and period of the oscillatory expression patterns in the allopolyploid GRNs with respect
to their corresponding parental GRNs (see Figure 7.3), using, for instance the mid-parent value and the best-parent
value notions126,466. Our preliminary results show that transgressive quantitative features in the oscillatory expression
phenotypes of allopolyploid GRN system configurations are quite common, and that the pattern of transgressively
expressed features observed largely depends on whether the parental lines share the same (recent) ancestral origin,
or derive from distantly related ancestral configurations, as well as on the type of expression phenotype they have
been evolved to. To shed further light on the impact of genome merging and hybridization on the expression dy-
namics of GRNs, several additional analyses must be performed. For instance, the relationship between the extent
of divergence between pairs of parental GRNs and the impact of genome merging on expression dynamics is a key
aspect of allopolyploidization. To investigate this, one could perform further evolutionary simulations from partic-
ular start genotypes, by applying both stabilizing and directional selection on expression dynamics, and assemble
allopolyploid GRN system configurations from parental GRNs sampled at different time points over the course of
evolutionary runs. The expression phenotypes of allopolyploids and corresponding parental GRNs could be moni-
tored at different time points over the course of evolution in order to assess the way in which the extent of divergence
between parental GRNs relates to changes in the expression dynamics of allopolyploid system configurations, com-
pared to the phenotypes of the parental GRNs.
7.1.2 Evolutionary systems biology approaches to study cancer cellular networks
Unraveling the consequences of large-scale genetic perturbations (e.g. gene and genome duplications) is not only
central to understanding the origin of intriguing evolutionary processes involving long time periods, such as species
diversification and biological complexification, but is also crucial to deciphering important cell biological phenom-
ena such as carcinogenesis, which is itself the result of an evolutionary process driven by the principles of mutation
and selection by which cells acquire malignant phenotypes during the lifespan of an organism (somatic evolution).
From a genomic point of view, large-scale modifications such as chromosomal amplifications, deletions, inversions,
and translocations are key signatures of malignant cells 468,469. Interestingly, most tumors have been found to have
genomes in the triploid to tetraploid range470, with tetraploid intermediates being typically found in both murine
and human cancers 471. By rewiring molecular networks, such large-scale genetic modifications drastically increase
the chances of a cell to acquire a set of cancer hallmark traits 472–474 at once, and then transform a slow-growing
cancer clone into a fast-growing one, therefore speeding up tumor formation473,474. Based on this idea, it has been
suggested that genome duplication could be the rate-limiting step for tumor development, and therefore could be
an early-warning signal for fast-growing clone formation473. Intriguingly, under this somatic evolutionary scenario,
large-scale genetic modifications may not be intrinsically linked to either beneficial or detrimental changes in fit-
ness 439; rather, the impact of a “macromutation” would depend on the shape of the fitness landscape (defined by the
nature of the selection pressure imposed by a tissue micro-environment) and the nature of the macromutation under
consideration, which could bring about specific phenotypic changes, i.e. at the gene expression level, with potential
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selective advantages for malignant cells 439.
Given that cancer cellular phenotypes result from the deregulation of complex cellular information processing
networks (i.e. transcriptional, signaling and metabolic), evolutionary systems biology approaches hold promise for
future exciting avenues for research on the somatic evolutionary process underlying carcinogenesis. Firstly, network
modeling can help us identify the mechanistic basis of robustness and fragility of cancer hallmark networks473,474.
For instance, a recent study focused o a large-scale characterization of network motifs in cancer signaling pathways
suggests that positive signaling regulatory network motifs tend to be preferentially used by cancer driving mutating
oncogenes. In contrast, negative signaling regulatory network motifs were found to be preferentially used by methy-
lated genes and tumor suppressors in cancer cells 475. These observations can serve as a point of departure for the
development of mechanistic network models to attempt a classification of cancer network motifs in terms of dynamics
and functionality 476, which could help us rationalize the wealth of (topological) information from high-throughput
experiments in terms of, for instance, a network’s information processing capabilities (e.g. the ability to convert an
array of environmental stimuli into particular gene expression patterns) 476. A dynamical picture of cancer hallmark
networks473,474 would eventually aid in future research on personalized and predictive cancer therapies. Secondly,
from an evolutionary perspective, the most interesting aspect of carcinogesis regards the impact of all sorts of macro-
mutations (e.g. single gene duplication/deletion events, chromosomal amplifications, and polyploidization) on the
information processing capabilities of cancer network motifs, which can bring about big phenotypic leaps resembling
punctuated equilibria dynamics477 during the somatic evolution of malignant cells 478. In this context, the arsenal of
mechanistic GPM modeling tools and in silico evolution approaches offered by evolutionary systems biology holds
great promise for advancing our understanding of the somatic evolutionary process driving the transformation of
normal cells into malignant ones. In particular, an evolutionary systems biology approach to carcinogenesis could
shed new light on how macromutations rewire cancer hallmark networks473,474, which is key to understanding the
fitness landscape of malignant cells 472.
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The relationship between the genotype and the physical or biochemical characteristics of biological systems, referred
to as the genotype-phenotype map (GPM), lies at the center of most research fields in the life sciences. Most GPMs
are intrinsically linked to the functioning of complex molecular networks (e.g. the regulatory networks controlling
the expression of cellular phenotypes), which operate in a highly non-linear manner. This makes the study of GPMs
by mere intuitive reasoning alone quite challenging. The inter-disciplinary field of systems biology offers an ample
range of quantitative tools to study not only the inner workings of molecular networks but also to shed light on the
evolutionary potential (evolvability) and origin of emergent systems properties such as robustness and modularity.
Although some of the mechanistic underpinnings of molecular networks can be reasonably captured in most systems
biology-inspired network models, they generally fail to account for the genetic encoding of the systems. In this
sense, these models are of limited use to adequately study the evolutionary potential of molecular networks. In this
work, I concentrated on designing an adequate mechanistic network modeling framework to study the impact of gene
and genome duplications on the evolvability of gene regulatory networks (GRNs). I demonstrate that the use of a
fine-grained model of the GPM allows the study of the evolutionary potential of GRNs at an unprecedented detail.
In particular, by simulating the evolution of GRNs across an explicitly defined genotype/sequence space, rather than
in a continuous parameter space, I was able to examine how GRNs acquire increasingly better adapted dynamic
expression phenotypes (our operational definition of evolvability) as they navigate the fitness landscape via discrete
changes in the genotype. This allowed me to quantify the impact of duplication of a GRN system configuration on
the evolvability of oscillatory expression phenotypes, as well as to assess the relative contribution of changes in cis-
regulatory regions and trans-acting elements in the adaptation of GRNs. Furthermore, my simulation results provide
fresh insight into the proximate and ultimate consequences of dosage balance effects. In particular, I found that the
model GRNs exhibit a broad range of phenotypic responses to single gene duplication and deletion, as well as to
amplification, of activator, repressor and output genes. In addition, in silico evolution of GRNs under dosage balance
constraints demonstrated that due to pervasive detrimental changes in fitness, single duplications of regulatory genes
generally have an adverse impact on the evolvability of GRNs, although a few exceptions exist where the imbal-
anced GRNs outperform their haploid and diploid counterparts (balanced GRNs). Overall, the work presented here
has revealed an intricate multifactorial basis of the evolvability of GRNs, which can be difficult to dissect through
coarse-grained mathematical representations of the GPM.
“Writers should not fear jargon”
Trevor Quirk
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Boolean: A data type with only two possible values (e.g., true or false, zero or one, present or absent, or on or off).
Emergent property: A feature that is not a property of any individual part of the system, but only emerges in the
context of the entire system from how the individual parts interact.
Epistasis: epistatic effects between alleles are deviations from the expected additive phenotype or fitness effects of
allelic changes, due to interaction between the alleles involved. Several kinds of epistasis can be distinguished
(see Chapter 3 – Figure 3.3).
Evolvability: Can be defined as 1) the extent to which a population can produce new selectable allelic variation; or 2)
as the internal disposition of biological systems to vary in the face of genetic perturbations, which determines
their potential for future evolutionary change (adaptations).
Fitness landscape: A metaphorical representation of the relation between the genotype and fitness of an organism.
Fitness landscapes are often depicted as 3D landscapes, but are high-dimensional functions in reality.
Group selection: Group selection for a particular trait entails that the trait is selected for on the level of (sub)populations
rather than on the level of individuals.
Modularity: The extent to which a system or network can be subdivided in modules, or independently functioning
parts.
Neutral network: A set of genotypes that have equivalent fitness and that are linked through neutral mutation path-
ways.
Robustness: The extent to which a system is phenotypically insensitive to perturbation. Two general kinds of
robustness are usually distinguished for molecular systems: genetic robustness (i.e., invariance to mutation or
recombination) and environmental robustness (i.e., invariance to micro- or macroenvironmental perturbations).
Statistical thermodynamics: A branch of statistical physics that studies the average behavior of a thermodynamical
system (e.g., the interaction of macromolecules) using probability theory.
Transfer function: a mathematical representation of the inputoutput relation of a linear time-invariant system.
“A picture is worth a thousand words”
proverb
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Figure C.1: Distribution of basal kinetic rates for the GRN configurations used as starting points of evolution
toward new phenotypic optima.
SUPPLEMENTARY FIGURES C-3
Figure C.2: Diploid vs. haploid average fitness trajectories: Fitness function FF1, set I. Temporal sequences of
fitness values recorded from 50 independent simulation replicates, using 10 different start GRN configurations, were
averaged out to display the general trend of the adaptation process toward a new phenotypic optimum. Evolutionary
simulations were performed using an implementation of the NEA (neutral-evolution-allowed) algorithm with the
multi-objective fitness function FF1 (see subsection 4.1.6.2). Error bars along the trajectories indicate standard
deviations. In view of the fact that duplicated (diploid) GRN system configurations present a mutational target twice
the size of haploid GRNs, the simulated evolutionary time window for diploids (purple-color coded trajectories)
spans twice the number of MCMC steps considered for haploids (orange-color coded trajectories). Specifically, the
length of the simulated mutational pathways was set according to the total number of mutable sites per genome
(effective genome size), as follows: diploid GRNs were evolved for 1320 (diploid effective genome size) x 5 = 6600
MCMC steps, whereas haploid GRNs were evolved for 660 (haploid effective genome size) x 5 = 3300 MCMC steps,
and the the time (x) axis in the plots was re-scaled to 1.
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Figure C.3: Diploid vs. haploid average fitness trajectories: Fitness function FF1, set II. Description is the same as
in Figure C.2.
SUPPLEMENTARY FIGURES C-5
Figure C.4: Diploid vs. haploid average fitness trajectories: Fitness function FF1, set III. Description is the same as
in Figure C.2
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Figure C.5: Diploid vs. haploid average fitness trajectories: Fitness function FF1, set IV. Description is the same as
in Figure C.2.
SUPPLEMENTARY FIGURES C-7
Figure C.6: Diploid vs. haploid average fitness trajectories: Fitness function FF1, set V. Description is the same as
in Figure C.2.
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Figure C.7: Comparison of evolutionary trajectories simulated under FF1 vs. FF2. Temporal sequences of fitness
values recorded from 50 independent simulation replicates, using start GRN configurations 12 and 39, were
averaged out to display the general trend of the adaptation process toward a new phenotypic optimum. Evolutionary
simulations were performed using an implementation of the NEA (neutral-evolution-allowed) algorithm with the
multi-objective fitness functions FF1 and FF2 (see subsection 4.1.6.2). Error bars along the trajectories indicate
standard deviations. In view of the fact that duplicated (diploid) GRN system configurations present a mutational
target twice the size of haploid GRNs, the simulated evolutionary time window for diploids (purple-color coded
trajectories) spans twice the number of MCMC steps considered for haploids (orange-color coded trajectories).
Specifically, the length of the simulated mutational pathways was set according to the total number of mutable sites
per genome (effective genome size), as follows: diploid GRNs were evolved for 1320 (diploid effective genome size)
x 5 = 6600 MCMC steps, whereas haploid GRNs were evolved for 660 (haploid effective genome size) x 5 = 3300
MCMC steps, and the the time (x) axis in the plots was re-scaled to 1.
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Figure C.8: Diploid vs. haploid average fitness trajectories: Fitness function FF2, set I. Temporal sequences of
fitness values recorded from 50 independent simulation replicates, using 9 different start GRN configurations, were
averaged out to display the general trend of the adaptation process toward a new phenotypic optimum. Evolutionary
simulations were performed using an implementation of the NEA (neutral-evolution-allowed) algorithm with the
multi-objective fitness function FF2 (see subsection 4.1.6.2). Error bars along the trajectories indicate standard
deviations. In view of the fact that duplicated (diploid) GRN system configurations present a mutational target twice
the size of haploid GRNs, the simulated evolutionary time window for diploids (purple-color coded trajectories)
spans twice the number of MCMC steps considered for haploids (orange-color coded trajectories). Specifically, the
length of the simulated mutational pathways was set according to the total number of mutable sites per genome
(effective genome size), as follows: diploid GRNs were evolved for 1320 (diploid effective genome size) x 5 = 6600
MCMC steps, whereas haploid GRNs were evolved for 660 (haploid effective genome size) x 5 = 3300 MCMC steps,
and the the time (x) axis in the plots was re-scaled to 1.
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Figure C.9: Diploid vs. haploid average fitness trajectories: Fitness function FF2, set II. Description is the same as
in Figure C.8.
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Figure C.10: Diploid vs. haploid average fitness trajectories: Fitness function FF2, set III. Description is the same
as in Figure C.8.
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Figure C.11: Diploid vs. haploid average fitness trajectories: Fitness function FF2, set IV. Description is the same
as in Figure C.8.
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Figure C.12: Diploid vs. haploid average fitness trajectories: Fitness function FF2, set V. Description is the same as
in Figure C.8.
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Figure C.13: Evolutionary performance of GRNs under NEA vs. SSWM. The plots display the average fitness
trajectories for diploid and haploid GRNs recorded from particular start GRN configurations. Evolutionary
simulations were performed using implementations of the NEA (neutral-evolution-allowed) algorithm and the
adaptive walk algorithm (under the strong selection-weak mutation (SSWM) regime) with the multi-objective fitness
function FF1 (see subsection 4.1.6.2). In view of the fact that duplicated (diploid) GRN system configurations
present a mutational target twice the size of haploid GRNs, the simulated evolutionary time window for diploids
(purple-color coded trajectories) spans twice the number of MCMC steps considered for haploids (orange-color
coded trajectories). Specifically, the length of the simulated mutational pathways was set according to the total
number of mutable sites per genome (effective genome size), as follows: diploid GRNs were evolved for 1320
(diploid effective genome size) x 5 = 6600 MCMC steps, whereas haploid GRNs were evolved for 660 (haploid
effective genome size) x 5 = 3300 MCMC steps, and the the time (x) axis in the plots was re-scaled to 1.
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Figure C.14: Comparison of NEA vs. SSWM accessible end point fitness values. Distribution of end point fitness
values recovered from 50 simulation replicates using particular start GRN configurations (labeled as G x). End
point fitness values attained were allocated in predefined (color-coded) ranges as indicated by the legend shown on
top of the panels. Data generated using Fitness-F1 (see subsection 4.1.6.2)
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Figure C.15: Evolutionary phase space and sequence divergence plots: Fitness function FF1, GRN genotype 1
Panels on the left depict the phase space of evolving GRNs. Coordinates shown represent the proportion of
accumulated changes (with respect to start GRN configurations) in DBD encoding sequences and promoter regions
(x, y coordinates), as well as their associated fitness score (z coordinate). Sequence divergence is assessed with
respect to the start GRN configurations using a normalized Edit distance, which measures the percentage of
dissimilarity (in terms of DNA sequence for promoters and of amino acids for DBDs) between a given ancestral
sequence and mutant sequences sampled at a given time point (ti) over the course of evolution. The concatenation
of a sequence of triplets (x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a
trajectory across the phase space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were
sampled every time there was a fitness increment of F   0.001 over the course of evolution toward a new
optimum. Panels shown on the right illustrate the temporal sequence for individual components in the triplets
(x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as the fraction of the total number of
MCMC steps simulated. The y axis represents either percentage of dissimilarity between ancestral sequence and
mutant sequences (for both promoter regions and DBD encoding sequences, separately) or the fitness value sampled
at a given time point (ti). Evolutionary simulations were performed using an implementation of the NEA
(neutral-evolution-allowed) algorithm with FF1 (see subsection 4.1.6.2).
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Figure C.16: Evolutionary phase space and sequence divergence plots: Fitness function FF1, GRN genotype 48
Panels on the left depict the phase space of evolving GRNs. Coordinates shown represent the proportion of
accumulated changes (with respect to start GRN configurations) in DBD encoding sequences and promoter regions
(x, y coordinates), as well as their associated fitness score (z coordinate). Sequence divergence is assessed with
respect to the start GRN configurations using a normalized Edit distance, which measures the percentage of
dissimilarity (in terms of DNA sequence for promoters and of amino acids for DBDs) between a given ancestral
sequence and mutant sequences sampled at a given time point (ti) over the course of evolution. The concatenation
of a sequence of triplets (x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a
trajectory across the phase space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were
sampled every time there was a fitness increment of F   0.001 over the course of evolution toward a new
optimum. Panels shown on the right illustrate the temporal sequence for individual components in the triplets
(x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as the fraction of the total number of
MCMC steps simulated. The y axis represents either percentage of dissimilarity between ancestral sequence and
mutant sequences (for both promoter regions and DBD encoding sequences, separately) or the fitness value sampled
at a given time point (ti). Evolutionary simulations were performed using an implementation of the NEA
(neutral-evolution-allowed) algorithm with FF1 (see subsection 4.1.6.2).
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Figure C.17: Evolutionary phase space and sequence divergence plots: Fitness function FF2, GRN genotype 9
Panels on the left depict the phase space of evolving GRNs. Coordinates shown represent the proportion of
accumulated changes (with respect to start GRN configurations) in DBD encoding sequences and promoter regions
(x, y coordinates), as well as their associated fitness score (z coordinate). Sequence divergence is assessed with
respect to the start GRN configurations using a normalized Edit distance, which measures the percentage of
dissimilarity (in terms of DNA sequence for promoters and of amino acids for DBDs) between a given ancestral
sequence and mutant sequences sampled at a given time point (ti) over the course of evolution. The concatenation
of a sequence of triplets (x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a
trajectory across the phase space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were
sampled every time there was a fitness increment of F   0.001 over the course of evolution toward a new
optimum. Panels shown on the right illustrate the temporal sequence for individual components in the triplets
(x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as the fraction of the total number of
MCMC steps simulated. The y axis represents either percentage of dissimilarity between ancestral sequence and
mutant sequences (for both promoter regions and DBD encoding sequences, separately) or the fitness value sampled
at a given time point (ti). Evolutionary simulations were performed using an implementation of the NEA
(neutral-evolution-allowed) algorithm with FF2 (see subsection 4.1.6.2).
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Figure C.18: Evolutionary phase space and sequence divergence plots: Fitness function FF2, GRN genotype 39
Panels on the left depict the phase space of evolving GRNs. Coordinates shown represent the proportion of
accumulated changes (with respect to start GRN configurations) in DBD encoding sequences and promoter regions
(x, y coordinates), as well as their associated fitness score (z coordinate). Sequence divergence is assessed with
respect to the start GRN configurations using a normalized Edit distance, which measures the percentage of
dissimilarity (in terms of DNA sequence for promoters and of amino acids for DBDs) between a given ancestral
sequence and mutant sequences sampled at a given time point (ti) over the course of evolution. The concatenation
of a sequence of triplets (x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a
trajectory across the phase space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were
sampled every time there was a fitness increment of F   0.001 over the course of evolution toward a new
optimum. Panels shown on the right illustrate the temporal sequence for individual components in the triplets
(x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as the fraction of the total number of
MCMC steps simulated. The y axis represents either percentage of dissimilarity between ancestral sequence and
mutant sequences (for both promoter regions and DBD encoding sequences, separately) or the fitness value sampled
at a given time point (ti). Evolutionary simulations were performed using an implementation of the NEA
(neutral-evolution-allowed) algorithm with FF2 (see subsection 4.1.6.2).
C-20 APPENDIX C
Fitness-F2 
Fraction of cases 
 with linear trend: 
49/50 !
Fraction of cases  
with non-linear trend: 
1/50 !
Fraction of cases 
 with linear trend: 
46/50 !
Fraction of cases  
with non-linear trend: 
4/50 !
Figure C.19: Proportion of sequence divergence curves with linear vs. non-linear trends. Temporal sequence for
individual components in the triplets (x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as
the fraction of the total number of MCMC steps simulated. The y axis represents either percentage of dissimilarity
between ancestral sequence and mutant sequences (for both promoter regions and DBD encoding sequences,
separately) or the fitness value sampled at a given time point (ti). The proportions shown on each figure correspond
to sequence divergence curves for DBDs. Evolutionary simulations were performed using an implementation of the
NEA (neutral-evolution-allowed) algorithm with the FF1 (see subsection 4.1.6.2).
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Figure C.20: Evolutionary phase space and sequence divergence plots: Evolution under the SSWM regime. The
panels shown on top of the figure depict the phase space of GRNs evolved under the SSWM regime using FF1 (see
subsection 4.1.6.2), from start GRN configurations 9 and 48. Coordinates shown represent the proportion of
accumulated changes (with respect to start GRN configurations) in DBD encoding sequences and promoter regions
(x, y coordinates), as well as their associated fitness score (z coordinate). Sequence divergence is assessed with
respect to the start GRN configurations using a normalized Edit distance, which measures the percentage of
dissimilarity (in terms of DNA sequence for promoters and of amino acids for DBDs) between a given ancestral
sequence and mutant sequences sampled at a given time point (ti) over the course of evolution. The concatenation
of a sequence of triplets (x(ti), y(ti), z(ti)) sampled at different time points over an evolution run describes a
trajectory across the phase space. Triplets (x(ti), y(ti), z(ti)) projected on the evolutionary phase space were
sampled every time there was a fitness increment of F > 0 over the course of evolution toward a new optimum.
Panels shown at the bottom of the figure illustrate the temporal sequence for individual components in the triplets
(x(ti), y(ti), z(ti)) recorded among different replicates. Time is depicted as the fraction of the total number of
MCMC steps simulated. The y axis represents either percentage of dissimilarity between ancestral sequence and
mutant sequences (for both promoter regions and DBD encoding sequences, separately) or the fitness value sampled
at a given time point (ti).
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Figure C.21: Sequence divergence curves under relaxed selective constraints. Divergence curves for promoter
regions and DBD encoding sequences were generated by simulating random walks throughout sequence space
under relaxed selective constraints (e.g. when the acceptance probability of any mutant genotype sampled at a given
time point over the course of a walk through sequence space is 1, regardless of its phenotype). Time is depicted as
the fraction of the total number of MCMC steps simulated. The score axis represents either percentage of
dissimilarity between ancestral sequence and mutant sequences (for both promoter regions and DBD encoding
sequences separately) or the fitness value sampled at a given time point (ti). Sequence divergence is assessed using
a normalized Edit distance.
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Figure C.22: Quantitative design features of haploid GRNs evolved toward an LF-type phenotypic optimum. Type
of regulatory wirings sampled over the course of evolution toward the LF-type phenotypic optimum. The thickness
of the edges in the wirings is proportional to the aggregated DNA binding strength of a given TF overall possible
binding sites on the promoter region of a target gene. Repressor and activator transcriptional regulators are shown
in red and green, respectively; output genes are shown in blue. Distributions shown are for the ratio (in logarithmic
scale) of aggregated DNA binding strength of activating TFs to the aggregated DNA binding strength of repressing
TFs (middle panels), across all the solutions sampled over the course of evolution. The corresponding distributions
of fitness scores are also shown (bottom panels).
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Figure C.23: Quantitative design features of haploid GRNs evolved toward an HF-type phenotypic optimum Type of
regulatory wirings sampled over the course of evolution toward the HF-type phenotypic optimum. The thickness of
the edges in the wirings is proportional to the aggregated DNA binding strength of a given TF overall possible
binding sites on the promoter region of a target gene. Repressor and activator transcriptional regulators are shown
in red and green, respectively; output genes are shown in blue. Distributions shown are for the ratio (in logarithmic
scale) of aggregated DNA binding strength of activating TFs to the aggregated DNA binding strength of repressing
TFs (middle panels), across all the solutions sampled over the course of evolution. The corresponding distributions
of fitness scores are also shown (bottom panels).
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Figure C.24: Phenotypic responses of GRNs to dosage balance alteration: start GRNs set I. Each framed panel in
the figure depicts the phenotypic responses (dynamic expression patterns) of haploid (left-hand plot in each panel)
and diploid (right-hand plot in each panel) GRNs to gene duplication and deletion, respectively. Phenotypic
responses to duplication/deletion of activator (green color-coded profile), repressor (red color-coded profile) and
output (blue color-coded profile) encoding genes are displayed in each plot. Each plot also displays the expression
phenotype of the unperturbed system (black color-coded profile). The phenotypic readout of a GRN was always
taken as the time varying concentration of the protein encoded by the downstream output gene. Phenotypic
responses for start GRN configurations 1-25 are displayed in the figure.
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Figure C.25: Phenotypic responses of GRNs to dosage balance alteration: start GRNs set II. Each framed panel in
the figure depicts the phenotypic responses (dynamic expression patterns) of haploid (left-hand plot in each panel)
and diploid (right-hand plot in each panel) GRNs to gene duplication and deletion, respectively. Phenotypic
responses to duplication/deletion of activator (green color-coded profile), repressor (red color-coded profile) and
output (blue color-coded profile) encoding genes are displayed in each plot. Each plot also displays the expression
phenotype of the unperturbed system (black color-coded profile). The phenotypic readout of a GRN was always
taken as the time varying concentration of the protein encoded by the downstream output gene. Phenotypic
responses for start GRN configurations 26-50 are displayed in the figure.
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Figure C.26: Phenotypic responses of GRNs to dosage balance alteration: Ensemble I. Each framed panel in the
figure depicts the phenotypic responses (dynamic expression patterns) of haploid (left-hand plot in each panel) and
diploid (right-hand plot in each panel) GRNs to gene duplication and deletion, respectively. Phenotypic responses
to duplication/deletion of activator (green color-coded profile), repressor (red color-coded profile) and output (blue
color-coded profile) encoding genes are displayed in each plot. Each plot also displays the expression phenotype of
the unperturbed system (black color-coded profile). The phenotypic readout of a GRN was always taken as the time
varying concentration of the protein encoded by the downstream output gene. Phenotypic responses for 25
randomly generated GRN configurations are displayed in the figure.
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Figure C.27: Phenotypic responses of GRNs to dosage balance alteration: Ensemble II Each framed panel in the
figure depicts the phenotypic responses (dynamic expression patterns) of haploid (left-hand plot in each panel) and
diploid (right-hand plot in each panel) GRNs to gene duplication and deletion, respectively. Phenotypic responses
to duplication/deletion of activator (green color-coded profile), repressor (red color-coded profile) and output (blue
color-coded profile) encoding genes are displayed in each plot. Each plot also displays the expression phenotype of
the unperturbed system (black color-coded profile). The phenotypic readout of a GRN was always taken as the time
varying concentration of the protein encoded by the downstream output gene. Phenotypic responses for another 25
randomly generated GRN configurations are displayed in the figure.
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Figure C.28: Average fitness trajectories under dosage balance constraints: Fitness function FF1, set I. Temporal
sequences of fitness values recorded from 50 independent simulation replicates, using 10 different start GRN
configurations, were averaged out to display the general trend of the adaptation process toward a new phenotypic
optimum. Trajectories for evolving GRNs carrying an extra copy of the activator, repressor and output encoding
genes are color-coded in green, red and blue, respectively. Bars along the trajectories represent standard
deviations. For comparison purposes, the average fitness trajectories of the corresponding haploid (orange
color-coded) and diploid (purple-color coded) GRN configuration are also displayed on the plots. Evolutionary
simulations were performed using an implementation of the NEA (neutral-evolution-allowed) algorithm with the
FF1 (see subsection 4.1.6.2. The number of MCMC steps simulated for GRNs carrying an extra gene copy were set
as follows: GRNs carrying an extra copy of the activator or repressor gene were evolved for 890 (effective genome
size) x 5 = 4450 MCMC steps; whereas GRNs carrying an extra copy of the output gene were evolved for 860
(effective genome size) x 5 = 4300 MCMC steps. The time (x) axis in the plots shown have been re-scaled to 1.
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Figure C.29: Average fitness trajectories under dosage balance constraints: Fitness function FF1, set II. Description
is the same as in Figure C.28
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Figure C.30: Average fitness trajectories under dosage balance constraints: Fitness function FF1, set III.
Description is the same as in Figure C.28
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Figure C.31: Average fitness trajectories under dosage balance constraints: Fitness function FF1, set IV. Description
is the same as in Figure C.28
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Figure C.32: Average fitness trajectories under dosage balance constraints: Fitness function FF1, set V. Description
is the same as in Figure C.28
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“I received the fundamentals of my education in school, but that was
not enough. My real education, the superstructure, the details, the true
architecture, I got out of the public library”
Isaac Asimov
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