Abstract-on the classification of high-dimensional data clustering analysis, traditional similarity index and dimension reduction based on clustering analysis method is hard to avoid "dimension disaster" problem or sampling errors. Therefore, on the basis of choosing the most sub space of the rough set theory, the article directly make a research of the classification of high dimensional data clustering theory mode through to the "equivalence relation" rule mining. Besides, through the China mobile company five cities sampling data of the loss of cell phone users, we has carried on the empirical test and a better clustering results are obtained. In the comparison of KMeans, Two-step and Kohonen methods of clustering, In this paper, classification of high-dimensional data clustering method based on equivalence relation in the type definition, rule mining, the number of iterations which has unique advantages and variable selection.
I. INTRODUCTION
In the rapid development of information technology, high-speed data volume expansion, increasingly rich data types, and rising data management and analysis demand today, people often face is no longer the traditional sample data, but the vast amounts of high dimensional overall. When the dimension increase, the volume of space improve quickly and thus the available data become very sparse. Sparse for any requirement have statistical significance of the method is a problem, in order to obtain accurate and reliable results in statistics, the amount of data used to support the results needed usually as exponentially with the increase of dimensionality, Which formed the "dimension disaster" (curse of dimensionality) problem. If the observed data as a set of points in high dimensional space, the dimension is higher, the data will be more incline to the border; the distance between any two observations will also tend to be the same threshold. This will lead to the effectiveness of the distance clustering method. According to the problem of "the curse of dimensionality" in theory of classification of data clustering analysis, there are basically two kinds of solution in the existing research results: The one solution is building a new similarity index of thin or phase to reduce the computational complexity. For example, information entropy, similarity and rank effect can be used [1] [2] [3] [4] . However, in highdimensional space , all data are sparse, from many Angles is not similar, so commonly used data organization strategy and cluster becomes very inefficient, " the curse of dimensionality " problem is still can't completely avoid [5] . Second, make the dimension reducing firstly and then clustering. In order to prevent too high dimension lead to hiding clustering, firstly to choose the appropriate subspace, and then make the subspace clustering under the low dimensional [6] [7] . But it still uses the distance clustering, you need to sampling to reduce the size of the distance matrix in order to improve the calculation efficiency, obviously sampling design will directly affect the correctness of the results.
To solve the "the curse of dimensionality" problem of high-dimensional categorical data, the classification of high dimensional data clustering theory mode through to the "equivalence relation" rule mining is proposed in this paper. "Equivalence relation of rough set" is essentially the same or similar values on the object in the set of properties to define, with the clustering analysis of the basic ideas happens to have the same view, but don't have to calculate the similarity or thin index [8] [9] [10] . This nature makes classification rule mining method based on the equivalence relation can be very good for highdimensional categorical data analysis. In general, the method is based on "equivalence relation "of rough set rules mining, selecting the most sub space, then make the classify of large data clustering. The methods can directly make a clustering analysis for high-dimensional categorical data, avoiding the sample data deviation in sampling, meanwhile the clustering effect is clear and easy to implement. In the example analysis of five cities in the China mobile company mobile phone users ' losing sample data, a better clustering results are obtained.
II. "EQUIVALENT RELATION" CLUSTERING BASED ON ROUGH SETS THEORY AND STATISTICAL UNDERSTANDING

A. Rough set based on Data Description
In the rough sets, can be any classified data set is defined as 
In accordance with the defined problem, or the needs of the research, normally we only need to consider part of the attribute set, or select the subset of attributes.
Q A ⊂
as the scope of the study, the information system is reduced to If the high-dimensional categorical data as the data points set in high dimensional space, dividing the data form with different attribute sets can be understood as the data point set the projection to the corresponding set of properties of subspace. Thus equivalence relation derived from equivalent classes can be interpreted as in its corresponding set of properties of subspace clustering of data.
B. Equivalence Relations
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C. Core and Reduction
In D={U, Q, V, f}, if 
Visible, the reduction is a division of the unchanged under the premise of ability, Use the smaller attribute subset to generate equivalence relation; core is the equivalence relations that are generated by all reduction of common attribute subset. So the nucleus is the most basic data of division of knowledge, reduction is in the nuclear division, on the basis of further refinement of knowledge increment.
According to the relationship between core and reduction, not only the reduction can derived kernel, can also the kernel generated by the reduction. If a subset A A ⊂ ' of attributes can be specified for the analysis is particularly important, as ' A is the kernel, and find all included reduction which included ' A , until meet specific analysis to the date.
This inspiration we can start from a particular attribute, under a certain standard, the equivalence relation gradually generate multiple attributes, and select from it, this process is called equivalence relation rules generation. This process can also be understood as high dimensional data space, namely should check the set of attributes is to keep the most basic data classification information of minimum dimensions set of dimensions, reduction by the corresponding nuclear generating set of attributes is based on the lowest dimension space basis, to further refine the classification of data sets the son the spatial dimension set.
D. Statistical Understanding of Model
From a statistical perspective to understand, highdimensional data classification is a multivariate general observation data matrix. The essence of the domain of rough set is a sample of the overall sample, is an object, attribute set is the observation variable set, attribute range space is the observation variable set the range space, the mapping function is the value function of the samples in observation. While the equivalence relation is the grouping variable (set), equivalence class is based on grouping variables of the sample. Because the equivalence relation is meet reflexive, symmetric and transitive, so there is no requirement for grouping variable sequence.
Specifically , the discourse domain which is formed of object collection in the rough set } ,..., , { 
is a sample observation function , the equivalence relation which has s attributes } ,..., , {
set which is made of the sub-aggregate of the grouped variable . As for On this basis, we can use information entropy to describe the equivalence relation's reflectlevel to the discourse domain . Promptly
By formula (5) we can know , when i
Obvious, entropy of information has reflected the amount of information included in equivalence relation E. The information entropy is greater, the greater fluctuant of the equivalence class. In order to avoid the difference of the information entropy absolute number , we use the information entropy relative number indicates the amount of information included in the E, recorded as the information degree E α , and % 100 ) ln(
The greater the degree of information, the more information into the generated equivalence class average carrying, the equivalence relation of domain division more important. So we can make use of the degree of available information to evaluate the effectiveness of the equivalent relations of classification.
III. CLASSIFICATION OF HIGH-DIMENSIONAL DATA CLUSTERING ANALYSIS MODEL
A. Using the Equivalent Relation Classify
We know that the equivalence relation by division of the domain is actually in the high-dimensional space data point set the projection to the lower dimensional subspace, the corresponding set of attributes is the subspace dimension. So we can use equivalence relation of rough set generation process, looking for different subspace projection. To agree with statement of the rough set theory, the following described only by using equivalence relation and the set of properties, deemphasize subspace projection and subspace dimension set.
Although the theory of equivalence relation can be derived domain division, but the optimal classification of equivalence relation is unknown in advanced , so it is necessary to adopt previously mentioned the equivalence relation of the generated method to search out all possible equivalence relation, and choose the most superior price relations as well as the corresponding classification attribute set .
In data setD={U,Q,V,f} , 
According to the criterion evaluation ) ( 
B. Using Information Entropy to Evaluate the Effect of Classification
Generating equivalence relation just provides the method of classification, and it can't resolve the question of effectiveness of classification. It's necessary to put forward evaluation criteria and abort conditions of classification for clustering by equivalence relation.
If the degree of information of E R α is greater, E influencing to divide universe is more important than other equivalence relations, therefore, we can use the degree of information as evaluation criteria for choosing equivalence relation. Generally 
Average information degree may evaluate the amount of information carried by every single equivalence class because the thermal charge about relation of equivalence is determined by different family attribute set. Then the condition to suspend is "the change degree of information after the first j a classification is less than threshold". So when
IV. THE LIVING EXAMPLE: MOBILE PHONE USERS' LOSS CIRCUMSTANCE OF CLUSTER ANALYSIS
A. Summary of Data, Sample Selection and Data Preprocessing.
According to China's five cities 195608 mobile phone users (a number as a user )data in June 2012, which contains the following properties: phone number, place of residence, age, marital status, income, education level, gender, family number, opening months, wireless services, basic fee, free part, wireless, electronic payment, package type and whether loss, etc. Among them, the wireless service refers to whether to apply for a wireless transfer service, Basic fee refers to the basic fee of last month, free part refers to the last month limiting the cost of the free service items.
For accurate analysis of erosion and retains the characteristics of mobile phone users, first of all, the two data sets is established
U is the loss of the user object collection, 2 U to keep user object collection, Q feature attribute set for the user, V for the range of values of the attribute set, f is domain mapping of
Second, after remove mobile phone number and whether loss item attribute to get the user characteristics related to the attribute subset. A, including the place of residence, age, marital status, income, education level, gender, family number, opening months, wireless services, the basic fee, free part, wireless, electronic payment and package types. To process the numeric data at the same time, the minimum value (y -y)/maximum -the minimum value of y(y), y is numeric variables, the last set of properties for classification (see table I If the given threshold ξ = 0.01 in suspended condition, the clustering step should be stopped in the step j = 7 (table III) . So to get the final classification attribute sets { 14
From the table III can be seen, along with the expansion of attribute sets, average information degree by the start of rapid decrease to gradually decrease steadily. According to the set threshold, clustering step suspended in step 7, is formed by From the table4 above can be seen,four clustering methods have some degree of consistency, such as on a variable selection, both of the "Package type" and the "Free part" are significant variables influencing loss of users. "Basic fee" and "age" of these two variables are also significant variable, In addition to the Two -step clustering results ； "Electronic payment", "education level" and "wireless services" in the equivalent relation clustering and Two -step clustering are significant variable. While "live" in four kinds of clustering results are shown as insignificant variable.
However the difference of the four clustering methods is very obvious. First of all, on the number of iterations, based on equivalent relation clustering less than K -Means clustering (7 times and 19, respectively); Secondly, on the final number of clustering, four methods have little in common, But in the type definition and rule mining, Base on Package type, only the equivalent relation clustering can divided the user into four types, then we can continue with the Loss of user clustering analysis and rule mining. In contrast, other three kinds of clustering methods, such as K -Means due to the more important variables influencing classification. And on the type definition and rules mining are relatively difficult. Finally, in the screening of Notes: "significant variable" and "insignificant variable" in the table variable name in brackets after the data for the variable importance degree of classification. Because the equivalent relation clustering method is based on the attribute sets the maximum information degree and the average information of convergence condition to select variables, so there is no list of classification of each variable importance degree of the data. The significant variable in K-Means、Two-step and Kohonen clustering refers to the degree of the importance of this variable to classification(inspection probability)is greater than or equal to 0.9,on the other hand, the "insignificant variables" refers to the degree of the importance of this variable to classification is less than 0.9. Variables, based on equivalent relation clustering can step by step and in turn out seven important variable to the classification of the loss of users (the property set maximum information degree and average information degree are stable). The package type is the most significant variable, While the other three selected by clustering method, the classification of the impact of important variables, Its importance degree are basically is 1.00, it is difficult To distinguish the important differences in the effect of variables for classification.
V. CONCLUSION
In the classification of high-dimensional data clustering analysis of the existing research results mainly can be classified as a new similarity index and Dimension reduction clustering are two thoughts to clustering. With the clustering of dimension reduction method is different, This paper chose the most sub space by using rough set theory, and on this basis, using equivalence relation classification rules in large data directly, clustering analysis, to avoid the sampling bias due to the sample data. Furthermore, compare with other traditional clustering methods of data mining, such as K-Means, Two-step and Kohonen clustering method. This clustering method which is based on equivalent relation also shows its unique advantages.
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