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Abstract
We define the notion of extrinsic symplectic symmetric spaces and ex-
hibit some of their properties. We construct large families of examples and
show how they fit in the perspective of a complete classification of these
manifolds. We also build a natural ⋆-quantization on a class of examples.
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Introduction
From its very early days differential geometry has had an intrinsic and an extrin-
sic viewpoint. The theory of surfaces in Euclidean 3-space was originally devoted
to the description of properties of some subsets of the Euclidean 3-space, before
Gauss discovered that certain properties depended only on the metric induced by
the ambient space on the surface. This opened the way to study abstract objects
of dimension 2 or higher endowed with a metric or some other structures. The con-
sideration of actions of symmetry groups led naturally to the notion of symmetric
spaces which can be characterized by their automorphism group, independently of
any embedding in some large Euclidean space.
Symmetric symplectic spaces have been studied from different viewpoints, but they
have not been completely classified (contrary to Riemannian symmetric spaces or
Lorentz type pseudo-Riemannian symmetric spaces) and such a classification seems
remote. What is known is the classification of symplectic symmetric spaces with
completely reducible holonomy [2], the classification of those spaces with Ricci-
type curvature [4] and the classification of symmetric spaces of dimension 2 and 4
[2].
It seems worthwhile to introduce the extrinsic point of view and to try and de-
termine those symmetric spaces which are nice symmetric submanifolds of a sym-
plectic vector space.
In this paper, we define the extrinsic symmetric subspaces of a symplectic
vector space and we give large families of examples; we also prove that this class
of examples exhaust all possibilities in codimension 2. It also turns out that an
easy construction of quantization is possible.
We stress the fact that extrinsic symmetric spaces have been defined by D. Ferus
in a Riemannian context [5] and that the reading of his paper was certainly an
incentive for our work. More recently, extrinsic symmetric spaces have been studied
in a pseudo-Riemannian context [7] and in a CR-context [6].
In section 1, we give the basic definitions and elementary properties of extrinsic
symmetric symplectic spaces. We also give an algebraic characterization of those
spaces. In section 2 we construct a family of submanifolds of codimension 2p of
(R2(n+p),Ω) and prove that they are indeed extrinsic symmetric symplectic spaces.
In section 3 we give a class of solutions of the algebraic equations and show how
they correspond to the class of examples built in section 2. In section 4 we describe
the extrinsic symmetric symplectic spaces of dimension 2n embedded in R2n+2.
Finally in section 5 we show how to build an explicit ⋆-quantization on a class of
examples.
Thanks. It is a pleasure for the first two authors to thank their friend John Rawns-
ley for stimulating discussions. This research has been partially supported by
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the Schwerpunktprogramm Differentialgeometrie of the Deutsche Forschungsge-
sellschaft.
1 Definitions and elementary properties
A symplectic manifold (M, ω) is called symmetric [3] if it is endowed with a smooth
map
s :M×M→M : (x, y)→ s(x, y) =: sx(y)
such that, for all x ∈M, sx is an involutive symplectic diffeomorphism of (M, ω),
called the symmetry at x, for which x is an isolated fixed point, and such that for
all x, y in M one has sxsysx = ssx(y).
On a symplectic symmetric space (M, ω, s), there is a unique symplectic connec-
tion ∇, called the symmetric connection, for which each symmetry sx is an affine
transformation (a symplectic connection being a torsion free connection for which
the symplectic form is parallel). The curvature of this connection is parallel so
that (M,∇) is an affine symmetric space.
An extrinsic symmetric space is a manifold whose symmetric structure comes
from an embedding in a larger manifold. Let us now make this precise in our
symplectic context.
Let (M, ω) and (P, ν) be two smooth symplectic manifolds of dimension 2n
and 2(n+p) and let j :M→ P be a smooth symplectic embedding (i.e. j⋆ν = ω).
With a slight abuse of notation, if x ∈M, we write:
TxP = TxM⊕ (TxM)
⊥
where ⊥ means orthogonal with respect to νx. We denote by px (resp. qx) the
projection TxP→ TxM (resp. TxP→ (TxM)
⊥) relative to this decomposition.
We denote by NM the normal bundle to M with fiber NMx := (TxM)
⊥.
Let ∇˚ be any symplectic connection on (P, ν) (i.e.∇˚ is torsion free and ∇˚ν = 0).
For X, Y ∈ X(M) (= set of smooth vector fields on M) and ξ, η smooth sections
of NM, let us define:
(∇XY )(x) := px(∇˚XY )(x)
(∇˜Xξ)(x) := qx(∇˚Xξ)(x)
αx(X, Y ) := qx(∇˚XY )(x)
AξX(x) := px(∇˚Xξ)(x).
(1.1)
Then∇ defines a symplectic connection on (M, ω) called the symplectic connection
induced through the embedding j by ∇˚, and ∇˜ is a connection on NM preserving
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the symplectic structure on the fibers, i.e.
Xν(ξ, η) = ν(∇˜Xξ, η) + ν(ξ, ∇˜Xη)
for any smooth sections ξ, η of NM. Finally α is a symmetric bilinear form on M
with values in NM, called the second fundamental form of M and A is known as
the shape operator. The sign has been chosen so that
Ω(α(X, Y ), ξ) = Ω(AξX, Y ).
The symplectic curvature tensor of the symplectic connection ∇ of M reads:
R∇(X, Y ;Z, T ) = ω(R∇(X, Y )Z, T ) = ω((∇X∇Y −∇Y∇X −∇[X,Y ])Z, T )
= R∇˚(X, Y ;Z, T ) + ν(α(Y, Z), α(X, T ))− ν(α(X,Z), α(Y, T ))
(1.2)
where R∇˚ is the symplectic curvature of ∇˚ on P. From now on we consider
only embedded symplectic submanifolds of a symplectic vector space,
i.e. (P, ν) = (R2(n+p),Ω) where Ω is the standard symplectic form on
R
2(n+p) and ∇˚ is the standard flat symplectic connection on (R2(n+p),Ω).
In this case formula (1.2) becomes:
R∇(X, Y, Z, T ) = ν(α(Y, Z), α(X, T ))− ν(α(X,Z), α(Y, T )) (1.3)
Let x ∈ (R2(n+p),Ω) and letW be a 2n-dimensional symplectic vector subspace
of R2(n+p). We define the symmetry SWx at x, relative toW , as the affine symplectic
transformation of (R2(n+p),Ω) given by:
SWx y = S
W
x (x+ (y − x)) = x− p
W (y − x) + qW (y − x) = y − 2pW (y − x) (1.4)
where pW (resp. qW ) defines the projection of R2(n+p) on W (resp. W⊥) relative
to the decomposition R2(n+p) =W ⊕W⊥, where ⊥ means orthogonal with respect
to Ω. The symmetry SWx is involutive ((S
W
x )
2
= Id), fixes all points of the affine
subspace x +W⊥ and induces the usual symmetry of the affine subspace x +W
relative to x.
Definition 1.1. An embedded 2n-dimensional symplectic submanifold (M, ω, j)
of (R2(n+p),Ω), where j :M→ R2(n+p) is the embedding, will be called an extrinsic
symplectic symmetric space if for all x ∈ M, the symmetry STxMx stabilizes M
(i.e. STxMx M ⊂M).
We identify implicitly TxM with the symplectic subspace j∗TxM of (R
2(n+p),Ω).
The symmetry STxMx will, from now on, simply be denoted by Sx; its restriction
to M will be written sx; it is smooth since M is an embedded submanifold.
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Let ∇ be the symplectic connection on (M, ω) induced through the embed-
ding j by the standard flat symplectic connection ∇˚ on (R2(n+p),Ω). Since Sx is
symplectic and maps M into M we have
Sx∗yTyM = TSxyM Sx∗yTyM
⊥ = TSxyM
⊥,
and since Sx is an affine transformation of R
2(n+p):
Sx∗∇˚XY = ∇˚Sx∗X Sx∗Y ∀X, Y ∈ X(R
2(n+p)).
Projecting on the tangent space and on the normal space we have:
sx∗y∇XY = ∇sx∗yXsx∗Y ∀X, Y ∈ X(M),
Sx∗yαy(X, Y ) = αSx(y)
(
Sx∗yX,Sx∗yY
)
.
(1.5)
Hence the proposition (which justifies the terminology):
Proposition 1.2. Let (M, ω, j) be an extrinsic symplectic symmetric space. Then
for each point x ∈M, sx coincides with the geodesic symmetry at x. It is a global
involutive symplectic diffeomorphism of M, admitting x as isolated fixed point.
Hence (M, ω, s) is a symmetric symplectic space. The corresponding symmetric
connection is the induced symplectic connection ∇.
The symmetries Sx also stabilize the connection ∇˜ in the normal bundle and
hence the second fundamental form is parallel
∇˜Xα = 0. (1.6)
To a symmetric symplectic space (M, ω, s) one associates [8, 3] an algebraic
object called a symmetric triple. A symmetric triple is a triple (G, σ, µ) where G
is a real Lie algebra, σ is an involutive automorphism of G and µ is a Chevalley
2-cocycle of G with values in R for the trivial representation of G on R, with the
following properties
(a) G = K ⊕ P, σ|K = Id|K, σ|P = − Id|P
(b) The representation ad|P : K → EndP is faithful
(c) [P,P] = K
(d) ∀k ∈ K, µ(k, ·) = 0 and µ|P×P is symplectic.
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The symmetric triple associated to a symmetric symplectic space is built as follows:
G is the Lie algebra of the transvection group G of M (i.e. the subgroup of the
affine symplectic group of (M, ω,∇) generated by products of an even number of
symmetries); σ is the differential at the identity of the involutive automorphism
of G which is the conjugation by smo (the symmetry at a base point mo of M); if
π : G→M : g 7→ g(mo), the Chevalley 2-cocycle is the pullback by the differential
π∗e (where e is the neutral element of G) of the symplectic 2-form ωmo . Remark
that K is the algebra of the stabilizer K of mo in G and that the differential π∗e
induces a linear isomorphism of P with TmoM.
In the situation we are interested in, the symmetric space (M, ω) is embedded in
a symplectic vector space (R2(n+p),Ω) and the symmetries sx of M are induced by
affine symplectic transformations Sx of R
2(n+p). We want to encode this additional
information. We assume that M is connected.
We define G1 to be the subgroup of the affine symplectic group of (R
2(n+p),Ω),
A(R2(n+p),Ω) := Sp(R2(n+p),Ω) ⋉ R2(n+p), generated by the products of an even
number of Sx for x ∈M .
Let X ∈ TmoM and let expmo tX be the corresponding geodesic of M. Consider
ψXt = Sexpmo
tX
2
Smo . (1.7)
It is a 1-parametric subgroup of the affine symplectic group A(R2(n+p),Ω) which
yields the parallel transport (both in the tangent and in the normal bundle to M)
along the geodesic of M defined by s→ expmo sX of a parametric distance t. The
restriction of ψXt toM is a 1-parametric group of transvections ofM. Let X˜ be the
affine symplectic vector field on R2(n+p) associated to ψXt (i.e. X˜u =
d
dt |0
ψXt (u));
remark that X˜mo = X . Let G1 be the subalgebra of the affine symplectic algebra
A(R2(n+p),Ω) := sp(R2(n+p),Ω) ⋉ R2(n+p) of (R2(n+p),Ω) generated by the X˜ ’s.
Then G1 is the connected Lie subgroup of the affine symplectic group with algebra
G1. The group G1 stabilizes M and the homomorphism G1 → DiffM : g 7→ g|M
has for image the transvection group G of M.
We define σ˜1 to be the involutive automorphism of G1 given by conjugation by
the symmetry Smo and σ1 to be the automorphism of G1 given by its differential.
Remark that SmoψtSmo = ψ−t, hence σ1(X˜) = −X˜ .
Consider π1 : G1 →M : g1 7→ g1(mo); let K1 be the stabilizer of mo in G1 and
let Gσ˜11 be the group of fixed points of σ˜1. Then
g1 ∈ G
σ˜1
1 ⇒ g1(mo) = Smog1Smo(mo) = Smog1(mo)
implies that g1(mo) is a fixed point of smo , hence G
σ˜1
1 (0), the connected component
of Gσ˜11 , is contained in K1. On the other hand:
g1 ∈ K1 ⇒ Smog1Smo(mo) = mo and (Smog1Smo)∗mo = g1∗mo
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since g1∗mo stabilizes TmoM and TmoM
⊥. Hence K1 ⊂ G
σ˜1
1 because an affine
transformation of R2(n+p) is determined by its 1-jet at any point.
Let K1 be the Lie algebra of K1; the above shows that K1 = {X ∈ G1 | σ1X = X}.
Define P1 = {X ∈ G1 | σ1X = −X}). Clearly
G1 = K1 + P1.
The map π1∗ Id : G1 → TmoM induces a linear isomorphism of P1 with TmoM.
Hence P1 = {X˜ ∈ G1 |X ∈ TmoM }. Remark that π1∗ Id(A, a) = Amo + a for
(A, a) ∈ G1 ⊂ sp(R2(n+p),Ω)⋉R2(n+p). To summarize the above:
Lemma 1.3. To an extrinsic symplectic symmetric space (M, ω, j), one associates
(having chosen a basepoint mo) a subalgebra G1 of the symplectic affine algebra
A(R2(n+p),Ω), stable under σ1, the conjugation by Smo∗ = − Id|TmoM ⊕ Id|TmoM⊥
,
so that, writing
G1 = K1 ⊕P1 with σ1|K1 = Id|K1 and σ1|P1 = − Id|P1
we have [P1,P1] = K1 and there is a bijective linear map λ : TmoM→ P1 so that,
if λ(x) = (A(x), a(x)) ∈ sp(R2(n+p),Ω) ⋉ R2(n+p) then A(x)mo + a(x) = x ∀x ∈
TmoM.
Definition 1.4. Two extrinsic symplectic symmetric spaces (M, ω, j), (M′, ω′, j′)
of (R2(n+p),Ω) will be called isomorphic if there exists an element Φ of the affine
symplectic group A(R2(n+p),Ω) such that Φ ◦ j = j′
Without any loss of generality, since we can compose the embedding j :M→
R
2(n+p) with any symplectic affine transformation of R2(n+p) to get a new iso-
morphic extrinsic symmetric space, we may assume that the embedded symmetric
space (M, ω) contains the origin 0 of R2(n+p) and that the tangent space T0M coin-
cides with the symplectic subspace R2n of R2(n+p) spanned by the 2n first basis vec-
tors. We shall choose mo = 0 as basepoint forM. Then S0 identifies with S0∗. We
also choose a symplectic basis adapted to the decomposition R2(n+p) = R2n +R2p.
Then π1∗ Id : G1 ⊂ A(R
2(n+p),Ω) = sp(n + p)⋉R2(n+p) → TmoM reads:
π1∗(Y, y) = y. (1.8)
The affine symplectic algebra A(R2(n+p),Ω) has Lie bracket given by
[(Y, y), (Y ′, y′)] = ([Y, Y ′], Y y′ − Y ′y) . (1.9)
An element (Y, y) ∈ P1 has the property
S0(Y, y)S0 = (S0Y S0, S0y) = −(Y, y) (1.10)
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hence S0Y S0 = −Y and y ∈ R
2n.
Thus, there exists a linear map Λ : R2n → sp(n+ p) such that
P1 = {(Λ(x), x) | x ∈ R
2n, S0Λ(x)S0 = −Λ(x)} (1.11)
In our chosen basis {eα;α ≤ 2n} of R2n and {fi; i ≤ 2p} of R2p, the matrix of Ω
reads
Ω =
(
ω0 0
0 ΩN0
)
(1.12a)
and the matrix of S0 is
S0 =
(
− Id2n 0
0 Id2p
)
(1.12b)
so that the matrix of Λ(x) is of the form
Λ(x) =
(
0 Λ1(x)
Λ′1(x) 0
)
(1.12c)
with
tΛ1(x)ω0 + Ω
N0Λ′1(x) = 0 (1.12d)
The algebra G1 is given by G1 = P1 ⊕ [P1,P1]. Since [P1,P1] = K1 and since, by
equation (1.8) K1 ⊂ (sp(n + p), 0) we have:
Λ(x)y − Λ(y)x = 0 x, y ∈ R2n. (1.13)
Finally, [K1,P1] ⊂ P1 implies:
Λ([Λ(x),Λ(y)]z) = [[Λ(x),Λ(y)],Λ(z)] x, y, z ∈ R2n (1.14)
Lemma 1.5. Let (M, ω, j) be a 2n-dimensional extrinsic symplectic symmetric
subspace of (R2(n+p),Ω) such that 0 ∈M and T0M = R2n.
Then one can associate to (M, ω, j) a linear map Λ : R2n → sp(n + p) such that
(1.12) S0Λ(x)S0 = −Λ(x) ∀x ∈ R2n
(1.13) Λ(x)y − Λ(y)x = 0 ∀x, y ∈ R2n
(1.14) Λ([Λ(x),Λ(y)]z) = [[Λ(x),Λ(y)],Λ(z)] ∀x, y, z ∈ R2n
Given two isomorphic extrinsic symmetric spaces (M, ω, j), (M′, ω′, j′) one
can construct two other isomorphic spaces (M, ω, j1), (M
′, ω′, j′1) having the ad-
ditional property that they both contain the origin and that the tangent space at
the origin is R2n. Finally the isomorphism Φ1 between these two spaces can be
modified (by composing if necessary with an element of the group G′1) in such a
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way that Φ1(0) = 0. In the basis of R
2(n+p) already described, the element Φ1 of
Sp(n + p) has matrix of the form
Φ1 =
(
A 0
0 B
)
A ∈ Sp(n), B ∈ Sp(p)
As Φ1◦j1 = j′1 we have exp
′
mo′=0
t
2
Φ1X = Φ1 expmo=0
t
2
X (X ∈ R2n) and the group
G′1 = Φ1G1Φ
−1
1 . Hence
Lemma 1.6. Let (M, ω, j), (M′, ω′, j′) be isomorphic 2n-dimensional extrinsic
symmetric spaces containing the origin 0 and having R2n as tangent space at 0.
Then there exists an element Φ1 ∈ Sp(n) × Sp(p) such that the associated linear
maps Λ andΛ′ : R2n → sp(n+ p) are related by
Λ′(Φ1(x)) = Φ1Λ(x)Φ
−1
1 x ∈ R
2n (1.15)
Conversely given a linear map Λ : R2n → sp(n+ p) satisfying properties (1.12,
1.13, 1.14) of lemma 1.5 one can reconstruct a subalgebra G1 of A(R2(n+p),Ω) by
G1 = P1 ⊕K1 P1 = {(Λ(x), x) | x ∈ R
2n} K1 = {([Λ(x),Λ(y)], 0) | x, y ∈ R
2n}.
One considers the connected Lie subgroup G1 of the affine symplectic group
A(R2(n+p),Ω) with Lie algebra G1 and the orbit M of 0 in R2n+2p under the action
of G1, M = G1(0); the isotropy of 0 is a Lie subgroup K1 with algebra K1. This
orbit is a symmetric symplectic space and is an extrinsic symmetric space if the
orbit is embedded.
Lemma 1.7. Given a linear map Λ : R2n → sp(n + p) as in lemma 1.5, it
determines a connected Lie subgroup G1 of the affine symplectic group. The orbit
of the origin under G1 has a structure of symplectic symmetric space and is an
extrinsic symmetric symplectic space if the orbit is an embedded submanifold.
To conclude this paragraph let us relate the linear map Λ to the geometrical
properties of (M, ω). Let x ∈ R2n and let X = (Λ(x), x) be the corresponding
element of P1. The associated fundamental vector field X∗ on R2(n+p) is given by
X∗u =
d
dt |0
exp−t(Λ(x), x) u
=
d
dt |0
(
e−tΛ(x),
e−tΛ(x) − 1
Λ(x)
x
)
u =
d
dt |0
(
e−tΛ(x)u+
e−tΛ(x) − 1
Λ(x)
x
)
= −Λ(x)u− x
In particular X∗0 = −x. The second fundamental form at 0 now reads:
α0(x, x
′) = α0(X
∗
0 , X
′∗
0 ) = q0∇˚(−Λ(x)0−x)(−Λ(x
′)v − x′) = q0Λ(x
′)x = Λ(x′)x.
(1.16)
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The symplectic curvature tensor at 0 can be expressed using (1.3), (1.12a) and
(1.16)
R0(x, y, z, t) = Ω
N0(Λ(y)z,Λ(x)t)− ΩN0(Λ(x)z,Λ(y)t) = −ω([Λ(x),Λ(y)]z, t)
(1.17)
It is convenient to express in a slightly different way the map Λ, the curvature
and the second fundamental form. We use the basis {eα;α ≤ 2n; fi; i ≤ 2p} of
R
2(n+p) = R2n ⊕ R2p and the associated dual basis {f i; i ≤ 2p} of R2p, so that
Ω(f i, fj) = δ
i
j . Condition (1.12) allows us to write
Λ(x) =
2p∑
i=1
(Ci(x)⊗ f
i + f i ⊗ Ci(x)) (1.18)
where u := Ω(u, ·) and Ci(x) := Λ(x)fi. Condition (1.13) reads
Ω(Cix, y) = Ω(Λ(x)fi, y) = −Ω(fi,Λ(x)y) = −Ω(fi,Λ(y)x) = Ω(Ciy, x)
which says that ∀i ≤ 2p, Ci ∈ sp(n).
Remark that Ω(Cix, y) = −Ω(fi,Λ(x)y) = Ω(α(x, y), fi); this gives
Ci = Afi(0) (1.19)
so that the Ci define the shape operator at the base point. We also have
Λ(x) =
2p∑
i,k=1
ΩikN0(Cix⊗ fk + fk ⊗ Cix) (1.20)
where
∑
r Ω
N0
ir Ω
rk
N0 = δ
k
i . Hence :
α(x, y) =
2p∑
i,k=1
ΩikN0fkω(Cix, y), (1.21)
R(x, y)z =
2p∑
i,j=1
ΩjiN0 (ω(Ciy, z)Cjx− ω(Cix, z)Cjy) , (1.22)
R(x, y) =
2p∑
i,j=1
ΩjiN0
(
Cjx⊗ Ciy − Cjy ⊗ Cix
)
. (1.23)
Condition (1.14) becomes
2p∑
i,j=1
ΩjiN0 [ω(Cjy, z)ClCix− ω(Cjx, z)ClCiy]
=
2p∑
i,j=1
ΩjiN0 [ω(Cjy, Clz)Cix− ω(Cjx, Clz)Ciy
+ ω(Cjy, Clx)Ciz − ω(Cjx, Cly)Ciz] .
(1.24)
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Lemma 1.8. Let (V, ω) be a symplectic vector space of dimension 2n; let R ⊂
Λ2V ⋆ ⊗ S2V ⋆ be the space of algebraic symplectic curvature tensors on (V, ω):
R = {R ∈ Λ2V ⋆ ⊗ S2V ⋆ | +
X,Y,Z
R(X, Y, Z, T ) = 0 ∀X, Y, Z, T ∈ V }.
Let L = sp(V,Ω) ≃ sp(n,R). Then the linear map ϕ : Λ2L → R defined by
ϕ(A ∧ B)(X, Y, Z, T ) = ω(BY, Z)ω(AX, T )− ω(AY, Z)ω(BX, T )
− ω(BX,Z)ω(AY, T ) + ω(AX,Z)ω(BY, T ) (1.25)
is a Sp(n,R) equivariant linear isomorphism. Furthermore the map
ψ : Λ2L → L : A ∧ B 7→ [A,B]
is also Sp(n)-equivariant. If n ≥ 2, the space R is the sum of two irreducible
Sp(n,R) modules, R = E ⊕W, where E is the space of curvature tensors of Ricci
type. Then kerψ = ϕ−1(W).
Proof. The map ϕ is well defined; indeed if
A′ = aA+ bB B′ = cA + dB ad− bc = 1
ϕ(A ∧ B) = ϕ(A′ ∧ B′); also ϕ(A ∧ B) = −ϕ(B ∧ A). One checks that ϕ(A ∧ B)
belongs to R and
ϕ(SAS−1 ∧ SBS−1)(X, Y, Z, T ) = ϕ(A ∧B)(S−1X,S−1Y, S−1Z, S−1T )
= (Sϕ(A ∧ B))(X, Y, Z, T )
Furthermore
ricϕ(A∧B)(X, Y ) = Tr[Z 7→ ϕ(A ∧ B)(X,Z)Y ] = −ω([A,B]X, Y )
This implies that ϕ(Λ2L) ⊃ E ; also if n ≥ 2 one constructs an example of A,B ∈
sp(n,R) such that ϕ(A ∧ B) 6= 0 and [A,B] = 0. Hence ϕ(Λ2L) ⊃ W and ϕ is
surjective. Equality of dimension implies that it is a linear isomorphism.
From (1.22) and (1.25) one sees that
ϕ−1R =
1
2
ΩjiCi ∧ Cj (1.26)
The left hand side of (1.24) is −ClR(x, y)z; the two first terms of the right hand
side are −R(x, y)Clz; the last two terms depend only on ϕ−1R. Hence we have
Lemma 1.9. The relation (1.14) of lemma 1.5 is a condition depending only on
curvature.
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2 A family of examples
We consider a symplectic submanifold of (R2(n+p),Ω) which is the set of common
zeros of 2p polynomials of degree 2. More precisely, let {Xi = (Ai, ai); i ≤ 2p} be a
2p-dimensional subalgebra of the affine symplectic algebra. IfX⋆i are the associated
fundamental vector fields on R2p (i.e. X⋆i (x) =
d
dt |0
exp(−tXi) · x = −(Aix + ai)),
the corresponding hamiltonians Fi (functions so that ı(X
⋆
i )Ω = dFi) can be chosen
to be :
Fi(x) =
1
2
Ω(x,Aix)− Ω(ai, x). (2.1)
The set Σ = {x |Fi(x) = 0; i ≤ 2p} is a 2n-dimensional embedded symplectic
submanifold if ∀x ∈ Σ, the subspace of TxR
2(n+p) spanned by the X⋆i (x) is a
2p-dimensional symplectic subspace. Indeed, in this case the map
Φ : R2(n+p) → R2p : x 7→ (F1(x), . . . , F2p(x))
is a submersion at all x ∈ Σ because
Φ∗x(X
⋆
j ) =
2p∑
k=1
Ω(X⋆k(x), X
⋆
j (x))∂k.
The condition that the matrix Ω(X⋆k(x), X
⋆
j (x)) has rank 2p reads
Ω(X⋆j (x), X
⋆
k(x)) = Ω(Ajx+ aj , Akx+ ak)
=
1
2
Ω(x, [Ak, Aj]x)− Ω(Akaj − Ajak, x) + Ω(aj , ak)
and since the Xi span an algebra
[Xi, Xj] = ([Ai, Aj], Aiaj − Ajai) =
∑
k
ckij(Ak, ak)
we have, when x ∈ Σ,
Ω(X⋆j (x), X
⋆
k(x)) =
∑
l
clkjFl(x) + Ω(aj , ak) = Ω(aj , ak). (2.2)
The assumption is thus that the 2p×2p matrix ΩN0jk := Ω(aj , ak) has rank 2p. The
normal space to Σ at x, N xΣ is spanned by the X⋆i (x); in particular the normal
space at the origin is spanned by {ai; i ≤ 2p}. The connection induced on Σ by
the flat connection ∇˚ on R2(n+p) is :
∇XY = ∇˚XY −
∑
i,j
ΩijN0Ω(∇˚XY,X
⋆
i )X
⋆
j
= ∇˚XY −
∑
i,j
ΩijN0Ω(Y,AiX)X
⋆
j
(2.3)
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if X, Y ∈ X(Σ) and ΩikN0Ω
N0
kj = δ
i
j . Its curvature at x is given by :
Rx(X, Y ) =
∑
i,j
ΩijN0(pxAjY ⊗ pxAiX + pxAiX ⊗ pxAjY ) (2.4)
where px is the symplectic orthogonal projection on TxΣ and u = Ω(u, ·). The
expression of the covariant derivative of the curvature involves the covariant deriva-
tive of the following endomorphisms
∇T (Ai(·)−
∑
j,k
ΩkjN0Ω(Ai(·), X
⋆
k)X
⋆
j )|x =
∑
j,k
ΩkjN0(pxAjT⊗pxAiX
⋆
k+pxAiX
⋆
k⊗pxAjT ).
It vanishes identically if ∀ i, k, (AiX⋆k)(x) belongs to NxΣ. This is the case if there
exist some constants Bkij such that:
AiX
⋆
j =
∑
k
BkijX
⋆
k (2.5)
which yield
AiAj =
∑
k
BkijAk (2.6a)
Aiaj =
∑
k
Bkijak. (2.6b)
Remark that the Ai ∈ sp(n + p) stabilize N 0Σ which is the space spanned by
{ ai; i ≤ 2p }, and thus stabilize also (N 0Σ)⊥ = T0Σ. We denote Ai|N0Σ =: Bi and
Ai|T0Σ =: Ci.
We now prove that the 2n-dimensional submanifolds Σ constructed above are
extrinsic symmetric spaces by showing that for any x, y ∈ Σ, Sxy belongs to Σ:
Fi(Sxy) =
1
2
Ω(Sxy, AiSxy)− Ω(ai, Sxy)
=
1
2
Ω(y − 2px(y − x), Ai(y − 2px(y − x)))− Ω(ai, y − 2px(y − x))
=
1
2
Ω(y, Aiy)− Ω(ai, y)− Ω(px(y − x), Aiy)− Ω(y, Aipx(y − x))
+ 2Ω(px(y − x), Aipx(y − x)) + 2Ω(ai, px(y − x))
= Fi(y)− 2Ω(px(y − x), Aiy) + 2Ω(px(y − x), Ai(px(y − x) + qx(y − x))
+ 2Ω(ai, px(y − x))− 2Ω(px(y − x), Aiqx(y − x))
= Fi(y)− 2Ω(px(y − x), Aiy −Ai(y − x) + ai))
= Fi(y) + 2Ω(px(y − x),−Aix− ai) = Fi(y).
since Aiqx(·) is in N xΣ so that Ω(px(·), Aiqx(·)) = 0. Hence:
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Theorem 2.1. Let {Xi = (Ai, ai); i ≤ 2p} be 2p elements of the affine symplectic
algebra A(R2(n+p),Ω) such that
1. {ai; i ≤ 2p} span a 2p-dimensional symplectic subspace of R2(n+p)
2. there exist constants Bkij so that
∀i, j, AiAj =
∑
k
BkijAk and Aiaj =
∑
k
Bkijak.
Then
Σ := { x ∈ R2(n+p) |Fi(x) :=
1
2
Ω(x,Aix)− Ω(ai, x) = 0 ∀i ≤ 2p }
is a 2n-dimensional extrinsic symmetric symplectic space in R2(n+p). This space
has zero curvature if and only if the element
∑
ij Ω
ij
N0
Ci∧Cj of Λ2(sp(n)) vanishes,
where ΩN0ij := Ω(ai, aj),
∑
j Ω
ij
N0
ΩN0jk = δ
i
k and where Ci = Ai|T0Σ.
We shall now exhibit a few properties of the Ai’s. We have
AiAj + AjAi =
∑
k
(Bkij +B
k
ji)Ak.
The left hand side is antisymplectic and the right hand side is symplectic, hence
they both vanish
AiAj + AjAi = 0
∑
k
(Bkij +B
k
ji)Ak = 0. (2.7)
This shows in particular that
AiAjAk = 0 ∀i, j, k. (2.8)
The Bi := Ai|N0Σ satisfy BiBj =
∑
k B
k
ijBk hence B(u)B(v) = B(B(u)v) if
B(u) =
∑
i u
iBi for u =
∑
i u
iai. On the other hand, each Bi is in sp(N0Σ,ΩN0):
Ω(Biaj , ak) = Ω(Aiaj , ak) = −Ω(aj , Aiak) = −Ω(aj , Biak). (2.9)
Hence there is an associative structure on R2p := N0Σ (which is the space spanned
by { a1, . . . , a2p }) defined by
u • v := B(u)v
so that ΩN0(B(u)v, w) + ΩN0(v, B(u)w) = 0 ∀u, v, w.
An example of such an associative structure is given as follows. If we choose a basis
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{ gi i ≤ 2p } of N0Σ relative to which the matrix of ΩN0 reads
(
0 Idp
− Idp 0
)
we
can define u • v = B(u)v where
B(gk) = 0 and B(gp+k) =
(
0 Dk
0 0
)
with Dk =
tDk ∀1 ≤ k ≤ p.
Lemma 2.2. If AiAj = 0 ∀i, j, the symmetric space depends only on the re-
strictions Ci := Ai|T0Σ where T0Σ = (N 0Σ)
⊥ and N 0Σ is the space spanned by
{ ai; i ≤ 2p }. More precisely, we have:
Let B : R2p → sp(p) and C : R2p → sp(n) be maps such that for all ξ, η ∈ R2p
B(B(ξ)η) = B(ξ)B(η) and C(B(ξ)η) = C(ξ)C(η) = 0.
Let M and N be the sets
M =
{
(x, u) ∈ R2n × R2p
∣∣∣∣ 12 Ω(x, C(ξ)x) + 12 Ω(u,B(ξ)u)− Ω(u, ξ) = 0 ∀ξ ∈ R2p
}
N =
{
(x, u) ∈ R2n × R2p
∣∣∣∣ 12 Ω(x, C(ξ)x)− Ω(u, ξ) = 0 ∀ξ ∈ R2p
}
.
Then M = N.
Proof. We first observe, as in (2.8), that B(ξ)B(η)B(ζ) = 0 for all ξ, η, ζ . Indeed,
since
B(ξ)B(η) +B(η)B(ξ) = B(B(ξ)η +B(η)ξ)
the right-hand side is both symplectic and antisymplectic, and thus vanishes. This
shows that the B’s anticommute. But then we have
B(ξ)B(η)B(ζ) = −B(η)B(ξ)B(ζ) = B(η)B(ζ)B(ξ)
= B(B(η)ζ)B(ξ) = −B(ξ)B(B(η)ζ) = −B(ξ)B(η)B(ζ)
hence the result.
Now if (x, u) is in M, then for all ξ, η we have
Ω(B(ξ)u, η) = −Ω(u,B(ξ)η)
= −
1
2
Ω(x, C(B(ξ)η)x)−
1
2
Ω(u,B(B(ξ)η)u)
= −
1
2
Ω(u,B(ξ)B(η)u)
=
1
2
Ω(B(ξ)u,B(η)u).
14
Replacing η with B(η)u, the above calculation gives
Ω(B(ξ)u,B(η)u) =
1
2
Ω(B(ξ)u,B(B(η)u)u)
which is zero because B(ξ)B(η)B(u) is zero. But this was the last term of the
previous equation which holds for all η, hence B(ξ)u = 0. In particular this means
that (x, u) is in N.
Conversely, if (x, u) is in N, we do the same calculation and get immediately
Ω(B(ξ)u, η) = −Ω(u,B(ξ)η) = −
1
2
Ω(x, C(B(ξ)η)x) = 0
hence B(ξ)u = 0, thus (x, u) is in M.
Lemma 2.3. If the Ai’s are linearly independent, then necessarily AiAj = 0 ∀i, j.
Proof. If the Ai’s are linearly independent, then we have
Bkij +B
k
ji = 0
On the other hand if we write:
Bijk =
∑
l
BlijΩ
N0
lk (2.10)
Bijk is symmetric in the last pair of indices (since Bi ∈ Sp(R2p,ΩN0). Being anti-
symmetric in the first pair of indices and symmetric in the last pair, it is identically
zero.
If CiCj = 0 ∀i, j, then Im := ⊕
2p
i=1 Im(Ci) is included in K := ∩
2p
i=1Ker(Ci)
and Ω(Im,K) = 0. There is thus a Lagrangian subspace containing Im and
contained in K. In an adapted basis, we have
Ci =
(
0 C˜i
0 0
)
with C˜i =
t
C˜i, ∀i ≤ 2p. (2.11)
This is realizable with linearly independent Ci’s if 2p ≤
n(n+1)
2
.
When AiAj = 0 ∀i, j, we may choose {ai; i ≤ 2p} as a basis of R2p and write
an element x ∈ R2(n+p) = R2n ⊕⊥ R2p, x = y+ u. The functions defining Σ can be
chosen in view of Lemma 2.2 to have the special form:
Fi(x = y + u) =
1
2
ω(y, Ciy)− Ω(ai, u) (2.12)
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Thus Σ is a graph of a function R2n → R2p and in particular is diffeomorphic to
R
2n.
Remark that there exist solutions where the AiAj’s and even the CiCj’s are
not all zero. For instance, on R8 = R4 ⊕ R4 with the symplectic structure
Ω =


0 I2 0 0
−I2 0 0 0
0 0 0 I2
0 0 −I2 0

 .
one can define
A1 = 0 A2 =


0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


A3 =


0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


A4 =


0 0 0 1 0 0 0 0
−1 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


then A3A4 = −A4A3 = A2 and all other products vanish.
3 The algebraic equations on Λ
We have seen that one can associate to a 2n-dimensional extrinsic symmetric
space (M, ω) embedded symplectically in (R2(n+p),Ω) in such a way that 0 ∈ M
and T0M = R
2n, a linear map Λ : R2n → sp(n+ p) such that; ∀x, y, z ∈ R2n:
S0Λ(x)S0 = −Λ(x) (1.12) Λ(x)y = Λ(y)x (1.13) and
Λ([Λ(x),Λ(y)]z) = [[Λ(x),Λ(y)],Λ(z)] (1.14).
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Equivalently, one can consider a linear map
C : R2p → sp(n) fi 7→ Ci
where the fi(i ≤ 2p) form a basis of R2p = T0M⊥, so that :
2p∑
i,j=1
ΩjiN0 [ω(Cjy, z)ClCix− ω(Cjx, z)ClCiy]
=
2p∑
i,j=1
ΩjiN0 [ω(Cjy, Clz)Cix− ω(Cjx, Clz)Ciy
+ ω(Cjy, Clx)Ciz − ω(Cjx, Cly)Ciz]
(1.24)
with ΩN0ij = Ω(fi, fj) and
∑
j Ω
ij
N0
ΩN0jk = δ
i
k.
Given Λ, the map C is defined by Cix = Λ(x)fi; given C the map Λ is given by
Λ(x) =
∑
ik
ΩikN0(Cix⊗ fk + fk ⊗ Cix). (1.20)
We have also seen that given such a Λ or C, one can construct a Lie subgroup G1
of the affine symplectic group and that the orbit G1(0) is an extrinsic symmetric
space if it is an embedded submanifold.
Lemma 3.1. The subspace of R2p spanned by {α0(x, y) | x, y ∈ R2n} is isotropic if
and only if the curvature R0 vanishes.
Proof. If the subspace spanned by the α(x, y) is isotropic R = 0 (using (1.3)).
Conversely if R = 0, using (1.3) one has
ν(α(x, t), α(y, z)) = ν(α(y, t), α(x, z)) = ν(α(t, y), α(z, x))
= ν(α(z, y), α(t, x)) = ν(α(y, z), α(x, t)) = 0
Lemma 3.2. The only flat extrinsic symmetric symplectic spaces are the graph of
quadratic polynomial functions R2n → R2p whose image is isotropic.
Proof. The extrinsic symmetric space is the orbit of the origin under the action of
the group generated by {et(Λ(x),x) | x ∈ R2n}. Since α(x, ·) = −
∑
i,k Ω
ki
N0fk ⊗ Cix
and the image of α is isotropic we have:
Λ(x)2 =
∑
ikrs
ΩikN0Ω
rs
N0ω(Cix, Crx)fk ⊗ fs
Λ(x)3 = 0
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and hence:
etΛ(x) − 1
Λ(x)
x = tx−
t2
2
∑
ki
ΩkiN0fkΩ(Cix, x)
which proves the lemma.
Theorem 3.3. Let {fi; i ≤ 2p} be a basis of (R
2p,ΩN0) and let {f i; i ≤ 2p} be the
dual basis (Ω(f i, fj) = δ
i
j). Let Ci, i ≤ 2p be 2p elements of the symplectic algebra
sp(n) so that
CiCj =
∑
k
BkijCk (3.1)
for some constants Bkij satisfying∑
r
BrijΩ
N0
rk +
∑
r
BrikΩ
N0
jr = 0. (3.2)
Then the Ci are a solution of (1.24); the corresponding group G1 is a nilpotent
subgroup of the affine symplectic group A2(n+p); the orbit of the origin 0 ∈ R2(n+p)
under this group is the connected component of 0 of the extrinsic symmetric space
Σ defined by :
Σ = { (x, u) ∈ R2(n+p) = R2n ⊕ R2p |
1
2
Ω(x, Cix) +
1
2
Ω(u,Biu)− Ω(fi, u) = 0 1 ≤ i ≤ 2p }. (3.3)
where Bi : R
2p → R2p is the linear symplectic map such that Bi(fj) =
∑
k B
k
ijfk.
Proof. The fact that such Ci’s give a solution of (1.24) is straightforward. Oberve
that, as before, all CiCj + CjCi vanish, so CiCjCk = 0 ∀i, j, k. One has
Λ(v) =
∑
i
(f i ⊗ Civ + Civ ⊗ f
i)
Λ(v)Λ(w) =
∑
ij
(Ω(Civ, Cjw)f
i ⊗ f j − ΩijN0Civ ⊗ Cjw)
Λ(v)Λ(w)Λ(x) = −
∑
ijk
(Ω(Civ, Cjw)Ω
jk
N0
f i ⊗ Ckx
+Ω(Cjw,Ckx)Ω
ij
N0
Civ ⊗ f
k)
Λ(v)Λ(w)Λ(x)Λ(y) =
∑
ijkr
Ω(Cjw,Ckx)Ω
ij
N0
ΩkrN0Civ ⊗ Cry)
Λ(v)Λ(w)Λ(x)Λ(y)Λ(z) =
∑
ijkrs
Ω(Cjw,Ckx)Ω
ij
N0
ΩkrN0Ω(Cry, Csz)Civ ⊗ f
s
= 0
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because
∑
j Ω(Civ, Cjw)Ω
jk
N0
= −
∑
jnB
n
jiΩ
jk
N0
Ω(Cnv, w) = −
∑
jnB
k
jiΩ
jn
N0
Ω(Cnv, w)
and
∑
jsB
s
jiB
j
klCs = CkClCi = 0 hence
∑
jk(Ω(Civ, Cjw)Ω
jk
N0
Ω(Ckx, Cry) = 0.
The algebra G1 = P1 +K1 ⊂ sp(n+ p)⋉ R2(n+p) is defined by
P1 = {(Λ(x), x) | x ∈ R
2n}
K1 = [P1,P1] = ([Λ(x),Λ(x
′)], 0) | x, x′ ∈ R2n}.
One sees that K1 is a 2-step nilpotent algebra and that G1 is nilpotent.
Since Λ(x)5 = 0, ∀x ∈ R2n the orbit of the origin under the action of the group
exp t(Λ(x), x) is the set of points (x˜(t), u˜(t)) = e
tΛ(x)−1
Λ(x)
x ∈ R2n ⊕ R2p with
x˜(t) = tx+
t3
6
(Λ(x))2x+
t5
5!
(Λ(x))4x
= tx−
t3
6
∑
ij
ΩijN0CixΩ(Cjx, x)) +
t5
5!
∑
ijkr
Ω(Cjx, Ckx)Ω
ij
N0
ΩkrN0CivΩ(Crx, x))
u˜(t) =
t2
2
Λ(x)x+
t4
4!
(Λ(x))3x
=
∑
i
f i[
t2
2
ω(Cix, x)−
t4
4!
∑
jk
(Ω(Cix, Cjx)Ω
jk
N0
Ω(Ckx, x)]
=
∑
i
f i[
t2
2
ω(Cix, x) +
t4
4!
∑
jkr
BrijΩ
jk
N0
(Ω(Crx, x)Ω(Ckx, x)]
Thus Ckx˜(t) = tCkx−
t3
6
∑
ij Ω
ij
N0
CkCixΩ(Cjx, x)) and
Ω(x˜(t), Ckx˜(t)) = t
2Ω(x, Ckx)−
t4
6
∑
ij
ΩijN0Ω(x, CkCix)Ω(Cjx, x)
−
t4
6
∑
js
ΩjsN0Ω(Cjx, Ckx)Ω(Csx, x).
Also Bku˜(t) =
t2
2
∑
ijrB
r
kjΩ
ij
N0
ω(Cix, x)fr and
Ω(u˜(t), Bku˜(t)) = +
t4
4
∑
sjr
ω(Crx, x)B
r
kjΩ
sj
N0
rω(Csx, x)
whereas
Ω(u˜(t), fk) =
t2
2
ω(Ckx, x) +
t4
4!
∑
jkr
BrkjΩ
js
N0
Ω(Crx, x)Ω(Csx, x)
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so that
1
2
Ω(x˜(t), Ckx˜(t)) +
1
2
Ω(u˜(t), Bku˜(t)) = Ω(fk, u˜(t)).
Hence the orbit G.0 coincides with the connected component of 0 of the surface
defined by (3.3), since this surface is an extrinsic symmetric symplectic space.
4 The situation in codimension 2
We prove:
Theorem 4.1. Let {f1, f2} be a symplectic basis of R2 (= R2p for p = 1) and let
{f 1, f 2} be the dual basis. Let Λ : R2n → sp(n+ 1) be defined by
Λ(x) =
2∑
i=1
f i ⊗ Cix+ Cix⊗ f
i
where C1, C2 are elements of sp(n). Assume the Ci’s obey the relations (1.24).
Then either Λ corresponds to a flat extrinsic symmetric space, or CiCj = 0 for all
i, j, hence Λ corresponds to extrinsic symmetric spaces described in theorem 3.3
(for vanishing B’s) .
Proof Let Cˆ be the subspace of sp(n) spanned by the elements C1 and
C2. If dim Cˆ ≤ 1, the curvature of the space associated to Λ is zero by lemma 3.1.
So assume from now on that dim Cˆ = 2. The rest of the proof is divided into a
sequence of lemmas.
Lemma 4.2. All elements C ∈ Cˆ are nilpotent.
Proof. Let us complexify R2n, and denote by V its complexification. We may
assume that (V, ω) is a complex symplectic vector space. Assume there exists
C ∈ Cˆ which is not nilpotent; hence C has non-zero eigenvalues. Let λ 6= 0 be an
eigenvalue such that |λ| is maximal; let x be an eigenvector and let y ∈ V be such
that ω(x, y) = 1.
In the case p = 1 the equations (1.24) can be written
C21x ◦ C2y − C1C2x ◦ C1y − C
2
1y ◦ C2x+ C1C2y ◦ C1x
+ ω((C1C2 + C2C1)y, x)C1 − 2ω(C
2
1y, x)C2 = 0
(a)
C2C1x ◦ C2y − C
2
2x ◦ C1y − C2C1y ◦ C2x+ C
2
2y ◦ C1x
+ 2ω(C22y, x)C1 − ω((C2C1 + C1C2)y, x)C2 = 0
(b)
20
where
u ◦ v
not
= u⊗ v + v ⊗ u
We can choose the basis {f1, f2} of R2 such that C = C1. Now
ω(C1x, y) = λω(x, y) = λ 6= 0
Hence we adjust f2 so that
ω(C2x, y) = 0
Then (a) becomes
λ2x ◦ C2y − C1C2x ◦ C1y − C
2
1y ◦ C2x+ λC1C2y ◦ x
+ ω(C2C1y, x)C1 + 2λ
2C2 = 0
(c)
Apply this endomorphism to x
− λC1C2x+ λC1yω(C2x, x)− C
2
1yω(C2x, x) + λ
2C2x
+ ω(C2C1y, x)C1x+ 2λC2x = 0
(d.i)
λ(3λ− C1)C2x− ω(C2x, x)C1(C1 − λ)y + λω(C2C1y, x)x = 0 (d.ii)
Pairing (d) with x gives:
4λ2ω(C2x, x) + 2λ
2ω(C2x, x) = 6λ
2ω(C2x, x) = 0
Hence
ω(C2x, x) = 0 (e)
Substituting in (d)
λ(3λ− C1)C2x− λω(C1C2x, y)x = 0
(3λ− C1)C2x = ω(C1C2x, y)x
(f)
But 3λ is not an eigenvalue of C1 by maximality; hence 3λ − C1 is invertible; on
the other hand
2λ(3λ− C1)
−1x
not
= u⇒ (3λ− C1)u = 2λx = (3λ− C1)x
2λ(3λ− C1)
−1x = x
Hence
2λC2x = ω(C1C2x, y)x (g)
Pairing with y gives
0 = ω(C1C2x, y)
21
hence C2x = 0 by (g). Substituting in (c) gives
x ◦ (λ+ C1)C2y + 2λC2 = 0 (h)
Apply this endomorphism to y
ω((λ+ C1)C2y, y)x+ (3λ+ C1)C2y = 0 (i)
Again −3λ is not an eigenvalue of C1 by maximality; i.e 3λ+ C1 is invertible. As
above we get
4λC2y + ω((λ+ C1)C2y, y)x = 0
4λ(λ+ C1)C2y + 2λω((λ+ C1)C2y, y)x = 0
(j)
where the second line in (j) is obtained from the first by miltiplication with (λ+C1).
Pairing with y gives:
6λω((λ+ C1)C2y, y) = 0
Hence by (i)
(3λ+ C1)C2y = 0
Hence C2y = 0; using (h) we have C2 = 0 which contradicts our assumption,
dim Cˆ = 2.
Lemma 4.3. Assume that all elements C ∈ Cˆ are nilpotent and that equations
(1.24) are satisfied. Assume there exists C1 ∈ Cˆ such that C
2
1 6= 0. Then for all
C ∈ Cˆ, kerC1 ⊂ kerC.
Proof. Let C2 be linearly independent of C1 and x ∈ kerC1. Then (a) gives:
− C1C2x ◦ C1y − C
2
1y ◦ C2x+ ω(C2C1y, x)C1 = 0 (k)
Apply this to y
−ω(C1y, y)C1C2x− 2ω(C1C2x, y)C1y − ω(C2x, y)C
2
1y = 0
Pairing with y:
−3ω(C1C2x, y)ω(C1y, y) = 0
As C1 6= 0, there exists a dense open set U in R2n such that ∀y ∈ U , ω(C1y, y) 6= 0;
thus ∀y ∈ U
ω(C1C2x, y) = 0
Thus ω(C1C2x, y) = 0 ∀y ∈ R
2n; hence:
C1C2x = 0
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Substituting in (k) gives:
C21y ◦ C2x = 0
As C21 6= 0, we can choose y such that C
2
1y 6= 0. Thus
C2x = 0
which proves the lemma.
Lemma 4.4. Assume there exists C1 ∈ Cˆ such that C21 6= 0 and that relations
(1.24) are satisfied. Then there is a 0 6= C2 ∈ Cˆ such that C22 = C2C1 = C1C2 = 0.
Proof. Choose C2 linearly independent of C1 and x such that C
2
1x = 0, C1x 6= 0.
Thus C1x ∈ kerC1 and by the previous lemma C2C1x = 0. Going back to (a):
− C1C2x ◦ C1y − C
2
1y ◦ C2x+ C1C2y ◦ C1x+ ω(C2C1y, x)C1 = 0 (l)
Apply this to x:
−ω(C1y, x)C1C2x−ω(C2x, x)C
2
1y+ω(C1x, x)C1C2y+ω(C2C1y, x)C1x = 0 (m)
Pairing with x;
ω(C2C1y, x)ω(C1x, x) = 0 (n)
Assume C1C2x 6= 0; then (n) implies ω(C1x, x) = 0. Pairing (m) with y gives:
−2ω(C1y, x)ω(C1C2x, y) = 0
As C1x 6= 0, there exists an open dense set of y’s such that ω(C1y, x) 6= 0; hence
for this open dense set ω(C1C2x, y) = 0, which contradicts our assumption. Hence
C1C2x = 0.
We may thus rewrite (l) as:
− C21y ◦ C2x+ C1C2y ◦ C1x = 0 (o)
Assume C1x and C2x are linearly independent. Then one checks that there exists
µ such that
C1C2y = µ(y)C2x C
2
1y = µ(y)C1x
Hence:
0 = ω(C21y, y) = µ(y)ω(C1x, y)
As C1x 6= 0, ω(C1x, y) 6= 0 on an open dense set; hence µ(y) = 0 everywhere
and C21y = 0, ∀y; hence C
2
1 = 0 a contradiction. Thus C1x and C2x are linearly
dependent.
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We can thus change basis in R2 (replace C2 by C2 + νC1) in such a way that
C2x = 0 (by assumption C1x 6= 0). Going back to (o) we have:
C1C2y ◦ C1x = 0
This implies C1C2y = 0, ∀y; hence C1C2 = 0. But
0 = ω(C1C2y, z) = ω(y, C2C1z)
implies C2C1 = 0. By C1C2 = 0 we have ImC2 ⊂ kerC1; by lemma 4.3, kerC1 ⊂
kerC2; hence C
2
2 = 0.
Lemma 4.5. Let C1, C2 be two linearly independent elements of Cˆ. Assume equa-
tion (1.24) is satisfied. Then for all C ∈ Cˆ, C2 = 0.
Proof. Assume C21 6= 0; let C2 be an element given by lemma 4.4 such that C
2
2 =
C2C1 = C1C2 = 0. Then relation (a) reads:
C21x ◦ C2y − C
2
1y ◦ C2x− 2ω(C
2
1y, x)C2 = 0
Apply this to y:
C21xω(C2y, y) + 3C2yω(C
2
1x, y)− C
2
1yω(C2x, y) = 0
Pairing with y:
4ω(C21x, y)ω(C2y, y) = 0
Choose x such that C21x 6= 0. Then an open dense set ω(C
2
1x, y) 6= 0. Hence
ω(C2y, y) = 0, ∀y. Hence by polarizing ω(C2y, z) = 0 ∀y, z and C2 = 0 a contra-
diction.
We can now complete the proof of the theorem. To do this we first prove that
Cˆ must contain an element of rank ≥ 2.
Let C1, C2 be a basis of Cˆ such that rkC1 = rkC2 = 1. Then (replacing if
necessary C1 and (or) C2 by −C1 (resp −C2) we have
C1 = x1 ◦ x1 C2 = x2 ◦ x2
and x1, x2 are linearly independent elements of R
2n. But then:
C1 + C2 = x1 ◦ x1 + x2 ◦ x2
and clearly the image of this operator has dimension 2.
Le us thus assume rkC1 ≥ 2. By lemma 4.5, ∀a, b ∈ R
(aC1 + bC2)
2 = 0
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Hence C21 = C
2
2 = C1C2 + C2C1 = 0. Thus equation (a) reads:
−C1C2x ◦ C1y + C1C2y ◦ C1x = 0
Choose x, y such that C1x and C1y are linearly independent. This is possible as
rkC1 ≥ 2. This implies the existence of k ∈ R such that:
C1C2x = kC1x = −C2C1x
Hence k is an eigenvalue of C2; but C2 is nilpotent; thus k = 0 and C2C1x = 0.
This is valid for all x; indeed if C1x = 0 it is true; and if C1x 6= 0, one chooses y
as above and come to the conclusion C2C1x = 0. So C2C1 = 0.
5 Quantization of a class of examples
Consider the extrinsic symmetric space Σ ⊂
(
V = R2(n+p) = R2n ⊕ R2p,Ω
)
de-
fined, as before by
Σ =
{
z = (x, u) ∈ V |Fi(z) =
1
2
Ω(x, Cix)− Ω(ai, u) = 0 1 ≤ i ≤ 2p
}
where Ci for 1 ≤ i ≤ 2p are elements in sp(R2n, ω0) such that CiCj = 0 ∀i, j, and
where {ai 1 ≤ i ≤ 2p} is a basis of R
2p.
We denote by ΩN0 the matrix of the restriction of Ω to R2p in the basis given by
the elements ak’s so that Ω
N0
ij := Ω(ai, aj) and ΩN0 its inverse matrix
The submanifold Σ is a graph; writing u =
2p∑
i=1
uiai we have:
Σ = {(x, u) ∈ R2n ⊕ R2p | uj =
1
2
∑
i
ΩjiN0 Ω(x, Cix)}
and we shall use x ∈ R2n as global coordinates on Σ.
Observe that we have two symplectic transverse foliations onV. One defined by
the involutive distribution N spanned by the vector fields (XFi)(x,u) = (−Cix,−ai)
(which commute) and the other defined by N⊥Ω(x,u) for which the integral submani-
folds are
Σc = {z ∈ V |Fi(z) = ci 1 ≤ i ≤ 2p} for c ∈ R
2p.
We have a natural projection π of V on Σ = Σ0 along the integral submanifolds
of N . Observe that the integral curve of XFi with initial condition z = (x, u) is
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given by z(t) = (x− tCi(x), u− tai) and Fj(z(t)) = Fj(z)− tΩ
N0
ij . Hence π is given
by
π(x, u) = (x−
2p∑
i=1
(ui −
1
2
2p∑
j=1
ΩijN0 Ω(x, Cjx))Cix ,
1
2
∑
j,k
ΩkjN0 Ω(x, Cjx) ak)
We identify C∞(Σ) with the functions which are constant along the leaves of
N i.e.
C∞(Σ) ≃ π∗C∞(Σ) = {f ∈ C∞(V) |XFi(f) = 0 ∀1 ≤ i ≤ 2p}
The Poisson bracket of two functions on V is given by
{u , v}V =
∑
ij
Ωij∂iu∂jv (5.1)
where Ωij are the components of the inverse matrix Ω−1.
Given any point z = (x, u) in V, we have the splitting V ≃ T(x,u)V = N (x,u) ⊕⊥Ω
T(x,u)Σ
c for c = F (z). The Lie derivative of Ω in the direction of XFj vanishes:
LXFiΩ = 0. Hence
{π∗f˜ , π∗g˜}V = π
∗{f˜ , g˜}Σ ∀f˜ , g˜ ∈ C
∞(Σ). (5.2)
We consider the Moyal ⋆ product on (V = R2(n+p),Ω). It is explicitly given by
u ⋆ v =
∞∑
r=0
1
r!
(ν
2
)r
Cr(u, v) (5.3)
for u, v ∈ C∞(V)[[ν]], with
Cr(u, v) =
∑
i′s,j′s
Ωi1j1 · · ·Ωirjr∇ri1...iru∇
r
j1...jr
v. (5.4)
It is invariant under the affine symplectic group of (V,Ω). We have
XFi(u ⋆ v) = (XFiu) ⋆ v + u ⋆ (XFiv) ∀u, v ∈ C
∞(V)[[v]].
Hence
Proposition 5.1. A deformation quantization is induced on Σ from the Moyal
deformation quantization on V. The star product of two functions on Σ is the re-
striction to Σ of the Moyal star product of the pullback to V of those two functions
under the projection π along the integral submanifolds of N :
f˜ ⋆Σ g˜ = (π
∗f˜ ⋆ π∗g˜)|Σ ∀f˜ , g˜ ∈ C
∞(Σ)[[v]]
This star product on Σ is invariant under the action of the group of transvections.
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