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DYNAMICS OF THE SEGRE VARIETIES OF A REAL
SUBMANIFOLD IN COMPLEX SPACE
M. S. BAOUENDI, P. EBENFELT, AND LINDA PREISS ROTHSCHILD
1. Introduction
Let M ⊂ CN be a smooth (C∞) real submanifold of codimension d with 0 ∈
M . We choose smooth real-valued functions r = (r1, . . . , rd), with differentials
dr1, . . . , drd linearly independent at 0, so thatM is defined by r = 0 near the origin.
If the complex differentials ∂r1, . . . , ∂rd are also linearly independent at 0, then M
is called generic (near the origin). IfM is a real-analytic, generic submanifold, there
is a family of complex submanifolds of CN , called the Segre varieties associated to
M , which carry a great deal of information about the local geometry of M . The
Segre varieties have been used by many mathematicians to study mappings between
generic submanifolds. (See the end of this introduction for some specific references.)
In this paper, we shall consider an algebraic substitute for these varieties for the
case of smooth manifolds by introducing a formal mapping which, in the real-
analytic case, parametrizes the Segre varieties. Our main objective is to study
iterations of this mapping and relate these iterations to the local CR geometry of
the manifold.
If r is a local defining function of a smooth generic submanifold M as above,
then we denote by ρj(Z, Z¯) the Taylor series of rj at 0. We write ρ = (ρ1, . . . , ρd).
We consider ρj(Z, ζ) as a formal power series in the 2N indeterminates (Z, ζ). We
shall denote the ring of such power series with complex coefficients by C[[Z, ζ ]].
By a formal mapping F : (Ck, 0) → (Cp, 0), we shall mean a p-tuple F (x) =
(F1(x), . . . , Fp(x)), where x = (x1, . . . , xk), of formal power series Fj ∈ C[[x]]
without constant terms. The rank of F , RkF , is defined as the rank of the Jaco-
bian matrix ∂F/∂x regarded as a Kx-linear mapping K
k
x → K
p
x, where Kx denotes
the field of fractions of C[[x]]. Hence RkF is the largest integer s such that there
is an s× s minor of the matrix ∂F/∂x which is not 0 as a formal power series in x.
Let γ(ζ, t), where ζ = (ζ1, . . . ζN), t = (t1, . . . , tn), and n = N − d, be a formal
mapping (CN × Cn, 0)→ (CN , 0) such that
ρ(γ(ζ, t), ζ) = 0, rk
∂γ
∂t
(0, 0) = n.(1)
The existence of such γ(ζ, t) is a consequence of the formal implicit function theo-
rem and the fact that ∂Zρ1, . . . ∂Zρd are linearly independent at 0. We shall call a
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formal mapping γ(ζ, t) satisfying (1) a Segre variety mapping for the germ of M at
0. Recall that if M is real-analytic, in which case we may assume that the formal
series ρj(Z, ζ) are convergent, then the Segre variety of M at p, for p near 0, is the
complex n-dimensional submanifold defined by the equation ρ(Z, p¯) = 0. Hence,
in this case, γ(ζ, t) satisfying (1) can be chosen to be convergent, and the mapping
t 7→ γ(ζ, t), for t near 0 ∈ Cn, parametrizes the Segre variety of M at ζ¯ .
We define a sequence of formal mappings vj : (Cnj , 0) → (CN , 0), called the
iterated Segre mappings of M at 0 (relative to γ), inductively as follows:
v1(t1) := γ(0, t1),
vj+1(t1, . . . , tj+1) := γ(v¯j(t1, . . . , tj), tj+1).
(2)
Recall that M is said to be of finite type at 0 (in the sense of Kohn [K72] and
Bloom–Graham [BG77]) if the Lie algebra gM generated by the (1, 0) and the (0, 1)
vector fields tangent to M span CT0M , the complexified tangent space of M at
0 (see e.g. [BER99a], Chapter I). The following is one of the main results of this
paper.
Theorem 1.1. Let M ⊂ CN be a smooth generic submanifold of codimension d
with 0 ∈ M , and let γ(ζ, t) be a Segre variety mapping of M at 0. Let vj, j ≥ 1,
be the iterated Segre mappings of M at 0 relative to γ. Then the rank Rk vj is an
increasing function of j and is independent of the choice of the holomorphic coor-
dinates Z, the defining function r, and the Segre variety mapping γ. In addition,
there exists an integer k0, 1 ≤ k0 ≤ d + 1, such that Rk v
j = Rk vj+1 for j ≥ k0,
and if k0 > 1, then Rk v
j < Rk vj+1 for 1 ≤ j ≤ k0 − 1. Moreover, the following
are equivalent:
(i) M is of finite type at 0.
(ii) Rk vk0 = N .
For p ∈ M , we denote by gM (p) the subspace of CTpM obtained by evaluating
the vector fields in gM at p. We shall prove the following result, which is more
general than the equivalence of (i) and (ii) in Theorem 1.1.
Theorem 1.2. Let M ⊂ CN be a smooth generic submanifold of codimension d
through the origin, with γ, vj, and k0 as in Theorem 1.1. Let e = 2N − d −
dimC gM(0). Then,
Rk vk0 = N − e.(3)
We also have the following result.
Theorem 1.3. Let M ⊂ CN be a smooth generic submanifold of codimension d
through the origin, with γ, vj, and k0 as in Theorem 1.1, and e as in Theorem 1.2.
Then there exist formal power series f1, . . . , fe ∈ C[[Z]] such that
(i) df1(0), . . . , dfe(0), dr1(0), . . . , drd(0) are linearly independent, where r1, . . . , rd
are defining functions for M near 0.
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(ii) fk ◦ v
j = 0, for k = 1, . . . , e and j = 1, 2, . . . .
We would like to point out that ifM is a real-analytic generic submanifold, then
one can choose the Segre variety mapping γ to be holomorphic in a neighborhood
of 0. Hence, the iterated Segre mappings vj are holomorphic. Also, in this case,
the power series f1, . . . , fe in Theorem 1.3 may be chosen to be convergent near
0. The real submanifold in M defined by f1 = · · · = fe = r1 = · · · = rd = 0
is the local CR orbit of 0 in M , and the complex submanifold in CN defined by
f1 = · · · = fe = 0 is its intrinsic complexification. (The reader is referred e.g. to
[BER99a], Chapter I, for the definition of the intrinsic complexification of a real-
analytic CR submanifold, and to [BER99a], Chapter IV, for the definition of the
local CR orbit.)
A smooth real submanifold M ⊂ CN , defined locally near p0 ∈ M by r1 =
· · · = rd = 0, is said to be CR (near p0) if the rank of the complex differentials
∂r1, . . . , ∂rd is constant onM (near p0). A real-analytic CR submanifold is generic
as a real submanifold of its intrinsic complexification (see [BER99a], Corollary
1.8.10), and hence Theorems 1.1–1.3 also imply directly results for real-analytic
CR submanifolds. A merely smooth CR submanifold need not be contained in any
proper complex submanifold, however, a formal version of such an inclusion may
be given in this case. (See §2 and Remark 5.4.) Analogs of Theorems 1.1–1.3 can
be formulated in this context, but we shall not do so here.
As mentioned above, in the real-analytic case, the use of Segre varieties for the
study of mappings of hypersurfaces and generic submanifolds has a long history.
In particular we cite here the work of Webster [W77], Diederich-Webster [DW80],
Baouendi-Jacobowitz-Treves [BJT85], Diederich-Fornaess [DF88], Baouendi-Roth-
schild [BR88], Forstneric [F89], Huang [H94].
The iterated Segre mappings vj in the real-analytic case were introduced, with a
special choice of coordinates (so-called canonical coordinates) and a special choice
of Segre variety mapping in [BER96]. In that paper, the image of the mapping vj
was called the jth Segre set, and the existence of an integer k0 such that (3) holds
was established. Also, for M merely smooth, the existence of the integer k0 such
that (i) implies (ii) in Theorem 1.1 can be deduced from [BER96] by again using
the special canonical coordinates mentioned above (see [BER99b] and [BER99c]).
However, the results in Theorem 1.1, even in the case where M is real-analytic, are
sharper than those mentioned above. We should emphasize here that the proofs
in this paper are new, even in the real-analytic case, and the approach here is
more elementary than that in [BER96]; in particular, the proofs in this paper do
not assume the existence of canonical coordinates. The results in Theorems 1.1–
1.3 above follow from a more general statement, Theorem 2.3 below, concerning
formal manifolds. All the results are thus reduced to questions about ideals and
their derivations in the ring of formal power series.
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The iterated Segre mappings, in the real-analytic and algebraic cases, have played
a crucial role in recent work on mappings between generic submanifolds. We men-
tion here work of Zaitsev [Z97]–[Z99], joint work of the first and third authors with
Zaitsev [BRZ00], Mir [Mi00a]–[Mi00b], as well as work of the authors [BER96],
[BER98], [BER99b], [BER99c]. We should also mention the work of Christ–Nagel–
Stein–Wainger [CNSW99] in which the ranks of iterated real mappings are related
to curvature and finite type conditions in a very different context. Finally, we note
that in the real-analytic case another approach to the construction of a sequence
of mappings vj for which the identity (3) holds for some k0 was given by Merker
[Me99].
The authors are grateful to Dmitri Zaitsev for showing us a simple proof of
Nagano’s theorem, which was adapted to the formal case in the proof of Proposition
5.1.
2. Preliminaries and reformulation of the main results for formal
manifolds
In this section, we shall give some preliminary material on formal manifolds and
their mappings. As in the introduction, we let C[[x]] denote the ring of formal power
series in x = (x1, . . . , xk), and Kx the field of fractions of C[[x]]. An ideal I ⊂ C[[x]]
is called a manifold ideal if, for some choice of generators f1, . . . , fd of I, the vectors
∂f1/∂x(0), . . . , ∂fd/∂x(0) are linearly independent in C
k. (Observe that any other
minimal set of generators of I must have d elements whose differentials at the origin
are linearly independent.) If this condition is satisfied we say that the manifold
ideal I has codimension d and dimension k−d. (This terminology agrees with that
of Krull dimension for manifold ideals.) We shall say that the manifold ideal I
defines a formal manifold Σ ⊂ Ck of dimension k− d and codimension d and write
I = I(Σ). To motivate this terminology, we observe that if the generators f1, . . . , fd
of I can be taken to be convergent, then the equations f1(x) = . . . = fd(x) = 0
define a complex submanifold Σ through the origin in Ck (of codimension d) such
that the ideal of germs at 0 of holomorphic functions vanishing on Σ is generated
by f1, . . . , fd. If Σ1,Σ2 ⊂ C
k are formal manifolds and I(Σ2) ⊂ I(Σ1), then we
shall say that Σ1 is contained in Σ2 and write Σ1 ⊂ Σ2.
Recall that a formal mapping F : (Ck, 0)→ (Cp, 0) is a p-tuple F = (F1, . . . , Fp)
of formal power series in x that vanish at 0. Any formal mapping induces a C-
linear ring homomorphism φF : C[[y]] → C[[x]], where y = (y1, . . . , yp), defined by
φF (f) = f ◦ F for all f ∈ C[[y]]. Conversely, any C-linear ring homomorphism
φ : C[[y]]→ C[[x]] is of the form φ = φF for a uniquely determined formal mapping
F : (Ck, 0) → (Cp, 0). A formal mapping H : (Ck, 0) → (Ck, 0) is called a formal
change of coordinates if the k×k matrix ∂H/∂x(0) is invertible. (This is equivalent
to φH being a C-linear ring isomorphism.) We note that if Σ ⊂ C
k is a formal
manifold of codimension d, then there exists a formal change of coordinates x′ =
H(x) so that I(Σ) is generated by x′1, . . . , x
′
d.
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Let Λ ⊂ Ck, Σ ⊂ Cp be formal manifolds, and F : (Ck, 0) → (Cp, 0) a formal
mapping. We shall say that F maps Λ into Σ, and write F (Λ) ⊂ Σ, if φF (I(Σ)) ⊂
I(Λ). In particular, if Λ = Ck (so that I(Λ) = (0)), then
F (Ck) ⊂ Σ ⇐⇒ f ◦ F = 0, ∀f ∈ I(Σ).
Recall that RkF denotes the rank of the Kx-linear mapping K
k
x → K
p
x defined by
the p × k matrix ∂F/∂x. If F (Ck) ⊂ Σ ⊂ Cp and RkF = dimΣ (where dimΣ
denotes the dimension of the ideal I(Σ)), then we shall say that F is a formal
subparametrization of Σ. If, in addition, dimΣ = k and rk ∂F/∂x(0) = k, then
we shall say that F is a formal parametrization of Σ. The proof of the following
proposition is elementary (using e.g. [BER99a], Proposition 5.3.5) and is left to the
reader.
Proposition 2.1. If F : (Ck, 0) → (Cp, 0) is a formal subparametrization of a
formal manifold Σ ⊂ Cp then
I(Σ) = {f ∈ C[[y]] : f ◦ F = 0}.
The following is a direct consequence of the formal implicit function theorem.
Proposition 2.2. Let F,G : (Ck, 0) → (Cp, 0) be formal mappings and Σ ⊂ Cp a
formal manifold of dimension k. If F and G are parametrizations of Σ, then there
exists a formal change of coordinates H : (Ck, 0)→ (Ck, 0) such that F ◦H = G.
A formal vector field X in Ck is a C-linear derivation of the ring C[[x]], x =
(x1, . . . , xk). Any formal vector field X has a unique representation in the form
X =
k∑
j=1
aj(x)
∂
∂xj
, aj ∈ C[[x]].
We shall write Der (C[[x]]) for the C[[x]]-module of all formal vector fields in Ck. If
Σ ⊂ Ck is a formal manifold, we say that a formal vector field X is tangent to Σ if
Xf ∈ I(Σ) for all f ∈ I(Σ).
For the results described in the introduction, we shall need to focus on the
situation where x = (Z, ζ), Z = (Z1, . . . , ZN) and ζ = (ζ1, . . . , ζN), and consider
those formal changes of coordinates in CN × CN which are of the form
H(Z, ζ) = (H(Z), H¯(ζ)),(4)
where H : (CN , 0) → (CN , 0) is a formal change of coordinates and H¯(ζ) de-
notes H(ζ¯). We define a conjugate linear isomorphism σ : C[[Z, ζ ]] → C[[Z, ζ ]]
by σ(f(Z, ζ)) = f¯(ζ, Z). Observe that σ2 := σ ◦ σ equals the identity and that all
formal changes of variables of the form (4) commute with σ, i.e. φH ◦ σ = σ ◦ φH.
(Indeed, the formal changes of variables H in CN×CN of the form (4) are precisely
those for which φH commute with σ and preserve the subring C[[Z]] ⊂ C[[Z, ζ ]].)
We shall say that f ∈ C[[Z, ζ ]] is real if σ(f) = f . Hence if f is a convergent
power series, then f is real if and only if Z 7→ f(Z, Z¯) is a real-valued function in
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a neighborhood of 0 in CN . A manifold ideal I ⊂ C[[Z, ζ ]] is called real if σ(I) ⊂ I.
(Equivalently, we say that a formal manifold M ⊂ CN × CN is real if its ideal
I(M) is real.) One can easily check that I is real if and only if there are real
generators for I. The motivation for this terminology is that if ρ1, . . . , ρd are real
generators for a real manifold ideal I which are also convergent, then the equations
ρ1(Z, Z¯) = . . . ρd(Z, Z¯) = 0 define a real-analytic submanifold of codimension d
near 0 in CN .
Let M ⊂ CN × CN be a formal real manifold of codimension d and ρ =
(ρ1, . . . , ρd) a vector of generators of I(M). We say that M is CR if
rk KZ,ζ
∂ρ
∂Z
(Z, ζ) = rk
∂ρ
∂Z
(0, 0).
Here ∂ρ/∂Z is considered as a d×N matrix with coefficients in C[[Z, ζ ]] and KZ,ζ is
the field of fractions of that ring. We say that the formal real submanifoldM⊂ CN
is generic if rk ∂ρ/∂Z(0) = d. Observe that the definitions above are independent
of the choice of generators ρj , and that any formal generic manifold is necessarily
CR.
IfM⊂ CN×CN is a formal CR manifold, then it can be shown (cf. Remark 5.4)
that I(M)∩C[[Z]] is a manifold ideal in C[[Z]] of dimension N − d+ rk ∂ρ/∂Z(0).
The formal manifold C ⊂ CN whose ideal is I(M) ∩ C[[Z]] is called the intrinsic
complexification of M. Observe that M is generic if and only if C = CN .
A formal (1, 0)-vector field is a formal vector field in CN × CN of the form
X =
N∑
j+1
aj(Z, ζ)
∂
∂Zj
, aj ∈ C[[Z, ζ ]].
Similarly, a formal (0, 1)-vector field is one of the form
X =
N∑
j+1
aj(Z, ζ)
∂
∂ζj
, aj ∈ C[[Z, ζ ]].
IfM⊂ CN ×CN is a formal CR manifold, then a formal (0, 1)-vector field tangent
toM is called a CR vector field onM. We denote by gM the Lie algebra of formal
vector fields generated by all the formal (0, 1) and (1, 0)-vector fields tangent toM.
One can easily check that gM is also a C[[Z, ζ ]]-module. If dim gM(0) = dimM,
then we say that M is of finite type. (Here gM(0) is the complex vector space
spanned by the vector fields in gM evaluated at 0.)
We extend the domain of definition of the involution σ to include formal vector
fields as follows
σ(X)f := σ(X(σ(f))), f ∈ C[[Z, ζ ]].
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It is easy to check that if X =
∑N
=1 aj∂/∂Zj + bj∂/∂ζj , then
σ(X) =
N∑
=1
σ(aj)∂/∂ζj + σ(bj)∂/∂Zj .
In particular, if X is a formal (0, 1)-vector field, then σ(X) is a formal (1, 0)-vector
field (and conversely). Moreover, if M ⊂ CN × CN is a formal real manifold and
X is a formal vector field tangent to M, then σ(X) is tangent to M. Hence, if
M is a formal CR manifold, and O ⊂ M is a formal real manifold to which all
the formal CR vector fields onM are tangent, then all vector fields in gM are also
tangent to O.
If M⊂ CN × CN is a formal generic manifold, then we define the Segre variety
mapping γ and the iterated Segre mappings vj exactly as given by (1) and (2) in
the introduction. If M ⊂ CN is a smooth generic submanifold through the origin,
then we associate to it a formal generic manifold M ⊂ CN × CN as follows. Let
r1, . . . , rd be smooth defining functions for M near 0 and ρ1(Z, Z¯), . . . , ρd(Z, Z¯)
their Taylor series at 0. The formal generic manifold M ⊂ CN × CN is defined
to be that associated to the ideal I(M) ⊂ C[[Z, ζ ]] generated by the formal power
series ρ1(Z, ζ), . . . , ρd(Z, ζ). Observe that gM consists of the formal vector fields
obtained taking the Taylor expansions of the coefficients of the smooth vector fields
in gM . In particular, dim gM(0) = dim gM (0). Hence, Theorems 1.1, 1.2, and 1.3
are consequences of the following more general result.
Theorem 2.3. Let M ⊂ CN × CN be a formal generic manifold of codimension
d, and let γ(ζ, t) be a Segre variety mapping of M. Let vj, j ≥ 1, be the iterated
Segre mappings of M relative to γ. Then, the rank Rk vj is an increasing function
of j and is independent of the choice of the formal holomorphic coordinates Z, the
formal power series ρj, and the Segre variety mapping γ. In addition, there exists
an integer k0, 1 ≤ k0 ≤ d+ 1, such that Rk v
j = Rk vj+1 for j ≥ k0, and if k0 > 1,
then Rk vj < Rk vj+1 for 1 ≤ j ≤ k0 − 1. Moreover, the following holds.
(i) There exists a unique formal CR manifold O ⊂M, with dimRO = dimC gM(0),
such that all the formal CR vector fields on M are tangent to O. Moreover,
if e = 2N − d − dim gM(0), then there exist f1, . . . , fe ∈ C[[Z]] such that
f1, . . . , fe, ρ1, . . . , ρd generate the manifold ideal I(O).
(ii) LetW ⊂ CN be the formal complex manifold defined by the ideal I(f1, . . . fe) ⊂
C[[Z]]. Then vj(Cjn) ⊂ W for all j ≥ 1.
(iii) Rk vk0 = dim gM(0) + d−N = dimW.
We should point out that, in general, the rank of the N × jn matrix
∂vj
∂(t1, . . . , tj)
(0)
is strictly less than Rk vk0 for all j. However, we have the following.
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Theorem 2.4. Let M ⊂ CN × CN be a formal generic manifold of codimension
d, and let γ, vj, and k0 be as in Theorem 2.3. Then there exists a formal manifold
Σ ⊂ C2nk0, with n = N − d, of dimension nk0 such that
v2k0(Σ) = {0},
and for any formal parametrization F : (Cnk0, 0)→ (C2nk0 , 0) of Σ,
rk Ks
(
∂v2k0
∂(t1, . . . , t2k0)
(F (s1, . . . , sk0))
)
= Rk vk0,
where s = (s1, . . . , sk0) ∈ Cnk0.
In the case where M ⊂ CN is a real-analytic submanifold, say of finite type at
0, Theorem 2.3 asserts that the image of vk0 contains an open subset of CN , but
not necessarily an open neighborhood of 0. However, Theorem 2.4 asserts that the
image of v2k0 contains an open neighborhood of 0 in CN .
The proof of Theorem 2.3 will be given in §§3–8. The proof of Theorem 2.4 is
given in §8.
3. Increase of the rank of the iterated Segre mappings
In this section we begin the proof of Theorem 2.3. We start by showing that Rk vj
is an increasing function of j, i.e. Rk vj+1 ≥ Rk vj. We shall restrict ourselves to
the case where j is odd; the even case is similar and left to the reader. By iterating
the definition (2) of vj, we obtain
vj+1(t1, . . . , tj+1) = γ(γ¯(. . . γ(γ¯(0, t1), t2), . . . , tj), tj+1).(5)
Hence, setting t1 = 0 and using the fact that γ(0, 0) = 0, we have
vj+1(0, t2, . . . , tj+1) = γ(γ¯(. . . γ(γ¯(0, 0), t2), . . . , tj), tj+1)
= vj(t2, . . . , tj+1).
(6)
The conclusion Rk vj+1 ≥ Rk vj follows immediately from (6).
We shall now prove that if, for some integer k0, Rk v
k0 = Rk vk0+1, then Rk vj =
Rk vk0 for all j ≥ k0. In view of (2) and (6), this statement is a consequence of the
following proposition.
Proposition 3.1. Let A : (Cr×Cs, 0)→ (Cm, 0) and F : (Cn×Cm, 0)→ (CN , 0) be
formal mappings, and set B(x) = A(x, 0), where x = (x1, . . . , xr). If RkA(x, y) =
RkB(x), then RkF (z, A(x, y)) = RkF (z, B(x)). Here, z = (z1, . . . , zn) and y =
(y1, . . . , ys).
Proof. LetBj(x, y1, . . . , yj) = A(x, y1, . . . , yj, 0, . . . , 0), for j = 1, . . . , s−1. Clearly,
if RkA(x, y) = RkB(x), then RkA(x, y) = RkBj(x, y1, . . . , yj) for each j =
1, . . . , s − 1. A simple induction argument shows that it suffices to prove the
proposition when s = 1, which we shall assume for the remainder of the proof of
Proposition 3.1. The Proposition will be a consequence of the following lemma.
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Lemma 3.2. Let A, B be as in Proposition 3.1 with s = 1. If RkA(x, y) =
RkB(x), then there exists a formal mapping φ : (Cr×C, 0)→ (Cr×C, 0) such that
Rkφ(u, t) = r + 1, where u = (u1, . . . , ur), and
A(φ(u, t)) = A(φ(u, 0)) = B(u).(7)
We now show that Proposition 3.1 follows from Lemma 3.2, whose proof will
be given below. Set H(z, x, y) = F (z, A(x, y)) and G(z, u, t) = F (z, A(φ(u, t))).
Observe that the formal mapping ψ : (Cn × Cr × C, 0)→ (Cn × Cr × C, 0), where
ψ(z, u, t) = (z, φ(u, t)) satisfies Rkψ(z, u, t) = n + r + 1. Hence, since G = H ◦ ψ,
it follows that RkH(z, x, y) = RkG(z, u, t). Also, by Lemma 3.2, G(z, u, t) =
F (z, A(φ(u, t))) = F (z, B(u)), which proves Proposition 3.1.
Proof of Lemma 3.2. Let p = RkA(x, y) = RkB(x), and hence p ≤ r. Without
loss of generality, we may assume that ∂B/∂xj ∈ C[[x]]
m, j = 1, . . . p, are linearly
independent over Kx and hence ∂A/∂xj ∈ C[[x, y]]
m, j = 1, . . . p, are also linearly
independent over Kx,y. We write x = (x
′, x′′), with x′ = (x1, . . . , xp), and e.g.
∂A/∂x′ for the m × p Jacobian matrix of A with respect to x′. Consider the
Kx,y-linear system
(
∂A/∂x′ ∂A/∂x′′ ∂A/∂y
)a
′
a′′
b

 =

00
0

(8)
with a′ ∈ Kpx,y, a
′′ ∈ Kr−px,y , and b ∈ Kx,y. We take a
′′(x, y) = 0, b(x, y) = 1 and solve
(8) for a′, which is possible since the rank of ∂A/∂x′ is p. Moreover, if we denote
by kj , j = 1, . . . , p, indices such that ∆ := det(∂Akj/∂xi)1≤i,j≤p with ∆(x, 0) 6= 0,
then the solution a′ is of the form
a′(x, y) =
c(x, y)
∆(x, y)
,(9)
where c ∈ C[[x, y]]p. Write
X = ∆(x, y)
∂
∂y
+
p∑
j=1
cj(x, y)
∂
∂xj
,(10)
where c = (c1, . . . , cp) is given by (9). Observe that the coefficients of X are in
C[[x, y]], XA(x, y) = 0, and ∆(x, 0) 6= 0. We define φ(u, t), u = (u1, . . . , ur), to be
the formal flow of X , i.e. the solution of the initial value problem
∂φ
∂t
(u, t) = X(φ(u, t)), φ(u, 0) = (u, 0),
where X(x, y) denotes the vector of coefficients of X . The fact that ∆(x, 0) 6= 0
implies that Rkφ(u, t) = r+1. Since XA = 0, it is easy to verify that the identity
(7) holds. This completes the proof of Lemma 3.2 and hence that of Proposition
3.1.
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In summary, we have shown in this section that
n = Rk v1 ≤ Rk vj ≤ Rk vj+1 ≤ N, ∀j ≥ 1.(11)
Moreover, there exists an integer k0, 1 ≤ k0 ≤ d+ 1, such that
Rk vj < Rk vj+1, 1 ≤ j < k0, and Rk v
k0 = Rk vj , j ≥ k0.(12)
4. Independence of rank on choice of Segre variety mapping
In view of (11) and (12), to complete the proof of the first part of Theorem 2.3, it
suffices to show that Rk vj is independent of the choice of the Segre variety mapping
γ. For this, we introduce, for each positive even integer 2m, the formal manifold
S2m ⊂ C
2mN whose ideal in C[[Z, ζ1, Z1, . . . , Zm−1, ζm]], where Z = (Z1, . . . , ZN),
Zj = (Zj1 , . . . Z
j
N), ζ
j = (ζj1 , . . . , ζ
j
N), is generated by
ρ(Z, ζ1), ρ(Z1, ζ1), ρ(Z1, ζ2), ρ(Z2, ζ2), . . . , ρ(Zm−1, ζm), ρ(0, ζm),(13)
where ρ = (ρ1, . . . , ρd) are formal defining functions of M. Similarly, for positive
odd integers 2m+1, we define S2m+1 ⊂ C
(2m+1)N to be the formal manifold whose
ideal in C[[Z, ζ1, Z1, . . . , Zm−1, ζm, Zm]] is generated by
ρ(Z, ζ1), ρ(Z1, ζ1), ρ(Z1, ζ2), . . . , ρ(Zm, ζm), ρ(Zm, 0).(14)
The formal manifold Sk ⊂ C
kN has dimension kn. It is called the kth Segre
manifold ofM. Also, denote by pik1 : (C
kN , 0)→ (CN , 0) the projection on the first
factor, e.g.
pi2m+11 (Z, ζ
1, Z1, . . . , ζm, Zm) = Z.
Fix a choice of Segre variety mapping γ. Define, for positive even integers 2m, the
formal mapping T 2m : (C2mn, 0)→ (C2mN , 0) by
(15) T 2m(t1, . . . , t2m) : = (
v2m(t1, . . . , t2m), v¯2m−1(t1, . . . , t2m−1), . . . , v¯1(t1)
)
,
and tj = (tj1, . . . , t
j
n). Similarly, for positive odd integers 2m+ 1, define the formal
mapping T 2m+1 : (C(2m+1)n, 0)→ (C(2m+1)N , 0) by
(16) T 2m+1(t1, . . . , t2m+1) : =(
v2m+1(t1, . . . , t2m+1), v¯2m(t1, . . . , t2m), . . . , v1(t1)
)
,
Observe, by (2) and the definition (1) of the Segre variety mapping, that each
T k in fact maps Ckn into Sk, i.e. f ◦ T
k = 0 for each f in the ideal of Sk.
Moreover, as is easy to verify from the fact that the rank of ∂γ/∂t(0) is n, the rank
of ∂T k/∂(t1, . . . , tk)(0) equals kn which is also the dimension of Sk. Hence, T
k is
a parametrization of the formal manifold Sk. In addition, we have v
k = pik1 ◦ T
k.
Now, denote by γ˜ another choice of Segre variety mapping, and by v˜k, T˜ k the
corresponding mappings defined as above using γ˜ instead of γ. For the same
reasons as above, the mapping T˜ k : (Ckn, 0)→ (CkN , 0) is a parametrization of the
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formal manifold Sk, and v˜
k = pik1 ◦ T˜
k. Since both T k : (Ckn, 0) → (CkN , 0) and
T˜ k : (Ckn, 0)→ (CkN , 0) are parametrizations of Sk, there exists a formal invertible
mapping F k : (Ckn, 0)→ (Ckn, 0) such that T˜ k = T k ◦F k. Thus, v˜k = vk ◦F k and
the fact that Rk v˜k = Rk vk is a consequence of the chain rule. This completes the
proof of the statement in Theorem 2.3 that Rk vk is independent of the choice of
γ.
5. Construction and properties of the formal CR manifold O
To construct the formal CR manifold O ⊂M in Theorem 2.3 (i), we shall need
the following, which may be regarded as a formal version of Nagano’s theorem (see
e.g. [BER99a], Theorem 3.1.4) for real analytic vector fields. As mentioned in the
introduction, the inductive proof given here is based on a suggestion by D. Zaitsev.
Proposition 5.1. Let g be a Lie algebra of formal vector fields in k indeterminates
x = (x1, . . . , xk) and assume that g is also a C[[x]] module. Then there exists a
unique formal manifold Σ ⊂ Ck with dimCΣ = dimC g(0) such that any X ∈ g
is tangent to Σ. Moreover, if Λ ⊂ Ck is any other formal manifold such that all
formal vector fields in g are tangent to Λ, then Σ ⊂ Λ.
Proof. We shall prove the proposition by induction on k. If k = 1, then the
proposition holds with either Σ = {0} or Σ = C, depending on whether or not all
vector fields in g vanish at 0. Now assume that the proposition holds for k; we
shall prove it for k+1. If all the X ∈ g vanish at 0, then again Σ = {0} is the only
formal manifold satisfying the conclusion of the proposition. If not, without loss of
generality, and after making a formal change of coordinates, we may assume that
the vector field X1 =
∂
∂x1
is in g.
Consider the Lie subalgebra g′ ⊂ g of all formal vector fields in g of the form∑k+1
j=2 aj(x)
∂
∂xj
. It is easy to see that anyX ∈ gmay be written uniquely in the form
X = a(x)X1 + X
′ with a(x) ∈ C[[x]] and X ′ ∈ g′. We write x′ = (x2, . . . , xk+1)
and consider the Lie algebra g′′ of formal vector fields in the indeterminates x′
obtained from g′ by replacing x1 by 0. By the inductive hypothesis, there is a
formal manifold Σ′ ⊂ Ck to which all the vector fields in g′′ are tangent and such
that dimΣ′ = dimC g
′′(0). Let wi(x
′) ∈ C[[x′]], i = 1, . . . , r, be generators of the
manifold ideal I(Σ′).
Lemma 5.2. Let Σ ⊂ Ck+1 be the formal manifold whose manifold ideal is gener-
ated by the wi(x
′), i = 1, . . . , r, regarded as elements of C[[x]] (independent of x1).
Then all the vector fields in g are tangent to Σ and r = k + 1− dim g(0).
Proof of Lemma 5.2. We shall first show that any X ∈ g is tangent to Σ. For
X ∈ g and X1 =
∂
∂x1
as before, we shall use the notation (ad X1)X = [X1, X ].
Since any X ∈ g can be written in the form X = a(x)X1 +X
′ with X ′ ∈ g′, and
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since the wj are independent of x1, it suffices to show that any vector field in g
′ is
tangent to Σ. For this we expand (X ′wj)(x1, x
′) as a power series in x1 and obtain
(X ′wj)(x1, x
′) =
∞∑
p=0
(Ypwj)(x
′)
xp1
p!
,(17)
where Yp is the vector field in g
′′ given by
Yp := ((ad X1)
pX ′)|x1=0.
Since Yp ∈ g
′′ it is tangent to Σ′ and, hence, we have
(Ypwj)(x
′) =
r∑
i=1
cijp(x
′)wi(x
′),
for some cijp ∈ C[[x
′′]]. Hence, X ′ is tangent to Σ by (17). It remains to show that
r = k + 1 − dimC g(0). Since all the vector fields in g are tangent to Σ, we have
r ≤ k + 1 − dimC g(0). The opposite inequality follows from the assumption that
r = k − dimC g
′′(0) and the fact that dimC g
′′(0) ≤ dimC g(0)− 1.
To finish the proof of Proposition 5.1, we must show that the formal manifold Σ
provided by Lemma 5.2 is unique, and if Λ ⊂ Ck is as in the statement of Propo-
sition 5.1 then Σ ⊂ Λ. Let f1, . . . , fm ∈ C[[x1, x
′]] be generators of the manifold
ideal I(Λ). Since X1 is tangent to Λ, it follows that X
j
1fl ∈ I(Λ) for l = 1, . . . , m
and j = 1, 2, . . . . Let I ′′ be the ideal in C[[x′]] generated by f1(0, x
′), . . . fm(0, x
′).
Note that X1fl(0, 0) = ∂fl/∂x1(0, 0) = 0, l = 1, . . . , m, and hence I
′′ is a manifold
ideal of the same codimension as I(Λ). Since g′ ⊂ g is tangent to I(Λ), g′′ is
tangent to I ′′. By the induction hypothesis, the manifold ideal I(Σ′) is unique and
I ′′ ⊂ I(Σ′). Thus, Xj1fl ∈ I(Λ) implies that there are cijl ∈ C[[x
′]] such that
Xj1fl(0, x
′) =
r∑
i=1
cijl(x
′)wi(x
′).(18)
Now, since
fl(x1, x
′) =
∞∑
j=0
Xj1fl(0, x
′)
xj1
j!
(19)
we conclude, by substituting (18) in (19), that fl ∈ I(Σ) for l = 1, . . . , m. Hence,
I(Λ) ⊂ I(Σ). This also proves the uniqueness of Σ, since if the dimensions of Λ and
Σ were the same, then necessarily Λ = Σ. This completes the proof of Proposition
5.1.
Let O ⊂ CN ×CN be the formal manifold obtained by applying Proposition 5.1
to the Lie algebra (and C[[Z, ζ ]] module) gM. Observe that O ⊂ M since all the
vector fields in gM are tangent to M. We shall call O the formal CR orbit of 0 in
M. (We shall show in §8 that in fact O is a formal real CR manifold.)
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We shall continue the proof of Theorem 2.3. Since ∂Zρ1(0, 0), . . . ∂Zρd(0, 0) are
linearly independent, we may assume after renumbering the coordinates, that Z =
(z, w), with z = (z1, . . . , zn), w = (w1, . . . , wd), and the d × d matrix ∂ρ/∂w(0, 0)
is invertible. Hence, by the formal implicit function theorem, the ideal of M is
generated by wj − Qj(z, ζ), j = 1, . . . , d, where the Qj(z, ζ) are formal power
series in n+N indeterminates without constant terms. If we write ζ = (χ, τ) with
χ = (χ1, . . . , χn), τ = (τ1, . . . , τd), then the reality of M implies that we may also
take τj − Q¯j(χ, z, w), j = 1, . . . , d, as generators of the ideal I(M). Consequently
we also have the identity
Q
(
z, χ, Q¯(χ, z, w)
)
= w,(20)
where Q = (Q1, . . . , Qd).
As a basis for the (0, 1) and (1, 0) vector fields tangent to M, we choose
Lj :=
∂
∂χj
+
d∑
l=1
Q¯l,χj (χ, z, w)
∂
∂τl
, j = 1, . . . , n,
L˜j :=
∂
∂zj
+
d∑
l=1
Ql,zj(z, χ, τ)
∂
∂wl
, j = 1, . . . , n.
(21)
Proposition 5.3. Let M ⊂ CN be a formal generic manifold whose ideal is gen-
erated by ρ1, . . . , ρd ∈ C[[Z, ζ ]]. Let O be the formal CR orbit of 0 in M and
e := 2N − d − dimCO. Then there are f1, . . . , fe ∈ C[[Z]] such that the formal
manifold ideal I(O) is generated by ρ1, . . . , ρd, f1, . . . , fe.
Proof. It suffices to prove the proposition using the special choice of coordinates
Z = (z, w), ζ = (χ, τ) made above. Thus, we may assume that ρj(Z, ζ) = τj −
Q¯j(χ, z, w), j = 1, . . . , d. Since O is a formal manifold of codimension d + m
and I(M) ⊂ I(O), there are g1, . . . , ge ∈ C[[Z, ζ ]] such that I(O) is generated
by ρ1, . . . , ρd, g1, . . . , ge. By using the special form of the ρj (i.e. substituting
Q¯j(χ, z, w) for τj), we may assume that gj is independent of τ , that is, gj =
gj(z, w, χ), j = 1, . . . , e. Since the Lj are tangent to O and Ljgl = ∂gl/∂χj ,
1 ≤ l ≤ e and 1 ≤ j ≤ n, we obtain
∂g
∂χl
(z, w, χ) = Al(z, w, χ)g(z, w, χ), l = 1, . . . , n,(22)
where g = (g1, . . . , ge) and theAl are (e×e)-matrices whose entries are in C[[z, w, χ]].
Let u1, . . . , ue ∈ C[[z, w, χ]]e be a fundamental system of solutions for the system
of differential equations given by (22) with l = 1. Denote by U(z, w, χ) the (e× e)-
matrix in which the uj are columns. Since g is a solution of the system (22) (in
particular with l = 1) there exists c1 ∈ C[[z, w, χ′]]e, where χ = (χ1, χ
′), such that
g = Uc1. Since U is invertible, we have c1(z, w, χ′) = (U(z, w, χ))−1g(z, w, χ) and,
hence, each component of c1(z, w, χ′) is in I(O). Moreover, ρ1, . . . , ρd, c
1
1, . . . , c
1
e
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generate I(O). Proceeding this way to eliminate χ2, . . . , χn, we finally obtain
cn ∈ C[[z, w]]e such that fl(z, w) = c
n
l (z, w), l = 1, . . . , e, satisfy the conclusion of
Proposition 5.3.
Remark 5.4. By combining the linear algebra argument in the proof of [BER99a],
Theorem 1.8.1, with the argument in the proof of Proposition 5.3 above, one can
show the following. If ρ1, . . . , ρd generate the ideal I(M) of a formal CR manifold
M ⊂ CN × CN , then there are ρ˜1, . . . , ρ˜d−e ∈ C[[Z, ζ ]], f1, . . . , fe ∈ C[[Z]], where
e = d− rk ∂ρ/∂Z(0), such that ρ˜1, . . . , ρ˜d−e, f1, . . . , fe also generate I(M). More-
over, the rank of ∂ρ˜/∂Z(0) equals the rank of ∂ρ/∂Z(0) and, hence, the rank of
∂f/∂Z(0) is e. The formal manifold C ⊂ CN whose ideal is generated by f1, . . . , fe
is the intrinsic complexification of M defined in §2.
We have now proved the properties of O announced in Theorem 2.3 (i) with the
exception of the claim that O is CR. This will be done in §8.
6. Rank of mappings Θj, Φj into O
To prove statement (iii) of Theorem 2.3, we shall construct special mappings Θj ,
Φj into O and use these mappings to compute the rank of vj. We shall proceed
using a special choice of Segre variety mapping γ. We use the formal coordinates
Z = (z, w) and ζ = (χ, τ) introduced in §5. Given any Segre variety mapping
γ(ζ, t), we may decompose it as
γ(ζ, t) = (µ(ζ, t), ν(ζ, t)),
with µ = (µ1, . . . , µn) and ν = (ν1, . . . , νd). It follows that
ν(ζ, t) = Q(µ(ζ, t), ζ),
and hence necessarily rk (∂µ/∂t(0, 0)) = n. We now make the choice of γ(ζ, t)
corresponding to µ(ζ, t) = t, i.e.
γ(ζ, t) = (t, Q(t, ζ)) = (t, Q(t, χ, τ)).(23)
We need the following lemma.
Lemma 6.1. Let γ be given by (23). Then for any integer j ≥ 2, the following
holds:
vj+1(t1, . . . , tj−1, tj , tj+1)
∣∣
tj+1=tj−1
= vj−1(t1, . . . , tj−1).(24)
Proof. By (2) and (23), it follows that the iterated Segre mapping vj is of the form
vj(t1, . . . , tj) = (tj , νj(t1, . . . , tj)),(25)
where
νj(t1, . . . , tj) = Q(tj , v¯j−1(t1, . . . , tj−1)).(26)
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In particular, we obtain
(27) vj+1(t1, . . . , tj+1) =
(tj+1, Q(tj+1, tj, Q¯(tj , tj−1, νj−1(t1, . . . , tj−1)))).
The identity (24)) is an immediate consequence of (20). This completes the proof
of Lemma 6.1.
We set, for j ≥ 1,
Θj(t1, . . . , tj+1) := (vj+1(t1, . . . , tj, tj+1 + tj−1), v¯j(t1, . . . , tj))(28)
and, for j ≥ 2,
Φj(t1, . . . , tj) := (vj−1(t1, . . . , tj−1), v¯j(t1, . . . , tj)).(29)
Also, we define
Θ0(t1) := (v1(t1), 0), Φ1(t1) := (0, v¯1(t1)).(30)
Observe, by using (2), that, for each j ≥ 1, rk ∂vj+1/∂tj+1(0) = n. Hence, it follows
from the definition (28) of Θj, that
RkΘj = Rk vj + n, j ≥ 1,(31)
and similarly,
RkΦj = Rk vj−1 + n, j ≥ 1.(32)
It follows from §2 that Θj(C(j+1)n) ⊂ M, for j ≥ 1, and Φj(Cjn) ⊂ M, for j ≥ 2.
By Lemma 6.1, we have, for j ≥ 2,
Θj(t1, . . . , tj, 0) = Φj(t1, . . . , tj).(33)
Also, by observing that RkΘj = Rk Θ˜j, where
(34) Θ˜j(t1, . . . , tj+1) := Θj(t1, . . . , tj+1 − tj−1) =
(vj+1(t1, . . . , tj, tj+1), v¯j(t1, . . . , tj)),
it is not difficult to see that RkΘj = RkΦj+1, for any j ≥ 0. A straightforward
calculation shows that, for any f ∈ C[[Z, ζ ]], any integer j ≥ 0, and for l = 1, . . . , n,
∂
∂tj+1l
(f ◦Θj)(t1, . . . , tj+1) = ((L˜lf) ◦Θ
j)(t1, . . . , tj+1),
∂
∂tj+1l
(f ◦ Φj+1)(t1, . . . , tj+1) = ((Llf) ◦ Φ
j+1)(t1, . . . , tj+1),
(35)
where the Lj and L˜j are the formal vector fields given by (21).
Proposition 6.2. Let O denotes the formal CR orbit of M (as defined in §5).
The following hold.
(i) Θj(C(j+1)n) ⊂ O and Φj+1(C(j+1)n) ⊂ O, for j = 0, 1, . . . .
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(ii) There exists k0, 1 ≤ k0 ≤ d+ 1, such that
RkΘk0+1 = RkΦk0+1 = dimO.(36)
Proof. By iterating (35), we obtain, for any multi-index α ∈ Zn+,(
∂
∂tj+1
)α
(f ◦Θj)(t1, . . . , tj+1) =
(
(L˜αf) ◦Θj
)
(t1, . . . , tj+1),
(
∂
∂tj+1
)α
(f ◦ Φj+1)(t1, . . . , tj+1) =
(
(Lαf) ◦ Φj+1
)
(t1, . . . , tj+1).
(37)
In particular, applying (37) with j = 0, we conclude that, for each multi-index α,(
∂
∂t1
)α
(f ◦Θ0)(0) = ((L˜αf) ◦Θ0)(0),
(
∂
∂t1
)α
(f ◦ Φ1)(0) = ((Lαf) ◦ Φ1)(0).
(38)
Since Ll, L˜l are tangent to O, we deduce that
(∂/∂t1)α(f ◦Θ0)(0) = (∂/∂t1)α(f ◦ Φ1)(0) = 0
for all f ∈ I(O) and all multi-indices α. Hence, f ◦Θ0 = f ◦Φ1 = 0, which proves
that Θ0(Cn) ⊂ O and Φ1(Cn) ⊂ O.
Assume that Θj(C(j+1)n) ⊂ O and Φj+1(C(j+1)n) ⊂ O, for all j = 0, 1, . . . , j0−1.
We shall prove it for j = j0. By applying (37) with j = j0, we conclude, using also
(33), that for f ∈ I(O),(
∂
∂tj0+1
)α
(f ◦Θj0)(t1, . . . , tj0, 0) = ((L˜αf) ◦Θj0)(t1, . . . , tj0, 0)
= ((L˜αf) ◦ Φj0)(t1, . . . , tj0)
= 0,
(39)
where the last equality follows from the inductive hypothesis and the fact that the
L˜j are tangent to I(O). Hence, f ◦Θ
j0 is independent of tj0+1. Consequently,
f ◦Θj0(t1, . . . , tj0+1) = f ◦Θj0(t1, . . . , tj0, 0) = f ◦ Φj0(t1, . . . , tj0),
which is 0 by the inductive hypothesis. A similar argument, using instead the
identity
Φj+1(t1, . . . , tj−1, tj , tj+1)
∣∣
tj+1=tj−1
= Θ˜j−1(t1, . . . , tj),(40)
which follows from (24), shows that f ◦ Φj0+1 = 0 for f ∈ I(O). This completes
the proof of (i) of Proposition 6.2.
To prove (ii) let k0 be defined as in 12). By using (11), (12), (31), and (32) we
first observe that
RkΘj < RkΦj , 1 ≤ j ≤ k0, and RkΘ
j = RkΦj , j ≥ k0 + 1.
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In light of part (i), (33), and (35), the conclusion (36) of (ii) is an immediate
consequence of Proposition 6.3 below with Φ := Φk0+1 and Θ := Θk0+1.
Proposition 6.3. Let Σ ⊂ Cm be a formal manifold and Φ: (Cp, 0) → (Cm, 0),
Θ: (Cp × Cq, 0)→ (Cm, 0) formal mappings such that the following hold.
(i) Φ(x) = Θ(x, 0), x = (x1, . . . , xp);
(ii) Θ(Cp × Cq) ⊂ Σ, Φ(Cp) ⊂ Σ;
(iii) RkΦ = RkΘ;
(iv) There are formal vector fields X1, . . . , Xk, Y1, . . . , Yk on C
m tangent to Σ,
formal vector fields Xˆ1, . . . , Xˆk on C
p, and Yˆ1, . . . , Yˆk on C
p × Cq such that
for every f ∈ C[[y]], y = (y1, . . . , ym),
Xˆj(f ◦ Φ) = (Xjf) ◦ Φ, j = 1, . . . , k,
Yˆj(f ◦Θ) = (Yjf) ◦Θ, j = 1, . . . , k,
(41)
and the vector space obtained by evaluating at 0 the elements of the Lie algebra
generated by X1, . . . , Xk, Y1, . . . , Yk has dimension dimΣ.
Then necessarily RkΦ = RkΘ = dimΣ.
7. Proof of Proposition 6.3
For the proof of Proposition 6.3, we first make some preliminary reductions.
Since Σ is a formal manifold through the origin, we may choose the variables
y1, . . . , ym in C
m so that the ideal I(Σ) is generated by ys+1, . . . , ym, where s =
dimΣ. Let us write y = (y′, y′′), where y′ = (y1, . . . , ys) and y
′′ = (ys+1, . . . , ym).
Similarly, we decompose the mappings Θ = (Θ′,Θ′′) and Φ = (Φ′,Φ′′), where e.g.
Θ′ = (Θ1, . . . ,Θs) and Θj = yj ◦ Θ. It is easy to see that condition (ii) of the
proposition is equivalent to
Θ′′(x, t) = 0, Φ′′(x) = 0, x = (x1, . . . , xp), t = (t1, . . . , tq).
Moreover, a formal vector field
X =
s∑
j=1
aj(y
′, y′′)
∂
∂yj
+
m∑
j=s+1
bj(y
′, y′′)
∂
∂yj
is tangent to Σ if and only if each bj(y
′, 0) = 0. Let us write
X ′ =
s∑
j=1
aj(y
′, 0)
∂
∂yj
.
Also, for f ∈ C[[y′, y′′]], we write f˜(y′) := f(y′, 0). Then we have for X as above
tangent to Σ,
(Xf) ◦Θ = (X ′f˜) ◦Θ′, (Xf) ◦ Φ = (X ′f˜) ◦ Φ′.
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Hence, if there exists a formal vector field Xˆ on Cp such that Xˆ(f ◦Φ) = (Xf) ◦Φ
for all f ∈ C[[y]], then (since f ◦Φ = f˜ ◦Φ′) it follows that Xˆ(f˜ ◦Φ′) = (X ′f˜) ◦Φ′.
Similarly, if there exists a formal vector field Yˆ on Cp × Cq such that Yˆ (f ◦ Θ) =
(Xf) ◦ Θ for all f ∈ C[[y]], then Yˆ (f˜ ◦ Θ′) = (X ′f˜) ◦ Θ′. Thus, by identifying Σ
with Cs, it suffices to prove Proposition 6.3 in the special case Σ = Cm.
For the proof of Proposition 6.3 in the case Σ = Cm, we shall need some notation
and preliminary results. As before, we let Kx denote the field of fractions of the ring
C[[x]] of formal power series in the variables x = (x1, . . . , xn) and consider C[[x]] as
a subring of Kx. Recall that if F : (C
p, 0)→ (Cm, 0) is a formal mapping, then RkF
denotes the rank of its Jacobian, i.e. the rank of the linear mapping JF : K
p
x → K
m
y ,
where x = (x1, . . . , xp) and y = (y1, . . . , ym), defined by the m× p-matrix
JF :=

F1,x1 . . . F1,xp... ...
Fm,x1 . . . Fm,xp

 .(42)
Recall that we denote by ϕF : C[[y]]→ C[[x]] the homomorphism induced by F and
defined, for f ∈ C[[y]], by ϕF (f) := f ◦F . (Note that e.g. the first equation of (41)
can then be written Xˆj(ϕΦ(f)) = ϕΦ(Xjf).)
The proof of Proposition 6.3 in the case Σ = Cm rests on the following four
lemmas. We shall use the notation and conventions previously introduced. Recall
in particular that Der (C[[x]]) denotes the set of all formal vector fields in x.
Lemma 7.1. Let F : (Cp, 0) → (Cm, 0) be a formal mapping, X ∈ Der (C[[x]]),
Y ∈ Der (C[[y]]) with
X =
p∑
j=1
aj(x)
∂
∂xj
, aj ∈ C[[x]],
Y =
m∑
j=1
bj(y)
∂
∂yj
, bj ∈ C[[y]],
(43)
and c ∈ C[[x]], c 6= 0. Then the following are equivalent.
(i) X(ϕF (f)) = c ϕF (Y f) for all f ∈ C[[y]].
(ii) X(ϕF (fj)) = c ϕF (Y fj) for fj(y) := yj, j = 1, . . . , m.
(iii) JF a
′ = b ◦ F, where
a′ :=

a1/c...
ap/c

 ∈ Kpx, b :=

 b1...
bm

 ∈ C[[y]]m ⊂ Kmy .
Moreover, any of the equivalent conditions (i), (ii), (iii) implies that the formal
vector field Y is tangent to the ideal kerϕF .
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Proof. The implication (i) =⇒ (ii) is clear. The opposite implication follows by
an inductive argument based on the facts that ϕF is a homomorphism, and X and
Y are derivations. For instance, we have, for f, g ∈ C[[y]],
X(ϕF (fg)) = X(ϕF (f))ϕF (g) + ϕF (f)X(ϕF (g)).
A similar identity holds for ϕF (Y (fg)). The details are left to the reader.
The equivalence (ii) ⇐⇒ (iii) follows by simply writing (ii) in terms of the
components Fj = ϕF (yj) of F . The last statement of Lemma 7.1 is a direct
consequence of (i).
Lemma 7.2. Let F : (Cp, 0)→ (Cm, 0) be a formal mapping, X1, X2 ∈ Der (C[[x]]),
Y1, Y2 ∈ Der (C[[y]]) and suppose that there are c1, c2 ∈ C[[x]], cj 6= 0 for j = 1, 2,
such that
Xj(ϕF (f)) = cj ϕF (Yjf), ∀f ∈ C[[y]], j = 1, 2.(44)
Then, there are X ′ ∈ Der (C[[x]]) and c′ ∈ C[[x]] with c′ 6= 0, such that
X ′(ϕF (f)) = c
′ ϕF ([Y1, Y2]f), ∀f ∈ C[[y]],(45)
where [ , ] denotes the usual commutator of vector fields.
Proof. A simple computation (which is left to the reader) shows that (45) holds
with c′ = (c1c2)
2 and
X ′ = c1c2[X1, X2] + c2(X2c1)X1 − c1(X1c2)X2.(46)
The main idea in the proof of Proposition 6.3 is to reduce it to the following.
Lemma 7.3. Let F : (Cp, 0) → (Cm, 0) be a formal mapping, and X1, . . . , Xk ∈
Der (C[[x]]), Y1, . . . , Yk ∈ Der (C[[y]]). Suppose that there are c1, . . . , ck ∈ C[[x]],
cj 6= 0 for j = 1, . . . k, such that
Xj(ϕF (f)) = cj ϕF (Yjf), ∀f ∈ C[[y]], j = 1, . . . , k,(47)
and such that the vector space obtained by evaluating at 0 the elements of the Lie
algebra generated by Y1, . . . , Yk has dimension m. Then RkF = m.
Proof. Among Y1, . . . , Yk and all their repeated commutators, we can pick out,
by the assumption in the lemma, Y ′1 , . . . , Y
′
m ∈ Der (C[[y]]) such that Y
′
1 , . . . , Y
′
m
evaluated at 0 span T 1,00 C
m. By Lemma 7.2, we may assume that there are
X ′1, . . . , X
′
m ∈ Der (C[[x]]) and c1, . . . , cm ∈ C[[x]], cj 6= 0 for j = 1, . . .m, such
that
X ′j(ϕF (f)) = cj ϕF (Y
′
j f), ∀f ∈ C[[y]], j = 1, . . . , m.(48)
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Let us write
Y ′j =
m∑
l=1
blj(y)
∂
∂yl
, j = 1, . . . , m.(49)
By assumption the vectors
bj(y) :=

 b1j(y)...
bmj(y)

 , j = 1, . . .m,(50)
evaluated at 0 span Cm. It is not difficult to see that this fact implies that
ϕF (b1), . . . ϕF (bm) ∈ C[[x]]
m ⊂ Kmx are linearly independent over Kx (and hence
span Kmx ) since they are linearly independent over C when evaluated at 0. On
the other hand, by Lemma 7.1 and (48), these vectors are all in the image of the
Jacobian JF , considered as a linear map from K
p
x to K
m
x . Hence RkF = m and the
lemma is proved.
The last lemma needed for the proof of Proposition 6.3 in the case Σ = Cm is
the following.
Lemma 7.4. Let F : (Cp, 0) → (Cm, 0) be a formal mapping. Then the vector
subspace JF (K
p
x) ⊂ K
m
x is the span over Kx of the subset JF (C[[x]]
p) ⊂ Kmx .
Proof. Let a1, . . . , ar ∈ Kpx be such that JFa
1, . . . , JFa
r ∈ Kmx form a basis for
JF (K
p
x). By multiplying the aj by suitable power series (clearing the denominators),
we obtain a˜1, . . . , a˜r ∈ C[[x]]p and JF a˜
1, . . . , JF a˜
r ∈ Kmx still form a basis for JF (K
p
x)
since JF is linear over Kx.
Proof of Proposition 6.3 with Σ = Cm. The main step in the proof is to show that
there are formal vector fields Yˆ ′1 , . . . , Yˆ
′
k on C
p and c1, . . . , ck ∈ C[[x]], cj 6= 0 for
all j, such that
Yˆ ′j (f ◦ Φ) = cj(Yjf) ◦ Φ, ∀f ∈ C[[y]], j = 1, . . . k.(51)
To prove this, we write t = (t1, . . . , tq) and denote by η : C[[x, t]] → C[[x]] the
homomorphism defined by η(g)(x) := g(x, 0) ∈ C[[x]] for g ∈ C[[x, t]]. By abuse of
notation, we also denote by η : C[[x, t]]m → C[[x]]m the mapping given by applying
η to each component. By (i) of Proposition 6.3, for any a ∈ C[[x]]p, we have
η(JΘa
′) = JΦa, where
a′(x, t) :=


a1(x)
...
ap(x)
0
...
0


∈ C[[x, t]]p+q.(52)
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Hence, we conclude that JΦ(C[[x]]
p) ⊂ η(JΘ(C[[x, t]]
p+q)), and therefore by Lem-
ma 7.4
JΦ(K
p
x) ⊂ spanKxη(JΘ(C[[x, t]]
p+q)).(53)
On the other hand, observe that if v1, . . . , vr ∈ C[[x, t]]m, with η(v1), . . . , η(vr) ∈
C[[x]]m linearly independent over Kx, then v
1, . . . , vr are linearly independent over
Kx,t. Therefore we have
dim spanKxη(JΘ(C[[x, t]]
p+q)) ≤ dim spanKx,t(JΘ(C[[x, t]]
p+q)).(54)
Hence, by using (53), (54), Lemma 7.4, and the assumption that RkΘ = RkΦ, we
obtain
(55) dim JΦ(K
p
x) ≤ dim spanKxη(JΘ(C[[x, t]]
p+q)) ≤
dim spanKx,t(JΘ(C[[x, t]]
p+q)) = dim JΘ(K
p+q
x,t )) = dim JΦ(K
p
x).
We therefore conclude again using (53) that
JΦ(K
p
x) = spanKxη(JΘ(C[[x, t]]
p+q)).(56)
Now we write
Yj =
m∑
l=1
bjl (y)
∂
∂yl
, bjl ∈ C[[y]], j = 1, . . . k,(57)
and
bj(y) :=


bj1(y)
...
bjm(y)

 , j = 1, . . . k.(58)
By Lemma 7.1 ((i) =⇒ (iii)) and the second equation of (41), we have bj ◦ Θ ∈
JΘ(C[[x, t]]
p+q), and hence, by (56) and (i) of Proposition 6.3, η(bj ◦Θ) = bj ◦ Φ ∈
JΦ(K
p
x). By clearing denominators and again applying Lemma 7.1 ((iii) =⇒ (i)), it
follows that there are Yˆ ′1 , . . . , Yˆ
′
k ∈ Der (C[[x]]) and c1, . . . , ck ∈ C[[x]], cj 6= 0, such
that (51) holds. In view of the first equation of (41), the conclusion of Proposition
6.3 for Σ = Cm now follows by applying Lemma 7.3 with F = Φ.
8. Conclusion of the proof of Theorem 2.3; proof of Theorem 2.4
The statements concerning the properties of the iterated Segre mappings vj
preceeding (i), (ii) , and (iii) of Theorem 2.3 have been proved in §3 and §4.
Property (i) has been proved in §5, except for the fact that O is CR, which will be
proved below. We shall now prove statement (ii) of Theorem 2.3. Let W be as in
(ii) and g ∈ I(W) ⊂ C[[Z]]. We must show that g ◦ vj = 0 for each j ≥ 1. This
follows immediately from Proposition 6.2 (i) since g, considered as a power series
in (Z, ζ) which is independent of ζ , is also in I(O) and hence g ◦ vj = g ◦Θj−1 = 0.
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To prove (iii), we use (32) and (36) to obtain
Rk vk0 = RkΦk0+1 − n = dimO − n.(59)
Recall from (i) and (ii) that dimO = dim gM(0) and dimW = N−e = dim gM(0)+
d−N . Hence (iii) follows from (59).
To complete the proof of Theorem 2.3, it remains only to show that the formal
manifold O ⊂ CN × CN is a CR submanifold of CN , i.e. that the ideal I(O) is
real and rk ∂R/∂Z(0) equals the rank of ∂R/∂Z over the field of fractions KZ,ζ .
Here, R(Z, ζ) = (ρ1(Z, ζ), . . . , ρd(Z, ζ), f1(Z), . . . , fe(Z)) is a set of generators for
the ideal I(O). To show reality, we let g ∈ I(O). Recall that
σ(g)(Z, ζ) := g¯(ζ, Z).
We must show that σ(g) ∈ I(O). Observe that, for each j ≥ 0,
σ(g)(Φj+1(t1, . . . , tj+1)) = g(Θ˜j(t¯1, . . . , t¯j+1)).
In view of Proposition 6.2 (i), we have
g(Θ˜j(t1, . . . , tj+1)) = 0
and, hence,
σ(g)(Φj+1(t1, . . . , tj+1)) = 0.
Since RkΦk0+1 = dimO by (36), the conclusion σ(g) ∈ I(O) follows from Propo-
sition 2.1. The fact that the formal real submanifold O is CR is now a direct
consequence of the fact that M is generic (and hence CR) and the fact that the
remaining generators fi, i = 1, . . . , e, are independent of ζ . This completes the
proof of Theorem 2.3. 
Proof of Theorem 2.4. We first note that the conclusion of the theorem is indepen-
dent of the choice of the Segre variety mapping γ. This can be seen by using the
notation of §4 and observing that v2k0 = pi2k01 ◦ T
2k0 , where T 2k0 is a parametriza-
tion of the formal manifold S2k0 . Hence it suffices to prove Theorem 2.4 us-
ing the special choice of Segre variety mapping γ introduced in (23) in §6. Let
Σ ⊂ C2nk0 be the formal manifold whose ideal is generated by t1 and t2k0−j − t2+j ,
for j = 0, . . . , k0 − 2. The conclusion in Theorem 2.4 is now a consequence of the
definition of k0 in Theorem 2.3 and of Lemma 4.1.3 in [BER99b].
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