ABSTRACT
INTRODUCTION
Biomedical literature mining, e.g. extracting information from large amounts of text-formatted biological knowledge descriptions, is being increasingly utilized (de Bruijn and Martin, 2002; Yandell and Majoros, 2002; Jenssen et al., 2001; Raychaudhuri et al., 2002a,b; Donaldson et al., 2003) . However, most of the efforts have been performed on abstracts, such as from MEDLINE. Compared to abstracts, digitized full-text papers are presently less available and pose additional challenges in processing, e.g. in handling information from different parts of the papers (Shah et al., 2003) . Nevertheless, possibilities are now opening for development of novel * To whom correspondence should be addressed.
applications based on various elements of full-text papers from the biomedical literature (Yeh et al., 2003) . We here present one such novel application, the identification of specialized subsets of figures from full-text.
Though figure and table legends in full-text paper are undoubtedly treasures of information, they have so far gone largely unattended. To our knowledge, no previous textmining system has focused on figures and figure legends specifically. As an intuitive and explicit way of knowledge illustration for the human mind, the graphical format of figures may speed up the learning process significantly.
In order to take advantage of the merits of figures, we chose to make a system for the retrieval of figures of a certain category. We used a supervised machine learning approach to classify ∼50 000 figures (based on the corresponding figure legends) as relevant to the category of protein interactions or not. We also indexed the figure descriptions with respect to occurrences of gene names using PubGene (Jenssen et al., 2001) . The user can input one valid gene symbol or a list of gene symbols of interest occurring in any figure legend, and obtain a ranked list of figures according to their likelihood to belong to the chosen category. This integrated text-mining and classification system ( Fig. 1) can be adapted to categorize figures from any set of full-text XML-tagged papers, as well as for other types of figures.
SYSTEM DESIGN AND IMPLEMENTATION
We obtained a collection of ∼8000 full-text papers from three leading journals (Journal of Biological Chemistry, Proceedings of the National Academy of Sciences and Nucleic Acids Research), from which 50 258 figures with corresponding figure legends were extracted using a XML parser developed in-house using C++. The parser may be extended to process other journal formats.
We focused on extracting a category of figures containing schematic representations of protein interactions and signaling events, preferably depicted in their cellular environment. This class is of high interest to biologists. Finding protein-protein interactions from biomedical literature using classification techniques has been the goal in many textmining projects (Donaldson et al., 2003; Marcotte et al., 2001) .
In our figure collection, there were enough figures matching this definition to enable their use in a training process. A random training set consisting of ∼4500 figures was manually categorized into two classes, based on the above definition, one of interest (class-I, ∼1.28%) and the other not (class-II). A simple interface was implemented to aid labeling the training samples. Manual scoring was performed by a domain expert, purely by evaluation of the graphical elements, producing a class label for the computerized learning procedure. The combined use of manual scoring of the image content with text indexing of the figure legends proved very efficient, due to the fast manual processing of graphical elements.
We next ran text-mining on the training set in order to identify feature words to discriminate the two classes. After stemming, removal of stopwords and elimination of very infrequent words, a list of words was collected as candidate features. The candidate feature words were ranked according to how differently they occurred in frequency among class-I training set versus class-II. Followed by manual inspection by a biologist, 283 words were selected as feature words referring to our pre-defined topic. For each feature word, the likelihood ratio (occurrence frequency ratio) was used as its weight in the scoring system.
Using the training set, we studied recall, precision, effectiveness with different thresholds, and finally chose 0.53 as the threshold in classification, where the system resulted in 70.5% recall, 86% precision and 77.4% effectiveness (given equal weight on recall and precision). With this threshold, corresponding to the highest effectiveness in the training set, 414 figures out of totally 50 258 (0.82%) were classified as relevant figures. We investigated these 414 figures, and found that 167 could be classified as highly relevant, as well as 40 multipart figures where parts of the figures were relevant. Assuming that the training set was a representative selection, we estimate the total number of good figures to be ∼643. Thus, a random selection of 414 figures is expected to contain ∼5 of the right type. Hence, our system performs over 30 times better than a random experiment (P -value < 8.75 × 10 −11 ).
We also created a comprehensive dictionary of gene symbols and synonyms for various species by integrating multiple data resources (Jenssen et al., 2001) . All instances of gene aliases were indexed in figure captions, so that a figure-to-gene table was constructed.
FigSearch integrates all the data yielded from the above processing, and stores data using a MySQL database. We have implemented a Web interface to search and access these data, with their associated figures available online from the publishers. The user can submit a query of one or more gene symbols, separated by spaces or commas, and can customize other search criteria. A CGI program handles the user's query, retrieves data from the MySQL database, and displays the results in a Web page. The output contains a list of class-I figures sorted by the class relevance score. For each figure, a thumbnail preview is presented, followed by a list of gene identifiers that were cited in the legend. The preview gives a hyperlink to both an enlarged graph and the caption text as it was parsed.
SUMMARY
In summary, FigSearch provides an efficient way to identify a specific type of figures containing queried gene name(s), as in general there is a solid link between graphical content and textual information in the legends of figures. Based on this pilot study, we believe that this system can be integrated with and facilitate other plain text-mining projects. Furthermore, the increasing amount of journals and full-text
