Queueing Approaches to Appointment System Design by Luo, Jianzhe
Queueing Approaches to Appointment System Design
Jianzhe Luo
A dissertation submitted to the faculty of the University of North Carolina at Chapel
Hill in partial fulfillment of the requirements for the degree of Doctor of Philosophy in
the Department of Statistics and Operations Research.
Chapel Hill
2012
Approved by:
Vidyadhar G. Kulkarni
Serhan Ziya
Scott Provan
Nilay T. Argon
Haipeng Shen
c© 2012
Jianzhe Luo
ALL RIGHTS RESERVED
ii
ABSTRACT
JIANZHE LUO: Queueing Approaches to Appointment System Design
(Under the direction of Vidyadhar G. Kulkarni and Serhan Ziya)
We develop useful queueing models to analyze appointment-based service systems. There
are many factors that make appointment scheduling in service systems extremely complex.
For example, scheduled customers may not arrive on time or show up at all, customers with
different priorities may have conflict of service access, service may last shorter or longer than
expected, and so on. These kinds of uncertainties make stochastic modeling a perfect tool
to be used to analyze and improve the performance of such systems. The objective of our
research is to identify appointment scheduling policies that balance the utilization of expen-
sive service resources and customer waiting. We specifically consider two problems that have
been commonly observed in practice but received little attention from the past appointment-
scheduling literature. The first problem is how to schedule appointments when scheduled
services may be interrupted by service requests with higher priority. We generate the optimal
scheduling policies under various scenarios: finite and infinite time horizon, equally spaced
and non-equally spaced scheduling, constant and time-dependent interruption rate, and pre-
emptive and non-preemptive service interruptions. In the second problem, we consider the
appointment system as two queues in tandem: the appointment queue followed by the service
queue. The customers join the appointment queue when they call for an appointment, stay
there (not physically) until the appointment time comes, and then leave the appointment
queue and physically join the service queue, and wait there until served. We explicitly cap-
ture the dependence between these two queues and derive important performance measures
of interest, such as service utilization and customer long-run average waiting times in both
queues.
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Chapter 1
Introduction
Appointment systems mainly work to regulate customer demand for various services with
limited capacity. They help balance the basic trade-off between service utilization and cus-
tomer waiting (delays) by reducing the variability in the customer arrival process to service
systems. However, it is not possible to eliminate the variability completely. Customers may
arrive earlier or later than their scheduled appointment times, or they may simply not show
up at all. It may take longer than expected to serve a particular customer, or the service
can be interrupted for various reasons, including arrivals of emergency customers who need
to be attended to right away. Some of these factors have been investigated within the large
and growing body of work on appointment scheduling, but some of them have been barely
studied by prior work. The objective of this dissertation is to develop a better understanding
of these issues that are commonly observed in practice but are not investigated sufficiently in
the academic literature so far.
1.1 Appointment Scheduling in the Presence of Service Inter-
ruptions
Service interruptions are prevalent in a wide class of appointment-based service systems. The
primary motivation comes from applications in healthcare, where service interruptions are
mostly caused by emergency patients who need immediate attention. For example, physi-
cians and dentists can be called to attend to or to be consulted for emergency patients (see,
e.g., Kenny and Barrett (2005); Alderman (2011)). Many healthcare clinics of various spe-
cialties and dental offices warn their patients in advance that in case of emergencies, they
may experience longer waiting times (see, e.g., http://www.nwh.org/clinical-centers/
spine-center/patient-faq, http://www.northfultonpediatrics.com/policies, http:
//princetonpediatricdentist.com/faqs). In fact, interruptions to scheduled appoint-
ments are not necessarily caused by patients in need of immediate attention. According
to Klassen and Yoogalingam (2008), such interruptions may include calls from other doctors
or pharmacists and problems that require dealing with the administrative staff. The inter-
rupted process can also be the service provided by a diagnostic machine. Typically, patients
make appointments for access to computerized tomography (CT) scans or magnetic reso-
nance imaging (MRI) machines at hospitals. However, frequently, emergency physicians find
it necessary to use these machines for emergency patients who cannot “afford” to wait. Such
patients, when sent for a diagnostic scan, get higher priority than and cause additional delays
for the regular patients who have scheduled appointments (see, e.g., Green et al. (2006)).
Recent studies suggest that the rate of such emergency use of these machines is quite high
and has been increasing significantly over the last years. For example, Korley et al. (2010)
conducted a national survey of patient visits to emergency departments within the United
States and found that the percentage of emergency department visits that required the use
of CT scan or MRI increased from 6% in 1998 to 15% in 2007. Broder and Warshauer (2006)
analyzed adult patient data from the emergency department of a university hospital. They
found that from 2000 to 2005, the adult emergency department volume increased by 13%;
head CT scans increased by 51%, cervical spine CTs by 463%, chest CTs by 226%, abdominal
CTs by 72%, and miscellaneous CTs by 132%. These numbers clearly show the significant
increase in the use of the CT scan at this hospital over a five-year period. The authors have
also observed that except for the abdominal CT, which seemed to level off over the last year of
the five-year period, the numbers of all types of CT scans have consistently increased at a rate
higher than that for the adult patient volume. Another study carried out at the emergency
department of the HealthAlliance Hospital in Leominster, Massachusetts, found that roughly
half of the patients who go through the radiology department originated from the emergency
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department and that these patients were given top priority for access to radiology services
with no delay ( Anderson et al. (2010)). The disruption of regularly scheduled appointments
by emergencies could be prevented if emergency departments had dedicated diagnostic ma-
chines. However, because it is prohibitively costly to have a dedicated diagnostic machine
for the exclusive use of emergency patients, this solution is not feasible for most hospitals.
Hence there is usually a strong incentive to keep diagnostic machines as highly utilized as
possible (see Green et al. (2006)). Therefore, these machines are typically shared by regular
patients, who schedule appointments in advance, and emergency patients, who come without
appointments and get higher priority.
Earlier work on appointment scheduling has provided many useful insights on how ap-
pointments should be scheduled over a given period of time when there are no interruptions
to the service process. However, it is not known whether and how explicit consideration of in-
terruptions (e.g., emergency cases) would change these earlier insights. One of the objectives
of this research is to investigate this question. For example, we know that when the service
times are independent and identically distributed, and there are no interruptions to the service
process, the optimal scheduling policy has a “dome” shape, meaning that the times between
consecutive appointments that are scheduled early or late in the day are small, whereas the
times between those scheduled midday are larger (see Hassin and Mendel (2008)). We also
know that requiring the time between any two consecutive appointments to be the same does
not degrade the policy performance significantly (see Stein and Coˆte´ (1994)). The question is
whether these observations are valid in the presence of interruptions as well. When there are
interruptions, does the optimal policy still have a dome shape, and does the optimal policy
under the restriction that appointments are scheduled at equally spaced intervals perform suf-
ficiently well? Perhaps there is no good reason to suspect that the answers to these questions
would be any different when emergency cases arrive with some fixed rate, but what if the rate
changes depending on the time of the day? For example, the rate of arrivals to emergency
departments is known to be time dependent, which means that the arrival rate of emergencies
to the diagnostic machines is also very likely to be time dependent. In such cases, one can see
that insisting that the appointments be equally spaced could be more “costly”, as it might
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make more sense to schedule fewer appointments around the times when the arrival rates of
emergency cases are higher.
1.2 Appointment Delay and Service Delay in An Appointment
System
Customers encounter two types of access delays in an appointment system, namely appoint-
ment delay (indirect delay) and service delay (direct delay) (see Gupta and Denton (2008)).
Appointment delay is the difference between the time that a customer requests an appoint-
ment and the actual appointment time scheduled for that customer. Service delay is the
difference between the time a customer arrives at the service facility (the appointment time
if he is punctual) and the time when he is actually served. The service providers prefer to
keep appointment intervals short in order to minimize the server idle time. However, short
appointment intervals tend to cause congestion in the waiting room, which results in long
direct waiting time. On the other hand, if appointments are scheduled sparsely, customers
may encounter long indirect delay. Gallucci et al. (2005) point out that the longer the ap-
pointment delay, the more likely that customers will cancel their appointments or become
no-shows. Customer no-show behavior results in the waste of service resources while other
customers encounter long waits in getting appointments. For instance, the time slot assigned
to a customer who becomes a no-show may not be reassigned to another customer but may
be wasted. As a result, while long direct delay might lead to customer dissatisfaction about
the service, long appointment delays may not only cause dissatisfaction, but may also lead
to appointment cancellations, no-shows, or patients choosing to be served elsewhere, which
results in the loss of revenue for the practice (see Green and Savin (2008)).
Despite the significant impact that both direct and indirect delays have on the perfor-
mance of appointment systems, Gupta and Denton (2008) point out that the majority of the
literature on appointment scheduling has concentrated on the problem of balancing customer
direct delay and server utilization over a service session. The typical decision variables in
this stream of research work include the number of appointment slots, the length of each
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slot, the number of customers assigned to each slot, and so on (e.g., Mercer (1973), Stein
and Coˆte´ (1994), Wang (1997), and many others). Few papers take customer indirect waiting
into consideration (e.g., Green and Savin (2008) and Liu et al. (2010)). Clearly, however,
appointment scheduling should ideally take into account indirect and direct waiting times si-
multaneously (e.g., Creemers and Lambrecht (2009)) because both of them affect customers’
service experiences significantly. Thus, a portion of this thesis is devoted to the problem of
designing an efficient appointment system that aims to balance the utilization of expensive
service resources and the delays (both direct and indirect) encountered by customers.
The remainder of this thesis is organized as follows: Chapter 2 gives a review of the
related literature. In Chapter 3, we develop analytical methods for determining appointment
schedule in the presence of service interruptions, evaluate the importance of incorporating
service interruptions in the decision models, and identify the structural properties of the
optimal policies. Chapter 4 considers a simple version of the appointment system design
problem by assuming the pool of customers who request service is infinitely large. In Chapter
5, we carry out a steady-state analysis of an appointment system by taking account of both
direct and indirect delays. Finally, Chapter 6 point out several potential research directions
that we would like to pursue in the future.
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Chapter 2
Literature Review
The operations management literature on appointment scheduling is vast and rapidly expand-
ing. For an extensive review of this literature, as well as discussions on directions for future
research, we refer the reader to Cayirli and Veral (2003) and Gupta and Denton (2008). Here,
we only mention those papers that are either very closely related to the work in this thesis or
very recent.
2.1 Queueing Models of Appointment Systems
Gupta and Denton (2008) propose a useful classification scheme for appointment-scheduling
models depending on the type of waiting that is formulated. They define a patient’s direct
waiting time as the time the patient spends in the clinic on the day of his appointment and
indirect waiting time as the time between the patient’s call for an appointment and the sched-
uled appointment time. There is some relatively recent work on indirect waiting (see Gupta
and Wang (2008), Green and Savin (2008), Liu et al. (2010)), but the vast majority of the
papers focus on performance measures related to direct waiting. The following appointment-
scheduling literature is introduced based on the above categorization proposed by Gupta and
Denton (2008).
2.1.1 Direct Waiting
Starting from the pioneer work of Bailey (1952), appointment systems have been studied
extensively by using queueing models. When determining appointment times on a given day,
there are a number of objectives, including keeping the server (e.g, physician) busy, keeping
waiting times short, and avoiding or minimizing overtime. Papers that deal with direct wait-
ing time typically consider one or more of these objectives, in many cases by minimizing an
objective function that is a weighted sum of a subset of these various performance measures
(weighted by their relative “costs”) and/or adding them as constraints into the formulation.
For example, Jansson (1966) models such an appointment system as a D/M/1 queuing system
and obtains the optimal interarrival time. Fries and Marathe (1981) develop a dynamic pro-
gramming approach to obtain the optimal scheduling of finite number of patients into finite
number of appointment slots with equal length. A similar model is considered in Kaandorp
and Koole (2007) that accommodates the patient no-show behavior. A number of articles
study the appointment systems where the interarrival times are not necessarily equal. Peg-
den and Rosenshine (1990) determine the optimal schedule of a finite number of appointment
requests that minimizes the sum of customer direct waiting and server availability costs. Has-
sin and Mendel (2008) extend the model studied in Pegden and Rosenshine (1990) by taking
customer no-shows into consideration. Wang (1999) investigates the problem of scheduling
a finite number of patients who require exponential amount of service time with different
rates. He obtains the optimal schedule that determines the order in which customers are
served as well as their appointment times. Denton and Gupta (2003) develop a two-stage
stochastic linear program to solve the appointment scheduling problem in which customers
arrive punctually with random service demands. All the above research work assumes that
the relative “costs” of the performance measures are known and the objective is to find the
optimal appointment schedule. Robinson and Chen (2011), however, do the opposite by ob-
taining an estimation of the relative costs based on the assumption that the appointment
system is already operated optimally. For more work in this stream of research, see Pegden
and Rosenshine (1990); Wang (1997); Robinson and Chen (2003), and Hassin and Mendel
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(2008).
Multi-priority appointment scheduling has also been studied by a number of research arti-
cles. Green et al. (2006) and Patrick et al. (2008) both formulate the appointment scheduling
of outpatients and inpatients who share the use of a diagnostic medical facility as a discrete
Markov decision process. Gupta and Denton (2008) develop a dynamic programming model
for scheduling regular and same-day patients by taking patient preferences into consideration.
Luo et al. (2012) investigate the appointment scheduling problem in which scheduled service
can be preemptively interrupted by emergencies.
Mercer (1973), Doi et al. (1997), and Jouini and Benjaafar (2012) study the appointment-
driven queueing system by accommodating customer tardiness and no-show behavior. Over-
booking is also a commonly used strategy when scheduling appointments with no-shows
and/or cancellations. LaGanga and Lawrence (2007), Muthuraman and Lawley (2008),
Chakraborty et al. (2010), and Robinson and Chen (2010) develop the appointment scheduling
policies that use overbooking to compensate for patient no-shows with different assumptions
on service demand and service time distribution.
2.1.2 Indirect Waiting
As mentioned in the beginning of this chapter, the majority of the appointment-scheduling
literature has focused on performance measures related to direct waiting. The importance
of consideration of indirect delay has drawn more attention of recent researchers. Gallucci
et al. (2005) point out that the longer the appointment delay, the higher the chances that a
customer will cancel his appointment or become a no-show. Green and Savin (2008) formulate
an appointment scheduling system as an M/D/1/K queue in which the no-show probability
is assumed to be an explicit function of the appointment backlog. Creemers and Lambrecht
(2009) develop a formulation that considers indirect and direct waiting times simultaneously.
Liu et al. (2010) propose heuristic dynamic policies for scheduling patient appointments by
taking into account the fact that patients may cancel or not show up for their appointments
with probabilities that increase with their appointment delays.
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2.2 Appointment Scheduling in the Presence of Interruptions
Limited work on interruptions has appeared within the context of appointment scheduling.
Three papers, Pegden and Rosenshine (1990), Stein and Coˆte´ (1994), and Hassin and Mendel
(2008), are special case of our work discussed in Chapter 3. Specifically, Pegden and Rosen-
shine (1990) obtain a closed-form solution for the optimal schedule for the case where there
are only two appointments; they develop a method to compute the optimal schedule for the
general case with more than two appointments. What is mainly different in the model of Peg-
den and Rosenshine (1990) (with respect to our formulation) is that all customers show up
for their appointments and the service process never gets interrupted. Stein and Coˆte´ (1994)
mainly build on Pegden and Rosenshine (1990) and study the effect of requiring equally
spaced appointment times. On the other hand, Hassin and Mendel (2008) generalize the
model of Pegden and Rosenshine (1990) by allowing no-shows. They carry out a numerical
study and generate insights on the structure of the optimal appointment policy, the impor-
tance of modeling no-shows, the effects of no-shows on the optimal policy and its performance,
and the “cost” of forcing equidistant appointments. We generalize the model of Hassin and
Mendel (2008) by allowing the service of scheduled patients to possibly be interrupted. In
Chapter 3, We mainly investigate the importance of modeling interruptions and how their
existence changes the main insights obtained earlier in the literature, mostly in these three
papers.
In addition, we are aware of three other papers that share our primary motivation, as
they also deal with service interruptions at outpatient clinics and diagnostic machines. How-
ever, these papers use completely different analytical techniques and/or structurally different
formulations. In particular, Klassen and Yoogalingam (2008) study nonemergency physician
interruptions in an outpatient clinic using simulation optimization. Fiems et al. (2012) develop
a queueing model and carry out steady-state analysis to investigate the impact of emergency
requests on the waiting time of regularly scheduled patients in the radiology department.
On the other hand, Vasanawala and Desser (2005) develop a simple mathematical model to
obtain the number of schedule slots to leave open for emergency CT scan or ultrasonography
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requests.
There are also papers (many from the traditional job-scheduling and queueing literature)
that analyze models in which the service might get interrupted because of a server failure or
vacation. However, with one exception, which we discuss below, these papers make assump-
tions that do not fit well with the appointment-scheduling problem. For example, Federgruen
and Green (1986), Takine and Sengupta (1997), and Gray et al. (2000) all consider queueing
models in which the server can go on and off, but they assume that customers arrive according
to some stationary process (e.g., Poisson) and carry out steady-state analysis. Glazebrook
(1984), Adiri et al. (1989), and Birge et al. (1990), on the other hand, assume that all jobs are
available to be processed at the beginning of the service session and the decision to be made
is the order in which these jobs will be processed. One exception from the job-scheduling
literature is the work of Wang (1994), which develops an algorithm that determines the op-
timal release times of a finite number of jobs to an unreliable machine. His model is in fact
almost the same as ours with one difference being our consideration of the possibility of no-
shows. However, there is one important error in the analysis of Wang (1994) that affects the
resulting expressions and methods significantly. The error is related to the author’s implicit
independence assumption in the derivation of an equation when, in fact, there is dependence.
We provide details on this in Section 3.9.
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Chapter 3
Appointment Scheduling Under Service
Interruptions
3.1 Introduction
We consider an appointment-based service system (e.g., an outpatient clinic) for which ap-
pointments need to be scheduled before the service session starts. Patients with scheduled
appointments may or may not show up for their appointments. The service of scheduled
patients can be interrupted by emergency requests that have a higher priority. We develop
a framework that can be utilized in determining the optimal appointment policies under dif-
ferent assumptions regarding rewards, costs, and decision variables. We specifically consider
two different formulations, both of which aim to balance the trade-off between the patient
waiting times and server utilization.
Our proposed appointment-scheduling model differs from prior models mainly in that the
service of regularly scheduled patients can be temporarily suspended because of interrup-
tions. Our model can be seen as a generalization of the model of Hassin and Mendel (2008),
who implicitly assumed that there are no interruptions. We assume that interruptions oc-
cur according to a Poisson process, but we allow the interruption rate to change with time.
This is one of the important features of our formulation, as it fits nicely with our motivat-
ing applications. The complexity of our formulation makes it very difficult if not impossible
to characterize the optimal policy analytically. This is not surprising, because even for the
simpler case, where there are no interruptions, Hassin and Mendel (2008) resort to numerical
analysis to generate insights on the problem. In fact, even a simple computation of the objec-
tive function for a given appointment schedule is a significant challenge in our optimization
problem; therefore, the core of our analysis is devoted to the question of how this computation
can be done. In particular, the computation requires the solution of a system of differential
equations, which is not readily available. However, we provide two different methods, either
of which can be used to find a solution and thus compute the objective function. After de-
veloping these solution methods, we use them for a numerical study to quantify the potential
benefits of incorporating the interruption process into the formulation, we then investigate
how explicit consideration of interruptions influences the key insights on optimal appointment
scheduling. We find that ignoring interruptions when they are in fact prevalent can result in
appointment schedules that demonstrate significantly worse performances. We also find that
policies that require equally spaced appointments perform reasonably well when the interrup-
tion rate is constant. However, their performance worsens significantly when the interruption
rate is time dependent.
The remainder of this chapter is organized as follows: In Sections 3.2 and 3.3, we introduce
the formulation of appointment scheduling in the presence of preemptive service interruptions.
In Section 3.4, we develop the two methods that can be used to compute the objective function.
Section 3.5 demonstrates how the method for computing the objective function can also be
used in computing the expected patient waiting time and server overtime. In Section 3.6
we show how our formulation can be generalized to allow the interruption time to have a
phase-type distribution. In Section 3.7, we introduce the model with nonpreemptive service
interruptions. Section 3.8 provides our numerical results. Section 3.9 explains an error we
find in the work of Wang (1994) that develops a similar model as ours in the manufacturing
context. Finally, we conclude with Section 3.10.
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3.2 Model Description
The methodology we use in this chapter can be used in a variety of formulations that consider
the scheduling of a finite number of appointments over a finite or infinite horizon. We consider
two such formulations, one of which has received significant attention in the literature, but
with the restriction that there are no service interruptions. To keep the presentation simple,
we introduce the models assuming that interruptions occur according to a homogeneous Pois-
son process. In Section 3.8, we explain how our analysis can easily be extended to the case
where interruptions occur according to a nonhomogeneous Poisson process, and we provide
numerical results under that generalization.
3.2.1 Model I: Restricted scheduling horizon
Suppose that there is a predetermined scheduling horizon [0, T ] where T < ∞. At time
zero, we need to decide N , the number of appointments to be scheduled over this time
interval, as well as the times for these N appointments. We define dk as the appointment
time scheduled for the kth patient, k = 1, 2, . . . , N . The vector d = (d1, d2, . . . , dN ), where
0 ≤ d1 ≤ d2 ≤ . . . ≤ dN ≤ T , is called a schedule for these N patients. Scheduled patients
either show up punctually at their appointment times with probability p or become no-
shows in an independent manner. Patients who show up are served on a first-come first-
served basis. The service times for patients are assumed to be independent and identically
distributed according to an exponential distribution with mean 1/µ. However, services can
be interrupted by certain events, which we assume to occur according to a Poisson process
with rate η. Once the server is interrupted, it stays in that stage for an amount of time that is
exponentially distributed with rate θ, and during that time any new interruptions are assumed
to have no effect. In Section 3.6, we show how the exponential distribution assumption on
the interruption times can be relaxed by allowing them to have a phase-type distribution,
which also makes it possible to model more explicit connections between interruption events
and the interruption durations (e.g., explicit modeling of emergency patients who queue up).
The service for scheduled patients is preemptive resume; that is, the service for a scheduled
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patient is suspended immediately in the presence of interruptions and resumes with no loss
of work when the server becomes available again.
It might be helpful to think of the whole service horizon as a sequence of “on” and
“off” periods. During the “on” periods, the server is available to work on regularly scheduled
patients. During the “off” periods, the server is not available and is engaged in other activities,
such as attending to emergency patients. At time zero, the server is available for serving
scheduled patients; that is, the service session starts with an “on” period. An interruption
ends this “on” period and starts an “off” period, during which no scheduled patients can be
served. Once this period is over, the server becomes available for scheduled patients again and
another “on” period starts. The server status alternates between these “on” and “off” states
until the services of all the scheduled patients who show up are completed. Even though all
appointments need to be scheduled some time between 0 and T , it is possible that some of
the scheduled patients will be served after time T . Note that, even after time T , services of
the regular patients can still be interrupted. However, if all the scheduled patients who show
up are served by T , the server is turned off and no more interruptions occur.
The system incurs the waiting cost from scheduled patients (the waiting time of a sched-
uled patient is the total time the patient spends in the system minus the time in service) and
the server overtime cost if the service completion time of all the patients who show up is later
than T . We use cw to denote the patient waiting cost per unit of time and cl to denote the
server overtime cost per unit of time beyond T . In addition, the system earns a reward r
from each scheduled patient who receives service. The objective is to find the optimal policy
(N∗,d∗) to maximize Π(N,d), the total expected net profit, which is the reward from serving
scheduled patients minus the patient waiting and the server overtime cost.
3.2.2 Model II: Unrestricted scheduling horizon
Model II makes the same assumptions as Model I regarding patients’ service times, no-show
behavior, and service interruption process, but differs from Model I in a few important aspects.
Most importantly, N , the total number of appointments to be scheduled, is not a decision
variable and there is no restriction on when these N appointments can be scheduled (i.e.,
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T = ∞). In other words, the number of appointments to be scheduled is given and the
decision to be made at time zero is at what time to schedule these appointments. The
system keeps operating until the appointment time assigned to the Nth patient or the service
completion time of the last patient who shows up, whichever is later. We consider two types
of cost: cw, as defined in Model I, and cs, the cost of operating the system per unit of time
(service availability cost). The objective is to find the optimal schedule d∗ for these N patients
to minimize the total expected cost. Note that this model reduces to the model of Hassin
and Mendel (2008) if we assume that there are no service interruptions and the server is
available at all times; it reduces to the model of Pegden and Rosenshine (1990) if we further
assume that (in addition to the no interruption assumption) all patients show up for their
appointments.
3.3 Complete Description of the Optimization Problem
In this section, we provide a more complete description of the optimization problem for Model
I. It is important to note that the treatment of the optimization problem in Model II is similar,
with some minor differences; therefore, we skip it for brevity.
3.3.1 Formal Statement of the Optimization Problem
Our optimization problem can briefly be stated as follows:
max
N,d
Π(N,d)
s.t. 0 ≤ d1 ≤ d2 ≤ . . . ≤ dN ≤ T
where Π(N,d) is the total expected net profit.
An analytical characterization of the optimal policy does not appear to be possible because
of the complexity of the problem. Therefore, a more realistic goal, which we pursue in this
chapter, is to develop a numerical solution method. In fact, even the computation of the
objective function Π(N,d) is a significant challenge because it does not have a closed-form
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expression. We can, however, obtain Π(N,d) by solving a system of differential equations, as
we demonstrate in the following.
3.3.2 Effective Service Time
Even though the time it takes to serve a scheduled patient has an exponential distribution,
the time between the start of a given patient’s service and its end, called the effective service
time, is not exponentially distributed because of the possibility of interruptions. Let X be
the effective service time of a scheduled patient who shows up, and let G(t) = P{X ≤ t}.
Recall that η is the Poisson arrival rate of interruptions, 1/µ is the mean service time, and
1/θ is the mean interruption time. One can show that (see the proof of Proposition 3.6.1 in
Appendix A of the online supplement)
G(t) = (1− β)(1− e−at) + β(1− e−bt), (3.1)
where β = µ−ab−a , and
a =
1
2
[
η + µ+ θ +
√
(η + µ+ θ)2 − 4θµ
]
> 0, (3.2)
b =
1
2
[
η + µ+ θ −
√
(η + µ+ θ)2 − 4θµ
]
> 0. (3.3)
Hence, X is a mixture of two exponential distributions and its mean is given by
E(X) =
∫ ∞
0
(1−G(t)) dt = η + θ
θµ
. (3.4)
3.3.3 Recursive Expression for the Objective Function
In this section, we derive the system of differential equations, which needs to be solved to
evaluate the objective function Π(N,d). To that end, first denote the server state by 0 if it
is available for scheduled patients and by 1 if not. Let d0 = 0 and dN+1 = T . Also define
the net profit function associated with each appointment interval [dk, dk+1), k = 0, 1, . . . , N
as follows: 0 < t ≤ dk+1 − dk, Rkn,i(t) is the total expected net profit earned by operating
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the system over [dk+1− t,∞) if at time dk+1− t there are n scheduled patients in the system
and the server is in state i, where n = 0, 1, . . . , k, and i = 0, 1. We assume that the server is
available for scheduled patients at time zero, and thus R00,0(d1) is the net profit the system
earns over [0,∞). Consequently, we have Π(N,d) = R00,0(d1).
To obtain R00,0(d1) (or Π(N,d)), we first need to characterize the expected net profit
function Rkn,i(t) for each k = 0, 1, . . . , N and for t ∈ (0, dk+1 − dk], that is, between any two
consecutive appointment times, in the interior of the appointment interval. In addition, we
need to establish how Rkn,i(t) for different values of k, n, and i are related. To do this, for
each k = 0, 1, . . . , N , n = 0, 1, . . . , k, and t ∈ (0, dk+1 − dk], denote Rkn(t) =
Rkn,0(t)
Rkn,1(t)
 , and
dRkn(t)
dt =
dRkn,0(t)dt
dRkn,1(t)
dt
. Also let A =
µ 0
0 0
 , B =
−(η + µ) η
θ −θ
, E =
−η η
θ −θ
, and
Cw =
cw
cw
. We can prove the following theorem:
Theorem 3.3.1. For each k = 0, 1, . . . , N , the vector of the net profit functions Rkn(t),
0 < t ≤ dk+1 − dk, satisfies the following differential equations:
dRk0(t)
dt
= ERk0(t), (3.5)
dRkn(t)
dt
= −
n− 1 0
0 n
Cw +ARkn−1(t) +BRkn(t), n = 1, . . . , k, (3.6)
with boundary conditions
RN0,0(0
+) = RN0,1(0
+) = 0, (3.7)
RNn,0(0
+) = −clnE(X)− cw
[
n(n+ 1)
2
E(X)− n
µ
]
, n = 1, . . . , N, (3.8)
RNn,1(0
+) = −cl(1
θ
+ nE(X))− cw
[
n
θ
+
n(n+ 1)
2
E(X)− n
µ
]
, n = 1, . . . , N, (3.9)
Rkn,i(0
+) = p(r +Rk+1n+1,i(dk+2 − dk+1))
+ (1− p)Rk+1n,i (dk+2 − dk+1), k = 0, 1, . . . , N − 1, n = 0, . . . , k, i = 0, 1. (3.10)
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Proof. Depending on the server state and the number of scheduled patients in the system,
the following events might occur during (dk+1 − (t+ h), dk+1 − t) (Kulkarni, 1995, p. 206):
If no patient is in the system and the server is available at dk+1 − (t + h), then at
dk+1 − t the server becomes unavailable with probability ηh + o(h), or stays available
with probability 1− ηh+ o(h).
If there is at least one scheduled patient in the system and the server is available at
dk+1−(t+h), then at dk+1−t the number of scheduled patients in the system is reduced
by 1 with probability µh + o(h), or the server becomes unavailable with probability
ηh+ o(h), or both the number of scheduled patients in the system and the server state
remain unchanged with probability 1− µh− ηh+ o(h).
If the server is unavailable at dk+1− (t+h), then at dk+1− t, the number of patients in
the system does not change, and the server becomes available with probability θh+o(h),
or stays unavailable with probability 1− θh+ o(h).
Then, for k = 0, 1, . . . , N , we have
Rk0,0(t+ h) = (ηh+ o(h))R
k
0,1(t) + (1− ηh+ o(h))Rk0,0(t),
Rk0,1(t+ h) = (θh+ o(h))R
k
0,0(t) + (1− θh+ o(h))Rk0,1(t),
Rkn,0(t+ h) = −(n− 1)cwh+ (µh+ o(h))Rkn−1,0(t) + (ηh+ o(h))Rkn,1(t) + [1− (η + µ)h+ o(h)]Rkn,0(t),
Rkn,1(t+ h) = −ncwh+ (θh+ o(h))Rkn,0(t) + (1− θh+ o(h))Rkn,1(t), n = 1, . . . , k.
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Letting h→ 0, after some algebra, we have the following:
dRk0,0(t)
dt
= −ηRk0,0(t) + ηRk0,1(t),
dRk0,1(t)
dt
= θRk0,0(t)− θRk0,1(t),
dRkn,0(t)
dt
= −(n− 1)cw + µRkn−1,0(t) + ηRkn,1(t)− (η + µ)Rkn,0(t),
dRkn,1(t)
dt
= −ncw + θRkn,0(t)− θRkn,1(t), n = 1, . . . , k.
(3.5) and (3.6) are then obtained by writing the above differential equations in the matrix
form.
To obtain the boundary conditions, we start with the net profit that would be incurred
after T . When there are n ≥ 1 scheduled patients in the system just prior to T and the server
is available, the expected amount of time the system will continue to be operated is E(nX),
which is also equal to the expected server overtime. And the expected total waiting time
these n scheduled patients will spend in the system is
E [nX + (n− 1)X + · · ·+X]− n
µ
=
n(n+ 1)
2
E(X)− n
µ
.
If the server is unavailable, the expected overtime and the expected waiting time for each
scheduled patient in the system are increased by 1/θ.
We also need to state the boundary conditions across appointment intervals. Specifically,
at time dk, k = 1, 2, . . . , N , if the kth scheduled patient shows up, the system earns a reward
r, the total number of patients in the system is increased by 1, and the number of pending
appointments is decreased by 1. Otherwise, the system earns no reward, the total number
of patients in the system remains unchanged, and the number of pending appointments is
decreased by 1. The server status does not change in either case.
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Theorem 3.3.1 states the differential equations that the functions Rkn(·) need to satisfy,
but the solution to these equations is not directly available. In Section 3.4, we describe how
to solve them.
3.4 Two Methods for Computing the Objective Function
In this section, we propose two methods, the method of Laplace transform (LT) and the
method of integrating factor, both of which can be used to evaluate the objective function,
Π(N,d), for given N and d.
3.4.1 Method I: Using Laplace Transforms
For each k = 0, 1, . . . , N , Rkn(t) is defined on t ∈ (0, dk+1 − dk]. To apply the method of LT,
the domain of Rkn(t) is extended to be t ∈ (0,∞). After Rkn(t) is obtained, we only need
its values on t ∈ (0, dk+1 − dk]. Let R˜kn(s) denote the LT of Rkn(·) for k = 0, 1, . . . , N and
n = 0, 1, . . . , k. Then we can show that R˜kn(s) can be obtained recursively as stated in the
following theorem:
Theorem 3.4.1. For each k = 0, 1, . . . , N , we have
R˜k0(s) = (sI − E)−1Rk0(0+), (3.11)
R˜kn(s) =
[
(sI −B)−1A]n (sI − E)−1Rk0(0+)+
n−1∑
j=0
[(sI −B)−1A]j (sI −B)−1
−
n− 1− j 0
0 n− j
 Cw
s
+Rkn−j(0
+)

 , n = 1, . . . , k,
(3.12)
where Rk0(0
+) and Rkn−j(0
+), j = 0, . . . , n− 1, can be obtained using the boundary conditions
(3.7)–(3.10).
Proof. For each k = 0, 1, . . . , N , taking the LT of (3.5) and (3.6), we have
sR˜k0(s)−Rk0(0+) = ERk0(s),
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sR˜kn(s)−Rkn(0+) = −
n− 1 0
0 n
 Cw
s
+AR˜kn−1(s) +BR˜
k
n(s), n = 1, . . . , k.
Thus,
R˜k0(s) = (sI − E)−1Rk0(0+),
R˜kn(s) = [(sI −B)−1A]R˜kn−1(s) + (sI −B)−1[−
n− 1 0
0 n
 Cw
s
+Rkn(0
+)]
= [(sI −B)−1A]n(sI − E)−1Rk0(0+)
+
n−1∑
j=0
{[(sI −B)−1A]j(sI −B)−1[−
n− 1− j 0
0 n− j
 Cw
s
+Rkn−j(0
+)]}.
For a given schedule d = (d1, d2, . . . , dN ), Theorem 3.4.1 suggests a recursive procedure
that can be used to obtain the LT R˜kn(s) for each k = 0, 1, . . . , N and n = 0, 1, . . . , k, which
can then be inverted to obtain Rkn(t). In particular, R
0
0,0(t) is equal to Π(N,d) for t = d1.
The following algorithm is a detailed description of this recursive procedure:
Algorithm 1
Step 1. Initialize: Set k = N . Compute E(X), the expected length of the effective service
time and use (3.8) and (3.9) to evaluate RNn (0
+) for n = 0, 1, . . . , N .
Step 2. Apply (3.11), (3.12), and the boundary constraint (3.10) to compute R˜kn(s), the
LT of Rkn(t), for n = 0, 1, . . . , k.
Step 3. For each n = 0, 1, . . . , k, invert R˜kn(s) to obtain R
k
n(t) and evaluate its value at
t = dk+1 − dk, which will be used in Step 2 of the next iteration.
Step 4. If k > 0, set k = k − 1 and go to Step 2. Otherwise, stop. The objective function
Π(N,d) = R00,0(d1) has been obtained in the last iteration of the algorithm.
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3.4.2 Inverting R˜kn(s)
In Step 3 of the above algorithm, we need to invert R˜kn(s) for k = 0, 1, . . . , N and n = 0, . . . , k
in order to obtain Rkn(t). Since all the terms appearing in (3.11) and (3.12) are rational
functions of s, the inversion can be done by the method of partial fraction decomposition (see
Horowitz (1971)). We shall use the term
[(sI −B)−1A]n(sI − E)−1
s
, n ≥ 1
that appears in (3.12) as an example to illustrate how this method works. It is easy to verify
that, for n ≥ 1,
[(sI −B)−1A]n(sI − E)−1
s
=
1
(s+ a)n(s+ b)ns2(s+ η + θ)
(s+ θ)n+1µn η(s+ θ)nµn
θ(s+ θ)nµn ηθ(s+ θ)n−1µn
 .
(Recall that s2 + (η + µ+ θ)s+ µθ = (s+ a)(s+ b).)
Applying the partial fraction decomposition to the upper-right element, it takes the fol-
lowing form:
η(s+ θ)nµn
(s+ a)n(s+ b)ns2(s+ η + θ)
= ηµn[
x
s
+
y
s2
+
z
s+ η + θ
+
n∑
j=1
ej
(s+ a)j
+
n∑
j=1
fj
(s+ b)j
],
where
x =
∂[ (s+θ)
n
(s+a)n(s+b)n(s+η+θ) ]
∂s
|s=0,
y =
(s+ θ)n
(s+ a)n(s+ b)n(s+ η + θ)
|s=0,
z =
(s+ θ)n
(s+ a)n(s+ b)ns2
|s=−(η+θ),
ej =
∂n−j [ (s+θ)
n
(s+b)ns2(s+η+θ)
]
∂sn−j
|s=−a,
fj =
∂n−j [ (s+θ)
n
(s+a)ns2(s+η+θ)
]
∂sn−j
|s=−b .
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To compute ej , j = 1, 2, . . . , n, we need to find the mth derivative of
(s+θ)n
(s+b)ns2(s+η+θ)
for
m = 0, 1, . . . , n− 1. This can be done by using the following technique: let g1(s) = (s+ θ)n,
g2(s) = 1/(s+ b)
n, g3(s) = 1/s
2, and g4(s) = 1/(s+ η + θ). Then we have
∂m[ (s+θ)
n
(s+b)ns2(s+η+θ)
]
∂sm
=
∂m(g1(s)g2(s)g3(s)g4(s))
∂sm
=
∑
m1+m2+m3+m4=m
(
m
m1,m2,m3,m4
)
g
(m1)
1 (s)g
(m2)
2 (s)g
(m3)
3 (s)g
(m4)
4 (s)
=
∑
m1+m2+m3+m4=m
m!
m1!m2!m3!m4!
g
(m1)
1 (s)g
(m2)
2 (s)g
(m3)
3 (s)g
(m4)
4 (s),
where mi is a non-negative integer and g
(mi)
i (s) is the mith derivative of gi(s) with respect to
s, i = 1, 2, 3, 4. Note that gi(s), i = 1, 2, 3, 4 are simple functions. Thus the mith derivative
of gi(s) can be obtained easily. The coefficients fj , j = 1, 2, . . . , n, can be obtained in the
same way.
The partial fraction decomposition of the other terms appeared in (3.11) and (3.12) can
be obtained similarly. As a result, R˜kn,i(s) can be written as a linear sum of fractions, each of
which is in one of the following forms:
1
s
,
1
s2
,
1
s+ η + θ
,
1
(s+ a)j
,
1
(s+ b)j
, j = 1, . . . , n.
Hence by inverting R˜kn,i(s), we are able to obtain R
k
n,i(t) as a linear sum of terms, each of
which is in one of the following forms:
1, t, e−(η+θ)t,
tj−1e−at
(j − 1)! ,
tj−1e−bt
(j − 1)! , j = 1, . . . , n.
3.4.3 Method II: Using an Integrating Factor
An alternative and more direct way of determining the solution to the system of differential
equations given in Theorem 3.3.1 is to use the method of integrating factor. According to
this method, we multiply both sides of (3.6) by e−Bt, the “integrating factor”, and solve the
differential equations. The use of this solution method for solving differential equations leads
23
to the following theorem, which suggests a recursive procedure that can be used to determine
Rkn(t), k = 0, 1, . . . , N and n = 0, . . . , k.
Theorem 3.4.2. Let
H =
−a+θθ ηθ
1 b−θθ
 , J =
 b−θθ −ηθ
−1 −a+θθ
 , and L =
θ η
θ η
 ,
where a and b are given by (3.2) and (3.3), respectively. For each k = 0, 1, . . . , N , and η > 0,
Rkn(t) = D
k
n(t) + z
k
n, n = 0, 1, . . . , k.
where zkn and D
k
n(t) are given as follows:
zk0 = [0, 0]
′, zkn = B
−1(
n− 1 0
0 n
Cw −Azkn−1), n = 1, 2, . . . , k,
Dk0(t) = u
0,k
0 + v
0,k
0 e
−(η+θ)t +m0,k0,0e
−at + q0,k0,0e
−bt,
Dkn(t) =
n∑
j=−n
un,kj e
j(a−b)t +
n∑
j=−n
vn,kj e
[−(η+θ)+j(a−b)]t
+
n−1∑
j=0
n−1−j∑
i=0
mn,ki,j t
ie−[a+j(a−b)]t +
n−1∑
j=0
n−1−j∑
i=0
qn,ki,j t
ie−[b+j(b−a)]t, n = 1, 2, . . . , k.
In the above equations, m0,k0,0 = q
0,k
0,0 = [0, 0]
′, u0,k0 =
LR0,k(0
+)
η+θ , v
0,k
0 =
−ER0,k(0+)
η+θ , and u
n,k
j ,
vn,kj , m
n,k
i,j , q
n,k
i,j , n = 1, . . . , k, can be obtained recursively, as described in Appendix A of the
online supplement.
Proof. For each k = 0, 1, . . . , N , defineDk0(t) = e
EtRk0(0
+), andDkn(t) = e
Bt[
∫ t
0 e
−BsADkn−1(s)ds+
Rkn(0
+) − zkn], n = 1, . . . , k. From Theorem 1, it is easy to verify that Rk0(t) = eEtRk0(0+) =
Dk0(t) + z
k
0 . Let R¯
k
n(t) = e
−BtRkn(t) and take the derivative on both sides, we then have
dR¯kn(t)
dt
= e−Bt[ARkn−1(t)−
n− 1 0
0 n
Cw] = e−Bt[ADkn−1(t) +Azkn−1 −
n− 1 0
0 n
Cw].
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Note that the induction Rkn−1(t) = Dkn−1(t) + zkn−1 is used in the above derivation. Now
integrating both sides of the above equation, we have
R¯kn(t) =
∫ t
0
e−BsADkn−1(s)ds+R
k
n(0
+) + (e−Bt − I)B−1(
n− 1 0
0 n
Cw −Azkn−1),
Rkn(t) = e
Bt[
∫ t
0
e−BsADkn−1(s)ds+R
k
n(0
+)− zkn] + zkn = Dkn(t) + zkn.
To obtain the explicit recursive expression of Dkn(t), we expand e
Bt, e−Bt, and eEt in the
matrix form. First, we can write matrices B and E as follows:
B =
θ
b− a
−a+θθ −b+θθ
1 1

−a 0
0 −b

 1 b−θθ
−1 −a+θθ
 ,
E =
1
η + θ
1 η
1 −θ

0 0
0 −(η + θ)

θ η
1 −1
 .
Hence,
eBt =
θ
b− a
−a+θθ −b+θθ
1 1

e−at 0
0 e−bt

 1 b−θθ
−1 −a+θθ
 = θ
b− a(He
−at + Je−bt),
e−Bt =
θ
b− a
−a+θθ −b+θθ
1 1

eat 0
0 ebt

 1 b−θθ
−1 −a+θθ
 = θ
b− a(He
at + Jebt),
eEt =
1
η + θ
1 η
1 −θ

0 0
0 e−(η+θ)

θ η
1 −1
 = 1
η + θ
(L− Ee−(η+θ)t).
Having the above expansions, we can further write
Dk0(t) = e
EtRk0(0
+) = (L− Ee−(η+θ)t)R
k
0(0
+)
η + θ
,
Dkn(t) =
θ
b− a(He
−at + Je−bt)(Rkn(0
+)− zkn)
+ (
θ
b− a)
2(He−at + Je−bt)
∫ t
0
(Heas + Jebs)ADkn−1(s)ds, n = 1, 2, . . . , k.
25
Now for k = 0, 1, . . . , N , and n = 1, . . . , k, define
m0,k0,0 = q
0,k
0,0 = [0, 0]
′, u0,k0 =
LRk0(0
+)
η + θ
, v0,k0 =
−ERk0(0+)
η + θ
,
un,kj = (
θ
b− a)
2[H2A
un−1,kj
a+ j(a− b) + J
2A
un−1,kj
b+ j(a− b) ], j = −n, . . . , n,
vn,kj = (
θ
b− a)
2[H2A
vn−1,kj
a+ j(a− b)− (η + θ) + J
2A
vn−1,kj
b+ j(a− b)− (η + θ) ], j = −n, . . . , n,
mn,k0,0 =
θ
b− aH(R
k
n(0
+)− zkn) + (
θ
b− a)
2{H2A[
n−2∑
j=1
n−2−j∑
i=0
i!
[j(a− b)]i+1m
n−1,k
i,j
−
n−1∑
j=−n+1
un−1,kj
a+ j(a− b) −
n−1∑
j=−n+1
vn−1,kj
−η − θ + a+ j(a− b)
+
n−2∑
j=0
n−2−j∑
i=0
i!
[(j + 1)(b− a)]i+1 q
n−1,k
i,j ]− J2A
n−2∑
i=0
i!(a− b)−(i+1)mn−1,ki,0 },
mn,ki,0 = (
θ
b− a)
2[H2A
mn−1,ki−1,0
i
− J2A
n−2∑
s=i
s!
i!
(a− b)i−s−1mn−1,ks,0 ], i = 1, 2, . . . , n− 1,
mn,ki,j = (
θ
b− a)
2{−H2A
n−2−j∑
s=i
s!
i!
[j(a− b)]i−s−1mn−1,ks,j
− J2A
n−2−j∑
s=i
s!
i!
[(j + 1)(a− b)]i−s−1mn−1,ks,j }, j = 1, . . . , n− 1, i = 0, . . . , n− 1− j,
qn,k0,0 =
θ
b− aJ(R
k
n(0
+)− zkn) + (
θ
b− a)
2{J2A[
n−2∑
j=1
n−2−j∑
i=0
i!
[j(b− a)]i+1 q
n−1,k
i,j
−
n−1∑
j=−n+1
un−1,kj
b+ j(b− a) −
n−1∑
j=−n+1
vn−1,kj
−η − θ + b+ j(b− a)
+
n−2∑
j=0
n−2−j∑
i=0
i!
[(j + 1)(a− b)]i+1m
n−1,k
i,j ]−H2A
n−2∑
i=0
i!(b− a)−(i+1)qn−1,ki,0 },
qn,ki,0 = (
θ
b− a)
2[J2A
qn−1,ki−1,0
i
−H2A
n−2∑
s=i
s!
i!
(b− a)i−s−1qn−1,ks,0 ], i = 1, 2, . . . , n− 1,
qn,ki,j = (
θ
b− a)
2{−J2A
n−2−j∑
s=i
s!
i!
[j(b− a)]i−s−1qn−1,ks,j
−H2A
n−2−j∑
s=i
s!
i!
[(j + 1)(b− a)]i−s−1qn−1,ks,j }, j = 1, . . . , n− 1, i = 0, . . . , n− 1− j.
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Note that in the above recursions, un,kj and v
n,k
j , n = 0, 1, . . . , k exist only if −n ≤ j ≤ n.
Otherwise, their values are defined to be 0. In the recursions formn,ki,j and q
n,k
i,j , if a sum interval
does not exist, the corresponding sum is defined to be 0. Using the fact that HJ = JH = 0,
it can be shown that (the detailed algebra is omitted for brevity)
Dk0(t) = u
0,k
0 + v
0,k
0 e
−(η+θ)t +m0,k0,0e
−at + q0,k0,0e
−bt,
Dkn(t) =
n∑
j=−n
un,kj e
j(a−b)t +
n∑
j=−n
vn,kj e
(−(η+θ)+j(a−b))t +
n−1∑
j=0
n−1−j∑
i=0
mn,ki,j t
ie−(a+j(a−b))t
+
n−1∑
j=0
n−1−j∑
i=0
qn,ki,j t
ie−(b+j(b−a))t, n = 1, 2, . . . , k.
3.5 Computing the Expected Patient Waiting Time and Server
Overtime
The expected waiting time of each patient with a scheduled appointment and the expected
server overtime are not obtained explicitly when the optimization problems for Model I and
Model II are solved. However, one could easily come up with alternative formulations in which
one may want to put constraints such as keeping the maximum expected waiting time or the
server overtime below a certain level while maximizing or minimizing a particular objective.
Here we show that our methodology can be used to compute such performance measures as
well, because our reward function reduces to the patient waiting time or the server overtime
when model parameters are set appropriately.
Given a schedule d = (d1, d2, . . . , dN ), suppose we want to compute the expected waiting
time of the kth scheduled patient if he shows up, 1 ≤ k ≤ N . Note that the waiting time of
the kth patient depends only on the schedule of the first k−1 patients. Hence, the problem of
finding the mean waiting time of the kth patient (assuming he shows up) can be formulated
as a modified version of the original problem. Specifically, consider the first k patients, the
schedule of whom is a subvector of d—that is, (d1, . . . , dk−1, dk), set r = cw = cl = 0—
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and change boundary constraints (3.8) and (3.9) to Rk−1n,0 (0
+) = (n + 1)E(X) − 1µ , n =
0, 1, . . . , k − 1, and Rk−1n,1 (0+) = 1θ + (n+ 1)E(X)− 1µ , n = 0, 1, . . . , k − 1, respectively.
By making the above changes and keeping everything else in Model I unchanged, the
system incurs no cost or reward from the first k− 1 patients, but only from the waiting time
of the kth patient at rate 1. Thus, in this case, R00,0(d1) is the expected waiting time of the
kth patient if he shows up.
To compute the expected server overtime, we need to set r = cw = 0 and cl = −1 in the
original model. Then R00,0(d1) is equal to the expected server overtime.
3.6 An Extension on the Interruption Time Distribution
Models I and II, both assume that once the server is interrupted, it stays “off” for an ex-
ponentially distributed amount of time. In this section, we show how we can generalize our
formulation so that the length of each “off” period has a phase-type distribution (see Fackrell
(2009)). To keep the presentation simpler and highlight one way of using this generalization,
we focus on a specific phase-type distribution. However, generalization to any phase-type
distribution would be similar.
Specifically, each “off” period is modeled as a continuous-time Markov chain with the
state space {0, 1, 2, . . . ,m}, where state 0 represents the absorbing state that indicates the
end of an “off” period. The “off” period starts at state 1 and has the following rate matrix:
Q =

0 0 0 0 0 . . . 0 0
θ −(θ + η) η 0 0 . . . 0 0
0 θ −(θ + η) η 0 . . . 0 0
0 0 θ −(θ + η) η . . . 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 . . . θ −θ

.
The reason for choosing this particular matrix is that this transition rate matrix naturally
arises if we assume that the service time of an individual emergency patient has an exponential
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distribution and emergency patients who find the server busy with another emergency patient
join the emergency queue which has some finite capacity of m. We can in fact choose a more
general form for this matrix and thus allow the interruption time to have any phase-type
distribution. In particular, we can easily generalize our analysis to the case where the rate θ
becomes phase dependent, which would allow us to capture possible changes in service speed
depending on the number of emergency patients waiting.
Then the length of the “off” period has a phase-type distribution denoted by (α,M), where
α = [1, 0, . . . , 0], being an m-dimensional vector, and M is the submatrix of Q, corresponding
to the states in {1, 2, . . . ,m} (see Neuts (1981) for more on phase-type distributions). Define
Xˆ as the effective service time. Its mean is given by the following proposition:
Proposition 3.6.1. We have
E(Xˆ) =
θ(1− (ηθ )m+1)
µ(θ − η) ,
where Xˆ denotes the effective service time for a random patient with a scheduled appointment.
Proof. Denote the length of an ‘off’ period by Y . Then Y has a phase-type distribution with
Laplace-Stieltjes transform α(M − sI)−1Me and mean −αM−1e. Conditioning on whether
or not the service of a scheduled patient is interrupted for at least once, we have
Xˆ =
 exp (η + µ) w.p.
µ
η+µ ,
exp (η + µ) + Y + Xˆ w.p. ηη+µ ,
which yields E(Xˆ) = 1µ(1 − ηαM−1e). It can be shown by induction that αM−1e = −(1θ +
η
θ2
+ . . .+ η
m−1
θm ). Hence E(Xˆ) =
1
µ(1 +
η
θ + . . .+
ηm
θm ) =
θ(1−( η
θ
)m+1)
µ(θ−η) .
Now, let G˜(s) = E(e−sXˆ) denote the Laplace-Stieltjes transform of Xˆ. Then we have
G˜(s) = µη+µ
η+µ
s+η+µ +
η
η+µ
η+µ
s+η+µα(M − sI)−1MeG˜(s). When m = 1, the length of each ‘off’
period is exponentially distributed, therefore α(M − sI)−1Me reduces to θs+θ . In this case,
G˜(s) = µ(s+θ)
s2+(η+µ+θ)s+θµ
= µ(s+θ)(s+a)(s+b) , where a and b are given by Equations (2) and (3)
respectively. Hence Equation (1) follows by inverting G˜(s).
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When m = 0, which corresponds to the case where there are no interruptions, the expected
effective service time simplifies to E(Xˆ) = 1/µ, the mean service time for a scheduled patient.
On the other hand, when m = 1, the expression simplifies to (3.4), the expected effective
service time when the interruption takes an exponentially distributed amount of time.
For each k = 0, 1, . . . , N , define Rˆkn,i(t), 0 < t ≤ dk+1−dk, as the total expected net profit
over [dk+1 − t,∞) if at time dk+1 − t there are n scheduled patients in the system, and the
server is in state i, where n = 0, 1, . . . , k, i = 0, 1, . . . ,m. Also define
Rˆkn(t) =

Rˆkn,0(t)
Rˆkn,1(t)
...
Rˆkn,m(t)

and
dRˆkn(t)
dt
=

dRˆkn,0(t)
dt
dRˆkn,1(t)
dt
...
dRˆkn,m(t)
dt

.
Then we can state the generalized version of Theorem 3.3.1 as follows:
Theorem 3.6.1. For each k = 0, 1, . . . , N , the vector of the net profit functions Rˆkn(t),
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0 < t ≤ dk+1 − dk, satisfies the following differential equations:
dRˆk0(t)
dt
=

−η η 0 0 . . . 0 0
θ −(η + θ) η 0 . . . 0 0
0 θ −(η + θ) η . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . θ −θ

Rˆk0(t),
dRˆkn(t)
dt
=

−(n− 1)cw
−ncw
...
−ncw

+

µ 0 . . . 0
0 0 . . . 0
0 0
. . . 0
0 0 . . . 0

Rˆkn−1(t)
+

−(η + µ) η 0 0 . . . 0 0
θ −(η + θ) η 0 . . . 0 0
0 θ −(η + θ) η . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . θ −θ

Rˆkn(t), n = 1, . . . , k.
The generalized boundary conditions are
RˆN0,i(0
+) = 0, i = 0, 1, . . . ,m,
RˆNn,0(0
+) = −clnE(Xˆ)− cw
[
n(n+ 1)
2
E(Xˆ)− n
µ
]
, n = 1, . . . , N,
RˆNn,i(0
+) = −cl
[
−eiM−1e+ nE(Xˆ)
]
− cw
[
−neiM−1e+ n(n+ 1)
2
E(Xˆ)− n
µ
]
, n = 1, . . . , N, i = 1, . . . ,m,
Rˆkn,i(0
+) = p
[
r + Rˆk+1n+1,i(dk+2 − dk+1)
]
+ (1− p)Rˆk+1n,i (dk+2 − dk+1), k = 0, 1, . . . , N − 1, n = 0, . . . , k, i = 0, 1, . . . ,m,
where ei = [0, . . . , 1, . . . , 0] with 1 being the ith element, e = [1, 1, . . . , 1]
T , and −eiM−1e
being the mean length of the remaining “off” period when the service interruption process is
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in phase i, i = 1, 2, . . . ,m.
The proof of Theorem 3.6.1 is very similar to that of Theorem 3.3.1 and hence is omitted
for brevity. The system of differential equations stated in Theorem 3.6.1 can be solved using
the methods introduced in Section 3.4. The algorithm to be used is very similar to that for
the original formulation; therefore, we omit the details for brevity.
Note that if we use this generalization to formulate the queue of emergency patients as
described, the queue capacity m should be finite but can be arbitrarily large. However,
it is important to note that although the mathematical analysis does not change with m,
the methods we propose become increasingly computationally expensive with larger m. In
particular, the method of LT and integrating factor are both O(m3).
3.7 Appointment Scheduling with Non-preemptive Interrup-
tions
An important assumption made in Models I and II is that interruptions are preemptive.
While this would be a reasonable assumption in cases where interrupting a regular service is
practically possible (for example, MRI machines), there are also settings in which preemption
may not be an option (for example, surgeries).
In this section, we consider appointment scheduling with non-preemptive interruptions. To
do this, we modify our previous formulation by introducing a new state variable. Specifically,
define the net profit function associated with each appointment interval [dk, dk+1) as follows:
for 0 < t ≤ dk+1 − dk, Rkn,i,j(t) is the total expected net profit earned by the system over
[dk+1 − t,∞) if at time dk+1 − t there are n scheduled customers in the system, i emergency
customer in the system, and the server is in state j, where n = 0, 1, . . . , k, i = 0, 1, and
j = 0, 1. Note that state 0 implies that the server is available for scheduled patients (can
be idle), and state 1 implies that the server is occupied by an emergency patient. Thus,
R00,0,0(d1) is the total expected net profit the system earns over [0,∞), given that the system
is empty initially.
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For k = 0, 1, . . . , N , n = 0, 1, . . . , k, and t > 0, denote
Rkn(t) =

Rkn,0,0(t)
Rkn,1,0(t)
Rkn,1,1(t)
 , dR
k
n(t)
dt
=

dRkn,0,0(t)
dt
dRkn,1,0(t)
dt
dRkn,1,1(t)
dt
 .
Also let
A =

µ 0 0
0 0 µ
0 0 0
 , B =

−(η + µ) η 0
0 −µ 0
θ 0 −θ
 , E =

−η 0 η
0 0 0
θ 0 −θ
 , and Cw =

cw
cw
cw
 .
We then have the following theorem which is analogue to Theorem 3.3.1:
Theorem 3.7.1. For each k = 0, 1, . . . , N , the vector of the net profit functions Rkn(t),
0 < t ≤ dk+1 − dk, satisfies the following differential equations:
dRk0(t)
dt
= ERk0(t),
dRkn(t)
dt
= −

n− 1 0 0
0 n− 1 0
0 0 n
Cw +ARkn−1(t) +BRkn(t), n = 1, . . . , k,
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with the following boundary conditions:
RN0,0,0(0
+) = 0,
RN0,1,1(0
+) = −cl
θ
,
RNn,0,0(0
+) = −(n− 1)cw + cl
µ
+
µ
µ+ η
RNn−1,0,0(0
+) +
η
µ+ η
RNn−1,1,1(0
+), n = 1, . . . , N,
RNn,1,0(0
+) = −(n− 1)cw + cl
µ
+RNn−1,1,1(0
+), n = 1, . . . , N,
RNn,1,1(0
+) = −ncw + cl
θ
+RNn,0,0(0
+), n = 1, . . . , N,
Rkn,i,j(0
+) = p(r +Rk+1n+1,i,j(dk+2 − dk+1))
+ (1− p)Rk+1n,i,j(dk+2 − dk+1), k = 0, . . . , N − 1, n = 0, . . . , k, i = 0, 1, j = 0, 1.
We can solve the differential equations in Theorem 3.7.1 by using the method of Laplace
Transform or the method of integrating factor as introduced in Section 3.4. The details are
omitted for brevity.
3.8 Numerical Results
In this section, we report the results of our numerical study. This study has two main objec-
tives: first, to investigate the potential benefits of incorporating service interruptions when
determining optimal appointment times, and second, to study how the main insights on op-
timal appointment-scheduling policies that have been reported in the literature change when
service interruptions are considered. In our numerical study, when solving the optimization
problems, we used a built-in function fmincon in Matlab with the interior-point algorithm
option. It is important to note that we have identified instances of Model I for which the ob-
jective function has multiple local maxima and instances of Model II for which the objective
function has multiple local minima. Therefore, there is no guarantee that the solutions that
the fmincon function found are in fact globally optimal. To at least partially overcome this
issue, for each instance of the problem, we used the fmincon function starting with various
initial points. Each initial point was obtained by first randomly generating a vector of size
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N (the number of appointments to be scheduled) whose components take values between 0
and 1, and then multiplying this random vector by a scalar K, which is set to 0, 3, 6, 9 and
12 in turn. We then identified the locally optimal solution corresponding to each initial point
and compared the objective function values at these local optima to determine the “best”
solution, which we believe is very likely to be the global optimum. It is also important to
note that this uncertainty on the global optimality of the solutions we obtained does not
prevent us from generating insights regarding the importance of taking into account service
interruptions, because the improvements we obtained are already significant as we report in
the following. Under the globally optimal solution, which is possibly different from what we
obtained, the improvements can only be greater.
As we stated in Section 3.2, one of the desirable features of our formulation and the solution
methods is that the interruption rate can be allowed to be time-dependent. More precisely,
the arrival rate of interruptions can be a stepwise constant function. The way that this
generalization is handled in our solution methods is somewhat tedious but straightforward.
Specifically, we use the following procedure: For a given stepwise-constant interruption rate
function, the problem horizon consists of a sequence of time intervals in which the interruption
rate is constant. Because of this constant interruption rate, within each interval one can use
the methods we developed in Section 3.4 with no changes. In a sense, the appointment
scheduling over each interval can be seen as a separate problem in which the interruption
rate is a constant. Clearly, however, the separated problems over these intervals are not
independent of each other, but that can be taken care of by adding boundary conditions—
which “transfer” the “accumulated” reward (cost) from one interval to the next—into the
system of differential equations that describe the evolution of the expected net profit (cost)
function.
Having the capability of handling time-dependent interruption rates is crucial because of
its practical relevance. As we stated in Section 3.1, we are primarily motivated by interrup-
tions caused by emergency patients and empirical studies have consistently found that the
arrival rates of emergency patients depend highly on the time of day. In our numerical study,
although we considered constant interruption rates for Model I, we considered time-dependent
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rates for Model II. Note that one could easily carry out a time-dependent study for Model I
as well.
3.8.1 Numerical Results for Model I
First, recall that T is the length of the service session during which all appointments should
be scheduled, 1/µ is the mean service time, 1/θ is the mean duration for an interruption, p
is the show-up probability, and cw and cl are the patient waiting cost per unit of time and
the server overtime cost per unit of time beyond T , respectively. In our numerical study for
Model I, we considered three different scenarios. For Scenario 1, we set T = 8, µ = 1, θ = 0.5,
p = 0.75, cw = 1, cl = 1, and r = 2. For Scenario 2, we simply increased the overtime unit
cost to cl = 2, and for Scenario 3, we kept cl = 1 but decreased the no-show probability to 0.
Note that µ and θ are fixed in all three scenarios. However, although we do not report any
details here, in our numerical study, we observed that the way the system costs change with
µ and θ is as expected. Because the increase in either essentially makes the server faster, the
optimal costs decrease if either of these two parameters increases.
For each scenario, we considered six different values for η, the arrival rate of interruptions:
0, 0.1, 0.15, 0.2, 0.25, and 0.3. For each instance of the problem, we first determined the
optimal policy and the objective function value under the optimal policy, which we denote
by R∗. In addition, we also determined the performance of the following policies: the policy
that ignores interruptions; the policy that considers interruptions approximately by assuming
that service times are exponentially distributed with mean adjusted to be equal to the mean
effective service time given in (3.4); and the policy that considers the interruptions but has
the restriction that the times between all consecutive appointments are the same (equally
spaced appointments). In the following, we use Rnointer, Rapprox, and Req to denote the
value of the objective function under these three policies, respectively.
The results are given in Tables 3.1, 3.2, 3.3 for Scenarios 1, 2, and 3, respectively. We
can observe immediately from the three tables that completely ignoring interruptions can be
quite costly, particularly when the interruption rate is high. It is important to note that
in Model I, in addition to the appointment schedule, we also determine the total number
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of appointments to be scheduled. Ignoring interruptions clearly overestimates the number of
appointments the system can reasonably handle and results in negative values for the objective
function. (In the tables, the numbers in parentheses are the optimal number of appointments
to be scheduled associated with each policy under each case.) Capturing the interruptions
approximately by extending the mean service time appropriately seems to work reasonably
well when the interruption rate is small, but for high interruption rates, the difference between
the performance of the optimal policy R∗ and the performance of the approximation Rapprox
is significantly greater. For brevity, we do not report the optimal schedule d here, but we
observe that when the interruption rate is high the optimal policy does not have a dome
shape. It has a monotone structure; more specifically, the time between two consecutive
appointments is larger for appointments scheduled later in the day.
Finally, we observe that requiring the times between two consecutive appointments to be
the same throughout the day does not degrade the performance significantly. Interestingly,
the performance gap is smaller when the interruption rate is higher. This might be because
regardless of whether one has the restriction or not, when there are frequent interruptions,
the system will incur significant overtime costs, and thus the difference between any two
policies will be small, as long as they both take interruptions into account and thus choose N
the total number of appointments to be scheduled reasonably. However, it is also important
to note that this relatively small difference between the two policies is likely to be caused
partially by the fact that the interruptions occur at a constant rate throughout the day. The
difference would likely be more significant when the interruption rate is time dependent, which
we demonstrate for Model II in the next section.
Table 3.1: Numerical Results for Scenario 1 - Numbers in parentheses indicate N∗, the optimal
number of appointments to be scheduled in each setting
η R∗ Rnointer Rapprox Req
0.00 7.9422 (8) 7.9422 (8) 7.9422 (8) 7.8584 (8)
0.10 3.8440 (5) 2.2876 (8) 3.6408 (6) 3.7363 (5)
0.15 2.7369 (4) -0.4731 (8) 2.4316 (5) 2.6328 (4)
0.20 1.9999 (3) -3.2036 (8) 1.6683 (4) 1.9328 (3)
0.25 1.4750 (2) -5.9116 (8) 0.7449 (4) 1.4750 (2)
0.30 1.1951 (2) -8.6030 (8) 0.6449 (3) 1.1951 (2)
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Table 3.2: Numerical Results for Scenario 2 - Numbers in parentheses indicate N∗, the optimal
number of appointments to be scheduled in each setting
η R∗ Rnointer Rapprox Req
0.00 7.0223 (7) 7.0223 (7) 7.0223 (7) 6.9340 (7)
0.10 3.2216 (4) 1.5562 (7) 3.0319 (5) 3.1439 (4)
0.15 2.2711 (3) -1.1313 (7) 1.9768 (4) 2.2224 (3)
0.20 1.6406 (3) -3.7985 (7) 0.8578 (4) 1.6205 (2)
0.25 1.3024 (2) -6.4509 (7) 0.6503 (3) 1.3024 (2)
0.30 0.9838 (2) -9.0928 (7) 0.0561 (3) 0.9838 (2)
Table 3.3: Numerical Results for Scenario 3 - Numbers in parentheses indicate N∗, the optimal
number of appointments to be scheduled in each setting
η R∗ Rnointer Rapprox Req
0.00 9.0101 (7) 9.0101 (7) 9.0101 (7) 8.9160 (7)
0.10 4.4608 (4) 2.1134 (7) 4.2718 (5) 4.3855 (4)
0.15 3.1885 (3) -1.2710 (7) 3.0102 (4) 3.1344 (3)
0.20 2.3879 (3) -4.6284 (7) 1.6520 (4) 2.3055 (3)
0.25 1.8552 (2) -7.9668 (7) 1.3644 (3) 1.8552 (2)
0.30 1.4535 (2) -11.2923 (7) 0.5314 (3) 1.4535 (2)
3.8.2 Numerical Results for Model II
Studies on the arrivals of patients to emergency departments have found that the arrival
rate function is typically such that the rate makes a single peak in the late morning or early
afternoon (see Duguay and Chetouane (2007), McCarthy et al. (2008), Pitts et al. (2008)) or
makes two peaks, one during late morning hours or early afternoon and the other during late
afternoon or early evening (Draeger (1992), Rossetti et al. (1999), Channouf et al. (2007)).
All studies find that the rate typically increases rapidly during the early morning hours and
decreases rapidly starting with late evening.
Based on these findings, we considered two different emergency arrival rate (interruption
rate) functions for our numerical study. In Scenario 1, the arrival rate function for emergency
patients is given by η(t) = 0.3 for t ∈ [0, 3), 0.5 for t ∈ [3, 5), 0.4 for t ∈ [5, 11), 0.2 for
t ∈ [11, 17), and 0.1 for t ∈ [17,∞). Thus, in Scenario 1, the interruption rate has a single
peak. In Scenario 2, the interruption rate has two peaks. More specifically, η(t) = 0.2 for
t ∈ [0, 4), 0.5 for t ∈ [4, 6), 0.3 for t ∈ [6, 10), 0.4 for t ∈ [10, 12), and 0.1 for t ∈ [12,∞).
For both scenarios, we assumed that there were seven appointments to be scheduled and we
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chose µ = 1, θ = 0.5, and p = 0.75. We let γ = cs/(cs + cw), and for each scenario we varied
it from 0.1 to 0.9.
Under each scenario, for each fixed value of γ, we determined the optimal schedule, the op-
timal schedule when interruptions are ignored, and the optimal schedule under the restriction
that appointments are equally spaced. Figure 3.1 provides a visual description of the optimal
appointment schedule for Scenario I with γ = 0.5. It also shows the optimal equally spaced
schedule and the optimal schedule under the assumption that interruptions are ignored. Each
curve was obtained by connecting the corresponding points (i, xi), i = 2, . . . , 7, where i is the
appointment number, with appointment 1 being the first appointment of the day, and xi is
the time between the ith and the (i−1)th appointments. Note that the plots start with i = 2
because the first appointment is scheduled for t = 0 in all cases.
Figure 3.1: Optimal Schedules under Different Policies
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The optimal schedule obtained by ignoring interruptions underestimates the load on the
system. As a result, under this policy appointments are scheduled close to each other. When
interruptions are considered, appointments are scheduled more sparsely. On the other hand,
the equally spaced schedule captures the interruption effect to a certain extent but does not
respond to changes in interruption rate throughout the day. Because of that, the middle
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portion of the curve for the equally spaced schedule stays below the optimal schedule curve
during the period when interruptions are most likely to happen. In the optimal schedule,
appointments are more frequent early and late in the day and less frequent in the middle of
the day. This is expected because in Scenario I, the interruption rate is higher in the middle of
the day. One would expect that when the interruption rate function has a different shape, the
optimal policy would have a different structure as well. That is indeed the case. For example,
one can easily find examples in which interruption rate functions are monotone in time of
the day, and optimal appointment policies are also monotone (times between consecutive
appointments increase or decrease throughout the day). Such interruption rate functions can
be seen in hospitals on days that have special events such as football games, which are known
to increase the demand for emergency response services. Thus, whether one would observe
a dome-shaped structure for the optimal appointment schedule depends significantly on the
shape of the interruption rate function.
We also evaluated the performance of each policy using our model where interruptions
are present and computed the percentage improvement one gets by explicitly considering
interruptions when scheduling appointments and the percentage improvement that one gets
by not requiring equally spaced appointment times. (Note that, as in Section 3.8.1, when
we find the optimal policy under the restriction that appointments are equally spaced we do
consider the interruption process so that the observed performance improvement results only
by not requiring the times between the appointments to be the same.)
Tables 3.4 and 3.5 present the results for Scenario 1 and Scenario 2, respectively. We
can immediately observe from the first column in both tables that the “cost” of ignoring
interruptions could be significant, particularly when patient waiting cost is high. When
γ = 0.1, the benefit from modeling the interruptions can be more than 64%. When the
waiting cost is small, the interruptions are much less of a concern. Even if patients end up
waiting for a long time because of interruptions, that does not affect the objective function
in a significant way. As a result, explicit consideration of the interruption process does not
gain us much. Note that the improvements are not as dramatic as those in Model I, because
N is not a decision variable in Model II.
40
Table 3.4: Benefits of Considering Interruptions and Allowing Flexible Appointment Times
under Scenario 1
γ Considering vs. Ignoring Interruptions Unconstrained vs. Equally spaced Appointments
0.1 64.26% 15.34%
0.3 20.78% 5.77%
0.5 3.76% 3.98%
0.7 0.73% 2.43%
0.9 0.17% 1.19%
Table 3.5: Benefits of Considering Interruptions and Allowing Flexible Appointment Times
under Scenario 2
γ Considering vs. Ignoring Interruptions Unconstrained vs. Equally spaced Appointments
0.1 50.17% 13.9%
0.3 16.12% 7.21%
0.5 2.37% 3.98%
0.7 0.88% 2.25%
0.9 0.14% 1.26%
Looking at the second column in both tables, we observe the percentage improvement
one would get by allowing appointments to be scheduled at any time, as opposed to requir-
ing them to be scheduled at equally spaced time points. We observe that there are modest
improvements in all cases (approximately 15% when waiting cost is high). It is difficult to
make a strong statement as to whether these improvements are large enough to not rec-
ommend equally spaced appointments, because such simple appointment-scheduling policies
might have some additional advantages—such as ease of implementation—that are not cap-
tured in our formulation. Nevertheless, the improvements are clearly larger than when there
are no interruptions (see Hassin and Mendel (2008)). This is particularly the case when the
interruption rate changes with time as in our numerical study. (Although we do not report it
here, we found that when the interruption rate is constant, the improvements are less signif-
icant.) This is not surprising, because in that case, one can see that there could potentially
be more benefits in asking more patients to come when the interruption probability is low,
resulting in more frequent appointments during certain times of the day. The benefits would
potentially be higher when the variations in the interruption rate throughout the day are
more significant.
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3.8.3 Simulation Study: Systems with Nonexponential Service and Inter-
ruption Times
So far, we assumed that the service times and the interruption times are exponentially dis-
tributed. Although, as we discussed in Section 3.6, one can use phase-type distributions
for the interruption times and a similar generalization can be made for service times as
well, assuming exponential distribution for service and interruption times significantly simpli-
fies computational requirements. However, empirical studies have mostly found that service
times typically follow a lognormal—not exponential—distribution (see, e.g., Cayirli and Ve-
ral (2003), Klassen and Yoogalingam (2008)). It is thus important to investigate how the
appointment-scheduling policies that are obtained through our mathematical models would
perform in settings where the exponential distribution assumption does not hold.
Specifically, we consider Model II and assume that there are seven appointments to be
scheduled under the restriction that the times between the appointments are the same. The
only reason we concentrate on the problem with equally spaced appointment intervals is that
with this restriction there is only one decision variable, the time between two consecutive
appointments; this makes simulation optimization relatively a more viable option. Without
the restriction, there would be six decision variables, and finding the optimal values for these
variables using simulation would be computationally expensive. In the simulation model,
we assumed that both service times and interruption times have lognormal distribution with
mean 2. We considered four different values for the coefficient of variation (CV) (0.6, 0.8, 1.0,
and 1.2). We also considered three different values for the arrival rate of interruptions (0.1,
0.15, and 0.2) and three different values for the cost ratio γ = cscs+cw (0.1, 0.5 and 0.9). All
these different choices for the three parameters resulted in 36 different scenarios. In all the
scenarios, we assumed that the no-show probability is zero.
For each scenario, we used a relatively primitive simulation optimization method that uses
line search over a discrete set of values ({0.05, 0.10, . . . , 11.00}) for d, the time between two
consecutive appointments. With each d, we ran 100,000 independent replications to obtain
the mean cost and its associated 95% confidence interval. We then identified the “optimal”
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policy (d) as the one under which the mean cost is the smallest. In the following, we use
Clog to denote the mean cost under this policy. It is important to note that the actual
“optimal” policy is possibly different from the one we obtained here, because our study
has not established optimality at some statistically significant level, even among the set of
discrete choices. It appears that significantly more replications are needed to conclude any
policy as being “optimal” at some statistically significant level. However, it is clear that the
performance of the policy we obtained would be very close to that of the actual optimal policy
and thus would not change the conclusions we reach.
After determining the “optimal” policy and the mean cost under this policy, we then
identified the policy that would be optimal if the service times and interruption times were
exponentially distributed with the same mean as in the simulation model. We then used this
policy in the simulation model to determine how that policy would perform in the lognormal
setting. In the following, we use Cexp to denote the mean cost (obtained via simulation)
under the policy that is optimal for the system with exponentially distributed service and
interruption times.
The results are summarized in Table 3.6. We can observe that the policies obtained
by assuming exponential distributions perform quite well. In most cases, the performance
difference is less than 1% when the coefficient of variation is 1 and 1.2, while the performance
difference can be as high as 5% when the coefficient of variation is 0.6. This may not be
surprising, given that the exponential distribution has a coefficient of variation of 1. Thus,
our findings suggest that the exact shape of the lognormal distribution of service time and
interruption time may not be very important in predicting how well the policies obtained
from our formulation would perform, but their performance is likely to be better when the
coefficient of variation is high.
When service and interruption times are not exponentially distributed, for a given appoint-
ment schedule, simulation of an appointment system would most likely give a more reliable
estimate on the mean performance as opposed to using our numerical methods that assume
exponential distributions. However, simulation is very inefficient when it comes to identifying
the “optimal” policy. When there is one single decision variable, as in the simulation study
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Table 3.6: Simulation Results
CV γ η Clog & 95% confidence Cexp & 95% confidence Percentage Difference
interval interval in the Mean
0.6
0.1
0.10 8.0962 [8.0637, 8.1288] 8.4957 [8.4711, 8.5203] 4.93%
0.15 10.3303 [10.2934, 10.3672] 10.7668 [10.7376, 10.7960] 4.23%
0.20 12.4425 [12.4033, 12.4817] 12.9300 [12.8971, 12.9629] 3.92%
0.5
0.10 15.7692 [15.7274, 15.8110] 15.8562 [15.8178, 15.8946] 0.55%
0.15 18.2025 [18.1560, 18.2491] 18.2740 [18.2293, 18.3188] 0.39%
0.20 20.5166 [20.4617, 20.5714] 20.5306 [20.4810, 20.5801] 0.07%
0.9
0.10 17.7846 [17.7511, 17.8180] 18.0671 [18.0311, 18.1032] 1.59%
0.15 19.5262 [19.4873, 19.5651] 19.9070 [19.8656, 19.9484] 1.95%
0.20 21.2808 [21.2370, 21.3247] 21.6873 [21.6412, 21.7334] 1.91%
0.8
0.1
0.10 9.1742 [9.1292, 9.2191] 9.3187 [9.2802, 9.3573] 1.58%
0.15 11.5924 [11.5440, 11.6409] 11.7027 [11.6587, 11.7468] 0.95%
0.20 13.8340 [13.7785, 13.8895] 14.0024 [13.9524, 14.0524] 1.22%
0.5
0.10 17.1306 [17.0735, 17.1878] 17.1850 [17.1313, 17.2388] 0.32%
0.15 19.6467 [19.5807, 19.7128] 19.7675 [19.7051, 19.8298] 0.61%
0.20 22.1568 [22.0856, 22.2280] 22.1973 [22.1293, 22.2652] 0.18%
0.9
0.10 18.2144 [18.1714, 18.2573] 18.3201 [18.2753, 18.3648] 0.58%
0.15 19.9871 [19.9385, 20.0357] 20.1175 [20.0668, 20.1683] 0.65%
0.20 21.7668 [21.7124, 21.8213] 21.8974 [21.8411, 21.9536] 0.60%
1.0
0.1
0.10 10.3574 [10.2963, 10.4184] 10.3638 [10.3056, 10.4220] 0.06%
0.15 12.9443 [12.8761, 13.0126] 13.0213 [12.9532, 13.0894] 0.59%
0.20 15.3906 [15.3208, 15.4604] 15.5055 [15.4290, 15.5819] 0.75%
0.5
0.10 18.4510 [18.3753, 18.5268] 18.4869 [18.4163, 18.5574] 0.19%
0.15 21.1498 [21.0658, 21.2338] 21.1985 [21.1175, 21.2795] 0.23%
0.20 23.7796 [23.6906, 23.8687] 23.8111 [23.7213, 23.9009] 0.13%
0.9
0.10 18.5569 [18.5030, 18.6107] 18.5782 [18.5243, 18.6321] 0.11%
0.15 20.3532 [20.2937, 20.4128] 20.3653 [20.3050, 20.4257] 0.06%
0.20 22.1373 [22.0712, 22.2033] 22.1529 [22.0860, 22.2199] 0.07%
1.2
0.1
0.10 11.5939 [11.5125, 11.6753] 11.6645 [11.5789, 11.7502] 0.61%
0.15 14.3977 [14.3076, 14.4877] 14.5031 [14.4068, 14.5994] 0.73%
0.20 17.0908 [16.9917, 17.1900] 17.1819 [17.0753, 17.2884] 0.53%
0.5
0.10 19.6490 [19.5529, 19.7451] 19.7608 [19.6704, 19.8513] 0.57%
0.15 22.5548 [22.4485, 22.6611] 22.5992 [22.4971, 22.7012] 0.20%
0.20 25.2419 [25.1279, 25.3558] 25.4963 [25.3793, 25.6134] 1.01%
0.9
0.10 18.8049 [18.7421, 18.8677] 18.8189 [18.7555, 18.8823] 0.07%
0.15 20.5560 [20.4852, 20.6268] 20.6123 [20.5416, 20.6830] 0.27%
0.20 22.4270 [22.3498, 22.5042] 22.4606 [22.3819, 22.5392] 0.15%
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we conducted in this section, simulation could be a reasonable choice. However, when the
times between appointments are not restricted to be the same and/or when the number of
appointments to be scheduled is also a decision variable, there are so many different poli-
cies to compare that finding the “optimal” policy by simulation is impractical. Even if one
is interested in using simulation optimization, our numerical methods provide a fast way of
obtaining a good policy that can be served as a good starting point, and they help in making
the process much more efficient. Furthermore, our methods would help in carrying out a
quick what-if analysis and providing insights into various research questions of interest (as
we did in Sections 3.8.1 and 3.8.2) in an efficient manner. Finally, incorporation of various
constraints into the optimization problem, such as putting a bound on the expected patient
waiting time, is much more straightforward and efficient when using our numerical methods
than when using simulation optimization.
3.9 Explanation of the Error in Wang (1994)
In this section, we provide an explanation as to why the analysis in Wang (1994) is incorrect.
Specifically, the problem has to do with Equation (5) on page 663 of the paper. On the right
hand side of the equation, the first component of the vector reads Ai(tn)Fin−1(xn) which
implicitly assumes that the event that the server is operational (or not) at the release time of
the nth job is independent of the event that the service of the n − 1th job is finished before
the release time of the nth job (the system is empty when the nth job is released), which is
not the case. Below, we provide a more detailed explanation by using an example.
Suppose a server is operational at time 0 and two jobs are to be released and served by
that server. The first job is released at time 0 and the second job is released at time t. The
job processing time, the server operational time (‘on’ period), and the server repair time (‘off’
period) are independent and exponentially distributed with rates µ, η, and θ, respectively.
First, we would like to compute pj(t), the probability that the service of the first job finishes
before t, the release time of the second job, and the server is in state j at t, where j = 0
indicates that the server is operational and j = 1 indicates that the server is in repair.
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Denote rij(k, t), k = 0, 1, . . ., to be the probability that the services of exactly k jobs
finish during (0, t] and the server is in state j at time t given that the server is in state i at
time 0. Then pj(t) =
∑∞
k=1 r0j(k, t). Denote r(k, t) =
r0,0(k, t) r0,1(k, t)
r1,0(k, t) r1,1(k, t)
. Similar to the
differential equations derived in Theorem 1, we can show the following:
dr(0, t)
dt
=
−(η + µ) η
θ −θ
 r(0, t), dr(k, t)
dt
=
µ 0
0 0
 r(k−1, t)+
−(η + µ) η
θ −θ
 r(k, t), k ≥ 1.
Recall that A =
µ 0
0 0
, and B =
−(η + µ) η
θ −θ
 . Taking the LT on both sides of the
above differential equations, we have sr∗(0, s)− I = Br∗(0, s), and sr∗(k, s) = Ar∗(k−1, s) +
Br∗(k, s), k ≥ 1. Hence, r∗(0, s) = (sI−B)−1, and r∗(k, s) = [(sI−B)−1A]k(sI−B)−1, k ≥ 1.
Thus
∑∞
k=1 r
∗(k, s) = {[I− (sI−B)−1A]−1− I}(sI−B)−1. Inverting it yields a 2×2 matrix,
where the (j + 1)th component in the first row is the desired pj(t), j = 0, 1.
On the other hand, from Equation (1), we know that the probability that the service
for the first job finishes before t is G(t) = µ[ θ−aa(b−a)(1 − e−at) + b−θb(b−a)(1 − e−bt)]. Also,
since the state of the server at time t follows a continuous-time Markov chain with state
space {0, 1}, the probability that the server is operational at t is given by ηη+θe−(η+θ)t + θη+θ
(Kulkarni, 1995, p. 260). Given any set of model parameters, one can easily check to see
that p0(t) 6= G(t)[ ηη+θe−(η+θ)t + θη+θ ]. For example, when µ = 1, η = 0.1, θ = 0.5, and t = 1,
p0(t) = 0.5816 while G(t)[
η
η+θe
−(η+θ)t + θη+θ ] = 0.5649.
Thus, the event that the server is operational at the release time of the second job and
the event that the service of the first job is finished before the release time of the second job
(the system is empty when the second job is released) are not independent.
3.10 Concluding Remarks
The vast literature on appointment scheduling has provided both various methods to schedule
appointments and valuable insights into the type of policies that should be expected to perform
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well. However, the possibility that the service of scheduled patients can be interrupted has
largely been ignored. In some settings, such as outpatient clinics that are located outside of
the hospitals, it might be reasonable to ignore interruptions if they tend to be short in duration
or are so rare that it is difficult to predict when and why they would occur. However, there
are many appointment-based services within hospitals (such as electronic imaging machines)
for which interruptions are not only common but can also be predicted to a certain extent
based on past data. For example, the rate of patient traffic to MRI or CT scan machines from
the emergency departments, which interrupts scheduled services, can easily be determined as
a function of the time of day. This chapter focuses on appointment scheduling for systems
for which service interruption is a regular phenomenon.
One of the major contributions of this chapter is that it develops a general framework
that can be used in the analysis of various appointment-scheduling models that make different
assumptions regarding performance measures and decision variables. We have concentrated
on only two formulations, but one can easily come up with alternative models that can be
analyzed in almost the same way. Introducing the possibility that services can be interrupted
brings significant difficulty into mathematical modeling and analysis. One of the main chal-
lenges is to come up with an expression for the objective function. We overcome this difficulty
by first writing the total accumulated net profit after T in Model I, or the total accumulated
cost after the appointment time of the last patient in Model II, and going backward in time,
appointment by appointment, until time zero, the beginning of the day. This approach gives
us a system of differential equations whose solution provides the objective function value for
a given appointment schedule. The solution to the differential equations is not readily avail-
able, but we propose two different solution methods, either of which can be used to obtain
the solution and determine the objective function value.
Having a formulation and a method for determining the optimal policy is important for
two main reasons. First, they can be used in practice if model assumptions are believed to
fit reasonably well with the practical setting considered. Second, they can be used to solve
various problem instances in order to obtain some general insights into scheduling policies that
perform well when interruptions are present. Part of this chapter is devoted to this second
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potential use of our framework. As a result of this analysis, we made a number of observations:
We found that ignoring interruptions can lead to policies that perform very poorly, especially
when the number of appointments to be scheduled on a given day is also a decision variable.
One way of considering interruptions approximately could be by adjusting the mean service
time appropriately in the model that ignores interruptions. However, that approach appears
to work well only when the interruption rate is small. These two observations point to
the importance of explicit formulation of the interruption process. We also observed that
policies that require the time between consecutive appointments to be the same have a decent
performance when the interruption rate is constant, but their performances worsen when
the interruption rate is time dependent. This suggests, for example, that when scheduling
appointments for electronic imaging machines that are shared by emergency patients, it might
be worthwhile to drop the convenience of having equally spaced intervals and distribute
appointments over time so that there are fewer scheduled appointments around times when
the arrival rate of emergency patients typically peaks.
An important assumption made in our models is that interruptions are preemptive. This
would be a reasonable assumption in cases where interrupting a regular service is practically
possible (for example, MRI machines), but there are also settings in which preemption may
not be an option (e.g., surgeries). Thus, a potentially useful direction for future research is
the analysis of appointment systems with nonpreemptive interruptions.
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Chapter 4
A Single Queue Model of Appointment
System
4.1 Introduction
In this chapter, we develop a single-queue model which is actually a simplified version of the
two-coupled-queue model introduced in Chapter 5. In this single-queue model, the pool of
customers who request service is assumed to be infinitely large. Therefore, no matter what
the equidistant inter-appointment time that the system designer choose (can be very small),
each one of the appointment epoches is assigned to one customer. This is a very strong
assumption and it may not be necessarily true in practice. For example, in reality when the
inter-appointment time is very small, there may be some unassigned appointment slots among
those that are assigned to customers. However, the purpose of developing this single-queue
model is to generate some fundamental insights about how to balance the basic trade-off
between service utilization and customer waiting in an appointment-based service system. If
the inter-appointment time is set very small, customers may encounter very long waiting. On
the opposite, if appointments are scheduled sparsely, the server may have no customers to
serve during certain time periods and hence the expensive service resource may be wasted.
Hence studying this simple queueing model can give us some useful ideas of how to choose
an appropriate inter-appointment time so that service system is kept highly utilized without
sacrificing customer satisfaction about the service they receive.
We carry out a steady-state analysis of the above single-queue model by assuming that it
works over a infinite-horizon. Even though appointments are usually scheduled over the course
of a day (finite horizon), the steady-state performance measures obtained from this model
still provide some useful insights for determining the optimal scheduling policies. The similar
idea of using steady-state queueing analysis to study the appointment system is also used
by Green and Savin (2008) and Robinson and Chen (2011), the latter of which provides the
justification of using steady-state analysis to approximate finite-horizon appointment system.
The remainder of this chapter is organized as follows: Section 4.2 gives a detailed de-
scription of the formulation. In Section 4.3, the performance measures of interest are derived
and the optimal inter-appointment time is obtained. A sensitivity analysis is carried out in
Section 4.4. Finally, we conclude with Section 4.5.
4.2 Model Description
We consider an appointment system with equidistant appointment time slots. We refer to
d as the inter-appointment time (IAT) in the remainder of this thesis. At each of the time
epoches nd, n = 0, 1, 2, . . ., a customer arrives at the service facility with a fixed probability
p (0 < p < 1) that is independent of everything else. There is a single server and customers
are served in the order of their arrivals. The service times of customers are assumed to be
independently exponentially distributed with rate µ. The performance measures of interest
are the long-run fraction of time that the server is idle and the long-run average time that
customers spend in the system. Our objective is to minimize a weighted linear combination
of the above two performance measures while the decision variable is IAT. We also carry out
sensitivity analysis that shows how the optimal IAT changes with p and cost parameters.
4.3 Service Queue Analysis
The above appointment system can be formulated as a G/M/1 queue. In particular, the
arrival process follows a geometric distribution with parameter p. To analyze such G/M/1
queue, let Zn be the number of customers in the service queue seen by the nth arrival at
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the service station, n = 0, 1, 2, . . .. Then {Zn, n ≥ 0} is an embedded DTMC of the service
process with the state space {0, 1, 2, . . . } and the transition probability matrix M given by:
M =

1− b0 b0 0 . . . . . .
1− b0 − b1 b1 b0 0 . . .
1− b0 − b1 − b2 b2 b1 b0 0
...
...
...
...
...

,
where bi is the probability that i customers leave the service queue (are served) during the
period between two consecutive arrivals, i.e.,
bi =
∞∑
k=1
(1− p)k−1pe−µkd (µkd)
i
i!
.
Using this embedded DTMC {Zn, n ≥ 0}, we know from the standard analysis of the G/M/1
queue (see Kulkarni (1995, Thm. 7.15)), that the limiting distribution of the service queue
length exists if d > p/µ and the steady-state performance measures of interest can be com-
puted as follows:
The long-run fraction of time the server is idle (the probability that the service queue length
is zero in the steady state) is given by
1− p
µd
,
and the long-run average number of customers in the service queue is given by
p
µd(1− β(d)) ,
where β(d) is the unique solution in (0, 1) to the following equation:
β =
∞∑
i=0
biβ
i =
p
eµd(1−β) − 1 + p. (4.1)
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Define G˜(t) = peµt−1+p . Then we can rewrite (4.1) as
β = G˜((1− β)d). (4.2)
To keep the notation in the rest of this chapter simple, we refer to β = β(d) as the unique
root of (4.2) when there is no ambiguity. Otherwise, it will be stated clearly.
Let CI be the cost of keeping the server idle per unit of time, and CW be the cost of
holding one customer in the service queue per unit of time. Then the main optimization
problem can be stated formally as follows:
(P1) min
d
C(d) := CI(1− p
µd
) +
pCW
µd(1− β)
s.t. β = G˜((1− β)d), (4.3)
p
µ
< d <∞.
Setting the derivative of C(d) with respect to (w.r.t.) d to 0, we have
CW
CI
= fp(d), (4.4)
where
fp(d) = (1− β)(1 + G˜′((1− β)d)d)
for fixed p ∈ (0, 1).
The main result is given in the following theorem:
Theorem 4.3.1. The problem P1 has the unique global optimal IAT, denoted by d∗, if and
only if
CW
CI
< 1.
When d∗ exists, it is given by the unique solution of (4.4).
To prove this theorem, we first show that (4.4) has a unique solution if and only if
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CW /CI < 1. To do this, we summarize several properties of β(d) and fp(d) in the following
two lemmas. The first lemma shows the relationship between d and β(d).
Lemma 4.3.1. If β(d) satisfies (4.1), then
(a) ∂β(d)∂d < 0.
(b) limd↓p/µ β(d) = 1.
(c) limd→∞ β(d) = 0.
Proof. (a) Let s = (1−β)d (this notation is also used in the proof of Lemma 4.3.2 and 4.4.1),
then it is easy to verify that
G˜′(s) =
−pµeµs
(eµs − 1 + p)2 < 0
and
G˜′′(s) =
pµ2eµs(eµs + 1− p)
(eµs − 1 + p)3 > 0,
where the first and second derivative of G˜(s) are both w.r.t. s. Taking the derivative of both
sides of (4.2) w.r.t. d, we have
∂β
∂d
= G˜′(s)(1− β − ∂β
∂d
d).
It then follows that
∂β
∂d
=
(1− β)G˜′(s)
1 + G˜′(s)d
. (4.5)
Thus, it is sufficient to show 1 + G˜′(s)d > 0. Noting that d = s1−β =
s
1−G˜(s) , we have
1 + G˜′(s)d = 1 +
sG˜′(s)
1− G˜(s) .
Hence we only need to show
F (s) := sG˜′(s)− G˜(s) + 1 > 0, for s > 0.
Note that F (0) = 0, and F ′(s) = G˜′(s) + sG˜′′(s)− G˜′(s) = sG˜′′(s) > 0. Hence the result.
53
(b) We have
lim
d↓p/µ
∂G˜(s)
∂β
|β=1 = lim
d↓p/µ
−pµeµ0
(eµ0 − 1 + p)2 (−d) = 1.
The result follows from Kulkarni (1995, e.g. 3.15).
(c) Suppose limd→∞ β(d) = m > 0, then the RHS of (4.1) goes to zero as d→∞, which is a
contradiction.
The next lemma reveals some important properties of fp(d):
Lemma 4.3.2.
(a) limd↓p/µ fp(d) = 0.
(b) limd→∞ fp(d) = 1.
(c)
∂fp(d)
∂d > 0.
Proof. (a) Using Lemma 4.3.1(b), we have limd↓p/µ s = limd↓p/µ(1− β)d = 0. Hence,
lim
d↓p/µ
fp(d) = lim
d↓p/µ
(1− β)(1 + G˜′(s)d) = 0 · (1 + G˜′(0)p/µ) = 0 · [1 + −pµe
µ0
(eµ0 − 1 + p)2
p
µ
] = 0.
(b) Using Lemma 4.3.1(c), we have limd→∞ s = limd→∞(1− β)d = d. Hence,
lim
d→∞
fp(d) = lim
d→∞
(1− β)(1 + G˜′(s)d) = 1 + lim
d→∞
G˜′(d)d = 1 + lim
d→∞
−pµeµdd
(eµd − 1 + p)2 = 1.
(c)
∂fp(d)
∂β
= −(1 + G˜′(s)d) + (1− β)[G˜′′(s) ∂s
∂β
d+ G˜′(s)
∂d
∂β
].
Using (4.5), we have
(1− β)G˜′(s)∂d
∂β
= 1 + G˜′(s)d.
Then
∂fp(d)
∂β
= (1− β)G˜′′(s) ∂s
∂β
d.
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Since ∂s∂β = −d+ (1− β) ∂d∂β < 0, together with G˜′′(s) > 0, we have ∂fp(d)∂β < 0. Thus,
∂fp(d)
∂d
=
∂fp(d)
∂β
∂β
∂d
> 0.
Lemma 4.3.2 implies that fp(d) increases from 0 to 1 monotonically as d increases from
p/µ to ∞. Hence, (4.4) has a unique solution if and only if CW /CI < 1.
Using Lemma 4.3.1, we can see that limd↓p/µC(d) =∞ and limd→∞C(d) = CI . Thus, if
there is a solution to (4.4), it must be the unique global minimum of C(d). Theorem 4.3.1 is
therefore proved.
Theorem 4.3.1 can be interpreted as follows. First, the optimization problem is of interest
only when CI > CW , otherwise we do not have any incentive to accept customers at all.
Second, to solve this optimization problem, we just need to find the solution of (4.4), namely
d∗ (if it exists). The uniqueness and optimality of d∗ is guaranteed by Theorem 4.3.1.
4.4 Sensitivity Analysis
In the previous section, the optimal IAT d∗ is obtained by the unique solution of (4.4). In
this section, we carry out a sensitivity analysis to reveal how d∗ changes with the ratio of
cost parameters, namely CW /CI , and the show-up probability p, This is summarized by the
following two corollaries:
Corollary 4.4.1. For any fixed p ∈ (0, 1), d∗ increases as CW /CI increases from 0 to 1.
Intuitively, when customers’ time becomes relatively more valuable, the IAT must be set
larger accordingly in order to reduce the congestion in the service queue, which results in the
decrease of customer long-run average direct waiting time.
In the above analysis, the show-up probability p is fixed. Next, we investigate how d∗
changes with p where CW /CI is fixed. The main result is given by the following corollary:
Corollary 4.4.2. For fixed CW /CI , the optimal IAT, denoted by d
∗(p), is an increasing
function of p.
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To prove this corollary, we first define, for any fixed d > 0,
gd(p) = (1− β(p))(1 + G˜′((1− β(p))d)d), for p ∈ (0, dµ).
Note that fp(d) and gd(p) are both defined to be (1−β)(1 + G˜′((1−β)d)d), where β satisfies
(4.1). The difference is that, in fp(d), p is fixed while d varies from p/µ to ∞, and β is a
function of d. In contrast, in gd(p), d is fixed while p varies from 0 to dµ, and β is a function
of p.
Then we have the following lemma:
Lemma 4.4.1. For any fixed d > 0, ∂gd(p)∂p < 0.
Proof. Let θ = µd, then β = p
e(1−β)θ+p−1 . We first prove p > βθ.
Rewrite β = p
e(1−β)θ+p−1 as p =
β[e(1−β)θ−1]
1−β . Then
p > βθ ⇔ e(1−β)θ − 1 > (1− β)θ
⇔ ex − x− 1 > 0. (where x = (1− β)θ > 0)
The last inequality is true for x > 0. Thus p > βθ.
For any fixed d, let β(p) satisfy (4.1) for p ∈ (0, 1). Then we want to show ∂β(p)∂p > 0.
Let ω = e(1−β)θ > 1. Taking the derivative of both sides of (4.1) w.r.t. p, we have
∂β(p)
∂p
=
ω − 1
(ω − 1 + p)2 [1−
pθω
(ω − 1 + p)2 ]
−1.
Applying p > βθ, we have
ω − 1 + p = e(1−β)θ − 1 + p > 1 + (1− β)θ − 1 + p > θ.
We also have
ω − 1 + p > pω.
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Hence
(ω − 1 + p)2 > pωθ.
This result, together with the fact that ω−1
(ω−1+p)2 > 0, imply that
∂β(p)
∂p
> 0.
Now we are ready to prove ∂gd(p)∂p < 0 for any fixed d ∈ ( pµ , ∞). Here we use β instead of
β(p), then
∂gd(p)
∂p
=
∂gd(p)
∂β
∂β
∂p
= [−(1 + G˜′(s)d) + (1− β)G˜′′(s) ∂s
∂β
d]
∂β
∂p
= −[1 + G˜′(s)d+ (1− β)G˜′′(s)d2]∂β
∂p
.
Using the previous results that 1 + G˜′(s)d > 0 and G˜′′(s) > 0 (proved in Lemma 4.3.1),
together with ∂β∂p > 0, we have
∂gd(p)
∂p
< 0.
Lemma 4.4.1 implies that fp1(d) will always stay above fp2(d) for 0 < p1 < p2 < 1. Hence
Corollary 4.4.2 follows directly from Theorem 4.3.1, Lemma 4.3.2, and Lemma 4.4.1.
Corollary 4.4.2 is intuitive since we need to set IAT larger to compensate for the congestion
caused by the increase of customer show-up probability.
The following graph summarizes the above results:
The three curves from left to right represent fp1(d), fp2(d), and fp3(d), respectively, where
0 < p1 < p2 < p3 < 1. The x-coordinate of the intersection points of these curves and the
dashed line corresponds to the optimal IAT d∗(pi), i = 1, 2, 3, i.e., d∗(pi) is the solution to
fpi(d) = CW /CI , i = 1, 2, 3. We can see that for fixed CW /CI , d
∗(pi), i = 1, 2, 3 are in the
same order of pi, i = 1, 2, 3. And for each pi, if we move the dashed line upward, i.e., increase
the value of CW /CI , the intersection point will move right and thus d
∗(pi) will increase.
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Figure 4.1: Optimal Solution of Single Service Queue Model
4.5 Concluding Remarks
In this chapter, we investigate a single-queue model of an appointment-based service system
with equidistant appointment time epoches and fixed show-up probability. By formulating
the system as a G/M/1 queue, we obtain the long-run fraction of server idle time and long-run
average customer waiting time. In addition, we solve the optimization problem of minimizing
a linear combination of these two performance measures weighted by the cost parameters. We
obtain the optimal inter-appointment time and carry out a sensitivity analysis to show how it
responds to the change of the show-up probability and the cost parameters. The results are
consistent with the intuition such that the optimal IAT increases in the customer show-up
probability and also when the customer time is treated more valuable.
An important assumption that has been made in this chapter is that the pool of customers
who request service is infinitely large. This assumption helps simplify the formulation of an
appointment system so that the above analytical results can be obtained. A more complex
model is proposed in Chapter 5 in which similar performance measures can be derived, but
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solving an optimization problem like what has been achieved in this Chapter becomes an-
alytically intractable. For more details about it, interested readers are referred to the next
Chapter 5.
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Chapter 5
A Two-Coupled-Queue Model of
Appointment System
5.1 Introduction
In this chapter, we develop a two-coupled-queue model of an appointment system. The first
queue, which we call the appointment queue, captures the waiting process of customers whose
scheduled appointment times have not come yet. The appointment queue does not physically
exist. It is more like a list where customers with their scheduled appointments are recorded.
The time that a customer spends in this queue is exactly his indirect delay. The second queue,
which we call the service queue, is the queue of customers who show up at the service facility
at their appointment times. When a customer is assigned an appointment time, he joins the
appointment queue. Then once his appointment time is due, he either shows up at the service
facility punctually (joins the service queue) or becomes a no-show with a probability affected
by his indirect waiting time. If he shows up, the time that he spends in the service queue is
his direct waiting time.
To the best of our knowledge, our two-coupled-queue formulation is the first one that
unites the appointment and service processes in the same model and explicitly captures their
dependence. In addition, the majority of the appointment-scheduling literature that considers
customer no-show behavior commonly assumes a fixed no-show probability. However, that as-
sumption implicitly implies that customers are insensitive to their appointment delays, which
may not reflect the reality with sufficient accuracy. Some recent empirical studies indicate
that the longer the appointment delays are, the more likely patients cancel their appoint-
ments or become no-shows. In our formulation, a customer’s no-show probability is affected
by the appointment delay he encounters during the appointment process. We carry out
a steady-state analysis of this two-coupled-queue system (see Section 4.1 for justifications of
using steady-state queueing analysis to study appointment systems) and obtain the important
performance measures such as the service utilization and the long-run average appointment
delay and service delay in the appointment queue and the service queue, respectively. We are
particularly interested in the appointment systems with high traffic intensity because this is
the situation in which a service system may benefit most from the appointment mechanism.
Being able to obtain the performance measures in an appointment system is important.
For example, the design of an appointment system can be formulated as an optimization
problem that maximizes the service utilization subject to service level constraints such as
enforcing the upper bounds of both types of delays. Even though we do not solve such an
optimization problem in this chapter, our two-coupled-queue model of an appointment system
provides useful analytical results that can be utilized for further numerical investigation.
The remainder of this chapter is organized as follows. In Section 5.2 we give a detailed
problem description. Sections 5.3 and 5.4 investigate the appointment queue and the service
queue, respectively, and obtain the performance measures of interest. In Section 5.5, we
propose an interpolation approximation method of the direct delay and compare it with an
existing tandem queueing approximation method. A numerical study is presented in Section
5.6. Finally, Section 5.7 summaries all of our findings and conclusions.
5.2 Problem Description
We consider an appointment scheduling system that consists of two stages, schematically
shown in Figure 5.1. Customers first call to request appointments and are given specific
appointment times in a first-come, first-served (FCFS) matter. In other words, each customer
is scheduled at the first available appointment time. The queue formed in this appointment
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process is referred to as appointment queue. Then customers show up at the service facility
at their individual scheduled appointment times with a certain probability and are served in
a FCFS matter. The queue formed in this service process is referred to as service queue. In
the appointment queue, we assume that appointment requests arrive according to a Poisson
process with rate λ and appointments can only be scheduled at equidistant time epochs
with distance d, which is controlled by the system designer. For instance, suppose the service
provider decides to schedule appointments every half an hour, such as 8:00, 8:30, 9:00, etc, and
a customer calls at 10:20 to request an appointment, then he will be scheduled at 10:30 if there
is no scheduled appointment in the system, or 30 minutes later than the last appointment time
that has already been assigned. When a customer’s appointment time is due, that customer
is removed from the appointment list. The total waiting time that customer has spent in
the appointment queue (indirect waiting time) affects his show-up probability at the service
facility. If he shows up, he joins the service queue. Thus, customers either arrive on time at
their scheduled appointment times or become no-shows. No walk-in customers are allowed.
In the service queue, we assume that there is a single server and customers are served in the
order of their arrivals. The service times for all customers are independent and exponentially
distributed with rate µ, which is assumed to be independent of everything else.
Figure 5.1: Two-Coupled-Queue Model
5.3 Appointment Queue
We first derive the limiting distribution of the appointment queue length at nd−, n→∞. To
do this, let X(t) be the number of customers waiting in the appointment queue at time t.
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Define
Xn = X(nd
−), n = 0, 1, 2, . . .
and let ai be the probability that i customers join the appointment queue during the period
between two successive appointment time epochs, i.e.,
ai =
(λd)ie−λd
i!
, i = 0, 1, 2, . . . .
Then we have the following theorem:
Theorem 5.3.1. {Xn, n ≥ 0} is a DTMC with the state space S = {0, 1, 2, . . .} and the
transition probability matrix Tˆ given by:
Tˆ =

a0 a1 a2 a3 . . .
a0 a1 a2 a3 . . .
a0 a1 a2 . . .
a0 a1 . . .
a0 . . .
. . .

.
Proof. We have the following transition probabilities:
When Xn = 0, the appointment queue is empty at time nd
−, which means no appoint-
ment has been scheduled at nd. Hence there is no departure from the appointment
queue at nd. In this case,
P{Xn+1 = j | Xn = 0} = aj , for j = 0, 1, 2, . . . .
When Xn ≥ 1, an appointment has been scheduled at nd and therefore the appointment
queue length is reduced by 1 at nd. In this case,
P{Xn+1 = j | Xn = i} = aj−i+1, for i ≥ 1, j = i− 1, i, i+ 1, . . . .
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The rest of the proof follows from the standard definition of DTMC.
Next, assuming the following limits exist, define
piAi = limn→∞P (Xn = i), i = 0, 1, 2, . . .
and
pAi = lim
t→∞P (X(t) = i), i = 0, 1, 2, . . . .
The following theorem gives the necessary and sufficient condition for the appointment queue
to be stable and the relationship between piAi and p
A
i .
Theorem 5.3.2. The DTMC {Xn, n ≥ 0} is positive recurrent and the appointment queue
is stable if and only if λd < 1. When the appointment queue is stable, the limiting distribution
of the queue length is given by
pAi =
piAi+1
1− piA0
, i = 0, 1, 2, . . . .
Proof. By Kulkarni (1995, Thm. 7.10), we know that the DTMC {Xn, n ≥ 0} is positive
recurrent if and only if λd < 1. Since the appointment queue length has jumps of size ±1,
the number of appointments ahead of an arrival to the appointment queue and the number of
appointments left behind by a departure from the appointment queue have the same limiting
distribution. And the limiting probability that a departure leaves i customers behind is the
limiting probability that there are i+ 1 customers in the appointment queue at nd−, n→∞.
Then using PASTA, we have
pAi =
piAi+1
1− piA0
, i = 0, 1, 2, . . . .
The next corollary gives the long-run average waiting time in the appointment queue,
denoted by WA.
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Corollary 5.3.1. If the appointment queue is stable, we have
WA =
d
2(1− λd) . (5.1)
Proof. Define
φ(z) =
∞∑
j=0
piAj z
j ,
and
ψ(z) =
∞∑
j=0
ajz
j = eλd(z−1).
It is shown in Kulkarni (1995, Thm. 7.10) that
φ(z) = piA0
(1− z)ψ(z)
ψ(z)− z ,
where
piA0 = 1−
∞∑
i=0
iai = 1− λd.
Then we have
∞∑
i=1
piAi z
i−1 =
1
z
(φ(z)− piA0 ) = piA0
1− ψ(z)
ψ(z)− z . (5.2)
Denoting the long-run average length of the appointment queue by LA, we have
LA =
∞∑
i=0
ipAi =
∞∑
i=0
i
piAi+1
1− piA0
=
1
1− piA0
∞∑
i=1
(i− 1)piAi .
Noting that
∞∑
i=1
(i− 1)piAi = lim
z→1
∂(
∑∞
i=1 pi
A
i z
i−1)
∂z
= lim
z→1
∂(piA0
1−ψ(z)
ψ(z)−z )
∂z
,
and applying L’Hospital’s rule repeatedly, we get
LA =
1
1− piA0
lim
z→1
∂(piA0
1−ψ(z)
ψ(z)−z )
∂z
=
λd
2(1− λd) .
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Applying Little’s Law, we have
WA =
LA
λ
=
d
2(1− λd) .
5.4 Service Queue
The appointment queue and service queue are clearly inter-dependent, that is, the departure
process of the appointment queue determines the arrival process of the service queue. To
capture such dependence between the two queues, we develop a Two-Coupled-Queue model
in this section.
We assume that the appointment queue has a finite capacity N . Note that as N → ∞,
our Two-Coupled-Queue model is arbitrarily close to the actual appointment system that has
infinite capacity.
To capture the customers’ no-show behavior, we let αk be a customer’s show-up prob-
ability, where k is the number of customers left behind by that customer when he leaves
the appointment queue. Note that k is actually the number of customers who join the ap-
pointment queue during that customer’s indirect waiting time. So in some sense, k measures
how long that customer has waited in the appointment queue. The idea is that, the more
customers left behind when a customer leaves the appointment queue, the more likely that
customer has encountered long appointment delay. In addition, 0 < α ≤ 1 is the no-show
parameter that reflects how sensitive customers are to their appointment delays. Green and
Savin (2008) use a similar idea of measuring customer no-show probability by a function that
involves the exponential of appointment backlog.
Denote the appointment queue length at nd− byXn, n = 1, 2, . . .. ThenXn ∈ {0, 1, 2, . . . , N}
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and the transition probability matrix T of {Xn, n = 1, 2, . . .} is given by
T =

a0 a1 a2 a3 . . . aN−1 1−
∑N−1
k=0 ak
a0 a1 a2 a3 . . . aN−1 1−
∑N−1
k=0 ak
a0 a1 a2 . . . aN−2 1−
∑N−2
k=0 ak
a0 a1 . . . aN−3 1−
∑N−3
k=0 ak
. . .
...
a0 1− a0

,
where ai =
(λd)ie−λd
i! , i = 0, 1, 2, . . ..
Let Yn be the number of customers in the service queue at time nd
−, n = 1, 2, . . ., Yn ∈
{0, 1, 2, . . .}. Then when Xn > 0, we have
Yn+1 =
 Yn −Dn, w.p. 1− α
Xn−1,
Yn −Dn + 1, w.p. αXn−1,
and when Xn = 0, we have
Yn+1 = Yn −Dn,
where Dn is the number of customers who leave the service station after being served between
nd and (n+ 1)d.
Note that given (Yn, Xn), we know exactly the joint transition probability from (Yn, Xn)
to (Yn+1, Xn+1), Yn+1 = 0, 1, . . . , yn + 1, as follows:
P{(Yn+1, Xn+1) = (yn+1, xn+1) | (Yn, Xn) = (yn, xn)}
=
 α
xn−1byn+1−yn+1Txn,xn+1 + (1− αxn−1)byn−yn+1Txn,xn+1 , xn = 1, 2, . . .
byn−yn+1Txn,xn+1 , xn = 0,
where bi =
(µd)ie−µd
i! , i = 0, 1, 2, . . ., the probability of i customers leaving the service station
(being served) between two successive appointment time epochs.
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Define b−1 = 0, and
Pα =

0
α0
α1
. . .
αN−1

.
We have the following theorem:
Theorem 5.4.1. {(Yn, Xn), n = 1, 2, . . .} is a two-dimensional DTMC with the state space
{(0, 0), (0, 1), . . . , (0, N), (1, 0), (1, 1), . . . , (1, N), . . .},
and the transition probability matrix T˜ is given by
T˜ =

B0 A0
B1 A1 A0
B2 A2 A1 A0
...
...
...
...

,
where
Ak = bk−1M + bkN, M = (I − Pα)T, N = PαT,
and
Bk =
∞∑
i=k
(biM + bi+1N), k = 0, 1, . . . .
Proof. We use A1 to illustrate how each of the N + 1 by N + 1 block matrices in T˜ are
obtained. The element of A1 in the kth row and jth column, denoted by (A1)kj , corresponds
to the transition probability from state (1, k − 1) to state (1, j − 1), i.e.,
(A1)1j = b0T0,j−1,
(A1)kj = α
k−2b1Tk−1,j−1 + (1− αk−2)b0Tk−1,j−1, k = 2, . . . , N + 1.
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Therefore,
A1 =

b0T0,0 + b0T0,1 · · · b0T0,N
α0b1T1,0 + (1− α0)b0T1,1 · · · α0b1T1,N + (1− α0)b0T1,N
α1b1T2,0 + (1− α1)b0T2,1 · · · α1b1T2,N + (1− α1)b0T2,N
...
...
...
αN−1b1TN,0 + (1− αN−1)b0TN,0 · · · αN−1b1TN,N + (1− αN−1)b0TN,N

= b1

0
α0
. . .
αN−1


T0,0 T0,1 . . . T0,N
T1,0 T1,1 . . . T1,N
...
...
...
...
TN,0 TN,1 . . . TN,N

+ b0

1
1− α0
. . .
1− αN−1


T0,0 T0,1 . . . T0,N
T1,0 T1,1 . . . T1,N
...
...
...
...
TN,0 TN,1 . . . TN,N

= b1PαT + b0(I − Pα)T.
The other block matrices Ai and Bi in T˜ can be derived similarly.
Let pik,j , k = 0, 1, 2, . . . , j = 0, 1, . . . , N , be the steady-state distribution of DTMC {(Yn, Xn), n =
1, 2, . . .}. Let pik = [pik,0, pik,1, . . . , pik,N ], k = 0, 1, 2, . . . and e = [1, 1, · · · , 1]T . We can use the
follow theorem to obtain pik:
Theorem 5.4.2. The steady-state distribution of DTMC {(Yn, Xn), n = 1, 2, . . .} is given by
pik = pi0R
k, k = 1, 2, . . . ,
where R and pi0 can be obtained by solving
R = Reµd(R−I)M + eµd(R−I)N, (5.3)
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and [I − (I −R)−1(T −R)]′
[(I −R)−1e]′
pi′0 = [0 0 . . . 0 1]′ .
Proof. From the standard analysis of G/M/1 type queue (see Neuts (1981)), we know that
pik = pi0R
k, k = 1, 2, . . . ,
where
R =
∞∑
k=0
RkAk,
pi0(I −
∞∑
k=0
RkBk) = 0,
pi0(I −R)−1e = 1.
We can further write
∑∞
k=0R
kAk and
∑∞
k=0R
kBk as follows:
∞∑
k=0
RkAk =
∞∑
k=1
Rkbk−1M+
∞∑
k=0
RkbkN = R
∞∑
k=0
RkbkM+
∞∑
k=0
RkbkN = Re
(R−I)µdM+e(R−I)µdN,
∞∑
k=0
RkBk =
∞∑
k=0
Rk
∞∑
i=k
(biM + bi+1N) =
∞∑
i=0
i∑
k=0
Rk(biM + bi+1N)
=
∞∑
i=0
(I −R)−1(I −Ri+1)(biM + bi+1N) = (I −R)−1(T −R
∞∑
i=0
RibiM −
∞∑
i=0
RibiN)
= (I −R)−1(T −R).
Hence the result.
Next we want to obtain the performance measures of interest of the service queue, that
is, the long-run average direct waiting time and the long-run fraction of time that the server
is idle. To do this, let Z(t) = (Y (t), X(t)), t ≥ 0, where X(t) = Xn, nd ≤ t < (n + 1)d,
and Y (t) is the number of customers in the service queue at time t. Then {Z(t), t ≥ 0} is a
Markov regenerative process with an embedded Markov renewal sequence {((Yn, Xn), nd), n =
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1, 2, . . .}. Hence the steady-state distribution of DTMC {(Yn, Xn), n = 1, 2, . . .}, namely pik,
k = 0, 1, . . ., can be used to derive the steady-state joint distribution of Z(t).
Define αk,j to be E(Time spent by Y (t) in state j during [0, d) | Y (0) = k). Then for j =
1, 2, . . ., k = j, j + 1, . . .,
αk,j =
∫ d
0
(µt)k−je−µt
(k − j)! dt =
1
µ
(1−
k−j∑
r=0
br).
We have the following theorem:
Theorem 5.4.3. Let
pj = lim
t→∞P (Y (t) = j), j = 0, 1, 2, . . . ,
and e = [1, 1, . . . , 1], then
pj =
1
µd
pij−1Pαe, j = 1, 2, . . . . (5.4)
Hence, the long-run fraction of time that the server is idle is
p0 = 1−
∞∑
j=1
pj = 1− 1
µd
∞∑
j=1
pij−1Pαe = 1− pi0
µd
(I −R)−1Pαe.
The steady-state service queue length is
∞∑
j=1
jpj =
pi0
µd
(I −R)−2Pαe.
The long-run average direct delay, denoted by WS, is
WS =
pi0
λαµd
(I −R)−2Pαe,
where
λα =
1− λd
d
1− eλd(α−1)
eλd(α−1) − α.
71
Proof. First we have the following equalities
∞∑
k=j−1
k+1−j∑
r=0
brpik =
∞∑
i=0
i∑
r=0
brpii+j−1 =
∞∑
r=0
∞∑
i=r
brpii+j−1 =
∞∑
k=j
∞∑
r=0
brpik−1+r, (5.5)
∞∑
k=j
k−j∑
r=0
brpik =
∞∑
k=0
k∑
r=0
brpik+j =
∞∑
r=0
∞∑
k=r
brpik+j =
∞∑
k=j
∞∑
r=0
brpik+r. (5.6)
In addition, from T˜ we also have (note that Te = e)
pike =
∞∑
r=0
pik+r−1Are =
∞∑
r=0
pik+rbr(I − Pα)e+
∞∑
r=0
pik+r−1brPαe. (5.7)
Thus, from the standard analysis of Markov regenerative processes (see Kulkarni (1995,
Thm. 9.30)), we have
pj =
1
d
pij−1Pαeαj,j + ∞∑
k=j
pikPαeαk+1,j +
∞∑
k=j
pik(I − Pα)eαk,j

=
1
d
 ∞∑
k=j−1
pikPαeαk+1,j +
∞∑
k=j
pik(I − Pα)eαk,j

=
1
µd
 ∞∑
k=j−1
pik(1−
k+1−j∑
r=0
br)Pαe+
∞∑
k=j
pik(1−
k−j∑
r=0
br)(I − Pα)e

(Apply (5.5) and (5.6))
=
1
µd
 ∞∑
k=j−1
pikPαe+
∞∑
k=j
pik(I − Pα)e−
∞∑
k=j
∞∑
r=0
brpik−1+rPαe−
∞∑
k=j
∞∑
r=0
brpik+r(I − Pα)e

=
1
µd
pij−1Pαe+ ∞∑
k=j
(pike−
∞∑
r=0
brpik−1+rPαe−
∞∑
r=0
brpik+r(I − Pα)e)

(Apply (5.7))
=
pij−1
µd
Pαe, j = 1, 2, . . . .
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Hence the steady-state service queue length is
∞∑
j=1
jpj =
pi0
µd
(I −R)−2Pαe.
Note that the actual arrive rate to the service queue is (see the proof of Corollary 5.3.1)
λα = λ
∞∑
i=0
pAi α
i =
1− λd
d
1− eλd(α−1)
eλd(α−1) − α.
Applying Little’s Law, we obtain the long-run average direct waiting time as follows:
WS =
pi0
λαµd
(I −R)−2Pαe.
5.5 Approximation of Direct Waiting
In this section, we develop an interpolation approximation for the long-run average direct
waiting time in the two-tandem-queue system described in Section 5.2. There are two reasons
that make this approximation useful. First, in the previous section, the steady-state analysis
of the two dimensional {Z(t), t ≥ 0} process requires knowing pi0 and R, the latter of
which is the solution of (5.3). While there exist numerical methods to find the root of (5.3),
computational complexity may become an issue especially when the dimension of R is large.
Second, the above analysis of the {Z(t), t ≥ 0} process works only when the arrival process
to the appointment queue is a Poisson process and the service time of each customer is
exponentially distributed. While Poisson arrival process is a commonly adopted reasonable
assumption, there is some arguing about the exponential service time setting. For example,
some empirical studies show that service times in certain healthcare practices (e.g., surgeries)
follow lognormal distribution. This prompts us to develop the approximation in Section 5.5.1
that can be used to derive performance measure of the service queue with exponential or
general service time distributions. Note that the performance measures of the appointment
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queue do not depend on this approximation and still remain exact. We also numerically
compare our approximation model with the existing tandem queueing network approximation
(see, e.g., Girish and Hu (1996)) that is introduced in Section 5.5.2.
5.5.1 An Interpolation Approximation
In an appointment system with Poisson arrival rate λ, Theorem 5.3.2 implies that the inter-
appointment time d has to be within range [0, 1λ) in order for the appointment queue to be
stable. The idea of this approximation is to develop the asymptotic long-run average direct
waiting time when d approaches 0 and 1λ , respectively. Then we use a weighted linear com-
bination of those performance measures to estimate the long-run average direct waiting time
for any intermediate d ∈ (0, 1λ). In the following analysis, the customer show-up probability
is assumed to be 1, that is, the no-show parameter α = 1.
We first consider the scenario when d approaches 0. It can be seen as there is no appoint-
ment mechanism, that is, all customers spend no time in the appointment queue but join
the service queue immediately after they request the service. In this case, the “appointment
system” becomes a simple M/M/1 queue. Therefore, from the standard analysis of M/M/1
queue, we know that the corresponding long-run average direct waiting time, denoted by W0,
is
W0 =
1
µ− λ.
We then consider the scenario when d approaches 1λ . In this case, the steady-state ap-
pointment queue length goes to infinity, so there is a departure from the appointment queue
(an arrival to the service queue) every d units of time with probability 1. Hence the service
queue can be treated as a D/M/1 queue with inter-arrival time d = 1λ . Let ρ =
λ
µ be the
traffic intensity. From Section 4.3, we know that the long-run average waiting time in the
above D/M/1 queue, denoted by Wλ, is
Wλ =
1
µ(1− β) ,
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where β ∈ (0, 1) is the unique root of the following equation:
β = e
− 1−β
ρ .
W0 and Wλ are accurate when d = 0 and d =
1
λ , respectively. For d ∈ (0, 1λ), we develop
a linear combination of W0 and Wλ as an approximation of the long-run average direct delay,
denoted by
Wapprox = γW0 + (1− γ)Wλ.
In order to have a good approximation, we need
lim
d→0
γ = 1 and lim
d→ 1
λ
γ = 0.
In addition, we observe that the long-run average direct delay WS , as a function of IAT d,
decreases at a rate that is dependent on the traffic intensity (see Section 5.6 for numerical
details). Specifically, with high traffic intensity, WS drops at a rate from slow to fast as d
increases from 0 to 1λ . On the other hand, with low traffic intensity, WS drops at a relatively
flat rate. Hence, γ should ideally be a function of λ, d, and ρ to capture all these features.
After a comprehensive test of many possible options, we propose the following function of γ:
γ = ρ
λd
2(1−λd) .
There is actually an intuition behind the above choice of γ. Recall that the long-run
average appointment queue length is exactly λd2(1−λd) . When the expected appointment queue
length is short, the interpolation approximation puts more weight on W0. On the other hand,
when there is a long backlog of the appointment queue, the interpolation approximation puts
more weight on Wλ.
Note that there is no general rule that can be used to identify the “best” γ. The above
function format is obtained based on our numerical test, and it makes our proposed interpola-
tion approximation work well under a wide range of parameter selections in various scenarios.
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5.5.2 Tandem Queueing Network Approximation
In this section, we introduce the tandem queueing network (TQN) approximation developed
by Girish and Hu (1996). Given two queues in series (appointment queue and service queue
in our formulation), the idea is to obtain the first three non-central moments of the departure
process from the first queue which is not a renewal process in general. Then the arrival process
to the second queue is approximated by a renewal process with phase-type distribution (Girish
and Hu (1996) select a mixed Erlang distribution) that matches those three moments. In some
sense, the approximation removes the inter-dependence between those two queues.
To apply this approximation to our two-coupled-queue model, we first need to obtain the
first three non-central moments of the appointment queue. Denote the inter-departure time
from the appointment queue to be D. Let M1 = E(D), M2 = E(D
2), and M3 = E(D
3). The
following theorem gives the explicit expression of Mi, i = 1, 2, 3.
Theorem 5.5.1. The first three non-central moments of the departure process from the ap-
pointment queue are given by
M1 = d[1− pA0 +
pA0
1− a0 ] =
1
λ
,
M2 = d
2[1− pA0 + pA0
1 + a0
(1− a0)2 ],
M2 = d
3[1− pA0 + pA0
1 + 4a0 + a
2
0
(1− a0)3 ],
where pA0 =
1−λd
λd (e
λd − 1) and a0 = e−λd (see Section 5.3 for the definition of pA0 and a0).
Proof. Consider an arbitrary departure from the appointment queue. Theorem 5.3.2 together
with its proof shows that this arbitrary departure leaves an empty appointment queue behind
with probability pA0 . So the time until the next departure is d with probability 1 − pA0 , or
geometrically distributed (with parameter 1− a0) with probability pA0 . Hence
M1 = (1− pA0 )d+ pA0
∞∑
i=1
ai−10 (1− a0)id = d[1− pA0 +
pA0
1− a0 ] =
1
λ
.
M2 and M3 can be obtained similarly.
76
Next we want to match the above three moments to a mixed Erlang distribution of common
order with two branches. Johnson and Taaffe (1989) provide a systematical method to find
such distribution, which is summarized below:
The moments, M1, M2, and M3 can be matched by the mixed Erlang distribution
ωErlang(n, λ1) + (1− ω) Erlang(n, λ2),
where
n = min
{
k ∈ Z | k ≥ M
2
1
M2 −M21
, k ≥ 2(M2 −M
2
1 )
2 +M21M2 −M1M3
M1M3 − (M2 −M21 )(M2 − 2M21 )
}
,
A =
M1
n
, B =
M2
n(n+ 1)
, C =
M3
n(n+ 1)(n+ 2)
,
D1 = A
2 −B, D2 = AB − C, D3 = B2 −AC,
λ1 =
2D1
D2 +
√
D2 − 4D1D3
, λ2 =
2D1
D2 −
√
D2 − 4D1D3
, ω = λ1
1− λ2A
λ1 − λ2 .
So the approximated arrival process to the second queue (service queue) has a phase-type
distribution represented by (σ,G), where σ = [ω, 0, . . . , 0, 1 − ω, 0, . . . , 0] is a 1 × 2n vector
and
G =

−λ1 λ1 0 · · ·
0 −λ1 λ1 0 · · ·
. . .
· · · 0 −λ1 0 · · ·
· · · 0 −λ2 λ2 0 · · ·
· · · 0 −λ2 λ2 0 · · ·
. . .
· · · 0 −λ2

is a 2n× 2n matrix.
Now the service queue can be modeled as a PH/M/1 queue. We then have the following
theorem:
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Theorem 5.5.2. The long-run average direct waiting time in the service queue is
W ′approx =
y0(I − L)−2e− 1
λ
,
where L is the minimal nonnegative solution of
µL2 + L(G− µI)−Geσ = 0, (5.8)
and y0 satisfies
y0(G+ µL) = 0, (5.9)
y0(I − L)−1e = 1. (5.10)
Proof. Applying the standard analysis of PH/M/1 queue (see Neuts (1981)), the steady-state
queueing length distribution, denoted by yi, i = 0, 1, . . ., is given by
yi = y0L
i,
where y0 and L can be obtained from (5.8)—(5.10). Hence the long-run average queue length
is
∞∑
i=0
yiei =
∞∑
i=0
y0L
iei = y0
∞∑
i=0
Liie = y0(I − L)−2e− 1.
The desired result follows from the Little’s Law.
5.5.3 Approximation with General Service Time Distribution
Previously, we formulated an appointment system as a tandem two-coupled-queue network.
Under the assumption that service time is exponentially distributed, we carried out an exact
analysis of performance measures of both queues in the system. We also developed two
approximation approaches to obtain the long-run average direct waiting time under the same
assumption. In this section, we consider an appointment system with a general service time
distribution. Although the exact analysis of performance measures cannot be extended to
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this case, the two approximation methods still work with some modifications.
Denote the mean and variance of the service time by 1µ and σ
2
S , respectively. Recall that
the arrival process to the appointment queue is Poisson with rate λ. Denote ρ = λµ . We
first consider the interpolation approximation method developed in Section 5.5.1. When d
approaches 0, the appointment system can be treated as an M/G/1 queue. Hence we can use
the Pollaczek-Khintchine formula to get the approximated long-run average direct delay
W0 =
ρ2 + λ2σ2S
2λ(1− ρ) +
1
µ
.
When d approaches 1λ , the service queue can be treated as a D/G/1 queue. Then we can use
the following formula to obtain the approximated long-run average direct delay (see G/G/1
queue approximation in (Neuts, 1981, p. 341)):
Wλ =
λσ2S
2(1− ρ)
ρ2 + λ2σ2S
1 + λ2σ2S
+
1
µ
.
Again, when d ∈ (0, 1λ), to approximate the long-run average direct delay, we still use the
linear combination of W0 and Wλ, i.e.,
Wapprox = ρ
λd
2(1−λd)W0 + (1− ρ
λd
2(1−λd) )Wλ.
Next we consider the TQN approximation method introduced in Section 5.5.2. Recall that
the departure process from the appointment queue is approximated by a renewal process with
the same first three noncentral moments. Hence the service queue can be treated as a G/G/1
queue. The mean and variance of its inter-arrival time are M1 =
1
λ and σ
2
A = M2 −M21 ,
respectively. Hence, applying the same G/G/1 queue approximation, we have
W ′approx =
λ(σ2A + σ
2
S)
2(1− ρ)
ρ2 + λ2σ2S
1 + λ2σ2S
+
1
µ
.
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5.6 Numerical Study
In this section, we carry out numerical studies on our two-coupled-queue model. We first
want to compare the long-run average direct delay obtained from our two-coupled-queue
model with that obtained from simulation under the exponential setting. Recall that in our
two-coupled-queue model, we made an assumption that the appointment queue has a finite
capacity N in order to analyze the service queue. We want to see how large N should be in
order for our model to be close enough to the real system in which the appointment queue
has infinite capacity. Note that our analysis of the appointment queue does not require
the above assumption and therefore is accurate. Second, we want to test the performance
of our proposed interpolation approximation of the long-run average direct waiting. With
exponential setting, we compare the performance measures obtained from the two-coupled-
queue model, the interpolation approximation, and the TQN approximation. With non-
exponential setting, we specifically consider lognormal service time distribution and compare
the performance measures obtained from the simulation (the two-coupled-queue model does
not work under non-exponential setting), the interpolation approximation, and the TQN
approximation.
5.6.1 Verification of Two-Coupled-Queue Model
Assume service time is exponentially distributed with rate µ. Recall that service requests
arrive according to a Poisson process with rate λ, and the no-show parameter is α ∈ (0, 1].
We then construct various scenarios with different combinations of λ, µ, and α. In each
scenario, we test the accuracy of our two-coupled-queue model with different values of N to
see how large N should be so the resulting long-run average direct delay from our model is
close enough to that obtained from simulation.
We fix λ = 1, let µ ∈ {1.1, 1.5, 2} (traffic intensity from high to low), α ∈ {0.95, 1}, and
d vary from 0.05 to 0.95 in increments of 0.05. In each scenario, we start with N = 20,
simulate the system for 500 independent runs, and then construct 95% confidence intervals
of the difference between the mean direct delays obtained from simulation and from our
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two-coupled-queue model. We keep increasing N until 0 is included in the above confidence
interval, which implies that the current N used in our two-coupled-queue model is sufficient
to provide statistically significant accuracy at 95% level of the real appointment system.
After testing all scenarios, we observe that N = 60 is large enough for our two-coupled-
queue model to be accurate. As a matter of fact, for most cases in which d is not close to 1,
we just need N to be 20. In the following numerical study, we always fix N = 60.
Next, we use Figures 5.2—5.5 to show how the long-run average indirect and direct de-
lays change with inter-appointment time (IAT d), and explain why having the appointment
mechanism may be beneficial to a service system. Figure 5.2 describes the scenario in which
the traffic intensity λµ is extremely high and every customer shows up no matter how long
the appointment delay is. We observe that the mean total delay increases monotonically in
IAT while the mean direct delay behaves oppositely. This is intuitive because larger IAT
tends to hold more customers in the appointment queue so that the actual arrival rate to the
service queue is lower. We have similar observation from Figure 5.3 with moderate traffic
intensity, except that the mean direct delay drops more dramatically than in Scenario 1 as
IAT increases from 0. When the no-show parameter α is less than 1, as shown in Figure 5.4
with high traffic intensity, the mean total delay first drops then increases as IAT increases.
Note that the mean indirect delay still increases monotonically in IAT, it is just that the mean
direct delay drops at a faster rate initially. Finally, Figure 5.5 illustrates the same pattern of
Scenario 4 as compared with Scenario 2.
In Scenario 1–3, the mean total delay increases in IAT. This implies that when having
the appointment mechanism in a service system, the mean total time from when a customer
makes an appointment to when the service of that customer is completed is actually longer.
However, this can still be beneficial for customers because the appointment mechanism reduces
the mean direct delay at the cost of increasing the mean indirect delay. The point is that the
direct delay is usually more costly than the indirect delay. For example, during the waiting for
an appointment, a customer does not need to be physically present at the service facility, but
can take advantage of that waiting to manage other work tasks. However, when designing
an appointment system, we want to avoid excessive indirect delay because it is positively
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Figure 5.2: Direct & Indirect Delays vs. IAT: Scenario 1
Figure 5.3: Direct & Indirect Delays vs. IAT: Scenario 2
correlated to customer no-shows and eventually reduces the service utilization. Therefore,
the main purpose of designing an efficient appointment system is to achieve a balance of
direct and indirect delays and service utilization by choosing an appropriate IAT.
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Figure 5.4: Direct & Indirect Delays vs. IAT: Scenario 3
Figure 5.5: Direct & Indirect Delays vs. IAT: Scenario 4
5.6.2 Comparison of Approximation Methods
Exponential Setting
We first compare the performance (in terms of approximating the mean direct delay) of our
proposed interpolation approximation and the TQN approximation under the exponential
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service time setting. We fix λ = α = 1 and consider four scenarios with µ = 2, 1.5, 1.3,
and 1.1, respectively. These scenarios represent appointment systems with traffic intensity
from low to high and every customer showing up with probability one. In each scenario, we
obtain the mean direct delays for different values of d ranging from 0.05 to 0.95 in increments
of 0.05 from the two-coupled-queue model, the interpolation approximation, and the TQN
approximation. The results are shown in the following four figures.
Figure 5.6: Approximation Comparison Under Exponential Setting: Scenario 1
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We observe that when the traffic intensity is relatively low (as the cases in Figures 5.6
and 5.7), both approximation methods work well. The resulting mean direct delays from
both approximation methods are pretty close to that from the two-coupled-queue model.
However, when the traffic intensity is relatively high (as the cases in Figures 5.8 and 5.9),
while our proposed interpolation approximation continuously works well (the difference is
within 3% compared with the results from the two-coupled-queue model in most cases), the
TQN approximation method performs quite badly. Therefore, we conclude that the existing
tandem queuing network approximation may not work well for an appointment-based service
system especially when the traffic intensity is high. By contrast, our proposed interpolation
approximation method works consistently well for appointment systems with a variety of
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Figure 5.7: Approximation Comparison Under Exponential Setting: Scenario 2
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Figure 5.8: Approximation Comparison Under Exponential Setting: Scenario 3
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Figure 5.9: Approximation Comparison Under Exponential Setting: Scenario 4
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Lognormal Setting
In the previous numerical study, we assume that service time is exponentially distributed.
As we explained in Chapter 3, some empirical studies have found that service times typically
follow a lognormal distribution. As a result, we would also like to test our interpolation
approximation method under the lognormal setting to see if it still provides a better approx-
imation of the mean direct delay than the tandem queueing network approximation does. In
addition, we want to see the performance of the two-coupled-queue model under the lognor-
mal setting. To conduct a fair comparison, in the two-coupled-queue model we set the mean
of the exponential distribution to be the same as that of the lognormal distribution.
Again, we fix λ = α = 1. In addition, we choose lognormal service time distributions
with different combinations of service rate and coefficient of variation (CV). Specifically, we
choose service rate µ ∈ {1.1, 1.5, 2} and CV∈ {0.5, 1, 1.5, 2}. We then carry out performance
comparisons for the above 12 scenarios. The following figures show the mean direct delay
obtained from the simulation, the interpolation approximation, the TQN approximation, and
the two-coupled-queue model in each scenario.
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Figure 5.10: Performance Comparison Under Lognormal Setting: Scenarios 1–4
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Figure 5.11: Performance Comparison Under Lognormal Setting: Scenarios 5–8
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We observe that when the traffic intensity is low or moderate (corresponding to Figures
5.10 and 5.11), the performances of the two approximation methods are comparable. When
d is close to 0, both methods estimate the mean direct delay pretty well. In those scenarios
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with large CV, the mean direct delay estimated by both methods deviate from the simulation
result more dramatically as d increases. This is partially due to the error results from the
G/G/1 approximation that is used in both methods under the lognormal setting.
Figure 5.12: Performance Comparison Under Lognormal Setting: Scenarios 9–12
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When the traffic intensity is high (corresponding to Figure 5.12), our interpolation ap-
proximation method clearly outperforms the TQN approximation method in all four scenarios
with CV varying from 0.5 to 2.0. This suggests that our proposed interpolation approxima-
tion method can be very useful for the estimation of the mean direct delay in an appointment
system especially when service time is non-exponential and traffic intensity is high.
Finally, the two-coupled-queue model works well only when the lognormal distribution
has CV equal to 1. This observation is consistent in all scenarios regardless of the traffic
intensity. This suggests that the two-coupled-queue model can be useful to approximately
estimate the mean direct delay under the lognormal setting where the coefficient of variation
is close to 1.
88
5.7 Conclusions
The majority of past research on appointment scheduling has focused on the appointment-
driven service process, and a lot of effort has been put on how to balance service utilization and
customer direct delay. In this stream of research, the indirect delay has not been investigated
as much as the direct delay has. However, there are two main reasons that customer indirect
delay should also be considered when one aims to design an efficient appointment system.
First, the indirect and direct delays are equally important factors that affect customers’
experience in an appointment-based service system. A well designed service system should
balance both types of delays with service utilization. Second, some recent empirical studies
have shown that customer no-show behavior is positively correlated to the indirect delay. This
makes the consideration of indirect delay even more important as customer no-show behavior
usually affects service utilization negatively.
As a result, in this chapter we study an appointment system that consists of two queues
in tandem. The first appointment queue captures the waiting process of customers whose
scheduled appointment epochs have not come yet. The appointment queue is followed by the
service queue that captures the waiting process of customers who have arrived at the service
facility but whose services have not been completed yet. We develop a two-coupled-queue
model to analyze the above system and obtain important performance measures of interest
such as the service utilization and mean direct and indirect delays.
In addition, to approximate the mean direct delay, we propose a simple interpolation
approximation method that bypasses the need of solving a matrix equation as in the two-
coupled-queue model. We also compare our interpolation approximation method with the
existing TQN approximation method under both exponential and lognormal service time
settings.
We numerically verify that the mean direct delay monotonically decreases in IAT while
the mean indirect delay does the opposite. The mean total delay, depending on the no-show
parameter, may either monotonically increases in IAT or decreases over a certain range of IAT
before increasing. We further point out that even the appointment mechanism may result
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in longer mean total delay, it may still be beneficial to customers because the reduced mean
direct delay is usually more costly than the indirect delay at a reasonable level.
Finally, our numerical study shows that our proposed interpolation approximation method
performs consistently well in all scenarios we have tested under the exponential setting with
traffic intensity varying from high to low. Under the lognormal setting, its performance is still
satisfying when the traffic intensity is high. In particular, our interpolation approximation
method outperforms the existing TQN approximation method in all scenarios in which the
traffic intensity is high.
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Chapter 6
Future Work
The formulation of appointment scheduling in the presence of service interruptions discussed
in Chapter 3 is applicable to an appointment-based service system in which the static appoint-
ment scheduling decision is made prior to the start of the service session with the anticipation
of possible service interruptions. In addition, customers whose services are interrupted sim-
ply wait until their services are resumed, that is, the interrupted services are delayed but not
cancelled.
In practice, there exists various service facilities that may have different policies regarding
interrupted services. For example, it is possible that some medical centers would cancel a
portion of scheduled appointments that are interrupted by emergencies. To investigate such
scheduling problem, we plan to formulate an appointment system with two types of scheduled
appointments (e.g., outpatients and inpatients) where, in the presence of emergency cases,
one type of appointments may get cancelled while other appointments wait until their turns
arrive. A possible approach is to formulate this scheduling process as a Markov decision
process. The analysis of such a model would be more complex than that in our current
research and it would bring up new questions regarding how one would assign the “cost” of
cancellation relative to the “cost” of customer waiting.
Surgery scheduling is another problem arising from healthcare practices to which we plan
to extend our current research work. On one hand, the explicit formulations of service in-
terruptions and two types of delays in appointment systems are also applicable within the
surgery scheduling context. On the other hand, surgery scheduling has its unique compli-
cating factors that make the modeling and analysis of such system a significant challenge.
First, the commonly used block-booking system schedules surgeries based on surgeons’ in-
dividual specialties and surgeons book cases into their assigned blocks only if the expected
surgery durations fit in those blocks. As a result, surgery operations are not performed on
a first-come-first-serve basis. Second, the entire surgery process consists of several stages
of activities in addition to the actual surgery procedure, which imposes extra constraints on
surgery scheduling. For example, the demand on recovery room resources (e.g., ICU bed avail-
ability) in the postoperative stage needs to be considered when scheduling inpatient surgeries.
Third, there is usually high variability in the duration of activities involved in a surgery pro-
cess. For example, surgery duration varies by the type of procedures, patients’ age, gender,
and medical conditions. All of these uncertainties associated with surgery scheduling bring
out a rich research area that we are going to pursue.
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