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Abstract
Let p be an odd prime and Q(p) be the cyclotomic ﬁeld deﬁned by a primitive pth root of unity
p . It is well-known that the relative class number h−p of Q(p) can be expressed by means of the
determinant of Inkeri’s matrix. The main purpose of this paper is to study Inkeri’s class number
formula from the viewpoints of bases of Stickelberger ideals in a certain group ring and some special
polynomial values.
 2005 Elsevier GmbH. All rights reserved.
MSC 2000: 11R18; 11R29; 16S34
Keywords: Inkeri’s matrix; Cyclotomic ﬁeld; Class number formula; Stickelberger ideal
1. Introduction
Let p be an odd prime, p = e2i/p be the primitive pth root of unity and Kp = Q(p)
be the cyclotomic ﬁeld deﬁned by p over the rationals Q. The relative class number h−p as
well as the real class number h+p of Kp have been the subject of considerable investigations
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in connection with the ideal class group and many kinds of formulae for h−p have been
discovered by means of determinants of various types of matrices.
For instance, Carlitz and Olson [1] expressed h−p in terms of the determinant of Maillet’s
matrix M = (R(rs′))1 r,s, where R(n) is the least positive residue of n modulo p, s′
(1s′p− 1) is an integer satisfying ss′ ≡ 1 (modp) and = (p− 1)/2. More precisely,
they showed h−p =(1/p−1)| detM| by making use of Kummer’s formula (5.1) given below.
Also, Inkeri [4] considered the matrix
D =
⎛
⎜⎜⎜⎜⎜⎜⎝
q q−1 · · · q0
q+1 q · · · q1
...
...
...
q2−2 q2−3 · · · q−2
r r−1 · · · r0
1 1 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎠
(1.1)
and proved the beautiful formula h−p = detD, where qi = (rri − ri+1)/p, ri =R(ri) and r
is a primitive root modulo p.
The matrix above D is the so-called Inkeri matrix. An explicit relation between the deter-
minants of Inkeri’s andMaillet’smatriceswas veriﬁed by Lepistö [8]. Recently, Hirabayashi
[3] obtained the relative class number formula for an imaginary abelian number ﬁeld by
means of the determinant of a generalized Inkeri’s matrix.
On the other hand, the relative class number h−m of a cyclotomic ﬁeldKm=Q(m) (m> 1)
over Q has an intimate connection with the Stickelberger ideal in the group ringR=Z[Gm]
of Gm =Gal(Km/Q). Indeed, Skula [11] treated the case when m=pn+1 (p an odd prime,
n0) and, by constructing a special basis of the Stickelberger ideal I− as a Z-module in a
certain subring R− of R, he expressed h−m by means of the group index of I− in R−. As a
consequence of this, another proof of the following famous Iwasawa class number formula
was derived:
hm = [R−: I−] (m = pn+1). (1.2)
Fuchs [2] studied a certain special basis of the Stickelberger ideal corresponding to Maillet’s
matrix and deduced again (1.2).
Sinnott [10] extended (1.2) to a wider class of cyclotomic ﬁelds, in which he deﬁned
the Stickelberger ideal and computed its ﬁnite index based on the theory of cohomology of
groups. Recently, Kucˇera [6] showed a unique method for obtaining various relative class
number formulae of an imaginary abelian number ﬁeld by using the Stickelberger ideal,
and further for avoiding such formulae which contain zero as a factor, he deduced new
and non-vanishing formulae acquired by a modiﬁcation of Ramachandra’s construction of
independent cyclotomic units.
In the present paper, we devote our attention only to the pth cyclotomic ﬁeld Kp. We
shall ﬁrst investigate characteristic bases of the Stickelberger ideals I in R = Z[Gp] and
I− in a certain subring R− of R which are corresponding to Inkeri’s matrix D. Inevitably,
various expressions of the relative class number h−p of Kp will be discussed from the points
of view of these bases. Next, we shall study some expressions of h−p in terms of special
values of some polynomials which are also deeply connected with Inkeri’s D.
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Section 2 is devoted to some necessary notations and fundamental properties of three
types of quotients (related to the entries of D) and of the Stickelberger ideals I and I− as
preliminaries. In Section 3, we ﬁrst construct new bases of I as a Z-module by making
use of these quotients. Next, by showing that transition matrices from the standard basis
E (deﬁned in Proposition 2.3 below) of a certain subring R∗ of R to our bases of I are
equivalent to Inkeri’s D, we will derive the class number formula for h−p by means of the
group index of I in R∗. In Section 4, we continue similar arguments for some new bases of
the Stickelberger ideal I− in another subring R− of R contained in R∗. In Section 5, we
deﬁne certain polynomials and study various expressions of h−p in terms of special values
of these polynomials, in which Inkeri’s and allied matrices appear again and respective
determinants are computed. Further, by applying Inkeri’s class number formula, we will
study speciﬁc properties concerning factors of h−p .
2. Notations and preliminaries
Throughout this paper, we shall use the following notations:
Z the ring of integers,
Q the ﬁeld of rational numbers,
p an odd prime,
 = p−12 ,
m a primitive mth root of unity (m> 0),
Km = Q(m) the cyclotomic ﬁeld deﬁned by m over the rationals,
h−m the relative class number of Km,
r a primitive root modulo p,
ri the least positive residue of ri modulo p, i.e., ri ≡ ri (modp), 1rip − 1
(if i < 0, then we interpret this as ri = rk(p−1)+i with some integer k −ip−1 ),
G = Gp = {1, s, . . . , sp−2} a cyclic group with a generator s of order p − 1,
R = Z[G] = {∑p−2i=0 aisi |ai ∈ Z} the group ring of G over Z,
R∗ = { ∈ R|(1 + s) ∈ Z(∑p−2i=0 si)} a subring of R,
R− = { ∈ R | (1 + s) = 0} a subring of R contained in R∗.
Moreover, we deﬁne the following three types of quotients for i ∈ Z:
q
(a)
i =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
rri − ri+1
p
(=qi) for a = 0,
rr+i + ri+1
p
for a = 1,
r+1ri + ri+1
p
for a = 2.
(2.1)
By use of the obvious relation
ri + r+i = p (i ∈ Z), (2.2)
56 T. Agoh, T. Taniguchi / Expo. Math. 24 (2006) 53–79
the following basic properties concerning the above quotients can be easily deduced:
Lemma 2.1. Assuming that r is a ﬁxed primitive root modulo p, we have, for any i ∈ Z,
(i) q(0)i + q(1)i = r, q(0)i + q(2)i = ri, q(1)i − q(2)i = r − ri ,
(ii) q(0)i + q(0)+i = r − 1, q(1)i + q(1)+i = r + 1, q(2)i + q(2)+i = r+1 + 1 = p − r + 1.
We now prepare the following special elements in R:
 =
p−2∑
i=0
r−i si ,  =
p−2∑
i=0
si,  =
p−2∑
i=0
(2r−i − p)si ,
 =
−1∑
i=0
si, j = sj (1 − s) (j ∈ Z). (2.3)
The Stickelberger ideal I of the group ring R is deﬁned by
I = R ∩
(

p
)
R = { ∈ R | ∃	 ∈ R, such that 	 = p} ,
where /p is the Stickelberger element in the group ring Q[G] of G over Q. Thus, one can
state that  =∑p−2i=0 aisi ∈ I if and only if there exist integers xl (0 lp − 2) such that
p−2∑
l=0
xlrl ≡ 0 (modp),
ai = 1
p
p−2∑
l=0
xlr−i+l (i = 0, 1, . . . , p − 2). (2.4)
Using the relation (2.2), we obtain, for each i ∈ Z and xl ∈ Z (0 lp − 2) satisfying
(2.4),
ai + ai+ = 1
p
p−2∑
l=0
xlr−i+l + 1
p
p−2∑
l=0
xlr−(i+)+l
= 1
p
p−2∑
l=0
xl(r−i+l + r−(i+)+l ) =
p−2∑
l=0
xl .
Therefore, we have (1+s)=(∑p−2l=0 xl) for  ∈ I , and inevitably, it follows that I ⊆ R∗.
As it was mentioned in Skula’s paper [11, Lemma 1.4], we see that R∗ = I +R−. In fact,
by choosing the integers xl (0 lp− 2) such that x0 = 2, xind 2 =−1 (where ind 2 means
the index of 2 with respect to a primitive root r modulo p) and xl = 0 otherwise, one knows
ai = 1
p
p−2∑
l=0
xlr−i+l = 1
p
(2r−i − r−i+ind 2) ∈ Z
and therefore  =∑p−2i=0 aisi ∈ I with ai + ai+ = 1, which implies R∗ = I + R−.
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We also deﬁne the Stickelberger ideal I− of the subring R− contained in R∗ by
I− = R− ∩ I (see, e.g., [13, Section 6.4]).
If  =∑p−2i=0 aisi ∈ I−, then ai + ai+ = 0 and hence∑p−2l=0 xl = 0.
Proposition 2.2. We have ,  ∈ I and  ∈ I−.
Proof. (1) For l = 0, 1, . . . , p − 2, put xl = p if l = 0, and 0 otherwise. Then we have∑p−2
l=0 xlrl = p and ai = 1p
∑p−2
l=0 xlr−i+l = r−i , hence
p−2∑
i=0
ais
i =
p−2∑
i=0
r−i si =  ∈ I .
(2) For l = 0, 1, . . . , p − 2, putting xl = 1 if l = 0, 1 if l = , and 0 otherwise, we get∑p−2
l=0 xlrl ≡ r0 + r = p and
ai = 1
p
p−2∑
l=0
xlr−i+l = 1
p
(r−i + r−i+) = 1,
which imply
∑p−2
i=0 aisi =
∑p−2
i=0 si =  ∈ I .
(3) To show  ∈ I− we put, for l = 0, 1, . . . , p − 2, xl = p if l = 0, −p if l = , and 0
otherwise. Then we have
∑p−2
l=0 xlrl = p(r0 − r) ≡ 0 (modp) and
ai = 1
p
p−2∑
l=0
xlr−i+l = r−i − r−i+ = 2r−i − p,
thus
p−2∑
i=0
ais
i =
p−2∑
i=0
(2r−i − p)si =  ∈ I .
Further, since
∑p−2
l=0 xl = 0, we know immediately  ∈ I−. 
The standard bases of R∗ and R− are given in the following proposition:
Proposition 2.3. The system E = {i | i = 0, 1, . . . ,  − 1} ∪ {} is a basis of R∗ as a
Z-module, and the system E− = {i | i = 0, 1, . . . , − 1} is a basis of R− as a Z-module.
Proof. (1) If =∑p−2i=0 aisi ∈ R∗, then ai + ai+ = aj + aj+ for any i, j ∈ Z and hence
we have
 = −
−1∑
i=0
a+ii + (a0 + a).
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Since it can be easily shown that E is Z-linearly independent, so that E is a basis
of R∗.
(2) Similarly, if  =∑p−2i=0 aisi ∈ R−, then ai + ai+ = 0 for each i ∈ Z and hence
 =∑−1i=0 aii . Since E− is Z-linearly independent, E− is a basis of R−. 
Formula (2.5) given below is nothing but a special case of (1.2) proved by Iwasawa [5].
As stated in Section 1, Skula [11] gave another proof of this formula in an elementary way.
Paying attention only to a special case for Kp, we want to depict here a brief sketch of his
methods, because it seems to be very useful for the sake of our later discussions.
LetNbe any subset of {k | 1kp−2 and rk is odd}with #N=−1. Skula constructed
the special basis of the Stickelberger ideal I− such that
S− = {k | k ∈ N} ∪ {},
where
k =
p−2∑
j=0
(
b−jk − rk − 12
)
sj , b−jk = r−j rk − r−j+k
p
.
By computing the determinant of the transition matrix B from the standard basis E− of R−
to this basis S− of I−, he proved that h−p = | detB| in view of Kummer’s formula (5.1)
given in Section 5. This implies that the group index of I− in R− is ﬁnite and
h−p = [R− : I−]. (2.5)
As mentioned in Section 1, Iwasawa’s class number formula was generalized by Sinnott
[10] to any cyclotomic ﬁelds Km (m> 1) (see also [12] for the odd prime power case, i.e.,
m = pn+1).
In particular, applying the fact R∗ = I + R− for m = p, we see R∗/IR−/I− (canon-
ically), and therefore
h−p = [R∗ : I ]. (2.6)
Formulae (2.5) and (2.6) will appear again in Sections 3 and 4 by constructing new charac-
teristic bases of I and I− which are closely related to Inkeri’s matrix D.
3. Bases of I related to Inkeri’s matrix
In this section, we shall investigate characteristic bases of the Z-module I for which
transition matrices from the basis E of R∗ to our bases of I are equivalent to Inkeri’s matrix
D. Further, we deduce index formula (2.6) by showing that h−p is expressible by means of
determinants of these transition matrices.
In what follows, we assume that a primitive root r modulo p is ﬁxed.
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Using the quotients given in (2.1), we deﬁne, for k ∈ Z,

(a)k =
p−2∑
j=0
q
(a)
−j+ks
j for each a ∈ {0, 1, 2}. (3.1)
If r is a primitive root modulo p given in common for all cases of a = 0, 1 and 2, then from
Lemma 2.1(i),

(0)k + 
(1)k = r, 
(0)k + 
(2)k = sk . (3.2)
First we shall state
Proposition 3.1. We have 
(a)k ∈ I for each k ∈ Z.
Proof. In view of Proposition 2.2 and (3.2), if 
(0)k ∈ I , then we see r, sk ∈ I and hence

(1)k , 

(2)
k ∈ I . Therefore, it would be enough to prove only the fact 
(0)k ∈ I , that is to say,
there exist integers xl (0 lp − 2) satisfying (2.4) for 
(0)k ∈ R.
We now put
xl =
{
r if l = k,
−1 if l = k + 1,
0 otherwise.
Then it follows that
∑p−2
l=0 xlrl = rrk − rk+1 ≡ 0 (modp) and
aj = 1
p
p−2∑
l=0
xlr−j+l = 1
p
(rr−j+k − r−j+k+1) = q(0)−j+k
and so we can conclude that 
(0)k ∈ I for each k ∈ Z. 
According to Propositions 2.2 and 3.1, we consider the following system of I: for each
a ∈ {0, 1, 2},
Aa = {
(a)k | k = 0, 1, . . . ,  − 2} ∪ {, }. (3.3)
Proposition 3.2. Each systemAa in the above (3.3) forms a system of generators of the
Z-module I.
Proof. We will show that any given element =∑p−2i=0 aisi ∈ I is expressible by a Z-linear
combination of elements of the systemAa for each a ∈ {0, 1, 2}.
(1) For each k with 0k − 1, let
ck = xk − xk+ and wk =
−1−k∑
i=0
ck+i ri . (3.4)
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Making use of (2.2) and the identity
r−i+k =
k−1∑
j=0
rj (r−i+k−j − rr−i+k−j−1) + rkr−i (k1),
we obtain
p−2∑
k=0
xkr−i+k
=
−1∑
k=0
xkr−i+k +
−1∑
k=0
xk+r−i+k+
= p
−1∑
k=0
xk+ + c0r−i +
−1∑
k=1
ckr−i+k
= p
−1∑
k=0
xk+ + c0r−i +
−1∑
k=1
ck
⎧⎨
⎩
k−1∑
j=0
rj (r−i+k−j − rr−i+k−j−1) + rkr−i
⎫⎬
⎭
= p
−1∑
k=0
xk+ + w0r−i +
−1∑
k=1
wk(r−i+k − rr−i+k−1),
which gives
ai = 1
p
p−2∑
k=0
xkr−i+k =
−1∑
k=0
xk+ + 1
p
w0r−i −
−2∑
k=0
wk+1q(0)−i+k . (3.5)
Here, note that (1/p)w0 is an integer, because
w0 =
−1∑
i=0
cir
i ≡
−1∑
i=0
xiri −
−1∑
i=0
xi+ri ≡
p−2∑
i=0
xiri ≡ 0 (modp). (3.6)
Consequently, it follows from (3.5) that
 =
⎧⎨
⎩
−1∑
k=0
xk+
⎫⎬
⎭  +
{
1
p
w0
}
 −
−2∑
k=0
wk+1
(0)k .
(2) Since 
(0)k + 
(1)k = r as stated in (3.2), we get immediately from (1),
 =
⎧⎨
⎩
−1∑
k=0
xk+ − r
−2∑
k=0
wk+1
⎫⎬
⎭  +
{
1
p
w0
}
 +
−2∑
k=0
wk+1
(1)k .
(3) Using repeatedly the identity
ra = −r+1ra−1 + (r+1ra−1 + ra) (a ∈ Z),
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we obtain, for any k0,
r−j+k = (−r+1)kr−j +
k∑
a=1
(−r+1)a−1(r+1r−j+k−a + r−j+k−a+1)
= (−r+1)kr−j + p
k∑
a=1
(−r+1)a−1q(2)−j+k−a . (3.7)
We remark here that the summation on the right-hand side vanishes if k = 0. Making use
of this equality, we have
aj = 1
p
p−2∑
k=0
xkr−j+k =
−1∑
k=0
xk+ + 1
p
−1∑
k=0
ckr−j+k
=
−1∑
k=0
xk+ + 1
p
−1∑
k=0
ck
{
(−r+1)kr−j + p
k∑
a=1
(−r+1)a−1q(2)−j+k−a
}
=
−1∑
k=0
xk+ +
⎧⎨
⎩ 1p
−1∑
k=0
ck(−r+1)k
⎫⎬
⎭ r−j +
−1∑
k=1
ck
{
k∑
a=1
(−r+1)a−1q(2)−j+k−a
}
=
−1∑
k=0
xk+ + 1
p
y0r−j +
−1∑
k=1
ykq
(2)
−j+k−1, (3.8)
where
yk =
−1−k∑
i=0
ck+i (−r+1)i (k0).
Here, since (−r+1)i = (r −p)i ≡ ri ≡ ri (modp) for i0, we see y0 ≡ w0 ≡ 0 (modp)
from (3.6) and hence (1/p) y0 ∈ Z. Ultimately, one obtains from (3.8),
 =
⎧⎨
⎩
−1∑
k=0
xk+
⎫⎬
⎭  +
{
1
p
y0
}
 +
−2∑
k=0
yk+1
(2)k .
The above expressions of  ∈ I given in (1)–(3) show that each Aa forms a system of
generators of I. 
For a ∈ {0, 1, 2}, let
ea =
{
r − 1 if a = 0,
r + 1 if a = 1,
r+1 + 1 if a = 2.
(3.9)
62 T. Agoh, T. Taniguchi / Expo. Math. 24 (2006) 53–79
We now consider the matrix of order  + 1 deﬁned by
Qa =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
q
(a)
0 − ea q(a)−1 − ea · · · q(a)−(−1) − ea ea
q
(a)
1 − ea q(a)0 − ea · · · q(a)−(−2) − ea ea
...
...
...
...
q
(a)
−2 − ea q(a)−3 − ea · · · q(a)−1 − ea ea
r0 − p r−1 − p · · · r−(−1) − p p
−1 −1 · · · −1 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (3.10)
Theorem 3.3. Each systemAa in (3.3) is a basis of the Z-module I and above Qa is the
transition matrix from the standard basis E of R∗ to the basis Aa of I. Here, we have
h−p = | detQa| for each a ∈ {0, 1, 2}, and therefore the group index of I in R∗ is ﬁnite and
h−p = [R∗ : I ].
Proof. It is easy to show that both of  and  can be written as Z-linear combinations of
i (i = 0, 1, . . . ,  − 1) and  as follows:
 =
p−2∑
i=0
si = −
−1∑
i=0
i + 2,
 =
p−2∑
i=0
r−i si =
−1∑
i=0
r−i si +
−1∑
i=0
r−(i+)si+
=
−1∑
i=0
r−i si(1 − s) + p
−1∑
i=0
si+ =
−1∑
i=0
(r−i − p)i + p. (3.11)
In succession, we prove the same assertion as above for each 
(a)k ∈Aa (a = 0, 1, 2).
Let ea be as in (3.9). Making use of Lemma 2.1(ii) and (3.11), we obtain, for each
k = 0, 1, . . . ,  − 2,

(a)k =
p−2∑
i=0
q
(a)
−i+ks
i =
−1∑
i=0
q
(a)
−i+ks
i +
−1∑
i=0
q
(a)
−(i+)+ks
i+
=
−1∑
i=0
q
(a)
−i+ks
i(1 − s) + ea
−1∑
i=0
si+
=
−1∑
i=0
q
(a)
−i+ki + ea( − ) =
−1∑
i=0
(q
(a)
−i+k − ea)i + ea.
Consequently, it can be veriﬁed from the above expressions that the transition matrix
from the basis E of R∗ to the system of generatorsAa of I is given by Qa in (3.10).
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We perform the following calculations and column operations on the matrix Qa :
(a) in view of (2.2) and Lemma 2.1(ii), replace ri −p (with −(−1) i0) and q(a)i − ea
(with −( − 1) i − 2) by −r+i and −q(a)+i , respectively, except for the entries
of the last row,
(b) add the ﬁrst column to the last and replace p − r and ea − q(a)+i (with 0 i − 2)
of the last column by r0 and q(a)i , respectively, and
(c) change signs of all the  columns except for the last column.
Then we arrive at the matrix
Q′a =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
q
(a)
 q
(a)
−1 · · · q(a)0
q
(a)
+1 q
(a)
 · · · q(a)1
...
...
...
q
(a)
2−2 q
(a)
2−3 · · · q(a)−2
r r−1 · · · r0
1 1 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(3.12)
and know that detQa = (−1) detQ′a for each a ∈ {0, 1, 2}.
(1) When a = 0, since Q′0 = D with Inkeri’s matrix D in (1.1), one can get at once
detQ0 = (−1) detQ′0 = (−1) detD = (−1)h−p .
(2) When a = 1, make the following row operations on the matrix Q′1:
(a) by use of Lemma 2.1(i), replace q(1)i (with 0 i2−2) by r −q(0)i in all the rows
except for the last two rows,
(b) add the last row multiplied by −r to the ﬁrst ( − 1) rows, and
(c) change signs of these ( − 1) rows except for the last two rows.
Then we get the matrix Q′0 = D and know that
detQ1 = (−1) detQ′1 = (−1)2−1 detD = −h−p .
(3) When a = 2, in order to arrive at Inkeri’s D we use the following obvious identity: for
i ∈ Z,
rq
(2)
i − q(2)i+1 = r+1q(0)i + q(0)i+1. (3.13)
We now perform the following row operations on the matrix Q′2:
(a) add the ith row multiplied by −r to the following (i + 1)th row successively in
order of i =  − 1,  − 2, . . . , 1,
(b) subtract the th row from the ﬁrst, and using Lemma 2.1(i) replace all the entries
q
(2)
i − ri of the ﬁrst row by −q(0)i (i = 0, 1, . . . , ),
(c) using (3.13) replace all the entries q(2)i+1 − rq(2)i by −q(0)i+1 − r+1q(0)i except for
those of the ﬁrst and the last two rows,
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(d) add the ith row multiplied by −r+1 to the following (i + 1)th row successively in
order of i = 1, 2, . . . ,  − 1, and lastly
(e) change signs of the ﬁrst ( − 1) rows except for the last two rows.
Then we can deduce the matrix Q′0 = D and infer that
detQ2 = (−1) detQ′2 = (−1)2−1 detD = −h−p .
We said nothing about whether the system Aa forms a basis of I, however, according to
Proposition 3.2, this becomes clear from the fact thatAa is Z-linearly independent (and so
Aa is a basis of I) if and only if detQa 	= 0 (i.e., h−p 	= 0).
Finally, we can conclude from (1)–(3) above that | detQa| = h−p for each a ∈ {0, 1, 2},
so that the Z-module I has ﬁnite index in R∗ and therefore h−p = [R∗ : I ]. This completes
the proof of the theorem. 
4. Bases of I− related to Inkeri’s matrix
In this section, we investigate characteristic bases of the Z-module I− in R− which are
closely related to Inkeri’s matrix D, and deduce similar results to those for I in R mentioned
in Section 3.
As already seen in Proposition 2.3, we want to state once more that the system E− ={i |
i = 0, 1, . . . ,  − 1} forms a basis of R− as a Z-module.
For a ∈ {0, 1, 2}, we assume that r is odd whenever a = 0 or 1 and r is even whenever
a = 2, and deﬁne
fa =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
r − 1
2
if a = 0,
r + 1
2
if a = 1,
r+1 + 1
2
if a = 2.
Using the quotients q(a)i deﬁned in (2.1), consider the following elements of R:
(a)k =
p−2∑
i=0
(
q
(a)
−i+k − fa
)
si (a ∈ {0, 1, 2}, k ∈ Z).
Then we can state
Proposition 4.1. We have (a)k ∈ I− for each k ∈ Z.
Proof. (1) For each l = 0, 1, . . . , p − 2, put
xl =
⎧⎪⎨
⎪⎩
f0 + 1 if l = k,
−1 if l = k + 1,
−f0 if l = k + ,
0 otherwise.
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Then, it is easy to verify that
∑p−2
l=0 xl = 0,
p−2∑
l=0
xlrl = (f0 + 1)rk − rk+1 − f0rk+ ≡ rrk − rk+1 ≡ 0 (modp)
and moreover, by use of (2.2),
ai = 1
p
p−2∑
l=0
xlr−i+l = 1
p
{(f0 + 1)r−i+k − r−i+k+1 − f0r−i+k+} = q(0)−i+k − f0.
Therefore, we can state that (0)k ∈ I− for each k = 0, 1, . . . ,  − 2.
(2) For each l = 0, 1, . . . , p − 2, put
xl =
⎧⎪⎨
⎪⎩
−f1 if l = k,
1 if l = k + 1,
f1 − 1 if l = k + ,
0 otherwise.
Then we get
∑p−2
l=0 xl = 0 and
p−2∑
l=0
xlrl = −f1rk + rk+1 + (f1 − 1)r+k ≡ rr+k + rk+1 ≡ 0 (modp).
Further, using (2.2), we can show
ai = 1
p
p−2∑
l=0
xlr−i+l = 1
p
{−f1r−i+k + r−i+k+1 + (f1 − 1)r−i+k+} = q(1)−i+k − f1,
which implies that (1)k ∈ I− for each k = 0, 1, . . . ,  − 2.
We remark that if the same odd primitive root r modulo p is taken in (1) and (2) above,
then we obtain from Lemma 2.1(i),
(0)k + (1)k =
p−2∑
i=0
{
(q
(0)
−i+k + q(1)−i+k) − (f0 + f1)
}
si =
p−2∑
i=0
(r − r)si = 0,
so that (0)k ∈ I− if and only if (1)k ∈ I− in this case.
(3) For each l = 0, 1, . . . , p − 2, put
xl =
⎧⎪⎨
⎪⎩
f2 − 1 if l = k,
1 if l = k + 1,
−f2 if l = k + ,
0 otherwise.
Then, we easily see that
∑p−2
l=0 xl = 0 and
p−2∑
l=0
xlrl = (f2 − 1)rk + rk+1 − f2rk+ ≡ r+1rk + rk+1 ≡ 0 (modp).
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Further we have
ai = 1
p
p−2∑
l=0
xlr−i+l = 1
p
{(f2 − 1)r−i+k + r−i+k+1 − f2r−i+k+}
= 1
p
{f2(r−i+k − r−i+k+) + r−i+k+1 − r−i+k}
= 1
p
{(r+1 + 1)r−i+k − pf 2 + r−i+k+1 − r−i+k}
= q(2)−i+k − f2.
Therefore we may conclude (2)k ∈ I− for each k = 0, 1, . . . ,  − 2, as desired. 
Let  be an element of I− deﬁned in (2.3). According to Propositions 2.2 and 4.1, we
consider the following system of elements of I−: for each a ∈ {0, 1, 2},
Ba = {(a)k | k = 0, 1, . . . ,  − 2} ∪ {}. (4.1)
Then we can state the following
Proposition 4.2. Each system Ba in (4.1) forms a system of generators of the
Z-module I−.
Proof. We will prove that an arbitrary  =∑p−2i=0 aisi ∈ I− is expressible by a Z-linear
combination of elements of the system Ba for each a ∈ {0, 1, 2}.
As stated in Section 2, if =∑p−2i=0 aisi ∈ I−, then there exist integers xl (0 lp − 2)
satisfying (2.4) and∑p−2l=0 xl = 0.
We remark beforehand that a primitive root r modulo p must be odd for both cases of
a = 0 and 1; thus we may take a ﬁxed odd r in common for these cases.
(1) Let ck and wk be as in (3.4). Using the expression of ai in (3.5), we obtain
ai = −
−1∑
k=1
wk
(
q
(0)
−i+k−1 − f0
)
+
−1∑
k=0
xk+ + 1
p
w0r−i − f0
−1∑
k=1
wk . (4.2)
Here, since
∑p−2
k=0 xk = 0, we have 2
∑−1
k=0xk+ = −
∑−1
k=0ck and
(r − 1)
−1∑
k=1
wk = (r − 1)
−1∑
k=1
{
k−1∑
i=0
ri
}
ck =
−1∑
k=0
(rk − 1)ck .
Making use of these relations, it follows that
2p
−1∑
k=0
xk+ + 2w0r−i − (r − 1)p
−1∑
k=1
wk =
⎧⎨
⎩
−1∑
k=0
ckr
k
⎫⎬
⎭ (2r−i − p).
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Consequently, from (4.2),
ai = −
−1∑
k=1
wk
(
q
(0)
−i+k−1 − f0
)
+ 1
2p
w0(2r−i − p).
Here note that w0 ≡ 0 (mod 2p), because r is odd and w0 ≡ 0 (modp) from (3.6).
Finally, an arbitrary  ∈ I− can be expressed by a Z-linear combination of (0)k
(k = 0, 1, . . . ,  − 2) and  as follows:
 =
p−2∑
i=0
ais
i = −
−2∑
k=0
wk+1(0)k +
{
1
2p
w0
}
. (4.3)
(2) Since we chose a common odd primitive root r modulo p for both cases of a = 0 and
1, we have (0)k + (1)k = 0, so it follows immediately from (4.3) that
 =
p−2∑
i=0
ais
i =
−2∑
k=0
wk+1(1)k +
{
1
2p
w0
}
.
(3) Next, we assume that r is even. Using the expression of ai in (3.8),
ai =
−1∑
k=1
yk
(
q
(2)
−i+k−1 − f2
)
+ f2
−1∑
k=1
yk +
−1∑
k=0
xk+ + 1
p
y0r−i . (4.4)
Since 2
∑−1
k=0xk+ = −
∑−1
k=0ck and
(r+1 + 1)
−1∑
k=1
yk = (r+1 + 1)
−1∑
k=1
ck
{
k−1∑
i=0
(−r+1)i
}
=
−1∑
k=0
ck{1 − (−r+1)k} =
−1∑
k=0
ck − y0,
it follows that
f2
−1∑
k=1
yk +
−1∑
k=0
xk+ + 1
p
y0r−i = 12py0(2r−i − p).
Since it was already seen that (1/p) y0 ∈ Z in the proof of Proposition 3.2, we need to
show only the fact such that y0 is even. Noticing that −r+1 = r − p and r is even in this
case, we know
y0 =
−1∑
k=0
ck(r − p)k ≡
−1∑
k=0
(xk − x+k) ≡
p−2∑
l=0
xl ≡ 0 (mod 2),
and therefore (1/2p)y0 ∈ Z.
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Consequently, we obtain from (4.4)
 =
p−2∑
i=0
ais
i =
−2∑
k=0
yk+1(2)k +
{
1
2p
y0
}
.
The expressions of  in (1)–(3) above prove the proposition. 
For each a ∈ {0, 1, 2}, consider the matrix Pa of order  deﬁned by
Pa =
⎛
⎜⎜⎜⎜⎜⎝
q
(a)
0 − fa q(a)−1 − fa · · · q(a)−(−1) − fa
q
(a)
1 − fa q(a)0 − fa · · · q(a)−(−2) − fa
...
...
...
q
(a)
−2 − fa q(a)−3 − fa · · · q(a)−1 − fa
2r0 − p 2r−1 − p · · · 2r−(−1) − p
⎞
⎟⎟⎟⎟⎟⎠ .
Theorem 4.3. Each system Ba in (4.1) is a basis of the Z-module I− and the above Pa
is the transition matrix from the standard basis E− of R− to the basis Ba of I−. Here we
have h−p = | det Pa| for each a ∈ {0, 1, 2}, and therefore the group index of I− in R− is
ﬁnite and h−p = [R− : I−].
Proof. Using Lemma 2.1(ii), we obtain
(a)k =
−1∑
i=0
(
q
(a)
−i+k − fa
)
si +
−1∑
i=0
(q
(a)
−(i+)+k − fa)si+
=
−1∑
i=0
(
q
(a)
−i+k − fa
)
si −
−1∑
i=0
(q
(a)
−i+k − fa)si+
=
−1∑
i=0
(
q
(a)
−i+k − fa
)
i .
Also, by use of (2.2), it follows that
 =
−1∑
i=0
(2r−i − p)si +
−1∑
i=0
(2r−(i+) − p)si+ =
−1∑
i=0
(2r−i − p)i .
Therefore, it was veriﬁed from the above expressions that the transition matrix from the
basis E− of R− to the system Ba of generators of I− is given by Pa .
Next, we will prove the equality | det Pa| = detD = h−p with Inkeri’s D in (1.1).
Using (2.2) and Lemma 2.1(ii), if we replace all the entries q(a)i − fa (with −( − 1)
 i − 2) and 2ri − p (with −( − 1) i0) of Pa by fa − q(a)+i and p − 2r+i ,
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respectively, then one gets
P ′a =
⎛
⎜⎜⎜⎜⎜⎝
fa − q(a) fa − q(a)−1 · · · fa − q(a)1
fa − q(a)+1 fa − q(a) · · · fa − q(a)2
...
...
...
fa − q(a)2−2 fa − q(a)2−3 · · · fa − q(a)−1
p − 2r p − 2r−1 · · · p − 2r1
⎞
⎟⎟⎟⎟⎟⎠ .
Extend this to the matrix
P ′′a =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−q(a) −q(a)−1 · · · −q(a)1 fa
−q(a)+1 −q(a) · · · −q(a)2 fa
...
...
...
...
−q(a)2−2 −q(a)2−3 · · · −q(a)−1 fa−2r −2r−1 · · · −2r1 p
−1 −1 · · · −1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
of order + 1 whose determinant is equal to det P ′a (= det Pa), and perform the following
calculations and fundamental operations on this matrix P ′′a :
(a) divide the second row from the last by 2 and multiply the last column by 2,
(b) noticing that q(a)i +q(a)i+=ea =2fa (for any i ∈ Z) from Lemma 2.1(ii) and r0+r=p,
add the ﬁrst column to the last column, and in the end
(c) change signs of all the  columns except for the last column.
Then we arrive at the same matrix Q′a as given in (3.12), and obtain
det Pa = det P ′a = det P ′′a = (−1) detQ′a .
By the same arguments as used in the proof of Theorem 3.3, we can ﬁnally prove the
assertion h−p = | det Pa| for each a ∈ {0, 1, 2} and conﬁrm that Ba is a basis of I−. Thus
the index of I− in R− is ﬁnite and we have h−p = [R− : I−] as desired. This completes the
proof of the theorem. 
At the end of this section,wewould like to add that all the results concerning characteristic
bases of I and I− mentioned above can be extend in a natural way to the group ring of the
Galois group of the pn+1th cyclotomic ﬁeld for n0.
5. Expressions of h−p in terms of polynomial values
In this section, we shall ﬁrst deduce various expressions of h−p in terms of values of
special polynomials whose coefﬁcients are the quotients deﬁned in (2.1). Also, Inkeri’s and
allied matrices will again be discussed in connection with these polynomial values. After
that, by making direct use of Kummer’s formula (5.1) given below, we will inspect these
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expressions of h−p without dealing with any matrices. Lastly, by applying Inkeri’s class
number formula, we study speciﬁc properties concerning factors of h−p .
Let a ∈ {0, 1, 2} and  = p−1. We now consider the polynomials
F(X) = r0 + r1X + r2X2 + · · · + rp−2Xp−2,
Ga(X) = q(a)0 + q(a)1 X + q(a)2 X2 + · · · + q(a)p−2Xp−2.
In 1851, Kummer established that (see, e.g., [9, Section 27.2])
h−p =
(−1)
(2p)−1
−1∏
k=0
F
(
2k+1
)
. (5.1)
Based on this formula, it can be shown that, letting H = (ri+j − r+i+j )0 i,j−1,
h−p =
(−1)((+1)/2)
(2p)−1
detH, detH = (−1)((−1)/2)
−1∏
k=0
F(2k+1).
Similarly to the above, it is known that h−p is expressible in terms of polynomial values
of G0(X) at X = 2k+1 (k = 0, 1, . . . ,  − 1), as Inkeri showed in [4]:
h−p =
(−1)
2−1
p
r + 1
−1∏
k=0
G0(
2k+1).
Deﬁne the matrix Ya of order  for each a ∈ {0, 1, 2} by
Ya =
⎛
⎜⎜⎜⎜⎝
q
(a)
0 − q(a) q(a)1 − q(a)+1 · · · q(a)−1 − q(a)2−1
q
(a)
1 − q(a)+1 q(a)2 − q(a)+2 · · · q(a) − q(a)2
...
...
...
q
(a)
−1 − q(a)2−1 q(a) − q(a)2 · · · q(a)2−2 − q(a)3−2
⎞
⎟⎟⎟⎟⎠ . (5.2)
We now compute the determinant of this matrix and prove
Proposition 5.1. We have
det Ya =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(−1)((+1)/2)2−1 r+1
p
h−p for a = 0,
(−1)((−1)/2)2−1 r+1
p
h−p for a = 1,
(−1)((−1)/2)2−1 (−r+1)+1
p
h−p for a = 2.
Proof. Perform the following calculations and fundamental operations on Ya :
(a) replace all the entries q(a)i − q(a)i+ (with 0 i2 − 2) by 2q(a)i − ea in view of
Lemma 2.1(ii),
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(b) extend the matrix obtained to the following matrix of order  + 1 whose determinant
equals det Ya :
Y ′a =
⎛
⎜⎜⎜⎜⎜⎝
2q(a)0 2q
(a)
1 · · · 2q(a)−1 ea
2q(a)1 2q
(a)
2 · · · 2q(a) ea
...
...
...
...
2q(a)−1 2q
(a)
 · · · 2q(a)2−2 ea
1 1 · · · 1 1
⎞
⎟⎟⎟⎟⎟⎠ ,
(c) divide the ﬁrst  rows of Y ′a by 2 except for the last row, and multiply the last column
by 2,
(d) subtract the ﬁrst column from the last in consideration of Lemma 2.1(ii), and lastly,
(e) put all the ( + 1) columns in reverse order.
Then we get the matrix
Y ′′a =
⎛
⎜⎜⎜⎜⎜⎝
q
(a)
 q
(a)
−1 · · · q(a)0
q
(a)
+1 q
(a)
 · · · q(a)1
...
...
...
q
(a)
2−1 q
(a)
2−2 · · · q(a)−1
1 1 · · · 1
⎞
⎟⎟⎟⎟⎟⎠
and know that
det Ya = det Y ′a = (−1)((+1)/2)2−1 det Y ′′a . (5.3)
In order to compute det Y ′′a , we prepare the following two equalities: for any j ∈ Z,
−1∑
k=0
r−1−kq(0)j+k = rj
r + 1
p
− 1, (5.4)
−1∑
k=0
(−r+1)−1−kq(2)j+k = 1 − rj
(−r+1) + 1
p
(cf. (3.7)). (5.5)
We make the following row operations on Y ′′a individually for a ∈ {0, 1, 2}.
(1) When a = 0, we ﬁrst
(a) add all the ith rows multiplied by r−i for i = 1, 2, . . . ,  − 1 to the th row (the
second row from the last).
Then one knows from (5.4) with j = ,  − 1, . . . , 0 that the th row becomes
(r − 1 r−1 − 1 · · · r0 − 1), where  = r
 + 1
p
,
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and therefore we
(b) add the last row to the previous th row, and lastly
(c) divide this th row by .
Then the matrix obtained is exactly the same as Inkeri’s matrix D, hence we can deduce
det Y ′′0 =  detD.
(2) When a = 1,
(a) in view of Lemma 2.1(i), replace all the entries q(1)i (with 0 i2−1) by r −q(0)i
except for those of the last row,
(b) add the last row multiplied by −r to all other rows, and lastly
(c) change signs of all the  rows except the last.
Then we get the matrix Y ′′0 and see that, from the result in (1),
det Y ′′1 = (−1) det Y ′′0 = (−1) detD.
(3) When a = 2,
(a) add all the ith rows multiplied by (−r+1)−i for i=1, 2, . . . , −1 to the th row.
Then, we know from (5.5) that the th row becomes
(1 − r1 − r−1 · · · 1 − r0), where  = (−r+1)
 + 1
p
.
Consecutively, we
(b) subtract the last row from the th row, and lastly
(c) divide this th row by −.
Then the matrix Q′2 in (3.12) with a = 2 is obtained and we see from the result stated in
the proof of Theorem 3.3 that
det Y ′′2 = − detQ′2 = (−1) detD.
Summarizing all the results in (1)–(3) above, we obtain from (5.3)
det Ya =
⎧⎨
⎩
(−1)((+1)/2)2−1 detD for a = 0,
(−1)((−1)/2)2−1 detD for a = 1,
(−1)((−1)/2)2−1 detD for a = 2.
This completes the proof by virtue of Inkeri’s formula h−p = detD. 
T. Agoh, T. Taniguchi / Expo. Math. 24 (2006) 53–79 73
Using Proposition 5.1, we can prove the following:
Theorem 5.2. We have
h−p =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(−1)
2−1
p
r + 1
−1∏
k=0
G0(
2k+1),
1
2−1
p
r + 1
−1∏
k=0
G1(
2k+1),
1
2−1
p
(−r+1) + 1
−1∏
k=0
G2(
2k+1).
Proof. Using  = −1 and Lemma 2.1(ii), we easily see that, for a ∈ {0, 1, 2} and any j
with 0j − 1,
Ga(
2k+1) =
−1∑
i=0
(
q
(a)
i − q(a)+i
)
(2k+1)i =
−1∑
i=0
(
q
(a)
i+j − q(a)+i+j
)
(2k+1)(i+j).
Now, consider the matrix E = (j (2k+1))0 j,k−1 and set
Ta = YaE = (t(a)ik )0 i,k−1.
Then, since (2k+1) = −1 for any k ∈ Z, we have
t
(a)
ik =
−1∑
j=0
(
q
(a)
i+j − q(a)+i+j
)
(2k+1)j
= − (−i)(2k+1)
⎧⎨
⎩
−1∑
j=0
(
q
(a)
i+j − q(a)+i+j
)
(2k+1)(i+j)
⎫⎬
⎭
=
(
−(−i)(2k+1)
)
Ga(
2k+1).
If E′ = (−(−i)(2k+1))0 i,k−1, then detE′ = (−1)((−1)/2) detE and hence
det Ta = detE′
−1∏
k=0
Ga(
2k+1) = (−1)((−1)/2) detE
−1∏
k=0
Ga(
2k+1).
Hence, noting that det Ta = det Ya · detE and detE 	= 0 because detE is a Vandermonde-
type determinant and n 	= m unless n ≡ m(modp − 1), one has
det Ya = (−1)((−1)/2)
−1∏
k=0
Ga(
2k+1),
which proves the theorem from Proposition 5.1. 
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As we already noted, the ﬁrst formula in this theorem is the well-known Inkeri class
number formula.
In order to prove Theorem 5.2, we considered the matrix Ya in (5.2) and computed its
determinant as stated in Proposition 5.1. However, it is also possible to prove this theorem
by observing mutual relations between values of F(X) and Ga(X) at X = . We are now
going to provide details such circumstances.
(I) First, we will discuss a mutual relation between F() and G0(). Based on the deﬁ-
nition of F(X), we have
1
p
(rX − 1)F (X) = 1
p
(Xp−1 − 1) + XG0(X).
Substituting X =  in this relation and dividing it by ,
1
p
(
r − 1

)
F() = G0().
Therefore, one gets
1
p
−1∏
k=0
(
r − 1
2k+1
)
F(2k+1) =
−1∏
k=0
G0(
2k+1).
Since rp−1 −1= (r −1)(r +1)=∏p−2i=0 (r −i ) and r −1=∏−1k=0(r −2k), it follows
obviously that
−1∏
k=0
(
r − 1
2k+1
)
=
−1∏
k=0
(r − 2k+1) = r + 1,
which provides
r + 1
p
−1∏
k=0
F(2k+1) =
−1∏
k=0
G0(
2k+1). (5.6)
Combining (5.1) and (5.6), the ﬁrst formula for h−p in the theorem can be deduced.
(II)A relation betweenF() andG1() can be easily obtained. Indeed, since q(0)i +q(1)i =r
(i ∈ Z) from Lemma 2.1(i) whenever r is chosen jointly, we have
G1(X) = r X
p−1 − 1
X − 1 − G0(X).
Taking X = , one has G1() = −G0(), and hence from (5.6),
r + 1
p
−1∏
k=0
F(2k+1) = (−1)
−1∏
k=0
G1(
2k+1).
This gives the second formula in the theorem.
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(III) A relation between F() and G2() can be found by similar arguments to (I). Using
the polynomial F(X), we have
1
p
(r+1X + 1)F (X) = − 1
p
(Xp−1 − 1) + XG2(X).
Taking X =  in this relation and dividing it by ,
1
p
(
r+1 + 1

)
F() = G2()
and therefore, we easily see
1
p
−1∏
k=0
(
r+1 + 1
2k+1
)
F(2k+1) =
−1∏
k=0
G2(
2k+1).
Further, noting that
r
p−1
+1 − 1 = {(−r+1) − 1}{(−r+1) + 1} =
∏p−2
i=0 {(−r+1) − 
i}
and
(−r+1) − 1 =
−1∏
k=0
{(−r+1) − 2k} = (−1)
−1∏
k=0
(r+1 + 2k),
we have
−1∏
k=0
(
r+1 + 1
2k+1
)
=
−1∏
k=0
(r+1 + 2k+1) = (−1){(−r+1) + 1},
which gives
(−1) (−r+1)
 + 1
p
−1∏
k=0
F(2k+1) =
−1∏
k=0
G2(
2k+1).
Making use of this equality and (5.1), we are able to derive the last formula in the theorem.
It may be incidental, but we would like to mention here some mutual relations between
G0(),G1() and G2()(
r+1 + 1

)
G0() = −
(
r+1 + 1

)
G1() =
(
r − 1

)
G2().
Concerning prime factors of h−p , very little is known. In his paper [7], Lehmer analyzed
Kummer’s formula (5.1) and investigated prime factors of h−p by making use of speciﬁc
properties of cyclotomic polynomials. In what follows, referring to his methods, we would
like to study a factorization of h−p into rational integers from the viewpoint of Inkeri’s class
number formula.
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Letn(X)=∏(j,n)=1(X−jn) (product for all j, 1j <n, (j, n)=1) be thenth cyclotomic
polynomial andp−1(X) be the monic polynomial whose roots are the distinct odd powers
of = p−1. Then, as Lehmer showed in [7, Lemma 1], it follows that if p − 1 = 2 with
an odd , then
p−1(X) =
∏
d|
2d(X). (5.7)
For brevity set qi = q(0)i for each i and recall the polynomial
G0(X) = q0 + q1X + q2X2 + · · · + qp−2Xp−2.
We shall prepare the next result with
Lemma 5.3. Given an odd prime p and a primitive root r modulo p with 0<r <p, there
exists an integer s = s(r) ∈ {0, 1, . . . , p − 2} such that qs = 1.
Proof. Given p and r, choose any integer  satisfying
p + 1
r
 2p − 1
r
.
The existence of such an integer  is assured because 2rp−2 and hence (2p−1)/r −
(p + 1)/r = (p − 2)/r1. Here, we see  ∈ {1, 2, . . . , p − 1} and so there exists an
index s such that  = rs . Since the least positive residue of rrs modulo p is rs+1 and
p + 1rrs2p − 1, we have
2(p + 1) − rs+1rrs − rs+1(2p − 1) − rs+12(p − 1),
which gives, dividing by p,
0<
2
p
qs = rrs − rs+1
p
 2(p − 1)
p
< 2.
Since qs is a positive integer, we get qs = 1. 
Based on this lemma, consider the polynomial
Hs(X) = qs+1 + qs+2X + · · · + qp−2Xp−3−s + q0Xp−2−s + · · · + qsXp−2,
where s is any one of the integers given in Lemma 5.3 and then qs = 1.
Using this polynomial, we can easily show
1
s+1
G0() = Hs()
and therefore, noting that
∏−1
=0
2+1 = (−1),
(−1)(s+1)
−1∏
=0
G0(
2+1) =
−1∏
=0
Hs(
2+1).
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This yields, from Inkeri’s formula given in Theorem 5.2,
(−1)s2−1 r
 + 1
p
h−p =
−1∏
=0
Hs(
2+1). (5.8)
Using Lehmer’s idea, we will prove
Theorem 5.4. Let p − 1 = 2, where  is odd. The right-hand member of
2−1 r
 + 1
p
h−p = (−1)(s+1)
∏
d|
∗2d(Hs) (5.9)
is a factorization into rational integers, where
∗2d(Hs) =
p−2∏
i=1
2d(	i ) and Hs(	i ) = 0 (i = 1, 2, . . . , p − 2).
Proof. Sincep−1(X)=∏−1=0 (X−2+1), the right-hand side of (5.8) equals the resultant
R(Hs,p−1). Noting that degp−1 =  and degHs = p − 2, we obtain from (5.7)
R(Hs,p−1) = (−1)(p−2)R(p−1, Hs)
= (−1)
p−2∏
i=1
p−1(	i )
= (−1)
∏
d|
∗2d(Hs).
Since Hs(X) ∈ Z[X] is monic, all the solutions 	i of Hs(X) are algebraic integers. There-
fore, one knows that ∗2d(Hs) is a rational integer for each d dividing . This shows from
(5.8) that the theorem follows. 
Here, we want to mention that Lehmer has shown in [7, Theorem 1] that, letting F ′(X)=
Xp−2F(1/X) =∑p−2i=0 riXp−2−i ,
(2p)−1h−p = (−1)
∏
d|
∗2d(F
′). (5.10)
Furthermore, in order to obtain a more efﬁcient variation of (5.10), he removed the factor
(2p)−1 on the left-hand side by computing an isolated value of ∗2d(F
′) (see [7, Sections
5 and 6]).
Corollary 5.5. Choose a primitive root r modulo p such that rp−1 /≡ 1 (modp2). Then, it
follows that p is an irregular prime (and hence p | h−p ) if and only if there exists a divisor
d of  such that p | ∗2d(Hs).
Proof. Since p is odd and p(r + 1)/p, the result is immediate from (5.9). 
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We do not give the detail on the existence of a primitive root r as indicated in the above
corollary, however, assuming that all the (p − 1) (with the Euler totient ) primitive
roots r <p modulo p satisfy rp−1 ≡ 1 (modp2), we can lead to the contradiction by an
elementary method.
Next, we shall quote the following lemma without proof from [7, Lemma 3]:
Lemma 5.6. Let f (X) ∈ Z[X] be monic and k be the highest power of a prime  dividing
∗n(f ). If (, n)= 1 and e is the least positive exponent such that e ≡ 1 (mod n), then we
have e | k.
Using this lemma, we have
Theorem 5.7. For a divisor d of , let c(d) = g1g2 · · · gt be the product of all the factors
of ∗2d(Hs) into distinct powers of odd primes which are relatively prime to 2d. Then
gi ≡ 1 (mod 2d) (i = 1, 2, . . . , t).
Proof. Use Lemma 5.6 for k = gi , n = 2d and f = Hs . Putting k = ej , we have gi =
k = (e)j ≡ 1 (mod 2d), which proves the theorem. 
The following corollary follows immediately from Theorems 5.4 and 5.7:
Corollary 5.8. Let d be a divisor of  and k be the highest power of a prime  dividing
h−p . If (, 2d) = 1 and (r + 1)/p, then k ≡ 1 (mod 2d).
Proof. Since k is also the highest power of  dividing the left-hand side of (5.9), the
corollary clearly follows from the above two theorems. 
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