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SUMMARY 
The availability of minicomputers and microprocessors, at a 
reasonable cost, has provided a significant stimulus in a critical 
appraisal of fatigue testing and analysis methods. This thesis 
reviews and extends some of the recent fatigue analysis methods. Two 
major areas investigated in detail are cycle counting methods and 
methods for prediction of fatigue life to crack initiation. 
The three recent counting methods, range-pair, Wetzel's and 
rainflow, which avoid the distortion and inaccuracy from which the 
traditional cycle counting methods suffer, are described and compared 
with each other to find out the similarities and differences between 
them. It is shown that if a service loading history starts and ends 
at an extreme peak, then all the three methods give an identical 
count. All relevant methods for the description of measured service 
histories are reviewed critically in connection with fatigue life 
assessment, service history regeneration and simulation. 
Confidence in the rainflow method for better fatigue life 
predictions and increased use of analytical methods like Finite 
Element analysis offering frequency domain information about a 
component have initiated a search for a link between rainflow 
counting and the power spectral density of a stationary and ergodic 
random process. Using a Monte Carlo approach and digital simulation 
techniques, the thesis presents a link in the shape of a closed-form 
expression which defines the probability density function of rainflow 
counted ranges for any given power spectral density. A closed-form 
expression for the distribution of ordinary ranges is also presented. 
Methods of predicting fatigue crack initiation life under 
variable amplitude loading are reviewed. From the basic ingredients 
of the local-strain approach, various life prediction procedures are 
assembled methodically with regard to how the local stress and strain 
are determined for a given load level, how the local stress and 
strain are linked to the life, and how the mean stress effect is 
accounted for. 
Predictions made by these methods are compared with the 
published test data; however predictions are compared mostly within 
themselves in order to highlight the differences between methods. It 
is shown that under certain circumstances, some methods give very 
erroneous results. A sensitivity analysis is carried out to examine 
how sensitive various methods are to changes in the material 
properties. A new procedure of determining the material properties 
from the experimental data is proposed. 
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CHAPTER 1 
Fatigue in materials is the process by which repeated 
application of a load, less than the one needed to break a component by 
a single application, eventually leads to the mechanical failure of 
that component. At the microscopic level the process generally depends 
on crystal imperfections, which are increased in number by repeated 
straining and at the same time collected to preferred sites. 
Eventually this slip-driven process creates a major discontinuity in 
the crystal, which continues to grow and becomes a crack, propagating 
then by an opening and closing mechanism linked to principal tensile 
stresses. 
Many researchers have aimed at clarifying the major factors and 
mechanisms relevant to fatigue failure, ranging from investigations on 
the atomic scale of 10-7mm to those on the scale of a few metres on 
engineering structures. The research on a near-atomic scale by 
physicists and metallurgists has as yet produced little knowledge which 
can be usefully employed in practical engineering designs. Recent 
progress in both understanding and designing against fatigue has 
emerged by investigations at more appropriate levels of physical scale, 
mainly by using empirical laws. 
Engineers have been faced with the problem of predicting when 
fatigue will occur in a component, since cyclic loading first caused 
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unexpected metal failures in the railway industry in the middle 
1800'slll*. In the early days of fatigue analysis, it was widely 
believed that there existed some critical level of stress below which 
no damage was done to the specimen. Finding this fatigue limit, or 
endurance limit was then the main target of fatigue tests, and good 
design kept all applied stresses below this so that no damage would 
occur. Although there are still some structures designed with the 
safe-life method, recent years have seen radical changes of emphasis in 
the design of engineering components. In an increasing number of cases 
it is no longer commercially acceptable to manufacture products which 
are functional but overdesigned. The conflicting requirements of 
maintaining the demand on reliability imposed by the consumer-oriented 
society and the drive for an economic design place considerable 
pressure on traditional design techniques. The objective in the 
development of a modern design approach for critically-stressed 
components is the accurate assessment of the damage caused by the 
elements of the service history. 
The simplest way of getting fatigue data about a component is 
to put it in a test machine which will load it repeatedly until it 
breaks. Recording of the number of cycles to failure, Nf, at different 
levels of stress amplitude, S, yields the basic form of fatigue data 
which is universally referred as the S/N curve. Normally the test load 
in obtaining S/N curves is sinusoidal. However, there are very 
*Numbers in brackets designate References at the end of each chapter. 
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few cases where the service load can be so easily described, like 
eccentric masses rotating at a constant speed. In all other cases, the 
description of the fatigue loading environment is a complex problem. 
The difficulty is in foreseeing the future range of service loads which 
the unit is expected to survive. 
For many years the experimental procedures used to investigate 
the fatigue performance of structural materials and configurations have 
almost exclusively been limited to artificial and much simplified 
loadings. Fatigue testing has profited greatly from recent innovations 
in equipment technology. For example, the introduction of the modern 
electrohydraulic testing machines has made it possible to meet more 
complex experimental requirements, to produce a much better simulation 
of the actual service conditions. Another big step in understanding 
the fatigue phenomenon has been the introduction of computers into 
fatigue testing and analysis. 
Applications of computers in fatigue are quite numerous. 
Typical application ranges cover structural and materials testing, data 
accuisition and reduction, and the bulk of computer usage, cumulative 
damage calculations. Computers do not only replace conventional single 
purpose devices, but offer new possibilities for the performance and 
organization of fatigue testing. In addition to providing a variety of 
program waveforms, including a realistic simulation of actual service 
conditions, a computer can monitor test variables such as load, strain, 
temperature, and also ensures that the test conditions are maintained. 
While certainly not a 'cure all' for many problems and complexities 
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associated with fatigue performance evaluation, when properly 
implemented, computers can effectively extend testing facilities, 
improve efficiency and quality of data acquisition and analysis 
procedures. Computers offer an attractive approach to fatigue in terms 
of capability, versatility, reliability, accuracy and cost. The recent 
advances in manufacturing technology have brought down the size and 
cost of processors to very modest levels giving added impetus to the 
application of computers in fatigue. 
The increasing availability of minicomputers and 
microprocessors and associated peripherals at a relatively low cost 
makes it necessary to re-evaluate approaches to fatigue testing and 
analysis. Obviously it is beyond the scope of this research to cover 
the whole range of computer based applications, however the principal 
ways in which computers might assist in fatigue analysis are 
investigated. Since the trend is towards improved realism, fatigue 
performance analysis is likely to remain a complex activity and a 
computer approach may be the only way of meeting the ever increasing 
demands on reliability and economy. 
Cumulative damage calculations occupy a dominant sector of 
fatigue analysis; hence the bulk of computer applications in fatigue 
lie in this area. In order to achieve a high level of structural 
reliability, fatigue life predictions have to be made at several stages 
of the design and development process. An important aspect of 
the 
development of fatigue resistant structures is the ability to predict 
component life and thus anticipate possible problems. Good agreement 
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between predicted fatigue lives and actual fatigue lives obtained from 
tests gives a greater confidence in a design and may eliminate the need 
for retesting improved designs. 
Due to increased research activities of the past a large amount 
of fatigue data was produced and offered for design applications. To 
show the extent of this interest Watson and Rebbeck[l] record 7000 
papers published on the subject in the last 20 years, in 1975. 
Considering the 180-year long history of fatigue research, the vast 
amount of papers published and the diversity of interests, the 
formidable task of literature survey is not attempted here. Readers 
may find various state-of-the-art surveys in the literature. 
Swanson[2] describes randomized sequence constant amplitude and actual 
random load fatigue testing, acoustic fatigue and random load crack 
propagation. Schijve[3] looks at the problems in aircraft structures 
and materials - fatigue damage and interaction effects, crack 
propagation under flight simulation loading. Dowling[4] discusses some 
of the failure prediction methods for complicated stress-strain 
histories, and man stress and load-sequence effects. The same effects 
are reviewed by Nelson[5] from a fracture mechanics point of view: 
prediction methods of fatigue crack growth. In more recent papers, 
Morrow and Socie[61 trace the historical evolution of the local 
stress-strain approach for predicting the fatigue life of components in 
service. Haibach[71 also reviews some basic types of fatigue data 
available for use with existing procedures and emphasizes the practical 
need of different approaches in making fatigue assessment. 
Sherrat t[81, in a series of 4 articles, provides a survey of the 
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current position on fatigue life estimation methods, points to parts of 
traditional design which are still in use, and gives enough details of 
the new methods - fracture mechanics, local stress-strain approach and 
vibration - to allow engineers to use them properly. 
The literature dealing with metal fatigue and cumulative damage 
contains much new knowledge bearing on improved life prediction 
techniques. From a practical point of view, it is not sufficient to be 
aware of the fatigue phenomenon, to know about the parameters affecting 
the fatigue properties of materials and structures. It is one thing to 
observe and register a manifestation and another to express this 
knowledge in the pragmatic terms needed to put it to work making 
in-service life predictions. 
The situation does not become easier due to various fatigue 
life prediction procedures recommended in the literature, such as the 
nominal stress approach requiring conventional S/N data, the local 
stress-strain approach requiring strain-life data, the fracture 
mechanics approach requiring cyclic stress-strain and crack propagation 
data. Furthermore, each of these procedures exists in several 
modifications, differing in terms of accuracy and/or in terms of 
simplicity in application. Considering the diversity of interests, 
such as the design of aircraft, ground vehicles, bridges, off-shore 
structures, and numerous type of materials used, it is not surprising 
that no generally accepted procedure for predicting fatigue performance 
has been accepted up to now. Nor does it seem possible to indicate 
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such a universal procedure in the future. Selection of the 
appropriate procedure of fatigue life estimation depends to a large 
extent on the level of input information available. Life predictions 
made by new procedures need to be reconciled both with experience and 
with simpler, long established methods. 
In many cases, the present commonly used methods are adequate; 
if this was not so, it would not be possible to design against fatigue 
at all. However, since fatigue is the commnest cause of component 
failure, there are evidently still problems to be solved. Just as 
present methods are the result of a series of modifications to the 
earlier ones, so improved techniques will come about by incorporating 
those new ideas which are relevant and useful. Fatigue research has to 
be considered as attempting to solve parts of these problems, making 
small additions and changes to established techniques, so that the user 
has available to him methods which are valid for an ever widening range 
of problems. Starting from this philosophy, only one, but quite an 
important one, aspect of fatigue analysis, namely fatigue life 
estimation, was concentrated on in this research. This subject was 
further narrowed down to exclude the crack propagation part of fatigue 
life estimation, because it was deemed that fracture mechanics is a 
major area of research on its own right. Therefore, the term 'fatigue 
life estimation' used in this thesis refers to, unless otherwise 
stated, prediction of fatigue life to crack initiation. 
In any cumulative damage calculation, including the fracture 
mechanics approach, there is a stage where the load history has to be 
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reduced into discrete cycles which can then be used to calculate their 
damaging effect. Three widely used cycle counting methods are 
described in detail in Chapter 2. Their use and limitations, and a 
comparison of them with the other simpler cycle counting methods are 
discussed not only from a damage calculation point of view, but also 
from a service history regeneration and simulation point of view. 
Since its introduction 10 years ago, the rainflow cycle 
counting method has been shown to be superior and yields the best 
fatigue life estimates. In Chapter 3, a link is proposed between 
fatigue life estimation based on rainflow range distributions and the 
power spectral density of a stationary and ergodic random process. The 
link is in the form of a distribution function of rainflow-counted 
ranges for a given power spectral density. Using a Monte Carlo 
approach and digital simulation methods, probability density functions 
of rainflow ranges are obtained for various power spectra, and from 
observed data a closed-form expression for the rainflow-range 
probability density functions is proposed. As a by-product of this 
study, probability density functions of ordinary ranges - the distance 
between consecutive peaks and troughs - are also determined and a 
closed-form expression for the ordinary ranges is put forward. 
Af ter describing the traditional nominal stress methods of 
estimating fatigue life, in Chapter 4, the basic 
ingredients of a more 
recent approach, the local stress-strain method, are 
discussed. From 
these ingredients various life prediction procedures are assembled. 
The reasons why there are many ways of relating the local stress and 
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strain to the life using the same set of data are investigated, and the 
choices a would-be-user has to make are outlined methodically. 
In Chapter 5, predictions using the methods described in 
Chapter 4 are compared with the well-documented test data published in 
the literature. However the predictions are compared mostly with each 
other in order to gain insight into the potential variability of the 
life prediction methods, to highlight the significance, utility and 
implication of various alternatives. The question of how sensitive the 
prediction methods are to variations in cyclic material properties and 
the effect of mean stresses on life calculations are analysed in 
detail. 
Although relevant discussions and conclusions are included at 
the end of each chapter, overall implications of this research and 
directions for future improvement are outlined in Chapter 6. 
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CHAPTER 2 
AN OVERVIEW OF CYCLE QOONTIF 3 AND RAINFU)W 
An essential step in the prediction of the fatigue life of 
components or structures is the reduction of a service stress or 
strain history to a series of cycles or half-cycles, reversals. This 
process is known cycle counting and can be the source of large errors 
in the subsequent fatigue life calculation. There are three cycle 
counting methods widely used in recent years which avoid the 
distortion and inaccuracy from which the traditional methods suffer. 
These three methods produce similar, but not necessarily identical 
cycle counts for all types of service histories. Moreover, each of 
these methods exists in several variations. The choice of a 
particular method also depends on the purpose of cycle counting. The 
fundamental purpose of cycle counting is to extract cycles from a 
service history in order to calculate their damage contribution, 
however cycle counting methods are also used to delete small cycles 
from a service history for an accelerated test programme, and to 
obtain relevant information to generate loading signals for fatigue 
testing. 
Although it has nothing to do with the cycle counting methods 
as such, a linear damage accumulation rule on which most of fatigue 
life prediction methods are based is presented first. After a brief 
description of some of the traditional cycle counting methods, the 
recent methods and their variations are examined in detail in order 
to highlight their differences and similarities. All the cycle 
counting methods are then reviewed critically to establish their 
limitations and applicability for the purposes for which they are 
intended. 
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2.1 Damage Accumulation: Miner's Rule 
The basis of nearly all working methods for damage summation 
is surprisingly a simple hypothesis put forward first by Palmgren[l] 
in 1924, who proposed a linear damage law for the estimation of 
roller bearing life. The same idea was rediscovered later by 
Miner [2J in 1945, who applied it to the ordinary type of fatigue in 
structural components. This widely accepted Palmgren-Miner 
hypothesis, usually referred as Miner's Rule, assumes that if ni 
cycles of load are applied to a component at a level of stress which 
would cause failure at Ni cycles in a constant amplitude test, then 
the fraction of life used is exactly proportional to ni. Or it can 
be stated as that failure occurs when: 
ni 
-=1 Ni 
Eq. 2.1 
Sometimes an arbitrary constant, generally less than 1., is 
substituted for unity on the right-hand side, hence an element of 
conservatism is introduced. There are many objections to this rule. 
The most obvious one is that to assume the first cycle of load 
applied to a virgin specimen does the same damage as a similar cycle 
applied near failure is an oversimplification. However the rule 
survives and has stood up to a good deal of use. 
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2.2 Cycle Counting 
Whether one uses the nominal stress or the local 
stress-strain approach or the fracture mechanics analysis, there is 
bound to be a cycle counting part in each approach. The aim of the 
cycle counting is to reduce a complex load history into discrete 
cycles which can then be used to calculate their damaging effect. 
Earlier reviews of counting methods[3' 41 have noted at least 
ten separate techniques which have been used to analyse an irregular 
load history. Some of the more notable ones are covered briefly 
below and illustrated in Fig. 2.1 
Peak count: 
All maximums above the mean and all the minimums below the 
mean are counted. 
Mean crossing peak count: 
Similar to peak count, only the largest peak between 
successive crossings of the mean is counted. 
Level crossing count: 
Only positive-going passes are registered at levels above the 
mean, and only negative-going pass below the mean. Counts at 
each level are cumulative. 
Fatiguemeter count: 
The- fatiguemeter has been developed in aeronautics to record 
variations in acceleration. Similar to level crossing except 
that a count is accepted after the load crosses a preset 
-14- 
Strain 
Strain 
Ctr-n in 
Strain 
Figure 2.1 Soir cycle counting methods 
(a) Peak count (b) Mean crossing peak count 
(d) Fatiguemeter count (c) Level crossing count 
(f) Range-mean count (d) Range count 
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level in the downward direction. In this way small load 
variations, such as electrical noise, do not influence the 
count. 
Range count: 
Each range, i. e. the difference between successive peak and 
trough values is counted as a half cycle. 
Range mean count: 
Not only the value of the range, but the mean value of each 
range is also recorded. 
However, the more recent reviews[5,6,71 concentrate on 
mainly three methods, range-pair, rainflow and Wetzel methods. The 
apparent reason for superiority of these methods is that they all 
define cycles as closed stress-strain hysteresis loops. The question 
"What is a cycle? " presents no problem when the loading is constant 
amplitude block programves or narrow band histories. However, in the 
case of loadings shown in Figure 2.2, it is no longer so trivial a 
question. In the sequence shown in Figure 2.2(a), the small 
reversals do some fatigue damage that may or may not be significant 
compared to the damage done by the large cycle on which they are 
superimposed. Peak counting gives the same result for (a) and (b), 
but (b) is likely to be more damaging than (a) . Mean crossing peak 
counting gives the same result for all the three cases which is 
non-conservative in situations where interrupting cycles become 
closer in amplitude to the large ones. The range and range-mean 
counting methods would record a series of low-amplitude cycles with 
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(a) (b) (c) 
Figure 2.2 Some sequences causing problem for several counting 
methods[4]. 
B B' 
D 
Time 
rain 
A 
Figure 2.3 Interruption of a major cycle by a minor one. 
rain 
Strain 
1 
2" 
3 s2'; 
5 
5' :6 
7 
Time 
Figure 2.4 Stress and strain-time history and associated hysteresis 
loops. 
c+r-1 4r Strain Cfn-n in 
. Strain 
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gradually changing mean, for Figure 2.2(a) and (b), completely 
ignoring the existence of underlying waves of much greater amplitude 
and damage significance. 
To show the extent of the effect of small cycle interruption 
the following data is extracted from the strain-life curve for 
Man-Ten steel[81, to predict the damage to the specimen subject to 
the history shown in Figure 2.3. 
Let the amplitudes of AB, BC, CD and AD be 0.003,0.001, 
0.005 and 0.007 respectively, then the corresponding damage 
parameters i. e. reversals to failure can be extracted as 4.60 x 104, 
4.61 x 106,1.12 x 104 and 5.62 x 103 respectively from the 
strain-life curve. The damage calculated by an ordinary range method 
would be: 
Dl =DAB +DBC+DCD 
1+1+1 
4.60 x 104 4.61 x 106 1.12 x 104 
1 
9000 
In other words, the specimen would fail after 9000 repetitions of 
such a waveform. On the other hand, if the same waveform is 
considered as one large half cycle AD interrupted by a small cycle 
BCB', then the damage would be: 
-18- 
D2=DAD +2 xD 
1 
+2 5.62 x 103 4.61 x 106 
1 
5600 
One way of handling the problem of small cycle interruption 
is to use a "gate level", "threshold" or "dead zone". It was found 
very early in the development of counting techniques that small 
amounts of noise on the record could lead to a count of a large 
number of small ranges. In order to avoid this a gate level was 
introduced, only ranges exceeding this preset level would be counted. 
For instance, as in Figure 2.3, had a gate greater than BC been used, 
then instead of three smaller ranges AB, BC and CD, only one large 
range AD would have been included. However, the choice of the gate 
level has posed a further problem, the paradox noted by many 
observers [5,6,9]. Decreasing the gate level, so that more events 
are counted, may result in less damage being calculated for a given 
loading waveform, as calculated above. Conversely, increasing the 
gate level may decrease the number of events counted but increase 
calculated damage. The only sensible approach to this problem is to 
try several gate levels and use the one which maximises the 
calculated damage, i. e., minimises the predicted life. This will 
give the most conservative life estimate possible with this method 
but this is not necessarily absolutely conservative. 
There are three counting techniques mentioned earlier which 
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separate low and high amplitude cycles and record them in a 
physically meaningful way. These are range-pair, Wetzel and rainflow 
methods. The outstanding feature of these techniques is that 
counting is carried out on the basis of the stress-strain behaviour 
of the material considered. To exemplify this point, a brief complex 
strain-time and stress-time history and the stress-strain response 
are shown in Figure 2.4. The cycles that would be determined by 
these counting methods are identified by 1-4-7,2-3-2', and 5-6-5'. 
Each of these cycles is a closed stress-strain hysteresis loop, 
consistent with those in constant amplitude tests on which life 
predictions are invariably based. 
2.3 Range-Pair Count 
There are at least two variations of this counting technique. 
Dowling's{51 interpretation of the range-pair counting method is that 
a strain range is counted as a cycle if it can be paired with a 
subsequent straining of equal magnitude in the opposite direction. 
Each peak is taken in order as the initial peak of a range, except 
that a peak is skipped if the part of the history immediately 
following it has already been paired with a previously counted range. 
If the initial peak of a range is a minimum, a cycle is counted 
between this minimum and the most positive maximum which occurs 
before the strain becomes more negative than the initial peak of the 
range. Conversely, if the initial peak is a maximum, a cycle is 
counted between this maximum and the most negative minimum which 
occurs before the strain becomes more positive than the initial peak. 
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Figure 2.5 illustrates the technique, the counted ranges are 
marked with long dashed lines and the paired ranges with short dashed 
lines. For example, a cycle is counted between peaks 2 and 3, peak 3 
being the most negative minimum before the strain becomes more 
positive than peak 2. Similarly a cycle is counted between peaks 5 
and 6, and the range between peaks 1 and 4 is paired with the range 
between peaks 4 and 7. 
Livesey and Webber's[31l interpretation of the range-pair 
method is somewhat different in that counting is done by counters 
instead of pairing ranges. The full strain range is divided into 
equal levels, and each level is associated with a counter. Each 
maximum is treated as a positive range acting from the most minimum 
peak. All counters within this range are then cocked; those already 
cocked are unaffected. When a minimum detected the negative range is 
measured from the previous maximum. Counters within this range are 
triggered, thereby completing the counting action. When the absolute 
minimum is detected all cocked counters are triggered. The number of 
cycles at each strain range is obtained by subtracting the count at 
the next higher range from the count at the range in question. 
The first reversal in Figure 2.6, starts in level-l, passes 
through levels-2 and 3 and stops in level-4. Hence counters 1-4 are 
cocked. The next reversal travels three levels triggering the first 
three counters. The reversal from peak 3 to peak 4 stops at level-5 
which means that all counters are cocked; since counter 4 is already 
cocked, it is not affected. The remaining reversals are examined in 
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the same way. Total number of triggering action at each level is 
counted. Then the number of cycles at each level is calculated, 
yielding one cycle that has a range of five levels, and two cycles of 
three levels. 
2.4 Wetzel's Method 
This counting technique developed by Wetzel191 is very 
similar to the Livesey and Webber's interpretation of the range-pair 
method. The full strain range is divided into equal levels or 
"bands' l, Next, line segments or "elements" are used to define each 
reversal; the length of each element is equal to one band. The rules 
for using the elements follow: Starting from each reversal peak, as 
they occur in sequence, each element is used starting with the first, 
in order, to its full value if available. Each element has an 
"availability sign" to indicate if the element is available for the 
reversal under question. An element is available when its sign is 
opposite to the sign of the slope for the current reversal. It is 
likely that during the evaluation of a complex history several 
elements in a row may be skipped over until an available element is 
found. At a latter time in the analysis the skipped elements may 
again become available for use, but the decision comes at the instant 
of need. 
Figure 2.7 demonstrates the application of the rules above to 
the same, brief history used before. The full range is divided into 
five bands. Since the history starts at the absolute minimum, all 
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the elements are initialized to (-). The first reversal, from peak 1 
to peak 2, travels in the positive direction, passing through four 
bands. Hence the first elements are set to (+). The next reversal 
requires three (-) elements and changes the sign of the first three 
elements. The reversal from peak 3 to peak 4 needs four (+) 
elements. Examining the previous array reveals that elements 1,2 or 
3 are available while element 4 is not available, for having the same 
sign. Therefore elements 1,2 3 and 5 are set to (+), element 4 is 
skipped, and so on. 
12345 
+2 
+1 
Bands 0 
-1 
-2 
1 
1 
I. 1 I 
.. 
(a) 
Elements 
12345 
1 
+1 11 
011 
-1 11 
-2 1 
(b) 
Figure 2.8 Barr-Element matrix for Figure 2.7. 
1 23 4 5 
1 
-2 ; '1 
(c) 
There are two ways of storing the necessary data to compile 
the cycle count. One is to construct two-dimensional band-element 
array to determine the number of cycles at each range as well as the 
mean values at each range. The other is to use a single sum array 
sacrificing the information about mean values. The first of these 
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ways is illustrated in Figure 2.8. If one starts at the largest 
absolute value in the history, and also ends at that value, for each 
tensile reversal there will occur an equal compressive reversal to 
complete the cycle. For this reason, one needs to enter into the 
band-element matrix only those elements used during the excursions in 
the same direction; in this case from a minimum to a maximum. Of the 
first reversal in Figure 2.7, band (-2) uses element 1, band (-1) 
uses element 2, band (0) uses element 3, and band (1) uses element 4. 
These data are now entered in the band-element matrix shown in Figure 
2.8(a). During the next positive going excursion, from peak 3 to 
peak 4, band (-1) uses element 1, band (0) uses element 2, band (+1) 
uses element 3, and, remembering that element 4 is skipped, band (+2) 
uses element 5, and so on. 
The data are removed from the matrix by constructing 
diagonals, starting from the largest one to the smaller diagonals, as 
shown in Figure 2.8(c). In this example, the largest diagonal 
describes a cycle which starts in band (-2) and ends in band (+2), 
i. e. a cycle with a range of five bands about a mean value of 0. 
The 
next diagonal represents a cycle with a range of three bands and zero 
mean, the last cycle has a range of two bands and a mean value of 
0.5. 
In the alternate version, a "sum" array is constructed 
by 
counting the number of sign changes for each element, as shown 
in 
Figure 2.9. The extraction of data from the array starts at the 
highest element, which contains non-zero count. Changing sign 
twice 
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Sum 
1 6 i4 2 0 
2 6 4 2* 0 
Elements 3 4i- ý. 2* f 
4 2 0 j 
5 12*j 0 0ý ý 
Figure 2.9 SUM array for Figure 2.7 
is interpreted as two reversals or one full cycle. Hence the number 
of cycles at the highest element is found by dividing the count by 
two. Then the count at that level is subtracted from each value in 
the array. 
The process is repeated for the next highest element 
containing non-zero count until zeros occur for every element. For 
this case, the history consists of one cycle with a range of five 
elements, one cycle with a range of three, and another one with a 
range of two elements. 
The reader has probably noted that these two methods, 
Wetzel's method, and Livesey and Webber' s version of the range-pair 
counting, are very similar in that both methods use the same logic. 
Elements in one method correspond to counters in the other. "An 
element is not available" means that a counter is already cocked or 
triggered, hence skipped, if it is within the counting range. 
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However, there is one major difference which makes the range-pair 
method give unreasonable results. In Wetzel's method, the ranges or 
"the number of bands to travel" are calculated as the difference 
between successive peaks for both tensile and compressive reversals. 
On the other hand, in the range-pair method the range of a tensile 
reversal is always calculated as the distance between that peak and 
the absolute minimum value. If a range was calculated between 
successive peaks instead and used to find the number of counters to 
be cocked or triggered, then the range-pair method would have given 
exactly the same result as Wetzel's method. 
2.5 Rainflow Method 
One of the most important developments in cycle counting has 
been the emergence of the rainflow method in the last decade. Since 
the first introduction to the West by Dowling[5] in 1972, the 
rainflow method has attracted much attention. It has been widely 
used by many investigators and shown by extensive experimental tests 
to be superior to all other counting techniques[5,6,7,11,12, 
13, ]. As a result, it has become a standard tool for fatigue life 
prediction packages. The apparent reason for this is that the 
rainf low method defines cycles as closed stress-strain hysteresis 
loops, without elaborate local stress-strain analysis. 
There are three versions of the rainflow method which give 
identical cycle counts for all types of service histories. The first 
version, sometimes referred as Pagoda Roof method, uses the imaginary 
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rain flow on fictive multifarious overlapped pagoda roofs. Hence, 
the reason for generic names of "rainflow" and "pagoda-roof" is this 
analogy used by Matsuishi and EndoI101 in their original work. To 
illustrate the method, the strain-time history is plotted in Figure 
2.10 so that the time axis is vertically downward, and the lines 
connecting the strain peaks are imagined to be a series of pagoda 
roofs . 
Rainflow starts at the beginning of the strain-time history, 
and successively at the inside of every peak. The raindrops keep 
falling on the imaginary eaves to the lower roofs until one of the 
following conditions is met. Flow initiating at a peak drips down 
until it comes opposite a maximum more positive (minimum more 
negative) than the maximum (minimum) it started from. The flow also 
stops when it meets rain from a roof above. The the length of each 
rainflow is recorded as a half cycle range. 
Strain 
Figure 2.10 Example of pagoda-roof method 
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Figure 2.10 demonstrates the technique on a short strain-time 
history. Dashed lines represent the raindrops. For example the rain 
initiating at peak-1, a minimum, falls on peaks-2 and 4, and stops 
opposite peak-5, because peak-5 is more negative than peak-l. Hence 
the range from peak-1 to peak-4 is extracted as a half-cycle. 
Similarly peak-2 and peak-3 make one half-cycle, because the rain 
from peak-2 stops opposite peak-4 which is more positive than peak-2. 
However, the rain starting at peak-3 stops at 2' where it meets rain 
from the roof above. Note that when a half-cycle is extracted by the 
second condition, there already exists a corresponding half-cycle of 
equal magnitude extracted by the first condition, and two together 
make one full cycle. For example, range 2-3 and range 3-2' make a 
full cycle. 
The second version, which is called Maximum-Minimum Procedure 
by the original authors[11], consists of repeated application of the 
following procedure: 
1. The maximum and the minimum points of the whole 
strain-time history under consideration are determined. This action 
divides the history into three parts, the middle section between the 
extremum points, and the front and rear sections between the terminal 
points and the extremum points. The middle section is deferred to 
the next stage analysis. 
2. For the front section, starting from the bounding 
extremum point a search is made towards the front terminal for the 
next opposite sign extremum point, i. e., if the extremum point is a 
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minimum, the next maximum point is searched towards the front 
terminal, or vice versa. Once again the section between the extremunl 
points is deferred to the next stage analysis. 
3. Step (2) is repeated until the front terminal is reached. 
4. Steps (2) and (3) are repeated for the rear section. 
The first application of this procedure to the total 
strain-time history gives half cycle ranges. Note that the ranges 
increase steadily until the maximum range bound by the absolute 
extremum points is reached, then they decrease steadily. When the 
standard procedure is applied again to the deferred sections, full 
cycle ranges are determined by picking up the ranges having even 
ordinal numbers. The ranges which are odd order are ignored. When 
the extremum points are searched at step (1) for the deferred 
sections, the terminal points which are maximum or minimum should be 
disregarded for the obvious reason. 
Figure 2.11 shows the application of the maximum-minimum 
procedure to comparatively a longer strain-time history to clarify 
the rules. At step (1), peak-5 and peak-12 are located as the 
absolute minimum, MIND and maximum, MAXO of the whole history, 
respectively. Since the front section is bound by a minimum, the 
maximum of this section, FMPXl, is searched. Peak-2 is located at 
step (2). The front terminal is reached, hence step (3) is skipped. 
At step (4), the minimum of the rear section, RMIN1, is determined as 
peak-18. The end terminal is reached, hence the first application of 
the standard procedure is completed. The ranges between peaks 1-2, 
_) 
'. 
2-5, 5-12,12-13,13-15 and 16-19 are counted as half cycles and 
shown by triangular marks , in Figure 2.12. The parts of the 
history between peaks 2-5,5-12 and 13-18 are left to the second 
stage analysis. When the standard procedure is applied again, for 
example to the section between peak 13-18 the absolute minimum and 
maximum points for this section are searched. Peak-17 and peak-14 
are located respectively. Since there are no more points left 
between these newly located extrenum points and the terminal points, 
steps (2), (3), (4) are skipped. Hence the second stage analysis is 
completed for this section: it is divided into three ranges, between 
peaks 13-14,14-17 and 17-18, and furthermore the part of history 
between peaks 14-17 is deferred to the next stage analysis. Then 
these ranges are ordered, and the ranges having odd or even orders 
are shown by marks X and 0, respectively. Hence the range between 
peaks 14-17 is counted as one full cycle. The second stage analysis 
continues similarly for the rest of deferred sections from the first 
stage. The same procedure is applied repeatedly until all the 
deferred sections are exhausted. 
The justification for the third version, Pattern 
Classification Procedure, of the rainflow count follows from material 
stress-strain behaviour. When a large range is interrupted by a 
smaller one, as in Figure 2.12(a) the range 1-4 is interrupted by the 
range 2-3, the interruption forms a closed stress-strain loop. 
Furthermore, the shape of the interrupted excursion on a 
stress-strain plot is the same as it would be if the interruption had 
not occurred. This has been called a "memory effect" in material 
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Figure 2.12 Four patterns of strain-time (left) and stress vs strain 
(right) . 
behaviour, the material "remembers" the stress-strain path it was 
following when interrupted and resumes this path when the 
interruption is over[9,141. 
When four successive peaks of a strain-time history are 
considered, the pattern they form falls into one of the four types as 
shown in Figure 2.12. The type (a) shows that the second range, 2-3, 
is smaller than the first one, 1-2, and the third range, 3-4 is 
larger than the second one. Consequently this pattern is called 
decrease-increase, D-I type. The names of the other types follow 
similarly. As discussed earlier, D-I type corresponds to a large 
cycle interrupted by one closed hysteresis loop. The other patterns 
-33- 
form spiral type, sharp cornered, open hysteresis curves. This 
version of the rainflow count classifies three consequent ranges as 
one of the four patterns[11J shown in Figure 2.12., and the steps 
taken for each case are as follows: 
In the case of D-I type, Figure 2.12(a), the interrupting 
range 2-3 is counted as one full cycle and removed. Accordingly the 
peaks 1 and 4 are connected and the next two peaks, 5 and 6, are 
considered to form a new pattern. 
In the case of I-I type, Figure 2.12 (b) , the ranges 1-2 and 
2-3 always correspond to one-half cycles irrespective of the 
following ranges. Hence peaks 3,4,5 and 6 are checked next. 
In the case of I-D type, Figure 2.12(c), the first range 1-2 
is always a half cycle. Hence peaks 2,3,4 and 5 are checked next. 
In the case of D-D type, Figure 2.12(d), whether 3-4 will 
make a closed loop or not cannot be said without further information. 
Therefore the following peak is considered next, still retaining the 
information about the first peak. 
When this technique is applied to the strain-time history in 
Figure 2.11, the first pattern 1-2-3-4 is I-D type, therefore the 
range 1-2 is counted as one half cycle. The next pattern 2-3-4-5 is 
D- I type, hence the range 3-4 is counted as one full cycle and 
removed. After connecting peaks 2 and 5, one gets 2-5-6-7 which is 
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D-D type. The next two patterns are also D-D type, hence retaining 
peaks 2,5 and 6, the next pattern 7-8-9-10 is checked. It is D-I 
type, the range 8-9 is extracted as one full cycle. The remaining 
pattern 5-6-7-10 is still D-D type, therefore peak 11 is considered. 
6-7-10-11 makes D-I type, the range 7-10 is extracted as one full 
cycle. This leaves 2-5-6-11, which is yet another D-D type. The 
next pattern 5-6-11-12 is D-I type, hence the range 6-11 is one full 
cycle, and so on. At the end of the count, 6 ranges, first 
increasing in magnitude, then decreasing steadily, are counted as 
half cycles and another 6 ranges as full cycles, as shown in Figure 
2.13. 
' 
rz 
Figure 2.13 Deconposition of the strain history in Figure 2.12 into 
half cycles (left) and full cycles (right). 
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2.6 Overview of Cycle Counting Methods 
Throughout their service life, machines, equipment, vehicles 
and buildings are subjected to loads, the majority of which fluctuate 
with time. When considering the effects of random loading, there are 
generally two aspects of the problem. The first is the damage 
significance of the load history on structural life, as measured by 
crack initiation and crack growth. The second and equally important 
aspect is the means by which the same fatigue damage may be produced 
using the simulation of service loads. In order to design structures 
safely without unnecessary expenditure of r,, iaterial and effort, it is 
necessary to have satisfactory techniques of analysing random data 
for both (1) damage assessment of service history and (2) service 
spectrum generation and simulation. 
There are two fundamentally different approaches for this 
analysis, one in the time domain and the other in the frequency 
domain. The latter entails power spectrum analysis of the signal and 
knowledge of the frequency response characteristics of the system 
subject to the random loading. The power spectral presentation of a 
service history has been receiving more consideration because of the 
very important results obtained by S. 0. Rice[151 who 
derived an 
equation to calculate the number of crossings of a level 
from the 
power spectrum of a stationary Gaussian process, which 
is equivalent 
to level crossing count in the time domain. By means of stationary 
or quasistationary Gaussian processes, a series of stress-time 
histories can be described with satisfactory accuracy as necessary 
for fatigue 
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life evaluation. Stress-time histories can be generated by means of 
random signal generators and filters or corresponding digital 
computer techniques which have the same statistical properties as the 
original ones. 
The main reason why frequency domain analysis works is that 
the stresses resulting from environmental effects usually correspond 
to random vibrations and can be treated as continuous processes, for 
which the power spectral presentation seems to be suited. Typical 
examples are gusts of wind, sea waves, vibration or noise. The 
opposite to this represents stresses due to the usage of a structure, 
for example loading of a fork-lift truck, discontinuous processes for 
which the time averaging becomes questionable. Then one has to 
analyse the service history in the time domain to extract all the 
information relevant to the fatigue behaviour of the structure. 
Ignoring fluctuations in frequency, which in most situations 
are too small in magnitude to have any significant effect on fatigue 
damage, there are three features of the random signal which might be 
expected to influence fatigue behaviour: amplitude, mean level and 
the sequence of the signal. Of numerous counting methods in this 
category, some notable ones are described in the earlier section. 
The oldest and very widely used method to analyse a random 
signal is to count how often a defined event has occurred, 
for 
example, a peak, a range, or a crossing of a given level. The 
results are plotted as a histogram of level against cumulative 
occurrences or as commonly known, cumulative frequency, Figure 2.14. 
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Figure 2.14 Load-Cumulative Frequency distribution for level crossing 
method. 
Despite the known serious flaws in them, as a result of small cycles 
which either do not pass through the mean level or interrupt larger 
amplitude cycles, these methods have some advantageous features. The 
first is the ease with which data can be collected by means of simple 
automatic counting devices and interpreted graphically. Secondly, 
cumulative frequency distributions can be approximated in many cases 
by standardized distribution functions[161. The introduction of 
standardized distributions facilitates the extrapolation of the 
results and the estimation of allowable stresses for design. 
One logical step to improve one-parameter counting methods is 
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to count two events as one. In the peak-trough or range-mean 
counting, the waveform is divided into a succession of half-cycles, 
the peaks and their subsequent troughs, on the amplitude and mean 
values, are counted simultaneously. Presentation of overall data can 
be either a three dimensional graphical display, three axis being 
range, mean or peak, trough, and number of occurrences, or in the 
form of a numerical matrix. Although this counting technique retains 
details of fluctuations in both amplitude and mean, it still suffers 
from the fact that small excursions can completely mask the existence 
of underlying waves of much greater amplitude and damage 
significance, as shown in Figure 2.2 and 2.3. However, peak-trough 
counting method has been used extensively for the generation of 
standardized load sequences with stationary properties. If the 
peak-trough joint probability matrix is known, with a position along 
a row representing trough value, down a column representing peak 
value, then once a peak is chosen the possible values of next trough 
and their relative probabilities are given by the appropriate row in 
the matrix, Figure 2.15. Random selection process moves alternately 
along a row and down a column. A standardized loading sequence for 
fighter aircrafts, FALSTAFF[171, has been generated in this way where 
the peak-trough probability matrix was obtained from actual flight 
recordings. However, repeating a recorded history over and over 
again may not be the best way to test parts. It may, for instance, 
omit or exaggerate some sequence effects. Sherratt et al[18,19] 
generated the random signals needed to drive servo-hydraulic and 
elect ro-magnetic rigs by applying one or two-dimensional random walk 
techniques to a joint peak-trough probability matrix. 
-39- 
Trough 
Level 
6 
5 
4 
3 
2 -- - 
1 
1 
2 
Peak 3 
4 
5 
6 
12345 
X 1 
X 2 1 
X 6 1 
1 3 5 X 1 1 
2 2 X 
Figure 2.15 Peak-trough distribution matrix of a history segment. 
If the cycle counting procedure is used as a part of the 
damage analysis to estimate the crack initiation life, then the 
rainflow and similar methods have features which make them superior 
to the other techniques considered earlier. They avoid the 
distortion and inaccuracy from which one-parameter or peak-trough 
methods suffer as a result of small cycles which either do not pass 
through the mean level or interrupt larger amplitude cycles. This is 
achieved without resort to arbitrary dead zones or reset levels. It 
may well be that some cycles are too small in magnitude to contribute 
any significant damage, they are nevertheless counted and recorded, 
and it is up to the user to eliminate these for the purpose of 
accelerated testing or gains in computing speed. 
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For repeating histories, the range-pair, the rainflow, and 
Wetzel's methods all give identical results, provided that the 
history starts at either the highest peak or the lowest trough. The 
reason for starting with an extreme point in the history is that no 
interruptions can exist outside the largest range determined by the 
highest peak and the lowest trough. If one ignores the transient 
effects which depend on the initial stress-strain co-ordinates and 
cyclic hardening or softening tendencies of the material, then 
repetitive application of the load history produces a stable, 
constant hysteresis looping pattern over most of the life of a 
typical fatigue specimen[9r 14]. Consequently starting at one of 
extreme points assures starting on a stress-strain path which, with 
possible interruptions, will terminate at the other, and return to 
the first after additional possible interruptions, as in Figure 2.4. 
If a finite loading history is analysed to estimate the crack 
initiation life, then the requirement of starting of an extreme point 
does not create too much difficulty. When two consecutive blocks of 
any repeatedly applied history are considered, a new block may be 
conveniently defined between successive occurrences of the highest 
peaks or the lowest troughs, as in Figure 2.16. 
However, for non-repeating, that is, open-ended, histories 
the aforesaid methods give different results. The rules described 
for the Wetzel's method are incomplete if at any time during the 
history the absolute value of load exceeds its value at the first 
peak. The second version of the rainflow method, maximum-minimum 
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Figure 2.16 Repetition of a block history to define a new block. 
procedure cannot be used either, because it requires the complete 
history to determine the absolute maximum and minimum points. The 
range-pair method counts a load range as a cycle if it can be paired 
with a subsequent loading of equal or greater magnitude in the 
opposite direction. This sort of counting completely ignores the 
existence of the sharp cornered spiral type stress-strain curve which 
does not form a closed loop when a metal is subjected to successively 
increasing or decreasing ranges of strain or stress[lll. The 
rainflow method counts these ranges as half-cycles. By matching 
unequal ranges and ignoring the remainder of the greater range, the 
range-pair method estimates less damage than the rainflow method. 
The difference may be significant in situations where there are only 
a few cycles to failure or where there are insignificant minor cycles 
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and most of the damage is done by a few major cycles. However, when 
the extreme point, which is the same type as the starting point, is 
reached, i. e. if the starting point is a peak then the highest peak, 
if it is a trough then the lowest trough is achieved, thereafter both 
counting methods give exactly the same result. 
Although none of the three versions of the rainflow method is 
affected by the starting point as far as extracted cycles are 
concerned the third version, Pattern Classification Procedure is 
simplified considerably if the history starts at one of the extreme 
points. Since no other point exceeds the starting point, the four 
patterns in Figure 2.12 are reduced to two, namely D-D and D-I types. 
Then every newly examined point either extends a converging sequence, 
forming an extended converging sequence of any length during the 
search, or reduces the list by forming a closed hysteresis loop. 
In Wetzel's counting method, if any history point occurs 
within a band, a full element and band are used. This procedure 
obviously leads to rounding errors, which are minimized by increased 
number of elements and bands. However as the number of bands is 
increased, computing time and storage space for the band array 
increases. If the purpose of counting is to extract cycles, this 
method becomes inefficient and uneconomic. The major advantage of 
this method is that it facilitates the simulation of local 
stress-strain response to a given nominal loading history. 
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2.7 Conclusions 
It is rather hazardous to grade a cycle counting method on 
the basis of its ability to produce "better results" for one type of 
application only. In fatigue analysis, a cycle counting is needed 
for (a) on-line data acquisition and reduction to determine the 
loading environment, (b) regeneration and simulation of the service 
history, (c) truncation of smaller loads for accelerated testing, (d) 
estimation of crack initiation life, and (e) estimation of crack 
propagation life. Hence a cycle counting method ought to be chosen 
on the basis of what is expected out of the analysis. Cycle counting 
procedures need to be understood rather than merely followed. 
- Frequency domain analysis techniques are well established 
in other areas of engineering and may be used in fatigue analysis to 
describe the loading environment, to measure and control the dynamic 
response of a test rig, and to regenerate and simulate the service 
history. Frequency domain techniques are particularly effective 
where loads that act upon a structure originate from the environment, 
for example, sea waves, gusts of wind, noise and vibration. 
- One-parameter counting methods are simple to understand, 
easy to implement in hardware or software, convenient to display 
results graphically and interpret and extrapolate them. 
- The peak-trough counting method may be used to regenerate 
standardized or random load sequences with stationary properties. 
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- For a given block of service history and ignoring the 
differences due to the use of discrete levels, if the block starts 
and ends at an extreme point, then the range-pair, Wetzel's, and the 
rainflow methods all give identical result. 
- These methods are best suited for the use of estimating 
the crack initiation life, because they all extract cycles in a 
manner which is consistent with the stress-strain behaviour of the 
material considered. 
- The choice of a counting method for predicting the crack 
growth largely depends on the growth model used. 
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CAMP ER 3 
LINK BETWEEN POWER SPECTRAL DENSITY AND 
FATIGUE LIFE BASED ON RAINFLOW 
3.1 Introduction 
Throughout their service life machines, equipment, vehicles, 
and buildings are subjected to loads, the majority of which vary with 
time. An important task in the estimation of the service life of a 
structure or a component is to analyse the operational loads in its 
different parts. These operational loads can seldom be characterized 
by a set of static forces. In most practical cases the loading is 
stochastic and may be a continuous random process, hence conventional 
statistical methods are needed to describe the operational loads. A 
common statistical function which describes the loads is the power 
spectral density. 
The power spectral presentation of a stress-time history has 
been receiving more consideration as a result of increased used of 
Finite Element methods to analyse structures. Given a set of dynamic 
input forces, a Finite Element program will predict power spectral 
density plots at any point on a component or structure. Often the aim 
is to locate the critical areas and to see whether the proposed 
structure has potentially disastrous resonances. Once this has 
been 
done, a life estimate based on the most severely stressed location 
is 
useful, hence links between power spectral density and life estimation 
are needed. 
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The purpose of this study is to develop a life estimation 
procedure for a structural component subjected to a stationary and 
ergodic random stress process which in general can be wide band. The 
specific aim, given the power spectral density of operational loads, is 
to produce an expression which uses rainflow cycle counting to predict 
the fatigue life. Such a procedure could be useful in the design of 
components for which the loads that act upon them may originate from 
the environment, for example from gusts of wind; sea waves, noise, or 
road roughness. 
3.2 Sonne Aspects of Random Loading 
The theory of random processes is extensive, because so many 
physical systems are of this type. For a rigorous treatment of random 
processes, a knowledge of probability theory is necessary, and the 
subejct is covered in depth in the literature[" 2]. However, some 
definitions and results are given here to base the discussion properly. 
The ensemble is the entire history in time and amplitude of the 
random signal. A stationar y random process is one in which the 
ensemble does not vary its statistical properties with time. An 
ergodic process is a stationary one in which one sample is 
representative of the ensemble. A correlation function provides a 
means of determining to what degree two functions are related. Given 
two functions x(t) and y(t), their correlation function Rxy(T) is 
defined as: 
T 
Rxy(T) = tim 
1 Jx(t)Y(t 
+T) dt 
T-co 2T 
-T 
Eq. 3.1 
An autocor relation function shows how x(t) is correlated with itself as a 
function of T, or time average of x (t) x (t +T) . 
1T 
Rxx (T) =R)= lim 
fx(t)x(t+T)dt 
Eq. 3.2 
T- 2T 
-T 
Power spectral density describes the amount of average power contained in 
a sand of frequencies, and is defined as 
1 
G (w) = firn - 
T, 2T 
T fx(t)e_iwtdt 
-T 
Eq. 3.3 
The autocorrelation function and spectral density are a Fourier transiorr: i 
lyr co 
G(w) = P. ('7)e'7 dT Eq. 3.4 
co 
R (T) =1G (w) wT-dw Eq. 3.5 21T 
The autocorrelation function and' spectral density are further related[1] 
co 
d2nRft-) 1 
{-1) n=- 
fw2(w)ei1Fdw 
nG Eq. 3.6 
d-r2n 2 ,r 
Defining the ntn mordent of spectral density, mn, as: 
1 CO 
mit =-J wnG (w) dw Eq. 3.7 2, rT , 
then, with T=J, e(,. 3.6 1 ? ells 
00 
no = R( )=1 
JG(w) 
dw Eq. 3.7. i 
2 7T 
f 
_co 
r__; ")? 
Iw2G(wl 
; 'ý`ý Eq. 3.7. ii 
00 
G(ßr1) Eq. 3.7. iii 
2Tr ý_ý 
-ýý- 
Eq. 3.7. i may be re-written as: 
co T 
11 
ßx2 =-G (w) dw =1 im - x2 (t) dt Eq. 3.8 2 
-ý T+c2T -T 
Thus the total area of G(w)/27T is nonnegative and equals the 'average 
power' of the process x(t), and its square root (the root-mean-square, 
rrns) ,a, is a corirnon way of specifying the intensity of a process. 
A narrow band process is a stationary random process whose 
spectral density G(w) has significant values only in a band of 
frequencies whose width is small compared to the magnitude of the 
centre frequency of the band. A wide band process has significant 
power terms over a wide range of frequencies. Fig. 3.1 shows these two 
types of processes and their time domain representations. 
G(w) 
-/ 4- 1 
G(w) 
(a) 
W 
t 
(c) 
W 
t 
Fig. 3.1 Examples of two spectral density plots and their 
time-domain representation, narrow-band (a) and (b), wide 
band (c) and (d). 
_5; _ 
The 
amamplitude probability density function, p(a), of a random process 
is a measure of how long the signal stays at a particular amplitude: 
p(a)da = Prob {a < x(t) <a+ da} Eq. 3.9 
In fatigue analysis, distribution of peaks or ranges is more inortant 
than the distribution of the signal itself . Peak or range probability 
density functions may be defined in the same way. 
Two important density functions are: 
Gaussian 
pia) 
1Q2-e 2/2G2 
Eq" 3.10 
Rayleigh 
p(a)=a2e-a2/262 
6 
3.3 Description of the Problem 
Eq. 3.11 
Two important parameters of a signal in fatigue life 
calculation are the range of a cycle and the number of cycles at all 
ranges. Once these two parameters are known, it is a straightforward 
matter to calculate damage or life by using an S/N curve for the 
material and the Palmgren-Miner rule. Hence a lot of work has been 
done to calculate zero crossings and level crossings, determine the 
expected number and spacing of peaks, and find the distribution of 
rises and falls in a continuous random process from the power spectral 
density. [l, 2,3,4,5,6] Some important results have been achieved 
and used for fatigue life estimation for the case of narrow band, 
stationary and eryodic random signals[7,8,9]. However, the situation 
for wide-band signals is much less satisfactory. There are 
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basically two reasons for the lack of progress for wide band signals. 
The first one is computational, the difficulty of determining a 
six-fold joint probability density and calculating the determinant of 
the matrix of correlation functions, which will have 36 elements made 
up of R(T) and its derivatives[5]. The second and more important one 
is the difficulty of defining a 'cycle'. This does not create a 
problem in the case of a narrow-band signal, because the signal is 
varying slowly, like an amplitude modulated sine wave and it is 
reasonable to assume that each peak can be matched with a trough 
syrmietrically placed below the mean, as in Fig. l. b. However, if a 
peak is matched with the adjoining trough in the case of wide-band 
signal, Fig. 3.1. d, the interrupting small cycles conceal the presence 
of larger, much more damaging cycles. Fortunately, a consensus has 
emerged in the last decade that the rainflow counting is the answer to 
this problem, that it counts both large cycles and interrupting small 
cycles. It is the purpose of this study to predict the rainflow count 
from a power spectral density, for a stationary, ergodic random 
process. 
3.3.1 Narrow-Band Case: 
The theory behind the results presented below is discussed at 
some length in the literature[1J. The basic theory was first developed 
by S. 0. Rice in his classic paper[41, and later applied to the fatigue 
problem by J. S. Bendat[2,31. 
Let x(t) be a Gaussian random variable with zero mean. 
Consider two time instances t and t+T. if x (t) x (t +T) <0, then the 
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number of zero crossings of the curve x (t) in the interval (t, t +T ) 
must be odd, Fig. 3.2. Furthermore, if T is small then there will be 
only one zero crossings in an interval of length T. Denoting by p(T) 
the probability that there is only one zero crossing: 
p(Tr) = Prob {x(t)x(t+T) <0} 
X(t) 
fT 
Fig. 3.2 Zero crossing problem 
Eq. 3.12 
The probability function p(T) and the autocorrelation function R(T) of 
x(t) are linked as: 
R(T) 
cos[np(T) ]= Eq. 3.13 
R(0) 
Assume the derivative R' (t) of R(T) exists at the origin, then it must 
equal zero, since R(T) is even. Expanding both the cosine function and 
R(T) about the origin, keeping only the first two terms and neglecting 
higher power terms, Eq. 3.13 yields: 
11 
P(T) =1-R 
(ý) 
T Eq. 3.14 
Tr R(0) 
Thus, for small T, p(T) is proportional to T. Define a density a0 as 
the expected number of zero crossings per unit time: 
1 R" 
o=- 
(0) 
Eq. 3.15 
'T R(0) 
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Expressing R(0) and R" (0) in terms of the power spectrum, G(w) , of 
x(t), Eq. 3.15 can be written as: 
1 
rwýG 
(W) dw 
2 --ý 
xo =- Eq. 3.16 
2 
'r GM dw 
The problem of determining the probability q(T) that the 
process x (t) has an odd number of maxima in the interval (t, t+T) can 
be reduced to the problem of zero crossings of x' (t) . Assuming that T 
is small enough so that there is only one peak or trough in the 
interval and defining a density u as the expected number of peaks per 
unit time, a similar treatment of the problem yields: 
m 
1 w4G (w) dw 
u2=-2 Eq. 
3.17 
Z91 w2G (w) dw 
The probability [i (T) that the given process x(t) intersects 
the line x(t) =a in the small interval (t, t+T) is given, in terms of 
the probability of zero crossings p(T) and the autocorrelation 
function, as: 
pa(T) = p(T) e-"' 
2/21 (0) Eq. 3.18 
Define X. as the expected number crossings at the levela , then: 
x -_a e-a2/2R(0) Eq. 3.19 a0 
Note that, so far, no direct assumption is made concerning the 
shape of G(w) . At this point , - is is appropriate 
to define another 
term, the irregularity factor, Y , as the ratio of expected number of 
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zero crossings to expected number of peaks: 
xo R« (0) 2 
Y= -- _ 
u R(0)R4 (0) 
Eq. 3.20 
The factor i lies in the range zero to unity. A system with a strong 
resonance at one frequency gives an irregularity factor approaching 
unity. Such a system has a load-time history which looks like an 
amplitude-modulated sine wave. There are practically no troughs above 
the signal mean, so that for any given level, a , the expected number of 
peaks above a, equals the expected nurrber of positive-going level 
crossings of a. Thus, for a narrow band process, an estimate of the 
fraction of cycles having peaks greater than x(t) =a is given by: 
Pp (a) = Prob {positive-going peak >(x} 
= 
p°`( T) 
=e -a2/2R(0) Eq. 3.21 
P(T ) 
It should be noted that the quantity [1 - Pp(a)], which defines the 
probability that a peak is less than a, is called the distribution 
function of peaks, and derivative of this quantity with respect to 
gives the peak probability density function: 
pp(a) _ °` e-a 
2/2R (0) Eq. 3.22 
R(0) 
Thus, for the special case of a narrow band process, where the 
probability density function for the instantaneous amplitudes 
is the 
Gaussian function given in Eq. 3.10, the resulting probability density 
function for the peak amplitudes, Pp(a), will be the Rayleigh function 
shown in Fes;. 3.11. 
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3.3.2 Expected Fatigue Damage: 
Consider a stationary stress process s(t) with zero mean, and a 
narrow band power spectral density, as in Fig. 3.3. A damage D(T) can 
be associated with a time interval T of s(t) by using the 
Palmgren-Miner rule. Clearly, this damage is also a random variable 
taking on different values for each sample stress history. 
s(t) 
Fig. 3.3 Narrow band stress time history 
time 
Assuming the basic fatigue curve is NSb = K, then the fatigue 
damage associated with the ith peak, which has an amplitude Si and 
assuming that it can be matched with a trough symmetrically placed 
below mean, is given by: 
di =1K Sib Eq. 3.23 
In the interval T. the expected number of peaks Np is estimated 
by: 
_T Eq. 3.24 NP 2 
where ao is the expected number of zero crossings per unit time. If the 
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damage accumulates linearly, then the total damage for the given time 
interval is: 
m 
D=- Sib Eq. 3.25 
i1 
K 
Letting the instantaneous peak stress amplitude be a, then the 
expected values of di and D are determined by: 
00 
E(di) 
jc»Pp(a)da 
Eq. 3.26 
0 
03 
E(D) =T-a bp (a) dot Eq. 3.27 
K0 
where Pj)(a) is the peak probability density function. Substituting Eq. 
3.22 in Eq. 3.27 gives: 
00 
E(D) _ 
Jb °` e-»a Eq. 3.28 
K0 R(0) 
Let a2 
z= 
2R (0) 
then 
F(D) _N 
Co 
(2R(0))b/2 Zb e-z dz 
K J0 
_' (2R(0) )b/2 r (1 + 
p) Eq. 3.29 
K2 
where r (1 -fi b/2) is a garcu-a function which 
is defined as 
CO 
r (b) = zb-1 e-z dz Eq. 3.30 
U 
Eq. 3.29 can be expressed in terms of the moments of power spectral 
density G(w) as: 
Y2 b 
E(D) =T 
m2 (2m0)b/2 r (1 +-) Eq. 3.31 
2 7TK n0 2 
Fatigue failure will occur when the expected. dan ige equals unity. 
Ec. 3.31 is an important result and used for design purposes. 
It 
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implies that if the power spectral density function G(w) can be 
estimated at a critical location of a component from a Finite Element 
analysis and if G(w) is narrow band, then a life estimate can be 
calculated from G(w) for given material properties K and b. Hence, 
still at the design stage, by changing the geometry of the component or 
the structure, a new set of power spectral density plots can be 
calculated and an optimum life estimate can be achieved resulting in a 
considerable reduction in testing time. The method has been used in 
aircraft testing for some time[7J, and has recently been extended to 
testing offshore structures[8,91. 
3.3.3 The Wide-Band Case: 
Consider a stationary Gaussian process x(t) with zero mean 
value and variance 6X2, defined by Eq. 3.8. In terms of a standardized 
variable z with zero mean and unit variance, namely 
X 
z=- 
QX 
the peak probability density function w(z) which defines the probability 
that a peak will fall between z and z+ dz is expressed as[3], 
c 
e-z2/2c2 +y ze-z2/2 [%+ erf (yz/ c) ] Eq. 3.32 w (z) = 7ý 22 Tr 
where Y is the irregularity factor defined by Eq. 3.20, and 
c= 1-ßr2 
and 
erf (y) =1 e-t2'2dt 27T 
The shape of w(z) is determined by the irregularity factor, Y. If 
i approaches unity, i. e. the narrow band case, then w(z) red-u, --es to 
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a standard Rayleigh probability density function. 
w (z) = ze-z2/2 Eq. 3.33 
If y approaches zero, where the expected number of peaks per unit time 
is much larger than the expected number of zero crossings per unit 
time, then w(z) approaches a standard Gaussian probability density 
function: 
1 
w(z) =e -z2/z 727 Eq. 3.34 
Note that, for the narrow band case, w(z) approaches a Rayleigh 
density function, although a Rayleigh density function is defined only 
for positive values of z, the general expression of Eq. 3.32 is valid 
for all values z. 
The general form of w(z), Eq. 3.32, is something between a 
Gaussian and a Rayleigh probability density function, and is plotted in 
Fig. 3.4 as a function of z for 4 values of the dimensionless parameter 
ý, Y= . 99, . 74, . 49 and . 21. 
However, having the peak probability density function w(z) does 
not make the fatigue damage estimation any easier for the wide band 
case. If the process is wide band, a tine history of which is given in 
Fig. 3.1. d, it is not immediately obvious how to count fatigue stress 
cycles to be used with Miner's rule. It is assumed here that the 
rainflow method provides the answer to this problem, as it can identify 
cycles associated with closed hysteresis loops. 
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Fig. 3.4 Peak Density Total Density Function w(z) against the 
standardized variable z. (Hq. 3.32). 
Because of the complexity of the rainflow count algorithm, it 
would be a very difficult task to derive the distribution of rainflow 
cycles from the spectral density function G(w). However, a Monte Carlo 
approach can be employed to generate a sample stress history a(t) from 
G(w) using FFT methods. Then the rainflow algorithm can be used on 
s(t) to extract the cycles and the probability density function of 
'rainflow counted ranges' may be determined, which in turn may be used 
to calculate the fatigue damage by Eq. 3.27 for any given material 
constants K and b. 
_3 03 
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A similar approach has been employed by Wirsching et al[l0' 111 
to determine the probability density function of rainflow extracted 
ranges, and hence the fatigue damage, for a given power spectral 
density, G(w), by generating a random sample stress-time history s(t). 
In the first of these papers{10], the possibility of modelling the 
rainflow ranges of s(t) with a Weibull distribution function has been 
investigated. However, the simulation results showed that the density 
of s(t) in general is not Weibull. Despite this, the damage calculated 
by summing the contribution of individual rainflow cycles was compared 
with the damage calculated from the range density function assuming 
that it is Weibull. A correction factor which is a function of the 
irregularity factor i, and the slope of SIN curve b, was suggested in 
conjunction with Weibull distribution. 
In the second paper[lll, no attempt was made to determine the 
probability density function of rainflow ranges. Instead, the fatigue 
damage under a wide band stationary process was compared with the 
fatigue damage of an equivalent narrow band process. Again a 
correction factor which is a function of i and b, was proposed, this 
time in conjunction with a Rayleigh distribution having the same rms 
and the same expected rate of zero crossings as the wide band case. 
The correction factor, C in turn was treated as a random variable, 
Eq. 3.35. 
C(b, Y) = 0.926-0.033b + (0.074 + 0.033b)(1- 1-Y2)1.587b-2.323 
Eq. 3.35 
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3.4 
3.4.1 
(l) 
(ii) 
where 
Description of the Simulation: 
General Procedure: 
For a given power spectral density G(w), calculate the zeroth 
second and fourth moments by using Eq. 3.7 i, ii, iii. Then 
calculate the rms or the standard deviation by Eq. 3.8, the 
expected rate of zero crossings by Eq. 3.15, the expected rate 
of peaks by Eq. 3.17, and the irregularity factor by Eq. 3.20. 
Generate a sample stress time history s(t)from G(w), by using 
inverse discrete Fourier transform (IDFT): 
N/2-1 
s (kot) = 
Aw 
F (jnow) eJ27T kn/N 2Tr 
n= -N/2 
k=0,1,......, N-1 
F (jnAw) = 1G(now) ei In, n=1, N/2-1 
Eq. 3.36 
and ýn is a random phase angle uniformly distributed in the interval 
[- Tr, Tr ]. N is the total number of samples and Aw and At are l inked as: 
No wot = 21r Eq. 3.37 
Since s(kAt) is expected to be a real function of time, the spectrum 
F (jnow) has to exhibit complex conjugate symmetry: 
F (jnAw) = F*(-jnow), n=1,2, ... (N/2-1) Eq. 3.38 
A further restriction on F (jnow) , 
F (0) =0 Eq. 3.39 
ensures that the time history s(kAt) has zero mean value. 
(iii) Recalculate the rms from the stress time history a(kut) 
N-1 
1 >1 
S2 =- s(kAt)2 Eq. 3.40 
k =O 
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and count the number of zero crossings and the number of peaks, and 
determine the irregularity factor. Compare these values against those 
calculated in step (i). 
(iv) Repeat steps (ii) and (iii) 20 times in order to obtain a 
sufficiently long record, and call this record, one block of 
stress time history. Determine the amplitude probability 
density function for the block. 
(v) Convert a block of stress time history to point process of 
peaks and troughs. Determine the peak and trough probability 
density functions. 
(vi) Define 'an ordinary range' as the distance between successive 
peaks and troughs. Extract ordinary ranges, and apply a 
rainflow counting method to peaks and troughs to extract 
rainflow ranges. Determine the ordinary and rainflow range 
probability density functions. 
(vii) Calculate the expected damage for various values of b by using 
rainflow counted ranges. 
3.4.2 S' ation 
The procedure described above is carried out on an RT-11 
computer system which is constructed around a DIGITAL 
PDP-11 computer. 
A 1024-point FFT subroutine is used to obtain a sample stress-time 
history from a given power spectral density. 
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(i) A total of 70 different spectral densities are used. For 
the ease of comparison, the densities are shaped in such a way that 
they all have the same rms and the same expected rate of peaks, 
calculated by Eq. 3.8 and 3.17 respectively. The expected rate of 
peaks is chosen, arbitrarily, as 108 peaks per block so that there 
would be roughly 5 points between successive peaks and troughs yielding 
a 'smooth' stress-tine history. 
The two types of spectra used in this study are shown in Fig. 
3.5. The rectangular bimodal spectrum, Fig. 3.5-a, is used extensively 
because of its simplicity to assume a wide range of values of the 
irregularity factor y, having the same rms 11 x, and the same expected 
rate of peaks, u, by adjusting the amplitudes and the frequency 
boundaries. The smooth spectrum in Fig. 3.5. b is a combination of two 
band pass filters, each having the analytical form: 
A 
IGi(w)I = Eq. 3.41 
1+ (f -f i) 
2/Q2 
ýý ýY Ir; (WlIý 
(a) 
w 
(b) 
w 
Fig. 3.5 Spectral Density Shapes 
f1 Pi f2 P2 f1 f fý 
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Initially, 14 smooth spectra and 14 rectangular spectra were 
used, covering a range of irregularity factors from . 16 to . 99 at 
fairly regular intervals. It is quite possible to find several 
spectral shapes having the same Q x, u and Y. A study of Eq. 3.7,8, 
16,17 and 20 shows that the zeroth, second and fourth moments of the 
spectral densities must have the same values for each shape in order to 
have the same cX, u and -Y. 
Despite the fact that the first moment of any spectral density 
of a real process x(t) is zero, let us define a single-sided first 
moment: 
00 
1 
%=- JWG(w) dw Eq. 3.42 
0 
Then the quantity %/mo could be considered as the 'mean frequency' of 
the spectral density. 
During the initial trials of fixing the spectrum parameters in 
Fig. 3.5 to have the same a x, u and Y, it was soon observed that there 
is a link between the mean frequency of the spectrum and the fatigue 
damage calculated from the corresponding time domain history. In order 
to investigate this link further, 42 more spectra were chosen. They 
consist of 6 groups of 7 spectra, each spectrum of a group has the same 
ax, u and y, but different mx. 
The mean frequency of each spectrum was normalized by the 
expected rate of peaks to yield a dimensionless quantity, Xm, 
Xm = 
MX Eq. 3.43 
%, u 
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which could be considered as the 'relative mean' of the spectral 
density. 
The spectral parameters described by Fig. 3.5. a and 3.5. b and 
Eq. 3.41 are listed in Table 3.1 for 70 spectra used in this study. 
The last two columns in Table 3.1 show the corresponding relative mean 
and irregularity factor, respectively, for each spectrum. Fig. 3.6. a 
shows a typical unimodal smooth spectrum, listed as Sp-2 in Table 3.1, 
and Fig. 3.6. b shows a bimodal spectrum, Sp-7. All the spectra have 
the same rms, 176.78, and have approximately the same expected rate of 
peaks, -108.5 peaks per block. 
(ii) Sample time histories (t) are generated as described in 
Section 3.4.1. ii. Fig. 3.7. (a), (b) and (c) shows 3 1024-point sample 
time histories at irregularity factors . 99, . 74 and . 27, for Spectra 
17,24 and 28 respectively. 
(iii) The mean and the rms of each sample time history s(t) 
are calculated. They are found to be 0.0 and 176.7, respectively, as 
expected. 
(iv) The step (ii) is repeated 20 tines and the sample time 
histories are conconated to give a sufficiently long record of stress 
tine history, consisting 20480 sample points. This record is called 
one block. The number of zero crossings and the nunber of peaks 
are 
counted for each block, and they are found to 
be within less than . 1ö 
for most cases and within 5% for the worst case, of 
the values 
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calculated in step (i). Therefore the nurräer of zero crossings and the 
number of peaks are assumed to be deterministic. Fig. 3.8 shows the 
amplitude probability density function of a typical block as compared 
with a Gaussian density function with zero mean and variance of 176.78. 
Regardless of the irregularity factor and the relative mean, all the 
amplitude probability density functions for all the spectra conform to 
the Gaussian density function with zero mean and Tx. 
(v) A block, as defined in step (iv), is then passed through 
a 'peak detector' subroutine, i. e. continuous time history is converted 
into the point process of peaks and troughs. Ordinary ranges and the 
rainflow ranges are extracted from the peak-trough history and stored 
for further analysis. Since the fatigue damage is assumed to be 
proportional with the bth moment, where b is the slope of S-N curve, of 
the rainflow ranges density function, lst, 2nd , 3rd, 6th and 9th 
moments are calculated and stored. 
(vi) s Steps (ii) to (v) are repeated 10 times for each 
spectrum. 
(vii) Steps (ii) to (vi) are repeated for each spectrum. 
-68- 
Table 3.1. 
Smooth Spectra Parameters (Fig. 3.5b) 
Sp 
A1 f1 Q1 A2 f2 Q2 f x 
---- --- ----- ---- --- 
c 
--- 
m 
---- 
Y 
---- 
1 32767 98.0 5.0 - - - 229 . 908 . 924 
2 23580 90.0 10.0 - - - 210 . 839 . 869 
3 22543 82.0 11.0 - - - 226 . 775 . 813 
4 21683 74.0 12.0 - - - 233 . 710 . 757 
5 20226 G5.5 14.1 - - - 227 . G44 . 701 
6 26333 40.5 5.0 18444 1 c05 3.0 242 . 567 . 650 
7 27019 30.0 0-9.0 30364 104 2.5 231 . 493 . GOO 
E 29204 32.0 5.0 17522 108 2.0 237 . 450 . 549 
9 30202 30.0 5.0 15101 106 1.9 245 . 403 i . 500 
IO 31527 29.0 5.0 10404 114 2.0 237 . 360 . 451 
11. 39680 25.0 6.0 7420 108 2.0 235 . 311 . 400 
12 30402 20.0 6.0 6081 109 2.0 225 . 257 . 349 
1.3 31091 19.8 G. 0 - - - 23G . 229 . 300 
14 32741 14.3 5 .G 222 . 
182 . 258 
Rectangular Spectra Parameters (Fig. 3.5a) 
SP 
Al f 1- 
-- --- - 
f2 P2- m X 
-- 
y 
----- 
15 31800 2 17 3572 123 138 . 092 .1 Gc? 
1G 31500 2 17 3984 103 134 . 109 . 210 
17 31000 2 17 5cZ2c? 93 132 . 137 . 370 
18 30000 7 17 5324 G9 138 . 183 . 345 
19 29000 4 17 7045 76 134 . 236 . 418 
20 28000 17 11130 94 124 . 293 . 
490 
1 77000 2 17 12758 95 13 . 
34.2' . 541 
25000 17 1 0873 78 131 . 420 . 
607 
3 2: '3 000 2 17 121 11 78 131 . 
501 .G 73 
rý 2 0000 17 13008 74 132 . 
804 . 746 
171 17 16330 8G 127 . 688 . 809 
? t? c? 0 1 17 13984 G4 135 . 
791 . 8Gt. i 
ý ß000 3 17 16562 7G 131 . 
89t? . 9ýG 
4000 2 17 30801 101 117 . 
981 . 988 
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Table 3.1 (cont. ) 
Rectangular Spectra Parameters (Fig. 3.5a) 
Sp 
Al fl Pi A2 f2 p2 x 
--- ----- --- --- ---- 
4s 16000 3 15 32360 104 115 . 795 . 884 30 15850 2 14 21268 94 122 . 8(. )2 . 885 31. 13700 2 17 18,490 87 126 . 809 . 885 3; ' 11100 i 22 16289 79 130   819   885 33 7840 2 40 15397 74 132 . 831 . 885 34 5440 2 62 14036 63 136 . 839 . 883 3`; -- - - 13492 49 138 . 853 . 885 
3[=, ? 3400 2 11 30150 104 115 . 682 . 815 3/ 17020 2 20 23930 100 118 . G93 . 815 3H 14000, 3 30 33130 100 119 . 701 . 814 3ý. 12000 ? 41 19140 95 123 . 713 . 815 4r: ' 11000 2 44 14664 80 131 . 722 . 815 
41 9700 3 53 i 3396 71 135 . 733 .8 15 4? 7800 3 48 12158 49 139 . 744 . 814 
43 24700 2 13 27483 104 115 . 579 . 745 
41 18000 2 ,; -'_4 22276 101 118 . 596 . 744 
45 17150 2 ^Cj 15081 87 127 . 606 . 746 
4E 15900 3 35 12140 66 135 . 621 . 747 
47 12500 2 49 12826 80 133 . 632 . 746 
48 11900 2 42 11156 55 139 . 640 . 743 
49 - - - 10818 3 141 . 648 . 746 
5C 0 22480 2 19 23677 104 its . 495 . 674 
51. 22300 2 19 17243 97 121 . 499 . 675 
5: ' 21700 2 19 14452 80 130 . 508 . 676 
20900 2 19 10955 65 135 . 518 . 676 
5 19700 3 19 10107 48 139 . 526 . 675 
5;: + 18700 19 9897 38 140 . 533 G75 
5iß; 14800 3 31 9714 38 141 . 546 . 675 
5'/ 22000 2 23 21863 105 116 . 423 606 
56 21000 2 25 14392 96 133 . 439 . 306 
5; -ý 19830 2 38 1303G 93 126 . 436 . 607 
E10 17980 2 34 11147 86 131 . 448 . 6c77 
61 18000 ý 32 9319 66 138 . 45cß . G05 
C 17090 2 32 8605 44 142 . 4G0 . Goy 
E i 6000 2 35 8433 36 143 . 468 . 607 
64 27200 2 17 13764 98 121 . 334 . 533 
6`: 5 36900 2 17 10222 84 129 . 
341 . 536 
61; 2G400 2 17 8525 G-9 13G . 346 . 534 
6. ' 25880 1 17 8154 55 138 . 353 . 
536 
6; 25580 2 17 7849 45 140 . 354 . 524 
G', 25000 2 17 7724 35 141 . 330 . 535 
0 7 23*7 00 Z. 30 75 8G 31 14 . 
37th .5 35 
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3.5 Res s 
Since the rms, Q X, of the stress time histories is observed to 
be constant for all the spectra, the values of peaks and troughs are 
normalized by ax, and ordinary ranges and rainflow ranges are 
normalized by 2QX. 
In the ideal case of a narrow band power spectrum where the 
irregularity factor approaches unity, the distribution of both ordinary 
and rainflow ranges approaches the Rayleigh distribution. The fatigue 
damage calculations, in other words the moments of the rainflow ranges 
distribution, in section 3.4.2. (v) are normalized with the moments of 
the Rayleigh distribution. The Rayleigh distribution and its moments 
are: 
ER (Wý=xe x2/26 x2 Eq. 3.44 
ßx2 
Eq. 3.45 MR (b) = (J2ax)b r (1 +b 2 
where r (. ) is a Ga i na function. 
3.5.1. Peak-Trough Density Functions: 
Although the distribution of peaks and troughs was not one of 
the objectives of this study, they are nevertheless investigated 
in the 
hope that they might shed some light on the distribution of ordinary 
ranges and particularly rainflow ranges. Another 
interesting point is 
to check the validity of Eq. 3.22 which defines the peak probability 
density function. Fig. 3.9 shows the simulation results and 
corresponding predicted results, by Eq. 3.32, of the peak 
density 
functions for 4 different irregularity factors, _. '"ý, . 74, . 49 and . 
21 
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3.5.2. Ordinary-Range Density Functions: 
Fig. 3.10 shows some examples of the ordinary-range density 
functions. Each plot of Fig. 3.10 represents a sample of approximately 
43000 ranges. Counting of the ranges is carried out with spacings of 
ox = 0.045 ax. Probability density function of ordinary-ranges is 
defined as: 
X 
Pol )fix = 2 6x 
No. of ranges in the interval [x - 
2, x+2 Lx-j 
Total no. of ranges 
The probability densities are then smoothed by fitting a second-order 
polynomial (parabola) to successive 7 data points, and the mid-point is 
calculated from the parameters of the fitted polynomial. This is done 
for the clarity of representation of density functions. 
Fig. 3.10. i shows the probability density functions of 
ordinary-ranges for the smooth spectra with the irregularity factor 
varying from -r =. 30 to Y= . 92. A cursory examination of these plots 
does not reveal much of the nature of density functions, particularly 
when x<2 ax. However 3.10. ii, plot of density functions for the 
rectangular spectra reveals more about the link between the 
irregularity factors and corresponding density functions. The plot 
which corresponds to Y= . 99 in Fig. 
3.10. ii is almost a perfect fit 
to a Rayleigh distribution with a Rayleigh parameter of 2Q X, as 
expected. As the irregularity factor Y decreases, the probability 
density functions Keel) their Rayleigh distribution shape except near 
the or is in and peak at approximately x =2 QX. y In terms of a 
standardized variable z, where z= x/2 ax, Fig. 3.10. ii suggests the 
-77- 
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following equation between the irregularity factor and the 
corresponding probability density function: 
POR (Z) =Z e-Z2/2r2 Eq. 3.46 
Y2 
which is a Rayleigh distribution. 
The basic difference between smooth and rectangular spectra is 
that the smooth spectra have greater 'mean frequency', xm, values than 
the corresponding rectangular spectra xm values for the same 
irregularity factors. The result of this difference on the range 
probability density functions is that, now looking back at Fig. 3.10.1 
again, higher densities for very small and very large ranges, and lower 
densities in the middle around x/2ax = 1. 
The effect of mean frequency on the ordinary-range distribution 
is illustrated in Fig. 3.10. iii and Fig. 3.10iv. In each of these 
figures, the irregularity factor stays approximately constant, Y = . 815 
and . 605 respectively, the mean frequency changes. When the mean 
frequency becomes the lowest, the corresponding density function 
approaches the Rayleigh distribution, as defined in Eq. 3.46, with a 
Rayleigh parameter of Y. As the mean frequency increases, the density 
near the origin increases, the peak around x= 2ßx decreases and also 
shifts to the right causing higher densities for large values of x. 
In a similar study of J. R. Rice et al[5], the 'rise and fall' 
densities for stationary Gaussian random functions with rectangular 
power spectra are determined from the joint probability 
ýý JL 
density functions of x, x and with a 6-by-6 correlation matrix. In 
that study, it was observed that the rise and fall densities showed 'an 
unexpected hump' near the origin, and the authors were unable to say 
whether the hump was due to numerical inaccuracies or was inherent in 
the a1)proxiri tion developed. However, even if the densities near the 
ori, ýin could have been calculated accurately, which were claimed to be 
wildly fluctuating, it would still have been difficult to make a 
juu 7ernent on the nature of the hump, because the spacing of Lx =. 2a x, 
at which the range densities were calculated, was too large to observe 
the behaviour of densities near the origin. Had a spacing of Ax= . 2Qx 
been used in Fig. 3.10, the smooth variation of densities near the 
origin would have been seen as 'humps', too. 
3.5.3. Rainflow-Karre Density Functions: 
Fig. 3.11 shows some examples of the rainflow-range probability 
density functions corresponding to the same cases in Fig. 3.10. As in 
the ordinary-range density functions, each plot of Fig. 3.10 represents 
a sample of a . proximately 
43000 ranges and the counting of the rainflow 
ranges is carried out with spacings of Ax = 0.045Qx. 
Probability 
density function of rainflow-ranges is defined as: 
No. of ranges in the interval [x 
P DX = 
2ý Total no. of ranges 
Again, the probability densities are then smoothed 
by fitting 
; ec orm-or ,er polynomial to successive 7 
Oate: po : _t . 
Fig. 3.1l. i and 11. ii show the probability densit1, functions of 
-83- 
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rainflow-ranges for the smooth and rectangular spectra respectively. A 
comparison of ordinary-range and rainflow-range densities indicates 
that, although both sets of plots appear to have the same shape, there 
are distinctive differences between the two densities corresponding to 
the same power spectrum. For the same irregularity factor and mean 
frequency, the density of rainflow-ranges is almost twice as much of 
its counterpart ordinary-range density near the origin. In the middle 
region where the densities peak, the rainflow-range density becomes 
smaller than the ordinary-range density. Another difference, the most 
important one from fatigue damage point of view, is that the rainflow 
range density becomes considerably higher than the ordinary-range 
density at higher ranges. For example, the ordinary-range densities 
approach zero at comparatively small ranges depending on the 
irregularity factor, as in Fig. 3. l0. ii, while the corresponding 
rainflow-range densities exhibit probabilities for comparatively large 
ranges even for small irregularity factors, Fig. 3. ll. ii. 
The above observation is consistent with the way in which the 
rainf low and ordinary ranges are counted. Small ranges BC and EF in 
Fig. 3.12 are interrupting larger ranges AD and DG respectively; while 
the ranges AB, BC, CD, DE, EF and FG are counted once only by the 
ordinary range method, the interrupting ranges BC and EF are counted 
twice, i. e. two ranges at the same level yielding two full cycles, 
BCB' 
and EFE', by the rainflow method, plus another 
full cycle ADG. 
Therefore, the rainflow method counts more ranges at small ranges, 
less 
at medium ranges, and more at high ranges than the ordinary range 
method does. 
-88- 
Level Ordinary R 
1 
2 
3 
4 
5 
6 
1 
1 
2 
1 
1 
Rainflow R 
2 
2 
2 
Fig. 3.12 A comparison of rainflow and ordinary-range counting 
methods. 
The effect of mean frequency on the rainflow-range distribution 
can be observed in Fig. 3. ll. iii and ll. iv. Again in each of these 
figures the irregularity factor stays approximately constant, the mean 
frequency changes. As the mean frequency increases, the density of low 
and high ranges increases, the density of medium ranges decreases. 
3.5.4. Moments 
The moments of ordinary-range and rainf low range densities are 
calculated with the standardized variable z= x/2Gx, and are normalized 
with the moments of the standard Rayleigh distribution. The normalized 
moments of ordinary-ranges are determined from: 
r'OR (b) _ 
Co jzbPoR(z)dz 
OD xzbze-z2/2dz 
Eq. 3.47 
-89- 
and the moments of rainflow-ranges are determined from 
r (b) _ 
Co fzb(z)dz 
Eq. 3.48 
zbze z2/2dz 
0 
The normalized moments corresponding to the ordinary-range and 
rainflow-range densities in Fig. 3.10 and Fig. 3.11 are calculated and 
plotted in Fig. 3.13 and Fig. 3.14. Fig. 3.13.1 shows the normalized 
moments of ordinary ranges for the smooth spectra, and, 13-ii for the 
rectangular spectra, and Fig. 3.13. iii and 13. iv show the effect of 
mean frequency on the moments. The normalized mean of z, i. e. b=1, 
is equal to the irregularity factor for all cases, regardless of the 
mean frequency. This is consistent with the calculation of 'average 
height of rise and fall' in[51. However as the mean frequency 
increases, the rate at which the normalized moments approach zero 
decreases, as in Fig. 3.13. iii and 13. iv. 
Fig. 3.14. i shows the normalized moments of rainflow-ranges for 
the smooth spectra, and 14. ii for the rectangular spectra. The effect 
of mean frequency on rainflow-range moments is illustrated in Fig. 
3.14. iii and 14. iv. Again the normalized mean of rainflow ranges is 
equal to the irregularity factor, regardless of the mean frequency. 
However, the moments of rainflow ranges do not approach zero as in the 
case of ordinary ranges, but they approach a 'steady state' value which 
increases when the mean-frequency increases for the same irregularity 
factor. 
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3.6. Modelling 
3.6.1. Model for Ordinary-Range Densities: 
The behaviour of ordinary-range densities at srýa11 ranges, Fig. 
3.10, suggests an exponential decrease near the origin. The latter 
part of the densities features a Rayleigh function. Therefore the 
following closed-form equation, the sum of an exponential function and 
a Rayleigh function, is proposed as the ordinary-range probability 
density function: 
PO (z) = Cl 
1- 
e-z/" + c2 
z2 
e-z2/2a2, Z>0 Eq. 3.49 
Ta 
where 
cl+c2=1 
and T, c2 and a are functions of the irregularity factor 1, and the 
mean frequency xm. 
When the mean frequency, xm, approaches a certain value, to the 
minimum value it can take for a given irregularity factory , the 
exponential term goes to zero, i. e. both cl and T approach zero, c2 
becomes unity, and the density becomes a Rayleigh distribution with the 
Rayleigh parameter a equal to the irregularity factor Y. As the mean 
frequency, xm, increases for the same irregularity factory , the 
contribution of exponential term to the density increases, 
i. e. both cl 
and T increase, c2 decreases, and a increases causing 
higher densities 
at higher ranges. 
The model parameters are found as the parameters which minimize 
a cost function. First, an error term, ei, is defined: 
-95- 
_ 
[FOR(zj) - POR(zi) ]2 
ei - Eq. 3.50 POR(zi) 
where POR(zi) is the simulation result, and POR(zi) is the proposed 
form, Eq. 3.49, of the ordinary-range density function at discrete 
intervals of zi. Then the cost function is defined as the sum of error 
terms: 
n 
cost =N> ei2 Eq. 3.51 
i=1 
where N is the total no. of samples, and n is the number of intervals. 
The problem is now reduced to minimizing the cost function with 3 
parameters, namely T, c2, a, 
Various minimization techniques were employed to find the 3 
parameters which give the best fit. Among these are the simplex 
method, direct search and gradient methods. Apart from numerous 
iterations involving time-consuming exponentiation and multiplication 
operations for 70 spectra, the major problem was that the search for 
parameters which minimize the cost function quite often converged to a 
local minimum instead of the global minimum. That is why various 
minimization methods were tried and searches were repeated starting at 
very different initial points in the parameter space and the best of 
minima was chosen, every fit eventually had to pass an 'eye test'. 
The 3 model parameters for each of 70 densities are listed in 
Table 3.2. The last column in Table 3.2 shows the cost or the 
'goodness of fit' indicator. The results confirm the observation made 
_ný_ 
earlier from density plots, that is when the mean frequency xm takes 
the minimum value for a given irregularity factor, then the density 
becomes Rayleigh distribution with a Rayleigh parameter equal to the 
irregularity factor. As the mean frequency xm increases, the 
contribution of the exponential term increases, in fact at lower 
irregularity factors it becomes so dominant that the density 
practically becomes an exponential density. As xm increases, the 
Rayleigh pa rameter a increases, but c2 decreases. Fig. 3.15 shows 
three typical examples of the simulation results with the proposed 
model outputs of the ordinary range densities. The plots also show the 
contribution of each type of densities, exponential and Rayleigh. 
Fig. 3.16 shows the plot of 3 model parameters against the mean 
frequency xrn. The first step in determining the model parameters in 
terms of the irregularity factor, 1, and the mean frequency, xm, was to 
find out the relationship between the minimum mean frequency, '-, -pun, for 
a given irregularity factor. Fig. 3.17 shows the plot of the mean 
frequency against the irregularity factor. Although the minimum values 
shown in this plot are not necessarily to be the actual minimum, 
however they are the smallest to be found by trial-and-error method by 
altering the power spectra. Assuming these to be the minima, the 
following form for the minimum mean frequency is proposed: 
x min 
+Y 2) 
Eq. 3.52 
2 
The choice of this f_orni: 
is c'ictated by the observation of Fig. 3.170 
that when -r approaches zero, xm approaches Y/2, and when i approaches 
unity, xrn approaches ßr2. However in the mid range, xn calculated by 
r; 1,3.52 is sometimes greater than, although negligibly 
-97- 
small, the minimum values shown on the graph. An alternative form for 
the minimum mean frequency is: 
Y x min Eq. 3.53 1+1.25(1-ßr) 
which is a better approximation. 
Although a detailed examination of Fig. 3.16 indicates that the 
variation of parameters, particularly of c2 and Y, is hyperbolic near 
Xm = xmin, however for the sake of simplicity, the variations are 
approximated by straight lines. Solid lines in Fig. 3.16 show the 
variation of parameters c2,1, and T with the mean frequency xm at the 
saute irregularity factor Y. The following forms of closed-form 
equations for the parameters in Eq. 3.49 are proposed: 
1 
Cl =2 (xm - xmin) Eq. 3.54 
T=0.02 +2- (xm -x n) Eq. 3.55 
1 
c2 =1-2 (xm - xmin) Eq. 3.56 
Y 
a =y +1 (xm - xmin) Eq. 3.57 
Y 
where xmin is defined by Eq. 3.52 or 53. 
Despite its known invalidation, Eq. 3.52 is used to predict the 
model parameters listed in Table 3.3. However, in order to prevent cl 
having negative values on c2 being greater than unity, the 
difference 
term (xm - xmin) is squared first, then square-rooted, as 
it would have 
been done if these parameters were approximated by hyperbolas. 
-98- 
Table 3.2 
Ordinary-Range Model Parameters 
Best-Fit Parameters Obtained from the Simulation Results 
Sp T a c2 Cost 
1 0.103 0.9G4 0.948 81.8 
1 0.136 0.943 0.911 94.7 
3 (3.158 C). 93G 0.856 131.3 
4 0.191 0.929 0.796 11G. 3 
5 0.235 0.91 G 0.731 91.0 
6 0.254 0.807 0.75G 108.8 
7 0.211 0.715 0.803 103.1 
8 0.541 0.708 0.460 247.5 
9 0.540 0.682 . 683 0.33G 314.8 
10 0.189 0.580 0.147 252.4 
1 1. (D. 518 0.582 0.058 332.3 
12 (D . 457 0.41 1 0.039 319.3 
1 0.336 0.8G1 0.199 198.4 
14 0.241 0.798 0.133 81.3 
15 0.280 0.131 0.473 2895.3 
16 0.273 0.212 0.597 441.7 
17 0.278 0.285 0.752 87.9 
18 0.108 0.371 0.899 31.6 
19 0.079 0.435 0.941 42.8 
2() 0.050 0.493 0.981 39.1 
21 0.048 0.541 0.9e2 77.2 
22 0.081 0.616 0.9G3 80.0 
2 3, 0.085 0.681 0.965 70.4 
24 0.087 0.757 0.966 G7.1 
2ýý 0.065 0.808 0.984 57.9 
2t 0.117 0.880 0.956 84.5 
21 0.101 0.933 0.973 48.9 
2H 0.034 0.978 0.896 1 17 .9 
29 0.032 0 877 0.997 106.2 
30 0,053 0.877 0.992 43.0 
31 0,063 0.880 0.886 4G. 4 
3'-' (D. 08G c). BSS 0.97G 4G. 4 
3.1 c). 108 0.898 0.965 69.5 
34. 0.141 0.910 0.949 105.9 
35 cr . 159 0.933 
0.937 1 12 .9 
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Table 3.2 (cont. ) 
Ordinary-Range Model Parameters 
Best-Fit Parameters Obtained from the Simulation Results 
Sp. T a 
c2 
cost 
36 0.032 c? . 809 0.997 109.8 
3l 0.049 0.807 0.992 100.3 
3H 0.057 0.807 0.991 84.3 
3q 0. ßi 74 0.814 0.982 63.3 
4c_ß 0.104 0.829 0.9G4 G8.4 
411. 0.130 0.841 0.947 72.5 
4 0.175 0.8GO 0.924 109.0 
43 0.036 0.740 0.996 107.2 
41; 0.050 0.740 0.991 133.7 
45 O. OGG 0.747 0.980 G8.3 
4 0.104 {?. 7G8 0.954 91.4 
4 :E 0.121 (. -). 771 0.950 57.6 
41; c_i. 163 0.790 0.921 9G. 8 
49 0.172 0.799 0.909 74. G 
3i.. s 0.058 0.673 0.989 137.7 
5i c? . 040 c? . G71 
0.989 G2.2 
5 '. 0.078 0.683 0.973 G4.5 
5 0.104 0.687 0.951 8G .? 
54 0.129 0.710 0.92G 8G. 9 
5 0.144 0.718 0?. 91G 83.4 
3,.:. ý 0.17G 0.728 0.898 G7.8 
5/ 0.064 0.608 0.984 144.7 
55 8 c ?. ? G8 0.610 0.975 66.1 
5) 0.013-9 t?. G14 0.970 48.5 
0.107 0.639 0.948 43. G 
C1 c? . 138 0. 
G43 0.920 49.9 
G 0.185 0661 0.885 40.4 
Gý . 201 0.672 
0.865 19.2 
64 C). 045 0.533 0.986 88.8 
Gý; 0.059 0.542 0.975 64.8 
G; 3 0.094 0.554 0.945 82.1 
G 0.108 0.564 c? . 939 
88.8 
G 0.1; 34 0.570 0.910 
77.5 
0.1.33 0.577 o. 904 66.4 
70 C-). 152 0.585 0.886 
31.1 
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Table 3.3 
Ordinary-Range Model Parameters 
from Closed-Form Eqs. 3.55,56, and 57 
Sp T a c2 
1 0.131 0.880 0.940 
0.135 0.957 0.899 
3 0.264 0.935 0.850 
4 0.325 0.909 0.799 
5 0.366 0.874 0.754 
6 0.342 0.811 0.752 
7 0.304 0.742 0.763 
E 0.356 0.717 0.693 
9 0.383 0.682 0.837 
10 0.413 0.647 0.564 
f# X7.412 0.596 0.51 1 
0.372 0.525 0.496 
0.458 0.519 0.271 
14 0.364 0.429 0.333 
15 0.147 0-292 -4 
0.602 
1C 0.024 0.212 0.991 
17 0. i 82 0.301 0.885 
1F3 0.078 0.374 0.916 
19 0. OGE 0.443 0.942 
2cß 0. t0G3 0.511 0.957 
1. 0.0 G 0.535 0.992 
0.059 0.620 0.967 
0.056 0. G91 r. 973 
24 0.103 0.782 0.944 
17, 0. OGG 0.832 0.972 
0.11B 0.909 0.943 
? -/ 0.0GG 0.959 0.965 
lý'ý ry ý7 c> c 28 0 992 c . 996 
29 O. O53 0.89G 0.982 
Jc7 0. c7V9 0.904 0.972 
31 0.083 0.913 0.9G4 
3', -' 0.106 0.923 
0.951 
3'. 4 0.134 0.937 0.836 
3: 0.153 0.947 0.924 
3, 0.183 0.963 0.907 
t:. _- 
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Table 3.3 (cont. ) 
Ordinary-Range Model Parameters 
from Closed-Form Eqs. 3.55,56, and 57 
Sp T a 
c2 
36 0.047 0.823 0.983 
37 0.074 0.837 0.966 
3H 0.094 0.847 0.955 
3ý; 0.124 0.862 0.936 
4- 0.148 0.874 0.921 
41, 0.173 0.887 0.905 
4 ý' c. 201 0.900 0.888 
43 0.039 0.749 0.987 
44 0.083 0.771 0.957 
4 0.109 0.785 0.940 
0.149 0.805 0.913 
4l 0.180 c  8ýc c" 892 
4c; 0.203 0.831 0.877 
4E c. 2"33 c? . 843 0.863 
50 0.048 0.684 0.979 
51 0.061 0.691 0.969 
0.088 0.704 0.949 
5... ý 0.116 0.718 0.928 
54 0.140 0.730 0.910 
0.162 0.741 0.1384 
5i; cý . 301 0.760 0.865 
51 0.069 0. G34 C). 959 
S 0.080 0.635 0.943 
S8 0.112 0.646 0.923 
Gc t 0.153 0.666 0.889 
G cJ .1 Gc 0.670 
0.883 
0.183 0.687 0.856 
G: 3 0.220 0.700 0.833 
64 0.040 0.540 0.981 
65 0.024- 0.532 0.896 
Gr; 0.045 0.543 0.976 
G' 0.069 0.554 0.954 
0.075 0.558 0.948 
0.097 0.569 0.927 
70 0.137 0.588 0.890 
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3.6.2 Model for RainflgrRange Densities: 
As in the case of ordinary-ranges, rainflow-range densities 
exhibit an exponential variation near the origin, as shown in Fig. 
3.11. Again, the mid-range features a Rayleigh function. However, as 
indicated earlier, the rainflow-range densities do not trail of f to 
zero as early as the ordinary-ranges do. Even for very low 
irregularity factors, the densities continue to exist for very large 
ranges. Also the observation that the moments of rainflow range 
densities normalized with the moments of a standard Rayleigh 
distribution approach steady-states for higher moments suggest the 
existence of a standard Rayleigh distribution to explain the high-range 
densities. Therefore the following closed-form equation, the sum of an 
exponential function, a Rayleigh function with variable Rayleigh 
parameter and a standard Rayleigh function, is proposed as the 
rainflow-range probability density function: 
P (z) = clle'z/T + c2 e z2/2 a2 + c3ze-z2/2 Eq. 3.58 
a2 
where cl + c2 + c3 =1 
and T, c2, a and c3 are functions of the irregularity factory, 
and the mean frequency xm. 
In order to find the model parameters an error term is defined 
similarly, as in the case of ordinary-ranges,: 
ei 2_ 
[ß(zi) (zl) ]2 
Eq. 3.59 
P(Zi) 
where Pp(zi) is the simulation result, and Pp (zi) is the proposed 
form, Eq. 3.58, of the rainflow-range density function at 
-J03- 
discrete intervals of zi. Then a cost function is defined as the surp. 
of error terms: 
n 
cost =N eil 
i=1 
where N is the total no. of samples, and n. is the no. of intervals. 
The problem of finding 'best fit' parameters T, c2, a and c3 
which rltinimize the cost function was turned out to be somewhat more 
difficult than the minimizing the cost function for ordinary-ranges. 
First of all, there was no clear indication to the initial estinrites 
for the model 1-')arameterso Secondly, addition of another parameter, c 3º 
increased the 'curse of dimensionality', by add±iig another dimension 
to the paraneter search space and adding another exponential and 
multiplication operation to the iteration time. Lastly, but certainly 
not the least, the search converging to a local minimum instead of the 
global minimum became more problematical than the case for 
ordinary-ranges. It was quite possible to find very diverse values for 
the parameters yielding practically the same cost value and also 
passing the 'eye-test'. The problem became more acute when fitting 
parameters for high irregularity factors, when the effects of the 
standard and the variable Rayleigh functions becare inseparable. 
Again different minimization methods were employed and repeated 
starting at very different initial points in the parameter space and 
the best-fit model parameters are listed in Table 3.4, the 
last column 
hic>ýýir the cost Or the of fit indicator. 
Fi J:. 3.18 shows 
t_i Free eý. _ : ý; ,1 es of simulation results with 
the prod c,, = r_1odel ouý_ L ., 
is ); 
the rainflow-r? nge densities. The plots also show 
the contribution of 
the exponential and the variable Rayleigh terms. 
-109- 
To corTfrient on the variation of parameters listed in Table 3.4 
proved to be a difficult task because of the dispersity of parameter 
variations as shown in Fig. 3.19.1 and 19. ii. It was an equally 
difficult task to express the model parameters in close-form in terms 
of the irregularity factor and the mean frequency. Again, the solid 
lines in Fig. 3.19 denote the mean frequencies having the same 
irregularity factor. Although the solid lines in Fig. 3.19. ii indicate 
a linear variation of both the variable and the standard Rayleigh 
scaling factors c2 and c3, and consequently the exponential turn 
scaleing factor cl, there is however no clear indication to how T and a 
vary with xm. 
In determining the model parameters for the rainflow-range 
densities, the help of normalized moments of rainflow-ranges is sought. 
Fig. 3.20 shows the normalized moments, 2nd, 4th and 6th moments, 
against the mean frequency, solid lines denoting xm having the same 
irregularity factor. Although the solid lines for the 2nd moments have 
different slopes than the unity, they are remarkably close to the y=x 
line. Therefore it is assumed that the 2nd moments are equal to xm. 
The lst normalized moments of rainflow-ranges, i. e. the normalized mean 
of the ranges, is found to be equal to the irregularity factor y, 
regardless of variation of xm. 
Assuming that Eq. 3.58 is to be the correct form for the 
rainflow-range probability density function, the moments are: 
mRR(b) =f zb P (Z) dz 
0 
or 
-109- 
To corrunent on the variation of parameters listed in Table 3.4 
proved to be a difficult task because of the dispersity of parameter 
variations as shown in Fig. 3.19. i and 19. ii. It was an equally 
difficult task to express the model parameters in close-form in terms 
of the irregularity factor and the mean frequency. Again, the solid 
lines in Fig. 3.19 denote the mean frequencies having the same 
irregularity factor. Although the solid lines in Fig. 3.19. ii indicate 
a linear variation of both the variable and the standard Rayleigh 
scaling factors c2 and c3, and consequently the exponential term 
scaling factor cl, there is however no clear indication to how T and a 
vary with xm. 
In determining the model parameters for the rainflow-range 
densities, the help of normalized moments of rainflow-ranges is sought. 
Fig. 3.20 shows the normalized moments, 2nd, 4th and 6th moments, 
against the mean frequency, solid lines denoting xm having the same 
irregularity factor. Although the solid lines for the 2nd moments have 
different slopes than the unity, they are remarkably close to the y=x 
line. Therefore it is assumed that the 2nd moments are equal to xm. 
The 1st normalized moments of rainflow- ranges, i. e. the normalized mean 
of the ranges, is found to be equal to the irregularity factor y, 
regardless of variation of xm. 
Assuming that Eq. 8.58 is to be the correct form for the 
rainflow-range probability density function, the moments are: 
mgR (b) = z° PpR (Z) dz 
0 
or 
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b . RR(b) = c1Tb r(1+b) + c2(Ja)b r(1 +- )+ c3(\)br (1 +b Eq. 3.60 22 
Then the moments normalized by the moments of the standard Rayleigh 
density become: 
clTb r(l+b) 
y, (b) _ +b c2a + c3 Eq. 3.61 (\) br (1-P--) 
By writing the above observations in equation form, we have, for the 
0th moment, i. e. the total probability: 
cl +c2+c3=1 
for the lst moment, i. e., the mean: 
. 8cl T+ c2 a+ c3 = 
and for the 2nd moment: 
Ci T2 + C2 a2 + C3 = Xm 
Eq. 3.62 
Eq. 3.63 
Eq. 3.64 
There are 3 equations for 5 unknowns, 2 more equations are needed. 
After a detailed study of Fig. 19. ii, it is assumed that cl takes the 
following form: 
2(xm-Y2) 
Cl 
1 +y2 
Eq. 3.65 
Two further assumptions are made based on the observations of cl and r, 
the exponential scale and decay factors for both the ordinary-ranges 
and the rainflow ranges. The first of these assumptions is that 
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. 8cl term in Eq. 3.63 is equal to c12, and the second is that ciT2 
term in Eq. 3.64 is negligible. Re-writing Eq. 3.62,63 and 64 with 
these assumptions, we have: 
C2 + C3 =1- cl Eq. 3.66 
C2a+C3=y -c12 Eq. 3.67 
C2 a2 + C3 = Xm Eq. 3.68 
Now the rest of parameters can be solved with the following steps: 
r-xm-c'2 
a= Eq. 3.69 1-y-c1+c12 
C2 =11 
Cl + C12 
Eq. 3.70 
- 
C3 =1- cl - c2 Eq. 3.71 
and finally, 
T=1.25 (y- C3 - C2 a) /c1 Eq. 3.72 
The above equations for a, c2, c3 and T can be expressed in terms of 
and xm only, by replacing one into another, however the terms do not 
always simplify and the equations get longer and slightly complicated 
by each replacement. The model parameters predicted by Eq. 3.65,69, 
70,71 and 72 are listed in Table 3.5. 
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Table 3.4 
Rainflow-Range Model Parameters 
Best-Fit Parameters Obtained from the Simulation Results 
Sp T a 
c2 C3 
cost 
1 0.070 0.818 ro , 0-6 0.876 107.2 
2 0.101 0.859 0.071 0.804 147. G 
3 0.048 0.141 0.072 0.816 167.9 
4 cý . 053 0.154 0.095 0.756 164.2 
5 0.075 0.189 0.084 0.692 115.7 
6 0.079 0.275 0.235 0.58() 91.0 
7 0.097 0.331 0.32G 0.482 119.1 
8 0 . 086 0.289 0.300 0.444 164.9 
J 0.086 t i. 2G 1 0.309 0.405 213.1 
1 {"> 0.089 0.228 0.285 0.365 259.9 
1 : i. 0.080 c3.218 0.279 0.324 2? G .4 
12 0.089 0.1.7 22 0.269 0.267 21 G. 8 
1q 0.077 0.200 0.11.8 0.258 192. G 
14 0.086 0.21.7 0.1 16 0.202 1 G0.5 
15 0.068 0 o93 0.355 ý? . 105 304.2 
1F; 0.113 0.148 0.466 0.105 38.1 
17 0.169 0.207 0.524 0.1 11 60.7 
18 0.134 0.286 0.642 0.135 47.1 
1I1 0.132 0.351 0.693 0.153 63.7 
mac; 0.324 0.417 0.671 0.1G. 713.2 
21 0.201 0.463 0.719 0.187 G7.7 
:.; 0.105 0.510 0.674 0.245 G3 .5 
t :4 0.093 0.564 0.628 0.302 3G. 3 
34 0.096 0.624 0. -5 42 0.393 
50.7 
2 -'5 0.087 0.666 
0.505 0.461 57.9 
2t-y 0.132 0.803 0.356 0.554 79.5 
i 0 103 0.849 0.267 0.682 60.1 
3ýý 
. 
0.032 0.951 0.231 t? ./ G2 117.8 
29 0.243 0.888 0.905 0.072 75.3 
30 0.1.35 0.880 0.830 0.143 113.8 
31. 0.126 0.862 0.891 0.260 107.3 
3? 0.112 0.859 0.571 0.377 109.9 
31 0.145 0.849 0.377 0.543 37.8 
34 0.177 0.904 0.293 0.593 83.1 
0.182 0.937 0.157 C). 710 221.5 
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Table 3.4 (cont. ) 
Rainflow-Range Model Parameters 
Best-Fit Parameters Obtained from the Simulation Results 
Sp T a 
c2 c3 
cost 
36 0.442 0.820 0.921 0.034 46.0 
3) 0.267 0.792 0.741 0.205 35.8 
38 0.262 0.701 0.550 0.368 47.5 
31H 0.277 0. GG4 0.370 0.538 49.7 
40 0.163 0.634 0.311 0.597 516.0 
41 0.185 0.1351 0.241 0.631 83.1 
42 0.270 0.820 0.171 0.626 78.8 
43 0. A7- 0.2131 c=> . 702 0.7e3 0.164 Gtr .3 
41. 0.08 0.687 0.637 o. 288 36.4 
445 0.120 0.594 0.520 0.425 92.9 
4: 0.130 0.616 0.449 0.451 52 .G 
4'11 0.181 0.538 0.326 0.547 95.1 
4E3 0.256 0.624 0.247 0.545 48 .8 
49 0.244 0.606 0.196 0.581 83.9 
50 0.267 0.611 0.722 0.192 45.1 
51 0. ^45 0.591 0.667 0.258 61.3 
0.126 0.555 0.607 0.326 51.4 
0.124 0.577 0.569 0.329 63.0 
54 c? . 149 c=x . 590 {i . 
4913 0.354 77  3 
5:: > 0.186 0.606 0.434 0.377 75.7 
5t..; c7 . 205 0 . 531 
0.324 0.463 70 .0 
5/ 0.268 0,510 0.676 0.230 713.1 
56 0.248 ci. 500 0.593 0.376 45.5 
5 0.211 0.487 0.520 0.310 66.8 
G c: 0.208 0.467 0.487 0.347 41.7 
G 0.1 GG 0.463 0.473 0.359 49.2 
G4' c. 1 93 0.470 0.398 0.381 78.2 
0.195 0.458 0.347 0.405 47.8 
Gý! 0.258 0.4G4 0.715 0.173 Go. 1 
0.1 G5 0.453 0.709 0.196 1 12.8 
G, 0.109 cß . 4,95 0.680 
0.207 91.8 
C` 0.11G 0.4GG 0. G49 0.213 124. 
G 
G<3 cýt . 148 
0.476 0.605 0.217 150.5 
G; c 0.158 c. 483 0.568 0.23cß 
158.9 
7c_ß 0.174' 0 . 458 0.500 
0.368 1.3 13 
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Table 3.5 
Rainflow-Range Model Parameters 
from Closed-Form Eqs. 3.69,70,71 and 72 
Sp T a 
c2 c3 
1 0.073 0.605 0.054 0.888 
2 0.119 0.473 0.085 0.820 
3 0.171 0.288 0.097 . 767 0.7G7 
4 0.219 0.161 0.118 0.707 
5 0.256 0.112 0.153 0.642 
6 0.254 0.222 0.242 0.555 
7 0.245 0.282 0.338 0.466 
8 0.285 0.173 0.333 0.440 
9 0.307 0.116 0.356 0.398 
10 0.3 5 0.065 0.381 0.358 
11. 0.324 0.055 0.431 0.309 
1 '. 0.302 0. C') 74 0.504 0.2 55 
13 0.319 0.011 0.515 0.229 
14. 0.270 0.051 0.604 0.180 
15 o. 1 G3 0.0 7t? 0  781 C). 089 
1 0.156 0.125 0.778 0.097 
17 0.148 0.191 0.773 0.108 
18 0.143 0.269 0.757 0.128 
1E 00.129 0.351 0.754 0.142 
20 0.107 0.439 0.768 0.146 
0118 0.468 0.721 0.184 
` 0.1 10 0.539 0.694 0.218 
2: 3 0.083 0.632 0.721 0.213 
A 0.090  682 0.606 
0.32ý 
2. ' 0.050 0  785 0.708 0.252 
? [-: 0.073 0.780 0.385 0.557 
r 0.044 0.863 0.290 0.674 
2 0.005 0.984 0.476 0.520 
3ýJ 0.023 0.868 0.73 7 0.241) 
3c 0.039 0.857 0.628 0.341 
31 o . o48 0.843 
0 . 5,78 . 538 0.433 
,; ': ) c? . 
62 0.81 1 0.384 0.566 
3: 4 0.079 0.748 0.40 0.697 
34 0.091 0.677 c. 1 G3 0.7G5 
3S 0.110 0.497 0.079 0.0-33 
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Table 3.5 (cont. ) 
Rainflow-Range Model Parameters 
from Closed-Form Eqs. 3.69,70,71 and 72 
Sp T a C2 c3 
36 0.038 0.796 C-). 784   185 3-7 (). ()55 0.781 0.674 0.383 
3}; 0.067 0.788 0.594 0.352 
3 0.086 0.733 0.472 0.460 
4'"_: 4 0.100 0.698 0.385 0.535 
41 0.116 0.648 0.301 0.607 
4:: ' 0.133 0.575 0.224 0.670 
43 0.052 0.720 0.788 0.171 
4n 0.078 0.696 0.663 0.375 
4`: 0.094 0.675 0.587 0.338 
4E, 0.118 0.633 0.476 0.439 
4 0.136 0.591 0.398 0.493 
43 0.150 0.553 0.346 c0.535 
48 0.162 0.512 0.302' 0.569 
5t. ß 0.079 0.633 0.737 0.200 
51 0.087 0.625 0.709 0  222 
ý+. 0.1017 0. BOB 0.650 0.2G8 
5 0.119 0.587 0.59? 0.313 
54 0.133 0.566 t? . 542 0.35.1. - 
c 0.145 0.543 0.498 0.386 
Sts 0.167 0.49G 0.425 0.441 
511, C-1.115 0.534 0. G78 0.229 
5 -; 0.137 0.530 0.644 0.255 
5L1 0.139 0.505 0.608 0.381 
Gt 0.162 0.471 0.543 0.337 
Grt 0.1G5 0.465 0.533 0.335 
0.184 0.431 0.483 0.370 
0.199 0.401 0.445 0.397 
C; 0.104 0.480 0.757 0.1 GO 
C. `.:. 0.117 O . 4G9 0.72G 
0.181 
0.127 0.458 0.699 0.199 
G' 0.139 0.445 0.669 0.330 
68 0.143 0.442 0. GGt 0.235 
G "I 0.154 0.428 0. G3 3 0.344 
7u 0.175 0.400 0.583 0.277 
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3.7. Discussions: 
First a word about the choice error terms in defining the cost 
functions. The first choice was a conventional one: 
eil = [P(zi) - P(zi) J2 
where P(zi) is the simulation result, and P(zi) is the proposed model 
output. With this choice of error term, the model output for both 
ordinary and rainflow ranges, predicts the simulation results very 
accurately near the origin and the mid-range where the densities are 
high, but the prediction for high ranges is very poor. On the other 
hand, the prediction of high ranges is quite important, particularly 
from fatigue damage calculation point of view. As the moment gets 
higher, i. e. as the slope S/N curve, b, increases, the contribution of 
higher ranges to the moment, i. e. to the damage, increases. 
el. 2 
{P(zi) 
- P(Zi) 
2 
=_ 
P(zi) 
With this choice, the problem is reversed. The model output predicts 
the simulation results admirably well for high ranges, but the 
prediction is quite poor near the origin where the densities are high, 
in the region where there are better 'quality' data. By normalizing 
the first error term with P(zi), the weighing is shifted towards the 
low-probability high-range end. 
The last choice of error term, for which the results reported 
in this study are based on, is: 
e. 2 = 
[P(z, ) P(zl))2 
P(zi) 
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This choice yields good agreement between the simulation results and 
the model outputs for all ranges. Although this form of error term was 
chosen for its own merit, it had the added advantage that the cost 
function calculated from these error terms is directly equal to the 
Pearson's Chi-Square statistic, x 2, [121, with (n-1-r) degrees of 
freedom, where n is the number of intervals, and r is the number of 
model parameters. The number of intervals, n, is chosen such that the 
number of range occurrences in the last interval is 5. The number of 
model parameters, r, is 3 for the ordinary-ranges, 4 for the rainflow 
ranges; n varies from 70 to 140 for the ordinary ranges depending on 
the irregularity factor and the mean frequency, and from 140 to 150 for 
the rainflow-ranges. The corresponding 5 per cent rejection limit, 
i. e. the 95th percentile of the chi-square distribution with (n-l-r) 
degrees of freedom vary roughly from 90 to 170 for the ordinary ranges 
and from 170 to 180 for the rainflow-ranges. All the results listed in 
Table 3.2 and Table 3.4 are well within these limits except those for 
spectra from 8 to 16. 
Another point of discussion is about the use of an exponential 
function to explain the variation of both ordinary and rainflow-ranges 
near the origin. The author had some reservations about employing an 
exponential function. Depending on the scale factor, and more 
importantly on the decay factor, the exponential term may continue to 
exhibit densities greater than the standard Rayleigh densities for 
large ranges. This is simply against the expectations. The limiting 
case for the peak, ordinary-range and rainflow-range densities 
is when 
the irregularity factor becomes unity, then all the densities converge 
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to the standard Rayleigh density. Therefore, the densities where the 
irregularity factor is less than unity are expected to exhibit lesser 
densities than the standard Rayleigh for high ranges. Despite this 
known defect, the exponential term kept its place simply because all 
the attempts to replace it with some other form has failed. Numerous 
combinations of Gaussian, Rayleigh, erf functions, and derivatives of 
Gaussian function have been tried in order to replace the exponential 
term, or sometimes the whole expression for the ranges, without much 
success. 
A comparison of Table 3.2 and Table 3.3 indicate a good 
agreement between the best-fit parameters obtained from the simulation 
result for the ordinary-ranges and the parameters calculated from the 
proposed closed-form equations. The correlation is particularly good 
for the rectangular spectra, but not so good for the smooth spectra 
where the mean frequency takes quite high values for a given 
irregularity factor. This observation is partly expected, because the 
closed-form equations are derived by approximating a hyperbolic 
variation with a straight line where xm takes values near the minimum 
it can take. Even with the straight line approximation the correlation 
of a and c2 values between the two sets of results is quite good for 
the smooth spectra from 1-7. The worst correlation between the results 
are for spectra 8 to 16, those are also the cases where the cost 
function is the worst, well beyond the 5 per cent rejection limit of 
chi-square distribution. Therefore it is a difficult judgement to make 
whether the parameters estimated from the closed-form equations are out 
of place, or the parameters found by the minimization methods are 
. ie 
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somehow not the 'best-fit', or simply the exponential plus Rayleigh 
function model is not valid for those spectra. 
The comparison of Table 3.4 and Table 3.5, the lists of 
parameters for the rainflow-ranges requires some discretion. 
Considering the fact that there is no apparent relationship for the 
variation of and values with respect to xm for the same 
irregularity factor, as shown in Fig. 3.19. i, it is not surprising to 
see very large differences between the two sets of results for these 
parameters. However, the values for scale factors c2 and c3 in both 
sets of parameters are very close to each other. The large 
discrepancies between the best-fit values and the estimated values for 
and may be explained by that when their corresponding scaling 
factors are very small, a small variation on the scaling factors causes 
very large change in the decay factors. It may also be that the 
parameters listed in Table 3.4 are not the 'best-fit' results, or even 
though they may be the result at the global minimum point in the 
parameter space, that point may not be the 'true' global minimum 
because of the peculiarities of error surface. After estimating the 
parameters in Table 3.5, some of the very different ones than the ones 
in Table 3.4 are tried on the simulation results, and the estimated 
parameters yield a reasonable approximate density. 
One of the main objectives of this study, in fact the principal 
one, was to investigate 'the link between rainflow and the power 
spectral density'. In other words, it was to find an expression, 
hopefully a closed-form equation, for the moments of rainflow-range 
`'; ° 
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density function, which is directly proportional with the fatigue 
damage, in terms of some parameters of a given power spectral density. 
To this end, the aim is achieved remarkably well, as Fig. 3.21 
illustrates the moments predicted by the proposed model against the 
moments actually calculated from the simulation results. 
3.8 Summary and Conclusion: 
For a given power spectral density, G(w) of a stationary 
Gaussian process, define the nth moment of the spectral density, mn: 
1 fw% 
(w) dw 
Tr 0 
Then, the rms, ax: 
Q= F%- 
X 
The expected nunber of zero-crossings per unit time, xo: 
ýo_ 
m2 
Vmo 
The expected number of peaks per unit time, : 
u= I- 
m2 
The irregularity factor, : 
o m22 
. r=-= 
u mom4 
The 'mean frequency', xm: 
Ml m2 
xm 
mo m4 
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Then, the instantaneous amplitude probability density function, in terms 
of a normalized variable y= x/6x, is a standard Gaussian: 
PA (Y) =21 
Tr 
e -y2/2 
The peak probability density function: 
Pp (y) =ce y2/2c2 +Y ye Y2/2 [ '/2+ erf (Yy/c) ] 2Tr 
where C=1- YZ 
The ordinary-range probability density function, POR, in terms of a 
normalized variable z= x/2 c, and for z>0: 
PAR (z) = cl 
1 
e-z/ T+ c2 e -z2/2 a2 
a 
1 
where el =? (xm - Xmin) 
2 
T=0.02+- (xm - xn) 
Y 
1 
c2 =1-2 (xm - Xmin) 
Y 
1 
a=y+- (xm - xmin) 
Y 
and y (1 + Y2) 
xmin 2 
The moments of ordinary-ranges, rrOR(b): 
b 
OR (b) = c1 Tb r(1 + b) + c2(Ja)br (1 +2 
The normalized moments of ordinary-ranges, MOR(b) 
+c b c1 
)b 
2 MOR = 
\'f r l+b L2 
-129- 
For b>2., the normalized moments can be approximated: 
MOR(b) = c2 ab 
The rainflow-range probability density function, Imo, in terms of a 
normalized variable z= x/2ax, and for z>0: 
Pp (z) = cl 
1e 
-Z/ T+ c2 
Z 
e-z2/2 a2 + c3 ze-z2/2 ti a2 
where 
2 (xm --Y 2) Cl 
1 +Y2 
a= "1 
Xm C12 
1-y- Cl + C1Z 
1 -Y 
C2 
-Cl+Cl2 
= 1- a 
c3=1-c1-c2 
T=1.25(y - C3 - C2 )/c1 
The moments of rainflow-ranges, fi(b): 
rr (b) =c1Tb r(1+b) +c2(ý%2a)br(1+b +c3(f)br(1+b 22 
The normalized moments of rainflow ranges, Mp (b) : 
r(1 +b) 
+ C2°`b + c3 MRR (b) = cl ýbr (1 + -b) 2 
For b>2., the normalized moments can be approximated: 
Mp(b) =c2ab+c3 
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A link between fatigue life estimation based on rainflow 
counted ranges and measured or calculated power spectral density is 
proposed. The link is presented in the form of a probability density 
function of rainflow ranges for a given power spectral density. If a 
power spectral density plot at a critical location of a component or a 
structure can be measured or calculated, the terms needed for a fatigue 
life estimation can then be calculated from the moments of the power 
spectral density. These terms are rms, expected number of peaks and 
zero crossings, irregularity factor and mean frequency. Parameters of 
the proposed model for the distribution of rainflow ranges are 
determined using only the irregularity factor and the mean frequency. 
The importance of presenting the link in terms of a probability 
density function is in that once the probability density function of 
rainflow counted ranges is determined, then a life estimation can be 
made with any form of S/N data. The usage is not restricted to a 
straight line representation of S/N data on a log-log scale only. In 
general, the expected damage per unit time, E(D), is calculated as: 
1 
E (D) =u PRR (x) dx 
fo 
N(x) 
where N(x) is the relation between the number of loading cycles to 
failure, N, at the load or stress range x. NSb =K or N= K/Sb is only 
a special case, N(x) may be a smooth curve with continuous change of 
slope, or it may contain a cut-off point, an endurance limit. However, 
before applying this method of life prediction, the basic assumption, 
that the loading experienced at the critical location is a 
--- 
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stationary Gaussian process, must be verified. 
From a parallel study, a method for determining the 
ordinary-range probability density function for a given power spectral 
density is also presented. Although the distribution of 
ordinary-ranges is not important from the fatigue point of view, it is 
hoped that ordinary-range probability density functions may be useful 
in other areas of engineering. 
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(1APTER 4 
AN OVERVIEW OF FATIGUE DAMAGE CALCULATIONS 
In machines and structures made of engineering metals, cyclic 
loading and the resulting metal fatigue often necessitate predictions 
of service life. The life of any specimen, subjected to any type of 
loading cycle, is the sum of the number of cycles required to initiate 
and develop a macrocrack, and the number of cycles required for the 
macrocrack to grow across the specimen cross-section. 
Most fatigue properties are obtained from constant amplitude 
cyclic tests of smooth specimens, whereas machine components and 
structural members are rarely of uniform section and they are subjected 
in service to cyclic loadings of varying amplitude, the variation in 
level following either a regular or random pattern. To design a 
component for a finite life, it is necessary to have a method of 
predicting service fatigue life of the component for a given geometry, 
from smooth specimen constant amplitude test data. The investigation 
of fatigue under varying loads has come to be known as the study of 
"cumulative damage", because of the early interest in how fatigue 
damage at various load levels accumulated. 
It has been observed[lº 2,3] that, for very sharply notched 
parts, the fatigue life is governed by the crack growth after an early 
crack initiation. Small, smooth laboratory specimens, on 
the other 
hand, spend most of their lives in crack initiation. 
For the 
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intermediary cases, both the crack initiation and propagation phases 
are significant. The partition between crack initiation life and crack 
propagation life is found to depend on the material and the geometry of 
the specimen, on the stress level and on the stress ratio[l, 4]. 
The traditional methods based on nominal stress and elastic 
stress concentration factors usually predict life to total failure, and 
recent local stress-strain methods are used to predict crack initiation 
life. With the appearance of a fatigue crack, fracture mechanics 
concepts become appropriate for predicting the subsequent crack 
propagation life from the crack growth data. 
4.1 Nominal Stress Methods 
In general the results of constant amplitude nominal stress 
tests on notched specimens give an S/N curve of similar form to that 
for plain specimens{l, 3,4,51. The S/N curve for notched specimens 
is displaced to the left and can cross over that for plain specimens at 
very short endurances, as in Figure 4.1., somewhere in the region of 
100-1000 cycles. 
Specimen 
No. of cycles 
Figure 4.1 Schematic S/N curves for smooth and notched specimens. 
TT__. --- 1 04----- 
Z. 
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The following three nominal stress methods differ only in the 
way in which the notched specimen S/N curve is related to the plain 
specimen S/N curve. 
4.1.1. Nominal Stress Method I 
This method assurnes [61 the following relation between the 
smooth and notched specimen S/N curves. Both are straight lines on a 
log-log plot. Both have the same fatigue strength at cycle 1. At 1 
million cycles the notched specimen fatigue strength is that of the 
smooth specimen's divided by Kt, the theoretical stress concentration 
factor. This is shown schematically in Figure 4.2. 
AS 
of 
log 2N f 
Figure 4.2 Estimated notched SIN curve from a smooth specimen S/N 
curve. 
S/N curve for the smooth specimen: 
log 
o, _ =b log (2Nf) + log 
6f 
2 
or AS 
= (2Nf)b 2QfI 
Eq. 4.1 
Eq. 4.2 
1 10 
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where Qf' is the fatigue strength coefficient 
b is the fatigue strength exponent 
S/N curve for the notched specimen: 
AS 
log 
_7 =q 
log (2Nf) + log 6f Eq. 4.3 
or AS 
_ (2Nf)q 2Qý' Eq. 4.4 
where log Kt 
q=b- 
6 
The operations required to estimate the crack initiation life 
under variable amplitude loads are: 
i) Count load ranges by the rainflow method 
ii) Calculate nominal stress ranges dividing load ranges by 
the cross-section area 
iii) Calculate damage for each stress range from the estimated 
S/N curve. Eq. 4.4 may be written in the form: 
1 
Di = 
AS 
-1/q Eq. 4.5 
2N1 2 6f 1 
iv) Add damages in the block using Miner's rule, Eq. 2.1 
4.1.2 Nominal Stress Method II 
The first method does not consider the case where the S/N curve 
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for notched specimens may cross that for smooth specimens. This method 
in this section and the following one take account of notch 
strengthening at short lives. This method assumes[6] a similar 
relation between the smooth and notch specimen S/N curves as in Method 
I. Both are straight lines on a log-log plot. At 1 million cycles the 
notched specimen fatigue strength is that of smooth specimens divided 
by Kt. However they have the same fatigue strength at 1000 cycles, 
instead of at cycle 1, as in Method I. In other words, at cycle 1, the 
notched specimen strength is Kt times the smooth specimen strength. 
n 
As 
KtQ f 
of' 
1 
Figure 4.3 
aI 106 
log(2Nf) 
Nominal Stress Method II, estimated S/N curve. 
S/N curve for the notched specimen, Figure 4.3.: 
log =p log (2Nf) + log (Kt Of') Eq. 4.6 2 
or As 
_ (2N f) P Eq. 4.7 2 Kt af' 
where log Kt 
p=b- 3 
The operations required to estimate the crack 
initiation life 
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are the same as the ones described previously with one exception. The 
following equation is used to calculate the damage in place of Eq. 4.5. 
D1 AS 
2 Kt af" 
4.1.3 Nominal Stress Method III 
Eq. 4.8 
This method is very similar to Method II. The only difference 
is that the notched specimen S/N curve crosses that for smooth specimen 
at cycle 100 instead of 1000, Figure 4.4. 
Gf' 
CY fI 
nc 
-log(2Nf) 
1 
Figure 4.4 Nominal Stress Method III, estimated SIN curve. 
In this case, S/N curve for the notched specimen: 
log 
AS 
=r log (2Nf) + log (j a f' ) 2 
or AS 
_ (2Nf) r 2, i afI 
Eq. 4.9 
Eq. 4.10 
where 
b 
log Kt 
r=- 4 
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the damage becomes: 
Di =°S -1/r 2 VI Rt- af 
Obviously these three methods are fairly crude. 
Eq. 4.11 
If necessary 
they could be improved by ad hoc tests on notched specimens. The 
cross-over life and the life at which the reduction in fatigue strength 
of the notched specimen is in proportion to the theoretical stress 
concentration factor, may be modified. A fatigue notch factor Kf may 
be used instead of the theoretical stress concentration factor Kt. 
However all these refinements require a prior knowledge of the 
material. 
4.2 Local Stress-Strain Methods 
Fatigue failures in metallic structures are generally due to 
the initiation of cracks at notches or other stress raisers where local 
stresses reach levels at which inelastic material deformation and 
finite fatigue life occur. On the other hand, it is seldom possible to 
actually measure stresses or strains where the fatigue damage will 
occur at a critical location. Hence designers have increasingly been 
forced to the utilization of analyses which transform nominal load 
histories on components into terms of local stresses and strains at the 
critical locations. This approach has two principal advantages. 
First, life predictions for a wide variety of situations may be made 
from a limited amount of small, smooth specimen test data, and such 
information is becoming increasingly available through the published 
literature. Second, it provides a basis for considering various 
material behaviour related interaction effects. 
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In the following sections, the basic elements of the local 
strain approach are considered. These are cyclic stress-strain 
properties, stress-strain hysteresis loop curves, strain-life material 
properties, and a notch analysis. In a later section, this information 
will be combined into specific life prediction procedures. 
4.2.1. Cyclic Stress-Strain Curve 
It is well known that cyclic loading of metals in the inelastic 
range changes their stress-strain response. Most engineering metals 
exhibit cyclic hardening or softening depending upon their particular 
metallurgical state. Normally, a constant or steady state response is 
achieved after a number of cycles which is generally small in 
proportion to that required for crack initiation. This steady-state 
response is characterized by the cyclic stress-strain curve which is 
the locus of tips of the stable hysteresis loops at different 
completely reversed, constant amplitude, controlled strain tests, 
Figure 4.5. 
-ýýýýý 
c a-E curve 
Figure 4.5 Cyclic stress-strain curve determined from a set of stable 
hysteresis loops. 
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There are several experimental techniques for determining the 
cyclic stress-strain curve of metals. These include using companion 
specimens, multiple and incremental step strain tests, monotonic 
tension after cyclic straining, and analysis of individual hysteresis 
loops [71. During a constant amplitude controlled strain test, after 
the initial rapid hardening or softening is complete so that the 
stress-strain behaviour is approximately stable, a stress-strain 
hysteresis loop as in Figure 4.6 is formed. Usually, hysteresis loops 
taken at half the fatigue life may be used to approximate the behaviour 
during most of the life. 
c i, stress 
t 
1ý 
ýG 
e, strain 
000 
/1 
E 
pe AE 
Figure 4.6 Stress-strain hysteresis loop. 
To obtain a mathematical relationship describing the cyclic 
stress-strain curve, the total strain range of in Figure 4.6 is 
divided 
into elastic and plastic components, of e and 
AE p respectively. 
Amplitudes, or half ranges, of these quantities are usually employed. 
AE E: p 
Dem 
222 
Eq. 4.12 
and 
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e_ 
_ 
D6 
2 2E Eq. 4 13 
where Au is the stress range and E is the elastic or Young's modulus. 
If the vlastic strain is extracted and a log-log plot is made of stress 
versus plastic strain, a straight line usually results, which implies a 
power function of the form: 
EpAQ 
_ 
l/nt 
2 2K' 
Eq. 4.14 
where K' is the cyclic strength coefficient and n' is the cyclic strain 
hardening exponent. Combining Eqs. 4.13 and 4.14 into 4.12 gives a 
relationship for total strain in terms of stress 
E= oE+ A6 1/n Eq. 4.15 
2 2E 2K' 
4.2.2 Simulation of Stress-Strain Hysteresis Loops 
During irregular variation of strain with time. as in Figure 
4.7, the stress-strain behaviour appears complex, but with the 
assumptions and rules described in the paragraphs that follow, it is 
possible to predict the stress-strain response corresponding to an 
irregular loading. 
gtracc 4 
(a) 
e 
17 
(b) 
4 
E 
(c) 
Figure 4.7 Stress and strain against time and corresponding 
hysteresis loops. 
Strain 
-143- 
i) The material behaviour will be approximated by assuming 
that cyclic hardening or softening is complete and also that 
other transient deformation behaviour, such as creep or mean 
stress relaxation is of no importance. 
ii) During stable cycling, the stress-strain path followed 
from tip to tip of any hysteresis loop has approximately the 
shape of the cyclic stress-strain curve of the material, but 
twice as large in both coordinates[8º 9º 101, This rule 
follows the definition of the cyclic stress-strain curve which 
is the locus of stable, fully reversed loop tips. Thus all 
stable hysteresis loop traces for a given metal follow a unique 
curve which may be mathematically described by expanding the 
cyclic stress-strain curve with a scale factor of two, and 
shifting its origin and rotating the axes 180° every time the 
strain excursion changes its direction. 
iii) When a strain excursion next reaches a value at which the 
direction of straining was previously reversed, for example 
points 2' and 5' of Figure 4.7, a stress-strain hysteresis loop 
is closed. The stress-strain path beyond this point is the 
same as if the interruption had not occurred, no matter how 
many interruptions there are. Furthermore, once a strain 
excursion forms a closed loop, this excursion does not affect 
the subsequent behaviour. This rule has been called a "memory 
effect" in material behaviour; the material remembers the 
stress-strain path it was following when interrupted and 
resumes this path when the interruption is over[9,10]. 
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iv) These forementioned rules are based on experimental 
observations for unnotched axial test specimens[7,9,10]. 
Hence, in a strict sense, they apply only to a uniaxial state 
of stress. 
4.2.3 Notch Analysis 
In dealing with complex geometries, it is necessary to relate 
nominal loads and stresses to the local stress-strain response at the 
critical locations in a structure. This necessitates using the load 
history, stress-strain relationship described in the preceding section, 
in conjunction with an elastic-plastic mechanics analysis of the 
notched component. 
In theory, sophisticated elastic-plastic analysis techniques 
such as finite elements could be applied on a reversal-by-reversal 
basis during an irregular load history. However, this would be 
expensive and time consuming for histories containing more than a few 
load reversals. On the other hand, a finite element analysis may be 
employed to calculate the stresses and strains at the root of a notch 
in a specific component at a given load level. By repeating the same 
procedure at different load levels, the load versus notch strain 
calibration curves may be obtained Ill]. These curves can also be 
determined experimentally by strain gauge measurements in the notch 
during completely reversed cyclic loading[121. For the load-strain 
calibrations, an equation of the following form was found to fit the 
experirrental data: 
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De=p+ ý' 1/d 
c1 C2 
Eq. 4.16 
where Deis the local strain, P is the applied load and cl, c2 and d are 
material constants. 
Experimental or theoretical load versus notch strain 
calibration curves are seldom available and they are applicable to a 
particular material and component geometry. Thus, alternative means of 
obtaining a load-strain curve must be considered. One of the most 
popular forms of notch analysis was originally developed by Neuber for 
nonlinear deformation at the notch root and subsequently extended to 
fatigue applications[131. During plastic deformation, the geometric 
mean of the stress and strain concentration factors, KQ and KE 
respectively, is postulated to remain equal to the theoretical stress 
concentration factor, Kt. 
Kt = (KQ K E) 
1 Eq. 4.17 
Expressed in terms of ranges, Eq. 4.17 can be rewritten as: 
Kt = 
tt6 ýE y Eq. 4.18 
(AS 
oe 
where Ac and AE are local, AS and Ae are nominal stress and strain 
ranges. Given the further assumption of nominal elasticity, 
AS = E. Ae Eq. 4.19 
and combining and rearranging Eqs. 3.18 and 3.19 leads to: 
Kt AS = (0a, Ae, E) Eq. 4.20 
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Since nominal stress is proportional to load, Eq. 4.20 provides, when 
used in conjunction with Eq. 4.15, a relationship between applied load 
and local notch strain, for a given Kt. 
Eq. 4.20 is of the form of a hyperbola and defines the control 
condition at a notch root as shown in Figure 4.8. For simulations, the 
material is allowed to deform along its cyclic stress-strain curve, in 
a manner described in the previous section, until it intersects the 
control hyperbola, thus satisfying the required equality. 
construction is then carried out for each reversal in the history. 
Stress 
% Cyclic stress-strain curve 
Neuber Hyperbola 
De 
Strain 
This 
Figure 4.8 Construction for determining notch root stress and strain. 
As in the nominal stress methods, the theoretical stress 
concentration factor, Kt, may be replaced by the fatigue notch factor, 
Kf. Kf is defined as the ratio of the fatigue strength for an 
unnotched specimen to the nominal fatigue strength of a notched 
specimen at the same life, generally measured at a long life[51. 
Determination of Kf by means other than extensive fatigue testing 
has 
led to the following expression due to Peterson[141. 
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Kf =1+ 
Kt 1 
Eq. 4.21 
1+a/r 
where r is the notch root radius and a is a material constant which in 
turn has to be determined from fatigue tests at long life. 
The stress concentration factor, Kt, is defined as the ratio of 
maximum local stress to the nominal stress based on minimum 
cross-section area, and can be calculated from the geometry of the 
notch alone. It is not a function of material properties. However the 
definition of Kf implies that Kf depends on the material properties and 
the notch geometry. Even for a given material and geometry, it is not 
a constant but a function of life or stress level at which a comparison 
has to be made. 
Eq. 4.21 indicates that Kf is always less or equal to Kt, the 
higher the value of Kt the greater the difference becomes. Obviously 
if life is estimated by applying Kt to un-notched test results the 
estimates will be very approximate, fortunately, on the conservative 
side if a measured or calculated value of Kf can be found they will be 
more accurate. 
4.2.4 G slic Strain-Life Proper 
Fatigue resistance of metals can be characterized 
by 
strain-life curves that are determined from smooth specimens tested 
in 
completely reversed strain control. If elastic and plastic strains are 
separated and plotted against number of cycles on log-log coordinates, 
as in Figure 4.9, straight lines usually result. 
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C-f-rni Y_ .% mr%1 
i +- iir7o 
efI 
Of, 
E 
strain-life 
als, 2Nf 
2Nt 
Figure 4.9 Strain-life curve 
The equation for the plastic strain-life relationship can be written 
as: 
AE 
rý e 
2=fý (2Nf) C Eq. 4.22 
where efI is the fatigue ductility coefficient, the intercept of the 
log (alp/2) versus log (2Nf) plot at 2Nf = 1. 
and c is the ductility exponent, the slop of the log (t p/2) versus 
log (2Nf) plot. 
The elastic strain-life relationship is simply the stress-life 
relationship divided by the modulus of elasticity, E. 
E: e 
_ 
°f I 
(2Nf) b Eq. 4.23 
2E 
-I r it 
"1 j 'ý 
4.3 Various Cumulative Damage Calculations by Using Local 
Stress-Strain Approach 
The basic elements of the local stress-strain approach to the 
fatigue crack initiation are discussed in the previous section. 
Various life prediction procedures may now be assembled from the 
. 
ingredients presented above. These are, in summary: 
(i) Cyclic stress-strain relationship 
1/n' 
AE 
_ 
t6 
+ 
(12C 
22 K' 
Eq. 4.15 
(ii} Nominal stress-local notch strain relationship 
either (a) load-strain calibration 
ofFP 1/d 
--+- Eq. 4.16 2 cl c2 
or (b) Neuber's rule 
KtA S= (o Q A, L)1/2 Eq. 4.20 
(iii) Strain-life relationship 
Ae_ 6f I (2Nf)b +E f' (2Nf) C Eq. 4.24 
2E 
While differing in details, all the methods discussed below 
employ the sargte basic steps. These are as follows: 
i) Begin analysis of the repeating load history at the most 
extreri: e point. This ensures all the hysteresis loops are closed. 
Calculate the notch stress aid strain. values at this point by using 
Either a load-strain calibration curve or the '"et_;! _)er's rule and the 
43 
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where 
log (0 Ee/2) versus log(2Nf) plot at 2Nf =1 divided by E, 
and 
versus log(2Nf) plot. 
Then, the equation describing the total strain-life relationship 
becomes: 
'If' is the fatigue strength coefficient, the intercept of the 
b is the fatigue strength exponent, the slope of the log0ee/2) 
De Qf' 
(2Nf) b+Efi (2Nf) c Eq. 4.24 
2E 
These properties, b, Gf', c and E f' determining strain-life 
relationship, and K' and n' for the cyclic stress-strain curve are 
generally called cyclic properties as apposed to monotonic material 
properties. Hence (') in a f' .E f' , K' and n' is used to differentiate 
these cyclic properties from their counterpart monotonic properties. 
Although it appears that there are six different cyclic material 
constants, only four of these constants are unique. By manipulating 
Eq. 4.13,4.14,4.22 and 4.23, it can be shown that n' and K' can be 
determined as: 
nh Eq. 4.25 
c 
and Qf 
k= Eq. 4.26 
(e fl)n' 
However, in practice, three separate data fits for Eqs. 4.15,4.22 and 
4.23 are usually made, so that the mutual consistency of these six 
constants is often only approximate. 
-151- 
cyclic stress-strain relationship. 
ii) For the next point on the load history, calculate the new notch 
stress and strain values by following the cyclic stress-strain curve 
and stopping when the nominal stress-local notch strain relationship is 
satisfied. 
iii) Determine whether a hysteresis loop is closed by either 
Wetzel's counting method or rainflow method. 
iv) For each closed hysteresis loop, calculate the corresponding 
cyclic life, Nf, from the strain-life relationship. 
v) Sum the inverse of cyclic lives according to the Miner's rule. 
vi) Then, the prediction of number of blocks to crack initiation is 
made as the inverse of the sum of damages accumulated for the block. 
The differences between the methods arise mainly in 3 areas: 
The First is how to relate the load to the local stresses and strains, 
i. e. whether to use a load-strain calibration equation obtained 
experimentally or calculated by using a Finite Element analysis of the 
given specimen, Eq. 4.16, or to employ Neuter's rule to calculate the 
local stress and strain for a given load level, Eq. 4.20. 
Once the local strain is calculated, the second area of 
differences is how to relate the local strain or stress to the life, 
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2Nf in Eq. 4.24. The obvious choice is, a direct approach, to solve 
Eq. 4.24 in terms of (2Nf) for a given local strain o E. Admittedly, 
due to the non-linear nature of Eq. 4.24, the life cannot be calculated 
directly, an iterative solution, for example Newton-Raphson method, is 
needed; despite this slight drawback, it is still surprising to note 
that this direct approach is rarely used in the life estimation methods 
published in the open literature. The most common way of calculating 
[15]. the life for a given strain is the method developed by Landgraf 
Once the local stress and strain are calculated, the partition of Eq. 
4.15 is used to calculate the elastic and plastic components of the 
local strain: 
AE Aa 
e_ 
2 2E 
AE Aa 1/nl (2K') 
The strain-life relationship of Eq. 4.24 is also partitioned for the 
elastic and plastic components of the local strain: 
Dee fº 
2E 
(2Nf)b 
DE 
-ý' = 
f' (2Nf)c 
Then the ratio of plastic to elastic strain becomes: 
A 
-_ _CfT 
E( 
2N f) c DE ßý1 
ei 
Or, in term.. q of damage per reversal: 
1 -1 of P c-b Fig. 4.27 
2Nf 
cEEfIýEe 
Since the material properties and the elastic and plastic strains 
on 
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the right-hand side of Eq. 4.27 are all known, the danage per reversal 
can be calculated directly without resorting to iterative techniques. 
Another common approach to solving the reciprocal life found in 
the literature makes use of the product of local stress and strain, 
(o &E) . Since the elastic strain is directly proportional with the 
local stress, multiplying Eq. 4.23 with Eq. 4.24 yields: 
2 (f) DE oE (2Nf)2b + ßf? Ef! (2Nf)ý+b Eq. 4.28 
22E 
This form of life expression is particularly useful if Neuber's rule is 
to be used to determine the local stress and strain. Then there is no 
need to calculate the local stress and strain, because the left-hand 
side of Eq. 4.28 can be expressed in terms of the nominal stress, hence 
the load, directly, by making use of Eq. 4.20: 
21= ý6fý}2 (2N )2b + 6f"f' (2Nf)c+b Eq. 4.29 
AJ 
Kf f 
2EE 
Eq. 4.29 is then solved iteratively for reciprocal life to determine 
the darrage per reversal, without actually determining the local stress 
and strain. 
Going back to Eq. 4.27, the choice of the plastic to elastic 
strain ratio in. terms of life seems somewhat arbitrary. It is equally 
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possible to write an equation for the product of the elastic and 
plastic strains in terms of life: 
De 
eQ e. 
_-ý- 
fEfI (2N f) c+b 22E 
1E °Ee °c -1 
+b Eq. 4.30 
2Nf 
(ofcft 
22 
Although the choice of the product of the elastic and plastic strains 
also seems arbitrary, there is some justification for this choice. If 
a cyclically loaded material exhibited a perfectly linear elastic 
relation between stress and strain, then there would be no energy 
conversion and the material would be resistant to fatigue failure. The 
energy necessary to cause fatigue failure is intimately related to 
hysteresis energy[16]. 
The area inside the hysteresis loop, Ar, shown in Fig. 4.6, is 
Aa' 
1/n 
AH = AE: Aa- 2+ dQ E K' 
0 
Replacing AE: by Eq. 4.15 and taking the integral: 
1- nl A, A 1ln' AH =1+n, 
(KI 
or 
AH _1- 
n' 
E AeeAC 
1+ n' 
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Hence the area inside the hysteresis loop is directly proportional with 
the product of the elastic and plastic strain, and if the hysteresis 
energy is any measure of fatigue damage, then there is justification 
for using the product, °EeAEp, as a damage index. 
In deriving the last three methods for calculating the life, 
there is an intrinsic assumption made, that the strain equations Eq. 
4.15 and Eq. 4.24, governing the cyclic stress-strain relationship and 
the strain-life relationship respectively, can be separated into two 
parts for the elastic and plastic strain, and that the corresponding 
parts are equal: 
Aee 06 
2 2E 
eel 
_ 
ýa 
2K' 
l/ß2 
CY fI (2Nf)b 
E 
=e f' (2Nf) c 
If indeed this is the case, then there is no need to use any product or 
ratio terms, the reciprocal of life can be calculated simply as: 
1E ofe -1/b 4.31 
2Nf Qf 2 
E 
11p -1/c 
- 4.32 2Nf 2 
This assumption also necessitates that there should be only 4 
independent material constants, not 6 as Eq. 4.15 and Eq. 4.24 suggest. 
K' and n' can then be expressed in terms of 
6 f', E fl, b, and c 
af 
(efi)b/c 
and 
b 
c 
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Another corollary for this assumption is that all the 6 equations, Eq. 
4.24,27,29,30,31 and 32, for the reciprocal life should give one 
and the same result. However, in practice, three separate data fits 
are usually made, one for the cyclic stress-strain data to determine K' 
and n', one for plastic strain-life for I f' and c, and another for 
elastic strain-life for ° f' and b. Hence the mutual consistency of 
these 6 constants is often only approximate, and the 6 equations for 
the calculation of the reciprocal life may give different results. 
The third area of differences between various fatigue damage 
estimation methods, a controversial area, is how to account for mean 
stress effects. It is well established that mean tensile stresses have 
a detrimental effect on the overall fatigue life of components, and 
mean compressive stresses have a beneficial effect. The controversy is 
about dividing the effect of mean stresses into the crack initiation 
and crack propagation stages. [171. However constant amplitude test 
results on laboratory test specimens have resulted in several empirical 
relationships[18,19,20]. 
A commonly used mean stress correction is due to Morrow[18]. 
of off _Au 
/2 
Eq. 4.33 
21-6 f' 
where A Geff/2 is effective local stress amplitude expected to cause 
damage in the same nunter of cycles as the actual combination of mean 
and amplitude, G m and 
X6/2. Then the strain-life relationship becomes: 
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De 6' _a fm 
2E 
(2Nf) b+ 'f ' (2Nf) C Eq. 4.34 
Another mean stress correction in regular use is the Smith-Watson 
Topper pa rarneter [ 19 ]: 
Aaeff o6 vi 
222 
+a m Eq. 4.35 
A common use of this correction is a modification of Eq. 4.28. Since 
A %2 is the amplitude and am is the mean of the local stress, the sum 
gives the peak stress on the maximum stress, 'max, for a given 
hysteresis loop. Then the Eq. 4.28 becomes: 
Ae Q2 
a 
1) 
max -_f (2N f) 
2b +G f' 
efI (2N f) c+b Eq. 4.36 
2E 
4.4 Discussion 
With 2 ways of calculating the local stress and strain for a 
given load, and 6 ways of determining the life for the local stress, 
and/or strain, and 3 ways - one without the mean - of incorporating the 
mean stress effects, the choices are quite numerous. Considering that 
there are also at least 3 ways of cycle counting in regular use, 
Range-Pair, Wetzel's and Rainflow methods, the number of combinations 
of these options would be awesomely too many to an initiate in the area 
of the local stress-strain approach to the fatigue damage calculations. 
However, the situation is not as complicated as it looks. To 
start with, there are not 3 choices for the cycle counting. As 
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demonstrated in Chapter 2, as far as identifying and extracting closed 
stress-strain hysteresis loops is concerned, all the 3 methods give 
identical results, provided that the repeating history starts at the 
most extreme point. If a mean stress correction is required, then 
extracting the closed loops from the load history would not be enough, 
because for the mean stress correction, the amplitude, and the mean or 
the maximum point of the local stress are required, not of the load. 
Hence the exact location of the local stress displacement is needed, 
not just its amplitude. Although the closed loops extracted from the 
load history are linked one-to-one with the local hysteresis loops, and 
the amplitudes of local stress and strain can be directly calculated 
from the load, however in order to find the mean local stress, the tips 
of the local' stress-strain hysteresis loops must be at all times 
defined. Therefore a cycle counting method which can extract closed 
loops in sequence is needed. The range-pair method, as in its 
presented form in Chapter 2, is incapable of doing so. Both Wetzel's 
method and the third version, the pattern classification, of rainflow 
do extract closed loops in sequence and keep up with the 'memory 
effects' of materials. Since discrete elements are used in Wetzel's 
method, some rounding errors necessarily occur. They can be minimized 
by using more elements at the expense of computer storage and execution 
time. Hence to extract closed-loop cycles for crack initiation life 
calculations, the pattern classifying rainflow method is recommended 
for its simplicity, efficiency and ease of use. 
Secondly, there is an apparent paradox in that there are 6 
different ways of relating the local strain and/or stress to the 
life, 
-159- 
211f. If the assunLption made in deriving the 6 equations, Eq. 4.24,27, 
29,30,31 and 32, is correct, i. e. that the elastic and plastic strain 
parts of the cyclic stress-strain relationship and the strain-life 
relationship, Eq. 4.15 and 4.24 respectively, can be separated and are 
equal, then all 6 equations must give the same result, any one of them 
nay be used. If the assumption is not correct, then there cannot be 6 
different equations. In this case, only the strain-life relationship, 
Eq. 4.24, can be used. The reason for this apparent paradox is that 
the cyclic stress-strain relationship and the strain-life relationship 
are not laws of nature, both of them, as the name implies, are 
relationships which explain a set of experimental results best. The 
material properties determined from data fits are not constants, they 
are average values which reflect the change in the material properties 
during a cyclic loading. Therefore the mutual consistency of the 
material properties is only approximate. If, at the end of data fits 
to experimental results, Eq. 4.25 and 4.26 hold, i. e. the two 
parameters can be expressed in terms of the other four, then all the 6 
equations for the life are valid, but they all give the same result, so 
any one of them may be employed. If the values of n' and K' determined 
from the local stress-strain data fit are considerably different than 
the values calculated from 11 f', b, If', and c, then the validity of the 
assumption is questionable, so is the validity of 6 different equations 
which are based on this assumption. Therefore, the original 
strain-life relationship, Eq. 4.24 should be used in this case, 
because 
it is the result of a direct fit to the experimental data, there 
is no 
equation manipulation involved causing extra uncertainties. 
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Dowling et alE20] single out the cyclic stress-strain curve as 
the most important concept in the local strain approach for making life 
estimates. However, if the mean stress correction is not required, or 
considered to be negligible, and if the applied load-local strain 
calibration curve is available, then the cyclic stress-strain curve is 
not necessary for making life estimates, the life can be directly 
calculated from the strain-life relationship. If the load-strain curve 
is not available, then the Neuber's rule must be used to find the local 
stress and strain for a given load, then the cyclic stress-strain curve 
becomes necessary and important. There are several ways of obtaining 
the cyclic stress-strain curves of metals[7]. If the curve as a result 
of a constant amplitude controlled strain test is available, then this 
should be preferred, because the same strain values are used to 
determine the strain-life curve. Then the stress-strain and 
strain-life curves are directly linked by using the same strain values. 
if rainflow is used as the cycle counting, and the strain-life 
relationship in its original form without any manipulation is used to 
link the local strain to the life, then the number of choices to 
calculate fatigue life estimates is considerably reduced. The options 
left are which nominal stress-local notch strain relationship to use, 
and whether to include the mean stress corrections or not. If the 
load-strain calibration curve is not available, then one is left with 
the Neuber's rule. If it is available, then both methods may be used 
for comparison purposes. The same argument goes for the choice of 
the 
mean stress correction. Life estimates with and without the mean 
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stress correction can be made to establish the importance of the mean 
stress effect for the particular situation of interest. Considering 
that the two equations, Eq. 4.34 and 4.35, for the mean stress 
correction are empirical relations to explain certain experiments, the 
validity and compatibility of these equations should be checked for the 
material type, specimen geometry and the loading type under 
consideration. 
So far, all the comments made, the conclusions drawn are based 
on the basic equations and their manipulations. In the next chapter 
some numerical examples are given. In order to put the subsequent 
discussion in proper perspective, the life estimations are made with 
the well-documented, extensive test data[21], on which a considerable 
number of fatigue life estimates are based[22]. The purpose of the 
following exercise is not to produce yet another set of predictions, 
but rather to highlight the points discussed in this chapter. 
Particular attention will be paid to the influence of the material 
fatigue properties on the crack-initiation life estimates. 
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OUPrER 5 
A SENSITIVITY ANALYSIS OF FATIGUE 
DAMAGE CALCULATIONS 
5.1 Introduction 
The fatigue life predictions made in this chapter are based on 
the results of the extensive research coordinated by the Society of 
Automotive Engineers (SAE) Fatigue Design and Evaluation Committee. 
Three different types of load histories were applied to notched test 
specimens, machined from two steels, Man-Ten and RQC-100. Tests were 
conducted at several load levels for each history. The load spectra 
consist of a Transmission history, 1705 reversals long, mainly tensile, 
a combination of variable excitation with many large excursions from 
the mean; a Suspension history, 2506 reversals, mainly compressive, a 
combination of random excitation with occasional large excursions from 
the mean; and a Bracket history, 5936 reversals, with near zero mean, 
approximately narrow-band type vibration. A complete description of 
the test programme is found in Ref. [1]. 
The aim of the following life predictions is not to produce 
'better' life estimates for the test results, it is to gain insight 
into the potential variability of prediction methods, to highlight the 
significance, utility and implication of various alternatives. 
Predictions based on a load-life curve and nominal stresses will be 
discussed first. Then the three areas where the local strain 
approaches differ, as discussed in Chapter 4.3, will be investigated 
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nurýlerically, with a particular emphasis on the way in which the local 
stress and strain is linked to the life. The question of how sensitive 
the prediction methods might be to variations in cyclic properties will 
also be evaluated. 
TN31. E 5.1 
'Old' and 'New' Sets of Material Properties 
for MAN-TEN and RQC-100 
Property MAN-TEN ROC-100 
Old Newa Old. New 
Cyclic stress-strain relationship 
E Elastic modulus, ksi 29500 29500 29500 29500 
K' Cyclic strength coef. ksi 173. 160. 201. 167. 
n' Cyclic strain hrd. expn. . 168 . 193 . 148 . 100 
Load-strain calibration 
cl , kips - 1410. - 1410. 
c2 , kips - 66.7 - 65.5 
d . 39 - . 
31 
Strain-life relationship 
OfI Cyclic fatigue strength coef. ksi. 170. 133. 167. 168. 
b Cyclic fatigue strength expn. -0.12 -0.095 -0.073 -0.075 
ef' Cyclic fatigue ductility coef. 0.90 0.26 0.62 1.06 
c Cyclic fatigue ductility expn. -0.60 -0.47 -0.67 -0.75 
The SAE notched specimen 
Kf Fatigue notch factor - 2.88 - 2.88 
Load-life relationship 
w Notched specimen load coef., kips - 83.4 - 
101.4 
z Notched specimen load expn. - . 23 - . 
23 
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5.2 Load-Life Estimations: 
The same SAE report[l] also includes constant amplitude load 
versus cycles to crack initiation data for the SAE notched specimen. 
Straight lines, on a log-log scale, are fitted to these data which have 
the form: 
DP 
=w (2Nf) Z 2 
Eq. 5.1 
where 0/2 is the load amplitude, and w and z are fitting constants. 
The values for w and z are listed in Table 5.1 alongside with the other 
material fatigue properties of the two steels. 
A simple, the simplest of all, life calculation was made with 
these load-life data fits. Cycles were extracted by a direct 
application of rainflow to the load histories; the life, 2Nf, for each 
load range, AP, was calculated from Eq. 5.1, and the reciprocal lives 
were added linearly according to Miner's rule to obtain the 'damage per 
block', for one block of a load history. Finally, the reciprocal of 
this quantity was used as the life estimate, in terms of 'number of 
blocks to crack initiation'. 
The calculated fatigue lives which resulted are soar rized in 
Table 5.2 alongside with the experimental lives from Ref-111- The 
predicted lives are compared in Fig. 5.1 with the experimental 
data. 
The solid line in Fig. 5.1, and in the following similar plots, 
represent perfect agreement between predicted and experimental 
lives, 
the dashed lines represent a factor-of-three scatter band. Points 
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Table 5.2. 
Variable Amplitude Fatigue Life Estimations 
Load-Life and Nominal Stress Methods 
Material : MAN-TEN 
Load Exprm. 
life 
(Kips) (blocks) 
P i redcted v Lies 
Transmission L-L NS-1 NS-2 NS-3 
1G. 0 8.4 
1A2: 5 11.7 0.7 12.1 3.8 
16.0 ii-"C? 
8.0 74.0 
B. 0 154.0 261.9 35.0 184.9 97.3 
E). 0 420.0 
3.5 3755.0 
3.5 4370.0 10 667 3896 4789 4609 
3.5 58c t3.0 
Suspension 
16.0 - 
IG. 0 7.7 36.7 3. G 33r2 12"6 
1G. 0 28.0 
9.0 163.0 
9.0 208-0 484.0 70.5 310.2 184.0 
8^c? 430.0 
6.0 1410.0 
6.0 17-90.0 2982 7 30 1530 132c_ä 
6.0 2340.0 
Bracket 
16.0 1 .5 
16.0 3.0 1.6 car 1 1.6 0. S 
ii',. 0 2.6 
8.0 11 . 55 ý1"t 
Lý LI 20 35.7 5r v 24 r ýJ a:. 13.4 
8. 33. cß 
3" 
`+ 
3.5 
A'--70. 
(- 
; 10.0 1454 
597 630 637 
3.5 1 588 
 0 
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Table 5.2. (cont. ) 
Variable Amplitude Fatigue Life Estimations 
Load-Life and Nominal Stress Methods 
Material : RQC-lOO 
Load Exprm. 
life 
(Kips) (blocks) Predict edL iv es 
Transmission L-L NS-1 NS-2 NS-3 
16.0 2"' ? 
16.0 33.5 53.7 5.1 63.4 34.1 
113.0 2 9.9 
8.0 369.0 
8.0 374.0 1428.8 448.6 1235.5 854.7 
8.0 460.0 
3.5 57000 
3.5 88000 73216 94459 41907 60318 
3.5 88000 
Suspension 
16.0 19.9 
16.0 24.4 176.3 21.7 187.7 87.1 
1G. 0 64.0 
9.0 
9.0 1710 3730 890 31 J3 1 GB4 
9. cß - 
6.0 - 
6.0 48000 18820 13395 134{? 1 135 75 
6.0 - 
Bracket 
1G. ß? 3 .3 
11.0 4. 7.3 0.8 B. 5 3.5 
16.0 -9.1 
8.0 47.0 
B. 0 87.5 198.9 70.0 164.5 122.5 
E, _0 113.0 
3.5 2673 
3.5 2673 10190 14739 5636 
8633 
3, 5030 
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falling below the solid line indicate a conservative estimate, and 
those above a non-conservative estimate. 
Reasonable results are obtained by this method, with the 
calculations tending to be non-conservative, particularly for RQC-100 
at intermediate lives. However, most of the predictions are within the 
factor-of-three scatter band. Obviously, life calculations based on 
load do not have the capability of handling local mean stress effects 
because there is no notch analysis, leading, to the determination of 
local stress and strain, involved in this method. However, the same 
deficiency of the load-life method, i. e. that there is no local 
stress-strain analysis, is also its strength. The load-life data is 
determined from the tests where the actual component itself is being 
tested. Manufacturing variables such as surface finish and residual 
stresses are accounted for in the test data. In life calculations, no 
assumption other than Miner's liner damage rule and rainflow counting 
is made. 'T'hus, the reasonable success of calculations just made was 
possible not only because the mean stress effects were unimportant in 
the SAE tests, but also because the life was directly linked to the 
load that the component itself experiences. 
5.3 Nominal . tress l thuds 
Nominal stress methods are discussed in Chapter 4.1. Life 
calculations based on these methods were made. Rainflow counted load 
ranges were converted to nominal stress ranges at the notch root 
by 
multiplying the applied load by a constant. This assumes that nominal 
stresses are always elastic. Damage for each stress range was 
-171- 
calculated from a notched S/N; curve estimated Fron smooth 6-u data, 
The foil owing life expressions were used in these calculations: 
Method 1 
DS 
26r _ 
(2Nf) q Eq. 5.2 
where 
b 
1ogKf 
q=- 
6 
Method 2 
1 AS 
= (2Nf)P Eq. 5.3 
Kf2Qf' 
where 
p=b - 
logKf 
3 
Method 3 
1 As 
f 2Q f' 
= (2N; ) r Eq. 5.4 
logg Kf 
r=ý- 
4 
Damage was suns-ned as the inverse of 2Nf for each stress range AS in a 
given load block. 
The estimated fatigue lives by these methods are summarized in 
Table 5.2 and plotted 
in Fig. 5.2,3 and 4. Nominal Stress Method 1 
overestin-ates the üaraage for short and intermediate lives, particularly 
for F-an-Teri. It calculates as much as an order of magnitude too much 
ciaruage for Iý7an-Ten at the highest load levels for all the three 
lei stories, Nýiorudna S; -: re., s Tletlºod7 2 corrects the tendency of the Methcxä 
1.. ,ý be overly conser Di ivý at short and i r, Lerriediate lives. For ail 
the ti, ree and i Cý1 ? ciet als, virtually all the predictions art 
within the _factor-of-three scatter 
lnaii; , with the predictions tending 
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to be slightly non-conservative for RQC-l00. The results predicted by 
Nominal Stress Method 3 are between the values predicted by Methods 1 
and 2 at each load level, as expected. Again almost all the 
predictions are within the scatter band, this time with slightly 
conservative predictions for Man-Ten. 
As in the load-life method, Nominal Stress Methods are 
incapable of accounting for the mean stress effects since no local 
stress at the notch root is calculated. Even if it were possible to 
account for the mean stresses, the effect would probably be far less 
significant than the effect of the choice of approximation to the 
notched S/N data from the smooth Q-N data. 
5.4 Local Stress-Strain Methods: 
In order to highlight the advantages and usefulness of the 
local strain approach, and identify the possible sources of error, the 
three areas, discussed in Chapter 4.3, where the local strain 
approaches differ are examined separately. The three areas are, (a) 
the way in which the local stress and/or strain is linked to the life, 
(b) the way in which the local strain is determined for a given 
load 
level, and (c) the way in which the mean stress effect is accounted 
for. 
Assume that the local stress and strain are known, AE, t , and 
that the elastic and plastic parts of the local strain can 
be separated 
and calculated AE: 6Ep. Then the 6 ways of relating 
the local 
, er 
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stress and/or strain to the life are: 
Method 1: 
E: o. f' 
2= E 
(2Nf) b+E f' (2Nf) c Eq. 5.5. 
Solve the strain-life relationship iteratively for the reciprocal life. 
Method 2: 
1 Qýý De 
_1 
2Nf EE f' fee 
Method 3 
1_E Dep Aee 1 
c+b 
2Nf 
(afTfT 
22 
Method 4: 
!Q AE f 
1) 2 
22E 
(1V ýTTf) 
Zb 
+Qr,.. 1Ef 1 (2Nf ) C''b 
Solve Eq. 5.8 iteratively for the reciprocal life. 
Method 5: 
1E 
2Nf 6f 
AE 1 
e -- b 2 
Eq. 5.6 
Eq. 5.7 
Eq. 5.8 
Eq. 5.9 
Method 6 
1_1_1 
c 2Nf E2 
5.4.1 Load-Strain Analysis: 
Eq. 5.10 
As a first step towards examining the relevant importance of 
each area where the local strain approaches differ, the rrean stress 
effect was disregarded, the local strain for each load range was 
calculated from the load-strain calibration curve, and the 
corresponding damage for each local strain range was calculated by the 
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6 methods above. The load-strain calibration curve is given in the 
following form: 
oePAP 1/d +`l Eq. 5.11 
2 2cl 2c2 
where °e/2 and A P/2 are the local strain and applied load amplitudes 
respectively, and cl, c2 and d are fitting constants. 
Since the effect of mean stresses was neglected, there was no 
need to calculate the exact locations of cyclic stress-strain 
hysteresis loops, only the amplitudes of local stress and strain were 
necessary and sufficient. There, load ranges corresponding to closed 
hysteresis loops were extracted by applying rainflow to the load 
histories and the local strain range for each load range was calculated 
from Eq. 5.11. Once the local strain range was determined, the local 
stress was calculated from the cyclic stress-strain curve: 
Ae= AQ AQ 1/n' 
2 2E 2K' 
For a given tE, Eq. 5.12 was solved iteratively foroa . 
and plastic parts of the local strain were assumed to be: 
Aee Aß 
2 2E 
and 
DE A6 1/n 
2 2K' 
Eq. 5.12 
Then the elastic 
Eq. 5.13 
Eq. 5.14 
Finally, the corresponding damages were evaluated by each method with 
their respective equations, Eq. 5.5 to Eq. 5.10, and the 
damage terms 
summed according co Miner's rule. 
The values of the constants for Eq. 5.11, and also the 
fatigue 
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and cyclic: stress-strain constants needed for Eq. 5.12 and Eq. 5.5 were 
obtained from Refs. [1] and [2]. These values are listed in Table 5.1. 
"New" material properties were used in the life calculations in this 
section. The calculated fatigue lives are listed in Table 5.3. 
The predicted lives are not going to be compared with the 
experimental lives at this stage, instead the lives predicted by the 6 
methods for each load level, history and material are compared with 
each other. An examination of values in Table 5.3 row by row, i. e. the 
comparison of the life calculations for the same load level, history 
and material show that all the 6 methods calculate practically the same 
life, particularly for RQC-100. The predictions made by the 6 methods 
for RQC-1 0 are all within less than 1% of each other. Although not 
very significant in terms of fatigue calculations, there are noticeable 
differences in the life predictions made for Man-Ten. The largest 
difference is between Methods 2 and 5 at short lives. Method 2 
overestimates the damage, 1.5 times as much, compared to Method 5, at 
short lives. At long lives, the roles are reversed, Method 5 
overestimates the damage compared to Method 2, with much reduced ratio. 
The lives calculated by the other 4 methods are very close, all within 
5% of each other. 
As stated in Chap. 4.3, if the assumptions made in obtaining 
the 6 equations for life are correct, i. e. the elastic and plastic 
parts of the stress-strain and strain-life relationships can be 
separated and that the corresponding parts are equal, then there must 
be only 4 independent material constants, not 6 as the stress-strain 
_ ? C; _ 
and strain-life relationships suggest, K' and n' can then be expressed 
in terms of afIF if' , b, and c. Furthermore, then all the predictions 
by the 6 methods must give one and the same result. Cyclic 
stress-strain properties calculated from cyclic fatigue properties are: 
b af 
n' =- and K' _ 
c Ef ýýb/c 
for Man-Ten 
-0.085 
n' _=0.202 
-0.47 
133. 
K=0.260.202 - 174.63 
for RQC-100 
-0.075 
= 0.100 
-0.75 
168. 
Ký 
1.060.1 = 
167.02 
Calculated values of K' and n' for RQC-100 are practically the same as 
the values listed in Table 5.1 and the life predictions for RQC-100by 
the 6 methods are practically the same, as expected. Calculated values 
of K' and n' for Man-Ten are slightly but noticeably different than the 
values listed in Table 5.1,174. against 160., and 0.202 against 0.193, 
and the life predictions for Man-Ten by the 6 methods using the values 
in Table 5.1 reflect these differences. The lives for the same load 
level and history are close but not the same, the differences being 
more noticeable at short lives where the life is largely dictated by 
the plastic strain, where K' and n' become dominant in determining the 
total strain. 
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5.4.2 Neuber's Analysis 
The next step in the evaluation of local strain methods was to 
use Neuber's notch analysis to calculate the local stress and strain 
for a given load level. This was done in order to highlight the 
difference 'between the two notch analysis methods. As in the previous 
calculations, the effect of mean stresses was ignored. Rainf low 
counted load ranges were converted to the nominal stresses by 
multiplying the applied load by a constant, assuming nominal 
elasticity. The local stress and strain at the notch root are related 
to the nominal stress by Neuber's rule: 
oQ of 1 oS2 
-- F Kf 22E2 
Eq. 5.15 
A fatigue notch factor, Kf, the value of which is listed in Table 5.1, 
was used in place of the stress concentration factor, Kt. Replacing 
AE/2 in Eq. 5.15 by Eq. 5.12 gives: 
1 
Kf 
'S1 2AQ 
E22 
Af A6 
-+ 2E 2K' 
Eq. 5.16 
Eq. 5.16 was solved iteratively for the local stress, Au , for each 
nominal stress range, AS, calculated from rainflow counted load range. 
Once the local stress was determined, the elastic and plastic strains 
were calculated, using Eq. 5.13 and 14. Then the reciprocal 
lives were 
calculated by the 6 methods using their respective equations, Eq. 
5.5 
to Eq. 5.10 and the daTrge terms added linearly. 
The predicted lives, using the 'new' material properties, are 
listed in Table 5.4. Naturally, the same trend is observed, with 
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regard to evaluating the damage by different methods. Life predictions 
for RQC-100 by the 6 methods are practically the same, while 
predictions for Man-Ten differ slightly but noticeably, particularly at 
short lives, for the same load level and history. 
A comparison of Table 5.3 with 5.4 show the effect of 
calculating the local strain by the two notch analysis methods. Lives 
calculated using the load-strain curves are approximately twice longer 
than the lives obtained from Neuber's rule at short lives. In other 
words, Neuber's rule is a factor of 2 more conservative than the 
corresponding load-strain analysis at short lives. At intermediate 
lives, Neuber's rule is still more conservative, but with a reduced 
factor. At long lives both analyses predict almost the same result, 
Neuber's rule tending to be less conservative than the load-strain 
calibration curve. 
The load-strain calibration curves, used to obtain the 
prediction in Table 5.3, are the results of experimental data[3' for 
the specimen tested. Another load-strain curve can be obtained 
directly from Neuber's rule. At a given load, Eq. 5.16 is solved 
iteratively for the local stress, and the local strain is found from 
Eq. 5.12. Experimental and Neuber's rule load-strain calibration 
curves for both materials are compared in Fig. 5.5. Then the above 
observation becomes obvious for, simply, Neuber's rule overestimates 
the local strain for the specimen and materials used 
in the SAE test 
progran rye. 
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Table 5.3. 
Variable Amplitude Fatigue Life Estimations 
Load-Strain Analysis, 'New' Material Properties 
Load 
(kips) 
M-1 
Transmission 
16.0 11.3 
F. c) "'41.2 
3.5 17624 
Suspension 
IC3.0 35.4 
9.0 496.5 
C; . () 3578 
Bracket 
1B. 0 
B. 0 
5 3. 
M-2 M-3 M-4 M-6 M-6 
Material : MAN-TEN 
10.3 11.7 11.9 15.0 11.1 
329.7 343.1 247.9 271.3 237.7 
18914 18159 17296 16720 18458 
32.9 36.4 37.0 44.0 35.0 
477.4 5 02 .5 508.6 552.7 492.5 
3554 3603 3603 3688 3584 
ý. r 1.4 1 1 1 G 2.0 1.5 
322 .7 31.5 32.9 33. E 35.9 32.3 
2897 317-9 3036 2838 2742 3085 
Material : RQC-l00 
Transmission 
1C'.. 0 14.4 14.4 14.4 14.4 14.5 14.4 
80 261.7 361.5 261.6 261.8 262.1 361.6 
3.5 704754 703323 7t3359ß 704785 704828 70347 
Suspension 
I C), .0 48.0 46.0 46.0 46.0 46.1 
46.0 
9.0 588.3 587.8 588.0 588.5 589. (0 587.9 
6.0 9868 9855 9859 9871 9877 9858 
Bracket 
16.0 1.7 1.7 1.7 1.7 1.7 1.7 
010 44. G 44. G 44. G 44.6 44.7 44.6 
3.5 91859 91686 91722 91871 91882 91706 
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Table 5.4. 
Variable Amplitude Fatigue Life Estimations 
Neuber Analysis, 'New' Material Properties 
Load 
(kips) M-1 M-2 M-3 M-4 M-6 M-6 
Material : MAN-TEN 
Transmission 
16.0 5.3 4.8 5.5 5.6 7.3 5.2 
8.0 111.5 104.5 113.2 115.7 131.9 109. G 
3.5 12933 13585 13199 12747 12437 13353 
Suspension 
16.0 16.7 15.3 17.3 17.6 21.9 1G. 5 
9.0 336.6 323.9 ? 40. G 245.1 278.5 ? 33.4 
6.00 1956 1900 1967 1989 2098 1940 
Bracket 
iG ýa 0.7 tG 0.7 0.7 0.9 0., 
15.8 14.9 16.0 16.3 18.2 15.6 
3.5 3185 X333 2256 2153 31tß? 2287 
Material : RQC-l00 
Transmission 
16.0 7.4 7.4 7.4 7.4 7.4 7.4 
B. 0 1E35.3 185.3 185.3 185.4 185.6 185.3 
3 .5 642160 640458 
840783 842206 842242 840635 
Suspension 
I,. 025. () 
8.0 402.8 
610 9144 
250 15 
.0 
25 
.0 
l`, 
. 
() 25 
.0 
402.6 402.7 403.0 403.4 402.6 
9134 9137 9147 9153 913 
Bracket 
1 r; . OO 
0.9 0.9 0.9 tß .90.9 
0.9 
8.0 32.8 32.8 32.8 32.8 32.9 32.8 
3.5 106843 106639 106680 106853 106866 106663 
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Table 5.5. 
Variable Amplitude Fatigue Life Estimations 
Neuber Analysis, 'Old' Material Properties 
Load 
(kips) M-1 M-2 M-3 M-4 
Material : MAN-TEN 
M-5 M-6 
Transmission 
16.0 12.2 18.. ^ 11.1 9.8 4.1 13. G 
8.0 156.8 295.1 f 58 .0 117.1 44.7 304. g 
3,5 7557 39656 16427 5391 ? 77cß 33386 
Suspension 
16.0 31.0 53.2 30.8 23.9 9.8 38.4 
9.0 310.1 638.5 338.9 231.6 92.5 437.1 
G. c0 1891 5057 2447 1361 560 3274 
Bracket 
16.0 1.5 .: _.... 1.4 1.2 0.5 1.7 
0.0 20.3 41.4 21.5 14.9 5.7 28. cß 
3.5 1159 6861 2814 847 458 4025 
Material : RQC-l00 
Transmission 
1C. 0 6.7 5.4 6.8 7.6 16.0 6.1 
Bro 166.9 87.7 133.9 238.0 717.0 111.0 
3.5 931886 25290 59039 1237643 1655785 40538 
Suspension 
1E;. 0 33.7 16.2 21.6 26.8 60.5 19.0 
9.0 365.5 194.4 395.8 508.3 1506.3 245.7 
6.0 7848 19 43 3443 12535 32116 2672 
Bracket 
1C1, .00.8 
0.6 0.8 1.2.2 0.7 
Bý0 28.3 13.2 20.9 42.3 122.8 17.1 
3.5 104548 4270 9864 154329 238704 6815 
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204 Load 
(kips) 
/, 
j 
0. 
2 
y/ 
Uý 
/CS 
7 
% 
xr 
rl 
ýP 
77i / 
71/ 
/ý ü 
V 
ý/ 
G7 
/ýQ 
j' /i 
/ 
x/ 
x V 
x 
Local Strain 
Man-Ten 
Experimental 
Neuber's rule 
C 
C/ 
/X 
0 
x 
0.04 
Fig. 5.5 Experimental and Neuber's rule load-strain curves 
RQC-100 
_' J»J ý) - 
5.4.3 Neuber's Analysis, 'Old Properties' 
Another set of life calculations was made employing Neuber's 
rule exactly the same way as in Section 5.4.2 with the only difference 
that the 'old' set of material properties listed in Table 5.1 was used. 
The predicted lives are listed in Table 5.5. 
When the cyclic stress-strain properties, K' and n', are 
calculated front the cyclic fatigue properties, f ', ab, EfI and c, they 
would give 
for Man-Terz 
-0.12 
11' _=0.200 
-ßi .60 
170. 
K' 
; . 900.2 
= 173.62 
for RQC-goo 
-0.073 
= 0.109 
-0.67 
167. 
K=0.620.199 = 175.93 
These calculated values of K' and n' for both sets of n terials are 
very different than the values listed in Table 5.1 under the 'old' 
headin, Y, 173.6 vs 173. and 0.200 vs 0.168 for Man-Ten, and 175.9 vs 
2ý"l. and 0.109 vs 1.148 for RQC-100. Obviously, the life calculations 
made by the 6 methods reflect these differences. The most affected two 
methods are Methods 2 and 5, always giving extreme results. If the 
life predictions made by Method 1 is chosen as the base line to 
compare the ot'rier predictions, then for M'an-Teri Method 2 predicts 
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grossly unconservative lives, particularly at long lives a factor of 
5-6 too unconservative, while Method 5 predicts roughly a factor of 3 
too conservative lives. For RQC-100, again Methods 2 and 5 always give 
extreme results, however, this time in the opposite directions and with 
differences more expanded. 
In order to highlight the differences between the methods 
further, which yield 6 different life predictions for the same set of 
material properties and the same load history, a new set of life 
predictions were made using the 6 methods, this time, assuming a 
simple, constant amplitude loading. This was done to avoid confusion 
due to differing length of load histories and the load severity 
variation within each load history used in the earlier predictions. 
The calculated lives for constant amplitude loading by Methods 
2 to 6 are plotted against the lives calculated by Method 1, the base 
line calculations, and shown in Figs. 5.6 and 5.7. This time the 
predicted lives are in terms of number of reversals, not nurcber of 
blocks of load history. The dashed lines in these figures represent 
perfect agreement between Method 1 and the rest of the methods. The 
transition lives are also indicated in these figures, kind of 
landmarks, to help examining the variation of methods in different 
regions of life. A transition fatigue life, 2Nt, is defined as the 
nu ber of reversals at which the local elastic strain equals to the 
local plastic strain: 
Q' 
(2Nt) b=E f' (2Nt) C 
E 
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Fig. 5.6. Comparison of predictions by Method 2-6 and base-line 
predictions for constant amplitude loadings, for MAN-TEN 
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Fig. 5.7. Comparison of predictions by Method 2-6 and base-line 
predictions for constant amplitude loadings, for RQC-l00 
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or 
C-b 2tit = 
E ý' 
The transition lives for Man-Ten and RQC-100, from the 'old' set of 
material properties, are 37000 and 2600 reversals, respectively. 
The observations made for the life predictions for the block 
histories in Table 5.5 can now be re-observed in Figs. 5.6 and 5.7 in a 
more comprehensible and demonstrative way. For Man-Ten, Method 5 
predicts roughly a factor of 3 too conservative lives than the base 
line predictions at short and intermediate lives; the predictions 
approach the perfect agreement line at long lives with the worst 
agreement at the transition life. Methods 2,3 and 6 show the same 
tendency in varying degrees, that they all predict the same lives as 
the base line, almost a perfect agreement, up to the transition life; 
then they all start diverging from the perfect agreement line, with 
varying slopes. Obviously, the agreement gets worse as the life 
increases, a decade after the transition life Method 2 predicts an 
order of magnitude too non-conservative lives than the base line. 
Method 1 gives the nearest results to the base line calculations. It 
starts with good agreement at short lives, the agreement becomes the 
worst at the transition life, but only a factor of 1.4 conservative, 
and it again approaches to the base line at long lives. 
The variation of life predictions for RQC-100 follows exactly 
the same pattern as the predictions for Man-Ten with only one 
difference, the methods previously predicting conservative lives 
compared to the base line now predict non-conservative lives, and vice 
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versa. Naturally, the transition life is different, and the scale of 
variations is different, but all the methods exhibit the same distinct 
tendency to overestimate or underestimate lives as in the case for 
Man-Ten. Again Method 4 is the nearest to the base line. 
Note that the differences between the predictions with the 6 
methods for the same material and load are due to the inconsistency of 
K' and n' values calculated from Gf', b, E: f' and c and K' and n' values 
given in the 'old' material data. If two sets of K' and n' values were 
equal, then all the methods would yield the same fatigue life for the 
same material and load, as they did, in Table 5.4; nearly the same for 
Man-Ten and inseparably close for RQC-100. This clearly suggests that 
the response of a method to a material property change is not the same 
for all the methods. In the following section, the sensitivity of the 
prediction methods to variations in the cyclic material properties is 
investigated. 
5.5 Sensitivity of Prediction Methods to Material Properties 
In order to investigate the sensitivity of the prediction 
methods systematically and quantitatively, a sensitivity term, nx, is 
introduced as an indication of how a life prediction by a method 
changes in response to a variation in the property, x, in question. 
The steps to calculate the sensitivity terms are as follows: For each 
method, 
i) Calculate the life, 2Nf, for a given level of load, using 
the listed material properties in Table 5.1. 
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ii) Increase the material property in question, x, by a small 
amount, Ax. 1% of the original value was chosen for ox in this study. 
While keeping the rest of properties the same, calculate the life, 
2Nf+, for the same load level. 
iii) Decrease x by Ax, and calculate 2N f_ . 
iv) The sensitivity term, Ti x, for x, can now be defined as: 
nx- 
2Nf+-2Nf- 
Eq. . 5.17 2Nf lox 
Defined in this way, the sensitivity term can be viewed as the 
"norrrkalized discrete partial differentiation of the life, 2Nf, with 
respect to the property in question, x". A more practical 
interpretation of this definition is that nX is a measure of rate of 
percentage change in the life, 2Nf, in response to 1 percent change in 
the property, x, while the rest of the properties stay the same. 
Sensitivity terms for each cyclic material property, a f', b, 
Ef', c, K' and n', and also for the fatigue notch factor, Kf, were 
calculated at different load levels, covering a range from very short 
lives to very long lives, for both Arian-Ten and RQC-100. Again a 
constant amplitude loading was used, to avoid the confusion due to the 
varying length of service histories used in the earlier predictions, 
and also due to the variation in the load severity within each service 
history. "New" riterial properties were used. The sensitivity terms 
for each material property were plotted against the life, 2Nf, for the 
6 methods, and are shown in Figs. 5.8 to 5.12 for RQC-100. The scale 
and the length of both axes in these plots are kept the same to make 
comparisons easier with y-axis, the sensitivity axis linear; x-axis, 
the life-axis logarithmic scale. 
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Before discussing how the 6 methods respond to changes in the 
material properties, it may be pertinent to remind briefly how the 6 
methods calculate the life. In all methods, the local stress, the 
local elastic and plastic strains are determined using Neuber's rule 
for a given load level. Then Method 1 calculates the life fror the 
complete strain-life curve using the total strain. Method 2 makes use 
of the ratio of the plastic to elastic strain, whereas Method 3 uses 
the product of the elastic and plastic strain. Method 5 uses only the 
elastic strain part of the total strain-life curve, Method 6 employs 
only the plastic part. Method 4 makes use of the product of the local 
stress and total strain, as a result the cyclic stress-strain curve is 
by-passed, and the life is directly linked to the applied load by 
Neuter's rule, as explained in Chapter 4.3 and Eq. 4.29. With these 
points in mind, the variation of the sensitivity terms calculated by 
the 6 methods is discussed for pairs of related material properties, 
with Method 1 as the base line. 
Fatigue strength (elastic strain-life) properties, af'and b, 
Fig. 5.8: naf' of Method 1, i. e. the sensitivity of Method 1 to a 
variation in Q f', starts out from zero at short lives, implying that 
this method is insensitive to a change in "f ', that whatever the change 
in GfI might be, it does not affect the final life prediction at short 
lives. T' Of' of tiethoc3 1 exhibits a gradual increase around the 
transition life, followed by a relatively sharp increase at 
intern diate lives, then a gradual approach to a steadystate value at 
very long lives. At long lives, Method 1 becomes highly sensitive to 
change in of' , i. e. a small change 
in a f' would cause a fairly 
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large change in the life prediction by Method 1. If a numerical 
example is necessary, it is safe to say that for lives longer than 106 
reversals, a 1-percent-increase in a f' would cause approximately a 
12-percent-increase in the life predicted by Method 1. The reason for 
this apparent reluctancy in giving a numerical example is that any Ix 
of any method is a measure of average rate of percentage change in life 
due to 1-percent change in the property x, at a particular x. It is 
not necessarily a proportionality constant between the predicted life 
change and the change in the property. For example, the statement, 
that, for lives longer than 106 reversals, a 4-percent-increase in Gfi 
would cause approximately a 48-percent-increase in the life predicted 
by Method 1, may not be true. Indeed, it is not true; from the actual 
calculations, a 4-percent-increase in ßf' would cause not 48, but 
approximately 65-percent increase in life. 
na 
f' of Method 4 follows a similar pattern to that of Method 1. 
i. e. Method 4 is also fairly insensitive to a f' at short lives and 
becomes very sensitive at long lives, gradually approaching to the same 
steady-state level as Method 1, but more sensitive than Method 1 for 
all lives. Method 6, which uses the plastic strain only, does not 
depend on the elastic strain-life properties, therefore 
nIf' for Method 
6 is zero for all lives, as expected. Methods 2 and 3 display 
relatively low, constant level of sensitivity for the whole life 
spectrum. However, having a negative sign for 
naf', Method 2 predicts 
a decreased life for an increase in 6f' , contrary to the expectation. 
Method 5, which uses the elastic strain only, shows a 
-199- 
constant, but the highest level of sensitivity to a change in "f'; it 
is indeed this level that n af', of Methods 1 and 4 approach at the 
steady state. A high level of sensitivity to °f' at short lives, 
meaning that a small change in "f' would cause a large change in the 
predicted life by Method 5, is also against the expectation, because at 
short lives, the life is governed mainly by the plastic strain, the 
contribution of the elastic strain is negligible, as Method 1 
predicted. 
TI 
b., the sensitivity in response to a change in b, follows a 
similar pattern to that of cy f' for all methods, constants in the 
previous case becoming lines for this case. Method 5 is again the most 
sensitive of all to b at all lives, however it is not constant this 
time; the sensitivity depends on the life, it increases linearly with 
the life, nb of Method 1, the base line, starts out from zero at short 
lives, meaning that the life predictions by Method 1 does not depend on 
b at short lives, then increases relatively sharply at intermediate 
lives and gradually approaches to the asymptote determined by Method 5 
b of Method 4 follows the same pattern as Method 1, at long lives. n 
with somewhat more sensitivity. Method 6 altogether, and Methods 2 and 
3 are relatively insensitive to variation in b for all lives. 
Fatigue ductility ( lastic strain-life) pro rties, EfI and c. 
Fig. 5.9: 
All the methods are relatively insensitive to variation in 
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E f' for all lives. Method 5, which uses the elastic strain only, does 
not depend on the plastic strain-life properties, therefore ef' and nc 
of Method 5 are zero for all lives. Surprisingly, Method 2, which uses 
the ratio of the plastic to elastic strain, displays the highest, but 
still relatively low, level of sensitivity for all lives, even more 
than Method 6, which uses the, plastic strain only, does. Methods 1 and 
4 again display similar behaviour, they start with a constant, fairly 
low level of sensitivity, after the transition life, the sensitivity 
starts decreasing, gradually dropping to zero at long lives. 
'l c, the sensitivity in response to a change in c, of Method 1 
starts out as a straight line at short lives, with the asymptotic line 
determined by Method 6, reaches its peak value around the transition 
life, then gradually starts decreasing, and approaches zero at long 
lives. nc of Method 4 follows the sane pattern with a slightly reduced 
sensitivity for all lives o of the other 3 methods, Methods 2,3 and 6 
are straight lines with varying positive slopes indicating that a small 
change in the plastic strain property c would cause a large change in 
the life prediction at long lives where the life is dominated mainly by 
the elastic strain. The behaviour of Methods 2,3 and 6 is again 
contrary to expectations at long lives. 
Cyclic stress-strain proaerties, K' and n'. Fig. 5.10: 
TI K' of Method 1 starts with a constant value at short 
lives, 
increases very slowly reaching the maximum value not at the transion 
ý, 
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life, but almost a decade later, then gradually decreases and 
approaches zero at long lives. 'I K' of Methods, 2,3 and 6 display an 
S-shape variation, they all start with a constant value at short lives, 
gradually increasing at intermediate lives, and reaching a high level 
of steady-state sensitivity at long lives. n KI of Method 5 also 
displays an S-shape variation, it starts with a high level, but 
negative, of sensitivity at short lives, increases at intermediate 
lives meaning that the magnitude of the sensitivity decreases, and 
approaches zero at long lives. The behaviour of Method 5, which uses 
the elastic strain only, is contrary to expectations on two accounts, 
one is the sign of the variation which is negative meaning that an 
increase in K' would cause a decrease in the life predicted by Method 
5. The other is the magnitude of the variation at short lives, 
indicating that a small change in K' would cause a large change in the 
predicted life. The behaviour of Methods, 2,3 and 6 is again contrary 
to expectations at long lives. 
TI 
ni of Method 1 follows a similar pattern to 
n 
Ki but with a 
negative sign. The variations of nn' for the other 4 methods still 
display S-shape curve as in the previous case for nK', with signs 
reversed and the steady-state levels at short and long lives becoming 
asymptotic lines. Method 4 by-passes the use of the cyclic 
stress-strain relationship, T'K' and nnv of Method 4 are zero, as 
expected. 
Fatigue Notch Factor, K , --j Fig. 5.11: 
Although it is not a material property, the sensitivity of the 
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life prediction methods to the fatigue notch factor is also 
investigated. For once, all the 6 methods are affected to the same 
degree by a change in Kf throughout the life spectrum. The negative 
sign indicates that an increase in Kf would cause a decrease in the 
life predicted, all the methods are very sensitive to a change in Kf at 
long lives. Although the sensitivity at short lives is relatively 
small in this plot, however, compared to the sensitivity to the 
material properties at short lives, the sensitivity of life predictions 
to Kf is considerably high even at short lives. 
Sensitivity of Method 1, Fig. 5.12: 
Finally, the sensitivity of Method 1 to all the material 
properties and the fatigue notch factor is summarized in Fig. 5.12. 
General Corirnents : 
Although the sensitivity variations of the methods using only 
the materials properties of RQC-100 are shown in Figs. 5.8 to 5.12, the 
sensitivity calculations using the properties of Man-Ten exhibit the 
same pattern to that of RQC-100. The differences between the two sets 
of sensitivity plots are the location of the transition life and the 
scale of the plots, for the obvious reason that the magnitudes of the 
properties for the two materials are quite different. However, the 
sensitivity plots for both materials display the same shape, the same 
trend for all the methods, therefore the sensitivity plots for lv±an-Ten 
are not included. Indeed, the subject under scrutiny in this study is 
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not the material properties, but the behaviour of the life prediction 
methods in response to a change in the material properties. 
Of the 6 methods investigated, only Method 1 behaves in the way 
that is expected from a life prediction method which conforms to the 
experimentally observed data, Method 4 coming a close second. The 
differences between Methods 1 and 4 are that Method 4 does not depend 
on K' and n', therefore the sensitivity of Method 4 to these properties 
is zero while Method 1 exhibits some low level, but distinct, 
sensitivity, and that the sensitivity of Method 4 to the other 
properties is either slightly higher or lower than that of Method 1, 
but follows the same pattern. The difference between Method 1 and the 
other 4 methods is not just a slight difference in magnitude of 
sensitivities, but a difference of attitudes. The sensitivity of 
Method 5 to all the properties consistently disagrees with that of 
Method 1 at short and intermediate lives, with the difference getting 
smaller at long lives. In fact, Method 5 becomes a limiting case of 
Method 1 at long lives. The sensitivity of Methods 2,3, and 6 to all 
the properties consistently disagrees with that of Method 1 at 
intermediate and long lives, with difference getting progressively 
worse at long lives, and getting smaller at short lives. This time, it 
is Method 6 which becomes the limiting case of Method 1 at short lives. 
The concepts, "contrary to expectations", "disagreement in 
attitude" may be explained best with an example. Suppose the fatigue 
strength exponent, b, is slightly increase from bl to b2, while keeping 
the other properties constant. The effect of this change on 
n/1^. 
"ýJ ': 
the strain-life curve is illustrated in Fij. 5.13. Since the other 
parameters are kept constant, there would not be any change in the 
total strain calculated with the new set of properties. However, there 
would be a change in the life predicted from the new strain-life curve, 
this change, an increase, would be negligibly small at high strain 
values, in other words, at short lives, and considerably large at long 
lives. The sensitivity of Methods 1 to b conforms to this observation, 
as shown in Fig. 5.8. b, so does Method 4. However, from the same 
figure, Method 5 predicts a considerable increase in the life even at 
short lives and Methods 2,3 and 6 predict a negligible change in the 
life even at long lives. Method 2 displays even a further disagreeuent 
that an increase in b would cause a decrease in the predicted life. 
EO 
6f, 
E 
el 
) 
2N f 
Fig. 5.13 The effect of b on the fatigue life. 
N N1 N2 
0 
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Note that there is an intrinsic assumption in the sensitivity 
calculations presented in this section, that all the 6 material 
properties are independent. The fact that whether K' and n' values are 
consistent with "f', b, fl and c, i. e. the two of them can be 
calculated from the other four, has no relevance on the sensitivity 
calculations. The consistency of the material properties affects only 
the absolute predictions by the 6 methods at which the sensitivity 
calculations are made, not the sensitivity itself. Those lives my be 
the same, as indeed the same for RQC-100j, see Table 5.4, but the 
different methods show different sensitivity for the same property at 
the same life. The reason for the difference in sensitivities is the 
assumption that there are 6 independent mterial properties and the 
effect of each property on the predicted life is different for each 
method. Furthermore, if the set of material properties is not 
consistent, then the methods would predict very different lives in 
accordance to their sensitivity to the properties; life predictions 
using the 'old' sets of data for Man-Ten and RQC, Figs. 5.6 and 5.7, 
clearly illustrate this argument. As indicated by the sensitivity 
analysis, the disagreement between Method 5 and Method 1 is worse at 
short and intermediate lives, and Methods, 2,3 and 6 predict very 
different results than Method 1 after the transition life, the 
difference progressively getting worse at long lives. 
Had there been only 4 independent properties, then not only all 
the methods would predict the same life for the same conditions 
they 
would also show the same sensitivity to changes in material properties. 
In fact, all the methods would then exhibit exactly the same 
sensitivity as MethcO 4 which by-passes 
the use of K' and n'. 
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There are two immediate conclusions that emerge from the 
sensitivity analysis. The first is that if there is any doubt about 
the consistency of the material properties, then do use Method 1 at all 
times and do not use the other methods, as Method 1 employs the most 
direct approach, predicts lives using the observed test data without 
any further assumptions than the assumptions already made about the 
form of the cyclic stress-strain and the strain-life relationships. 
The other methods make further assumptioriz as discussed in Chapter 4, 
consequently they behave "contrary to expectations", as explained 
earlier. 
The first conclusion might seem quite trivial, however 
considering the popularity of some of the methods other than Method 
1 [2,3,4, 5,6, 7] the importance of the conclusion about the use of 
Method 1 can be understood. Admittedly, the life predictions made by 
all the methods using the 'new' set of material properties would 
practically give the same result, as shown in Table 5.3 and 5.4, they 
might give very different results if the consistency of the parameters 
is not achieved, as in the life predictions using the 'old' set, Table 
5.5 and Figs. 5.6 and 5.7. 
The second conclusion of the study of sensitivity is about the 
determination of material properties, and it is in the form of a 
proposal. Fia. 5.12 shows the sensitivity of Method 1 to all the .1 
material properties, from this plot it is quite clear that the 
sensitivity of Method 1 to the cyclic stress-strain relationship, 
properties, K' and n', is relatively low compared to the sensitivity 
to 
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the other properties. Method 4 does not use K' and n', yet it gives 
the closest results to Method 1 in terms of sensitivity and actual 
predicted lives for both 'old' and 'new' set of data. Finally, a 
cursory examination of the published material data indicate that most 
of the listed values for K' and n' are very close to the estimated 
values from the other material properties, having a good degree of 
consistency. Therefore, the proposal is to re-evaluate the material 
properties and re-examine the way the material properties are 
determined, with a view to achieving perfect consistency. Then all the 
6 methods would give the same result eliminating the need to change 
in-house software that a user already has, which employs one of the 
methods other than Method 1. 
5.6 Determination of the Fatigue Data 
An important factor to consider regarding the cyclic material 
properties is that they are not unique, they are the parameters of 
relationships which explain the experimental data best. Therefore the 
cyclic material properties depend on not only the experimental data, 
but also the specific way the fatigue relationships are fitted to the 
test data. Quite often, separate sets of data are produced for similar 
materials or those of the same specification, and the cyclic properties 
are recalculated, as in the case of 'old' and 'new' sets of properties 
for Man-Ten and RQC-100. As an example to show that the material 
properties are not unique, that apparently very different values of the 
properties may explain the same relationship, the life predictions by 
Method 1, the base line calculations, using the 'old' properties are 
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/ 
/7' 
//7 
Base-line predictions 
with 'old' properties, 
Reversals 
/ 
'/7 
/o 
/o 
4an-Ten 
ýQC-100 
i 
101 Base-line predictions with 'new' properties, Reversals 
Fig. 5.14. Comparison of base line predictions for 'new' 
10ý 
and 'old' material properties 
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plotted against the predictions using the 'new' values, in Fig. 5.14, 
again the dashed line indicating a perfect agreement. As seen from the 
figure, the predictions using the 'old' and the 'new' set of properties 
for RQC-100 are almost in perfect agreement throughout the life 
spectrum. On the other hand, the predictions for Man-Ten differ 
considerably, almost a factor of 5 at very short and very long lives, 
indicating that the 'new' set is substantially different than the 'old' 
one. 
A widely accepted way of determining the cyclic fatigue 
properties is to analyse the data obtained from axial tests carried out 
on smooth specimens in fully reversed strain control[8]. These data 
consist of measurements taken from a stable stress-strain hysteresis 
loop recorded at about half the specimen life. The parameters directly 
measured are stress amplitude Aa/2, total strain amplitudeAe /2, and 
the number of reversals to failure. Then the elastic and plastic parts 
of the total strain, AE: e/2 and AE: p/2, are determined from the recorded 
hysteresis loop. Values for GfI and b are calculated from the elastic 
strain-life data by linear regression on a log-log scale. Similarly, 
Efl and c are calculated from the plastic strain-life data, and KI and 
n' from stress-plastic strain data, by linear regression. The cycle 
properties calculated this way may or may not show the consistency 
required for the validity of Methods 2 to 6. However if the following 
procedure is adopted, the consistency of the parameters can 
be 
obtained. 
Instead of separating the cyclic curves into elastic and 
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plastic parts, and fitting a straight line to the decomposed data, the 
original measured data, i. e. stress amplitude, strain amplitude and 
reversals, may be used directly to obtain the parameters of the 
stress-strain and the strain-life relationship by least-square curve 
fitting methods. The form of the cyclic relationships is not changed, 
for the stress-strain curve: 
AE Aa + 
(. Lc, 1/n' 
2 2E 2K' 
Eq. 5.18 
and for the strain-life curve: 
A F- Qfý 
2=f (2Nf) b+E f' (2Nf) C Eq. 5.19 E 
Assuming that K' and n' are not independent and can be derived from the 
other properties as: 
b 
Eq. 5.20 
c 
QfI 
K' = 
ýEf1) b/c 
Eq. 5.21 
Putting Eq. 5.20 and 5.21 into Eq. 5.18 
e_ Au 
+e fAQ c/b 
2 2E 2') 
Eq" 5.22 
There are two equations, Eq. 5.22, which corresponds to the measured 
stress-strain data, and Eq. 5.19 to the strain-life data, and there are 
four parameters to be determined. Then the parameters can be found by 
a simultaneous fitting of curves, Eq. 5.22 and 5.19 to the measured 
data. The simultaneous fitting of curves this way does not complicate 
the procedure too muchr because in both curves, represented by Eq. 5.22 
and 5.19, y-axis is in terms of strain, then error-square terms for 
both curves may be added directlyr reducing the problem to single curve 
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f itting. Complications arise not from the simultaneous fitting, but 
froni the 'curve fitting' itself. Unless the set of data to be analyzed 
contains a large number of results, the parameters can only be 
determined statistically within wide confidence limits. The method of 
least squares does not necessarily lead to the physically most 
acceptable line, particularly concerning the position where the curve 
changes from a relatively steep slope to a flat slope. If there are 
only a few test results over a narrow range of strain values, various 
curves, i. e. different sets of parameters, may be equally satisfactory, 
though they may be quite different when extrapolated. An extra 
condition for the best-fit pararrie-ters in the simultaneous fitting is 
that the set of parameters should satisfy a 'goodness of fit' test for 
both curves. 
If a satisfactory set of parameters can be found within 
reasonable confidence limits, then this set is the most desirable one 
not only because all the methods would then predict the same result so 
that any one of them could be used, but also because this set 
represents a direct link between the stress-strain-life curves and 
experimentally measured quantities. If, however, a satisfactory set of 
parameters, which fits the experin-ental results equally well for both 
curves, cannot be found, then obviously separate fittings are necessary 
using 6 independent parameters. In this case,, it is the author Is 
contention that two separate curve fittings should be carried out using 
Eqs. 5.18 and 5.19 in their full forms and the directly measured 
experimental data, not three fittings using the elastic and plastic 
parts of both the equations and the neasured data. Also in this case, 
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I where there are 6 independent parameters, only Flethod I should be used 
for fatigue life predictions. 
5.7 The Effect of Mean Stress 
This is the third area where the local strain approaches 
-1 . 
differ, as explained in Chapter 4.3. ii-aving isolated the effect of 
linking the applied load to the local stress and strain in two 
different ways, and the effect of linking the local stress and strain 
to the life in six different methods on the predicted lives, it is now 
possible to investigate the influence of mean stress on the predicted 
lives. Me rainflow cycle counting technique used in the earlier 
predictions was modified to allow for mean stress effects. Working 
through the load histories reversal by reversal, the exact values for 
the local stress and strain were calculated and stored. Wheneve ra 
closed hysteresis loop was detectedf the mean stress and the maximum 
stress for each closed loop were calculated to be used with a 
man-stress-corrected equation. The two equations accormodating me-an 
stress effects used in this study are: 
1.14orrow[9 
ßfI-a 
2_Em (2Nf)b + 
£f' (2Nf)c Eq. 5.23 
2 
2. Smith-Watson-Topper [71 
o E_ (orv)2 (2Nf) 2b + afIE fT (2Nf)b +c Eq. 5.24 max 2E 
where cJ,, and cjr x are the riean and maximum value of 
the local stress 
ma 
for each closed loop. 
-213- 
Bef ore the actual calculations, the behaviour of these two 
equations can be predicted from the sensitivity analysis presented 
earlier. Morrow correction can be viewed as the base line blethod I 
,n equation with a 
dy 
-amic variation in f atigue strength coef f icient af 
From the sensitivity plots for "f', Fig. 5.8. a, it is seen that Method 
1 is quite insensitive to variations in "f I at short lives, then 
gradually becomes more sensitive at intermediate lives, and very 
sensitive at long lives. The equation for Smith-Watson-Topper 
correction is the same as the equation for Method 4. Eq. 5.8, with the 
modification that the stress amplitude, A(Y/2, is replaced by the 
maximum stress, 11 max- Although this modification does not mean simply 
a change in 'If I as in Morrow correction, nevertheless a similar 
sensitivity displayed by Method 4 to a change in Of' is expected, which 
is also very similar to that of Method 1. In other words, mean stress 
corrections, if there are any, would be negligibly small at short 
lives, and quite considerable at long lives. 
The predicted lives for the SAJE histories with and without the 
mean stress corrections are surmarized in Table 5.6. The predicted 
lives without the mean stress correction, i. e. the base line 
calculations, are compared in Fig. 5.15 with the experirrieental lives, 
and the comparison of the predicted lives using Smith-Watson-Topper 
mean stress correction is shown in Fig. 5.16. A-1though comparisons 
with the experimental results are given, the principal aim of this 
study is to examine the behaviour of methods themselves, therefore more 
importance is attacbed to relative comparisons than the absolute values 
of life predictions. 
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Table 5.6. 
Variable Amplitude Fatigue Life Estimations 
Mean Stress Effect 
Material : MAN-TEN 
Load Exprm. Pred icted Lives 
lif e 
(Kips) (blocks) No Smith 
Mean Morrow Watson 
Transmission Stress Topper 
16.0 8.4 
16.0 12 .5 11.4 10 . -95 10.4 I E)l .0 12.8 
6.0 74.0 
0.0 154.0 . 238.8 202-1 178.2 Bý0 420.0 
3.5 37 '55 
3.5 4270 16620 10794 7606 
3-5 5800 
Suspension 
16.0 
If-3.0 7.7 40.1 40-9 40.7 
1 G' .0 1: 18.0 
E). () 162.0 
9ý0 208-Cl 5 542 -9 55 7.3 
E). 0 430-0 
6.0 1410 
6.0 1750 3616 5480 71 
r, f) 2'240 2 
Bracket 
Is. 0 I. C5 
1 G. 0 2.0 1.5 1.15 1.5 
16.0 2.6 
C'. 1) 11 - 15 
B, O ? (). 8 33.1 34.2 34.7 
6.0 23-0 
3,5 '2-70 
3 5 -10 
27 27 3096 34 15 
35 1 Be 
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Table 5.6. (cont. ) 
Variable Amplitude Fatigue Life Estimations 
Mean Stress Effect 
Material : RQC-100 
Load Exprm. 
life 
(Kips) (blocks) 
Transmission 
16.0 2 22.. '- 
IC-1.0 23.5 
1 C), .0 Ij9.9 4 
8.0 269.0 
610 374.0 
8.0 460.0 
I- :) CZ ýj . ý, 5 70 00 
3.5 88000 
3.5 880C-)O 
Suspension 
16.0 19.9 
16.0 24.4 
1 G, .0 64.0 
9.0 - 
9.0 1710.0 
9.0 - 
6ý () - 
6.0 48000 
6.0 
Bracket 
16.0 3.3 
16.0 4..: - 
I C;. 0 !i 1.1 
810 47.0 
a1 1) 87.5 
8.0 11 '13 .0 
3.5 - 
3- -5 
Z'G 73 
3-5 5 () 12 0 
PredictedLives 
No Smith 
Mean Morrow Watson 
Stress Topper 
14.5 9.7 104 
26O . t3 153.7 153.4 
70151() 107614 120956 
4G"9 `8.7 
1'Q"8 
585.9 1161.3 1255.0 
9892 34839 33484 
1.7 1.8 1.8 
44.4 500.2 50.4 
9 07413 137603 173512 
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106 
Fig. 5.15. Life calculations based on local strain approach, 
using load-strain curve, without mean stress correction 
10 
0 
Experimental Crack Initiation Life, Blocks 10 
6 
-217- 
106 
Fig. 5.16. Life calculations based on local strain approach, 
using load-strain curve, with Smith-Watson-Topper mean stress correction 
10 
0 
Experimental Crack Initiation Life, Blocks 10 
6 
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The predicted lives with and without man stress correction, in 
Table 5.6, are consistent with the inference of the sensitivity 
analysis and with the nature of load histories. At short lives, the 
effect of mean stress is hardly noticeable. The difference between the 
predicted lives with and without mean stress correction becomes 
considerable at intermediate lives and very significant at long lives, 
differing as much as a factor of 6,, with Smith-Watson-Topper method 
accounting for the mean stress more than Morrow method does, 
particularly at long lives. The direction of changes in the predicted 
lives with the mean stress correction is consistent with the tensile 
bias of the transmission history, the compressive bias of the 
suspension history,, and the slight compressive bias of the bracket 
history. 
5.8 Discussion 
'Reasonable life predictions are obtained from calculations 
based on load-life data from notched components. Despite its 
simplicity and its inability to account for mean stress effects, the 
reasonable success of this method is due to the fact that the load-life 
data is obtained f rom tests where the actual component itself is beina, 
tested. ii-oweverr the same reason makes this approach prohibitively 
expensive, because for every design changer material or geometrYr the 
new component must be fabricated and tested. 
Reasonable life predictions iray also be obtained from Nominal 
Stress methods. However the main point to remerrber 
is that the 
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derivation of notched specimen SIN curve f rom the smooth specimen SIN 
curve is quite arbitrary. The choice of the cross-over life and the 
life at which the reduction in fatigue strength of the notched specimen 
is in proportion to the theoretical stress concentration factor heavily 
depends on the material and the geometry of the specimen. 
The local strain approach avoids the drawbacks of load-life and 
nominal stress methods. For a given set of material properties, life 
estimates may be made for any number of different component geometries 
or load histories. This is a major advantage for components still in 
the design stage or components which cannot conveniently be tested. 
The needed material properties may be obtained by testing small 
laboratory specimens, and such information is increasingly more 
available through the published literature. 
The three major categories where the local strain approaches 
differ are examined and assessed in detail in this chapter, and 
relevant discussion is included where necessary. In this section, some 
general cornments are made which are drawn f rom the analysis presented 
in this chapter. 
The question of how to link the applied load to the local 
strain seems a relatively unimportant one f or the components used in 
the tests conducted by SAE. Neuber 's rule appears to overestimate the 
local strain compared to the value obtained f rom the load-strain cali- 
bration curve. As a result, Neuber's rule predicts more conservative 
lives than the predictions based on the load-strain curve, with the 
difference worse at short lives, about a factor of 
2, still relatively 
-220- 
small in terips of fatigue lives. The choice of notch root analysis, 
depends on the form of data available. If a load-strain curve obtained 
from a fin-ite element analysis or experimental strain measurements is 
available, then this approach has the advantage of eliminating the need 
for an estimation of the fatigue notch factor. If the load-strain 
curve is not available, then Neuber's rule will suffice. If both are 
available, then two sets of calculations will increase confidence in 
the predictions. However, additional information is needed before the 
conclusion, that "Neuber's rule overestimates the local strain", is 
extended to other materials and geometries with complete confidence. 
The question of how to link the local stress and strain, once 
they are calculated, to the life is found to be a very important one, 
far outweighing the other questions. If a set of material properties 
is consistent, i. e. two of them can be expressed in terms of the other 
four, then all the 6 methods will give exactly the same life 
predictions, as the predictions usin g the 'new' set of material 
properties show. If, however, the set of material properties is not 
consistent, then all the methods will predict different lives, the 
difference between the lives becoming as high as a factor of 60 at long 
lives, as the calculations using the 'old' set of nkaterial properties 
denonstrate. 
An important finding of this investigation is that Method 
lr 
.. I 
which calculates, the life directly from. the strain-life curve 
for a 
given local strain, must be preferred to the other methods. 
Whereas 
this conclusion seei-oz so obvious and trivial, the reason 
for the 
-221- 
existence and popular use of other methods might be historical. When 
the concepts of local stress-strain fatigue analysis was introduced in 
the early 1970s, coiq--Aiters were not as widely available as today, and 
the 'execution time' and the cost of running a computer program might 
have been important considerations. The strain-life relationship is a 
nonlinear equation, solving such a relation for reciprocal life at a 
given strain level requires the use of an iterative nethod, for example 
Newton-Raphson method. Each iteration for this particular relationship 
requires four time-consuming exponentiation operations, and the 
solution of reciprocal life at a given strain level needs at least 2-3 
or more iterations depending on the error tolerance and the initial 
estinate. Methods 2,3,5 and 6 calculate reciprocal lives without 
resort to an iterative iTethods, with one exponentiation operation. 
Considering the length of load histories, the longest 6000 reversals, 
with methods not requiring an iterative solution, savings in the 
execution time are quite considerable. However this is achieved at the 
expense of accuracy, as this study shows. This study highlights the 
dangers of manipulating or extending the relationships beyond thei r 
originally intended purpose, without verifying the assumptions mde. 
If the proposed procedure of determining the material .0 
proj. xerties is adopted, i. e. assuraing that there are only 4 independent 
properties, these properties are determined by simultaneous curve 
fittings to stress-strain, strain-life data, and if a satisfactory set 
_C of material properties which explains both curves equally well can 
be 
found, then tYie assumptions made in deriving Methods 2 to 6 are 
verified, and any one of the methods rL-ay be employed, since 
they all 
give the sane result. 
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TI-le sensitivity analysis of Method I to variations in the 
material properties indicate that life predictions are relatively 
insensitive to variations in cyclic properties at short lives. At 
short and intermediate lives, life calculations are influenced most by 
changes in the fatigue ductility exponent, c, and the fatigue notch 
factor, Kf. At long lives life predictions become very sensitive to 
variations in the fatigue strength properties, aff and b, and Kf. Life 
predictions are relatively insensitive to changes in the fatigue 
ductility coef f icientr 6f I. and the cyclic stress-strain properties, K' 
and n', compared to the other properties at all lives. 
The question of how to account for the mean stress effects is 
left unanswered. The effect of mean stress on life prediction using 
two different correction rules is illustrated, but the question of 
'how' is left to the user. Both mean stress correction rules suggest 
that the effect of mean stress on the predicted lives depends on the 
bias of the particular load history, tensile or compressive, and the 
Cy I fatigue strength coefficient, f" However,, the sensitivity analysis 
shows that little or no effect of mean stress is expected at short 
lives, up to the transition life of the material, regardless of the 
bias of the load history. At long lives, the effect of mean stress is 
expected to be incisive, predicting shorter lives for a tensile history 
and longer lives for a compressive history than the lives predicted 
without the nýean stress correction for the same history. Actual 
predictions using the two rules for correction confirm the observations 
made from the sensitivity analysis, with Srpith-Watson-Topper rule 
heightening the effect of mean stress somewhat more than Morrow rule. 
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Unfortunately there are only a few experimental results at long lives 
in the SAE test programme, which makes any pragmatic comparison very 
dif f icult. Additional information, in the form of more experimental 
results, is needed before passing any judgement on the effectiveness of 
the two mean stress correction rules. However, even if this 
information is forthcoming, reaching a conclusion with complete 
confidence may prove to be difficult, particularly for random load 
histories. 
As the two correction rules themselves suggest, the ef fect of 
mean stress, if any, for any load history becomes noticeable, 
observable at long lives. This is also the region of life where the 
largest scatter in the experimental lives is expected. Where an order 
of magnitude scatter in life is not unusual, it would indeed be a very 
difficult task to differentiate and isolate the effect of mean stress 
from the scatter. As the sensitivity analysis illustrates, this is 
also the region of life where the fatigue life estimation methods are 
most susceptible to variations in the material properties, mainly the 
fatigue strength properties, of' and b, and the fatigue notch factorr 
Kf . Another dif f iculty 
in assessing the ef f ect of mean stress is 
related to the ambiguity of defining a 'crack length' at which the 
initiation process stops, the crack propagation, fracture mechanics 
takes over. Whether an observed phenomenon, for example a reduction in 
life due to mean tensile stresses, happened in the initiation period or 
in the propagation period would heavily depend on the choice of crack 
length, and is open to interpretation. 
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There are acany other aspects of fatigue life calculation left 
out in this study, some of them are thought to be not so inportant, and 
some are beyond the scope of this investigation. An example of the 
first category is the transient cyclic stress-strain behaviour of a 
mterial, namely work hardening or softening. The whole concept of 
fatigue life calculations using a local strain approach is based on the 
assumption that the transient behaviour that the material undergoes 
will have run its course early in the life of a component, and the 
stable stresses and strains will prevail during most of the fatigue 
life. Besides, by taking a measurement of an hysteresis loop at 
approximately half-life of a specimen in determining the cyclic 
properties, the effect of transient behaviour on the fatigue life is 
already ref lected in the f atigue data to smee extent. If the ef f ect of 
transient behaviour is known to be important, additional material 
information is needed to account for the effect. Additional 
information is also needed to account for the effect of environment on 
fatigue life, or the effect of any special cases, for example periw7ic 
overstraining. However extra care should be taken in incorporating any 
additional information into the fatigue damage analysis. Any 
modification to basic fatigue relationships and the assumptions made 
must be verified. 
The second category of subjects that are left out covers a much 
larger area. C'a- iously, the total fatigue life covers the period MDV 
starting from the existence of a detectable crack to 
the final 
fracture, which is the subject area of fracture mechanics. 
A similar 
study may be carried out for the crack propagation period. 
Existing 
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models for the crack growth may be examined systenatically and tested 
numerically in an effort to sort out as to importance and relevance of 
various alternatives, to verify the assumptions made in deriving them, 
and to see the sensitivity of crack growth predictions to the 
variations in the model parameters. 
Although this has nothing to do with the fatigue life 
calculation methods as such, a careful assessment of the load spectrum, 
is as important to calculate fatigue life as any other points discussed 
in this chapter, if not more. Predicting the expected loads is a very 
crucial factor in fatigue life estimations, whether for crack initia- 
tion or crack propagation. This is particularly true for service 
histories where 5% of the total history seems to be doing 90% of the 
total damage, calculated by the crack initiation methods, like suspen- 
sion and transmission histories in the SAE programme. Where omission 
i 
or addition of a few large load cycles changes the whole complexion, 
the damage content of the history; measuring and predicting the service 
history becomes very important. Statistical methods and/or frequency 
domain techniques may be appropriate to evaluate service load records. 
5.9 Conclusion 
The load-life method gives good predictions, but re les on com-- 
ponent data which may be expensive to obtain. Nominal stress rrethods 
may give good results depending on the choice of 
deriving notched 
specimen SAT curve from the smooth specimen data, a priori 
knoviledge 
about the material and geometry is necessary. 
The local strain 
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approach of fers an attractive solution for any number of component 
geomtries or load histories using only smooth specimen data. 
All the local strain methods differing only in the way in which 
the local stress and strain is related to the life will predict exactly 
the same life, if the set of 6 material properties is 'consistent'. If 
not, the difference between the predictions by the methods may be much 
more than an order of magnitude at long lives, depending on the level 
of inconsistency. This is due to invalidation of the assumptions which 
the methods are based on when the set is not consistent. The methods, 
then, not only differ in their absolute predictions, they also differ 
in their response to variations in material properties. The methods 
which use elastic or plastic strain only, or, the ratio or the product 
of elastic and plastic strain behave against expectations in their 
response to material variations. Method 1 should be used in this case. 
Life predictions using Method 1 are sensitive to variations 
mainly in Kf and c at short lives, and If 1, b and Kf at long lives. At 
intermediate lives If 1, b, c, and Kf have roughly equal effect on the 
life predictions. Predictions are relatively insensitive to variation 
in 'f 1, KI and n', implying that these parameters may be determined 
within wider confidence limits. Starting from this point, a new 
procedure of determining the material properties is proposed. If both 
stress-strain and strain-life curves can be fit to experimental results 
with only 4 independent parametersr namely, af1, b, 
E: fl and c, then the 
assumptions which some life predictions are based on are validated. 
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The effect of iTean stress is expected to be incisive at long 
lives. Both mean stress correction rules are consistent with the 
inference of the sensitivity analysis and with the bias of load 
histories. However, a conclusion regarding the effectiveness of these 
rules is not reached due to lack of experimental data at long lives. 
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CHAPTER 6 
CONCLUSION 
AND 
SC14E SUGGESTIONS FOR. FUTURE MRCH 
The increasing use of computers in fatigue testing and analysis 
has led to considerable improvements especially for variable amplitude 
situations. Fatigue life estimation methods for the crack initiation 
and crack propagation stages, by the local strain approach and fracture 
mechanics, respectively, have been developed to a high degree of 
sophistication as a result of inexpensive but powerful computer systems 
enabling life predictions on a cycle-by6-cycle basis, f or a wide range 
of materials, components and service histories. However, there is no 
unique method or universally accepted procedure for predicting fatigue 
performance,, each of these approaches exists in several modif ications. 
A need therefore exists for a critical and numerical analysis of life 
prediction methods. In this study, the various stages in the methods 
to calculate crack initiation life are examined systematically. 
Most contemporary fatigue lif e predictions consist of three 
steps, (i) reducing the service history into discrete cycles, (ii) 
associating a finite amount of damage with each cycle, (iii) and 
summing the damage cumulatively for each cycle counted. The three 
recent cycle counting techniques are described in detail in Chapter 2. 
Although they differ in algorithm,, for a given block of load history, 
if the block starts and ends at an extreme point, then they all give an 
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identical cycle count. The third version, the pattern classification 
procedure, of the rainf low method is found to be simple to understand 
and easy to computerize requiring only one or two comparisons for each 
point of the load history. The rainflow method extract cycles in a 
manner which is consistent with the stress-strain behaviour of 
materialsf therefore is best suited for the use of calculating the 
crack initiation lif e in conjunction with the local strain approach. 
If,, however, the purpose of cycle counting is other than calculating 
the crack initiation lifer the rainf low method may not be the best 
choice. For exainple, in crack propagation models, fatigue cracks are 
assumed to grow only under tensile loading, therefore either the load 
history has to be modified or the rainflow method. 
Another area where the rainf low method is in obvious error is 
the service history re-generation and simulation. The rainf low mthod 
identifies the largest cycle, defined by the neximum peak and the 
minimum trough, and treats the others as interruptions. If a 
rainflow-counted. peak-trough or range-mean matrix is used to simulate a 
load history, then at one point in the history the largest range will 
be generated which my never happen in a real service history. Other 
cycle counting methods, for example ordinary range-mean counting or 
frequency domain methods, may be more appropriate for data reduction 
and history reconstruction. 
The frequency domain analysis of signals is well established in 
other f ields of engineering. Given a set of dynamic input forces ra 
Finite Element program will predict power spectral density plots at any 
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point on a component or structure. In Chapter 3,, a link is presented 
between the life estimation based on rainflow-counted ranges and the 
power spectral density of a stationary and ergodic random process. A 
procedure is outlined to determine the probability density functions of 
rainflow-ranges from a power spectral density function. Once the 
density of rain-flow ranges is determined,, life predictions are not 
restricted to a straight line SIN data only; SIN data may take any 
form. 
An obvious application area of such an approach is the life 
prediction of an offshore platform, where it is iopractical to test the 
full-scale structure in the laboratory, also where the sheer number of 
cycles that the structure is expected to survive makes the use of a 
cycle-br-cycle counting almost an impossibility. If the various sea 
states can be approximated as stationary processes, and if the power 
spectral density at critical locations can be determined, then a life 
prediction based on rainflow ranges can be made for such structures. 
Although the correlation between the probability densities 
obtained from the simulation results and the predicted densities by the 
proposed model is poor at short ranges, the correlation is quite good 
at intermediate to high ranges. This is partly intentional, because 
the contribution of short ranges to the overall fatigue damage is 
negligible, and the error term chosen in this study is geared towards 
fitting the model parameters for the intermediate and high ranges. 
Obviously, the way the model parameters are determined may be improvedf 
if necessary the model itself may be modif ied to f it the simulation 
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results at all values of ranges. However, the presented model, as it 
stands, is capable of predicting the moments of rainf low-ranges quite 
accurately for a wide range of irregularity factors and moment power 
terms. In other words, life predictions can be made for any given SIN 
curve and power spectral density, provided the loading is a stationary 
Gaussian process. 
From a parallel study,, a model for the probability density 
functions of the ordinary ranges is also presented. Although no 
immediate application of this model is envisaged, it is hoped that it 
may be used in other fields of engineering, for example in 
characterizing surfaces in the manufacturing technology. 
The second step in fatigue life predictions, i. e. the step of 
associating a finite amount of damage with each cycle counted, is 
examined in detail in Chapters 4 and 5. Various local strain methods 
of predicting fatigue crack initiation life available in the literature 
are analysed and classified systematically. The local strain methods 
differ from each other broadly in three areas, (i) how the local stress 
and strain are determined for a given load level, (ii) how the local 
stress and strain are linked to the smooth specimen strain-lif e data, 
(iii) and how the mean stress effect is accounted for. 
Predictions made by these methods are compared with the 
published test data; however predictions are compared mostly within 
themselves in order to establish the differences between methods. A 
sensitivity analysis is carried out to examine how sensitive various 
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methods are to changes in the material properties. Results indicate 
that although accurate determination of the load-strain relationship is 
very important, life calculations are relatively insensitive to the way 
in which the relationship is determined, i. e. whether the load-strain 
relationship is obtained from Neuber's rule with a fatigue notch factor 
or from a finite element analysis. 
The most significant difference in life predictions is observed 
for the methods differing only in the way in which the local stress and 
strain is linked to the life. If the cyclic stress-strain properties 
of the material calculated from the experimental results are different 
from the values estimated from the material strain-life properties, 
i. e., the set of material properties is not consistent,, then the 
difference between the predictions made by these methods may be much 
more than an order of magnitude. A factor of 60 difference between the 
predictions is observed at long lives. 
The difference between the life calculations made by the 
methods which use the same set of material properties is due to 
invalidation of the assumptions on which the methods are based when the 
set is not consistent. A new procedure of determining the material 
properties which will produce a consistent set is proposed. 
Considering that the life predictions are relatively insensitive to the 
cyclic stress-strain properties, if both stress-strain and strain-lif e 
curves can be fitted to experimental results using only the cyclic 
fatigue properties, then the assumptions on which some life prediction 
methods are based are validatedo, and any one of them can 
then be used. 
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However, if the consistency cannot be achieved, then the base line 
method which uses the basic relationships without any further 
assumptions should be employed for life predictions. 
A natural extension of the work presented in this thesis is to 
the life predictions f or the crack propagation stage. This study 
demnstrates the need f or a critical and numerical re-analysis of 
existing crack growth models. A similar conparative study is needed to 
sort out the importance and relevance of various models which are 
available in establishing a specific procedure to calculate the crack 
propagation life, and the sensitivity of calculations to crack growth 
model parameters. 
