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Abstract
Let G = (V,E) be a finite, simple, connected graph with chromatic polynomial PG(q).
Sokal [7] proved that the roots of the chromatic polynomial of G are bounded in absolute value
by KD where, D is the maximum degree of the graph and 7 < K < 8 is a constant. In this
paper we generalize this result to uniform hypergraphs. To prove our results we will use the
theory of the bounded exponential type graph polynomials.
1 Introduction
Recall that the chromatic polynomial PG(q) of a graph G is defined such that PG(q) equals the
number of proper colorings of G with q colors. We consider the following generalization of the
chromatic polynomial. Let H = (V,E) be a t–uniform hypergraph. Let PH(x) be the polynomial
such that PH(q) equals the number of colorings of H with q colors such that there is no edge in
H which has all of its vertices colored with the same color. Note that in the usual case t is simply
2. We call such a coloring a proper coloring of H . One can easily prove that PH(x) is indeed a
polynomial which we will show in Section 2. When we want to emphasize the role of H we will also
use the notation P (H,x) instead of PH(x).
Sokal [7] showed that the roots of the chromatic polynomial of G are bounded above in absolute
value by KD, where D is the maximum degree of the graph and 7 < K < 8 is a constant.
In the same spirit we show here that if H is not a graph, but a t-uniform hypergraph then
the roots of the corresponding polynomial PH(q) are bounded in absolute value in terms of the
maximum degree of H . Recall that the degree of a vertex of a hypergraph is simply the number of
edges incident to the given vertex1.
Theorem 1.1. Let H = (V,E) be a t uniform hypergraph. Let D be the maximum degree of H.
Then, the roots of PH(x) are bounded above in absolute value by 8etD.
On the way to proving this theorem, we prove an inequality, which we think is of independent
interest:
Theorem 1.2. [Proved in Section 5.4] Let H = (V,E) be a hypergraph. Let N(H) denote the
1Note that there are many degree concepts for hypergraphs, this is the simplest possible one.
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number of connected, spanning hyperforests2 of H. Then,
∣∣∣∣∣∣∣∣
∑
E′⊂E,
(V,E′)connected
(−1)|E
′|
∣∣∣∣∣∣∣∣
≤ N(H). (1)
This is a generalization of an analogous result for graphs due to Penrose [6], where H is a graph
and N(H) is replaced by τ(H), the number of spanning trees of H . Although this result has a
fairly straightforward proof using the deletion-contraction recurrence relation for τ , the number of
spanning trees, we were not able to find an equally simple proof in the case of hypergraphs. Instead
we use the theory of hypergraphic matroids developed in [4] and [5] to prove this result in Section 5.4.
This paper is organized as follows. We discuss the generalized chromatic polynomials in more
detail in Section 2. The theory of exponential type graph polynomials developed by Csikvari and
Frenkel [3] is then discussed in Section 3. The proof of Theorem 1.1 follows in Section 4. The
theory of hypergraphic matroids is introduced in section 5 and finally, Theorem 1.2 is proved in
sub-section 5.4.
2 Generalized chromatic polynomials
We consider the following generalization of the chromatic polynomial already mentioned in the
introduction. Recall that H is a t–uniform hypergraph. Let PH(x) be the polynomial such that
PH(q) equals the number of colorings of H with q colors such that there is no edge in H with all of
its vertices colored with the same color. We call such a coloring a proper coloring of H . That such
a polynomial exists follows by the use of the inclusion exclusion principle:
PH(x) =
n∑
i=0
ai(H)x
i =
∑
E′⊆E
xc(E
′)(−1)|E
′|, (2)
where c(E′) denotes the number of connected3 components of the hypergraph H ′ = (V (H), E′).
This shows that PH(q) is indeed a polynomial
4.
Then, from the above it follows that,
PH(x) = x
n − e(H)xn−t+1 +QH(x) (3)
where QH(x) is a polynomial of degree less than n− t+ 1, and e(H) is the number of edges of H .
We note the following identity holds true for all positive integers x, y
∑
S⊆V
P (H [S], x)P (H [V (H) \ S]), y) = P (H,x+ y), (4)
2Note that there are multiple ways to define a connected, spanning hyperforest. The precise definition that we
use is provided in Definition 4.1.
3A hypergraph H′ = (V ′, E′) is connected if for every partition V1 ∪ V2 = V ′ there is an edge intersecting both
V1 and V2. A connected component is a maximal induced connected subhypergraph.
4Alternatively, PH (q) =
∑n
j=1 aj(H)q(q − 1) . . . (q − j +1) where aj(H) is the number of partitions of the vertex
set into exactly j sets such that no edge is contained in a set.
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where P (H [S], x) and P (H [V (H) \ S]), y) are the generalized chromatic polynomial of the subhy-
pergraphs induced by the subset S and V (H) \ S. To see that this is true, let S be a subset of V .
Then, P (H [S], x)P (H [V (H) \ S], y) is the number of ways to color H with x + y (ordered) colors
such that S is colored with the first x colors and V (H) \ S is colored with the remaining y colors.
Thus, summing over all subsets S such that the vertices in S are precisely the ones colored with
the first x colors gives equation 4.
Since this holds true for all natural numbers x, y, the polynomials must be equal everywhere,
giving, ∑
S⊆V
P (H [S], x)P (H [V (H) \ S]), y) = P (H,x+ y), (5)
for all x, y ∈ R.
3 Preliminaries and lemmas: exponential type graph poly-
nomials
Here we explain notation as introduced in [3].
Definition 3.1. A graph polynomial is a map f that maps every finite, simple graph G = (V,E)
to a polynomial in C[x]. The graph polynomial is said to be monic if it is of degree |V | and it has
leading coefficient 1. The graph polynomial is said to be of exponential type if f(∅, x) = 1 and for
every graph G = (V,E), we have,
∑
S⊆V
f(S, x)f(G[V \ S, ]y) = f(G, x+ y), (6)
where f(S, x) is the graph polynomial of the graph induced by G on S.
Note that this definition can be generalized to hypergraphs as follows.
Definition 3.2. A hypergraph polynomial is a map f that maps every finite, simple hypergraph
H = (V,E)to a polynomial in C[x]. It is said to be monic if it is of degree |V (H)| and it has leading
coefficient 1. Further, it is said to be of exponential type if f(∅, x) = 1 and for every hypergraph
H = (V,E), we have, ∑
S⊆V
f(S, x)f(H [V \ S, ]y) = f(H,x+ y), (7)
where f(S, x) is the hypergraph polynomial of the hypergraph induced by H on S.
The following result due to Csikva´ri and Frenkel [3] gives a characterization of exponential type
graph polynomials via a complex function b from the class of graphs with at least one vertex. This
result extends to exponential-type hypergraph polynomials as the graph structure was not used in
the proof of this result.
Theorem 3.3 ([3]). Let b be a complex-valued function on the class of graphs with at least one
vertex. Define the graph polynomial fb as,
fb(G, x) =
|V (G)|∑
k=1
ak(G)x
k ,
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where,
ak(G) =
∑
{S1,...,Sk}∈Pk
b(G[S1]) · · · b(G[Sk]), (8)
where the summation is over all partitions of V (G) into k non-empty sets. Then,
1. For any function b, the graph polynomial fb(G, x) is of exponential type.
2. For any graph polynomial f of exponential type, there exists a graph function b such that
f(G, x) = fb(G, x). More precisely, given that f(G, x) is of exponential type, one can recover
the function b by setting b(G) = a1(G).
We need another definition before stating the results.
Definition 3.4. Let
f(G, x) =
n∑
i=0
ai(G)x
i
be a monic exponential type graph polynomial. Suppose there is a function R : N → [0,∞) such
that for any graph G with maximum degree at most D, and any vertex v ∈ V (G) and any s ≥ 1,
we have, ∑
v∈S⊆V (G);|S|=s
|a1(G[S])| ≤ R(D)
s−1. (9)
Then, we call f , a bounded exponential type graph polynomial.
Again we can extend this definition to hypergraph polynomials as follows:
Definition 3.5. Let H be a t-uniform hypergraph.
f(H,x) =
n∑
i=0
ai(H)x
i
be a monic exponential type hypergraph polynomial. Suppose there is a function R : N×N→ [0,∞)
such that for any hypergraph H with maximum degree at most D, and any vertex v ∈ V (H) and
any s ≥ 1, we have, ∑
v∈S⊆V (H);|S|=s
|a1(H [S])| ≤ R(D, t)
s−1. (10)
Then, we call f , a bounded exponential type graph polynomial.
On the way to the proof of Theorem 1.1, we will need the following result due to Csikva´ri
and Frenkel. Again this result extends to exponential type hypergraph polynomials as the graph
structure was not used in the proof of this claim.
Theorem 3.6 ([3]). Suppose f(G, x) is a bounded exponential type graph polynomial, then, the
absolute value of any root of f is less than cR(G) where c < 7.04.
Note that in the paper of Csikva´ri and Frenkel, the above theorem was phrased in a slightly
different way, but the proof of this statement is identical to the proof given there.
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4 Hypergraph chromatic polynomials are bounded exponen-
tial type
In the introduction we defined the hypergraphic chromatic polynomial as:
PH(x) =
∑
E′⊆E
xc(E
′)(−1)|E
′|, (11)
where c(E′) denotes the number of connected components of V . Suppose PH(x) =
∑n
i=0 ai(H)x
i,
then, a0(H) = 0 since c(E
′) 6= 0 for any E′ ⊆ E. Further,
a1(H) =
∑
E′⊂E,
(V,E′)connected
(−1)|E
′|. (12)
We have already observed that hypergraphic chromatic polynomials are exponential type. In
order to show that they are bounded exponential type we need to show that exists a constant
R(H, t) such that for any vertex v ∈ V (H) and any s ≥ 1, we have,
∑
v∈S⊆V (H);|S|=s
|a1(H [S])| ≤ R(H, t)
s−1. (13)
In this section we prove that hypergraphic chromatic polynomials are bounded exponential type.
To prove the theorem, we first obtain a bound of the coefficients a1. The following definitions are
required in order to state these bounds:
Definition 4.1. Let H = (V,E) be a hypergraph. For X ⊆ V then, Γ(X) is defined to be the
subset of edges e ∈ E such that e ∩ X 6= ∅. A hypergraph (V ′, E′) is said to be a hypercircuit if
|V ′| = |E′| and |Γ(X)| ≥ |X |+1 for all non-empty and proper subsets X ⊂ V ′. A hypergraph is said
to be a hyperforest if it contains no hypercircuit subgraph. A spanning hyperforest is a connected
hyperforest whose edges span all the vertices of H.
Note that in the the case of graphs, these definitions match with the standard notions of circuits
and and forests. As in the case of graphs, hyperforests of hypergraphs on n nodes can have at most
|V | − 1 hyperedges :
Theorem 4.2. [Proved in Section 5.4] If H is a hypergraph and F is a hyperforest of H, then, F
has at most |V | − 1 hyperedges.
Now, using Theorem 1.2 (proved in section 5.4), we have the following bound on |a1(H)|:
Theorem 4.3. Let H = (V,E) be a hypergraph. Let N(H) denote the number of connected,
spanning hyperforests5 of H. Then,
|a1(H)| =
∣∣∣∣∣∣∣∣
∑
E′⊂E,
(V,E′)connected
(−1)|E
′|
∣∣∣∣∣∣∣∣
≤ N(H). (14)
5Note that a connected, spanning hyperforest may not be maximal as in the case of ordinary graphs.
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Finally, we need the following theorem due to Sokal:
Theorem 4.4 ([7]). Consider a graph G with maximum degree D. Let τ(G) denote the number
spanning trees of G. Then, ∑
S⊆V (G)
v∈S
τ(G[S]) ≤ (eD)n−1.
for any vertex given v ∈ V (G).
Now, using Theorems 1.2, 4.2, 4.4 we are ready to prove our main result:
Theorem 4.5. Let H = (V,E) be a t-uniform hypergraph with maximum degree D. Then, the
hypergraphic graph polynomial PH(x) is of bounded exponential type with R(H, t) = etD.
Proof. To show that PH(x) is of bounded exponential type we need to show that,
∑
v∈S⊆V (H);|S|=s
|a1(H [S])| ≤ (etD)
s−1. (15)
Let
B = {F ⊆ H : F is a connected hyperforest , v ∈ V (F ), |V (F )| = s}.
Using the bound in Theorem 1.2 it follows that,
∑
v∈S⊆V (H);|S|=s
|a1(H [S])| ≤ |B|. (16)
So, it remains to show that |B| ≤ (etD)s−1. Given H , we consider the following graph GH . The
nodes of GH correspond to elements of E. There is an edge between two vertices e1, e2 in GH if
the hyperedges e1, e2 intersect. Note that the max degree of GH is at most tD. Suppose e1, . . . , ej
are the hyperedges containing vertex v in H . Let,
Bi = {T ⊆ V (GH) : T is a connected, ei ∈ T, |T | ≤ s− 1}.
Let F ∈ B, so |V (F ) = s. Thus, by Theorem 4.2 F has at most s− 1 edges. Now, we have an
injective map from B to ∪iBi by mapping ei ∈ E(H) to ei ∈ V (GH). Finally, let,
T
j
i = {(U,E
′) ⊆ GH : (U,E
′) connected ei ∈ U, |U | = j, |E
′| = j − 1}.
Then, by Theorem 4.4 we have |T ji | ≤ (etD)
j−1. Since T ∈ Bi is a connected set of vertices, we
can map it to any spanning tree on T , thus giving an injective map from
Bi → ∪
s−1
1 T
j
i .
Putting all together, we have an injective map from
B → ∪i ∪
s−1
1 T
j
i .
Thus
|B| ≤
∑
i
s−1∑
j=1
|T ji | ≤ D
s−1∑
j=1
(etD)j−1 ≤ Ds−1
s−1∑
j=1
(et)j−1 ≤ (etD)s−1.
The last inequality follows since et > 2.
The above Theorem together with Theorem 3.6 complete the proof of Theorem 1.1.
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5 Hypergraphs and matroids
To prove this theorem we define the hypergraphic matroid or circuit matroid, which was first
introduced in [5] and later reintroduced in [4].
5.1 The hypergraphic matroid
Theorem 5.1 (Lorea [5]). Given a hypergraph H = (V,E), the sub-hypergraphs which are hyper-
forests form the family of independent sets of a matroid on ground set E.
Frank et. al. [4] describe the rank function of the circuit-matroid. To state the theorem, we
need the following definition:
Definition 5.2. For a subset Z ⊂ E, and a partition P of V , define eZ(P) to be the number of
elements of Z that have vertices in at least two parts of P.
Theorem 5.3 (Frank et. al. [4]). The rank function rH of the circuit matroid of a hypergraph H
is given by the following formula:
rH(Z) = min
P
{|V | − |P|+ eZ(P) : P a partition of V}. (17)
Corollary 5.4. Let H = (V,E) be a hypergraph. Then the rank of the circuit matroid of H is at
most |V | − 1.
Proof. As seen above,
rH(Z) = min
P
{|V | − |P|+ eZ(P) : P a partition of V}. (18)
Using P = {V }, implies that the rank function is at most |V | − 1 since eZ(P) = 0 in that case.
5.2 Parition-connected hypergraphs
Next, we define partition-connected hyper graphs, which, as we shall see, are precisely those hy-
pergraphs that have rank |V | − 1. Then, we will show that hypercircuits are partition-connected.
Further, unions of intersecting partition-connected hypergraphs will also be shown to be partition-
connected.
Definition 5.5. Let H = (V,E) be a hypergraph and let P be a partition of V . Then, let N(P) =
eE(P), that is, the number of hyperedges in E with vertices in at least two parts of P. A partition
P of the vertex set is said to be a good partition of N(P) ≥ |P|− 1. Otherwise it is said to be a bad
partition. A hypergraph is said to be partition connected if all partitions P of the vertex set V are
good partitions.
Using theorem 5.3 it follows that partition connected hypergraphs have rank |V | − 1:
Corollary 5.6. A hypergraph H = (V,E) is partition-connected if and only if the rank of the
associated circuit-matroid M is |V | − 1. Thus, the basis elements of M all have size |V | − 1, when
H is partition-connected.
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Proof. Suppose H is partition-connected. The rank of the matroid equals rH(E). Using theorem
5.3 we know,
rH(E) = min
P
{|V | − |P|+N(P) : P a partition of V}. (19)
Since H is partition connected, we also know that, N(P) ≥ |P| − 1 for all partitions P . Thus,
rH(E) ≤ |V | − 1. (20)
Together with Corollary 5.4 this implies that, rH(E) = |V | − 1.
Conversely, suppose rH(E) = |V |−1 for some hypergraphH . Then, equation 19 tells us that we
must have N(P ) ≥ |P| for all partitions P of V . Thus, by definition, H is partition-connected.
Theorem 5.7. If hypergraph H is a hypercircuit, then H is partition connected.
Proof. Suppose H is not partition connected. Hence there is a partition P = {X1, . . . , Xk} of the
vertex set such that the number of hyperedges not contained entirely in a single part is at most
|P| − 2 = k − 2. Let Ni denote the number of hyperedges contained entirely in part Xi. Then,
N1 + . . .+Nk + k − 2 ≥ |X1|+ . . .+ |Xk| = |V |. (21)
Thus for some i we have Ni ≥ |Xi|. Hence,
|Γ(V \Xi)| ≤ |E| − |Ni| ≤ |V | − |Xi| = |V \Xi|.
This contradicts that hypothesis thatH is a hypercircuit. HenceH must be partition connected.
Lemma 5.8. Suppose H1, H2 are partition-connected subhypergraphs of H such that V (H1) ∩
V (H2) 6= ∅. Then, H1 ∪H2 is also partition connected.
Proof. Consider a partition
P = {V1, . . . , Vk, U1, . . . , Uh,W1, . . . ,Wl}
of V . Suppose Vi consist of vertices in H1 but not in H2, Ui consist of vertices in H2 but not in H1
and Wi ∩ V (H1) ∩ V (H2) 6= ∅. Let N1 be the number of hyperedges in H1 with vertices in at least
two of the parts {V1, . . . , Vk,W1 ∩ V (H1), . . . ,Wl ∩ V (H1)}. Then N1 ≥ k + l − 1 by the partition
connectivity of H1. Let N2 be the number of hyperedges in H2 with vertices in at least two of the
parts {U1, . . . , Uh, (W1 ∪ . . . ∪Wl) ∩ V (H2)}. Then N2 ≥ h by the partition connectivity of H2.
Note that these edges intersect V (H2)\V (H1), so they are not counted in the first N1 edges. Hence
the number of edges intersecting at least two parts is at least N1 +N2 ≥ k+ l+ h− 1. This shows
that H1 ∪H2 is partition-connected.
5.3 The maximal bad partition
In this section we show that the sets of vertices of the maximal partition-connected sub-hypergraphs
of a hypergraph H form a bad partition and it is also the ‘maximal bad partition’ in the following
sense:
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Theorem 5.9. Consider a bad partition P = {V1, . . . , Vk} that maximizes
f(P) = |P|
(|V | − 1)
|V |
−N(P).
Then,
1. If H ′ is a maximal partition-connected subhypergraph of H, then V (H ′) ⊆ Vi for some i.
2. If for a maximal partition-connected subhypergraph H ′ of H, V (H ′) ⊆ Vi then in fact,
V (H ′) = Vi.
3. In particular, if H1, . . . , Hk are the maximal partition-connected subhypergraphs of H, then it
is a partition of H, and it is a bad partition.
Hence, such a bad partition is unique and it consists of the vertex sets of all the maximal partition
connected subhypergraphs of H.
Proof. We begin by proving the first claim. If not, let H ′ intersect V1, . . . , Vm. Then, since H
′ is
partition-connected we have,
N({V1, . . . , Vm}) ≥ m− 1.
Let P ′ = {V1 ∪ . . . ∪ Vm, Vm+1, . . . , Vk}. Then,
N(P ′) = N(P)−N({V1, . . . , Vm}) ≤ k − 1− (m− 1) = k −m.
Hence, P ′ is also a bad partition. Further,
f(P ′) = |P ′|
(|V | − 1)
|V |
−N(P ′) = (|P| −m+ 1)
(|V | − 1)
|V |
−N(P) +N({V1, . . . , Vm})
≥ f(P)− (m− 1)
(|V | − 1)
|V |
+m− 1
= f(P) +
(m− 1)
|V |
.
(22)
Thus, f(P ′) > f(P), which contradicts the hypothesis. This proves the first claim.
Now suppose the second claim is false. Then, without loss of generality, H ′ ( V1. Then, since H
′
is a maximal partition-connected subhypergraph, H(V1) is not partition connected and hence must
have a bad partition, say Q = {U1, . . . , Us}. Then, we can consider a new partition
P ′ = {U1, . . . , Us, V2, . . . , Vk}.
Note that, |P ′| = |P |+ k − 1 and N(P ′) = N(P) +N(Q) ≤ (k − 2) + (s− 2) < |P ′| − 1. Thus, P ′
is also a bad partition of H . Further,
f(P ′) = |P ′|
(|V | − 1)
|V |
−N(P ′) = (|P|+ s− 1)
(|V | − 1)
|V |
−N(P)−N(Q)
≥ f(P) + (s− 1)
(|V | − 1)
|V |
− (s− 2)
= f(P)−
(s− 1)
|V |
+ 1 > f(P).
(23)
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Thus, P ′ is a bad partition of H such that f(P ′) > f(P). This contradicts the original assump-
tion and hence proves the second claim.
The third claim follows from Lemma 5.8 and the second claim.
Definition 5.10. A bad partition P that maximizes f(P) as in the above theorem will be called the
maximal bad partition of V .
5.4 Proof of Theorem 1.2
Finally, to complete the proof the Theorem 1.2, we first split the set of maximal spanning hyper-
forests L of a hypergraph H into equivalence classes [L]. Each of the equivalence classes is shown
to form the independent set of a certain hypergraphic matroid. Finally we complete the proof by
applying an extension of an inequality due to Penrose [6] to matroids. We begin by defining the
equivalence classes.
Definition 5.11. Let P = {V1, . . . , Vk} be a bad partition of the hypergraph H ′ = (V,E′). Let
E(P) be the set of hyperedges of H such that they have vertices in at least two of the parts of P .
Then, we shall call EH′ (P) the set of bad edges of the partition P.
Definition 5.12. Let L,K be spanning subhypergraphs of H. We say that H ∼ K if they have the
same maximal bad partition P and if EL(P) = EK(P), that is, the set of bad edges of P is also the
same for both L,K. Note that ∼ is an equivalence relation. Let [L] denote the equivalence class of
L under this relation.
Theorem 5.13. Let [L] denote the equivalence class of a spanning subhypergraph L of H. Let
L′ denote the union of all the subhypergraphs in [L]. Let H1, . . . , Hk be the maximal partition-
connected subhypergraphs of L′ and let P be the associated maximal bad partition. Then, any
maximal hyperforest of L′ consists of the union of all the bad edges of the maximal bad partition P
along with maximal hyperforests of Hi.
Proof. First, suppose T is a maximal hyperforest of L′ and T does not contain all the bad edges P .
Claim: T ∪ P is also a hyperforest. If not, then adding edges of P must create a hypercircuit, say
A. Suppose V (A) ∩ V (Hi) 6= ∅ for some i. Then, since A,Hi are both partition-connected, A ∪Hi
must also be partition connected. But Hi is a maximal partition connected subhypergraph of L
′.
This is a contradiction. Hence T ∪ P is a hyperforest. But this contradicts the maximality of T .
Hence, L′ must contain all the edges in P .
Next, suppose, for some Hi, T does not contain a maximal hyperforest of Hi. Then, using a
similar argument as above, we can add some hyper edge in V (Hi) to T without creating any new
hypercircuits. This again contradicts the maximality of T . Thus, T must contain maximal hyper
forests of Hi for all i.
Finally, suppose for some Hi, T contains more than a maximal hyperforest of Hi, then T must
contain a circuit, thus contradicting that T is a hyperforest.
The following corollary immediately follows from the above theorem:
Corollary 5.14. Let [L] denote the equivalence class of a spanning subhypergraph L of H. Let L′
denote the union of all the subhypergraphs in [L]. Then, [L] is precisely the set of all subhypergraphs
of L′ that contain a maximal hyperforest of H. Hence, it follows by Theorem 5.1 that if L =
(VL, EL), then the set of independent sets of the co-hypergraphic matroid (that is, the dual matroid)
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M∗L of L consists of the complements of the elements of [L]. Further let B(H,L) ⊆ [L] that consists
of the maximal hyperforests of H in [L]. Then the base elements of M∗L are the complements of the
subgraphs in B(H,L).
Finally, we need the following inequality related to matroids. It is shown in [2] (Theorem
7.3.3 and Proposition 7.2.2) and also mentioned in [7] that every matroid complex is shellable,
hence partitionable (we will not get into the definitions here), from which immediately follows the
following corollary:
Corollary 5.15. Suppose M is a matroid whose set of independent sets is I and sets of base
elements is B, and ground set E. For S ∈ I let |S| denote the size of set S. Then,
∣∣∣∣∣
∑
S∈I
(−1)|S|
∣∣∣∣∣ ≤ |B|. (24)
Putting together Corollary 5.14 and Theorem 5.15 gives the following inequality:
∣∣∣∣∣∣
∑
S∈[L]
(−1)|S
C |
∣∣∣∣∣∣
≤ |B(H,L)|. (25)
Hence, ∣∣∣∣∣∣
∑
S∈[L]
(−1)|S|
∣∣∣∣∣∣
≤ |B(H,L)|. (26)
Now, summing over all the equivalence classes [L], gives us Theorem 1.2.
6 Acknowledgement
The author would like to thank Pe´ter Csikva´ri for many useful conversations and encouragement.
References
[1] M. Abe´rt and T. Hubai: Benjamini–Schramm convergence and the distribution of chromatic
roots for sparse graphs, Combinatorica 35(2) (2015), pp. 127–151
[2] Bjo¨rner, A. (1992) The homology and shellability of matroids and geometric lattices. In N.
White (editor),Matroid Applications (Encyclopedia of Mathematics and its Applications #40),
Chapter 7, pp. 226-283. Cambridge University Press, Cambridge.
[3] P. Csikva´ri and P. E. Frenkel: Benjamini–Schramm continuity of root moments of graph poly-
nomials, ArXiv preprint 1204.0463
[4] A. Frank, T. Kira´ly and M. Kriesell: On decomposing a hypergraph into k connected subhyper-
graphs, Discrete Applied Mathematics 131 (2003), pp. 373–383
[5] M. Lorea: Hypergraphes et matroides, Cahiers Centre Etudes Rech. Oper. 17 (1975), pp. 289–
291.
11
[6] Penrose, O. (1967) Convergence of Fugacity Expansions for Fluids and Lattice Gases. In T.A.
Bak (editor), Statistical Mechanics: Foundations and Applications, pp. 101-109. Benjamin,
New-York-Amsterdam.
[7] A. D. Sokal: Bounds on the complex zeros of (di)chromatic polynomials and Potts-model par-
tition functions, Combinatorics, Probability and Computing 10 (2001), No. 1, pp. 41-77
12
