Abstract : Curved bridges are important components of a highway transportation network for connecting local roads and highways, but very few data have been collected in terms of their field performance. This paper presents two-years monitoring and system identification results of a curved concrete box-girder bridge, the West St. On-Ramp, under ambient traffic excitations. The authors permanently installed accelerometers on the bridge from the beginning of the bridge life. From the ambient vibration data sets collected over the two years, the element stiffness correction factors for the columns, the girder, and boundary springs were identified using the back-propagation neural network. The results showed that the element stiffness values were nearly 10% different from the initial design values. It was also observed that the traffic conditions heavily influence the dynamic characteristics of this curved bridge. Furthermore, a probability distribution model of the element stiffness was established for long-term monitoring and analysis of the bridge stiffness change.
Introduction
Recent advances in sensor, communication, and computer technologies have made automated monitoring of bridge structures a promising alternative to the traditional visual inspection. In fact, many researchers have studied sensor-based monitoring of bridges, most of which dealt with long-span bridges. [1] [2] [3] As for mediumand short-span bridges, studies have focused on straight bridges, but not curved ones.
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Medium-and short-span curved bridges are inevitable in a modern highway system to connect local roadways to highways in interchanges. It is important to monitor and study the performance of such bridges. Different from long-span bridges whose ambient vibrations are caused by both wind and traffic excitations, mediumand short-span bridges are mainly excited by traffic loads.
Many system identification methods have been proposed for identifying structural dynamic properties based on ambient vibration tests, but they suffer from errors caused by unknown input forces. In reality, different input energy level to excite a bridge results in different dynamic properties, i.e. natural frequency, mode shape, damping ratio. The authors experienced on the WSO that the natural frequencies of the bridge from a braking test and a bumping test were not the same because of the different exciting energy level. 6 Therefore it is important to use ambient vibration data sets under a similar traffic condition when identifying the structural dynamic properties. Since not only the excitation energy level but also the dynamic interactions between traveling vehicles and the bridge, but also the environmental conditions such as the temperature and humidity affect the dynamic properties of bridges, a probability distribution model established by long-term bridge monitoring would provide more information about the change of the bridge structural parameter (such as the stiffness) rather than one point estimation at a specific time during a whole bridge life. The neural network-based system identification method 7-10 has several advantages compared with conventional system identification methods. It is more capable of indentifying elemental stiffness values based on the partially and incompletely measured mode parameters due to the limited sensor number. Furthermore, it is convenient to use neural networks to parameterize any properties of the structures, such as the effective shear area, as the unknowns to be identified. In contrast to many other system identification methods in which the sensitivity matrix may become unstable especially for complex structural systems, the neural network approach does not require calculation of the sensitivity matrix, and thus can be applied to complex civil engineering structures with less numerical difficulty. In this paper, the back-propagation neural network was adopted to identify the element stiffness of the WSO using the trafficinduced ambient vibration data selected from the population of 1 ) data sets collected during the two years of monitoring. The probability distribution model of the element stiffness was established to account for the uncertainties from environmental conditions.
Instrumentation and monitoring system
Collaborating with the California Department of Transportation (Caltrans), the authors installed sensors on a new curved concrete bridge, the West Street On-Ramp (WSO), on Interstate 5 in Anaheim, California, during its construction. 6 The bridge opened to The monitoring system installed at the WSO includes 11 forcebalance servo-type accelerometers mounted permanently at selected locations on the concrete surface, 10 strain gauges embedded in the concrete, one longitudinal displacement sensor and soil pressure sensor at the abutment. The locations and measurement directions of the accelerometers are shown in Fig. 3 , and one of the accelerometers is shown in a photo in Fig. 4 . The accelerometers on the superstructure were placed along the centerline of the girder.
The strain sensors were embedded in concrete members of the bridge to measure dynamic strains. Each strain sensor was welded to a dummy reinforcing bar and embedded in concrete during the construction. Figure 5 shows the locations of the strain sensors. The displacement sensor was placed to measure the relative displacement between abutment 1 and the box girder in the longitudinal direction and the soil pressure sensor was embedded in the back of abutment 1.
Finite element model of WSO
For the purpose of identifying the bridge structural parameters, particularly the stiffness, from the measured dynamic responses to traffic excitations, a 3-dimensional finite element (FE) model of the WSO was developed using the OpenSees program. 
Back-propagation neural network
A back-propagation neural network was developed for identifying the element stiffness of the WSO from the measured dynamic response to traffic excitations. The input of the network are natural frequencies extracted from the measured acceleration responses, while the output of the network are the element stiffness correction factors which are defined as ratios of the identified stiffness and the baseline stiffness. The neural network was trained through finite element analysis.
Architecture of neural network
As shown in the architecture in Fig. 7 , the back-propagation neural network consists of two hidden layers, as well as the input and output layers. Each hidden layer has 10 nodes i.e. neurons. Tangent sigmoid and pure linear functions were used as the trans- fer function for hidden layers and the output layer, respectively.
Even though the neural network approach can produce stable results for system identification, cautions should be exercised in selecting the input parameters. First of all, the input parameters should be obtained easily and accurately from experiments. Secondly, the input parameters must be sensitive to the output targets. Though the input parameters to the neural network could be any dynamic characteristics of a structure such as mode shapes, mode frequencies, and/or modal damping, the first three mode frequencies were chosen as the input parameters in this study because of the limited number of the installed accelerometers at the bridge and insufficient information regarding the other dynamic properties.
As output parameters, the element stiffness correction factors for the girder, columns, and boundary springs of the WSO were selected. Considering the young age of the bridge, it is assumed that the girder is experiencing a uniform stiffness change along entire girder and so as to each of the columns and abutment soil. In other words, the output of the neural network consists of one stiffness correction factor for the girder, one stiffness correction factor for the column, and one stiffness correction factor of the soil springs at the bridge abutment. 
Neural network training process
Training patterns for the neural network were generated through finite element analysis of the bridge using the OpenSees program. For the generation of the training patterns, the correction factors were varied from 0.7 to 1.0 for both the girder and the columns and from 0.5 to 1.0 for the abutment boundary springs. Because of the high uncertainty of the boundary condition, the correction factor of the boundary spring was assumed broader than those of the columns and the girder. For each set of the given correction factors, the corresponding modal frequencies of the bridge model were computed. Table 2 shows examples of the training patterns. In total 4805 training sets were generated. The back-propagation neural network was trained using the Matlab toolbox.
14 To avoid the overfitting problem, an early stopping method was employed.
The neural network performance was tested for 30 cases and the results were satisfactory with error of less than 5%.
Selection of ambient vibration data
As mentioned earlier, the energy level of the traffic excitations affect the dynamic characteristics of a bridge structure. This is demonstrated by an example in Obviously using the extracted mode frequencies as the input to the neural network will result in different output results -stiffness correction factors. Therefore, it is important to use the bridge dynamic responses to similar traffic excitations for the purpose of long-term monitoring and identification of the stiffness change. In this study, 20 ambient vibration data sets whose frequency contents are similar to those from the preliminary finite element analysis were selected from the 91 ambient vibration data collected in the two-year monitoring period. By doing so, the bridge response data sets heavily affected by the vehicle-bridge dynamic interactions were avoided.
System identification results and probability distribution model
The first three modal natural frequencies of the WSO were extracted from the 20 selected ambient vibration data sets using the frequency decomposition method. Then by inputting into the neural network these modal frequencies, the element stiffness correction factors of the bridge were identified. Table 3 shows the identified element stiffness correction factors over the period of two years. Figure 9 shows the dispersion of the modal frequencies and the element stiffness correction factors. The average values of the element stiffness correction factors are 0.911, 0.903, and 1.107 for the column, the girder, and the boundary soil spring, respectively.
Element stiffness correction factor

Probability distribution model of element stiffness
Based on the identified element stiffness from neural network, the probability distribution models for the element stiffness correction factors were established. Figures 10 and 11 show the probability plots of the element stiffness correction factors assuming the normal (Eq.1) and the log-normal distributions (Eq.2), respectively.
(1) where, X is a random variable, µ and σ are the mean and standard deviation respectively, of the variate, λ and ζ are, respectively, the mean and standard deviation of ln(x). For each of the bridge components (i.e., the girder and the column), the normal and the log-normal probability plots show similar results. Since the correction factors cannot be negative values, the log-normal distribution was chosen as the probability distribution model for the element stiffness correction factors.
From Fig. 11 , it is observed that all the data fit well with the lognormal distribution for the correction factor of the column, but some data slightly deviate for the girder and boundary spring. Figure 12 shows the log-normal distribution fitting curve and the identified stiffness correction factor of each component. The parameters of the log-normal distribution of each component were calculated from the maximum likelihood estimation and they are shown in Table 4 . The mean and standard deviation values of each correction factor in Table 4 were derived by Eq. (3) and (4) (3) (4) It can be observed from Table 4 that the factor of variance of the boundary spring is much higher than those of the column and the girder. It means that the modal frequencies of the bridge are more sensitive to the stiffness of the boundary soil than the bridge columns and the girder. From the log-normal probability distribution model of the correction factor, the mean of stiffness change from initial design values are found to be −9%, −10%, and +11% for the column, deck and abutment boundary spring stiffness, respectively.
Conclusions
From the two-year ambient vibration monitoring data collected 
at the West St. On-Ramp, the change in the stiffness of the columns, the girder, and the boundary spring was identified using a back-propagation neural network. For this curved bridge, it was found that the natural frequencies of the bridge extracted from the measured vibration data were heavily influenced by the vehiclebridge interactions as well as the energy level of the traffic excitations. For this study, 20 vibration measurement data sets showing similar frequency response patterns were selected from the total 90 data sets. These data sets were considered to be excited by similar traffic conditions and not influenced by the vehicle-bridge interactions.
From the identified element stiffness correction factors, the probability distribution model of the element stiffness was established for the two-year monitoring period under the assumption of the log-normal distribution. The higher factor of variance of the correction factor of the abutment boundary spring indicated that the modal frequencies of the bridge are more sensitive to the abutment soil springs than the bridge columns and girder. In addition, it was found that the identified stiffness values of the columns and the girder were approximately 10% different from the design values.
In the future, the authors will continue collecting and analyzing traffic-induced vibration data from the curved West St. On-Ramp. A long-term trend in the element stiffness change will be traced in the probabilistic framework. In addition, dynamic interactions between traveling vehicles and the bridge structure will be studied, which is believed to play an important role in the dynamic response of a curved bridge.
