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ABSTRACT Quality control is an area of utmost importance for fabric production companies. By not
detecting the defects present in the fabrics, companies are at risk of losing money and reputation with a
damaged product. In a traditional system, an inspection accuracy of 60-75% is observed. In order to reduce
these costs, a fast and automatic defect detection system, which can be complemented with the operator
decision, is proposed in this paper. To perform the task of defect detection, a custom Convolutional Neural
Network (CNN) was used in this work. To obtain a well-generalized system, in the training process, more
than 50 defect types were used. Additionally, as an undetected defect (False Negative - FN) usually has a
higher cost to the company than a non-defective fabric being classified as a defective one (false positive),
FN reduction methods were used in the proposed system. In testing, when the system was in automatic
mode, an average accuracy of 75% was attained; however, if the FN reduction method was applied, with
intervention of the operator, an average of 95% accuracy can be achieved. These results demonstrate the
ability of the system to detect many different types of defects with good accuracy whilst being faster and
computationally simple.
INDEX TERMS CNN, deep learning, fabric defect detection, false negative reduction.
I. INTRODUCTION
Fabric defect detection is a quality control process that has
to ensure the identification of defects present in the textile
fabric. These defects can reduce the textile fabric price as
much as 45% to 65% [1]. A traditional inspection system is
composed of manual workers/operators. Their job is to detect
the defects while the fabric is being moved by a machine.
Traditionally, this motorized machines unroll the fabric rolls,
so that the fabric is stretched and presented to the worker
without folds and thickness differences. As this process relies
on human visual ability and concentration, this task can be
very tedious and time-consuming, which can lead to fatigue
and consequently human error. Therefore, traditional systems
can only achieve a 60% to 75% accuracy, even though they
have very slow speed compared to production rate. As a
result, automatic visual inspection systems to ensure the
high quality of products in production lines are in increasing
demand.
The associate editor coordinating the review of this manuscript and
approving it for publication was Corrado Mencar .
The main advantages of the automatic defect detection
systems, compared to human inspection, are high efficiency,
reliability and consistency [2]. Nickoloy and Schmalfub [3]
have shown that the investment in automated fabric inspec-
tion systems is economically attractive when reduction in per-
sonnel cost and associated benefits are considered. Although
automated visual inspection systems have many advantages,
there are still some obstacles to overcome. The large num-
ber of features, interclass similarity and intraclass diver-
sity of fabric defects form major obstacles to perform this
task [4].
To overcome the mentioned difficulties, a fast fabric defect
detection system that was trained in more than 50 defect
types, which was not observed in literature, is proposed in
this paper. This system, presented in Figure 1, is an auto-
matic system, which can be complemented with the opera-
tor decision. In this work, three main contributions can be
highlighted:
1) A new Convolutional Neural Network (CNN) defect
detection system, which can be operator-assisted,
is proposed;
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FIGURE 1. Fabric defect detection system operation flowchart.
2) As the images classified as no-defect by the system are
not reviewed by the operator, two False Negative (FN)
reduction methods were studied;
3) In order to solve the problem of underrepresented
defect types on existing datasets, a new and more
general dataset was created.
The CNN architecture was created from scratch, with
Convolutional, Max-pooling, ReLU and Dense layers.
No pretrained networks or weights were used. In order to
obtain the best architecture/configuration various training and
tests were performed with the chosen datasets. The selected
datasets were collected from various sources, in order to
compare and test this model against existing works. Layer
feature visualization and exhaustive testing on four different
datasets, also constitute contributions that are not usually seen
in similar works. The proposed system presents high accuracy
and lower execution time, in comparison with related works.
The interaction between the system and the operator, com-
plemented by the use of FN reduction methods, constitutes a
novel approach to this problem.
Further structure of this paper is the following. Section II
provides a review of several fabric defect detection
approaches observed in literature, whereas section III iden-
tifies the datasets used in this paper. Section IV describes the
novel fabric defect detection system as well as the false nega-
tive reductionmethods that were explored. SectionV presents
and discusses the experimental results. Finally, section VI
provides some conclusions and future improvements to this
system.
II. RELATED WORK
This section provides a literature review of some fabric defect
detection techniques. These techniques can be divided into
the following categories: statistical, spectral, model-based
and learning.
A. STATISTICAL APPROACHES
Statistical approaches mainly include autocorrelation func-
tion, eigenfilters, histogram, Gray Level Co-occurrence
Matrix (GLCM), Local Binary Patterns (LBP), mathematical
morphology and fractal dimension. These methods study the
statistical properties of the relationships between the gray
levels of an image. The statistical properties of the defective
fabric stand out from the defect-free regions that remain
statistically constant throughout a significant portion of the
inspection images [4]. Most of these methods require prior
knowledge of the defect-free characteristics when they are
used single-handed and are only effective in a few types of
defects. Wood [5] used autocorrelation function to describe
and analyze the symmetry of carpet fabric patterns. Unser
and Ade [6] used eigenfilters information for defect detection
in textured materials, obtaining good results and low rate of
false alarms. Monadjemi [7], [8] proposed the application
of structurally matched eigenfilters generated by rotation,
negation and mirroring for texture defect detection. In 2010,
Thilepa [9] used histogram equalization with noise filtering
and thresholding to detect fabric defect and 85% accuracy
was attained.
Haralick et al. [10] defined 14 different characteristics
extracted from the GLCM to analyze texture features and
tested the system in various known textures like wood pat-
terns. Rosler [11] used these characteristics to develop a
defect detection system that obtained 95% accuracy in some
defect types. In 2011, Ben Salem andNasri [12] combined the
GLCM characteristics with a Support VectorMachine (SVM)
to classify different defect types and an average accuracy
of 80% was obtained.
Tajeripour et al. [13] used LBP to extract the characteris-
tics of defect-free fabric samples, comparing them with the
test samples and then find the defective ones. Ben Salem
and Nasri [12] combined this technique with an SVM to
classify defective samples and obtained an average of 86,7%
accuracy. In 2001, Kwak et al. [14] used morphologic oper-
ations and thresholding, combined with a decision tree,
to detect and classify the defects, obtaining 91,25% accuracy.
Mak et al. [15], [16] created morphological filters to detect
fabric defects and achieved 96,7% accuracy. Conci and
Proença [17] suggested an inspection system based on the
variation of fractal dimension to detect the fabric defects.
The authors found this approach very simple but also experi-
mentally limited, with poor defect localization accuracy and
high false alarm, resulting in 96% detection but only on eight
defect types.
B. SPECTRAL APPROACHES
Many of the statistical approaches discussed break down
when used on fabric defects that present very smooth
transitions. Therefore, other more robust and efficient meth-
ods have been created. Spectral methods analyze the tex-
tured images in the spatial frequency domain and require a
high degree of periodicity. These methods include variants
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of Fourier transform, Gabor filters and wavelet transform.
Hoffer et al. [18] used the optical Fourier transform com-
bined with a neural network to detect defects in cloth fabric.
Tsai and Hsieh [19] tested a combination of a discrete Fourier
transform and Hough transform to enhance the defective
region of the image. Bovik et al. [20] used Gabor filters to
classify different types of defective pattern fabrics that had
been previously studied. Sari-Sarraf and Goddard [21] devel-
oped a low cost and easy to implement inspection system
based on wavelet transform, that obtained 89% accuracy and
a 2.5% false alarm rate. Dorrity and Vachtsevanos [22] built a
defect detection system that combined wavelet transform and
fuzzy analysis. Yildiz and Buldu [23] achieved 95% classi-
fication accuracy combining wavelet transform and principal
component analysis with the help of thermal imaging.
C. MODEL-BASED APPROACHES
The textures present in an image can be defined by predeter-
mined parameters that constitute an aleatory or deterministic
model. Although these methods are very complex and com-
putationally expensive, they may be adequate for images with
non-uniform patterns. Autoregressive model and Gaussian
Markov random field are some of the methods that constitute
this type of approaches. Thesemodels can sometimes become
very complex and computationally expensive. McCormick
and Jayaramamurthy [24] used autoregressive models do syn-
thesize different fabric textures and compare them to pre-
defined textures. Cohen et al. [25] modeled the defect-free
fabric with a Gaussian Markov random field model and com-
pared it to the test image fabrics to detect the fabric defects.
D. LEARNING APPROACHES
The latest technological developments in processing power
and volume of data facilitate the adoption of learning
approaches. These methods try to find patterns in the
extracted characteristics of the fabric image and therefore
can be used standalone or as a complement to other methods
like LBP [26] and GLCM [27]. SVMs [28], Feed-forward
Networks (FFNs) [29], [30] and CNNs [31]–[33] are some
of the methods included in this type of approaches. In 2011,
Ghosh [34] developed an SVM-based inspection system,
to detect three different types of fabric defects. Kumar [35]
used principal component analysis to reduce the dimension
of the characteristics vector, complemented with a two-layer
FFN, and obtained a robust low-cost defect detection system.
Mei et al. [36] proposed an unsupervised learning-based
automated approach by using a multi-scale convolutional
denoising auto-encoder network and Gaussian pyramid to
detect and segment fabric defects. Their overall inspec-
tion accuracy reached over 80.0% on all datasets. In 2019,
Ouyang et al. [37], used a CNN to detect defects in a dataset
created by the authors and a 98.82% accuracy was attained.
Although the mentioned methods may present high accu-
racy rates in defect detection, some are computationally
inefficient. Moreover, their accuracy may not be very high
when many fabric defect types are considered. It is important
to note that these methods were used with different pur-
poses (defect detection, defect segmentation, and defect clas-
sification); however, in this work we are just focused on
defect detection. Even though learning approach-based sys-
tems provide high-level information and are considered state-
of-the-art, they also have some limitations. These methods
have a black-box character, and require high computational
resources and large training sets to obtain accurate models.
Additionally, although the defect classification as False Pos-
itive (FP) or FN has different consequences on the company
production, with impact on the production speed and product
quality, most defect detection systems do not consider this
problem.
III. DATA GATHERING
For this work, four different datasets were used. In addition
to the three existing datasets (TILDA, MVTec and Stains
dataset) and to have a more general dataset that could bet-
ter represent the many different defect types observed in a
production environment, a new dataset was created (Fabric-
Net-Dataset). The Fabric-Net-Dataset was divided into three
parts that were used in train, validation and test phases. The
other three datasets were only used in the test phase. It is
important to note that all the images correspond to pattern
less fabric and were resized to 150 × 150 dimension (using
the "inter_area" interpolation function), in order to shorten
the execution times and thus make the network even faster.
Several tests were performed to find an image size and the
input size of the proposed CNN (see subsection IV-C) that
would obtain the best balance between the amount of image
information and the model’s effectiveness. In the case of
TILDA and MVTec datasets only a portion of the images
were randomly selected for the testing phase, in order to
produce balanced datasets for this binary defect detection
problem, required to ensure the correctness of the defined
metrics results (accuracy, recall, sensitivity and others).
TILDA (FD-TL) is a dataset developed by the group
‘‘Texture Analysis of the DFG’s’’ [38]. This dataset is divided
into 8 different fabric types, each one containing seven defect
classes, making a total of 3200 images. Since some defect
types are not related to the fabric structure, three of the defect
types were not considered.
MVTec Anomaly Detection Dataset (FD-MV) was created
by the MVTec company [39] and contains many different
object classes from different industries. For this work, only
the ‘‘carpet’’ class was used. Given the different nature of
carpet fabric structure in comparison with other textiles, this
dataset can demonstrate the robustness and generalization of
the fabric defect detection system created.
The Fabric Stains Dataset (FD-ST) was created by the
Intellisense lab of Moratuwa University, Sri Lanka [40]. This
dataset contains images of two different fabric types with
stain defects.
Fabric-Net-Dataset (FD-NT) was created with images
from two different sources, namely the fabric defect images
from Cotton Incorporated [41] and other fabric images found
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TABLE 1. Used datasets, in a total of 1394 image samples.
FIGURE 2. Fabric defect detection system block diagram.
on the web. The dataset from Cotton Incorporated contains
194 images with more than 50 different defect types which
allows for a broader representation of fabric defect classes.
To complement and increase the number of examples in this
dataset, other images were extracted from the Web.
Summary: In total, there are 1394 images in the sum of
the four datasets. Each dataset is balanced between the two
classes and the weight of each one is represented in Table 1.
IV. PROPOSED SYSTEM
The proposed system is divided into several processes,
as presented in Figure 2. Firstly, the image acquisition sys-
tem captures the fabric image, which is then pre-processed,
with histogram equalization, to enhance the defective region.
Then, image analysis is performed to detect the fabric defect.
A customized CNN architecture was used for the defect
detection process, in order to create a robust and computation-
ally effective defect detection system. If this system detects
a possible defect in the fabric roll, the system’s activity is
stopped, and the nearby operator is informed. After that the
operator confirms or reverses the system evaluation and gives
the authorization for the system to proceed the operation and
continue to the next fabric image. Furthermore, the defect
type, location and other characteristics can be documented
for later research. In the following subsections, the system
processes as well as the CNN architecture and false negative
reduction methods are described.
A. IMAGE ACQUISITION
In order to have a fast RGB (Red, Green, Blue) image
acquisition system with low noise and high resolution
images, a series of line scan CMOS (Complementary
FIGURE 3. Structure of the visual inspection system.
FIGURE 4. Pre-processing Fabric-Net-Dataset example: a) original image;
b) grayscale transformation; c) histogram equalization.
Metal-Oxide-Semiconductor) sensors cameras can be used.
These cameras capture less blurry images and have more
speed and range of motion then other scan cameras [42].
To capture the entire width of the inspected fabric with good
resolution, this system uses a row of line cameras, jointly with
the lighting system, while the fabric roll is unwinded by a
machine, as illustrated in Figure 3.
B. PRE-PROCESSING
In addition to image resizing, described in section III,
grayscale transformation and histogram equalization were
performed in order to increase the contrasts between the
objects present in the images. This can emphasize the dif-
ferences between the uniform fabric structure and the defect
region as shown in Figure 4.
C. CNN ARCHITECTURE
This section provides the configuration of the custom CNN
architecture used in this defect detection system. As this
system must be able to fast process the images from several
cameras, to allow the roll to be inspected as quickly as pos-
sible, a simpler architecture was used instead of other more
complex state-of-the-art deep learning models. To further
improve system speed, in this stage, only defect detection
is performed, leaving defect classification for a later stage.
Figure 5 shows an overview of the CNN layers and its dimen-
sions. This architecture, is composed of four convolutional
and max-pool layers, followed by two fully-connected layers.
ReLU was used for all the activations. Table 2 contains all
the layers and its hyperparameters, where F is the number of
feature maps, K corresponds to the kernel size and S is the
stride parameter. As mentioned, this CNN was trained and
validated on Fabric-Net-Dataset. Each layer activations were
also visualized in order to confirm that the network could
recognize the fabric defect features (see subsection V-C).
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FIGURE 5. The proposed custom CNN layers dimension.
TABLE 2. The proposed custom CNN architecture hyperparameters.
D. FALSE NEGATIVE REDUCTION
The lesser the number of FN and FP examples, the better
the system performance. Even though in most literature work
both are treated equally, usually, one of them has a higher
cost. As in this system specifically, the FN cost will be higher
than FP because all the FN examples will not be reviewed
by the operator. Taking this into account, two FN reduction
methods were studied and later evaluated. Both methods
modify the standard classification threshold value. It is also
important to note that there is always a trade-off between FN
and FP, so reducing one will ultimately increase the other.
As the percentage of FP examples will also be reviewed by
the operator, increasing the number of FP will also increase
the operators working time. Thus, in the end other variables
like fabric cost and operator salary rate, must be considered.
This improvement can offer flexibility to the system and can
be used as a system variable that can be adjusted depending
on the environment.
The Classification Threshold Reduction (CTR) method
uses a lower value for the threshold to reduce the exam-
ples classified as defect-free by the detection system. This
is because, if the detection system is well trained, most of
the FN examples will be positioned close to the standard
threshold value, therefore reducing the number of FN.
The Rejection Region (RR) method uses two different
threshold values, therefore creating a rejection region. Every
example classified as defect inside this region will be later
reviewed by the operator. The second threshold allows the
number of examples that must be reviewed by the operator to
be decreased. However, with this method some FP examples




The models were implemented using Tensorflow [43] and
KerasAPI [44] and trained on a laptopwithNVIDIAGeForce
GTX 1650 Max-Q, 16GB RAM and Intel Core i7-9750H.
This vindicates that the system proposed is simple and cheap
to implement on a real-world environment.
B. EVALUATION METRICS
The method proposed in this work was evaluated and com-
pared against state-of-the-art using standard metrics based on
confusion matrix results. These metrics can be defined as:
• Accuracy (eq. 1);
• Recall (eq. 2);
• Precision (eq. 3);
• AUC - Area Under Curve;
• F2-score (eq. 4);
















,with β = 2
(4)
MCC =





1) CNN DETECTS THE DEFECTIVE FEATURES
In order to confirm that our CNN can in fact identify the fabric
defect features present in an image, the neurons activations
in each layer were visualized. This method allows to verify
if the network is well trained and behaves accordingly to the
expected outcome. It can also show the characteristics behind
false positive and false negative cases which can be used as a
debug tool for these models. The following is an example of
application of this method that distinguishes a well-classified
defect example (see Figure 6) from a poorly classified one
(see Figure 7). The heat maps represent the activation levels
of some feature maps (not all) in each CNN layer. The more
yellow it gets on the defective regions the greater it is the
defect probability in that area. Comparing the two results,
in the well-classified example (Figure 6) the CNN can better
identify the defective features of both top and bottom defec-
tive regions throughout the convolutional layers, so the color
difference between those regions and the rest of the image
is very high. As a result, in the last layer the two defective
regions are isolated and segmented from the rest of the image.
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FIGURE 6. Visualization of the layers activation for a well-classified fabric
defect sample image.
FIGURE 7. Visualization of the layers activation for a poorly classified
fabric defect sample image.
This leads the network to correctly classify this example as a
defective fabric with very high confidence (value = 0.9999).
In contrast, in the second example (Figure 7), the CNN cannot
clearly identify the defective features, even in the second
layer. So, in the last layer the defective features are not well
defined, and this leads the network to classify it as a FN
(value = 0.1928).
2) CNN SURPASSES STATE-OF-THE-ART MODELS
As mentioned in subsection IV-C, a customized CNN was
used to perform the task of defect detection. The training
of both the CNN and state-of-the-art algorithms were per-
formed using the FD-NT dataset together with data aug-
mentation transformations to increase accuracy and reduce
overfitting. They were then tested on four different test
datasets. The state-of-the-art deep learning models were
loaded with pretrained weights from ImageNet and the two
final fully-connected layers were substituted by two 256 neu-
ron layers. Only these two final layers were fine-tuned using
FD-NT dataset. Then the whole architecture was trained with
a smaller learning rate to fine-tune the networks. In Tables 3, 4
the performance of the proposed CNN is compared to the
state-of-the-art fabric defect detection algorithms, in which
GLCM and LBP methods were selected to perform feature
extraction, SVMs and FFNs were used as classifiers. The
results in Tables 3, 4 show that the proposed CNN out-
TABLE 3. Accuracy, loss, recall and precision of the proposed model and
state-of-the-art defect detection techniques in different datasets with the
respective average (between 0 and 1).
TABLE 4. AUC, FN, f2-score and MCC of the proposed model and
state-of-the-art defect detection techniques in different datasets with the
respective average (between 0 and 1).
performs the others defect detection algorithms across all
test metrics. For example, the proposed CNN achieves an
average accuracy of 0.7545 (see last column of Table 3),
which is 0.07 more in average accuracy compared to the sec-
ond best performing algorithm, and obtains less false nega-
tives (an average of 20.25, as presented in Table 4). Some of
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TABLE 5. Accuracy, loss, recall and precision of the proposed model and
state-of-the-art deep learning architectures in different datasets with the
respective average (between 0 and 1).
the algorithms are not even very robust. For example, the two
LBP algorithms have a perfect classification in the FD-MV
dataset, but in the FD-ST dataset they cannot distinguish
the differences between a defect and non-defective example.
This is shown by theMathews Correlation Coefficient metric,
which says that if a value is close to zero, the system is
almost a random classifier. In Tables 5, 6 the proposed CNN is
compared to the deep learning state-of-the-art architectures.
VGG16, InceptionV3, Xception and MobileNetV2 were the
ones used for comparison. The results in Tables 5, 6 show
that the proposed CNN outperforms other deep learning
architectures in almost all test metrics except precision and
FN. From all the deep learning architectures, the simpler
one (MobileNetV2) is the one that comes closer in terms of
average accuracy (0.7424 in comparison with the 0.7545 of
the proposed CNN). Finally, the defect detection execution
time of a sample image, for each of the studied models,
is presented in Table 7, which shows the good performance
of the proposed model.
3) FALSE NEGATIVE REDUCTION METHODS IMPROVE
SYSTEMS PERFORMANCE
As previously mentioned, two false negative reduction meth-
ods were studied, namely CTR and RR. Both methods are
based on classification threshold value modification. The
FD-NT dataset (validation part) was used to obtain the best
threshold value for both studies. After obtaining the threshold
values, both methods were tested on the test datasets and the
results are presented in Tables 8, 9. It is important to note
that these results consider the operator analysis. This means
TABLE 6. AUC, FN, f2-score and MCC of the proposed model and
state-of-the-art deep learning architectures in different datasets with the
respective average (between 0 and 1).
TABLE 7. Defect detection execution time of each model for one sample
image.
that in theory every example reviewed by the operator is
correctly classified. This is because in this system, unlike
the traditional system, the operator is reviewing the detected
defect while the system is stationary, and he knows the
location of that defect. The results from Tables 8, 9 show
that the CTR method is the most effective one, as it was
expected, because of the greater cooperation from the oper-
ator. In comparison, the RR method obtains less accuracy
given the decreased number of examples reviewed by the
operator. Nevertheless, there is a sharp decrease in the oper-
ator’s work, which in the case of inspecting cheaper fab-
ric might be a better solution. This approach allows the
operator to focus only on a smaller and important portion
of the inspected fabric. Overall, from a total of 782 test
examples, when CTR is applied, the system achieves an
average of 95% accuracywith the operator intervention in just
42% of the inspected fabric. When RR is applied, with only
30% of operator’s intervention, an average accuracy of 80%
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TABLE 8. Number of TP, TN, FP, FN and examples reviewed by the
operator for false negative reduction methods in different datasets with
the respective average.
TABLE 9. Accuracy, recall, precision, f2-score and MCC of the system with
false negative reduction methods in different datasets with the respective
average (between 0 and 1).
can be attained. However, considering that in a production
environment the number of defects is much lower than the
number of defect-free regions, the percentage of examples
reviewed by the operator will be much lower. In some fabric
rolls there may not even exist defects. In this case only FP
cases will be reviewed by the operator and given the low
FP rate this can lead to no intervention from the operator at
all. Therefore, the time spent by the operator in this system
will always be much shorter than in a traditional inspection
system.
D. DISCUSSION
The state-of-the-art study compares the proposed model with
four different fabric defect detection approaches and four
different deep learning architectures. The comparisons pre-
sented in Tables 3, 4, 5 and 6 show that the proposed CNN
model not only outperforms human inspection performance,
but it is also able to generalize better and outperform all other
tested approaches. Even though for specific datasets, mainly
in the FD-MV dataset, the proposed method does not always
have the best results, in the average of all datasets (with awide
variety of defects) it reaches the best results. Furthermore,
the proposed approach is also much faster in comparison
with other deep learning approaches (Table 7), due to its
simple architecture. The results also show that some of these
algorithms cannot generalize very well, for example the LBP
approach obtains perfect accuracy in FD-MV dataset even
though it cannot distinguish between the two classes in the
FD-ST dataset. Even though the deep learning state-of-the-art
models were built with transfer learning from ImageNet, it is
possible to assume that with more training examples a better
performance would be obtained. So, as this problem does not
have a lot of prepared data, the proposed CNN is simpler and
can outperform even the less complex MobileNetV2.
VI. CONCLUSION AND FUTURE WORK
Overall this system shows the potential of operator-assisted
systems, which may be easier to implement, low-cost and
better to tackle realistic scenarios. In this work, a new
CNN-based fabric defect detection system, suited for a realis-
tic scenario, was proposed. The CNNmethod provides a good
feature detection, as it can be confirmed in Section V-C. This
system has the possibility of being operator-assisted whom
may confirm or reverse the system evaluation when a possible
defect is detected. This increases the system accuracy by
reducing the number of FP examples. Therefore, two FN
reduction methods were studied. To obtain a reliable dataset
that could represent most of the fabric defect types found in
the literature, a new dataset was created. In total four different
datasets were used to train and test the proposed methods.
An average of 75% accuracy was observed in the test datasets
when the system was in automatic mode. Therefore, this
system outperforms human inspection systems even in auto-
matic mode. When the false negative reduction method was
applied, together with the operator intervention, an average
of 95% accuracy was attained in the same datasets. These
promising results show that the proposed system achieves
better performance when compared to traditional systems
and others found in literature, in addition to being much
faster, cheaper and easier to maintain. Plus, the time spent
by the operator in this system will always be much shorter
than in a traditional inspection system. Furthermore, this
thorough study using four different datasets, with distinct
characteristics, is uncommon in known literature and shows
the generalization capacity of this model.
As future work, it would be of interest to develop a larger
dataset, with more real-world examples that would allow to
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train and implement a more complex defect detection system.
A larger dataset would allow the use ofmore complexmodels,
such as Long Short-Term Memory (LSTM) and Transformer
networks. To improve the FN reduction functionality, more
robust methods that can be executed during training, such as
a custom loss function, could be tested. As a final objective,
the developed system should be implemented in a real-world
environment, to test and compare it to a traditional inspection
system.
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