We conjecture the following so-called norm compression inequality for 2 × N partitioned block matrices and the Schatten q-norms: for p ≥ 2,
Introduction
The norm compression of a block-partitioned matrix T = [T (ij) ] w.r.t. a given matrix norm ||.|| is a matrix obtained from T by replacing each of its blocks by their norm: [||T (ij) ||]. One can raise the question as to how the norm of T relates to the norm of its norm compression. In many cases one can find simple upper and lower bounds to one in terms of the other, giving rise to norm compression inequalities (NCI's); see [4] and references therein for an overview of several of these inequalities.
The Schatten q-norms, for 1 ≤ q < ∞, are unitarily invariant (UI) norms generalising the l q norms to the non-commutative setting. For a general matrix or operator A, they are defined as ||A|| q = (Tr(|A| q )) 1/q , which reduces for positive semi-definite (PSD) matrices A to ||A|| q = (Tr(A q )) 1/q .
In this paper, I propose a norm compression inequality, based on the Schatten norms, for 2 × N block-partitioned matrices:
Conjecture 1 Let T be a general matrix partitioned in 2 × N blocks:
Then the following norm compression inequality holds, for p ≥ 2:
while for 1 ≤ p ≤ 2 the ordering of the inequality is reversed.
The work presented here grew out of an attempt to prove Hanner's inequality [8] for matrices. Hanner's inequality proper [8] for the L p function spaces is, for f, g functions in L p ,
for 1 ≤ p ≤ 2, and the reversed inequality for 2 ≤ p. It is widely believed that these inequalities are also true for the Schatten trace ideals, i.e. for general matrices A, B in C p , and 1 ≤ p ≤ 2,
while for 2 ≤ p, the inequality is reversed. This generalisation to matrices has been proven in a number of instances:
(1) For all 1 ≤ p ≤ ∞ when A + B and A − B are PSD.
(2) For all 1 ≤ p ≤ 4/3, p = 2, and 4 ≤ p ≤ ∞ when A and B are general matrices.
Proofs are due to Ball, Carlen and Lieb [3] and Tomczak-Jaegermann [9] .
That Conjecture 1 implies Hanner's inequality for matrices can be seen easily by putting N = 2, A 1 = B 2 = A and A 2 = B 1 = B. Unitarily conjugating T with the matrix Two other special cases where Conjecture 1 is proven is for 2 × 2-partitioned block matrices T (N = 2). The case when T is PSD has been proven by King [6] , and the case when the blocks of T are all diagonal matrices has been proven by King and Nathanson [7] .
Note that, if it is true, (1) is strongly sharp, which means that equality can be obtained for any given imposed values a k ≥ 0 and b k ≥ 0 on ||A k || p and ||B k || p , respectively. To see this, one just takes
In the following, I present equivalent forms of the Conjecture and a number of proofs in some further special cases. Section 2 deals with a standard duality argument to show that the 1 ≤ p ≤ 2 and 2 ≤ p cases can be derived from one another, whence attention can be confined to either case alone. Equivalent forms of the Conjecture are given in Section 3. The central part of the paper is Section 4, in which I give proofs of the Conjecture for 4 special cases:
• The norm compression of T has rank 1.
• All blocks in T have rank 1.
• All blocks A k in the first row are proportional, and so are all blocks B k in the second row.
• Just as in the case of Hanner's inequality, p ≥ 4 (and by duality, 1 ≤ p ≤ 4/3).
Given the fact that Conjecture 1 is a generalisation of Hanner's inequality to 2 × N block matrices, one may wonder whether the Conjecture could even be true for arbitrary M × N partitionings. It turns out that this is not the case.
For 4 × 4 block matrices there are counterexamples when the blocks A ij are real scalars, in which case the norm-compression is just the entry-wise absolute value [|A ij |]. The following example already appeared in [4] : for In the final Section of this paper we study the special case of diagonal blocks, and find counterexamples for 3 × 3 block matrices.
Duality
A standard duality argument allows to reduce the amount of effort in proving Conjecture 1 by a factor of two. I will show that validity of the Conjecture for p ≥ 2 implies its validity for 1 ≤ p ≤ 2. There is nothing very special in this proof, but I nevertheless present it here because duality arguments are notoriously error-prone. While duality arguments are often quite straightforward, they can occasionally be very tricky, leaving no room for complacency.
Let us take p between 1 and 2, and let q be the conjugate exponent q = 1/(1 − 1/p). I will show that if we assume that (1) holds for q, with the inequality sign reversed, then (1) holds for p.
Using the dual representation of a norm, we can express the left-hand side (LHS) of (1) in a variational manner as
where the maximisation is over all blocks S 1 , . . . , S N and T 1 , . . . , T N of the same size as A k and B k . The trace in this expression can simply be rewritten as
Now consider the right-hand side (RHS) of (1), which can similarly be expressed as
where the maximisation is over all real scalars s 1 , . . . , s N and t 1 , . . . , t N . Likewise, we have
Inserting these expressions in the previous one gives
where we keep the previous constraints on s k , t k , G k , H k , without mention. The value of the maximum is obviously not changed when moving the absolute value signs outside of the sum, giving
Comparing this expression for RHS(1) to the one for LHS(1), we see that LHS ≥ RHS follows if on putting S k = s k G k and T k = t k H k we obtain a matrix that satisfies the constraint
This is indeed the case. Combining the constraints on s k , t k , G k , H k with the assumption that Conjecture 1 holds for q, we find
This completes the duality argument. 2
Equivalent and Related Forms
The duality argument from the previous Section implies that we only need to consider the p ≥ 2 case. Let us therefore put p = 2q, with ≥ 1, and perform the conversion ||T || 2q = ||T T * || 1/2 q . Inequality (1) then becomes, after squaring both sides: for q ≥ 1,
q . Note that both matrices appearing in (4) are PSD.
In the following I will use the subscript (jk) to indicate the j, k-th block, as opposed to the subscript jk without the brackets, which I use to denote the j, k-th entry.
An equivalent formulation of (4) is the following
j,k=1 be arbitrary PSD 2 × 2 block matrices, and q (i) k arbitrary non-negative numbers. The maximum attainable value of
Proof of equivalence of (4) with (5) . It is immediately clear that (5) implies (4), as can be seen by setting
To prove the converse, I first show that maximality of || i Q (i) || q under the above-mentioned constraints implies that all Q (i) are of the form
W.l.o.g. we can assume all blocks having the same size (if not, the smaller blocks can be padded with zeroes, an operation which does not change the Schatten norms). We can maximise || i Q (i) || q in two steps. We first maximise it keeping the diagonal blocks Q (i) (kk) fixed, and then maximise over the diagonal blocks while keeping their norms fixed.
In the first step, positivity of
where
|| q over all allowed Q (i) then amounts to maximising it over all contractions K (i) . The set of square contractions is convex and its extremal points are the unitaries. Since ||.|| q is a convex function of its argument, || i Q (i) || q will achieve its maximum in an extremal point, i.e. in a point where 
It is immediately clear that (7) implies (4), as can be seen by setting
, the statement of Conjecture 3 coincides with Conjecture 2 and is therefore equivalent with it. For larger N we don't know whether equivalence holds between Conjectures 1 and 3.
We can further reformulate Conjecture 3 once we realise that it is true for matrices Q and R consisting of scalar blocks, which is proven in Section 4.2. Namely, Conjecture 3 is thus equivalent to the statement that the maximum in the LHS of (7) is obtained when the blocks of Q and R are essentially scalars (i.e. all blocks are proportional to the same matrix).
Proofs in Special Cases

The norm compression has rank 1.
Let A k and B k be such that a
This is indeed what is meant with T having a rank 1 norm compression. The choice of p k is such that they form a probability distribution. By setting
reduces to
Now note that the RHS is independent of p k . By convexity of the Schatten norm, it is therefore enough to prove this inequality for the extremal points (p k ) k = (0, . . . , 0, 1, 0, . . . , 0), which amounts to the case that N = 1. That is, we need to prove
As the left-hand side is equal to || X * In this case, A k and B k can be written as
The left-hand side of (4) then can be written as
Introducing K = ⊕ k u * k v k , and denoting by A and B the matrices whose columns are α k and β k , respectively, this is equal to
Now note that K is a diagonal contraction, and that the LHS is convex in K and K * . Since the diagonal contractions form a convex set with extremal points the diagonal unitaries, the LHS is maximal for K equal to some diagonal unitary U. Therefore,
where I introduced the matrices Q = A * A and R = UB * BU * . Note that the diagonal entries of Q and R are given by Q kk = (A * A) kk and, since U is a diagonal unitary, R kk = (B * B) kk .
The scalars a k and b k appearing in the right-hand side of (4) are thus a k = ||α k || = (A * A) kk = √ Q kk , and b k = ||β k || = (B * B) kk = √ R kk . Hence, the right-hand side of (4) depends only on the diagonal elements of Q and R. Defining q k := Q kk and r k := R kk , it is given by
with y := k √ q k r k . In other words, the special case under consideration follows from the special case of Conjecture 3 where the blocks of Q and R are scalar, and which I will now prove.
In fact, it holds for any unitarily invariant norm, and not just for the Schatten norms. More precisely,
To prove this, I only have to show (8) for the Ky Fan norms ||.|| (k) , k = 1, 2, . . . , d, and then invoke Ky Fan's Dominance Theorem.
The cases k > 1 are trivial, as the right-hand side is then nothing but the trace of the matrix, giving Tr(Q + R), which is quite obviously an upper bound on ||Q + R|| (k) .
The remaining case k = 1, the operator norm, is more complicated. I will prove (8) for q = ∞ by showing that the right-hand side is the maximum of ||Q + R|| ∞ over all PSD Q and R with prescribed diagonals Q kk = q k , R kk = r k . In fact, I can show a little more: Proof. Since Q, R, S,. . . are Hermitian, the norm ||Q + R + S + . . . || ∞ is given by max ψ ψ * (Q + R + S + . . .)ψ = max ψ ψ * Qψ + ψ * Rψ + . . ., where ψ is any normalised vector. Now, for any vector ψ we have the inequality
where |Q jk | ≤ √ q j q k is required for positivity of Q. Letting ψ j = exp(iφ j )|ψ j |,
Since the maximal value of ψ * Qψ for this Q does not depend on the arguments φ j , we could as well restrict ψ to positive real vectors. As the above is true for any value of
This Lemma cannot be generalised to other norms, because the extremal points of the set of positive matrices with prescribed diagonal entries do not necessarily have rank 1, even if these diagonal entries are all 1 (so-called correlation matrices) [10] .
All A k are proportional to each other, and so are all B k
We now consider the case where the A k satisfy A k = α k X, for some scalars α k and some matrix X, and similarly, B k = β k Y . For this special case we need a result by King from [5] :
This proposition can be reformulated as:
Proof.
Then what we will need is:
Proof. We can write
thus Q is unitarily equivalent with
and has the same q-norm. Denoting the columns of Z 1/2 by y i , the latter matrix can be written as
Thus, ||Q|| q = || i y i y * i ⊗ X i X * i || q , which by the previous Corollary is upper bounded by || i y i y * i ||X i X * i || q || q . By the assumption ||X i X * i || q = 1, this upper bound reduces to || i y i y *
With this choice the left-hand side of (4) becomes
and the validity of (4) in this case follows directly from Corollary 2, with
The case q ≥ 2
This case corresponds to p ≥ 4. For this case, I start with a simple Lemma about 2 × 2 matrices: 
Since c 1 ≥ 0, in order for the maximum to be achieved, Re ψ 1 ψ 2 must be positive. In that case one sees that ψ * A 1 ψ ≤ ψ * A 2 ψ, so the same must hold for the respective maximums. 2 From King's norm compression inequality for PSD 2 × 2 block matrices (i.e. (1) with N = 2 and T ≥ 0), it follows that, for q ≥ 2,
By the triangle inequality, and the Cauchy-Schwarz inequality for matrices ([1] IX.30), the matrix elements of the right-hand side are upper bounded as follows:
Application of Lemma 2 then immediately proves (4) for q ≥ 2.
Remark. For 1 ≤ q ≤ 2 one might be tempted to apply the NCI proved in [4] instead of King's, but, unfortunately, it gives a bound which can be higher than (4).
Diagonal blocks, and a counterexample for 3 × 3 block matrices
In this final Section, we study the special case where all blocks are diagonal. For N = 2, this case has been considered and proven in [7] . The proof proceeds via reducing the problem to the following convexity result:
Lemma 3 Define the (homogeneous) real-valued function
, where B •1/q denotes the entry-wise (Hadamard) power of B. Then g q (B) is convex for 1 ≤ q ≤ 2, while it is concave for 2 ≤ q.
With this Lemma at hand, it is straightforward to prove (1) for diagonal blocks. The question thus arises whether the Lemma remains true for matrices in M 2,N (R + ), or even for general non-negative matrices.
Proof that (1) is implied by Lemma 3. We present the proof in the most general setting of matrices of arbitrary size, although we will show below that the Lemma does not hold for matrices of size 3 × 3 (and larger). Every matrix in this sum can be trivially norm compressed by applying the absolute value to every matrix entry. For this norm compression, the NCI (1) applies, because this is a special instance of the case where all blocks are rank 1. For q ≥ 2, this gives
Since all matrix entries are now non-negative, Lemma 3 can be applied, giving
One observes that the right-hand side is just the right-hand side of (1). 2
Upon closer inspection, we see that validity of Conjecture 1 in the case of positive diagonal blocks is equivalent to validity of Lemma 3. Hence, counterexamples to the conjectured validity of Lemma in the 2 × N case yield counterexamples to Conjecture 1.
Proving the Lemma for 2 × N matrices turns out to be surprisingly hard. The proof of the 2 × 2 case in [7] is already very involved and no simple method seems to be forthcoming yet. In the remainder of this Section we introduce a certain direction along which a proof may eventually be found; using this method we do find a counterexample for Conjecture 1 in the 3 × 3 case.
We now focus attention to the function g q (B) defined above. One sees that this is a homogeneous function on M(R + ). Let us restrict to the case 1 ≤ q ≤ 2. Following [7] we express the convexity using a differential. By homogeneity, convexity is equal to subadditivity; i.e. we have to show that for B, ∆ ∈ M(R + ), g q (B + ∆) ≤ g q (B) + g q (∆). Replacing ∆ by t∆, t > 0, this yields
For infinitesimal t we get the requirement
This is actually an equivalent statement to the former one, as can be seen by integrating over t.
The derivative can be calculated explicitly. For that purpose we need to know the Fréchet derivative of a Schatten norm
Tr |B + t∆| q . For positive B and ∆, the absolute value is not needed and we simply get ∂ ∂t t=0
Tr(B + t∆) q = q Tr(B q−1 ∆).
In the general case one can show that the (q − 1)-th power of B has to be replaced by the quantity (BB * ) q/2−1 B. In terms of the polar decomposition B = U|B|, this quantity is equal to |B * | q−1 U, which is why I propose to call this quantity the (q − 1)-th polar power of B. I will use the shorthand B
[r] for the r-th polar power:
Some obvious statements one can make are that the polar power coincides with the ordinary power on PSD matrices, and that UI norms don't distinguish between polar powers and ordinary powers:
With the derivative of the Schatten norm at hand, the Fréchet derivative of g q (B) can be calculated, and the result of a somewhat lengthy calculation is
Recall that • denotes the Hadamard product, and B •r denotes the r-th entrywise power. With the substitutions A := ∆
•1/q and C := B •1/q , the statement we have to prove becomes
for 1 ≤ q ≤ 2. Note that equality holds when A and C are proportional.
I have not been able to prove inequality (11) for A, C ∈ M 2,N (R + ). However, by studying what happens when C is on the boundary of M(R + ) (that is, when some entries of C are 0) I have been able to find a counterexample for M 3 (R + ), which, as mentioned above, automatically yields a counterexample to Conjecture 1 for 3 × 3 block matrices.
Consider q = 1.5, say, and the matrix
, where ǫ will tend to 0. One can easily calculate the polar power of C numerically. We will only need entry 1, 1 to see the violation of the inequality here. The result is lim where the only thing that matters here is that this entry is strictly positive. Indeed, the 1, 1 entry of C •1−q is given by ǫ −0.5 , which tends to +∞ as ǫ tends to 0, and, therefore, the 1, 1 entry of (C [q−1] • C •1−q ) tends to +∞ as well. Hence, for any A with non-zero 1, 1 entry, the inequality (11) is violated to the maximally possible extent.
In the light of this counterexample, one may get concerned about validity of (11) in the 2 × N case as well. I end this Section by showing that the phenomenon just mentioned, of certain entries of (C It is, of course, this non-positivity that saves the day for inequality (11) here. If entry C ij is zero, entry (C •1−q ) ij tends to +∞, so that (C [q−1] • C •1−q ) ij is either 0 or −∞. In the former case, it does not contribute to the LHS of (11), while in the latter it is a dominating contribution (at least, for A with non-zero entries) and causes (11) to be satisfied irrespective of any other entries.
