Measures on finite concrete logics by Peter G. Ovchinnikov
PROCEEDINGS OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 127, Number 7, Pages 1957{1966
S 0002-9939(99)04761-9
Article electronically published on February 26, 1999
MEASURES ON FINITE CONCRETE LOGICS
PETER G. OVCHINNIKOV
(Communicated by Andreas R. Blass)
Abstract. We examine the possibility to extend measures and signed mea-
sures on a concrete logic on a nite set to those on all its subsets.
1. Introduction
In this paper, we study the possibility to extend measures and signed measures
on a concrete logic consisting of subsets of a nite set to those on the Boolean
algebra of all its subsets. Of course, the case when the nite concrete logic in
question is a Boolean algebra is trivial and requires no theory. General concrete
logics on nite sets may possess a very complex structure. Measures and signed
measures on them may behave extremely nontrivially and unexpectedly. This area
has remained little-studied thus far, though some special nite concrete logics were
examined by a number of investigators (cf. [11], [22], [24], [26], [29], [30]).
Orthomodular posets (OMPs) (cf. [1], [9], [13], [22], [27], [28]) were introduced
as a generalization of the so-called logical approach to the foundations of quantum
mechanics initiated by G. Birkho and J. von Neumann [3]. Sub-OMPs of the
Boolean algebra of all subsets of a set are called concrete logics. As all OMPs can,
concrete logics can serve as domains for measures and signed measures. This has
resulted in the creation of the so-called generalized measure theory [10] generalizing
the classical measure theory on -algebras. Finite concrete logics provide a new
specic subject for a combinatorial and measure-theoretical investigation.
A general approach to extending measures and signed measures on nite concrete
logics based on a dual description for the latter was suggested by the author in [25].
Here, we develop the approach. Along with the aforementioned study of some
particular nite concrete logics, it is the additivity of integrals for observables on
concrete logics (cf. [7], [10], [18], [21], [33]) that essentially stimulates one to do
this. Also, it is noteworthy that the well-known G. Birkho theorem on doubly
stochastic matrices admits a formulation in terms of measures on a suitable nite
concrete logic (see [22], [25]). The theory of measures on projections (see, e.g., [4],
[5], [8], [14]{[16], [31], [32]), as a model, has considerably inﬂuenced this research,
too.
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In Section 2, we recall the basic denitions and some concepts, results, and
notation of [25].
In Section 3, we quote a result by J. Zerbe and S. Gudder on the additivity of
integrals, and then we introduce and handle the concrete logics of the form ()
yielded by nite point collections on the plane. We prove that all concrete logics
(f0;:::;n−1gf 0 ;:::;m−1g) are regular.
In Section 4, we introduce new concepts of the local positivity and the lledness
of a nite concrete logic and establish theorems on them. In particular, this enables
us to negatively solve the long-standing problem of whether every () is positive.
Section 5 is dedicated to an algebraic generalization of the concept of closedness.
The symmetric (i.e., closed with respect to the symmetric dierence) nite concrete
logics are characterized. One of the characterizations is accomplished in terms of
the well-known combinatorial game Nim.
In Section 6, we pose several open questions.
2. Preliminaries
Let Γ be a set. We denote by P(Γ) the Boolean algebra of all subsets of Γ. A
concrete logic [9], [10], [27], [28] on Γ is an EP (Γ) satisfying
1) Γ 2E;
2) x 2E = ) Γnx2E;
3) x;y 2E;x \ y= ;= )x [ y2E.
Let E be a concrete logic on Γ. A signed measure on E is a mapping  : E!R
such that
x;y 2E;x \ y= ;= ) ( x [ y )= ( x )+ ( y) :
Let V (E) denote the real vector space of all signed measures on E. A signed measure
 on E is called a measure on E provided that (x)  0 for all x 2E .Astate on
E is a measure  on E with (Γ) = 1. A state  on E is called two-valued if
(E)=f 0 ; 1 g .L e t S ( E )a n dS 0 ; 1 ( E ) be the sets of all states and all two-valued
states on E, respectively. For an arbitrary ! 2 Γ put
!(x)=
(
0i f != 2x ,
1i f ! 2 x
( x 2E) :
Obviously ! 2 S0;1(E). The ! is called the point state dened by !.D e n o t e
S point(E)=f  !j!2Γ g .As t a t e on E is called pure if  is an extreme point
of the convex set S(E). Let Spure(E) denote the set of all pure states on E.E v e r y
minimal element of E n f;g with respect to inclusion is called an atom in E.L e t
 ( E ) denote the set of all atoms in E.
Next, let Ω be a nite set. Denote by E the set of all concrete logics on Ω.
Obviously every E2Ecoincides with the set of all disjoint unions of elements
of (E).
Let A P(Ω)nf;g. It is easy to see that the following conditions are equivalent:
(i) there exists E2Ewith (E)=A ;
(ii) with respect to inclusion, the elements of A are mutually noncomparable,
and for every A1  A with pairwise disjoint elements there exists A2  A with
pairwise disjoint elements satisfying
Ω n (
[
x2A1
x)=
[
x 2 A 2
x:
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Let E2E .
Denition 2.1 ([25]). E is called regular if every signed measure on E extends to
a signed measure on P(Ω).
Denition 2.2 ([25]). E is called positive if every measure on E which extends to
a signed measure on P(Ω) also extends to a measure on P(Ω).
Let R and P denote the sets of all regular and all positive concrete logics on Ω,
respectively.
Obviously every measure on E extends to a measure on P(Ω) if and only if
E2R\P . (It is clear that if every measure on E extends to a signed measure on
P(Ω), then E2Ras every signed measure on E is a dierence of two measures on
E.) Also,
E2R\P () S pure(E)=S point(E):
Next, we put M = f 2 V (P(Ω)) j (Ω) = 0g. Obviously M is a linear subspace
of the nite-dimensional vector space V (P(Ω)). For every S Mand T P (Ω)
put
S = fx 2P(Ω) j (x) = 0 for all  2 Sg
and
T
 = f 2Mj ( x ) = 0 for all x 2 Tg:
Obviously S 2 E for every S M ,a n dTis a linear subspace of M for every T 
P(Ω). The couple of mappings  : P(M) !P ( P (Ω)) and  : P(P(Ω)) !P ( M )
(we hope them to not be confused), P(M)a n dP ( P (Ω)) being ordered by the
inclusion is a Galois correspondence (see [2], [6], [25]). S 2P ( M )( T2P ( P (Ω)))
is called closed [25] if S = S (T  = T). Let M and N be the sets of all closed
elements of P(M)a n dP ( P (Ω)), respectively. We have N  E. It follows from
well-known general properties of Galois correspondences (see, e.g., [2], [6]) that M
and N ordered by the inclusion are nite lattices, and the mappings  : M ! N
and  : N ! M are mutually inverse antiisomorphisms between them.
Theorem 2.3 ([25]). For every E2Nthere exists  2Mwith E = fg.
Remark 2.4. In Theorem 2.3,  may be chosen Z-valued.
Theorem 2.5 ([25]). Let E2E . Then the following three conditions are equiva-
lent:
1) E2R ;
2) dimE +d i m V( E)cardΩ;
3) dimE +d i m V( E) = cardΩ.
Theorem 2.6 ([25]). P  N.
Remark 2.7. It was also shown in [25] that N 6 P,a n dRis noncomparable, with
respect to inclusion, with P or N even in case cardΩ = 6.
We conclude the section with giving an elementary example aimed to initially
demonstrate the strength of the above methods.
Let n 2 N and Ωn = f0;1gn. For every i 2f 1 ;:::;ngput oi = fx 2 Ωn j xi =0 g
and ti = fx 2 Ωn j xi =1 g .A l s os e tE n=f;;Ωn;o 1;:::;o n;t 1;:::;t ng. Obviously
En is a concrete logic on Ωn. (It is easy to see that En, as an OMP, is isomorphic
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to MOn (cf. [13]).) Let us solve the following two problems: 1) prove that En is
closed for every n 2 N; 2) for every n 2 N, calculate dimE
n.
Let us consider the ane bijection  :  7! ((o1);:::;(o n)) between S(En)a n d
[0;1]n.S i n c e ( S 0 ; 1 ( E n )) = f0;1gn, it follows that Spure(En)=S 0 ; 1( E n). Obviously
S0;1(En)=S point(En). This implies that En is regular and positive. By Theorem
2.6, En is closed. By Theorem 2.5, we obtain dimE
n = cardΩn − dimV (En)=
2 n− n − 1.
3. Concrete logics of the form ()
In this section, we rst recall a remarkable Zerbe{Gudder theorem.
Let  be a (maybe, innite) set and  be a concrete logic on  which is a -class
[9], [10], [27], [28], i.e., for every sequence (xn)o fe l e m e n t so fw i t hx i\x j=;
( i6 =j )i th o l d s
S 1
n =1 xn 2 . Let  be a signed measure on  which is -additive,
i.e., for every sequence (xn) of elements of  satisfying xi \ xj = ; (i 6= j)o n e
has 
 S1
n=1 xn

=
P1
n=1 (xn). A function f :!Ris called -measurable if
f−1(A) 2  for all Borel A  R.I ff:!Ris a bounded -measurable function,
then we may consider the Gudder integral
R
fd [9], [10] dened as follows:
1) f = ff−1(A) j A  R is Borelg is a -algebra on ;
2) f = jf is a -additive signed measure on f;
3) f is a bounded f-measurable function;
4) there exists the Lebesgue integral
R
fd  f;
5) dene
R
fd =
R
fd  f.
Theorem 3.1 ([33], also cf. [18]). Let f;g :!Rbe nitely valued and such
that f, g,a n df+gare -measurable. Then
R
(f + g)d =
R
fd +
R
gd .
Remark 3.2. Theorem 3.1 does not hold for arbitrary bounded functions f;g such
that f, g,a n df+gare -measurable (see [21]). Still, the requirement that f
and g are nitely valued may be weakened (cf. [18]). The additivity of the Gudder
integral can also fail for unbounded functions (cf. [7]).
Of course, all nite concrete logics are -classes, and all signed measures on
them are -additive. Now, let us introduce an interesting particular class of nite
concrete logics closely related to the above theorem. Let   R2 be nite. Denote
by () the least, with respect to inclusion, concrete logic on  such that 1, 2,
and 1 + 2 are ()-measurable, wherein 1(x;y)=x , 2( x;y)=y((x;y) 2 ).
Theorem 3.3. (),w h e r e=f 0 ;:::;n−1gf0;:::;m−1gis regular for all
n;m 2 N.
For each i 2f 0 ;:::;n−1g,j2f 0 ;:::;m−1g,a n dk2f 0 ;:::;n+m−2gput
Ci = 
−1
1 (fig), Rj = 
−1
2 (fjg), and Dk =(  1+ 2 ) − 1 ( f k g ). We start with two
lemmas.
Lemma 3.4. Suppose that n;m  3.L e t  2 () satisfy (f!g)=0for all
! 2f 0 ;:::;n−3gf 2 ;:::;m−1g.T h e n=0 .
Proof. As D0 2 (), we have (f(0;0)g)=0. AsC0 2(), we have (f(0;1)g)=
0. As D1 2 (), we have (f(1;0)g)=0 .A sC 12(), we have (f(1;1)g)=0 ,
etc. Thus (f!g) = 0 for all ! 2 (f0;:::;n−3gf0;1g)[f(n−2;0)g. Analogously,
(f!g) = 0 for all ! 2 (fn − 2;n−1gf 2 ;:::;m−1g)[f ( n−1 ;1)g.A s
R 12 (), we get (f(n − 2;1)g) = 0. Since R0 2 (), we eventually obtain
(f(n − 1;0)g)=0 .
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Lemma 3.5. Suppose that n + m  3.L e t2V (()) satisfy (Ci)= ( R j)=
 ( D k)=0for all i 2f 1 ;:::;n−1g, j 2f 1 ;:::;m−1g,a n dk2f 0 ;2 ;:::;n+
m−2g.T h e n=0 .
Proof. It suces to show that (C0)= ( R 0 )= ( D 1 ) = 0. By Theorem 3.1, R
(1 + 2)d =
R
1 d +
R
2 d. This means that
n+m−2 X
k=1
k(Dk)=
n − 1 X
i =1
i(Ci)+
m − 1 X
j=1
j(Rj):
Hence (D1) = 0. Since obviously
Pn−1
i=0 (Ci)=
P n + m − 2
k =0 (Dk), it follows that
(C0) = 0. Since
Pm−1
j=0 (Rj)=
P n + m − 2
k =0 (Dk), we have (R0)=0 .
Proof of Theorem 3.3. If n<3o rm<3, then obviously () = P(), and
the theorem follows. Suppose that n;m  3. By Lemma 3.4, dim() 
(n−2)(m−2). By Lemma 3.5, dimV (())  2n+2m−4. Therefore, dim()+
dimV (())  nm = card. By Theorem 2.5, () is regular.
Remark 3.6. It follows from [21] that S0;1(()) = Spoint(()) for every nite
  R2.
4. Local positivity and filledness
Let Ω be a nite set again, and let E be a concrete logic on Ω.
Denition 4.1. As e txΩ is called E-strange if y 6 x for all y 2 E n f;g.L e t
St(E)d e n o t et h es e to fa l lE -strange subsets of Ω.
Let us give two examples of how E-strange sets can arise.
Example 4.2. (E) nESt(E).
Example 4.3. x nf !g2St(E) for all x 2 (E)a n d!2x .
Denition 4.4. E is called locally positive if for every x 2 St(E)t h e r ee x i s t s2E 
satisfying (f!g) > 0 for all ! 2 x.
Remark 4.5. In Denition 4.4, we could take the set of all maximal, with respect to
inclusion, elements of St(E) instead of St(E), and we would come to an equivalent
denition.
Theorem 4.6. If E is positive, then E is locally positive.
Proof. Let x 2 St(E). Dene  2 V (P(Ω)) by
(f!g)=
(
− 1i f ! 2 x ,
cardx if ! 2 Ω n x.
Obviously jE is a measure on E.S i n c eEis positive, there exists  2E such that
+ is a measure on P(Ω). For every ! 2 x we have −1+(f!g)=( +  )(f!g)  0.
Thus (f!g)  1 > 0.
Remark 4.7. By Example 4.2, if E is locally positive, then E is closed. By Theorem
4.6, this generalizes Theorem 2.6.
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Now, let us apply Theorem 4.6 to concrete logics of the form (). Put  =
f0;1;2;3g2. Let us prove that () is not positive.
It is easy to verify that () = f(a;b;c;d) j a;b;c;d 2 Rg,w h e r e
 ( a;b;c;d)=
a b − a−b 0
c d − a−b a+b
−c−d
− a−c − a−b a+b a+c
−c−d +c +d
0 a+c a+b − 2 a−b
+d −c−d
in the sense that we identify squares with their centers and inscribe into them
the values of the signed measure (a;b;c;d) on the corresponding singletons. Put
x =( f 0 ; 1 gf 2 ;3 g )[f (3;0)g.T h e n x 2 St(()) as x contains no nonempty
subsets with identically zero sums of the values. At the same time, there exists no
 2 () with (f!g) > 0 for all ! 2 x as a, b, c, d,a n d− 2 a−b−c−dcannot
simultaneously be positive. Thus () is not locally positive. By Theorem 4.6,
() is not positive.
This example answers a question posed by the author in 1989 and then discussed
during the Second Winter School on Measure Theory at Liptovsk yJ  an.
As F. Sultanbekov observed, (f0;:::;n−1gf0;:::;m−1g) is similarly not
locally positive whenever n  4a n dm4.
Denition 4.8. Let x  Ω. The polar rank of x with respect to E,p r E ( x ), is
dened as prE(x)=d i mV x,w h e r eV x=f  jP(x) j  2E g .
So, prE(x)  min(dimE;cardx) by denition. Obviously prE(x)  (cardx) − 1
whenever x 2E .
Denition 4.9. E is called lled if prE(x) = (cardx) − 1 for every x 2 (E).
Obviously if E is lled, then cardx  (dimE) + 1 for all x 2 (E).
Theorem 4.10. E is lled if and only if for every x 2 (E) and every ! 2 x there
exists  2E  satisfying (fg) > 0 for all  2 x nf !g .
Lemma 4.11. Let e1;:::;e n 2R nbe such that
Pn
j=1(ei)j < 0 for all i 2f 1 ;:::;ng
and (ei)j  0 for all i 6= j.T h e ne 1 ;:::;e n are linearly independent.
Proof. Let A be a matrix whose rows are e1;:::;e n.L e tf 1 ;:::;f n be the columns
of A. It suces to prove that f1;:::;f n are linearly independent. Suppose on
the contrary that
Pn
i=1 ifi = 0, where not all i 2 R equal 0. We may assume
that 0 < 1=m a x 1  i  nj  i j .T h e n w e h a v e 0 =
P n
i =1 i(fi)1 =
Pn
i=1 i(e1)i 
1
Pn
i=1(e1)i < 0. This is a contradiction.
Remark 4.12. Lemma 4.11 is also immediate from the Levy-Desplanques theorem
(cf. [12]).
Proof of Theorem 4.10. The \only if" part is obvious.
\If." Let x 2 (E). Take an arbitrary ! 2 x.L e t x nf ! g=f ! 1;:::;! ng,
! 1;:::;! n being pairwise distinct. For each i 2f 1 ;:::;ng let i 2E satisfy
i(fg) > 0 for all  2 xnf!ig.P u te i=(  i( f ! 1g ) ;:::; i(f! ng)) (i 2f 1 ;:::;ng).
For every i 2f 1 ;:::;ngwe have
Pn
j=1(ei)j =
Pn
j=1 i(f!jg)=−  i( f ! g )<0. For
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all i 6= j we obtain (ei)j = i(f!jg) > 0. By Lemma 4.11, e1;:::;e n are linearly
independent. This obviously means that prE(x)=n= (cardx) − 1.
Remark 4.13. In the proof of Theorem 4.10, we do not utilize that 9 2E  8 2
xnf ! g (  ( f g )>0). This means that if x 2 (E), ! 2 x,a n d8 2xnf ! g9 2
E8 2 x nf g (  ( f g )>0), then 9 2E 8 2xnf !g (  ( f g )>0).
Corollary 4.14. If E is locally positive, then E is lled.
Corollary 4.15. If E is locally positive, then cardx  (dimE)+1 for all x 2 (E).
Remark 4.16. For all that (f0; 1; 2; 3g2) is not locally positive, it is closed and
lled. Also, it is easy to give examples showing that the closedness and the lledness
of E do not entail each other even in case cardΩ = 6.
5. A generalization: The abstract closedness.
Symmetric finite concrete logics
As in Section 4, Ω stands for a nite set, and E denotes a concrete logic on Ω.
Denition 5.1. Let G be an abelian group. E is called G-abstractly closed if there
exists a mapping F :Ω!Gwith E = fx  Ω j
P
!2x F(!)=0 g .
Remark 5.2. By Theorem 2.3, E is closed just in case E is (R;+)-abstractly closed.
Also, the concrete logic on f1;2;3;4g formed by the subsets with even numbers of
elements is not closed, but is (Z2;+)-abstractly closed, Z2 being the two-element
eld. Thus the G-abstract closedness for some abelian group G does not imply the
closedness. It is easy to see that if G is an abelian group, then E is G-abstractly
closed if and only if E is the kernel (cf. [17], [19], [20]) of some G-valued measure 
on P(Ω) with (Ω) = 0.
Remark 5.3. If we take an abelian group G and a mapping F :Ω!Gwith P
!2Ω F(!)=0 ,t h e nf xΩj
P
! 2 xF ( ! )=0 gis obviously a concrete logic on
Ω.
Proposition 5.4. The following two conditions are equivalent:
1) there exists an abelian group G such that E is G-abstractly closed;
2) if x  Ω is such that for every abelian group G and every mapping F :Ω!G
with
P
!2y F(!)=0for all y 2Eit holds
P
!2x F(!)=0 ,t h e nx2E.
Proof. Obviously 1) =) 2).
2) =) 1). For each x 2P(Ω)nE let Gx be an abelian group and Fx :Ω!G xbe
a mapping such that
P
!2y Fx(!) = 0 for all y 2E,a n d
P
! 2 xF x( ! )6 =0 .C o n s i d e r
the direct sum G =
L
x2P(Ω)nE Gx and the mapping F : ! 7! (Fx(!))x2P(Ω)nE
from Ω to G. I ti se a s yt ov e r i f yt h a tE=f xΩj
P
! 2 xF ( ! )=0 g .T h u sEis
G-abstractly closed.
Remark 5.5. If (Ei)i2I is a family of concrete logics on Ω such that for every i 2 I,
Ei is Gi-abstractly closed, Gi being an abelian group, then
T
i2I Ei is obviously a Q
i2I Gi-abstractly closed concrete logic on Ω.
Let us present an example of a concrete logic on a nite set which is not G-
abstractly closed for any abelian group G. (Another such example can be found in
[20].)
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Example 5.6. Put H =

x f 1 ;:::;6gjcardx  0(mod3);x6 =f 1 ;2 ;3 g ;and
x 6= f4;5;6g
	
.T h e nHis a concrete logic on f1;:::;6g.L e tGbe an abelian group.
Suppose that F : f1;:::;6g!Gsatises H = fx f 1 ;:::;6gj
P
! 2 xF( ! )=0 g .
As f1;4;5g;f2;4;5g2H,w eg e tF(1) = F(2). Similarly, F(2) = F(3) and F(4) =
F(5) = F(6). Let a;b 2 G satisfy F(1) = F(2) = F(3) = a and F(4) = F(5) =
F(6) = b.S i n c ef 1 ; 2 ; 4 g ; f 1 ; 4 ; 5 g2H,w eh a v e2 a+b=0=a+2 b , whence a = b
and 3a =0 .S i n c eF(1)+ F(2)+ F(3) = 3a = 0, it follows that f1;2;3g2H.T h i s
is a contradiction.
Denition 5.7. E is called symmetric provided that x;y 2E = ) x+y2E ,+
being the symmetric dierence.
Remark 5.8. If E is symmetric, then E can be viewed as a binary code.
Next, denote by Z1
2 the direct sum of countably many copies of (Z2;+). (Thus
Z1
2 is the set of all sequences of zeros and ones with nite sets of the ones en-
dowed with the structure of an abelian group, the addition being modulo 2 in every
component.)
Let us now recall the rules of the Nim. Two players participate. There are
several heaps, and each heap contains several things. By a move, a player chooses
a heap and takes away an arbitrary number of things from that heap only, at least
one and perhaps all. The players alternate their moves. The player who makes the
last move wins.
A position, in the Nim, is the corresponding nite set of heaps. Let I and II
be the players, and let I begin. Let  be a xed position in which II possesses
a winning strategy. Denote with L() the set of all x   such that II has a
winning strategy in the position x.L e tu ss h o wt h a tL () is a concrete logic on .
We will do this without making use of the well-known description of the winning
strategies in the Nim. 1) By denition,  2L (). 2) Let x 2L (). Suppose that
 n x= 2L (). Then I has a winning strategy in  n x.L e tu ss h o wt h a tIhas a
winning strategy in , and this will be a contradiction. Let I begin in accordance
with his winning strategy in  n x and separately play in x or  n x using winning
strategies for II or I, respectively. Clear that I will win. 3) Let x;y 2L () satisfy
x \ y = ;.T h e n x [ y 2L () as II can separately play in x or y according to
winning strategies for II.
Recall that two concrete logics, E1 on a set Ω1 and E2 on a set Ω2, are referred
to as isomorphic ones if there exists a bijection ' :Ω 1!Ω 2satisfying x 2E 1 ()
'(x) 2E 2for every x  Ω1.
Theorem 5.9. The following three conditions are equivalent:
1) E is symmetric;
2) E is Z1
2 -abstractly closed;
3) there exists a position  in the Nim such that II has a winning strategy in 
and E is isomorphic to L().
Proof. 1) =) 2). (P(Ω);+) is a vector space over Z2. E is a linear subspace of
P(Ω). Thus there exist linear functionals f1;:::;f n on P(Ω) with E =
Tn
i=1 Kerfi.
Dene a mapping F :Ω!Z 1
2 as F(!)=( f 1( f ! g ) ;:::;f n(f!g);0;:::)( !2Ω).
Obviously E = fx  Ω j
P
!2x F(!)=0 g .
The implication 2) =) 1) is obvious. It follows from the generally well-known
description of the winning strategies in the Nim that 2) () 3).
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6. Open questions
Problem 6.1 ([23]). Does V (E)=L i n S 0 ; 1 ( E ) hold for every concrete logic E on a
nite set?
Problem 6.2. Is every (),   R2 being nite a) regular? b) closed? c) lled?
Problem 6.3. Is every locally positive concrete logic on a nite set positive?
Problem 6.4. Which concrete logics on nite sets can be represented with combi-
natorial games similarly to symmetric ones?
Problem 6.5. Give a direct \playing" proof that L() is symmetric.
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