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ABSTRACT 
We define a closure operation on semigroups of matrices over a skew field, and 
show that a semigroup of matrices can be (upper) triangularized if and only if its 
closure can be. We then give necessary and sufficient conditions for a closed 
semigroup to be triangularizable. 
0. INTRODUCTION 
Given a semigroup 5 CD,,, D a skew field, it is natural to ask when 5 is 
similar to a semigroup of triangular matrices. Our approach to this question 
is divided into three stages. First we establish three necessary conditions for 
a semigroup s to be triangularizable: (i) the nilpotent elements of 5 must 
form an ideal of s ; (ii) all subgroups of S must be triangularizable; and (iii) 
forallA,BES, { inner eigenvalues of (AB)} C {a/3 (a an inner eigenvalue of 
A, ,L3 an inner eigenvalue of B }. Then we define a closure operation on 
subsemigroups of D,, and show that a semigroup can be triangularized if and 
only if its closure can be. Finally we show that conditions (i) and (ii), and 
condition (iii) restricted to idempotent matrices, are sufficient for a closed 
semigroup to be triangularizable. 
In Sec. 2, after showing the necessity of conditions (i)-(iii) above, we 
prove that condition (i) provides all the information we need about the 
nilpotent matrices of our semigroup. To be precise, we prove that a semi- 
group of matrices can be triangularized if and only if its nilpotent elements 
form a semigroup ideal and its non-nilpotent elements can be triangularized. 
Our results make strong use of and generalize a theorem of Levitzki on 
triangularizing nil semigroups of matrices over a skew field: 
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LEVITZKI’S THEOREM [2, p. 1351. A semigroup of nilpotent matrices over u 
skew field cun be simultuneously triangular&d. n 
The author is not aware that the corresponding results are known for 
commutative fields. All the theorems and proofs below remain valid if “skew 
field” is everywhere replaced by “commutative field”. 
1. PRELIMINARIES 
Throughout, D denotes an arbitrary skew field, D, the ring of n x n 
matrices over D, and D" the nX 1 matrices over D, a left D,,-, right 
D-module in the natural way. If M E D,, and W is a subspace of _O” invariant 
under M, we denote by LM( w the action of M on W and by M the action 
induced by M on the quotient space D”/ W. 
If M E D,,, we say cy E D is an inner eigenvulue of M if M is similar to a 
* * * 
matrix 0 LY * . 
1 I 
This is equivalent to the existence of M-invariant 
0 0 * 
subspaces CT c W with W/ U one dimensional, such that W/ V has a basis 
{W} with Mu=u;Ly. 
Finally, we have 
is similar to a matrix 
described in [I]. 
to use the fact that if E ED, is idempotent, E 
; this is an easy consequence of the reduction 
2. NECESSARY CONDITIONS FOR A SEMIGROUP OF MATRICES 
TO BE TRIANGULARIZABLE 
Let 5 be a semigroup of matrices in upper triangular form. Then the 
nilpotent elements of 5 are those with all entries on the main diagonal equal 
to 0, and the product of such an element with any other element of ‘3 (on 
right or left) will again be nilpotent. Thus the nilpotent elements of 5 form a 
(semigroup) ideal of :T. T rivially, as YT is triangular, every subgroup of y! is 
triangular. Third, for a triangular matrix M over a commutative field, the 
(inner) eigenvalues of M are precisely the diagonal entries of M; thus for a 
semigroup 9 of triangular matrices over a commutative field we have 
{(inner) eigenvalues of (AB)} C {a/3 ( a an (inner) eigenvalue of A, fi an 
(inner) eigenvalue of B } for all A, B E YT. Not surprisingly, the same is true 
for a semigroup of triangular matrices over a skew field; this fact follows 
from 
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LEMMA 2.1. Let T= (tij) E D,, he an upper triangular matrix. Then 
{innereigenvaluesofT}={d-‘t,,dll<i<n,dED-{O}}. 
Proof. Let ci,..., q, be the standard basis of D”. 
Suppose (Y = d -‘tiid. Let U=(U, ,..., c,_J, and set W=(c ,,..., 
ci_l> i c d). Then setting w = vid, we see that %J= Gd -ltjid = Ea. 
Suppose now that U c W are T-invariant subspaces, with {G} a basis of 
W/U and %= I%. Write w =C~&qq, where (Y,= 1 and m is minimal 
along all possible choices of w for which U; is nonzero. Then W= Cd for some 
dED-{O}. Now Tw=vmt,, +~~<I’ui/?i E W. There are two cases to con- 
sider: 
- _ 
(a) TG= 0, so a = 0. If t,, #O, then wi = w - Twt;; would generate W 
modulo U; but t~‘i is a linear combination of ur,. . . ,c,_~, contrary to our 
choice of w. Thus we have (Y = tmm = 0. 
(b) %E# 6, so cr # 0. Clearly then t,, # 0, since otherwise Tw = C~~11vi/3j 
would contradict our choice of w. Also, if d -‘ad# t,,,,, then w2= w - 
Twt$ has image G- Gd - ‘adt;: #O; w2 then contradicts our choice of w, 
so we see that d -‘ad = t,,, and (Y is conjugate to t,,,,. n 
Summarizing the discussion prior to Lemma 2.1, we get 
PROPOSITION 2.2. lf a semigroup 5 c D,, is triungularizable, then (i) the 
nilpotent elements (if any) of S f arm a (semigroup) ideal of 5 ; (ii) any 
subgroup of S can be triangularized; and (iii) for all matrices A, B E 5, 
{inner eigenualues of (AB)} C {c@ 1 a. an inner eigenvalue of A, ,8 an inner 
eigenoalue of B }. n 
We observe that condition (iii) in many cases is a weak condition: if A 
and B have noncentral inner eigenvalues, then the right hand side contains 
products of whole conjugacy classes, and may in fact be all of D; however, 
we shall be interested in condition (iii) for idempotent matrices A and B, in 
which case the right hand side is a subset of (0, l}. 
It is interesting to note that condition (i) of Proposition 2.2 tells us all we 
need to know about the nilpotent elements of F ; this follows from 
THEOREM 2.3. Let S SD,, be a semigroup of matrices. Denote by ‘?X 
the nilpotent elements of S and by qL the non-nilpotent elements of 5. 
Then s can be upper triangularized if and only if % is a {semigroup) ideal 
of S or 92 is empty, and 53 can be upper triangularized. 
In order to prove this it is helpful to first prove the following 
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LEMMA 2.4. Let ‘% CD,, he a set of matrices, and WC_ D” an %-in- 
variant subspgce of V = D n. Then ‘X cm be upper triangularized if und only 
if Xl, and 5X can be. 
Proof. 
“Only if “: Let % be in upper triangular form, and denote by { ol,. . . , v,,} 
the corresponding basis of V. Write Vi for ( vl,. . . , vi), i = 1,. . . , n. 
%: Let i, be minimal such that vi,+& and onq ii has been determined, let 
ii + 1 be minimal such that V$,, # V-. Then % is upper tria_ngular when 
expressed with respect to the basis {Gil,. . . , Cj,} (where r = dim V). 
:X) w: Let j, be minimal such that Vi, n W# {0}, and let 
il-1 
Once 
i, - 1 
f,= 9 + z ‘kdik 
k=l 
has been selected, let ii+ 1 be minimal such that y,+,n Wf y, n W, and let 
f;+lzvi,+,+ 2 ‘kdi+lkE vj,+,n w+ 
k=l 
Then %I, is upper triangular when expressed with respect to the basis 
tfi>...Ar>* 
“Zf”: If !Xi(, is upper triangular with respect to the basis { wl, . . . , w,,_,}, 
and if {w”_,+l,..., w,,} extends the basis of W to a basis of V in such a way 
that 2 is upper triangular with respect to { Gn _-r+ 1,. . . , W,}, then !X is 
upper triangular with respect to { wl,. . . , wn}. n 
Proof of Theorem 2.3. 
“Only if”: Clear. 
“Zf”: Suppose ?X is an ideal of 5 or YX is empty, and that 91 has an 
upper triangular representation. We use induction on n. If n = 1 the result is 
clear. Assume that n > 1 and the result is true for all n’ < n. 
If UX is empty or 5X = {0}, then S = ‘% or 5 = % u (0) and the theorem 
holds because “71 can be upper triangularized by assumption. Thus we can 
assume that 0# :XV= W. By L evitzki’s theorem W# V, and since % is a 
left ideal, W is a nontrivial s-invariant subspace. 
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The result will follow by Lemma 2.4 $nd induction on n if we can show 
that (1) non-nilpotent? of 5 1 w and b can be triangularized, and (2) 
nilpotents of S / w and S form ideals. (1) follows from Lemma 2.4 and the 
fact that the non-nilpotents of S lw, $ are contained in 91 1 w, % respec- 
tively. To prove (2), let A 1 w be nilpotent, and let B E s . We want to show 
that AB], and BAI, are nilpotent. If either of A, B comes from 92, this 
follows from the fact that 92 is a (two sided) ideal and the restriction of a 
nilpotent mapping is nilpotent, so we assume A, B E %. By Lemma 2.4 and 
our assumption on u)L, Al w and B I w can be simultaneously upper tri- 
angularized. Since A I w is nilpotent, its corresponding matrix has O’S on the 
main diagonal, and so the matrices corresponding to AB I w and BA 1 w are 
nilpotent. The proof of (2) for s is similar. n 
An example showing how this theorem can be applied is given in the 
COROLLARY TO THEOREM 2.3. lf 5 is a suhsemigroup of D,, whose 
nilpotent elements form an ideul and whose non-nilpotent elements con- 
mute, then b can he triangularized over some extension of D. 
Proof This follows from the theorem and the fact that any set of 
commuting matrices over a skew field can be triangularized over a suitable 
extension (cf. [3], Theorem 2.1). n 
3. A CLOSURE OPERATION ON SEMIGROUPS OF MATRICES 
The conditions of Proposition 2.2 are actually sufficient for a large class 
of semigroups, but to define this class we must digress. 
If M E D, is any matrix, then by the reduction in [l] M is similar to a 
diagonal sum of a nonsingular matrix and a nilpotent matrix, say 
We set 
R invertible, Q nilpotent. 
A”‘=P(o”’ ;)P-? 
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Immediately from the definitions we get the following 
PROPOSITION 3.1. The matrices A,, NIM, E,, A: just defined satisfy 
(1) E;=E,, 
(2) A,A; = EM = A,&,, 
(3) A,vEM = E,A, = A,, 
(4) A$% = &A,$ = A& 
(5) Z&NM = N,E, = 0, 
(6) M= A, + Lyw, 
(7) M”=A;, 
(8) ENIM= A,= ME,. n 
In fact, (1) and (8) follow from (2)-(7), but we do not need that result. We do 
need to show, however, that A,, E,21, N,, AZ are independent of the 
matrices P, R, and Q which we used to define them. This fact follows from 
PROPOSITION 3.2. Zf ‘A,, ‘A,:, ‘EM, ‘iV, ED,, satisfy (l)-(B) of Proposi- 
tion 3.1, then J - A, - A,,,, ‘A,$ = A,#, ‘E, = EM, and ‘NM= NM. 
Proof. By (l), ‘E, is a projection; by (2), (3), (5), and (7), ‘E, is the 
projection onto the image of M” along the kernel of M”, so ‘E, is uniquely 
determined by M (i.e., ‘EM= E,). Then by (8) and (6) it follows that 
‘A,=A, and ‘N,V=N,, and (2) and (4) then allow us to show that 
‘A; =A;. . n 
Since the decomposition defined above depends only on M, we call A, 
the nonsingular part of M, NM the nilpotent part of M, EM the idernpotent 
associated with M, and A,$ the relative inverse of M. It follows from 
Proposition 3.2 that if B = P - ‘MP, then A, = P - ‘A,P, NB = P - ‘N,P, EB = 
P - ‘E,P, AB” = P - ‘A;P. 
Because of our interest in triangularizing matrices we need 
LEMMA 3.3. With the aboce notation, if M is upper triangular, so are 
N,, A,, Z& and AZ. 
Proof. Suppose M is upper triangular. Since N, = M-A,, it suffices to 
show that &, A,, A,# are upper triangular. We first show that A,, E,, A: 
can be expressed as left D-linear combinations of powers of M. Clearly, 
{Ahjr > n} spans a left D-space of dimension at most n2, so we get a relation 
0= 2 aiIAA, 
i=k 
(I) 
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where k > n and nk #O. If we multiply (1) on the right by A,Gj, we can get an 
expression for ALPi as D-linear combination of higher powers of A, (here 
AL is just E,, A!;’ is AZ ). B y induction on i we can express all powers of A,,* 
as linear combinations of powers A,;*, i > n. In particular, this is true for A,, 
E,, A,:; but since Ai = M”, it follows that A,V, E,, A.: are D-linear 
expressions in the powers of M. Then since M is upper triangular, so are A,, 
E,, and A.:. n 
Note: There is no similarity invariance in the expression of A, as 
D-linear combination of powers of M, as scalar matrices are not preserved by 
similarity.. 
A subsemigroup 5 of D,, will be called closed if whenever we have 
M E s, we also have hTV,A,V, E,,A,$ E 5. Clearly the intersection of closed 
semigroups will be closed, and we get a closure operation on subsemigroups 
of D,> s t,s*= n (51s c?, :T a closed subsemigroup of D,}. We can 
describe this closure of a semigroup of matrices explicitly; set So = 5, and 
define inductively (for i > 1) Si to be the subsemigroup of D, generated by 
Si_i and {A,,N,,E,,A,~IMEXi_,}. Then it is easy to derive 
LEMMA 3.4. With the above notation, S * = u p”=“Si. n 
One desirable property of the closure operation, from our point of view, 
is given in 
THEOREM 3.5. Let 5 be a subsemigroup of 0,. Then 5 can be 
triangularized if and only if S * can be. 
Proof. This follows easily from the two previous lemmas. n 
Before going on, it might be helpful to give an example in which the 
closure operation is especially easy to visualize. If 6 c D,, is a semigroup 
consisting entirely of idempotent matrices, then for M E 6 we have M = A, 
=EIM=A& N,=O. Thus &*=&u(O) g a ain consists only of idempotents; 
it was for this example that the converse of Theorem 2.2 was first proved. 
4. TRIANGULARIZING CLOSED SEMIGROUPS 
In this section we prove the converse of Theorem 2.2 for closed semi- 
groups, but in order to do this we shall need a preliminary result: 
LEMMA 4.1. If S c D,, is a closed semigroup of matrices and W is an 
S -invariant subspace, then S 1 w and S are closed. 
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Proof. We prove the proposition for Cs ( w; the proof for $ is similar, and 
is omitted. 
Let ME 5; A,, EM, NM, and AZ are all in 5 (since 5 is closed), and 
satisfy (l)-(8) of Proposition 3.1. Thus A,,,,] w, E,I W, NM1 W, and A,# 1 w are all 
in 5 I w and satisfy (l)-(8) of Proposition 3.1, so by Proposition 3.2 they are 
(respectively) the nonsingular part of MI w, the idempotent associated with 
WW, the nilpotent part of M 1 w, and the relative inverse of MI w. Thus we 
see that X I w is closed. n 
We can now state and prove 
THEOREM 4.2. Let S c D,, be a closed semigroup. Then 5 can be 
triangularized if and only if the following conditions are satisfied: (i) the 
nilpotents of 5 form an ideal of s ; (ii) ez;ery subgroup of S can be 
triangularized; (iii) f or any idempotents A, B E 5, (inner eigencalues of 
(AB)}c{O,l}. 
Proof. 
“Only if”: By Proposition 2.2. 
“If”: Let S c D, be a closed semigroup satisfying (i), (ii), (iii). We first 
show that if W is an 5 -invariant subspace of V= D”, then 5 I w and 5 
satisfy (i), (ii), (iii). 
(i) S Iw: If MI, is nilpotent, then M],=N,],, and N,,,,]~ES Jw, as S is 
closed. Then for any S E S , S I wMI w = S I ,N,I W= SN,l W is nilpotent by 
our assumptions on 5. A similar argument works for M] ,S I w, so 5 I w 
satisfies (i). A similar proof works for s. 
(iii) Slw: If MI, is idempotent, Ml,=E,I,, and E,,,,IW~Slw. Thus if 
Al,, BIW are idempotent, then {inner eigenvalues of A ( ,B I w} = {inner 
eigenvalues of EA I ,E, I w} = {inner eigenvalues of EA EBI W} c {inner eigen- 
v_alues of EAEB} c (0, 1). Th us S I w satisfies (iii). A similar proof works for 
5 
ii) s 1 w: Let 9 be a subgroup of S I w. We will find a subgroup X of s such 
that, for any G E$, G=H], for some H E X. Since X is triangularizable 
[s satisfies (ii)], X I w can be upper triangularized by Lemma 2.4, so 9 can 
be also. 
We now need to make two observations about idempotent matrices; they 
follow immediately if we put E in the form i 
( 1 
E : 
(a) if B E D, and B = EBE for an idempotent matrix E then E, = EE,E; 
(b) if E, F ED,, are idempotents of the same rank and F= EFE then 
E=F. 
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We return to the task of finding a group ?C as described above. By the 
proof that 5 1 w satisfies (iii), there is an idempotent E ES such that 
El,= 1,; pick E to be such an idempotent of minimal rank, and let % be 
the group of units of E SE. Let G, E G , and let G E s be such that 
G],=G,. Then EGEl,= G,; set H=EGE. Now HI,EG, so there is a 
K ES with H],K],=ld=E(,. Then H”lwK”lw=Elw, and so by Pro- 
position 3.1 (7) and (3), EH(wEIw=E,IwH”/wKnIw=H”(wK”Iw=EIw. 
But by (a), E, = E,E, so we see that E,I W = E (w. Now rankE, 6 rankN= 
rank(HE) B rankE; by the minimality of rankE, rank EH = rank E. Also, by 
(a), EH = EE,E, so by (b) E= EH. Then HA,f = E,= E=AgH, so H E ?ti, 
and the proof is complete. 
A similar argument works for s. 
We return to the proof of the main theorem. If n= 1, we have nothing to 
prove. We show that if n > 1 and X is irreducible we get a contradiction; the 
result will then follow by Lemma 4.1, our opening remarks, and induction on 
n. 
Assume n > 1. Let % denote the set of nilpotent elements of 5. If 
% # {0}, then assumption (i) allows us to show that 9ZV is a nontrivial 
5 -invariant subspace. Thus we assume that 0X = (0). 
We also claim that for nonzero X, Y E s, XY#O: if XY=O, then Y 5X 
consists of nilpotent elements, so Y 5X = 0. Then since Y #O and 5 XV c 
ker Y, sXV# V. Thus SXV is an invariant subspace properly contained in 
V, so sXV= 0. Then X2V= 0, and X is a nonzero nilpotent, contrary to 
assumption. 
We may assume S contains a non-nilpotent matrix, so, as 5 is closed, S 
contains a nonzero idempotent. Let E cz S be an idempotent of minimal 
positive rankr, and put E in the form 1, 0 
( 1 
. Let S E E SE be nonzero, so 
Es # 0. By (a), rankEs < rankE, so by thi miiimality of rankE and (a) and (b) 
above, Es = E. As above, it follows that S is a unit of E SE. Then E SE c S is 
a semigroup whose only nilpotent element is 0 and whose non-nilpotent 
elements form a group, which, as a subgroup of S , can be put in triangular 
form [by assumption (ii)]. Thus E SE can be triangularized; it follows that 
(after a similarity transformation) we can assume that E= and, for 
T E S , T has the form 
Tl E Q> T, upper triangular. 
If r> 1, every element of s has 2,1 entry 0, and the subspace W of V 
generated by the first basis vector and its images under 5 will have 0 
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projection on the space generated by the second basis vector. Thus O# W# 
V, and W is an 5 -invariant subspace, a contradiction. 
We thus assume E = e,,. Let X = (a+) E 5 he such that xii #O for some 
i > 1 (such exist, or the subspace generated by the first basis vector and its 
images would be a nontrivial 5 -invariant subspace). Then XE = z 
( 1 
i , 
where u is a nonzero column vector. Also, a #O, as 5 contains no nonzero 
nilpotents. 
Now if S E = 
( 1 
0, kerS is a nontrivial invariant subspace, contrary to 
hypothesis. Thus S 
( 1 
E is a nonzero invariant subspace, so s t = V. It 
( > 
follows that there is a Y E Z% such that EY ’ #O. Let EY = i 
( 1 u ( 1 
i . Then 
DU 10, and since S contains no nonzero nilpotents we also see that b #O. It 
is easy to see that 
then EEYEXE =(l+ b-‘cua)e,,, so by (iii) l+ h-‘wa is 0 or 1. But we 
cannot have 1 + b - &a = 0, because the product of nonzero elements of 5 
is nonzero, and 1+ b - ‘cua # 1 because vu #O by our choice of EY. This 
contradiction completes the proof. n 
We state explicitly as a corollary the example which motivated the 
theorem: 
COROLLARY TO THEOREM 4.3. lf 6 c D,, is a semigroup consisting of 
idempotent matrices then 6 can be put in triangular form. 
Proof. Clearly 6 * = 6 U (0) will satisfy conditions (i), (ii), (iii) of the 
theorem. n 
We close with an example to show that Theorem 4.2 fails if (iii) is 
omitted: 
EXAMPLE. Let 
It is easily verified that S is a semigroup; in fact, S is closed. The only 
nilpotent of S is 0, which forms an ideal, so (i) is satisfied. Subgroups of s 
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4,= ((; (:)lyio), G4= ((i 8)1q#O), G5={O}, 
and all can be triangularized, so (ii) holds. But A = i),B=(:) k)are 
idempotents, while BA = i i 
( ) 
has inner eigenvalue 2 @ (0, l}, so 5 
cannot be triangularized. 
The results in this article appear in the uuthor’s University of London 
Ph.D. Thesis [3]. The author would like to thank his advisor, Professor P. M. 
Cohn, for his encouragement, and the referee for suggesting sinzplificutions 
to some of the proofs. 
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