Abstract. We present an algorithm for the derivation of lower bounds on support propagation for a certain class of nonlinear parabolic equations. We proceed by combining the ideas in some recent papers by the author with the algorithmic construction of entropies due to Jüngel and Matthes, reducing the problem to a quantifier elimination problem. Due to its complexity, the quantifier elimination problem cannot be solved by present exact algorithms. However, by tackling the quantifier elimination problem numerically, in the case of the thin-film equation we are able to improve recent results by the author in the regime of strong slippage n ∈ (1, 2). For certain second-order doubly nonlinear parabolic equations, we are able to extend the known lower bounds on free boundary propagation to the case of irregular oscillatory initial data. Finally, we apply our method to a sixth-order quantum drift-diffusion equation, resulting in an upper bound on the time which it takes for the support to reach every point in the domain.
Introduction
The analysis of support propagation in solutions of nonnegativity-preserving higherorder parabolic equations is a nontrivial issue: In particular, due to the lack of a comparison principle, no lower bounds on support propagation have been available until recently, when the author managed to solve this problem in the case of the thin-film equation [13, 15] and the Derrida-Lebowitz-Speer-Spohn equation [14] . The case of the thin-film equation
(where n ∈ R + ) shows that these difficulties are not just of technical nature, but that the qualitative behaviour of the free boundary depends sensitively on the initial data and the structure of the operator. Let some nonnegative initial data u 0 ∈ H 1 (R) be given and let the leftmost initial free boundary be located at x 0 . Then depending on n and on the growth of the initial data u 0 near x 0 , the following happens:
• Let n ∈ (0, 3) and (with a grain of salt) u 0 (x) ≤ S · (x − x 0 ) 4 n + for some S > 0. Then a waiting time phenomenon occurs: the left free boundary initially does not advance for some time before it starts moving forward (see [8] ).
• Let n ∈ (2, 3) and lim →0 − 4 n u 0 (x 0 + ) = ∞. Then the left free boundary moves forward immediately (see [15, 12] ).
• Let n ∈ (1, 2). Then the initial behaviour of the free boundary does not solely depend on the growth of u 0 near x 0 : For example, the stationary solution u(x, t) = (x − x 0 ) 2 + grows steeper than (x − x 0 ) 4 n + near x 0 ; however, the free boundary is stationary. On the other hand, for any function g : (0, 1) → R with lim h→0 g(h) h 4 n = ∞, there exists some nonnegative initial data u 0 with u 0 (x) ≤ g(x − x 0 ) for which the free boundary starts moving forward instantaneously (see [12] ).
In the present paper we present an algorithm for the derivation of lower bounds on support propagation for a class of higher-order nonlinear parabolic equations. The algorithm is obtained by combining the ideas developed in the papers [15, 14, 13] with the algorithmic construction of entropies due to Jüngel and Matthes [17] (see [6, 18] for further applications of the latter method). We show that one can obtain lower bounds on support propagation by solving a certain quantifier elimination problem; in principle, this quantifier elimination problem could be solved by algorithms which yield an exact solution.
Unfortunately, even in the case of the thin-film equation in one space dimension it turns out that the resulting quantifier elimination problem is intractable with todays exact algorithms and hardware. However, we can use a more direct numerical approach for tackling the quantifier elimination problem; this allows us to improve some of the results in [15] . Namely, for the thin-film equation in the so-called case of strong slippage n ∈ (1, 2), we obtain improved sufficient conditions for instantaneous forward motion of the free boundary. Additionally, we obtain an idea how the results from [13, 15] can be extended to the parameter range n ∈ [ 32 11 , 3). Due to technical issues the results in these papers have been limited to n < 32 11 ; however, judging by the previous results from the theory of the thin-film equation, one expects the change in qualitative behaviour of solutions to happen at n = 3. The calculations in [12] , which are based on a generalization of the idea obtained in the present paper to multiple spatial dimensions, show that this is indeed the case.
For second-order doubly nonlinear equations of the form
with p ≥ 2 and m ∈ (1, 2], we obtain improved upper bounds on waiting times in case of oscillatory initial data (as compared with the results in [10] ).
Finally, as a last application of our method, we analyse the one-dimensional sixthorder quantum drift-diffusion equation considered by Jüngel and Milisic [19] (see the paper by Bukal, Jüngel, and Matthes [5] for the multidimensional version). We show that the support of any solution on Ω = (0, 1) with periodic boundary conditions must touch any point in Ω within T = 1 247 000 . Of course, one might hope to show infinite speed of propagation (the equation being nondegenerate); however, more involved estimates may be necessary for this. See below for a detailed discussion.
Description of the algorithm
Assume that we are given a parabolic equation of even order k ≥ 2 of the form
where β ≥ 0 is some real number and where P is a polynomial with the property that in every term on the right-hand side of (2), exactly k derivatives appear (i.e. in the case of one spatial dimension, every monomial M occurring in P must have the form M (ξ) = ξ η with η ∈ (N 0 ) k and
Note that many nonnegativity-preserving parabolic equations can be written in this form, e.g. the thin-film equation (1) and the Derrida-Lebowitz-Speer-Spohn equation
Typical phenomena occurring in degenerate parabolic PDEs include finite speed of propagation and waiting time phenomena: if the initial data are compactly supported, the solution will remain compactly supported at any time t > 0; moreover, if the initial data are "flat enough" at the initial free boundary, the free boundary will not advance for some time before the support of the solution starts spreading.
In the present work, we shall derive lower bounds on support propagation and upper bounds on waiting times for nonnegativity-preserving parabolic PDEs of the structure (2).
Denote the initial data for our PDE by u 0 and the solution by u. Let y / ∈ supp u 0 be a point; we define the approaching timeT r y bŷ
For x 0 ∈ ∂ supp u 0 we define the waiting time T * of u at x 0 by
The waiting time T * of u at x 0 therefore is the earliest time at which the support of u starts spreading near x 0 . It is easily seen that the waiting time at x 0 may be expressed in terms of the approaching times for the points y / ∈ supp u 0 in some neighbourhood of x 0 : we have
Therefore upper bounds on waiting times may be deduced by proving upper bounds on approaching times.
The technique of [13, 15] for the derivation of upper bounds on waiting times and lower bounds on support propagation for the thin-film equation relies on new monotonicity formulas of the form
where α ∈ (−1, 0) and γ < 0. These formulas have been seen to be valid as long as supp u does not touch y, i.e. for t < sup r>0T r y . Combined with a differential inequality argument due to Chipot and Sideris [7] , the monotonicity formulas imply an upper bound onT r y . In the present work, we use the algorithm of Jüngel and Matthes [17] to prove analogous estimates of the form
for solutions of equations of the structure (2) in the case of one spatial dimension (in theory, the algorithm would also apply to higher space dimensions; however, in practice even for d = 1 the resulting problem can only be solved by a numerical approach). These analogous estimates then again imply upper bounds on approaching times and, therefore, upper bounds on waiting times.
We now describe our algorithm in detail. It is best explained by the example of the one-dimensional porous medium equation
m > 1 (although several steps of the algorithm almost degenerate in case of secondorder equations). The one-dimensional porous medium equation can be rewritten as
which corresponds to the polynomial P (ξ 1 , ξ 2 ) := mξ 2 + m(m − 1)ξ 2 1 and the choice β = m − 1 in formula (2) .
In short, our algorithm now proceeds as follows:
Step 1: Fix a point y ∈ Ω \ supp u 0 , set ψ := |x − y| γ for some γ < 0 which is to be determined, and choose some r > 0.
Step 2: Formally test the equation (2) with u α |x−y| γ , where α ∈ (−1, 0] and γ < 0, to obtain an inequality reading
which holds for t <T r y .
Step 3: Introduce the notation ξ i for
for each i ∈ {1, . . . , k}. Furthermore introduce the notation ξ 0 for (x − y) −1 . Thus the right-hand side of (6) may be replaced by´P (ξ 1 , . . . , ξ k )u β+1+α |x − y| γ dx.
Step 4: Consider all monomials of the form
Then write down all formulas obtained by integration by parts in the integralŝ
with a single exception: in case η 0 = 0, one must not consider integrations by parts which would cause the antiderivative of |x − y| γ to appear.
Step 5: Transform the formulas derived in the previous step into the corresponding equations for symbols, i.e. replace Step 6: Check using quantifier elimination whether it is possible to prove that the expression on the right-hand side of (6) is bounded from below by ν´u β+1+α |x − y| γ−k dx (i.e. ν´u β+1+α |x − y| γ ξ k 0 dx) for some ν > 0 by adding a fixed linear combination of the equations obtained in the previous step.
Step 7: In case of success, use the resulting differential inequality
(where the second estimate is a consequence of Hölder's inequality) to obtain blowup of the quantity´u 1+α |x − y| γ dx as soon aŝ
is satisfied. Note that blowup of the quantity´u 1+α |x − y| γ dx at time T impliesT r y ≤ T . In case γ + k 1+α β + d < 0 (we here also consider the case d > 1 since we shall need that result below), we therefore infer the upper bound
We shall now illustrate the algorithm by the example of the one-dimensional porous medium equation. In this case, Step 3 yields the equation (recall (5))
Step 4, we obtain the following rules for integration by parts:
Rewriting these rules according to
Step 5, we obtain
Now we are prepared for formulating the corresponding quantifier elimination problem (Step 6). By adding a general linear combination of the formulas (9) and (10) to the formula (8), we get
Thus it suffices to find λ 1 , λ 2 ∈ R, α ∈ (−1, 0], ν > 0, and γ < 0 such that
holds for all ξ 0 , ξ 1 , ξ 2 ∈ R. This is a quantifier elimination problem, which can be solved using algorithms from algebraic geometry. In this special case, we can directly guess the solution λ 1 = −m (as we have no bound on ξ 2 , the contributions of ξ 2 must vanish), λ 2 = γm, which reduces the left-hand side to
Therefore γ < 0 and α ∈ (−1, 0] may be chosen arbitrarily and we may set ν =
.
Application to doubly nonlinear second-order parabolic PDEs
We now apply our method to the case of doubly nonlinear parabolic PDEs of second order, obtaining an improved version of the estimates on waiting times by Djie [10] for certain parameter ranges. Namely, our upper bounds on waiting times are also valid for highly oscillatory initial data, since in contrast to [10] we do not invoke the comparison principle to compare the solution to radially symmetric and decreasing solutions.
Consider an equation of the form
on Ω := R d with p ≥ 2 and m > 1. We restrict our attention to weak solutions for this equation with either the regularity
Existence of weak solutions subject to such a regularity condition has been shown e.g. in [1] for a bounded domain; by finite speed of propagation (see e.g. [9] ) and extension by zero, this yields solutions to the Cauchy problem on any time interval [0, T ]. By glueing, we obtain solutions on the time interval [0, ∞).
Note that we cannot apply our exact algorithm to the equation (11) since p is not necessarily an integer (and thus, it may be impossible to rewrite the right-hand side in the form (2)); however, we may proceed in a similar spirit.
Our result reads as follows:
be nonnegative and compactly supported. Suppose that p ≥ 2 and that m ∈ (1, 2]. Let u be a weak solution to (11) and let x 0 ∈ ∂ supp u 0 . Assume that there exists an open cone with finite height, vertex x 0 , and opening Λ which is contained in R d \ supp u 0 .
Then there exists α ∈ (−1, 0] such that the waiting time T * of u at x 0 is bounded by
. Note that our theorem also provides upper bounds on waiting times for initial data which behave e.g. like sin
, s > 0, near the initial free boundary. In contrast, the results of [10] do not apply to such cases, at least for s > 0 large enough.
Reverse estimates (i.e. lower bounds on waiting times) have been obtained in [16, 20] ; these results imply that our bounds are optimal up to a constant factor.
Proof. First we would like to show additional regularity of solutions to (11) in order to justify the subsequent computations. To repeat the standard argument, for −1 < α < 0 one can test the equation with max(δ, min(u, K)) α (note that this is an admissible test function) to obtain (using a now-standard argument to rearrange the time derivative; see e.g. [1] )
This giveŝ
Making use of the finite speed of propagation property (which implies that the set supp u(., T ) is bounded) and letting δ → 0 and K → ∞, we infer ∇u
Now take some general α ∈ (−1, 0) and let y ∈ R d \ supp u 0 . Testing the weak formulation of equation (11) with u α |x − y| γ (note that one needs standard approximation arguments here analogous to the ones above), we get
We have the following formula for integration by parts:
This yields
where λ > 0 is arbitrary. We now choose λ := |γ| p−1 . In this case, for a.e. point the terms in the second and the third integral on the right-hand side of the previous formula have opposite sign (since m > 1 and α > −1 and γ < 0). Thus, we deduce
As a consequence, for |γ| large enough and α > −1 close enough to −1 (recall that m ∈ (1, 2]), we infer by Young's inequality that
is satisfied. By the cone condition, for r > 0 small enough we may choose y ∈ B r (x 0 ) with dist(y, supp u 0 ) ≥ c(d, Λ)r. We then get by the considerations preceding (7)
This finally yields the bound
Application to the thin-film equation
4.1. Derivation of the quantifier elimination problem. We now apply our method to the thin-film equation. We may formally test the weak formulation of the thin-film equation with u α |x − y| γ and integrate by parts to directly eliminate the symbols corresponding to the third and fourth spatial derivative. This yields
Note that this equation can be made rigorous by an approximation argument as in [13, 15] (provided that t <T r y for some r > 0). Replacing all derivatives of u by the corresponding symbols ξ 1 to ξ 4 (and ξ 0 ), the right-hand side becomes
We now write down all formulas for integration by parts which involve at most second derivatives of u (note that it follows from considerations in [17] that the formulas involving higher-order derivatives of u are not needed; note also that the approximation arguments in [15] justify the formulas for integration by parts which are to follow, at least for solutions to the thin-film equation and a.e. t > 0): We have
as well asˆu
Using our symbols ξ 0 , ξ 1 , ξ 2 , we see that these formulas correspond to
Our quantifier elimination problem therefore reads: Given some n > 0, find constants α, γ, λ 1 , . . . , λ 4 such that for any ξ 0 , ξ 1 , ξ 2 ∈ R the estimate 
holds for all ξ 1 , ξ 2 if we choose α, γ, λ 1 , . . . , λ 4 and ν > 0 appropriately.
Suppose now that we have found an admissible choice of α, γ, λ 1 , . . . , λ 4 , ν. Then we haveˆu
for any t 2 > t 1 ≥ 0 with t 2 <T r y for some r > 0. In case γ + 4 1+α n + 1 < 0, we infer an upper bound onT r y by the considerations preceding (7). In contrast, in case γ + 4 1+α n + 1 > 0 we obtain the following theorem: Theorem 2. Let n ∈ (1, 2). Let u be a strong solution to the Cauchy problem for the one-dimensional thin-film equation with compactly supported nonnegative initial data u 0 . Suppose that the solution has been constructed by the usual approximation procedure (see e.g. [2, 3] ) or that the solution is a strong energy solution (for the terminology see e.g. [15] ).
Let x 0 ∈ ∂ supp u 0 and supp u 0 ∩ (x 0 − δ, x 0 ) = ∅ for some δ > 0. Assume moreover that u 0 (x) ≥ S ·(x−x 0 ) θ + holds for any x ∈ B δ (x 0 ) for some θ > 0 and some S > 0. If we can find α ∈ (−1, 0), γ < 0, ν > 0 with γ + 4 1+α n + 1 > 0 such that (12) holds, then in case θ ≤ −γ−1 1+α the free boundary at x 0 starts moving forward instantaneously, i.e. we have inf{t > 0 : supp u(., t) ∩ (x 0 − δ, x 0 ) = ∅} = 0.
Proof. Let y ∈ (x 0 − δ, x 0 ). We may apply Hölder's inequality to the right-hand side of (12) and the finite speed of propagation property to obtain
). This implies by the differential inequality argument
. Set y = x 0 − . Letting 0, we infer the following estimate for the waiting time at x 0 (note that for x > x 0 + we have |x − x 0 + | ≤ 2|x − x 0 |):
In case θ ≤ −γ−1 1+α , this implies our theorem.
Numerical results.
The quantifier elimination problem from the previous subsection cannot be solved exactly by current algorithms. However, we may try to solve the system numerically (which leads to a loss of optimality, but not to a loss of rigorousness). We first observe that the left-hand side of the inequality is a second-order polynomial with respect to ξ 2 . Since we have α < 0 we see that the parabola tends to infinity as |ξ 2 | → ∞ for any fixed ξ 1 . Freezing ξ 1 , we see that the parabola is nonnegative if and only if the discriminant is nonpositive, i.e. if and only if
In this inequality the left-hand side is the fourth-order polynomial
Note that we now just need to find α, γ, λ 1 , . . . , λ 4 such that this polynomial is strictly negative in case ν = 0; then we can always find some ν > 0 such that the resulting polynomial is still nonpositive.
Checking whether a fourth-order polynomial is nonnegative can be done e.g. using the following test (as shown in the paper by Ulrich and Watson [21] ):
Theorem 3 (Ulrich and Watson [21] ). Given a quartic polynomial f (z) = az 4 + bz 3 + cz 2 + dz + e with a > 0 and e > 0, set α :=ba 
Then f (z) ≥ 0 for all z ≥ 0 if and only if one of the following conditions holds:
• We have β < −2 and ∆ ≤ 0 and α + γ > 0.
• It holds that −2 ≤ β ≤ 6 and ((∆ ≤ 0 and α + γ > 0) or (∆ ≥ 0 and Λ 1 ≤ 0)).
• We have β > 6 and ((∆ ≤ 0 and α + γ > 0) or (α > 0 and γ > 0) or (∆ ≥ 0 and Λ 2 ≤ 0)).
We now check using the previous theorem whether the polynomial (13) is strictly negative; to do so, we sample a part of the domain of definition of the mapping (α, γ, λ 1 , . . . , λ 4 ) → Polynomial(. . . ). The sampled intervals and the corresponding step size are shown in the table below; the maximal growth exponent θ for which we can prove instantaneous forward motion of the interface (see Theorem 2) is stated, along with the parameters for which it has been found.
For example, in the case n = 1.9 we checked for all α ∈ {−0.32, −0.31, . . . , −0.20}, all γ ∈ {−2.6, −2.55, . . . , −2.00}, all λ 1 ∈ {−0.3, −0.277, . . . , 0.229}, . . . , whether the polynomial (13) 1.4588 
Let us compare our new results to the following values for the maximal growth exponent θ which have been obtained by direct calculations in [15] (or at least follow from the conditions on n, α, and γ in this paper using a computer algebra program): 
may be deduced using our approach: Take a cutoff ψ with ψ ≡ 1 for x < K and ψ ≡ 0 for x > 2K. If we can prove a monotonicity formula as above using our approach, we can also prove a formula of the form
which yields in the case of the stationary solution for any T > 0 and any > 0 (by setting y := − )
The second term in this estimate is either bounded uniformly with respect to > 0 or it is at least negligible in comparison with the first term in case of > 0 small enough. Letting → 0, we see that we must have 2(1 + α + n) + γ − 4 > −1 as otherwise the first term in this estimate would blow up. Rearranging, we deduce that the exponent θ sufficient for the nonexistence of a waiting time is bounded from above by θ =
; by α ∈ (−1, 0] this yields θ ≤ 2n − 2. We see that our exponents in the previous table are fairly close to this theoretical limit of our method.
In the paper [15] , upper bounds on waiting times have only been proven for n ∈ (2, 32 11 ), while one would expect it to be possible for any n ∈ (2, 3). Numerical evidence obtained by our method sugggest that this is indeed the case; the following table lists admissible values for α, γ, λ 1 , . . . , λ 4 which we have found for n ∈ [ The idea for establishing the monotonicity formulas which is suggested by these results -namely to use the first and the second formula for integrating by parts to deal with terms of the form´u n+α−2 u xx |u x | 2 |x − y| γ dx -is used in [12] to extend the results of [13, 15] to the range n ∈ [ 32 11 , 3).
5. Application to a sixth-order analogue of the Derrida-Lebowitz-Speer-Spohn equation
In this section, we apply a variant of our method to the one-dimensional sixth-order equation
as considered by Jüngel and Milisic [19] . Weak solutions on Ω := [0, 1) with periodic boundary conditions (as defined in [19] ) are required to satisfy u ∈ W 1,1 per (Ω)), and to satisfy the equation
per (Ω)) and any T > 0. We shall prove the following theorem: Theorem 4. Let u be a weak solution to the sixth-order equation (14) on Ω := [0, 1) with nonvanishing (nonnegative) initial data u 0 and periodic boundary conditions. Let x 0 ∈ Ω. Define T := inf{t ≥ 0 : dist(x 0 , τ ∈[0,t] supp u(., τ )) = 0}, where dist denotes the periodicity-adjusted distance. Then we have T ≤ 1 247 000 .
Proof. The proof proceeds by combining the ideas from [14] with the algorithmic construction of entropies. W.l.o.g. we may assume that x 0 = 0. Note that (by periodicity) u vanishes identically for t < T on some neighbourhood of both 0 and 1.
Let > 0. Set ψ := |x+ | γ+2 (where γ < −2). For any δ > 0, this function coincides on (0 + δ, 1 − δ) with a smooth compactly supported function ψ δ ∈ C ∞ cpt (( 2 )) (to see this, just multiply ψ with a cutoff which is equal to one in (δ, 1 − δ) and zero outside of ( 
2(
Introducing the abbreviations ξ 1 for
√ u xx , and ξ 0 for |x + | −1 , these formulas can be rewritten aŝ
We now try to find λ 1 , . . . , λ 4 ∈ R and γ < −2, K > 0 such that for any ξ 0 > 0 and any ξ 1 , ξ 2 ∈ R the estimate
holds. If it is possible for some K > 0 and γ < −2 to find such λ 1 , . . . , λ 4 , then by (16) the estimate
is valid for all 0 ≤ t 1 < t 2 < T . This implies
which in turn by Gronwalls Lemma yields the bound
Using conservation of mass and the fact that γ < −2, we deduce
This finally implies the estimate We now prove that we may indeed choose K = 14204.3 and γ = −72. By homogeneity, we see that (17) is satisfied for all ξ 1 , ξ 2 , ξ 0 iff it is satisfied for ξ 0 = 1 and all ξ 1 , ξ 2 . Condition (17) is therefore equivalent to 2γξ 2 ξ 1 − 2γ(γ − 1)ξ (γ − 3) ) ≥0 .
The expression on the left-hand side is a quadratic polynomial in ξ 2 with the leadingorder coefficient being nonnegative; thus the expression is nonnegative for all ξ 1 and ξ 2 if and only if the discriminant is nonpositive, i.e. iff 32 · − 2γ(γ − 1)ξ Note that the theorem is not entirely satisfactory; one might hope to prove infinite speed of propagation. However, our numerical results suggest that it might be impossible to prove our monotonicity formula for γ < −90. This might be overcome by considering entropies´u 1+α dx for α ∈ (−1, 0); however, for α = 0 terms involving the square of the third derivative of √ u appear on the right-hand side, therefore significantly enhancing the complexity of the quantifier elimination problem to be solved.
Discussion
We have presented an algorithm for the derivation of upper bounds on waiting times for nonnegativity-preserving higher-order parabolic equations. In the case of the thin-film equation, the algorithm has been seen to lead to improved results as compared to the previous paper [15] . Even for second-order doubly nonlinear equations, our approach has lead to some improvement of the known bounds. We also have obtained a lower bound on support propagation for a sixth-order quantum drift-diffusion equation.
However, in the case of the thin-film equation with n ∈ (1, 2) our sufficient conditions for the nonexistence of a waiting time phenomenon may be suboptimal. One may hope to prove instantaneous forward motion of the free boundary for initial data growing like x β + , β ∈ (0, 2), at the initial free boundary; see [4] for a formal analysis of the initial behaviour of the free boundary. However, the rigorous derivation of such an improved result currently seems out of reach.
