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Résumé
L’objectif général de la thèse est la simulation numérique des mouvements forts du sol
dûs aux séismes. Les déformations importantes du sol engendrent des comportements
nonlinéaires dans les couches superficielles. L’apport principal de la thèse est la prise en
compte de la nonlinéarité des milieux dans un contexte éléments finis Galerkin discontinus.
Différentes lois de comportement sont implémentées et analysées. Le cas particulier du
modèle élastoplastique de Masing-Prandtl-Ishlinskii-Iwan (MPII) est approfondi.
Cette étude est divisée en deux parties. Une première qui vise à poser la structure du
problème en présentant les équations et modèles utilisés pour décrire les mouvements
du sol. Dans cette partie nous présentons également la méthode d’approximation spatiale
Galerkin Discontinue ainsi que les différents schémas temporels que nous avons considérés.
Une attention particulière est portée sur la complexité algorithmique du modèle nonlinéaire
élastoplastique MPII en vue de réduire le temps de calcul des simulations.
La deuxième partie est dédiée aux applications numériques. Ces applications sont réparties
en trois catégories distinctes. 1) Nous nous intéressons tout d’abord à la configuration
unidimensionnelle où une seule onde de cisaillement est propagée. Dans ce contexte, un
flux numérique décentré est établi et des applications aux cas nonlinéaire élastique et nonli-
néaire élastoplastique sont étudiées. Une solution analytique concernant le cas nonlinéaire
élastique est proposée, ce qui permet de réaliser une étude numérique de convergence.
2) Le problème unidimensionnel étendu aux trois composantes du mouvement est étudié
et utilisé comme un premier pas vers le 3D compte tenu du couplage entre les ondes de
cisaillement et de compression. Nous nous intéressons ici à des signaux synthétiques et
réels. L’application d’une méthode permettant de réduire significativement le temps de
calcul du modèle élastoplastique est détaillée. 3) Une configuration tridimensionnelle est
examinée. Après différentes applications de vérification en milieu linéaire, deux cas d’étude
élastoplastique sont analysés. Une première sur un mode propre d’un cube puis une seconde
sur un milieu plus réaliste composé d’un bassin hémisphérique à couches sédimentaires
ayant un comportement élastoplastique.
Mots clés sismologie, mouvements sismiques forts, méthode éléments finis Galerkin Dis-
continue, propagation d’ondes, loi de comportement nonlinéaire
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Abstract
The general objective of this thesis is the numerical simulation of strong ground motions
due to earthquakes. Significant deformations of the soil generate nonlinear behaviors in the
superficial layers. The main contribution of this work is to take into account the nonlinearity
of the media in a discontinuous Galerkin finite elements context. Different constitutive laws
are implemented and analyzed. The particular case of the Masing-Prandtl-Ishlinskii-Iwan
(MPII) elastoplastic model is looked at in-depth.
This study is divided into two parts. A first one that aims at defining the framework of
the problem by presenting the equations and models used to describe the soil motion. In
this part we also present the Galerkin Discontinuous spatial approximation method as well
as the different temporal schemes that we considered. Particular attention is paid to the
algorithmic complexity of the nonlinear elastoplastic MPII model in order to reduce the
computation time of simulations.
The second part is dedicated to numerical applications. These applications are divided into
three distinct categories. 1) We are first interested in the one-dimensional configuration
where a single shear wave is propagated. In this context, an upwind numerical flux is
established and applications to nonlinear elastic and nonlinear elastoplastic cases are
studied. An analytical solution concerning the nonlinear elastic case is proposed, which
makes it possible to carry out a numerical study of convergence. 2) The one-dimensional
problem extended to the three components of the motion is studied and used as a first
step towards 3D applications considering the coupling between the shear and compression
waves. We are interested here in synthetic and real input signals. The application of a
method that significantly reduces the calculation time of the elastoplastic model is detailed.
3) A three-dimensional configuration is examined. After different verification cases in linear
medium, two cases of elastoplastic studies are analyzed. A first on the eigenmode of a cube
then a second on a more realistic case of a hemispherical basin with sedimentary layers
having an elastoplastic behavior.
Keywords seismology, strong ground motion, Discontinuous Galerkin finite element meth-
ods, waves propagation, nonlinear constitutive law
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Introduction 1
„Nous allons raisonner juste sur des figures fausses ;
c’est ça, la géométrie.
— David N.
Professeur de mathématiques, 2nd, 2007
1.1 Introduction générale
Jeudi 19 septembre 1985, 7h19. Un séisme de magnitude 8.2 sur l’échelle de Richter frappe
la ville de Mexico. Le bilan est aujourd’hui porté à trente mille vies humaines et cinquante
mille immeubles détruits.
L’épicentre du séisme se situe alors approximativement à 400 km de la ville. Plusieurs
stations sismiques enregistrent le séisme. Une première, CAMPOS, est à proximité de l’épi-
centre et enregistre une accélération maximale — PGA 1 — d’environ 1.50 m/s2. L’onde
sismique se propage et s’atténue avec la distance ; de sorte qu’une station située en péri-
phérie de la ville, UNAM, enregistre une accélération maximale de 0.35 m/s2 seulement.
Une autre station, située au centre de la ville de Mexico, SCT, enregistre quant à elle une
accélération de 1.70 m/s2 ; soit un mouvement plus fort que celui enregistré par la station
proche de l’épicentre. La Figure 1.1 illustre le positionnement de ces stations ainsi que les
accélérogrammes qui y ont été enregistrés.
Pour comprendre pourquoi les ondes sismiques ont été amplifiées, il faut s’intéresser à
la structure du sol sur lequel la ville est installée. Elle a été construite sur d’anciens lacs,
asséchés au cours des siècles et repose sur une masse de boue de plusieurs mètres de
hauteur, dont la raideur mécanique est relativement faible. Le contraste entre la raideur de
ce bassin de boue et le rocher, dur, dans lequel il est installé, piège et amplifie les ondes
sismiques. Les sismologues appellent ce phénomène les effets de site.
1. Peak Ground Accerelation.
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Figure 1.1.: Vue schématique du bassin de Mexico. Accélérogrammes enregistrés lors du séisme de
1985. Source : Jean-François Semblat, CC-BY-SA 3.0.
Figure 1.2.: Exemple de configurations géométriques sujettes à des effets de site.
Figure 1.3.: Colonne de sol
schématisée
avec la position
des stations.
Les effets de site sont dus à la géométrie du milieu et à sa com-
position. La géométrie du milieu peut concentrer les ondes
en des points particuliers — comme les monts — ou encore
peut les contenir localement — comme dans le cas d’un bassin
sédimentaire. La Figure 1.2 illustre ces deux cas. Le mouve-
ment est alors localement amplifié ; les structures artificielles
présentes dans ces zones sont fortement impactées. S’intéres-
ser à ce type de problématique nécessite donc de prendre en
compte la totalité de la géométrie du milieu.
La composition de celui-ci importe tout autant. L’accumula-
tion de différentes couches sédimentaires va modifier l’onde
sismique. En fonction de ces différentes couches, certaines fréquences de l’onde sismique
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vont être plus ou moins amplifiées. Afin de savoir lesquelles et de combien, les sismologues
s’intéressent, pour un milieu donné à sa fonction d’amplification. La Figure 1.3 représente
une colonne de sol, composée de multiple couches sédimentaires. Pour connaître sa fonc-
tion d’amplification, deux stations sismologiques sont disposées ; une à la surface de la
colonne — ici en rouge — et une autre à l’interface entre la colonne et le rocher — ici
en bleu. La vitesse — ou l’accélération — d’une onde se propageant dans ce milieu est
enregistrée par les capteurs. En supposant qu’elle se propage verticalement et que le milieu
est tabulaire, il est possible d’obtenir la fonction d’amplification en calculant les rapports
spectraux des enregistrements aux deux stations. La Figure 1.4 représente les fonctions
d’amplification pour différentes stations sismologiques de la région de Tohoku (Japon) du
réseau KIK-NET. Ainsi, à la station IBRH16, on observe une forte amplification autour de
7.5 Hz ou encore autour de 15 Hz pour la station MYGH04.
Figure 1.4.: Fonctions d’amplification pour différentes stations de la région de Tohoku (Japon),
calculées à l’aide des enregistrements entre 1998 et 2008, dont l’accélération maximale
n’excède pas 0.1 m/s2. Intervalles de confiance à 68% et 95% pour les zones noires et
grises respectivement. Figure adaptée de [Bon+11].
Ces fonctions sont notamment utilisées par les ingénieurs afin de connaître, à une position,
donnée les fréquences qui seront amplifiées en fonction de la composition du milieu et ainsi
d’adapter la construction des structures et ouvrages d’arts en conséquence. La fonction
d’amplification d’une colonne de sol est totalement déterminée par sa composition et les
propriétés mécaniques des éléments la constituant, sous réserve que le séisme qui la traverse
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soit modéré. En effet, si le séisme est fort, alors les propriétés mécaniques de la colonne
de sol vont être altérées. Les couches sédimentaires vont notamment perdre en raideur,
devenir plus molles, ce qui va affecter la fonction de transfert. La Figure 1.5 illustre, en
rouge, l’effet d’un séisme fort sur les fonctions d’amplification. Sur cet exemple, il s’agit du
séisme de Tohoku de 2011 et de magnitude 9 sur l’échelle de Richter.
Figure 1.5.: Impact d’un fort séisme sur les fonctions d’amplifications. Figure de [Bon+11].
On observe sur cet exemple que les fréquences qui ont été amplifiées, par les mêmes
colonnes de sol, sont différentes. Le séisme, extrêmement puissant, a tellement impacté
le milieu que celui-ci est devenu moins résistant ; ce qui comme nous le verrons implique
une diminution de la vitesse de propagation des ondes sismiques et les fréquences sont
différemment impactées. Certaines sont amplifiées, par exemple entre 5− 10 Hz à la station
MYGH04 et d’autre moins, comme 15 Hz à la même station.
On peut classiquement distinguer deux cas d’études. Un premier qui s’intéresse aux cas où
pour une zone d’intérêt donnée les fonctions d’amplifications sont indépendantes de la solli-
citation exercée (cf Figure 1.4) et un autre cas où elles en sont dépendantes (cf Figure 1.5).
Ces deux cas sont généralement appelés linéaire et nonlinéaire, respectivement.
Cette thèse propose de s’intéresser à la propagation des ondes sismiques dans un milieu
tridimensionnel, afin de permettre la prise en compte des effets de site, tout en considérant
les effets nonlinéaires illustrés ci-avant.
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1.2 Introduction scientifique
Dans le contexte de la prédiction du mouvement du sol après un séisme, il a été observé,
entre autre, que les conditions locales du milieu (géométrie, propriétés mécaniques des
couches superficielles) peuvent influencer fortement l’amplitude, le contenu fréquentiel
et la durée du mouvement sismique en surface. Il est extrêmement important, pour une
prédiction fiable, de prendre ces conditions locales en compte afin d’estimer l’impact sur
les structures et ouvrages d’arts environnants ainsi que pour leur construction.
Le progrès constant des architectures de calculs parallèles permet aujourd’hui de réaliser des
simulations de la propagation des ondes sismiques dans des milieux géologiques complexes.
Prendre en compte ces milieux réalistes a longtemps été une difficulté, puisque la vitesse de
propagation des couches superficielles décroit rapidement à l’approche de la surface libre,
ce qui implique que les maillages soient raffinés à ces endroits afin de fournir la précision
attendue. Pour cela, beaucoup de techniques ont été proposées, par exemple modifier les
matrices de masse pour prendre en compte les hétérogénéités dans les maillages [CKB10 ;
MG15] ou encore la hp-adaptivité et l’utilisation de maillages non-conformes pour prendre
en compte les variations drastiques de propriétés des milieux étudiés [Eti+10 ; Tag+12 ;
Maz+13]. En plus de cela, la prise en compte de loi de comportement nonlinéaire est
aujourd’hui une nécessité. La plupart des travaux s’étant intéressés à ces comportements
sont établis pour des milieux 1D, voire 2D. Les méthodes volumes finis ont été proposées
pour des lois de comportement de type polynomial par LEVEQUE [LeV02b] et MEURER
et al. [MQJ02] qui a inclus un modèle d’hystéresis d’HODGDON [Hod88]. On retrouvera
dans [Rég+16] une compilation des nombreux modèles numériques existants et utilisés
dans le cadre de la propagation des ondes sismiques à travers des milieux complexes unidi-
mensionnels et aux rhéologies nonlinéaires. On notera également des études, pionnières,
considérant les cas 2D [GB14 ; GB12 ; Che+15] et 3D [Xu+03 ; TBR12]. Ces études sont
pour la plupart basées sur la méthode classique des différences finies ou des éléments finis
à bas ordre.
Les réponses dynamiques nonlinéaires des sols et roches ont largement été étudiées en
laboratoire à partir des années soixante (voir [GJ09] pour une compilation). Ces expériences
mettent également en exergue les comportements hystérétiques des sols et rochers soumis à
des contraintes quasi-statiques et cycliques. C’est-à-dire qu’il y a une dépendance entre la loi
de comportement et l’histoire subie par le matériaux [MS74 ; MG96]. Ces comportements,
étant intrinsèques aux matériaux géomécaniques, nécessitent de les inclure dans les modèles
numériques pour fournir des résultats précis et aussi exacts que possible. On distingue
généralement trois indicateurs de comportements nonlinéaires. Premièrement, un décalage
de la fréquence de résonance vers les basses fréquences, ce qui a été clairement observé
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dans de nombreux échantillons de sol à travers des expériences unidimensionnelles [JR96 ;
Naz+03] et sur des mesures in-situ [BW95 ; BW96 ; Pav02 ; Law+08 ; Cha+15] par exemple.
Deuxièmement, une génération d’harmoniques induisant une amplification des hautes
fréquences [Dou+93; MG96 ; Del+09 ; Rem+17]. Et troisièmement, l’amortissement
hystérétique qui entraine une diminution de l’amplitude de l’onde. Cette diminution est
généralement attribuée à la présence de dislocations dans les métaux, de petites fissures ou
aux contacts entre les grains des géomatériaux [MS74 ; WNG79 ; MG96 ; Naz+03].
Les simulations numériques peuvent permettre d’étudier ces phénomènes. Reproduire
au mieux les effets de site et améliorer leur caractérisation nécessite des simulations
numériques tridimensionnelles, puisque ceux-ci dépendent de la géométrie du milieu.
Enfin, la réponse des sols variant en fonction de la sollicitation, il est également important
d’inclure des lois de comportement nonlinéaires. On propose dans la section suivante, une
vue d’ensemble sur les différents travaux concernant les méthodes numériques utilisées
pour la propagations des ondes sismiques.
1.3 État de l’art des méthodes numériques pour la
propagations des ondes sismiques
Une des premières méthodes a avoir été employée pour la simulation de la propagation
des ondes sismiques dans le domaine temporel est sans doute la méthode des diffé-
rences finies [AK68 ; Kel+76]. Cette méthode ainsi que les améliorations proposées —
ordre élevé [Bay+86 ; Lev88] pour augmenter la précision ou encore des grilles en quin-
conce [Mad76 ; Vir86] pour réduire la dispersion, par exemple — amènent à des algorithmes
relativement simples et efficaces. Cependant, leur inconvénient majeur est d’être limité à
des grilles cartésiennes. La taille de la grille est donc contrainte par la vitesse minimale
de tout le domaine ; ainsi des schémas basés sur des grilles irrégulières [Pit99] ou sur
l’assemblage de grille discontinue [AF99 ; HBT01 ; KB04] ont vu le jour. Mais la prise en
compte de la topographie du milieu reste toujours difficile. En effet, une des difficulté
des méthodes par différences finies est d’implémenter la condition de surface libre avec
la même précision numérique que l’intérieur du domaine [BS06]. C’est ainsi que, par
exemple, MOCZO et al. [Moc+07] proposent une approche hybride où une méthode aux
différences finies est utilisée dans tout le domaine, sauf au niveau de la topographie ou
des discontinuités géologiques — failles ou fractures — où une approche éléments finis est
employée.
Les méthodes basées sur une formulation variationnelle des équations prennent plus
facilement la topographie en compte, mais aussi les hétérogénéités — puisque les grilles
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cartésiennes impliquent une discrétisation en escalier. Parmi ces méthodes, on distingue
deux classes : (1) celles qui imposent la continuité du champs solution entre les éléments
voisins (méthodes des éléments finis (FE), méthodes des éléments finis spectraux (SE) par
exemple) et (2) celles qui ne l’imposent pas (méthode des volumes finis (FV) et méthode
des éléments finis Galerkin discontinue (DG), par exemple).
La méthode classique FE permet d’avoir des maillages adaptés à des géométries com-
plexes [LD72 ; Bao+98]. Pour calculer la solution, une matrice de masse globale doit
être inversée. Pour assurer la continuité de la solution entre les éléments, le support des
fonctions de base est plus large que les éléments du maillage. Utiliser des fonctions de base
d’ordre élevé implique un support de plus en plus large et par conséquent une matrice
de masse plus difficile à inverser, puisque la matrice devient large bande. En pratique,
la méthode classique FE est confinée à des ordres bas (un, voire deux) à cause de cette
difficulté. Il est néanmoins possible de regrouper les termes de la matrice de masse pour en
faire une matrice diagonale, suivant la méthode mass lumping et donc d’avoir une inter-
polation à ordre plus élevé, mais cette méthode introduit généralement de la dispersion
numérique [HRZ76 ; Coh+01 ; DS07].
La méthode SE, utilisant les points d’interpolation de Legendre–Gauss–Lobato ainsi que
les règles de quadrature associées permet d’avoir une convergence spectrale, au sens
discret, de l’erreur. De plus, les fonctions de base utilisées (polynômes de Lagrange) sont
orthogonales lorsque des quadrangles (2D) ou des hexaèdres (3D) sont utilisés, ce qui
produit une matrice de masse diagonale et donc plus facilement inversible [Pat84]. Ainsi,
la difficulté évoquée dans le cadre de la méthode FE est surmontée. Cependant, l’utilisation
de quadrangles ou hexaèdres rend la construction du maillage plus complexe — d’un point
de vue informatique et humain — lorsque, par exemple, des milieux hétérogènes sont
considérés. Cette méthode a été appliquée au cas de la propagation d’ondes sismiques en
milieu 2D et 3D [SP94 ; KV98]. En particulier, le code SPECFEM3D 2 permet la propagation
d’ondes en milieu solide ou fluide pour des maillages conformes hexaédriques. On pourra
également se référer, par exemple, à [Cha+07] pour obtenir une vue d’ensemble de
l’application de la méthode SE à la propagation des ondes sismiques, ou plus récemment
aux travaux 1D/2D d’ORAL et al. [Ora+17] pour une application à la propagation en
milieux nonlinéaires avec prise en compte de la pression de pore.
Comme alternative à ces méthodes, il y a donc celles qui n’imposent pas la continuité de
la solution aux interfaces entre les éléments, citons les volumes finis (FV) et la méthode
éléments finis Galerkin discontinue (DG). Cela ouvre de nouvelles portes ; par exemple
la possibilité d’utiliser des maillages non-conformes [HW08 ; BG12 ; Ant+12], des pas de
2. https://geodynamics.org/cig/software/specfem3d/
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temps locaux [DKT07 ; HW08 ; Min+13] ou encore dans le cadre DG, des ordres d’interpo-
lations locaux [DKT07 ; HW08; Eti+10 ; Viq15]. La méthode DG offre une grande liberté
dans le choix des ordres d’interpolation ou du maillage (sur des quadrangles [Ant+15],
des hexaèdres [You01 ; BG12] ou des tétraèdres [DK06 ; DFG09] par exemple. Ou même
mixer les types d’éléments). Introduite, dans le domaine de la sismologie, par DORMY
et TARANTOLA [DT95], la méthode des FV a ensuite été étendue à l’étude de la rupture
par BENJEMAA et al. [Ben+09] dans un milieu tridimensionnel. Les FV classiques sont
une approximation d’ordre zéro de la solution, c’est-à-dire qu’elle est constante par élé-
ments. DUMBSER et al. [DKdlP07] proposent une extension à ordre élevé. La méthode
DG peut également être vue comme une extension des FV à ordre élevé. Tout comme les
éléments finis classiques, elle implique l’inversion d’une matrice de masse, à la différence
près que celle-ci est maintenant locale à chaque élément et donc de petite taille, ce qui rend
son inversion plus aisée. Sa taille ne dépend que de l’ordre d’interpolation local — et de la
dimension du problème. De plus, comme nous le verrons dans la suite, la matrice de masse
locale peut être calculée — et inversée — sur un élément de référence dans une étape
préliminaire puis obtenue par une transformation adaptée à chaque élément du maillage.
La continuité de la solution n’est plus imposée entre les éléments et par conséquent un
flux numérique doit être défini, puisque la formulation variationnelle locale fait apparaitre
une intégrale du flux sur les bords des éléments. C’est ce flux qui va permettre l’échange
d’informations entre les éléments voisins et donc la propagation de la solution. Que ce soit
dans le cadre des FV ou DG, de nombreuses approches ont été proposées pour calculer le
flux numérique en fonction des équations à résoudre [LeV02a ; Coc+00 ; HW08; KD06 ;
Wil+10]. On notera également que la discontinuité implique une multiplication de valeurs
possibles aux nœuds et faces du maillage et donc nécessite plus de mémoire que dans
le cas des méthodes imposant la continuité de la solution. Enfin, la formulation locale
de DG permet une parallélisation naturelle du code, en effet la seule information à faire
communiquer entre des voisins qui seraient sur deux unités de calcul différentes est le flux
numérique. Tout le reste se fait localement.
De nombreuses références sont disponibles sur la méthode DG appliquée à la propagation
d’ondes sismiques. On citera, sans exhaustivité, de la PUENTE et al. [dlPue+07] et DEL-
COURTE et al. [DFG09]. On mentionnera également que la méthode DG a été couplée à
la méthode ADER 3 pour le schéma temporel, de sorte à obtenir une précision élevée en
temps et en espace [KD06 ; DK06]. Ces références ont en commun de s’être intéressées
à des cas où la rhéologie est linéaire. Plus récemment, BOU MATAR et al. [Bou+12] ont
appliqué la méthode DG au cas de la propagation dans un milieu nonlinéaire hétérogène
avec des lois de comportement nonlinéaire élastique suivant un modèle polynomial.
3. Arbitrary high-order DERivative.
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Enfin, la méthode considérant les discontinuités seulement à certaines interfaces et en
utilisant une approche non conforme a été proposée par ANTONIETTI et al. [Ant+12]. Cette
méthode, combinant DG et SE et que l’on appelle « Éléments Finis Spectraux Galerkin
Discontinue » (DGSE) offre ainsi la flexibilité de la méthode DG, tout en ayant l’efficacité
de la méthode SE. On trouvera une approche détaillée de la méthode dans [Ant+17]. Cette
méthode été appliquée à la propagation des ondes sismiques et en particulier on pourra se
référer au code numérique SPEED [Maz+13].
1.4 Objectif et contribution
L’objectif général de cette thèse est de proposer l’utilisation de la méthode éléments finis
Galerkin Discontinue pour l’étude de la propagation des ondes sismiques dans un milieu
tridimensionnel et en prenant en compte une rhéologie nonlinéaire de type élastoplastique.
Ce manuscrit est divisé en deux parties. Le premier chapitre de cette partie est consacré à
la description des équations de propagation des ondes sismiques et des lois de comporte-
ment utilisées. En particulier, nous introduisons trois lois de comportement différentes :
linéaire élastique, nonlinéaire élastique et élastoplastique. Le comportement élastoplastique
est reproduit grâce au modèle de Masing-Prandtl-Ishlinskii-Iwan (MPII) [Iwa66 ; Iwa67 ;
Joy75]. Nous nous intéressons également à la modélisation des sources sismiques. Dans un
second chapitre, nous introduisons la méthode numérique éléments finis Galerkin Discon-
tinue adaptée au contexte qui nous concerne. Nous présentons également les différentes
méthodes d’approximation temporelles qui ont été implémentées. Les critères de taille de
mailles et de conditions de type CFL sont discutés compte tenu des lois de comportement
utilisées et de leur impact. La seconde partie est quant à elle dédiée aux applications numé-
riques ; trois chapitres y sont dédiés. Dans le premier, nous nous intéressons à la propagation
dans un milieu unidimensionnel d’une onde de cisaillement. Cela nous permet de vérifier
certaines propriétés du schéma numérique et dans un cas particulier, d’obtenir une solution
exacte avec une loi de comportement nonlinéaire. Nous effectuons ainsi une étude de
convergence. Un second chapitre étudie la propagation d’une onde sismique dans un milieu
unidimensionnel où trois composantes du mouvement sont prises en compte. Il y a donc
ici la propagation verticale d’une onde ayant deux composantes en cisaillement et une en
compression. Nous montrons que le principe de superposition n’est plus vérifié lorsqu’une
loi de comportement nonlinéaire est utilisée. Pour cela, un signal synthétique et un signal
réel sont propagés dans une colonne de sol aux propriétés réalistes. Ce chapitre est un
premier pas vers un milieu tridimensionnel au sens où il impose la prise en compte d’ondes
couplées et influence certains choix sur la méthode numérique utilisée. Enfin, le dernier
chapitre est dédié aux applications dans un milieu tridimensionnel. Différentes applications
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de vérification en milieux linéaires sont d’abord étudiées. Puis les effets nonlinéaires dans
un mode propre d’un cube sont exhibés. Pour finir, la propagation d’une onde sismique dans
un milieu réaliste composé d’un bassin hémisphérique à couches sédimentaires ayant un
comportement élastoplastique est proposée. Une analyse de l’amplification des fréquences
en fonction de la rhéologie utilisée est proposée. À travers ces différents chapitres, le coût
algorithmique et temps de calcul nécessaire pour le modèle élastoplastique sont également
étudiés. Une méthode permettant un gain significatif du temps de calcul est proposée.
Les travaux exposés dans ce manuscrit ont fait l’objet de deux articles scientifiques :
— S. CHABOT, N. GLINSKY, E. D. MERCERAT et L. F. BONILLA. « A high-order discontinuous
Galerkin method for 1D wave propagation in a nonlinear heterogeneous medium ».
In : Journal of Computational Physics 355.Supplement C (2018), p. 191-213 ;
— S. CHABOT, N. GLINSKY, E. D. MERCERAT et L. F. BONILLA. « A High-Order Disconti-
nuous Galerkin Method for Coupled Wave Propagation in 1D Elastoplastic Hetero-
geneous Media ». en. In : Journal of Theoretical and Computational Acoustics 26.03
(août 2018), p. 1850043 ;
de deux communications orales en conférences internationales :
— 6th International Conference on Computational Methods in Structural Dynamics and
Earthquake Engineering, COMPDYN 2017 à Rhodes (Grèce) ;
— 13th International Conference on Theoretical and Computational Acoustics, ICTCA
2017 à Vienne (Autriche) ;
et de deux présentations de poster :
— 8e Biennale du RAP 4, 2016, Pointe-à-Pitre (Guadeloupe, France) ;
— « Assemblée Générale du GDR ONDES », Interférences d’ondes, 2017, Sophia-Antipolis
(France).
4. Réseau Accélérométrique Permanent.
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Première partie
Modélisation numérique de la propagation des
ondes

Équations du mouvement et
modèles nonlinéaires
2
„ceiiinosssttuv
— Robert H.
Scientifique pluridisciplinaire anglais, 1675
À un certain niveau de déformation, le comportement nonlinéaire des sols doit être pris
en compte, puisque la réponse à une forte sollicitation peut radicalement changer par
rapport à une sollicitation faible. La dépendance de la réponse du site étudié à l’intensité
du mouvement est, dans la communauté « sismologique », conventionnellement appelée
« effets nonlinéaires ». La mécanique sous-jacente est complexe mais peut généralement
se découper en deux classes : (1) la prise en compte de la dégradation des propriétés du
matériau, comme la réduction du module de cisaillement et (2) la prise en compte de
l’évolution de la pression de pore — ou pression interstitielle — dans les sols saturés d’eau
et qui peut générer de la liquéfaction dans les sols sableux. Nous nous plaçons dans le
contexte (1) où seuls des sols secs sont considérés 1. Dans ce cadre là, il existe également
pléthore de modèles de loi de comportement différents. Généralement, ce qui distingue
ces modèles est le nombre de paramètres nécessaires ; allant de un seul paramètre pour
les plus simples, à plusieurs dizaines pour les plus complexes d’entre eux. On trouvera
dans [Rég+16 ; Rég+18], une compilation de treize modèles élastoplastiques utilisés dans
le domaine de la sismologie. Comme nous le verrons, dans ce manuscrit, nous nous sommes
restreints aux modèles nonlinéaires à un seul paramètre. Avoir plus de paramètres permet
de reproduire un plus grand nombre de chemins de chargement/déchargement, mais
augmente également la difficulté de les calibrer correctement et donc l’incertitude sur le
résultat final.
Ce chapitre a pour objectif d’introduire les équations qui seront utilisées pour modéliser la
propagation des ondes dans un milieu continu. Il vise également à définir les termes et les
modèles qui seront utilisés tout au long de ce manuscrit. En particulier, partant d’un milieu
quelconque Ω, nous définissons le tenseur des déformations et des contraintes. Puis, nous
passons en revue les trois lois de comportement étudiées dans cette thèse : (1) la loi de
1. Pour une méthode numérique éléments finis spectraux, avec prise en compte de la pression de pore, on
pourra, se référer — sans exhaustivité — aux travaux de PHAM [Pha13] ou encore d’ORAL et al. [Ora+17].
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Hooke, (2) le modèle nonlinéaire élastique et (3) le modèle élastoplastique Masing-Prandtl-
Ishlinskii-Iwan (MPII). Enfin, cela nous permet d’aboutir au système d’équations d’écrivant
la propagation des ondes en 3D. Ce modèle est ensuite réduit au cas 1D, pour les premières
applications.
2.1 Dérivations et hypothèses générales
2.1.1 Déformations
Nous considérons un point M0 de coordonnées x0 = (x0, y0, z0) appartenant à l’instant
initial t0 à un milieu continu Ω0. Après déformation de ce milieu devenu Ω, le point M0
devient M de coordonnées x = (x, y, z). L’application f : Ω0 7→ Ω, qui transforme Ω0 en Ω,
qui est supposée suffisamment régulière 2 nous permet de définir la matrice Jacobienne de
la transformation x0 7→ x :
F = ∇x0x =

∂x
∂x0
∂x
∂y0
∂x
∂z0
∂y
∂x0
∂y
∂y0
∂y
∂z0
∂z
∂x0
∂z
∂y0
∂z
∂z0
 , (2.1)
c’est-à-dire que nous avons dx = F · dx0. En définissant le vecteur de déplacement u
comme x = x0 + u, le tenseur de déformation F peut alors s’écrire ainsi :
F = I +∇x0u. (2.2)
Considérons qu’un vecteur élémentaire dx0 soit transformé en dx = F · dx0, alors un
élément de longueur dl0 = ‖dx0‖ devient un élément de longueur dl tel que :
dl2 = dx · dx,
= dx0 ·
(
F T ·F
)
· dx0. (2.3)
L’écart entre les deux longueurs, avant et après déformation est ainsi défini :
dl2 − dl02 = dx0 ·
(
F T ·F − I
)
︸ ︷︷ ︸
2E
· dx0. (2.4)
2. Un point ne se téléporte pas, la transformation est donc continue et dérivable.
14 Chapitre 2 Équations du mouvement et modèles nonlinéaires
Cette formulation fait apparaitre un nouveau tenseur E, appelé tenseur des déformations
de Green–Lagrange :
E = 12
(
F T ·F − I
)
. (2.5)
En fonction du déplacement u, ce tenseur s’écrit comme :
E = 12
(
∇x0u+∇x0uT
)
+ 12∇x0u
T ·∇x0u. (2.6)
Dans le cadre de la propagation des ondes sismiques, même lors de séismes très forts, les
déformations des sols vont rarement au delà de quelques pourcents [Ish96]. Ainsi, dans
la suite de ce manuscrit nous nous placerons dans le cas dit des « petites déformations »
où les termes d’ordre 2 du tenseur des déformations sont négligés, de telle sorte que nous
avons :
E ≈ ε = 12
(
∇u+∇uT
)
. (2.7)
On observera que, par construction, le tenseur des déformations est symétrique.
2.1.2 Contraintes
L’hypothèse est faite que le milieu Ω est continu ; dans le sens où nous supposons qu’il
n’existe pas d’échelle en deçà de laquelle il peut être discret. Autrement dit, les efforts f
appliqués sur surface élémentaire ∆S appartenant à Ω s’y répartissent uniformément. Ainsi,
on a :
lim
∆S→0
∆f
∆S = T (x, t,n) . (2.8)
On appellera T le vecteur contrainte, défini au point x, à l’instant t, lié à la normale n.
L’existence de ce vecteur contrainte est le principe d’Euler-Cauchy. Ce vecteur est relatif
au point x considéré et à l’orientation de la normale en ce point. Le théorème de Cauchy
affirme que les composantes du vecteur contrainte en un point x sur une facette de normale
n dépendent linéairement des composantes de cette normale. Ce qui permet d’écrire la
relation suivante 3 :
T (x, t,n) =
3∑
i=1
T (x, t, ei)ni (2.9)
= σ (x, t) ·n
où σ est un tenseur d’ordre 2, appelé tenseur des contraintes. Ce tenseur est indépendant de
la normale n. La contribution σij s’exerce dans la direction ei sur la face de normale ej .
3. La j-ième composante du vecteur ei, notée eij est égale à δij .
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L’équilibre des forces et des moments permet de montrer que le tenseur des contraintes est
symétrique : σij = σji, quel que soit le repère considéré, ainsi seules six composantes sont
indépendantes. Elles sont, de plus, réelles. On en déduit que σ est diagonalisable, que ces
valeurs propres σI , σII et σIII sont réelles et que les vecteurs propres sont orthogonaux. Le
repère formé par ces vecteurs propres est appelé repère de l’espace des contraintes principales
ou repère principal. Les quantités σI , σII et σIII sont appelées contraintes principales. Le
repère principal et les contraintes principales sont indépendantes du repère utilisé pour
décrire σ, mais dépendent du point x considéré.
2.2 Différentes lois de comportement
Un milieu continu est défini par les six contraintes σij et les trois déplacements ui qu’il y a en
chacun de ses points. Trois des neuf inconnues sont obtenues par la relation fondamentale
de la dynamique ; six autres doivent être données pour fermer le problème. Ces six relations
dépendent du matériau étudié, de ses propriétés intrinsèques et des effets qui lui sont
appliqués. Ces relations sont appelées lois de comportement. Trois principes doivent être
respectés :
Causalité la contrainte à l’instant t est déterminée par l’histoire du matériau.
Objectivité la loi de comportement est une propriété intrinsèque du matériau et ne dépend
pas d’un observateur.
Localisation spatiale la contrainte ne dépend que de fonctions définies dans un voisinage
arbitraire du point matériel considéré et de sa trajectoire.
2.2.1 Modèle linéaire élastique
Un milieu est élastique, ou a un comportement élastique, s’il existe un état naturel — dans
lequel la contrainte et la déformation sont nulles — auquel il revient si les forces appliquées
sont supprimées.
La loi de HOOKE [Hoo78] est utilisée pour définir la relation entre la contrainte et la
déformation dans le cas linéaire élastique. C’est une relation linéaire telle que ε = 0⇔ σ =
0, qui traduit le fait que la contrainte est proportionnelle à la déformation 4. C’est-à-dire
que nous avons :
σij = Cijklεij , (2.10)
4. “That is, the Power of any Spring is in the same proportion of the tension thereof: That is one power stretch
or bend it one space, two will bend it two, and three will bend it three, and so forward.” — Hooke [Hoo78].
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soit 81 paramètres Cijkl. Compte tenu des symétries des tenseurs des contraintes et de
déformations, nous avons Cijkl = Cjikl = Cijlk, soit 36 composantes indépendantes. De
fait, en notant σ et ε sous forme vectorielle :
σ = (σxx, σyy, σzz, σxy, σxz, σyz) ε = (εxx, εyy, εzz, εxy, εxz, εyz) (2.11)
on peut alors écrire σ = C · ε où C est une matrice 6× 6. Il peut également être montré en
utilisant un argument de thermodynamique que ce tenseur vérifie Cijkl = Cklij , c’est-à-dire
que C doit être symétrique. Autrement dit, nous arrivons à seulement 21 paramètres. Ces
21 paramètres permettent de décrire les milieux élastiques anisotropes, c’est-à-dire où les
propriétés sont différentes selon les directions (matériaux composites par exemple).
Dans le cas des sols, nous supposons généralement que les matériaux sont isotropes, c’est-à-
dire ayant les mêmes propriétés dans toutes les directions. De fait, le tenseur C ne dépend
plus seulement que de deux constantes indépendantes λ et µ, appelées constantes de Lamé.
Le tenseur est défini comme :
Cijkl = λδijδkl + µ (δijδkl + δilδjk) . (2.12)
La loi de Hooke isotrope s’écrit donc ainsi :
σij = 2µεij + λδij
3∑
k=1
εkk. (2.13)
La formulation totale du tenseur C est donnée par :
C = E1 + ν

1−ν
1−2ν
ν
1−2ν
ν
1−2ν
ν
1−2ν
1−ν
1−2ν
ν
1−2ν
ν
1−2ν
ν
1−2ν
1−ν
1−2ν
03,3
03,3
1 0 0
0 1 0
0 0 1

(2.14)
où E et ν sont respectivement le module de Young et le coefficient de Poisson. On a :
E = µ (3λ+ 2µ)
λ+ µ , ν =
λ
2 (λ+ µ) . (2.15)
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L’inverse de C, appelé tenseur des souplesses ou des complaisances élastique est donné par :
C−1 = 1
E

1 −ν −ν
−ν 1 −ν
−ν −ν 1
03,3
03,3
(1 + ν) 0 0
0 (1 + ν) 0
0 0 (1 + ν)

(2.16)
2.2.2 Modèle nonlinéaire élastique
On considère ici un milieu unidimensionnel. On suppose que la relation entre la contrainte
et la déformation peut s’écrire ainsi :
σ(ε, x) = 2µmax(x)g(ε, x)ε (2.17)
où µmax(x) est le coefficient de Lamé, g(ε, x) est une fonction de réduction du module
de cisaillement, c’est-à-dire de la forme g(ε, x) = µ(ε, x)/µmax(x). La dépendance spatio-
temporelle de la déformation a été omise pour simplifier la lecture. La fonction g peut avoir
diverses formes en fonction du contexte. Ainsi, dans le cas de propagation d’ondes dans
les roches, un polynôme est généralement utilisé [GJ09 ; Van+01]. Par exemple, HOKS-
TAD [Hok04] utilise un polynôme d’ordre trois pour la relation entre la contrainte et la
déformation dans le cas de la propagation d’une onde acoustique dans un milieu nonli-
néaire dispersif. En mécanique des sols, il est courant d’utiliser un modèle hyperbolique
avec différents paramètres, comme introduits par HARDIN et DRNEVICH [HD72] et re-
visités par DARENDELI [Dar01]. Dans ce manuscrit, on utilise principalement le modèle
hyperbolique avec un seul paramètre γref qui s’écrit ainsi :
g(ε, x) = 1
1 + |2ε|γref(x)
(2.18)
où γref est la déformation de cisaillement de référence. Il est défini comme la valeur de la
déformation qui correspond à une réduction du coefficient de Lamé par un facteur deux ;
c’est-à-dire g(γref/2, x) = 12 . Un milieu dont le comportement est décrit par l’équation (2.17)
est dit nonlinéaire élastique, dans le sens où ε = 0⇔ σ = 0.
Remarque. Dans le cas où γref =∞, on retrouve le cas linéaire décrit plus haut.
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2.2.3 Modèle nonlinéaire élastoplastique
Nous présentons ici deux modèles élastoplastiques. Un premier qui permet à partir de
considération géométrique de reproduire les relations contrainte-déformations observées
en laboratoire. Et un second, basé sur la théorie de la plasticité incrémentale.
Lois de Masing
Les essais en laboratoire montrent que la relation contrainte-déformation pour un échan-
tillon donné, soumis à un cycle de chargements/déchargements, ne suit pas simplement
un chemin nonlinéaire élastique tel que décrit ci-dessus, mais forme plutôt des boucles
d’hystérésis, qui différencient les chargements des déchargements. Cela peut phénoménolo-
giquement être modélisé par les règles de MASING [Mas26]. Si l’on considère que la courbe
de chargement initial s’écrit σ(ε) = f(ε), les règles de Masing stipulent alors que dès qu’un
point de renversement (εr, σr) apparait — i.e. ∂tε est nul — la contrainte s’écrit sous la
forme suivante :
σ(ε) = 2f
(
ε− εr
2
)
+ σr. (2.19)
Cette relation est schématisée part la Figure 2.1.
ε
σ
A
(εa, σa)
σ = 2f
(
ε−εa
2
)
+ σa
B
(εb, σb)
σ = 2f
(
ε−εb
2
)
+ σb
Figure 2.1.: Courbe contrainte/déformation avec hystérésis en utilisant les règles de Masing. La
courbe en trait plein représente la courbe de chargement initial σ(ε) = f(ε). La courbe
en pointillés représente la boucle formée par l’application des règles de Masing. Les
points A et B sont les points où le renversement de chargement a lieu.
La présence de boucles d’hystérésis implique un amortissement, qui est lui aussi également
mesuré en laboratoire. Plus la déformation est grande et plus l’amortissement l’est aussi ;
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il est lié à la surface de la boucle d’hystérésis. Lorsque la formule de Masing est utilisée,
l’amortissement peut s’exprimer à l’aide de la formule analytique suivante [IYT85] :
ζ (γ) = 4
π
(
1 + γref
γ
)[
1− γref
γ
ln
(
1 + γ
γref
)]
− 2
π
, (2.20)
qui tends vers 2π lorsque la déformation tends vers l’infini. Cette valeur est élevée par
rapport à ce qui est mesuré en laboratoire sur des échantillons de sol [IYT85 ; PH09 ;
ALK11 ; GB12] Ainsi, différentes techniques ont été développées pour essayer de contrôler
la valeur maximale observée. Cependant, pour des déformations faibles de l’ordre de
quelques pourcents, le modèle hyperbolique avec les règles de Masing offre des valeurs
d’amortissement satisfaisantes, par conséquent nous l’utiliserons pour sa simplicité.
Ce modèle fonctionne uniquement dans le cas 1D.
Modèle de Masing-Prandtl-Ishlinskii-Iwan (MPII)
Dans la théorie de la plasticité incrémentale, la déformation totale est classiquement
décomposée en deux parties : une partie élastique et une partie plastique. Alors que la
partie élastique est entièrement déterminée par la relation linéaire de Hooke, la partie
plastique doit être définie par un critère de rupture, une loi de durcissement et une
règle d’écoulement. Le critère de rupture est généralement représenté par une surface de
rupture F (σ) = 0 dans l’espace des contraintes, la loi de durcissement explicite comment
ces surfaces changent en taille et en forme lors de la rupture et la règle d’écoulement
décrit comment la déformation plastique évolue durant la rupture : ε̇pij ∝ ∂g/∂σij , pour
un potentiel plastique g arbitraire [Lub08]. Lorsque F = g, la règle d’écoulement est
associative.
Dans ce contexte, nous choisissons le modèle de Masing-Prandtl-Ishlinskii-Iwan (MPII),
déjà adopté dans différents travaux sur la propagation des ondes en milieu nonlinéaire pour
les études des effets de site. Ce modèle est utilisé pour représenter le comportement de n’im-
porte quel matériau dont les boucles d’hystérésis satisfassent les règles de Masing [Joy75 ;
Gan11 ; SLS12 ; Pha13 ; Ora+17 ; Cha+18a]. Le modèle élastoplastique MPII est basé sur
une série imbriquée de surfaces de ruptures définies par des éléments d’Iwan unitaires,
chacun d’entre eux consistant en un ressort élastique (linéaire) et un patin glissant (parfai-
tement plastique). Ces éléments peuvent être arrangés en une configuration parallèle-série
ou série-parallèle. La seconde est mieux adaptée à une formulation permettant de séparer
les incréments élastiques et les incréments plastiques. Pour plus de détails sur la théorie,
on pourra se référer aux articles fondateurs [Iwa66 ; Iwa67 ; SS08]. Les paramètres du
modèle, c’est-à-dire la raideur et la contrainte de rupture pour chaque élément, nécessitent
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seulement la courbe de réduction du module de cisaillement en fonction de la déformation
en cisaillement, ce qui peut être directement obtenu depuis des essais en laboratoire, ou
depuis la littérature en fonction des types de sols [VD91 ; IZ93 ; Dar01].
Remarque. On notera que ce modèle dépend seulement de l’histoire de la déformation, mais
pas du taux de déformation, par conséquent tout l’amortissement provient seulement de
l’hystérésis. Nous verrons dans la section 5.3 qu’un terme d’amortissement visqueux simple
peut être ajouté au système d’équations pour prendre en compte l’amortissement à faible
déformation.
La suite de cette section est dédiée aux explications sur le modèle MPII. Pour simplifier les
expressions qui vont suivre, on note :
ε = (εxx, εyy, εzz, εxy, εxz, εyz) = (ε1, ε2, ε3, ε4, ε5, ε6) , (2.21)
σ = (σxx, σyy, σzz, σxy, σxz, σyz) = (σ1, σ2, σ3, σ4, σ5, σ6) . (2.22)
L’incrément total de déformation dε est décomposé en sa partie élastique dεv et sa partie
plastique dεp tel que dε = dεv + dεp. La relation entre l’incrément de la contrainte
moyenne — σM = (σ1 + σ2 + σ3) /3 — et la déformation volumique — εv = ε1 + ε2 + ε3 —
est linéaire et s’écrit :
dεv = dσM/K, dεv = (dεv, dεv,dεv, 0, 0, 0) (2.23)
où K = λ+ 23µ est le module d’élasticité du milieu considéré et qui est indépendant de la
déformation.
Considérons la partie déviatorique de la contrainte et de la déformation représentées par
un vecteur de dimension six par si et ei, respectivement. C’est-à-dire :
ei =
εi − εv/3 si i ∈ {1, 2, 3} ,εi sinon. si =
σi − σM si i ∈ {1, 2, 3} ,σi sinon. (2.24)
Ensuite, on se donne une famille de surfaces de ruptures imbriquées, définie par :
Fn (s,αn) = k2n, (2.25)
où kn est une constante, associée à la n-ième surface de rupture, obtenue à partir de
données laboratoire, comme cela sera montré peu après. Enfin, αn correspond au « centre »
de la surface considérée.
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Par exemple, en utilisant le critère de rupture de Von Mises, la fonction décrivant la n-ième
surface et sa dérivée partielle en fonction de si sont :
Fn(s,αn) =
1
2
(
(s1 − αn1 )
2 + (s2 − αn2 )
2 + (s3 − αn2 )
2 (2.26)
+2 (s4 − αn4 )
2 + 2 (s5 − αn5 )
2 + 2 (s6 − αn6 )
2
)
et
∂Fn (s,αn)
∂si
=
(si − α
n
i ) si i ∈ {1, 2, 3} ,
2 (si − αni ) sinon
(2.27)
où αni représente les coordonnées du centre de la n-ième surface. Ensuite, en utilisant la
configuration série/parallèle du modèle d’Iwan, nous pouvons écrire la partie déviatorique
de la contrainte comme la somme des contributions élastiques et plastiques :
de =
( 1
2G0
I6 +A
)
ds, (2.28)
où G0 est le module de cisaillement à faible déformation (i.e. le coefficient µ de Lamé), I6
est la matrice identité et où les (A)ij sont définis par :
(A)ij =
N∑
n=1
Ln (∂Fn (s) /∂si) (∂Fn (s) /∂sj)
Cn
∑6
k=1 (∂Fn (s) /∂sk)
2 , (2.29)
où Ln est l’indice d’activité de la n-ième surface, égal à zéro lorsque la surface est inactive
et égal à un lorsqu’elle est active. Cn est une autre constante, associée à la n-ième surface,
que nous définirons un plus plus loin.
La n-ième surface est active si :
Fn (s,αn) = k2n et
6∑
k=1
∂Fn (s,αn)
∂sk
dsk ≥ 0, (2.30)
et donc Ln = 1 et inactive sinon (Ln = 0). Numériquement, il est utile de remarquer que si
la i-ième surface est inactive, alors toutes les surfaces suivantes le seront aussi. Comme la
valeur de dsk n’est pas encore connue, l’évaluation (2.30) est faite en utilisant la valeur de
dsk calculée au pas de temps précédent ; cela se fait sans impact sur la solution [JC75].
Ensuite, le système (2.28) doit être résolu pour calculer ds en fonction de de. C’est un
système de six équations à six inconnues. Les incréments de contrainte dsi sont obtenus
par élimination Gaussienne.
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À chaque pas de temps, si la n-ième surface a été activée (i.e. Ln = 1), alors son centre
doit être ajusté tel que :
αni := si −
kn√
Fn (s)
(si − αni ) . (2.31)
Cette équation permet de mettre à jour les centres des hypersphères actives tout en
maintenant la coïncidence du point de contrainte courant avec les surfaces qui sont en
train de glisser.
Une fois que les incréments de contraintes déviatoriques ont été déterminés et que les
centres ont été mis à jour, les incréments de contraintes sont calculés par :
dσi = dsi +
dsM si i ∈ {1, 2, 3}0 sinon. (2.32)
Finalement, la contrainte est mise à jour :
σ := σ + dσ. (2.33)
Le dernier point concerne la détermination des constantes kn et Cn, pour chaque surface
de rupture n, en considérant le comportement du système dans le cas d’un cisaillement
simple (c’est-à-dire que les seules composantes non-nulles, sans perte de généralité, sont
s4 et e4). Le paramètre kn représente la limite d’élasticité, en cisaillement simple, pour
la n-ième surface de rupture. Un ensemble de valeurs kn est choisi de sorte à couvrir la
totalité de la zone d’intérêt de la courbe de chargement initial. Un ensemble ek, (k = 1, N)
est associé à ces valeurs. Dans le cas d’un cisaillement simple, choisissons par exemple la
composante xz, ce qui donne :
de4 =
ds4
2G0
+ (A)44 ds4 (2.34)
=
 1
2G0
+
j∑
n=1
1
Cn
 ds4, (2.35)
où j est l’indice de la dernière surface active. En notant de4 = ej+1 − ej et ds4 = kj+1 − kj ,
on obtient la relation de récurrence suivante :
1
Cj
= ej+1 − ej
kj+1 − kj
− 12G0
−
j−1∑
n=1
1
Cn
. (2.36)
Plusieurs études ont montré que N = 50 surfaces de rupture était satisfaisant [Mer+16 ;
Ora+17], tant en terme d’efficacité que de précision. Dans ces études, les surfaces de
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ruptures sont uniformément distribuées en fonction de log (γ). Sauf mention contrainte,
nous utiliserons également 50 surfaces uniformément distribuées. Ce choix sera discuté
dans la sous-section 2.2.4 p. 26.
Von Mises
Yield Surface
Hydrostatic
Axis
Tresca
Yield Surface
Tresca
Yield Curve
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Figure 2.2.: Une surface de rupture vérifiant le
critère de Von Mises correspond
à un cylindre dans l’espace des
contraintes principales. Schéma réa-
listé par Rswarbrick, publié sous licence
CC-BY-SA-3.0 via Wikimedia Commons.
Illustration du modèle MPII 3D On se
propose dans ce paragraphe de donner
quelques représentations graphiques pour
illustrer le modèle qui vient d’être décrit.
Le critère de plasticité de Von Mises décrit
une hypersphère de centre αn. Dans le re-
père des contraintes principales, il corres-
pond à l’équation d’un cylindre de rayon√
2kn et dont les coordonnées des points de
l’axe de révolution vérifient :
α1
α2
α3
+

c
c
c
 =

0
0
0
 ∀c ∈ R, (2.37)
tel que l’illustre la Figure 2.2, où α1 = α2 =
α3 = 0. Ainsi, dans le modèle MPII, chaque surface Fn correspond à un cylindre dont le
rayon est déterminé par kn ; tous ces cylindres sont, à l’état initial, concentriques. Lorsqu’une
déformation est appliquée, on vérifie pour chaque surface lesquelles sont actives. Cela nous
permet de calculer l’incrément de contrainte en fonction de l’incrément de déformation
(cf. équation (2.28)). Puis, en fonction de l’histoire subie par le matériau, les centres des
hypersphères actives sont mis à jour.
Le fait que les surfaces de rupture, dans l’espace des contraintes principales, soient des
cylindres dont l’axe de révolution vérifie (2.37), implique que ces surfaces forment des
cercles de rayon
√
2kn et de centre
(
αnx, α
n
y
)
en projection isométrique, avec :
(
αnx
αny
)
=
 √22 (α1 − α2)√
2
3α2 −
1√
6 (α1 + α2)
 . (2.38)
Nous illustrons cela à travers la Figure 2.4. Nous considérons une déformation à appliquer
(Figure 2.3a) et nous observons l’effet sur les surfaces de rupture du modèle. La courbe de
réduction de module de cisaillement suit une loi hyperbolique avec γref = 3× 10−4. Nous
utilisons ici un modèle à N = 50 surfaces de rupture, ce qui correspond donc à l’instant
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(b) Contrainte en fonction de la déformation.
Figure 2.3.: Calcul de la contrainte par le modèle MPII.
initial, dans l’espace des contraintes principales, avec une projection isométrique — cf Fi-
gure 2.4a et Équation (2.38) — à cinquante cercles concentriques. La déformation est
incrémentalement appliquée en suivant la méthode décrite précédemment. Les Figures 2.4b
et 2.4c rendent compte de l’état des surfaces aux instants t = 0.78 s et t = 1.87 s, matériali-
sés par un point orange et un point vert, respectivement, sur la Figure 2.3a. À l’instant où
les surfaces de rupture sont observées, seules celles dont le contour est rouge sont actives
(Ln = 1). On constate sur la dernière figure que certaines surfaces qui ont bougé sont
maintenant fixes ; elles ne se déplaceront que si le point de contrainte vient « toucher » leur
contour.
Remarque (Vocabulaire). Dans ce manuscrit, nous utiliserons le vocabulaire suivant :
Modèle linéaire élastique lorsque la loi de Hooke est utilisée (cf sous-section 2.2.1) ;
Modèle nonlinéaire élastique lorsque le modèle hyperbolique est utilisé (cf sous-section 2.2.2) ;
Modèle nonlinéaire élastoplastique lorsque le modèle hyperbolique avec les lois de Masing
ou le modèle MPII sont utilisés (cf sous-section 2.2.3). Dans toutes les simulations 1D
élastoplastique, les règles de Masing sont utilisées. Dans toutes les simulations 1D-3C ou
3D élastoplastiques le modèle MPII est utilisé.
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III
III
(a) Surfaces de rupture à l’état initial. Tous les cercles
sont concentriques.
III
III
(b) Surfaces de ruptures à t = 0.78 s. (Point vert
sur la Figure 2.3a.)
III
III
(c) Surfaces de ruptures à t = 1.87 s. (Point rouge
sur la Figure 2.3a.)
Figure 2.4.: Évolution de la position des surfaces de ruptures en fonction du chargement. Les
surfaces actives sont représentées en rouge. Les surfaces de ruptures sont représentées
dans l’espace des contraintes principales, avec une projection isométrique.
2.2.4 Complexité algorithmique des modèles nonlinéaires étudiés
Le temps de calcul a longtemps été — et est toujours — un frein aux simulations nonli-
néaires. Nous proposons dans ce paragraphe une analyse du temps de calcul d’un appel
à la fonction de la loi de comportement utilisée. On s’intéresse plus particulièrement au
cas du modèle MPII. En effet, que ce soit avec le modèle linéaire élastique, nonlinéaire
élastique ou encore avec le modèle nonlinéaire élastoplastique 1D en utilisant les règles
de Masing, le temps de calcul d’une simulation est proportionnel au temps simulé du
phénomène — si une simulation de 10 s nécessite 12 min, le même cas test calculé jusqu’à
20 s nécessitera 24 min. Le temps de calcul de la contrainte par rapport à la déformation ne
dépend pas de la valeur de la déformation mais uniquement des opérations mathématiques
à effectuer ; la complexité algorithmique de ce modèle est de l’ordre de O(1) par rapport à
la déformation.
En revanche, le modèle MPII est une procédure itérative dans laquelle une série d’hy-
persurfaces sont imbriquées. Pour chacune de ces hypersurfaces on vérifie une à une
lesquelles sont actives, ce qui nous permet ensuite de calculer la contrainte par rapport à la
déformation. Le coût global de cet algorithme est directement proportionnel au nombre
d’hypersurfaces actives ; on pourra observer la construction de la matrice A dans l’expres-
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sion (2.29) pour s’en convaincre. La complexité algorithmique de ce modèle est de l’ordre
de O (AS(ε)) où AS(ε) représente le nombre de surfaces actives nécessaires pour parvenir
à une déformation ε. Il convient donc de disposer ces surfaces convenablement de sorte
à bien échantillonner la courbe de G/Gmax (ou de manière équivalente à la courbe de
premier chargement).
Il est d’usage dans la littérature d’utiliser, pour le modèle MPII, N = 50 hypersurfaces,
logarithmiquement espacées [Joy75 ; Pha13 ; Mer+16 ; Ora+17]. La Figure 2.5a illustre
l’échantillonnage d’une courbe de réduction du module de cisaillement suivant un modèle
hyperbolique avec γref = 10−3, selon cette procédure 5. On constate tout d’abord que
jusqu’à γ = 3 × 10−6, la réduction est quasiment nulle, alors que déjà sept surfaces
ont été parcourues. Étant donnée la faible pente, quelques éléments auraient pu suffire.
Inversement, lorsque la courbure augmente, plus de points auraient pu être utilisés afin de
mieux suivre la pente. La Figure 2.5b représente un échantillonnage réalisé avec le même
nombre d’éléments, mais cette fois-ci en suivant la pente de la courbe. Cet échantillonnage
suit une procédure proposée par NISHIKAWA [Nis98] pour l’approximation linéaire des
courbes 1D ; nous l’appellerons « échantillonnage automatique », par opposition à la méthode
d’« échantillonnage logarithmique ».
La procédure d’échantillonnage automatique vise à placer, suivant la courbure de la fonction
à échantillonner, autant de points que nécessaire pour parvenir à approximer par morceaux
linéaires la fonction tout en ayant une erreur inférieure à un critère donné. Cette erreur,
notée E , est égale, pour une fonction quadratique, à l’erreur L2 de l’approximation réalisée.
On peut ainsi choisir entre deux options :
1. se fixer une erreur E d’approximation, ce qui impliquera un nombre de points N
donné.
2. se fixer un nombre de points N et appeler successivement la fonction d’approximation
linéaire en faisant une recherche par dichotomie sur E jusqu’à l’obtention du nombre
de points souhaité.
Sachant que le coût d’un appel à l’algorithme MPII est proportionnel au nombre de surfaces
actives, on se demande, pour une déformation γxz donnée, combien de surfaces sont actives.
Par exemple, nous pouvons observer sur la Figure 2.5a que pour γxz = 10−4, nous avons
quinze surfaces actives avec l’échantillonnage logarithmique et seulement six surfaces
actives avec l’échantillonnage automatique — Figure 2.5b — où N = 30 dans les deux cas.
Les éléments actifs sont situés avant la ligne verticale en pointillés. Ainsi, sur cet exemple,
pour une telle déformation, le temps de calcul de la contrainte 6 est théoriquement réduit
de 60% en utilisant cette procédure.
5. Pour permettre une meilleure visualisation, seulement 30 points sont considérés, mais l’esprit de la
démarche proposée reste identique peu importe le nombre de surfaces/points utilisés.
6. Mais pas nécessairement de la simulation.
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(a) Échantillonnage logarithmique.
10 7 10 6 10 5 10 4 10 3 10 2 10 1
Déformation 
0.0
0.2
0.4
0.6
0.8
1.0
G/
Gm
ax
(b) Échantillonnage automatique.
Figure 2.5.: Échantillonnage d’une courbe G/Gmax en N = 30 éléments. Les croix horizontales
représentent les points d’échantillonnage retenus.
La Figure 2.6 permet de savoir combien de surfaces sont actives pour une déformation
donnée lorsque N = 50 surfaces sont utilisées, étant donnée la même courbe de réduction
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de module de cisaillement que précédemment. On observe que pour une grande plage de
déformation, l’échantillonnage automatique permet d’avoir moins de surfaces actives que
l’échantillonnage logarithmique. En revanche, pour des déformations plus grandes (> 10−2
sur cet exemple) quelques surfaces en plus sont nécessaires, le temps de calcul sera plus
long pour les grandes déformations, mais également plus précis.
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Figure 2.6.: Nombre de surfaces actives en fonction de la déformation selon les deux méthodes
d’échantillonnage considérées.
Enfin, étant donné que la méthode d’échantillonnage proposée par NISHIKAWA [Nis98]
utilise comme paramètre d’entrée une erreur E , le nombre de points est une conséquence
de cette erreur. Autrement dit, pour une erreur donnée, en fonction de la courbe de G/Gmax
à échantillonner, plus ou moins de points peuvent être nécessaires (option 1). La Figure 2.7
illustre cela, dans le cas où la courbe G/Gmax suit un modèle hyperbolique. On rappelle
que ce modèle est basé sur un paramètre γref, qui en fonction de sa valeur, va produire
plus ou moins de nonlinéarité 7. On observe que pour une erreur E = 1.5× 10−4, on obtient
pour des valeurs de γref assez usuelles, comprises entre 10−5 et 10−3, environ 50 éléments
comme cela est l’usage dans la littérature. En revanche, au delà 10−3, le nombre d’éléments
nécessaires pour atteindre cette même erreur diminue. De fait, le temps de calcul diminuera
également, puisque pour une déformation donnée, moins de surfaces seront activées, pour
la même erreur d’interpolation. Si on conserve N = 50 éléments, alors l’erreur E diminuera,
7. Plus la valeur de γref est petite, plus rapide sera la réduction du module de cisaillement et donc la
nonlinéarité.
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comme l’illustre la courbe bleue, où pour γref = 2 × 10−2 l’erreur est de E = 10−4 avec
N = 50 éléments.
10 5 10 4 10 3 10 2 10 1 100
ref
10
20
30
40
50
60
No
m
br
e 
d
él
ém
en
ts
= 10 4
= 1.50 × 10 4
Figure 2.7.: Nombre d’éléments nécessaires pour échantillonner automatiquement une courbe
G/Gmax suivant un modèle hyperbolique, à une erreur E donnée, en fonction du
paramètre γref.
Dans cette section, nous avons présenté une méthode qui permet de réduire globalement le
nombre de surfaces activées pour une déformation donnée. Cette méthode sera étudiée
numériquement dans la suite du manuscrit et comparée à l’échantillonnage logarithmique
usuel. Enfin, il est important de noter que cette technique d’échantillonnage est totalement
indépendante de la méthode numérique employée pour résoudre le problème de la propa-
gation des ondes dans un milieu nonlinéaire. Comme nous le verrons dans la Partie II de ce
manuscrit, cette technique, simple à mettre en place se révèle être très efficace.
2.3 Équation du mouvement
Si l’on considère un point M , de coordonnées x = (x, y, z) appartement à un milieu Ω,
alors d’après la seconde loi de Newton, nous avons :
ρ(x)∂tv (x, t)︸ ︷︷ ︸
masse × accérélation
−∇ ·σ (ε (x, t))︸ ︷︷ ︸
forces internes
= F (x, t)︸ ︷︷ ︸
forces externes
, x ∈ Ω ⊂ R3. (2.39)
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Ainsi, en dérivant l’équation (2.7), p. 15, par rapport au temps, nous obtenons le système
suivant : ρ(x)∂tv (x, t)−∇ ·σ (ε (x, t) ,x, t) = F (x, t)∂tε (x, t)− 12 (∇v (x, t) +∇v (x, t)T) = 0. (2.40)
Dans la suite, dans un souci de lisibilité, nous omettrons les dépendances spatiales et
temporelles.
Les tenseurs des contraintes et des déformations étant symétriques, le système (2.40) peut
être écrit sous la forme matricielle suivante :
∂tu+∇ ·F (u) = G (2.41)
avec les définitions suivantes :
u =
(
ρvx ρvy ρvz εxx εyy εzz εxy εxz εyz
)T
, (2.42)
F = −

σxx σxy σxz vx
vy
2
vx
2
σxy σyy σyz vy
vz
2
vx
2
σxz σyz σzz vz
vz
2
vy
2

T
, (2.43)
G =
(
Fx Fy Fz 0 0 0 0 0 0
)T
. (2.44)
On rappelle qu’étant donné que nous souhaitons étudier des lois de comportement nonli-
néaires, chaque composante du tenseur des contraintes dépend — potentiellement — de
toutes les composantes du tenseur des déformations. Par exemple
σxx (εij(x, t),x, t)i={x,y,z},j={i,...,z}
serait l’écriture complète.
2.4 Source ponctuelle
Généralement, les sources sismiques sont dues à une déformation rapide dans la Terre,
comme le glissement sur une faille ou des changements de phases rapides. Une source
sismique d’origine interne à une force nette nulle et un moment net nul, ce qui se traduit
par les conditions suivantes [Mad15] :
∑
F = 0,
∑
F × r = 0. (2.45)
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Une force qui vérifie ces deux conditions dérive nécessairement d’un tenseur symétrique
M , de dimension 3× 3, que l’on appelle moment sismique tel que :
F (x, t) = ∇ ·M(x, t). (2.46)
La structure de ce tenseur est identique au tenseur des contraintes. On a :
M(x, t) =

Mxx(x, t) Mxy(x, t) Mxz(x, t)
Mxy(x, t) Myy(x, t) Myz(x, t)
Mxz(x, t) Myz(x, t) Mzz(x, t)
 . (2.47)
Dans ce manuscrit, nous considérons uniquement le cas d’une source définie par un moment
sismique ponctuel et dont l’histoire temporelle du moment s(t) et la partie géométrique
M0, sont indépendantes, c’est-à-dire un moment de la forme suivante :
M(x, t) = M0s(t)δ (x− x0) , (2.48)
où x0 est la position de la source.
Comme nous le verrons dans la partie numérique, il est intéressant d’écrire le moment
sismique non pas sur la vitesse — puisqu’il faut en calculer la divergence — mais simplement
sur la déformation. Pour cela, nous faisons l’hypothèse que la localisation de la source,
c’est-à-dire x0, est toujours dans un milieu dont le comportement est linéaire élastique —
ce qui est le cas en pratique — et régi par la loi de Hooke, ce qui nous permet d’écrire le
système (2.40) sous la forme équivalente suivante :ρ(x)∂tv (x, t)−∇ ·σ (ε (x, t) ,x, t) = 0,∂tε (x, t)− 12 (∇v (x, t) +∇v (x, t)T) = C−1M0δ (x− x0) ṡ(t), (2.49)
où C−1 est le tenseur inverse de Hooke défini par l’équation (2.16), ṡ(t) est la dérivée
temporelle du signal s(t) et où le vecteur M0 est défini par :
M0 =
(
Mxx Myy Mzz Mxy Mxz Myz
)T
. (2.50)
Le tenseur M0 modélise le mécanisme de la source et la fonction s(t) contient son histoire
temporelle. En fonction de la définition des composantes de M0, différents mécanismes
peuvent être décrits. On s’intéresse au cas d’une explosion et au cas du double couple, qui
vise à représenter ponctuellement la rupture d’une faille.
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Source explosive Lorsque le tenseur M0 est diagonal, cela modélise une source isotro-
pique, dont l’énergie est répartie équitablement dans toutes les directions ; il s’agit donc
d’une explosion [AR02]. Seules des ondes de compression sont générées, jusqu’à la ren-
contre d’une première interface avec un autre milieu ou d’une surface libre où une partie
des ondes de compression (P) seront converties en ondes de cisaillement (S) ainsi qu’en
ondes de surface.
Figure 2.8.: Schéma d’un plan de faille.
Définition des angles.
Source : gps.alaska.edu
Source double couple Un double couple peut être
utilisé pour décrire ponctuellement la rupture d’une
faille. Le tenseur M0 est déterminé par trois
angles :
l’azimut (strike), noté φ est l’angle entre le Nord et
le plan de faille ;
le pendage (dip), noté δ est l’angle entre l’horizon-
tale et la ligne de plus grande pente ;
l’angle de glissement (rake), noté λ est l’angle
entre l’horizontale et le sens du glissement.
En supposant que l’axe Ox est dans la direction du Nord, on a [AR02] :
Mxx = −M0
(
sin δ cosλ sin 2φ+ sin 2δ sinλ sin2 φ
)
, (2.51)
Myy = M0
(
sin δ cosλ sin 2φ− sin 2δ sinλ cos2 φ
)
,
Mzz = M0 sin 2δ sinλ,
Mxy = M0
(
sin δ cosλ cos 2φ+ 12 sin 2δ sinλ sin 2φ
)
,
Mxz = −M0 (cos δ cosλ cosφ+ cos 2δ sinλ sin 2φ) ,
Myz = −M0 (cos δ cosλ sinφ− cos 2δ sinλ cosφ) ,
avec M0 = µA ‖u‖, où µ est le module de cisaillement de la zone d’intérêt, A est la surface
moyenne sur laquelle le glissement a lieu et ‖u‖ est la longueur du glissement moyen. La
complexité de la faille, avec ses angles et ses dimensions, est donc modélisée par un simple
tenseur.
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2.5 Réduction des équations du mouvement au cas 1D
Jusqu’à présent, nous avons considéré les équations décrivant la propagation d’ondes dans
un milieu tridimensionnel, en considérant plusieurs lois de comportement. Notre objectif est
d’approcher numériquement les solutions de ces différentes équations — linéaire élastique,
nonlinéaire élastique, nonlinéaire élastoplastique — en utilisant une méthode éléments
finis Galerkin Discontinue. Dans les premières applications, nous nous intéressons à des cas
simplifiés, où la direction de propagation est unidirectionnelle.
(a) Propagation 3D. (b) Propagation 1D-3C. (c) Propagation 1D-1C.
Figure 2.9.: Les trois configurations considérées : 3D, 1D-3C et 1D-1C.
On distinguera donc trois cas :
— Le cas 3D (Figure 2.9a) ; dont les équations viennent d’être présentées ;
— Le cas 1D-3C (Figure 2.9b) ; où la propagation se fait verticalement uniquement. Ce
qui revient à supposer que tous les termes sont indépendants de x et y. On aboutit à un
système où la vitesse particulaire v a toujours trois composantes et où la déformation
n’en a plus que trois : εxz, εyz et εzz. Le 3C signifiant « trois composantes ».
— Le cas 1D (Figure 2.9c) ; où la propagation se fait verticalement uniquement et où
seulement une composante de cisaillement demeure. On obtient ainsi un système
où la vitesse particulaire n’a plus qu’une composante vz et où la déformation se fait
uniquement sur la composante εxz.
Une dimension, trois composantes (1D-3C) Le cas 1D-3C correspond à l’étude d’une
colonne de sol, sans source sismique. Le mouvement est imposé uniquement par les
conditions aux limites. Les équations sont obtenues en négligeant les variations dans les
directions x et y. Dans ce cas, le système d’équations (2.41) se réduit à la forme suivante :
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
ρ∂tvx − ∂zσxz = 0,
ρ∂tvy − ∂zσyz = 0,
ρ∂tvz − ∂zσzz = 0,
∂tεzz − ∂zvz = 0,
∂tεxz − 12∂zvx = 0,
∂tεyz − 12∂zvy = 0.
(2.52)
Pour simplifier les notations, nous pouvons introduire les notations de Cauchy γxz = 2εxz
et γyz = 2εyz et ainsi nous avons :ρ(z)∂tv (z, t) = ∂zσ [ε (z, t)]∂tε (z, t) = ∂zv (z, t) , (2.53)
avec v = (vx, vy, vz) et ε = (εzz, γxz, γyz).
Ce système d’équations décrit la propagation d’ondes dans un milieu unidimensionnel.
On appellera le système (2.53) « 1D-3C » pour « 1 Dimension, 3 Composantes », puisque
deux composantes en cisaillements et une composante en compression sont décrites. Dans
le cas linéaire élastique — lorsque la loi de Hooke est utilisée — ces composantes sont
totalement découplées puisque σiz ne dépend que de εiz. Il est ainsi possible de résoudre
le problème composante par composante et de tout rassembler ensuite pour composer la
solution finale du problème. Comme nous le verrons dans la Partie II, ceci n’est pas le cas
lorsqu’un milieu nonlinéaire est considéré car ces composantes sont couplées entre elles.
Ce système a notamment été étudié par SANTISI D’AVILA et al. [SLS12 ; SLS14], PHAM
[Pha13] et ORAL [Ora16].
Une dimension, une composante (1D-1C ou 1D) Les déformations en cisaillement font
généralement plus de dégâts que les déformations en compression, c’est pourquoi lors
des études unidimensionnelle, seule une composante en cisaillement est généralement
considérée. Le système à résoudre devient alors :ρ∂tvx − ∂zσxz = 0,∂tγxz − ∂zvx = 0. (2.54)
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„Le tout n’est pas de réinventer la roue ; mais de
comprendre comment elle tourne.
— Stéphane M.
Maître de conférences, UTC, 2011
Dans ce chapitre, nous nous intéressons à expliciter la méthode numérique DG qui est
utilisée dans le cadre de la propagation des ondes sismique, dont l’équation est sous la
forme vitesse/déformation, dans un milieu avec une loi de comportement potentiellement
nonlinéaire en trois dimensions. En particulier, nous détaillons la méthode spatiale, les sché-
mas temporels utilisés, l’implémentation des conditions aux bords ainsi que des conditions
initiales. Pour simplifier les calculs et les explications nous faisons plusieurs hypothèses,
bien que celles-ci ne soient pas nécessaires à la méthode : nous supposons que le maillage
est conforme, que les propriétés du milieu sont constantes par élément et que les ordres
d’interpolations ainsi que les fonctions de base sont identiques pour tous les éléments
constituant le maillage.
3.1 Approximation spatiale
On considère les équations du mouvement en formulation vitesse/déformation sous forme
conservative, telles que définies par l’équation (2.41) dans le chapitre 2. On suppose que
des conditions aux limites sont précisées sur les bords du domaine ∂Ω et qu’une condition
initiale est donnée. Ces deux points seront explicités dans les Sections 3.2 et 3.3.
On suppose que le domaine Ω peut être approché par une discrétisation enK ∈ N∗ éléments
telle que :
Ω ≈ Ω̂ =
K⋃
k=1
T k, (3.1)
où T k est un tétraèdre en 3D, un triangle en 2D ou encore un segment en 1D.
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La formulation faible de l’équation (2.41) est considérée sur l’élément T k, le terme source
G(x, t) est pour le moment négligé 1. C’est-à-dire que l’équation (2.41) est multipliée par
une fonction test ϕ(x) réelle et régulière, puis intégrée sur cet élément. Nous avons donc :∫
Tk
[∂tu(x, t) +∇ ·F (u(x, t),x, t)]ϕdv = 0. (3.2)
En omettant les dépendances spatio-temporelles et en appliquant le théorème de Green-
Ostrogradski, on obtient la formulation faible suivante :∫
Tk
[∂tuϕ−∇ϕ ·F (u)] dv = −
∮
∂Tk
F (u)ϕ ·nds (3.3)
⇔
(a)︷ ︸︸ ︷∫
Tk
∂tuϕdv−
(b)︷ ︸︸ ︷∫
Tk
∑
α∈{x,y,z}
Fα∂αϕdv = −
(c)︷ ︸︸ ︷∮
∂Tk
(F ·n)ϕds (3.4)
où n est la normale unitaire extérieure à la surface ∂T k et où le flux F a été décomposé
ainsi : F =
(
Fx Fy Fz
)
.
La solution approchée globale û du problème sur Ωh est cherchée comme l’union des
solutions exprimées sur chacun des éléments Tk :
û =
K⋃
k=1
ûk. (3.5)
On suppose que les propriétés des matériaux, en particulier, ρ, λ et µ sont constantes par
élément de maillage. Cela n’est pas une nécessité de la méthode (voir par exemple [CKB10 ;
MG15]), mais simplifie le développement et l’implémentation. Chaque solution locale ûk
est décomposée sur une base polynômiale définie sur l’élément Tk. Nous considérons la
base des polynômes de Lagrange lki (x) de PN (Tk), l’ensemble des polynômes de degré N
sur l’élément Tk. Ainsi on a :
ûk(x, t) =
Np∑
j=1
ûk(xj , t)lkj (x) (3.6)
où Np est le nombre de points d’interpolation. Dans le cas tridimensionnel nous avons
Np = (N+1)(N+2)(N+3)6 (et Np = N + 1 dans le cas unidimensionnel).
Remarque. Le fait d’avoir supposé la densité ρ constante par élément, implique que chaque
composante de la vitesse v est approchée par un polynôme de degré N . Ce qui, avec la notation
1. Voir section 3.3, p. 45 pour la prise en compte.
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utilisée, n’est pas le cas si la densité varie, puisque c’est le moment ρv qui est approché par un
polynôme de degré N (voir Équation (2.42)).
Nous faisons l’hypothèse que les colonnes Fα, du flux F peuvent se décomposer sur cette
même base et donc F̂ est calculé par l’interpolation de F aux points d’interpolations xi.
Remarque. Cette hypothèse est valide dans le cas où le flux dépend linéairement des variables
u. Dans le cas nonlinéaire, cette hypothèse n’est plus exacte. On s’attend à ce que le schéma
présente éventuellement des instabilités, qui pourront être traitées par du filtrage par exemple.
Cela sera détaillé dans la Partie II.
La méthode Galerkin consiste à prendre pour fonctions tests de la formulation faible
les fonctions de base utilisées pour la projection ; ainsi injectant les projections dans la
formulation faible (3.4), nous pouvons écrire :
— le terme (a) comme :
∫
Tk
∂tûl
k
i dv =
Np∑
j=1
(
Mk
)
ij
dûkj
dt ∀i ∈ J1, NpK, (3.7)
où Mk est la matrice de masse de l’élément T k, définie par(
Mk
)
ij
=
∫
Tk
lkj l
k
i dv (i, j) ∈ J1, NpK2. (3.8)
— le terme (b) comme :
∑
α∈{x,y,z}
∫
Tk
F̂α∂αl
k
i dv =
∑
α∈{x,y,z}
Np∑
j=1
(
Kkα
)
ij
F̂α,j ∀i ∈ J1, NpK, (3.9)
où Kkα est la matrice de raideur dans la direction α de l’élément T
k définie par
(
Kkα
)
ij
=
∫
Tk
lkj ∂αl
k
i dv (i, j) ∈ J1, NpK2. (3.10)
— enfin, le terme (c) contient le flux devant être calculé sur les faces de l’élément T k.
Le terme (c) peut être écrit ainsi :∮
∂Tk
(F ·n) lki ds =
∑
m∈V(k)
∫
Skm
(
F ·nkm
)
lki ds (3.11)
où Skm est la m-ème face de T
k de normale unitaire sortante nkm et V(k) l’ensemble
des indices des faces Skm de l’élément T
k. On distingue deux cas :
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— soit Skm est une face frontière (donc appartement à ∂Ω̂) et dans ce cas, le flux F
est remplacé par une valeur imposée F ?, qui permettra de prendre en compte
les conditions aux bords du domaine (voir section 3.2, p. 41) ;
— soit Skm est une face interne (donc partagée avec un autre élément) et dans ce cas,
puisque les fonctions de base sont discontinues sur les interfaces des éléments,
le flux est défini deux fois ; une fois sur chaque face, selon l’élément considéré.
Ainsi, pour calculer l’intégrale, il faut définir lequel, ou quelle combinaison,
choisir. Le choix de cette valeur, appelée flux numérique et notée F ? nous permet
de calculer cette intégrale. La définition du flux numérique n’est pas unique et
les différents choix peuvent conduire à des schémas numériques plus ou moins
robustes. Le choix de F ? sera discuté dans chacun des chapitres de la Partie II
en fonction des équations et des dimensions considérées.
Pour le moment, on considère que le flux numérique F ? =
(
F ?x F
?
y F
?
z
)
est donné.
De fait, nous écrivons le terme (c) comme ceci :
∑
m∈V(k)
∫
Skm
(
F ? ·nkm
)
lki ds =
∑
m∈V(k)
∑
α∈{x,y,z}
∫
Skm
F ?αn
km
α l
k
i ds (3.12)
=
∑
m∈V(k)
∑
α∈{x,y,z}
Np∑
j=1
(
Rkm
)
ij
F ?αn
km
α
où Rkm est définie par :(
Rkm
)
ij
=
∫
Skm
lkj l
k
i ds (i, j) ∈ J1, NpK2. (3.13)
In fine, les inconnues du système ûk sont obtenues en résolvant numériquement l’équation
différentielle suivante, sur chaque élément T k :
dûk
dt =
 ∑
α∈{x,y,z}
Mk
−1
KkαF̂α
−
 ∑
m∈V(k)
∑
α∈{x,y,z}
Mk
−1
RkmF̂ ?αn
km
α
 (3.14)
En pratique, les matrices de masse, de raideur et surfacique ne sont pas stockées en
mémoire pour chaque élément. Elles sont calculées analytiquement sur un élément de
référence T , puis transformées pour chaque élément T k. La procédure est détaillée, par
exemple, par DUMBSER et KÄSER [DK06] pour le cas 3D. Ainsi, seules quelques matrices
sont à calculer et une seule, de taille raisonnable est à inverser pour résoudre le système.
Les points d’interpolation xi utilisés sont des points équidistants dans l’élément T k. Nous
savons que pour des ordres d’interpolation élevés, ce choix n’est pas le plus intéressant
puisque cela peut mener à une interpolation mal conditionnée due au phénomène de
Runge [HW08]. Dans ce cas là, on préférera les points de Legendre-Gauss-Lobatto par
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exemple. En pratique, surtout en 3D, les calculs sont rarement faits au delà de l’ordre
quatre et dans ce cas là, les deux approches donnent des résultats très similaires [PR10].
La Figure 3.1 illustre le placement des points d’interpolation équidistants dans le cas où les
éléments sont des tétraèdre et que des polynômes de l’ordre de un à quatre sont utilisés.
Figure 3.1.: Points d’interpolation équidistants sur un tétraèdre pour des ordres de un à quatre.
Le points dont le contour est tracé en pointillés est situés dans le volume. Illustration
de VIQUERAT [Viq15].
Remarque (Réduction du schéma numérique discret au cas 1D). Dans le cas 1D, où
l’équation que l’on cherche à résoudre est du type :
∂tu(z, t) + ∂zF (u, z, t) = 0, (3.15)
la méthodologie est la même et permet d’aboutir au schéma discret suivant :
dûk
dt =
(
Mk
−1
Kkz F̂
)
+
 ∑
m∈V(k)
Mk
−1
Rkmz F
?nkmz
 (3.16)
On notera que dans ce cas, l’ensemble V(k) est réduit à deux éléments maximum.
3.2 Conditions aux limites
La formulation DG de l’équation de propagation des ondes fait apparaitre une intégrale
surfacique sur les frontières des éléments du domaine. Nous avons vu, qu’étant donné que
les fonctions de base sont discontinues entre les éléments, que ces intégrales ne sont pas
univoquement définies, puisque l’intégrande peut appartenir à un élément ou son voisin.
Dans ce cas, le flux à intégrer est remplacé par un flux numérique, qui doit être spécifié.
Cette intégrale va nous permettre pour les faces frontières du domaine de prendre en
compte les conditions aux limites. Les conditions aux limites seront appliquées grâce au
flux numérique ; on dit alors qu’elles sont introduites faiblement.
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Nous présentons dans cette section les trois conditions aux limites que nous avons implé-
mentées.
3.2.1 Surface libre
Soit Ski la i-ième surface de l’élément T
k, laquelle est soumise à une condition de surface
libre. C’est-à-dire que σ ·n = 0 sur Ski . On peut alors choisir F ? ainsi :
F ? = −

0 0 0 vx vy2
vx
2
0 0 0 vy vz2
vx
2
0 0 0 vz vz2
vy
2

T
(3.17)
où vx, vy et vz sont les composantes de la vitesse sur la face Ski .
Remarque (Dans le cas 1D). Le flux à imposer s’écrit :
— Dans le cas 3C :
F ? = −
(
0 0 0 vx vy vz
)
(3.18)
— Dans le cas 1C :
F ? = −
(
0 vz
)
(3.19)
3.2.2 Base rigide (Dirichlet)
Dans le cas 1D, c’est-à-dire la propagation d’une onde dans une colonne de sol, nous
pouvons distinguer la surface et la base. Une condition de surface libre est appliquée à la
surface. Concernant la base où nous pouvons appliquer une condition rigide ; c’est-à-dire
imposer un mouvement.
L’équation du mouvement considérée est la suivante :ρ∂tvx − ∂zσxz = 0,∂tγxz − ∂zvx = 0, (3.20)
avec comme conditions aux limites, pour la base de la colonne :
v = f(t) ∂zσxz = 0 z = −d (3.21)
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où f(t) est la vitesse à imposer à la base de la colonne, z = −d, d étant la profondeur de la
colonne. De fait, le flux numérique à la base de la colonne sera :
F ? =
(
σxz f(t)
)T
. (3.22)
La condition rigide est également appliquée faiblement.
3.2.3 Bords absorbants et onde incidente au rocher
À une interface entre deux éléments L et R, nous considérons le flux numérique décentré
de Steger-Warming qui s’écrit ainsi :
F ?α = A+αuL +A−αuR. (3.23)
où Aα est la matrice Jacobienne du flux Fα que nous avons décomposée ainsi Aα =
A+α +A−α avec A±α = PΛ±P−1. La matrice Λ± est construite en considérant seulement
les valeurs propres positives ou négatives de A. Le terme A+ contient l’information qui
voyage de l’élément L à R, le terme A− l’information qui voyage de R à L. Ce flux peut
être utilisé pour deux applications, que nous détaillons ci-dessous.
Bords absorbants
Pour simuler des domaines infinis, nous utilisons des bords absorbants. La matrice Aα
étant difficilement calculable analytiquement dans le cas nonlinéaire élastoplastique, nous
utiliserons donc des bords absorbants seulement là où la relation constitutive entre la
contrainte et la déformation est linéaire. Nous suivons la méthode présentée par DELCOURTE
et al. [DFG09]. La méthode standard, dite de premier ordre, donne des meilleurs résultats
pour des ondes dont l’incidence est normale à la surface absorbante. Les auteures ont
ensuite améliorée la méthode, en se basant sur deux niveaux temporels différents [DG15].
La méthode standard consiste à considérer le flux de Steger-Warming présenté ci-dessus et
à négliger A−α de sorte que rien ne rentre dans le domaine par l’interface considérée.
On peut alors montrer que pour une surface Ski le terme du flux numérique correspondant
peut se mettre sous la forme :
∑
α∈{x,y,z}
Mk
−1
RkiF ?αn
ki
α = Mk
−1
AknkiR
kiûk (3.24)
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où l’on a :
An =
∑
α∈{x,y,z}
Aαnα. (3.25)
Ensuite, pour une surface Ski , sur laquelle une condition absorbante est appliquée, l’éva-
luation (3.24) est réalisée en négligeant les ondes entrantes dans la surface ; ainsi on
a :
∑
α∈{x,y,z}
Mk
−1
RkiF ?αn
ki
α = Mk
−1
Ak,+
nki
Rkiûk. (3.26)
La méthode est identique dans le cas d’une propagation unidimensionnelle.
Onde incidente au rocher
Il est possible d’utiliser l’expression (3.23) pour injecter une onde incidente depuis une bord
du domaine. Ici les ondes incidentes, supposées venir du milieu en profondeur, sont impo-
sées. Nous utilisons cette condition seulement dans le cas 1D. Ainsi, si la vitesse particulaire
de l’onde incidente est vinc, alors on peut montrer que la déformation correspondante est
donnée par γinc = −vincvs où vs est la vitesse de propagation du rocher.
La condition aux limites d’onde incidente se définit avec le flux numérique suivant :
F ?z = A+z u+A−z uinc. (3.27)
Lorsque le mouvement incident devient nul, alors nous retrouvons une condition de type
bord absorbant.
Remarque. Dans le cas 1D, l’onde incidente vinc à injecter, peut être définie comme égale à
la moitié de la vitesse enregistrée à surface sur le rocher, dans la configuration illustrée par
la Figure 3.2. Les hypothèses sont : 1) que l’enregistrement sur le rocher n’est pas perturbé par
l’onde qui est piégée dans le bassin et 2) que l’onde se propage verticalement. Le facteur deux
vient du fait qu’en se réfléchissant à la surface libre, l’amplitude de l’onde est multipliée par
deux.
Lorsque la condition rigide est considérée, elle est imposée à l’interface entre le rocher et la
colonne de sol, en 1 . Le rocher n’appartient pas au domaine de calcul. En revanche, avec le
bord absorbant ou l’onde incidente au rocher, le rocher appartient au domaine de calcul et doit
être maillé. La condition est appliquée en 2 .
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Figure 3.2.: Onde incidente au rocher. Illustration adaptée de [HK17].
3.3 Implémentation de la source ponctuelle
Nous présentons dans cette section la méthode utilisée en 3D pour implémenter la source
sismique ponctuelle décrite dans la section 2.4, p. 31. La source ponctuelle n’est pas
implémentée en 1D.
Nous considérons l’équation de propagation des ondes avec le terme de source ponctuelle
suivant :
G(x, t) =
(
Gv(x, t)
Gε(x, t)
)
(3.28)
avec Gv(x, t) =
(
0 0 0
)T
et Gε(x, t) = C−1M0δ (x− x0) ṡ(t) (voir Équation (2.49)).
La formulation faible sur un élément T k, contenant x0, donne alors :
∫
Tk
∂tulkj − ∑
α∈{x,y,z}
Fα∂αl
k
j −Glkj︸︷︷︸
(d)
dv = − ∮
∂Tk
(F ·n)ϕds. (3.29)
On s’intéresse ici seulement au terme (d). Nous avons alors :
(d)⇔
∫
Tk
G(x, t)lkj (x)dv (3.30)
⇔
∫
Tk
(
03
C−1M0δ (x− x0) ṡ(t)
)
lkj (x)dv
⇔
(
03
C−1M0s(t)
)
lkj (x0).
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De fait, le schéma numérique DG (3.14) devient alors :
dûk
dt = M
k−1
 ∑
α∈{x,y,z}
KkαFα
−
 ∑
j∈V(k)
∑
α∈{x,y,z}
RkjF ?αn
kj
α
+ ( 03
C−1M0s(t)
)
lk(x0).

(3.31)
avec lk(x) =
(
lk1(x) lk2(x) · · · lkNp(x)
)
.
3.4 Approximations temporelles
Nous présentons dans cette section les différents schémas d’intégration temporelle qui
ont été implémentés. Nous en avons considéré trois différents, chacun ayant ses propres
avantages et inconvénients. On considère, pour chaque schéma temporel, que le problème
à résoudre s’écrit sous la forme suivante :
du(t)
dt = D (u(t)) (3.32)
où D( · ) est l’opérateur qui contient le schéma spatial présenté dans la section précédente.
Un des schémas utilisé dans la littérature est le « Saute-Mouton » (ou Leap-Frog en anglais).
On citera, sans exhaustivité, [Yee66 ; PRF02 ; CFP03] pour les équations de Maxwell ou
encore [Vir86 ; DFG09] pour la propagation des ondes sismiques. Il a le principal avantage
d’être peu coûteux en temps de calcul. En effet, par une construction astucieuse, un appel
seulement à l’opérateur D est nécessaire pour obtenir un ordre de convergence de deux.
Cela dit, pour des temps longs de la dispersion numérique peut apparaître. C’est pourquoi,
quand cela est possible nous utiliserons des schémas temporels d’ordre plus élevé, mais qui
nécessitent plus d’appels à l’opérateur D.
Nous nous sommes donc intéressés à des schémas de type Runge-Kutta, en particulier un
schéma d’ordre trois qui présente une propriété de conservation de stabilité et un second
d’ordre quatre à faible stockage.
3.4.1 Schéma Saute-Mouton
Nous considérons le système (3.32) qui peut se décomposer ainsi :
dv
dt = f (ε)
dε
dt = g (v) .
(3.33)
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On note vn = v (n∆t) et v(i) = d
iv
dti , où ∆t est le pas de temps de la méthode. La même
notation est adoptée pour ε. En utilisant la formule de Taylor, il vient que :
vn+1 = vn + ∆tv(1)n +
∆t2
2 v
(2)
n +O
(
∆t2
)
. (3.34)
De même, nous avons :
v
(1)
n+ 12
= v(1)n +
∆t
2 v
(2)
n +O (∆t) , (3.35)
soit :
∆tv(1)n = ∆tv
(1)
n+ 12
− ∆t
2
2 v
(2)
n +O
(
∆t2
)
. (3.36)
Injectant l’Équation (3.36) dans (3.34), il vient alors :
vn+1 = vn + ∆tf
(
εn+ 12
)
+O
(
∆t2
)
. (3.37)
La même procédure peut être appliquée pour évaluer εn+ 32 en fonction de εn+ 12 . Ainsi, le
système (3.33) peut être approché de la manière suivante :vn+1 = vn + ∆tf
(
εn+ 12
)
+O
(
∆t2
)
εn+ 32
= εn+ 12 + ∆tg (vn+1) +O
(
∆t2
)
,
(3.38)
en considérant les conditions initiales v0 = v(t = 0) et ε 1
2
= ε
(
t = ∆t2
)
connues.
L’erreur de troncature est donc d’ordre deux, mais un seul appel à l’opérateur spatial est
nécessaire. Les deux variables v et ε sont calculées à un demi pas de temps d’intervalle ; ce
qui nécessite de faire attention lors de l’initialisation ou lors de l’évaluation des solutions
en vue de faire une comparaison avec une autre solution.
3.4.2 Schéma Runge-Kutta d’ordre 3 conservant la stabilité
Les solutions exactes de lois de conservation scalaires ont la propriété que leur variation
totale, notée TV (u), ne croit dans le temps, avec TV (u) =
∑
j |u(xj+1, t)− u(xj , t)|. Les
méthodes temporelles dites Strong Stability Preserving — notées SSP 2 — ont pour objectif
de transposer cette propriété aux solutions discrètes calculées numériquement. La Figure 3.3
illustre cette propriété.
2. ou bien TVD pour Total Variation Diminishing.
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Figure 3.3.: Propagation d’un choc sur 50 unités de maillage. À gauche, un schéma Runge-
Kutta avec la propriété SSP, à droite un schéma Runge-Kutta sans la propriété SSP.
Source : [GST01].
La méthode que nous décrivons ci-dessous, Strong Stability Preserving Runge-Kutta d’ordre
3 est l’adaptation d’un schéma de Runge-Kutta d’ordre 3 qui vérifie cette propriété. Ce
schéma présenté par GOTTLIEB et al. [GST01] s’écrit ainsi :
u(1) = u+ ∆tD (t,un) (3.39)
u(2) = 34u+
1
4
(
u(1) + ∆tD
(
t+ ∆t,u(1)
))
(3.40)
un+1 = 13u+
2
3
(
u(2) + ∆tD
(
t+ ∆t2 ,u
(2)
))
(3.41)
où un est la solution u calculée à l’instant t = tn et u(i) sont les variables temporaires de la
méthode de Runge-Kutta.
Ce schéma est d’ordre trois et nécessite trois appels à l’opérateur D et une seule variable
de stockage. Nous utilisons ce schéma temporel pour sa précision, son efficacité et sa
propriété SSP. Ce schéma est utilisable pour tous les modèles élastiques (linéaire ou non),
puisque la loi de comportement est bijective par rapport à la déformation. Dans le cas
d’un modèle élastoplastique, utiliser ce schéma temporel est plus délicat. En effet, chaque
appel à l’opérateur D va modifier l’état de la loi de comportement. Il est donc important
qu’ils se fassent toujours avec des instants tn croissants. En particulier, on ne pourra pas
passer de (3.40) à (3.41) en utilisant le modèle MPII ; un autre schéma temporel doit être
envisagé. Si les règles de Masing sont utilisées, alors il est nécessaire de mettre à jour les
lois à la fin d’un pas de temps complet 3, c’est-à-dire à la fin de (3.41). C’est la stratégie
que nous avons employée lorsque ce schéma est utilisé avec les règles de Masing.
3. Par exemple, dans l’Équation (2.19), σr et εr sont mis à jour à la fin du pas de temps seulement, et non
à chaque sous étape.
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3.4.3 Runge-Kutta à faible stockage
La méthode de Runge-Kutta à faible stockage est une variante de la méthode classique où
les variables temporaires n’ont pas besoin d’être conservées entre les différentes étapes.
Cet avantage est notamment précieux en 3D où les tableaux manipulés peuvent devenir
importants. Les méthodes à faible stockage requièrent généralement une étape de plus que
leur équivalent classique pour le même ordre de précision, mais cela peut être compensé
par un pas de temps plus grand [HW08]. Dans nos applications, nous avons considéré une
méthode d’ordre quatre, qui peut s’écrire ainsi [Car94] :
p(0) = un (3.42)
i ∈ [1, . . . , 5] :
k
(i) = aik(i−1) + ∆tD
(
tn + ci∆,p(i−1)
)
,
p(i) = p(i−1) + bik(i),
un+1 = p(5).
où les coefficients ai, bi et ci sont donnés dans le Tableau 3.1. Cette méthode, d’ordre
quatre, nécessite seulement deux tableau intermédiaires — p et k — quand la méthode
classique en nécessite quatre. L’empreinte mémoire est deux fois moindre. On remarquera
que k(0) n’est pas défini car a1 = 0.
Un autre des avantages de ce schéma est que les ci sont tous positifs et croissants, ainsi l’opé-
rateur D est toujours évalué à des instants strictement croissants, ce qui est important dans
le cas élastoplastique pour prendre en compte correctement le phénomène d’hystérésis.
i ai bi ci
1 0 14329971744779575080441755 0
2 − 5673018057731357537059087
5161836677717
13612068292357
1432997174477
9575080441755
3 −24042679903932016746695238
1720146321549
2090206949498
2526269341429
6820363962896
4 −35509186866462091501179385
3134564353537
4481467310338
2006345519317
3224310063776
5 −1275806237668842570457699
2277821191437
14882151754819
2802321613138
2924317926251
Tableau 3.1.: Coefficients pour la méthode Runge-Kutta
à faible stockage d’ordre 4 [Car94].
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3.5 Précision et stabilité
Jusqu’à présent, nous avons présenté la méthode numérique sans poser de conditions
particulières sur les éléments T k permettant d’approcher le domaine Ω ou encore sur le pas
de temps ∆t à utiliser.
La taille des éléments va influencer la précision de la méthode : plus la taille des éléments
sera petite, plus la solution sera précise mais plus le temps de calcul sera long.
Les schémas temporels peuvent être classés en deux catégories : (1) les schémas explicites,
où la solution au temps φ(t + ∆t) est calculée directement depuis la solution au temps
φ(t) et (2) les schémas implicites où une équation du type g(φ(t), φ(t+ ∆t)) = 0 doit être
résolue. Numériquement, les schémas implicites se révèlent généralement très couteux
puisqu’un système doit être résolu ou un point fixe utilisé. En revanche, ces schémas sont
dits inconditionnellement stables ; c’est-à-dire qu’il n’y a pas de condition sur le pas de temps
∆t pour que la solution calculée reste bornée et que, sans apport extérieur, la variation de
l’énergie globale du domaine soit négative ou nulle. Dans le cas des schémas explicites, il
existe un critère de stabilité qui restreint les pas de temps ∆t admissibles en fonction des
équations considérées ; ce critère est une condition de type Courant-Friedrichs-Lewy (CFL)
détaillée ci-après.
3.5.1 Taille des éléments de maillage
Le domaine Ω est approché par un ensemble d’éléments discrets Tk. La taille des éléments
va influencer la précision avec laquelle une solution est propagée. En particulier, elle va
permettre de contrôler la dissipation et la dispersion numérique (voir Figure 3.4.).
Pour définir la taille des éléments dans les problèmes de propagations d’onde, on considère
le nombre de points d’interpolation par longueur d’onde minimale. Selon la méthode
utilisée, plus ou moins de points sont nécessaires pour obtenir une précision voulue. Par
exemple, avec une méthode de différences finies classique [BS06], le domaine est discrétisé
de sorte à avoir entre 15 et 30 points par longueur d’onde minimale, voire 60 lorsqu’une
topographie non planaire est prise en compte. De nouvelles méthodes, plus précises et
moins contraignantes, en terme de discrétisation spatiale ont récemment été proposées et
appliquées dans le projet E2VP [Mau+15].
Les méthodes spectrales sont bien plus précises — ou dit de manière équivalente, elles
nécessitent moins de points pour une précision donnée que les éléments finies classique
ou que les différences finies. SERIANI et PRIOLO [SP94] ont montré numériquement que
ppw = 4.5 points par longueur d’onde minimale étaient nécessaires pour une propagation
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Figure 3.4.: Exemple d’une onde progressive (trait plein) et de son approximation numérique (trait
pointillé).
correcte avec une interpolation d’ordre huit. Lorsque l’ordre d’interpolation augmente, le
nombre de points par longueur d’onde nécessaires tend vers l’asymptote ppw = π. Plus
récemment FERRONI et al. [Fer+17] ont montré que les méthodes d’éléments finis spectraux
continus et discontinus nécessitent autant de points. Ils ont également montré que pour
avoir une dispersion spatiale faible, environ cinq points étaient suffisants avec un maillage
hexaédrique et dix avec un maillage tétraèdrique lorsque le degré d’interpolation des
polynômes était supérieur ou égal à quatre.
Dans la suite du manuscrit, sauf mention contrainte, on propose d’utiliser également dix
points par longueur d’onde minimale. C’est-à-dire de considérer environ deux éléments et
demi avec une interpolation d’ordre quatre, en 1D et 3D, par longueur d’onde minimale.
Estimation de la longueur d’onde minimale La longueur d’onde minimale est donnée par
la formule suivante :
λmin = min
ε
vs (ε)
fmax
, (3.43)
elle dépend de la déformation, de la loi de comportement considérée et de la fréquence
maximale propagée. La vitesse de propagation minimale est égale à la plus petite valeur
propre de la matrice Jacobienne du système étudié.
Dans le cas 3D nonlinéaire, cette valeur ne peut pas être écrite analytiquement en fonction
de la déformation, compte tenu de la loi de comportement élastoplastique utilisée. C’est
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pourquoi nous choisissons d’estimer la longueur d’onde minimale en utilisant le système
1D. Nous avons :
vs(γ) =
√
1
ρ
∂σ (α)
∂α
∣∣∣∣
α=γ
, (3.44)
ce qui donne les expressions suivantes :
— dans le cas linéaire :
vs(γ) =
√
µ
ρ
. (3.45)
— dans le cas nonlinéaire élastique, où la courbe de réduction de module de cisaillement
est donnée par g(γ) :
vs(γ) =
√
µ (ġ(γ)γ + g(γ))
ρ
. (3.46)
En particulier, lorsque nous utilisons le modèle hyperbolique (2.18) nous avons :
vs(γ) =
√
µ
ρ
(
γref
γref + |γ|
)
. (3.47)
— dans le cas nonlinéaire élastoplastique, nous supposons que la déformation maximale
est atteinte lors du premier chargement, ce qui permet d’utiliser la formule (3.46). Si
tel n’est pas le cas, la valeur étant sous-estimée, elle peut tout de même être retenue ;
le maillage sera plus fin qu’attendu.
On constate alors que la vitesse minimale dépend de la déformation maximale. Celle-ci
n’est pas connue a priori. Pour cela, plusieurs possibilités existent. On pourra notamment
utiliser un proxy 4, comme détaillé par RATHJE et al. [Rat+01], CHANDRA et al. [Cha+15]
et GUÉGUEN [Gué16], ou bien procéder par itérations successives en vérifiant à la fin d’une
simulation la déformation maximale calculée et la compatibilité avec le nombre de points
par longueur d’onde requis [GB12 ; Ora+17].
Quant à la fréquence maximale propagée fmax, elle est égale à la fréquence maximale de la
source ou de l’onde injectée dans le cas linéaire. Dans le cas nonlinéaire élastique/élasto-
plastique, on s’attend à ce que la fréquence maximale augmente par rapport au cas linéaire.
En pratique, nous nous donnons une fréquence fmax jusqu’à laquelle nous souhaitons
une propagation précise et elle est utilisée pour calculer la longueur d’onde minimale, en
utilisant les formules ci-dessus.
Les maillages utilisés dans ce manuscrit sont construits pour avoir dix points par longueur
d’onde, avec un calcul itératif de la déformation maximale.
4. Un proxy est un moyen d’estimer une quantité qui n’est pas directement mesurable depuis une autre qui
peut l’être. Dans notre cas, la déformation maximale en cisaillement peut être estimée à l’aide de la vitesse
maximale mesurée en surface.
52 Chapitre 3 Méthodes numériques
3.5.2 Condition de type Courant–Friedrichs–Lewy
La condition de Courant-Friedrichs-Lewy ou CFL relie le pas temporel ∆t au pas d’espace
h, afin que le schéma numérique soit stable. Une des observations de COURANT et al.
[CFL28], est que pour qu’une solution d’une équation différentielle puisse converger vers
une solution d’une équation aux dérivées partielles, le schéma temporel doit prendre
en compte toutes les données initiales qui influencent la solution. Pour satisfaire cette
condition, le rapport entre le pas d’espace h et le pas de temps ∆t doit être au moins
aussi grand que la plus grande vitesse à laquelle le système aux dérivées partielles peut
propager les solutions. Cette inégalité est appelée condition de Courant-Friedrichs-Lewy.
Historiquement, cette condition a été établie pour le phénomène d’advection, approché par
la méthode des différences finies et s’écrit ainsi :
∆t ≤ CFLh
c
(3.48)
où c est la vitesse de propagation maximale, h le pas d’espace utilisé et CFL la constante
qui permet d’assurer la stabilité. Cette constante dépend du schéma temporel utilisé, de
l’ordre d’interpolation et de l’équation résolue. On pourra se référer à [MK12] pour une
sélection d’articles traitant de cette condition et de son impact sur l’analyse et la simulation
numérique.
Dans le cas 1D. Ayant considéré seulement la propagation des ondes de cisaillement, la
vitesse maximale de propagation est donnée par vs. Dans le cas où une relation constitutive
nonlinéaire est utilisée, cette vitesse est amenée à varier en fonction de la déformation ;
mais sa borne supérieure est toujours vs(z) =
√
µ(z)
ρ(z) , la vitesse du matériau à l’état initial.
Étant donné que l’on a supposé les propriétés des matériaux constantes par élément, nous
noterons ṽks la vitesse à l’état initial dans l’élément T
k.
La condition CFL, doit être vérifiée pour tous les éléments T k, c’est-à-dire :
∆t ≤ CFLh
k
ṽks
∀k (3.49)
où hk est le pas d’espace de l’élément T k. Ainsi, pour une valeur CFL fixée, le pas de temps
est donné par :
∆t = CFL ×min
k
(
hk
ṽks
)
(3.50)
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Dans le cas 1D-3C. La relation est la même que dans le cas 1D, excepté que la vitesse de
propagation est maintenant dominée par ṽp et non plus ṽs.
Dans le cas 3D. La relation est la même que dans le cas 1D-3C, excepté que la notion de
pas d’espace doit être définie. Dans le cas d’un maillage tridimensionnel, nous utiliserons
le diamètre de la sphère inscrite comme longueur caractéristique d’un élément T k. Nous
avons alors :
hk = 6 Vol(T
k)∑
i∈V(k) S
k
i
(3.51)
où Vol(T k) est le volume de tétraèdre T k et Ski l’aire du triangle i du tétraèdre k.
Remarque. La diamètre de la sphère inscrite d’un élément est généralement un critère plus
restrictif que la longueur d’une arête. C’est pourquoi en 3D, nous pouvons utiliser des maillages
tels que nous avons 2hk par longueur d’onde minimale, et non pas deux éléments et demi.
Quelle(s) valeur(s) pour la constante cfl? La constante dépendant du schéma temporel,
de la méthode spatiale et de l’équation considérée. COCKBURN et SHU [CS01] ont étudié,
dans le cadre de méthodes Runge-Kutta Discontinous Galerkin — RKDG — pour l’équation
d’advection, les constantes CFL qui permettent d’avoir la stabilité numérique.
Soit N le degré des polynômes d’interpolation, alors dans ce cas la constante CFL est définie
par :
CFL = 12N + 1 . (3.52)
Il s’agit de la constante optimale, ce qui peut être prouvé dans les cas N = 0 et N = 1
[Shu91 ; CS01]. Dans les autres cas, la valeur donnée par (3.52) est « moins de 5% plus
petite que la valeur optimale obtenue numériquement ». Le Tableau 3.2 donne les valeurs
optimales calculées pour différents ordres spatio-temporels avec un schéma RKDG.
N 1 2 3 4
ν = 2 0.333 ∗ ∗ ∗
ν = 3 0.409 0.209 0.130 0.089
ν = 4 0.464 0.235 0.145 0.100
ν = 5 0.534 0.271 0.167 0.115
Tableau 3.2.: Extrait du tableau des constantes CFL données par COCKBURN et SHU [CS01] pour des
polynômes de degrés N et des méthodes spatiales Runge-Kutta classique d’ordre ν.
Le symbol ∗ indique que la méthode est instable quand le rapport ∆t/h est maintenu
constant et que ∆t est typiquement de l’ordre O(h1+ε), pour un ε > 0.
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Concernant le schéma temporel Saute-Mouton d’ordre 2, GLINSKY et al. [GMD10] ont
montré numériquement que la valeur CFL = 12N+1 pouvait également être utilisée, en 2D.
Enfin, dans le cas du schéma Runge-Kutta à faible stockage, HESTHAVEN et WARBURTON
[HW08] écrivent que la constante CFL peut être supérieure à celle obtenue dans le cas d’un
schéma Runge-Kutta classique. Numériquement, nous verrons que, dans le cas particulier où
le polynôme d’interpolation est d’ordre N = 4, CFL = 0.17 peut être choisie ; ce qui est 70%
plus grand que la CFL pour une méthode Runge-Kutta d’ordre 4 classique, d’après COCKBURN
et SHU [CS01].
Remarque (Vocabulaire). Dans la suite du manuscrit, nous utiliserons l’expression « pas de
temps optimal » lorsque la CFL utilisée est la valeur maximale permettant la stabilité, donnée
par la relation (3.52).
Remarque (Notations). Dans la suite du manuscrit, nous utiliserons les notations suivantes :
Notation Schéma spatial Schéma Temporel
LF-DG DG Saute-Mouton
LSRK4-DG DG Runge-Kutta d’ordre 4 à faible stockage
RK3-DG DG « Strong Stability Preserving » Runge-Kutta d’ordre 3
On pourra également ajouter PN à la fin de l’identifiant, lorsque l’on souhaite préciser que
l’ordre d’interpolation de la méthode DG est N . Par exemple LSRK4-DG-P4, pour préciser
qu’une interpolation d’ordre quatre est utilisée.
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Deuxième partie
Applications

Propagation dans un milieu
unidimensionnel nonlinéaire
4
„Filter as little as possible. . .
But as much as is needed
— HESTHAVEN et WARBURTON [HW08]
Comme nous l’avons vu dans le chapitre précédent, la méthode DG nécessite de spécifier le
flux numérique f?, dont l’intégrale est à calculer sur le bord des éléments du maillage —
un point dans le cas 1D. La définition n’est pas unique et va dépendre du type de problème
à résoudre, elle fait intervenir les valeurs des variables considérées de part et d’autre de
l’élément.
Dans ce chapitre, nous proposons d’utiliser un flux décentré en considérant le problème de
Riemann à l’interface de deux éléments. Les équations du mouvement sont considérées avec
une rhéologie pouvant suivre une loi nonlinéaire. Nous comparons dans un premier temps
les résultats obtenus dans le cas linéaire avec des cas tests issus de travaux précédents, afin
de vérifier l’implémentation dans ce cas particulier. Dans un second temps, nous montrerons
qu’en considérant un milieu infini et homogène, nous sommes capables d’exhiber une
solution analytique lorsque le comportement du milieu est nonlinéaire élastique. Cette
solution analytique nous servira à réaliser une étude de convergence et en particulier à
montrer la robustesse du schéma dans le cas d’une rhéologie nonlinéaire. Enfin, l’influence
d’une loi de comportement nonlinéaire est observée sur une colonne de sol aux propriétés
réalistes.
On utilisera la même notation que HESTHAVEN et WARBURTON [HW08], c’est-à-dire que
·− fera référence aux valeurs à l’intérieur d’un élément et · + à l’extérieur d’un élément.
Formellement, on considère deux éléments, T+ et T−, adjacents, x ∈ T+
⋂
T− et nT± la
normale sortante l’élément T±. Alors nous avons :
w± (x) = lim
ε→0±
w (x− εnT±) . (4.1)
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De plus, il est utile de définir la moyenne et le saut, respectivement, par :
{{w}} (x) = w
+ (x) +w− (x)
2 , JwK (x) = n
− ·u− (x) + n+ ·u+ (x) . (4.2)
Dans tout ce chapitre, nous considérons le cas 1D uniquement, ainsi le schéma DG à
résoudre est le suivante (cf section 3.1) :
dûk
dt =
(
Mk
−1
Kkz f̂
)
+
 ∑
i∈V(k)
Mk
−1
Rkiz f
?nkiz
 (4.3)
Dans un premier temps, nous spécifions le flux numérique f?. Puis nous étudions diverses
applications du schéma numérique.
4.1 Dérivation du flux décentré
Dans le cas de la propagation d’ondes dans un milieu linéaire élastique, avec des équations
écrites sous la forme vitesse/contraintes, DELCOURTE et al. [DFG09] ont montré qu’un
flux centré, combiné avec un schéma saute-mouton (cf sous-section 3.4.1, p. 46) pour
l’intégration temporelle était non dissipatif et stable sous condition CFL. Adapté au système
écrit en vitesse/déformation, le flux centré pour le système (4.3) s’écrit ainsi :
f? =
(
−σ?
−v?
)
=
(
−{{σ (γ)}}
−{{v}}
)
. (4.4)
Dans un autre contexte, celui des équations de Maxwell nonlinéaire, dans le cas homo-
gène, FEZOUI et LANTERI [FL15] ont utilisé un flux Lax-Friedrichs local, défini par :
f? = {{fh (uh)}}+
C
2 JuhK , (4.5)
où C est le maximum, en valeur absolue, des valeurs propres de la matrice Jacobienne
du problème de Riemann, de part et d’autre de l’interface considérée. Nous choisissons
un schéma décentré, adapté au cas nonlinéaire et hétérogène, en suivant une approche
proposée par LEVEQUE [LeV02b] dans le cas de le méthode des volumes finis.
À partir de ce point et dans tout le manuscrit, nous faisons l’hypothèse que dans chaque
élément Tk du maillage, les propriétés et les paramètres mécaniques sont constants. Cette
hypothèse est faite dans un soucis de simplification, mais n’est pas nécessaire pour la
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méthode, qui peut être étendue à des variations continues des propriétés mécaniques
(cf [CKB10 ; MG15] par exemple).
−s̃− s̃+
t
ρ− ρ+
(v??, σ+(γ??))(v?, σ−(γ?))
(v−, σ−(γ−)) (v+, σ+(γ+))
n
Figure 4.1.: Description du problème de Riemann
et des vitesses caractéristiques à l’in-
terface d’un élément.
À chaque interface des éléments du
maillage, un problème de Riemann doit être
résolu. Ce problème est schématisé par la Fi-
gure 4.1. Dans le cas hétérogène unidimen-
sionnel, nous avons deux ondes, une se pro-
pageant de l’extérieur vers l’intérieur à la
vitesse −s̃− et l’autre se propageant de l’in-
térieur vers l’extérieur à la vitesse s̃+. Sur
la trajectoire de chaque onde i, les condi-
tions de Rankine-Hugoniot doivent être vé-
rifiées [Tor09], c’est-à-dire :
−s̃i (ul − ur) + (f (u)l − f (u)r) = 0 ∀i
(4.6)
où les indices · l et · r font référence aux valeurs à gauche et à droite, par rapport au sens
de propagation de l’onde i considérée. Dans notre cas, il en résulte un système de quatre
équations :

s̃− (ρ−v− − ρ−v?) = σ− (γ−)− σ− (γ?) ,
s̃− (γ− − γ?) = v− − v?,
s̃+
(
ρ+v+ − ρ+v??
)
= σ+ (γ??)− σ+
(
γ+
)
,
s̃+
(
γ+ − γ??
)
= v?? − v+.
(4.7)
Les inconnues sont v?, v??, γ?, γ??, mais également les vitesses de propagation s̃+ et s̃−
à cause de la nonlinéarité. Dans une méthode discontinue, le flux normal est continu à
l’interface. De fait, en 1D, nous avons donc deux équations supplémentaires qui sont :v
? = v??,
σ? = σ− (γ?) = σ+ (γ??) .
(4.8)
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Ainsi, en utilisant la première et la troisième équations de (4.7), nous obtenons les expres-
sions suivantes : 
v? = ρ
+s̃+v+ + ρ−s̃−v− + σ+ − σ−
ρ+s̃+ + ρ−s̃− ,
σ? = ρ
+ρ−s̃+s̃−
(
v+ − v−
)
+ ρ+s̃+σ− + ρ−s̃−σ+
ρ+s̃+ + ρ−s̃− .
(4.9)
On peut introduire l’impédance z et son inverse y :
z± = (ρs̃)± y± = 1
z±
, (4.10)
de telle sorte que les expressions (4.9) puissent se réduire à :v
? = {{z}}−1
(
{{zv}}+ 12 JσK
)
,
σ? = {{y}}−1
(
{{yσ}}+ 12 JvK
)
.
(4.11)
Pour fermer le système, nous avons besoin des vitesses de propagation s̃±. Nous avons un
total de six équations pour six inconnues, de fait une méthode itérative peut permettre d’ap-
procher ces vitesses. À l’itération initiale, elle sont approximées par la vitesse de propagation
linéaire v±s , puis une première estimation de σ
? peut être faite en utilisant (4.11). Ensuite,
une méthode de point fixe peut être utilisée pour obtenir γ? et γ?? avec σ− (γ?) = σ? et
σ+ (γ??) = σ?. On peut alors calculer une nouvelle approximation de s̃+ par :
s̃+ =
√
1
ρ+
(
σ+ (γ?)− σ+ (γ+)
γ? − γ+
)
, (4.12)
il peut être fait de même pour σ− (en utilisant la troisième et quatrième équations de (4.7)).
Puis le processus peut être recommencé jusqu’à convergence.
Remarque. À l’interface, en 1D, seules les vitesses et les contraintes sont continues, et donc
égales. Les déformations γ? et γ??, elles, ne le sont que si les propriétés mécaniques du milieu
sont continues à l’interface.
Cela dit, comme mentionné par LEVEQUE [LeV02b] et confirmé par des tests que nous
avons faits, cette approche est déjà extrêmement coûteuse en 1D. Une méthode bien
plus efficace 1 consiste à approximer la différence finie sous la racine carré de (4.12)
par la dérivée partielle de σ± par rapport à γ±, qui peut être calculée analytiquement.
C’est-à-dire :
s̃± ≈ v±s =
√
1
ρ±
∂σ± (ε, x, t)
∂ε
∣∣∣∣
ε=γ±
. (4.13)
1. Près de six fois plus rapide selon nos tests et les critères de convergence utilisés.
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Cette approximation est exacte dans le cas linéaire et les tests numériques que nous avons
faits nous permettent d’avancer qu’utiliser l’expression (4.12) ou (4.13) donne des résultats
numériques quasiment identiques. Dès lors, comme [LeV02a], nous utiliserons pour toute
la suite le flux numérique calculé avec (4.13).
4.2 Vérification dans le cas linéaire, en milieu hétérogène
On propose une première vérification du schéma numérique et du flux proposé dans le cas
linéaire et hétérogène. Nous reproduisons un cas proposé par PEYRUSSE et al. [Pey+14],
considérant une onde plane en cisaillement se propageant dans un milieu hétérogène
contenant sept couches de sédiments sur un rocher. Les propriétés physiques des couches
sont données dans le Tableau 4.1.
H (m) vs (m/s) ρ (kg/m3)
1 7 130 2050
2 13 200 2150
3 34 300 2075
4 23.5 450 2100
5 50 600 2155
6 59 700 2200
7 10 1250 2500
Rocher 103.5 2600 2600
Tableau 4.1.: Propriétés physiques des couches composant le milieu étudié. H correspond à l’épais-
seur des couches.
Dans leur étude, PEYRUSSE et al. [Pey+14] ont comparé les rapports spectraux de la vitesse
horizontale obtenus par trois méthodes différentes :
— un code DG 2D, combinant des flux centrés et un schéma temporel saute-mouton [DFG09] ;
— un code aux différences finis 2D [Gel+05] ;
— la méthode de Haskell-Thomson [Has53 ; Tho50] qui permet d’obtenir une solution
analytique des rapports spectraux dans le cas 1D élastique.
Dans ce manuscrit, nous proposons de comparer la solution obtenue par la méthode DG
dans l’étude citée (DG, flux centré, schéma temporel saute-mouton) — que l’on appellera
RÉFÉRENCE — et la solution obtenue avec le flux décentré, une interpolation avec un
polynôme de degré quatre et le schéma temporel RK3 — notée RK3-DG-P4
On considère un domaine ayant une taille totale de 300 m. L’onde incidente est injectée
directement dans le rocher à z = −300 m, en suivant la méthode d’injection de l’onde
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incidente, décrite dans la section 3.2.3. Cette onde est un signal de Gabor, défini par
l’équation (4.14) :
G(t) = A exp
(
−2π (t− t0) f0
γ
)2
cos (2πf0 (t− t0)) (4.14)
avec les paramètres suivants : A = 0.0125 m/s, t0 = 0.4 s, f0 = 6 Hz et γ = 4. La Fi-
gure 4.2a illustre le signal normalisé 2 de Gabor utilisé. Son spectre de Fourier est donné
par la Figure 4.2b, ce qui permet de voir que la fréquence maximale de l’onde incidente est
de 12 Hz et que l’énergie est maximale à 6 Hz.
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Gabor (γ = 4)
(a) Signal de Gabor en fonction du temps.
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(b) Transformée de Fourier du signal de Gabor.
Figure 4.2.: Signal de Gabor.
Une condition de surface libre est appliquée au sommet de la colonne, en z = 0 m. On
utilise un total de dix points par longueur d’onde minimale locale. C’est-à-dire, en utilisant
comme approximation un polynôme d’ordre quatre (P4), nous avons environ 2.5 éléments
par longueur d’onde minimale. Autrement dit, considérant que la fréquence maximale
de la source est de 12 Hz et étant donné que dans le cas linéaire, la bande de fréquences
ne change pas, alors la taille du maillage varie de 51.75 m dans le rocher à 3.5 m dans la
couche la plus superficielle.
La Figure 4.3 montre les traces de la vitesse horizontale au sommet de la colonne pour
les deux méthodes DG. L’onde incidente injectée dans le rocher est présentée en pointillés
sur la figure. Comparant l’onde incidente et la vitesse obtenue en surface, on constate une
forte amplification, une durée importante du signal et une complexité de la trace résultant
des aller-retours successifs de l’onde dans les différentes couches du milieux. Les deux
solutions DG obtenues, par deux codes, deux flux et deux schémas temporels différents
sont similaires. On calcule une différence relative 3 de 0.39%.
On s’intéresse maintenant aux rapports spectraux obtenus, illustrés par la Figure 4.4. On
observe de très fortes amplifications (entre 8 et 16). Dans ce cas également, on constate
que les deux approches fournissent des résultats comparables, la différence relative étant
de 0.20%.
2. c’est-à-dire avec A = 1.
3. Définie par diff (a, b) = ‖a−b‖2‖a‖2 .
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Figure 4.3.: Évolution temporelle de la vitesse calculée en surface pour les deux méthodes DG
(RÉFÉRENCE et RK3-DG-P4). La courbe en pointillés correspond à l’onde incidente
injectée dans le rocher.
Cette première étude constitue donc une première vérification du flux numérique proposé
dans le cas d’un milieu linéaire et hétérogène.
4.3 Comparaison dans le cas nonlinéaire élastique, en
milieu homogène
Dans ce second cas, nous nous intéressons à la propagation d’une onde dans un milieu
homogène, infini et nonlinéaire élastique (cf sous-section 2.2.2). Dans ce cas particulier,
nous sommes capable d’établir une solution analytique du système (2.54). Nous allons
établir cette solution analytique, puis nous l’utiliserons pour étudier numériquement la
précision de la méthode DG et du flux que nous proposons.
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Figure 4.4.: Rapports spectraux (fonction de transfert) de la vitesse horizontale. Comparaisons
entre deux méthodes DG (RÉFÉRENCE et RK3-DG-P4). Pour chacune des courbes,
nous avons ∆f ≈ 10−2 Hz.
4.3.1 Établissement d’une solution analytique
La solution analytique du problème considéré est établie ci-dessous à partir d’une méthode
proposée par POTOTSCHNIG et al. [Pot+09]. La méthode initiale est utilisée pour les
équations nonlinéaires de Maxwell en considérant un milieu présentant un effet Kerr.
Nous supposons un milieu Ω, unidimensionnel, homogène, infini et nonlinéaire élastique.
On cherche donc à résoudre le système (2.54) avec la loi de comportement nonlinéaire
élastique suivante :
σ = γµ(1 + |γ| /γr)
. (4.15)
Le milieu étant homogène, on peut écrire le système sous la forme suivante :∂tv (x, t)− v
2
s (γ (x, t)) ∂xγ (x, t) = 0
∂tγ (x, t)− ∂xv (x, t) = 0
(4.16)
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où la vitesse de propagation vs est telle que :
v2s (γ) =
µ
ρ
γ2r
(γr + |γ|)2
= µ
ρ
1
(1 + |γ| /γr)2
. (4.17)
On introduit la variable ζ = |γ|γr , ce qui permet d’écrire la vitesse de propagation comme
suit :
v2s (ζ) =
µ
ρ
1
(1 + ζ)2
. (4.18)
Remarque. Dans le cas linéaire, nous avons γr = ∞ et donc ζ = 0. On retrouve ainsi la
formulation classique de la vitesse de propagation des ondes de cisaillement.
La solution du système (4.16) est cherchée à l’aide de l’Ansazt suivant :
v =
√
µ
ρ
f(ζ)γ (x, t) (4.19)
où f(ζ) est une fonction que nous allons spécifier peu après.
Injectant (4.19) dans le système (4.16), nous obtenons le système suivant :
[f(ζ) + f ′(ζ)ζ] ∂tγ(x, t) =
√
µ
ρ
1
(1+ζ)2∂xγ (x, t) ,
∂tγ (x, t) =
√
µ
ρ [f(ζ) + f
′(ζ)ζ] ∂xγ.
(4.20)
Une condition d’existence d’une solution non triviale est que les deux équations du système
soient identiques. On a donc :
[
f(ζ) + f ′(ζ)ζ
]2 = 1
(1 + ζ)2
(4.21)
c’est-à-dire :
f(ζ) + f ′(ζ)ζ = ±11 + ζ . (4.22)
Remarque. Dans un milieu linéaire, nous avons ζ = 0. On remarque ainsi que f(0) = −1
correspond à une solution où l’onde se propage dans le sens positif sur l’axe Ox, alors que
f(0) = 1 correspond au cas où l’onde se propage dans le sens opposé.
Cette équation peut s’écrire comme :
(ζf(ζ))′ = ±11 + ζ , (4.23)
dont les solutions sont :
f(ζ) = C0
ζ
± ln (1 + ζ)
ζ
ζ > 0. (4.24)
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Considérant que le cas linéaire correspond au cas f(0) = ±1, alors la constante d’intégration
C0 doit être égale à zéro. De plus, par continuité, nous avons :
f(ζ) = ±

ln(1+ζ)
ζ si ζ > 0,
1 si ζ = 0.
(4.25)
Remarque. Pour établir une solution analytique avec une loi de comportement nonlinéaire
élastique différente, la méthode est identique, mais avec une équation différentielle différente à
résoudre. Dans ce cas là, la solution f(ζ) peut être cherchée sous la forme d’une série
∑∞
n=0 anζ
n
où les coefficients an sont déterminés de telle sorte à vérifier l’équation différentielle.
Finalement, nous obtenons une unique équation aux dérivées partielles pour γ (x, t) :
∂tγ (x, t) =
√
µ
ρ
( ±1
1 + |γ| /γref
)
∂xγ (x, t) , (4.26)
dont la solution implicite est :
γ (x, t) = γ0
(
x±
√
µ
ρ
t
(1 + |γ| /γref)
)
, (4.27)
où γ0( · ) est la condition initiale de γ(x, 0), qui peut être n’importe quelle fonction positive
appartement à C1. Cette équation est résolue numériquement avec un point fixe. Une fois
γ (x, t) connue, v (x, t) est calculée en utilisant l’équation (4.19) et (4.25).
Le théorème du point-fixe de Banach garantit l’existence d’une solution à l’équation F (E) =
E (et donc de l’équation (4.27)) s’il existe une constante C ∈ R telle que :∣∣∣∣∂F (E)∂E
∣∣∣∣ ≤ C < 1. (4.28)
C’est-à-dire que l’équation (4.27) a une solution, seulement s’il existe C telle que :∣∣∣∣∣∣∣
∂γ0
(
x±
√
µ
ρ
t
(1+|γ|/γr)
)
∂γ
∣∣∣∣∣∣∣ ≤ C < 1. (4.29)
À ce stade, nous pouvons préciser une condition initiale γ0( · ). Par exemple, considérons
une fonction Gaussienne, définie par :
γ0(x) = A exp
(
−(x− x0)2/β2
)
, (4.30)
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où A et β sont deux paramètres pour ajuster l’amplitude et la fréquence de la condition
initiale. On note :
X = x− x0 −
√
µ
ρ
t
(1 + |γ| /γr)
.
En notant que :
max
∣∣γ′0(x)∣∣ =
√
2A
β
exp(−1/2) et |∂γX| =
√
µt
√
ργr
1
(1 + |γ| /γr)2
, (4.31)
nous obtenons :∣∣∣∣∣∣∣
∂γ0
(
x±
√
µ
ρ
t
(1+|γ|/γr)
)
∂γ
∣∣∣∣∣∣∣ < 1⇔ t < Tmax =
βγr√
2A exp(−1/2)
√
ρ
µ
. (4.32)
Ainsi, la solution du problème (4.27) ne peut être définie que jusqu’à un certain temps
t = Tmax. Plus la nonlinéarité est élevée (γr → 0 ou bien γr < ∞ et A → ∞), plus la
durée d’existence de la solution sera courte. En revanche, dans le cas linéaire (γr =∞), la
solution se propage indéfiniment dans le milieu.
In fine, nous avons la solution analytique suivante :
γ (x, t) = γ0
(
x±
√
µ
ρ
t
(1+|γ|/γr)
)
,
v (x, t) =
√
µ
ρf
(
|γ|
γr
)
γ.
(4.33)
4.3.2 Description du cas test et analyses
On considère un milieu homogène infini et ayant un comportement nonlinéaire élastique.
Les propriétés physiques du milieu considéré sont données dans le Tableau 4.2. Le milieu
est supposé infini, mais le domaine de calcul est, lui, fini. On appliquera donc des conditions
périodiques aux bords du domaine, de sorte que les erreurs numériques produites par la
méthode soient conservées dans le domaine et ainsi quantifiables. Le domaine de calcul est
l’intervalle [−1500 m, 4500 m].
vs (m/s) ρ (kg/m3) γref
300 2000 2.3× 10−3
Tableau 4.2.: Propriétés physiques du milieu utilisé avec la solution analytique.
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La condition initiale pour la déformation est un pulse Gaussien, centré en x0 = 0 m :
γ0(x) = −A exp
(
−
(
x− x0
β
)2)
, (4.34)
avec A = 10−4 et β = 120 m. Le paramètre β est lié au support spatial de la condition
initiale, ou de manière équivalente, à la fréquence maximale de l’onde initiale. La condition
initiale pour v(x, t) est calculée comme expliqué ci-avant. D’après les paramètres définissant
la condition initiale et la condition (4.32), une borne inférieure de la durée d’existence de
la solution est T ≈ 10.7 s.
On choisit un maillage uniforme de K = 320 éléments. C’est-à-dire que chaque élément a
une taille de ∆x = 18.75 m.
La Figure 4.5 montre le profil de vitesse calculé numériquement et analytiquement à trois
instants différents ; respectivement à t = 0 s, t = 5 s et t = 8.33 s. Les deux derniers instants
correspondent à une propagation de plus de trois et cinq longueurs d’onde moyennes, qui est
d’environ 500 m à t = 0 s. Sous l’effet de la nonlinéarité, le profil de vitesse devient de plus
en plus raide. En effet, comme l’illustre la Figure 4.6, la vitesse de propagation dépendant
de la déformation — plus la déformation est grande, plus la vitesse de propagation est
réduite —, le sommet de la courbe se propage moins rapidement que le pied. Le profil
de la vitesse est donc modifié, comme on le constate clairement sur la Figure 4.7 où l’on
compare les solutions obtenues dans le cas nonlinéaire et linéaire, à t = 5 s. À la limite
t → Tmax = 10.7 s, nous obtiendrions une solution discontinue, avec une onde de choc
suivie d’une onde de raréfaction. L’accord entre la solution calculée et la solution analytique
est très bon, puis que nous avons à t = 9 s une erreur en vitesse d’environ 1.5× 10−5, ce
qui est très petit par rapport à l’amplitude de la vitesse. Sur la Figure 4.7, on peut observer
l’erreur obtenue (multipliée par 103) ; elle est clairement limitée à la partie raide de la
solution.
Finalement, sur la Figure 4.8, on observe la transformée de Fourier de la solution enregistrée
en trois points : x = 300 m, proche de la condition initiale, à x = 1200 m et enfin à
x = 2100 m, proche de l’état final t = Tmax. À chacun de ces trois points correspond un
profil de vitesse différent. On observe que lorsque l’onde se propage, il y a un transfert
d’énergie des basses fréquences vers les hautes fréquences. La fréquence maximale pour
la vitesse mesurée en x = 2100 m est approximativement fmax ≈ 4 Hz, soit le double
de la fréquence maximale à l’état initial (fmax ≈ 2 Hz à x = 300 m). Connaissant la
déformation maximale (donnée par la condition initiale), on peut calculer le minimum
de la vitesse de propagation vs, qui est minγ vs = 287.5 m/s. Ainsi, la longueur d’onde
minimale, λmin = minγ vsfmax , décroit de 150 m à moins de 68 m. De fait, pour propager une
telle onde avec la même précision, le maillage doit être adapté. Dans ce cas particulier, en
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Figure 4.5.: Comparaison des solutions numérique et analytique de la vitesse particulaire, calculées
à différents instants.
0 1000 2000 3000
x (m)
280
285
290
295
300
sh
ea
r
w
av
e
ve
lo
ci
ty
(m
·s-
1
)
vs(t = 0.00)
vs(t = 5.00)
vs(t = 8.33)
Figure 4.6.: Vitesse de propagation des ondes de cisaillement vs, calculée à partir de la solution
analytique de la déformation γ, à différents instants.
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Figure 4.7.: Zoom sur le profil de la vitesse particulaire v à l’instant t = 6 s. Comparaison entre
la solution analytique linéaire élastique et les solutions analytique et numérique
nonlinéaire élastique. L’erreur est affichée entre les solutions analytique et numérique
nonlinéaires élastiques.
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Figure 4.8.: Spectres de Fourier des vitesses particulaires enregistrées à différentes positions. Dans
le cas d’un milieu linéaire, les trois spectres auraient été identiques.
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supposant que minγ vs(γ) = 287.5 m/s,∀(x, t), ayant une maille de 18.75 m, nous pouvons
propager avec dix points par longueur d’onde minimale, en P4, une onde dont le domaine
fréquentiel irait jusqu’à 6 Hz, tout en conservant la même précision.
4.3.3 Étude de convergence
Afin de tester les propriétés du schéma et du flux numérique proposé, nous réalisons une
étude de convergence en utilisant la solution analytique comme référence. Pour ce faire,
nous considérons le même cas que celui décrit ci-avant. Nous utilisons plusieurs ordres
d’interpolation N ∈ {1, 2, 3, 4} et différents maillages. Les simulations sont faites jusqu’à
tfin = 6 s, ce qui permet de s’assurer que l’onde s’est propagée d’au moins trois longueurs
d’onde moyennes et que la solution nonlinéaire est toujours assez régulière. La norme L2
de l’erreur globale à l’instant t = tfin est alors calculée et définie par :
errL2 =
√√√√ K∑
k=1
∫
Tk
(vdg (x, tfin)− vref (x, tfin))2 + (γdg (x, tfin)− γref (x, tfin))2 dx, (4.35)
où K correspond au nombre total d’éléments et Tk est le kième élément du maillage. La
vitesse et la déformation calculées par la méthode DG sont notées vdg et γdg alors que la
vitesse et la déformation issues de la solution analytique sont notées vref et γref .
La Figure 4.9 présente la norme L2 de l’erreur en fonction de la taille du maillage pour la
méthode DG utilisant un schéma temporel de type Runge-Kutta d’ordre trois pour différents
polynômes de degré N = 1, 2, 3, 4. Le Tableau 4.4 contient les résultats détaillés de l’étude,
c’est-à-dire l’erreur globale pour chaque maillage considéré et l’ordre de convergence qui
est défini par :
OL2 (∆xi) =
log [errL2 (∆xi+1) /errL2 (∆xi)]
log [∆xi+1/∆xi]
. (4.36)
On utilise cinq tailles de maille différentes, qui varient entre ∆x = 3 m et ∆x = 18.75 m,
comme mentionné dans le Tableau 4.4. Ainsi, pour chaque ordre d’interpolation, nous
avons au moins un cas avec plus de dix points par longueur d’onde minimale, considérant
minγ vs = 287.5 m/s et fmax ≈ 5 Hz. Le Tableau 4.3 donne pour chaque pas de maillage,
le nombre de points par longueur d’onde minimale en fonction du degré des polynômes
d’interpolation.
L’erreur décroit lorsque le maillage est raffiné et l’ordre de convergence est approximative-
ment de N + 1 pour N = 1 et N = 2 et de trois pour les cas N = 3 et N = 4. En effet, pour
un flux numérique décentré, il est attendu que l’ordre de convergence soit de l’ordre N + 1,
sauf que celui-ci est limité par le schéma temporel dans les cas N = 3 et N = 4. L’ordre de
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Figure 4.9.: Étude de convergence vers la solution analytique. L’erreur est tracée en fonction de la
taille du maillage (∆x) pour différents polynômes d’interpolation P1, P2, P3 et P3.
Le schéma utilisé est RK3-DG.
HHH
HHH∆x
N
1 2 3 4
3.00 20 39 59 78
4.84 13 25 37 49
7.50 9 16 24 31
12.50 6 10 15 19
18.75 4 7 10 13
Tableau 4.3.: Nombre de points d’interpolation par longueur d’onde minimale.
convergence théorique est : O
(
∆xN+1 + ∆t
)
= O
(
∆xmin(3,N+1)
)
puisque ∆x et ∆t sont
liés par la condition CFL (3.52). On constate que les résultats numériques sont concordants
avec la théorie.
Une manière de lever cette limitation est de remplacer le schéma temporel RK3 par un
schéma d’ordre supérieur. Nous avons choisi un schéma de Runge-Kutta d’ordre cinq — le
schéma Runge-Kutta-Fehlberg [Feh69]. On le notera RK5. Le pas de temps obtenu avec
cette méthode est environ 1.3 fois plus grand que celui obtenu avec la méthode RK3-DG-
PN. Utilisant les mêmes maillages et les mêmes ordres d’interpolation que précédemment,
on s’attend à trouver un ordre de convergence d’ordre N + 1. Les résultats sont présentés
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Figure 4.10.: Étude de convergence vers la solution analytique. L’erreur est tracée en fonction de
la taille du maillage (∆x) pour différents polynômes d’interpolation P1, P2, P3 et
P3. Le schéma temporel utilisé est RK5.
N = 1 N = 2 N = 3 N = 4
∆x errL2 OL2 errL2 OL2 errL2 OL2 errL2 OL2
3.00 7.54× 10−5 2.71 7.81× 10−7 3.06 1.99× 10−8 3.56 7.04× 10−9 3.01
4.84 2.76× 10−4 2.63 3.38× 10−6 3.27 1.09× 10−7 3.78 2.96× 10−8 3.05
7.50 8.73× 10−4 2.39 1.41× 10−5 3.59 5.75× 10−7 4.21 1.13× 10−7 3.39
12.50 2.96× 10−3 2.10 8.84× 10−5 3.80 4.93× 10−6 4.23 6.37× 10−7 3.80
18.75 6.92× 10−3 — 4.13× 10−4 — 2.74× 10−5 — 2.97× 10−6 —
Tableau 4.4.: Résultats de l’étude numérique de convergence-hp. La norme L2 de l’erreur globale
et l’ordre de convergence en fonction de la taille de maille ∆x sont donnés pour les
méthodes RK3-DG-PN, N ∈ {1, 2, 3, 4}.
dans la Figure 4.10 et le Tableau 4.5 et confirment ce que nous attendions. Ainsi, l’utilisation
du schéma RK5 nous permet de prouver numériquement la validité du flux numérique et
de la méthode dans le cas nonlinéaire élastique homogène.
Remarque. Une autre manière de tester le schéma spatial, au lieu d’utiliser un schéma
temporel d’ordre cinq, aurait pu être d’utiliser un pas de temps très petit et identique pour
tous les maillages, par exemple le pas de temps optimal pour le maillage le plus fin et l’ordre
d’interpolation le plus élevé de la liste considéré. De fait, la proportionnalité entre le pas
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d’espace et le pas de temps n’est plus respectée et donc l’ordre de convergence est dominé par le
schéma en espace. Cela se révèle bien plus couteux en terme de temps de calcul.
N = 1 N = 2 N = 3 N = 4
∆x errL2 OL2 errL2 OL2 errL2 OL2 errL2 OL2
3.00 7.53× 10−5 2.72 7.77× 10−7 3.05 1.30× 10−8 4.00 2.63× 10−10 4.99
4.84 2.76× 10−4 2.62 3.34× 10−6 3.25 8.79× 10−8 4.01 2.85× 10−9 4.98
7.50 8.71× 10−4 2.39 1.39× 10−5 3.60 5.09× 10−7 4.29 2.53× 10−8 5.26
12.50 2.95× 10−3 2.09 8.74× 10−5 3.78 4.56× 10−6 4.25 3.71× 10−7 4.14
18.75 6.89× 10−3 — 4.05× 10−4 — 2.55× 10−5 — 1.99× 10−6 —
Tableau 4.5.: Résultats de l’étude numérique de convergence-hp. La norme L2 de l’erreur globale
et l’ordre de convergence en fonction de la taille de maille en fonction de ∆x sont
donnés pour les méthodes RK5− PN , N ∈ {1, 2, 3, 4}.
Dans la suite de cette section, nous préférons tout de même utiliser un schéma RK3 et
un polynôme d’interpolation d’ordre quatre. Cette combinaison apparaît numériquement
efficace et même si l’ordre de convergence est limité par le schéma RK3, on constate que
la norme L2 de l’erreur est toujours réduite lorsqu’un polynôme d’interpolation d’ordre
élevé est utilisé, même si la convergence est seulement d’ordre 3. La Figure 4.11 illustre
également que quelque soit le niveau d’erreur désiré, le temps de calcul est toujours
minimisé par le couple RK3-DG-P4.
4.4 Étude numérique dans le cas nonlinéaire
élastoplastique, en milieu hétérogène
Les lois de conservation nonlinéaires peuvent développer des discontinuités en temps fini,
même lorsque la condition initiale est régulière. À partir d’un instant critique — lorsque
la première discontinuité apparaît — les solutions classiques n’existent plus ; nous devons
étudier les solutions faibles de l’équation. Cependant, ces solutions faibles ne sont pas
garanties d’être uniques à partir d’une même condition initiale. Il convient alors d’ajouter
au système initial une condition d’entropie qui dépend de la paire (η, F ), où η est l’entropie
et F le flux d’entropie. Cette condition permet de choisir la solution physique parmi les
différents solutions faibles possibles et d’étudier certaines propriétés du schéma numérique,
en particulier sa stabilité.
Ces questions ont été largement étudiées, pour différents systèmes conservatifs hyperbo-
liques issus de la physique, notamment dans [Ser99 ; LeV92 ; LeV02b] ou encore [LeF02]
pour ne citer qu’eux.
76 Chapitre 4 Propagation dans un milieu unidimensionnel nonlinéaire
101 102
wall-clock time (s)
10−7
10−6
10−5
10−4
10−3
10−2
L
2
er
ro
r
t = 6s
N = 1
N = 2
N = 3
N = 4
Figure 4.11.: Efficacité du schéma RK3-DG-PN. Norme L2 en fonction du temps de calcul pour
différentes méthodes. Toutes les simulations ont été effectuées sur un ordinateur de
bureau, avec un processeur Intel Core I5, 3.30 GHz. Le code est séquentiel et écrit
entièrement en Python.
En suivant LEFLOCH [LeF02], une paire entropique (η, F ) pour le système d’équations
nonlinéaire élastique de l’élasto-dynamique est donnée par l’énergie totale :
η (u) = E (u) = 12ρv
2 +
∫ γ
0
σ (ε) dε, F (u) = −σ (γ) v, (4.37)
qui est strictement convexe puisque σ′ (γ) > 0, ∀γ.
Dans le cas de solutions sans discontinuité, la conditions d’entropie s’écrit :
∂tE (u) + ∂xF (u) = 0, (4.38)
mais, lorsque des discontinuités apparaissent, la solution u doit alors vérifier l’inégalité
entropique suivante :
∂tE (u) + ∂xF (u) ≤ 0. (4.39)
Sous des conditions aux limites appropriées, cette inégalité implique une borne a priori [Bou05] :
∂t
∫
Ω
E (u) dx ≤ 0. (4.40)
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Cela signifie que dans le cas linéaire, l’énergie totale est conservée si le domaine est fermé,
comme l’ont montré DELCOURTE et GLINSKY [DG15] en considérant un schéma LF-DG avec
un flux centré. En revanche, dans le cas nonlinéaire l’énergie totale sera décroissante après
l’apparition de la première discontinuité.
Remarque. Dans le cas nonlinéaire élastique où la loi de comportement hyperbolique (Éq. (2.18))
est utilisée, l’énergie totale peut être calculée explicitement :
E (u) = 12ρv
2 + µγr
(
|γ| − γr ln
(
1 + |γ|
γr
))
. (4.41)
En développant ln
(
1 + |γ|γr
)
lorsque γr →∞ permet de montrer l’on retrouve l’expression de
l’énergie totale dans le cas linéaire, donnée par :
E (u) = 12ρv
2 + 12µγ
2. (4.42)
Afin d’étudier la propagation d’une onde dans un milieu élastoplastique, nous avons besoin,
comme dans le cas élastique précédent, d’une condition initiale pour la vitesse et la déforma-
tion. La solution analytique proposée ne permet pas cela dans le cas élastoplastique à cause
de la dépendance temporelle de la loi de comportement. Nous allons alors considérer un
domaine fermé, d’une longueur totale de 2000 m, constitué de quatre couches différentes.
Le domaine fermé est modélisé par une colonne 1D ayant deux surfaces libres. La première
couche sera linéaire et contiendra tout le support de la condition initiale. Toutes les autres
couches seront plus ou moins nonlinéaires, c’est-à-dire avec différents paramètres γr. La
condition initiale est donnée par :γ0(x) = −A exp
(
−(x− x0)2/β2
)
,
v0(x) = γ0(x)v1s ,
(4.43)
avec A = 0.001, x0 = −1750 m, β = 56 m et v1s = 150 m/s, la vitesse de propagation
des ondes de cisaillement dans la couche 1. Les paramètres mécaniques des milieux sont
donnés dans le Tableau 4.6.
H (m) vs (m/s) ρ (kg/m3) γref ∆x (m)
1 500 150 2150 ∞ 45
2 500 450 2100 4.97× 10−4 6.41
3 800 300 2075 1.12× 10−3 9.08
4 200 130 2050 4.39× 10−4 1.63
Tableau 4.6.: Paramètres mécaniques du milieu hétérogène, fermé de bout en bout.
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Le maillage est dimensionné pour que dans chaque couche il y ait un minimum de dix
points par longueur d’onde minimale, en prenant en compte la réduction de la vitesse de
propagation due à la nonlinéarité, tel qu’expliqué dans la sous-section 3.5.1. Alors que
l’onde se propage à travers les différents milieux, nous calculons l’énergie totale sur le
domaine définie par :
E (u) =
∫
Ω
(
1
2ρv(x, t)
2 +
∫ γ(x,t)
0
σ(ε)dε
)
dx. (4.44)
Enfin, nous devons maintenant apporter une précision sur l’approximation du flux et la
nécessité de filtrage, comme nous l’avions évoqué dans la section 3.1. Les variables d’état γ
et v sont approchées numériquement par des polynômes de degré N . Or, lorsqu’une loi de
comportement nonlinéaire est utilisée, le flux est obtenu à partir d’une fraction rationnelle
de ces variables, ou d’une composition de polynômes . Ainsi, pour calculer correctement
le flux, il faudrait utiliser un polynôme de degré plus élévé. Pour ne pas augmenter le
coût de calcul, nous optons pour une autre solution. Nous choisissons d’approcher le flux
par un polynôme de degré N , comme les variables d’état, puis d’appliquer un filtrage à
chaque pas de temps, sur chaque élément. Ce filtrage vise à supprimer l’aliasing généré par
l’approximation d’une fraction rationnelle par un polynôme.
Nous considérerons quatre configurations distinctes :
1. Nonlinéaire élastique, sans filtrage.
2. Nonlinéaire élastoplastique, sans filtrage.
3. Nonlinéaire élastique, avec filtrage.
4. Nonlinéaire élastoplastique, avec filtrage.
Cela nous permettra de comprendre l’effet de filtrage, mais également son intérêt selon les
lois de comportement utilisées.
Les simulations sont faîtes avec le schéma RK3-DG-P4 et une valeur optimale pour la
constante CFL de 0.089 4.
Filtrage des modes supérieurs
Le filtrage que nous appliquons ici suit la méthode proposée par [HW08, Chapitre 5.3]. Il
s’agit :
1. De passer d’une représentation nodale à une représentation modale, en utilisant
l’élément de référence.
4. Voir sous-section 3.5.2, p. 53.
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2. Appliquer un filtrage passe bas sur cette représentation, de sorte à gommer les hautes
fréquences (et donc les discontinuités ainsi que leurs apparitions).
3. Revenir à la représentation nodale.
Une fois passés en représentation modale, nous filtrons les modes supérieurs. Ainsi, le
i-ième mode est pondéré par la valeur π
(
i−1
N
)
où la fonction π est définie par :
π(η) =
1, 0 ≤ η ≤ ηc = Nc/N,exp (−α ((η − ηc) / (1− ηc))s) , ηc ≤ η < 1. (4.45)
Dans notre cas, nous avons choisi Nc = 0, s = 10 et α = 36. Choisir Nc = 0 signifie que tous
les modes, même les plus bas, sont affectés par le filtrage. Comme nous le verrons, dans
notre cas, ces valeurs semblent être un bon compromis entre la stabilité et la dissipation de
l’énergie à haute fréquence.
Application de la procédure de filtrage
On présente tout d’abord les profils de vitesses dans le domaine à différents instants dans
le cas nonlinéaire élastique. La première figure de 4.12, présente le profil de vitesse à l’état
initial ; tout le support de l’onde est contenu dans le premier milieu, dont le comportement
est élastique. La seconde nous permet d’observer l’onde qui vient de traverser la première
interface et qui, compte tenu du fait que le second milieu est nonlinéaire élastique commence
à se raidir et à former un choc, une discontinuité. À l’instant t = 3 s, sur la troisième figure,
nous pouvons observer ce choc. La dernière figure nous montre le profil de vitesse un court
instant après le premier choc où l’on aperçoit une légère oscillation, près de l’interface
entre le deuxième et le troisième milieu.
Les Figures 4.13 permettent de voir le profil de l’onde, à des temps bien plus longs, bien
après que toutes les interfaces ont été traversées. Notamment, la colonne de droite offre un
zoom autour de l’interface entre les deux derniers milieux, ce qui permet de constater l’effet
positif du filtrage dans le cas nonlinéaire élastique. Les oscillations sont très nettement
lissées par le filtrage.
Les Figures 4.14 et 4.15 correspondent aux mêmes simulations, mais où une loi nonlinéaire
élastoplastique a été utilisée. On constate tout d’abord sur les Figures 4.14 qu’il n’y a pas de
choc à t = 3 s. Enfin, si on s’intéresse aux Figures 4.15, on remarquera que le filtrage n’est
plus aussi nécessaire que précédemment, les solutions étant similaires. En effet, le modèle
élastoplastique, de part sa construction, amortit les hautes fréquences, comme nous l’avions
évoqué dans la section 2.2.3 p. 19 consacrée aux lois de Masing. Le filtrage apparaît dans ce
cas superflu. En comparaison avec les résultats obtenus dans le cas nonlinéaire élastique, on
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Figure 4.12.: Évolution du profil de la vitesse particulaire, dans le cas nonlinéaire élastique, dans
le domaine fermé Ω, jusqu’à la formation du premier choc. Les lignes verticales repré-
sentent les interfaces entre les différents milieux, dont les propriétés sont données
dans le Tableau 4.6. Le milieu 1 (−2000 ≤ x ≤ −1500) a un comportement linéaire.
observera que les vitesses de propagations sont différentes. Dans le cas élastoplastique, la
chute de vitesse de propagation est moins importante que dans le cas nonlinéaire élastique.
En revanche, l’amplitude de la vitesse particulaire est, elle, légèrement plus faible. C’est un
effet de l’amortissement hystérétique : l’amplitude de la vitesse particulaire diminue, donc
la déformation également et donc la nonlinéarité. La chute de vitesse de propagation est
ainsi moins importante dans un cas sans hystérétis.
On se propose maintenant de regarder l’énergie totale sur le domaine pour les quatre cas
présentés. L’énergie totale est tracée sur la Figure 4.16. Dans les quatre cas, nonlinéaire
élastique/élastoplastique avec/sans filtrage, on constate bien que l’énergie n’est jamais
croissante, ce qui prouve numériquement la stabilité du schéma et que la condition entro-
pique est bien vérifiée. Les résultats sont différents entre les cas élastique et élastoplastique.
En particulier, on remarque que l’énergie totale commence à décroître dans le cas élastique
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Figure 4.13.: Profil de la vitesse particulaire dans le cas nonlinéaire élastique, à deux instants
différents, bien après que le premier choc soit apparu. Les deux zooms à droite
illustrent le filtrage modal sur le profil calculé.
après t = 3 s, lors du premier choc, alors qu’elle est constante dans le cas élastoplas-
tique. Cela traduit donc que, au moins dans le cas présent, il n’y a pas de discontinuité
qui apparaissent et qui se propagent dans le cas où la loi nonlinéaire élastoplastique est
utilisée. De plus, on observe que l’effet du filtrage sur l’énergie totale, dans les deux cas,
est relativement faible, ce qui nous permet de dire que les paramètres du filtrage ont été
correctement choisis.
Enfin, la Figure 4.17 représente l’énergie totale lorsque la valeur CFL utilisée est supérieure
à la valeur optimale — 0.090 à la place de 0.089. Lorsque le filtrage n’est pas utilisé, le
schéma est instable et l’énergie explose. Ainsi, la valeur optimale proposée par COCKBURN
et SHU [CS01] est ici retrouvée.
Dans le cas où une loi nonlinéaire élastique est utilisée, l’utilisation d’un filtrage apparaît
nécessaire. En revanche, lorsqu’une loi de comportement élastoplastique, qui présente un
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Figure 4.14.: Évolution du profil de la vitesse particulaire, dans le cas nonlinéaire élastoplastique,
dans le domaine fermé Ω, jusqu’à t = 3.2 s.
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Figure 4.15.: Profil de la vitesse particulaire dans le cas nonlinéaire élastoplastique, à deux instants
différents, après de nombreux aller-retours dans le milieu.
amortissement hystérétique, ce filtrage semble superflu. Ainsi, dans la suite du manuscrit,
où seulement le modèle élastoplastique sera utilisé, nous n’emploierons plus de filtrage.
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Figure 4.16.: Évolution de l’énergie totale dans le domaine, dans le cas nonlinéaire élastique et
élastoplastique, avec et sans filtrage. CFL = 0.089.
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Figure 4.17.: Évolution de l’énergie totale dans le domaine, dans le cas nonlinéaire élastique et
élastoplastique, avec et sans filtrage. CFL = 0.090. La simulation n’est pas stable.
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4.5 Quelques mots sur le code de calcul
Le code de calcul utilisé dans ce chapitre a été réalisé entièrement durant cette thèse. Il
s’inspire des explications et des extraits de codes fournis par HESTHAVEN et WARBURTON
[HW08]. Le code est écrit en Python et utilise les bibliothèques standards du langage
dédiées au calcul scientifique 5. Ce langage a été choisi afin de permettre un développement
rapide et souple. Il offre également à l’utilisateur une certaine aisance dans son utilisation.
Le prix à payer est le temps de calcul, surtout lorsqu’un modèle élastoplastique est utilisé.
De fait, ce code est restreint aux cas 1D.
Plusieurs modules sont disponibles, en particulier il y a :
— un module pour la gestion des sources, dans lequel on retrouve différents signaux
standards, comme les signaux de type Gabor ou Ricker. L’utilisateur peut également
charger directement un fichier texte.
— un module ggmax qui regroupe différents modèles de réduction. En particulier il y
a le modèle linéaire (g(γ) = 1,∀γ) et le modèle hyperbolique. L’utilisateur peut
également charger directement un fichier, sur lequel une interpolation sera effectuée.
— un module pour la gestion des colonnes de sol. Ce module permet de définir une
colonne de sol à partir de couches, chaque couche étant ensuite définie par ses
propriétés mécaniques.
— un module solvers qui contient différents schémas numériques, dont ceux présentés
dans ce chapitre.
Exemples d’utilisations Une colonne de sol est définie par ses couches, de haut en bas
et sa profondeur totale. Puis, chaque couche est définie par son épaisseur, sa densité, ses
vitesses de propagation linéaires et sa fonction de réduction de module. Il faut également
indiquer s’il faut prendre en compte l’élastoplasticité ou non.
 
1 >>> from numpy import array
2 >>> from dg. column import SeismicColumn , Layer
3 >>>
4 >>> soil_column = SeismicColumn ([
5 ... Layer ( thickness =10 , density =2111 , vs =200 , vp =795 ,
6 ... ggmax_function = GGmaxHyperbolic ( reference_shear_strain =1e-3),
7 ... elastoplastic =True),
8 ... Layer ( thickness =50 , density =2157 , vs =496 , vp =2015 ,
9 ... ggmax_function = GGmaxHyperbolic ( reference_shear_strain =1e-2),
5. NUMPY pour le calcul algébrique, SCIPY pour les calculs scientifiques et MATPLOTLIB pour la génération
de graphiques.
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10 ... elastoplastic =True),
11 ... Layer ( thickness = float (’inf ’), density =2250 , vs =714 , vp =2446 ,
12 ... ggmax_function = GGmaxLinear ()) ,
13 ... ], depth =100)
14 >>>
15 >>> #On peut ensuite obtenir les propriétés de la colonne, à différente(s)
16 >>> #position(s) (mu, lambda, ggmax, etc...)
17 >>> soil_column .mu(-15)
18 530656512
19 >>> soil_column .mu( array ([-15, -20, -5]))
20 array ([530656512 , 530656512 , 8444000])
21 >>>
 	
Listing 4.1: Exemple de définition et utilisation d’une colonne.
On peut aussi facilement définir un signal de type Gabor, ou bien lire un fichier et avoir la
valeur du signal à n’importe quel(s) instant(s). Ces signaux seront utilisés soit comme onde
incidente au rocher, soit comme vitesse imposée à l’interface entre le milieu et le rocher : 
1 >>> from numpy import array
2 >>> from dg. source import Gabor , SourceFromFile
3 >>>
4 >>> gabor_source = Gabor ( amplitude =0.05 , phase =0.7 , mainfreq =3, gamma =4)
5 >>> file_source = SourceFromFile (’a_record .txt ’, to_taper =True)
6 >>>
7 >>> #On peut obtenir les valeurs à différent(s) instant(s)
8 >>> gabor_source (0.7)
9 0.05
10 >>> gabor_source ( array ([0 , 0.7 , 1, 10]))
11 array ([7.60791513 e-07, 5.00000000 e-02, 5.48212478 e-03, 0.00000000 e+00])
12 >>> gabor_source . freqmax #la fréquence maximale du signal
13 6.22
14 >>> file_source (2) #la valeur à t=2, retournée est obtenue par interpolation.
15 0.1
 	
Listing 4.2: Exemple de définition et utilisation d’une source.
À titre d’exemple, l’extrait de code complet suivant permet de définir une colonne de
sol, à trois couches dont deux ont un comportement nonlinéaire élastoplastique. À la
base de celle-ci, une onde incidente de type Gabor est injectée. La solution en vitesse est
calculée aux points −12 m, −5 m et en surface à l’instant t = 1 s. Les paramètres, comme
la valeur CFL, le nombre d’éléments par longueur d’onde minimale sont choisis par défaut
en fonction du schéma numérique, mais peuvent être spécifiés par l’utilisateur si besoin.
Enfin, le maillage est automatiquement généré. Il est adapté à chaque couche, en prenant
en compte la fréquence maximale de la source et les vitesses de propagation minimales.
L’utilisateur peut également donner une estimation de la déformation maximale attendue
durant la simulation, de sorte que l’estimation des vitesses de propagation des ondes de
cisaillement soit faite en prenant en compte la réduction du module de cisaillement par la
nonlinéarité.
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 
1 from numpy import array , empty_like
2
3 from dg. solvers import DG_LSRK4_Centered
4 from dg. column import SeismicColumn , Layer
5 from dg. ggmax import GGmaxHyperbolic , GGmaxLinear
6 from dg. sources import Gabor
7
8 soil_column = SeismicColumn ([
9 Layer ( thickness =10 , density =2111 , vs =200 , vp =795 ,
10 ggmax_function = GGmaxHyperbolic ( reference_shear_strain =1e-3),
11 elastoplastic =True),
12 Layer ( thickness =50 , density =2157 , vs =496 , vp =2015 ,
13 ggmax_function = GGmaxHyperbolic ( reference_shear_strain =1e-2),
14 elastoplastic =True),
15 Layer ( thickness = float (’inf ’), density =2250 , vs =714 , vp =2446 ,
16 ggmax_function = GGmaxLinear ()) ,
17 ], depth =100)
18
19 #On définit une source de type Gabor
20 gabor_source = Gabor ( amplitude =0.05 , phase =0.7 , mainfreq =3, gamma =4)
21
22 #L’utilisateur définit ensuite le schéma à utiliser.
23 #Ici, un schéma Runge-Kutta à faible stockage, d’ordre 4, avec un flux centré
24 solver = DG_LSRK4_Centered (N=4, #l’ordre des polynômes d’interpolation,
25 column = soil_column , #la colonne de sol sur laquelle travailler,
26 source = gabor_source , #la source définissant le mouvement incident.
27 max_strain =8e-4 #estimation de la déformation maximale attendue
28 #(utilisée pour calculer vs et adapter le
29 #maillage).
30 )
31
32 #Puis, il est possible de demander de calculer jusqu’à l’instant voulu
33 #(ici t=1s)
34 velocity , strain = solver . values (1) #retourne la vitesse et la déformation sur
35 #les points d’interpolation du maillage.
36
37 #Pour évaluer la vitesse aux capteurs situés à -12 m, -5m et 0m.
38 v_at_receivers = solver .eval(velocity , [-12, -5, 0])
39
40 #Par exemple, il est possible de sauvegarder la vitesse en surface pour
41 #différents instants à l’aide d’une boucle.
42 time = array ([2 , 3, 4, 5])
43 v_surface = empty_like (time)
44 for i, t in enumerate (time ):
45 v, e = solver . values (t)
46 v_surface [i] = solver .eval(v, 0)
 	
Listing 4.3: Code complet, qui permet la propagation d’une onde dans une colonne de sol nonli-
néaire.
La liste v_surface peut ensuite être affichée en fonction du temps time à l’aide de la biblio-
thèque MATPLOTLIB.
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Enfin, toutes les simulations ont été suivies et gérées dans un premier temps par un code
maison SMART — SiMulAtion ReproducibiliTy. Puis dans un second temps, par le projet
SUMATRA 6 [Dav12]. L’objectif de SUMATRA est de fournir un outil pour gérer et suivre les
projets basés sur des simulations numériques, afin de rendre les résultats reproductibles.
Ce code vise à fournir un cahier de laboratoire pour les personnes faisant des expériences
numériques.
Bilan
La méthode DG a été appliquée à la propagation des ondes dans un milieu nonlinéaire
unidimensionnel. Deux lois de comportement nonlinéaires ont été étudiées numériquement.
Nous avons proposé un flux numérique décentré et montré que l’ordre de convergence
théorique attendu était bien retrouvé grâce à une étude de convergence. Cette étude de
convergence a pu être réalisée avec une loi de comportement nonlinéaire élastique car nous
avons exhibé une solution analytique dans le cas de la propagation d’ondes dans un milieu
nonlinéaire élastique homogène et infini. Enfin, nous avons pu montrer numériquement
que la loi de comportement élastoplastique conservait l’énergie totale et qu’il n’était pas
nécessaire d’appliquer un filtrage numérique dans ce cas là.
6. https://pythonhosted.org/Sumatra/index.html
88 Chapitre 4 Propagation dans un milieu unidimensionnel nonlinéaire
Propagation d’une onde couplée
dans un milieu unidimensionnel
élastoplastique
5
„Tout comme on ne mélange pas les choux et les
carottes ; on ne mélangera pas les x, les y et les riens
du tout. Nous ne sommes pas les rois du pot-au-feu.
— Laurent D.
Professeur de mathématiques, 3ième, 2006
Dans ce chapitre, nous nous proposons d’étudier l’effet de la loi de comportement élas-
toplastique sur le couplage des composantes en cisaillement, c’est-à-dire que nous nous
intéressons au système (2.53).
Précédemment, nous avions établi un flux numérique décentré pour le cas 1D. Dans le cas
où plusieurs composantes sont prises en compte, et dans un contexte nonlinéaire, il n’est
pas possible de faire de même. Le cas linéaire élastique avec plusieurs composantes a déjà
été étudié [Wil+10]. Ainsi, une autre stratégie doit être utilisée. Une fois le flux choisi,
nous observons les effets de la loi de comportement élastoplastique sur les différentes
composantes du système sur une colonne de sol réaliste. Enfin, un enregistrement réel à la
base de la colonne étudiée, à l’interface avec le rocher, est utilisé pour propager une onde
dans la colonne de sol. Les résultats obtenus sont comparés avec l’enregistrement réel à la
surface.
Remarque. Le code de calcul développé pour le chapitre précédent a été modifié afin de prendre
en compte les trois composantes du mouvement en 1D. Étant donné que le nombre de calculs à
réaliser augmente ainsi que le temps de calcul nécessaire pour utiliser le modèle MPII, le code
a entièrement été converti en Cython 1. Ainsi, avec une souplesse similaire, le code peut être
compilé en C, ce qui apporte un gain de performances notable. Le code reste interfaçable avec
le langage Python.
1. http://cython.org/
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5.1 Vérification du flux pour le système couplé 1D à trois
composantes
Avant de commencer l’analyse du couplage, il convient de définir le flux numérique qui
sera utilisé pour ce nouveau système à trois composantes du mouvement. Dans la partie
précédente, lorsque seulement une composante était étudiée, nous nous sommes attachés
à proposer un flux décentré permettant d’avoir un schéma stable et convergent dans le cas
nonlinéaire élastique. Nous avons également montré que le schéma obtenu était stable dans
le cas nonlinéaire élastoplastique. Si nous souhaitons établir un flux numérique décentré en
suivant la même méthode (cf. 4.1), nous devons résoudre le problème de Riemann illustré
par le schéma 5.1.
−vp(ε)−
−vs(ε)−
vp(ε)+
vs(ε)+
t
ρ− ρ+
(v?,σ?)(v?,σ?)
(v?− ,σ?−) (v?+ ,σ?+)
(v−,σ−(ε−)) (v+,σ+(ε+))
n
Figure 5.1.: Problème de Riemann 1D-3C.
On peut alors constater, en écrivant les conditions de saut de Rankine-Hugoniot, que
compte tenu du fait que nous avons une loi de comportement nonlinéaire, nous avons
plus d’inconnues que d’équations. De plus, nous pouvions, dans le cas 1D-1C, utiliser une
approximation des vitesses de propagations vs car nous avions une relation directe entre
∂σxz
∂γxz
et vs, ce qui n’est plus le cas maintenant — il faudrait calculer numériquement les
valeurs propres de la matrice Jacobienne à chaque interface, à chaque pas de temps. Aussi
cette technique de résolution n’est pas facilement applicable dans le cas actuel.
Nous avions appliqué le flux centré au modèle nonlinéaire élastique 2. L’utilisation de
ce flux n’était pas appropriée à des applications ayant une nonlinéarité importante ; le
schéma devenait instable. Compte tenu des propriétés intéressantes apportées par le modèle
élastoplastique — pas de choc, conservation de l’énergie totale, atténuation des amplitudes
au cours du temps — nous avons choisi de revenir au flux centré sur ce modèle.
Pour cela, nous considérons le système de propagation des ondes en milieu 1D (Équa-
tion (2.54)) et nous comparons les solutions obtenues avec les deux flux centré et décentré.
2. Voir sous-section 2.2.2, p. 18 pour la description du modèle nonlinéaire élastique.
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La colonne de sol que nous considérons, pour tout ce chapitre, est issue de la base de
données Euroseistest 3. Il s’agit d’un site d’enregistrements sismologique établi en 1993,
dans le graben de Mydgonia (nord de la Grèce). Ce site est situé dans la zone épicentrale
du séisme de 1978 de magnitude Ms = 6.5, séisme qui a frappé la ville de Thessalonique
(Grèce). Il est principalement constitué du bassin de Volvi, dont le remplissage sédimentaire
présente des vitesses de propagation superficielles très faibles et qui est encastré dans un
rocher dont la vitesse de propagation est très élevée. De nombreuses études, géophysiques
et géotechniques, ont permis la création de modèles 2D/3D fiables, incluant la caractéri-
sation nonlinéaire des milieux. Un réseau accélérométrique permanent est constitué de
21 accéléromètres à trois composantes haute résolution, dont 15 sont à la surface alignés
sud-ouest / nord-est et sud-sud-est / nord-nord-ouest. Enfin six autres sont placés à diffé-
rentes profondeurs, en particulier à la station TST, au centre du graben. Une carte de la
zone étudiée ainsi que la répartition des stations est donnée sur la Figure 5.2.
Figure 5.2.: Carte géologique du site Euroseistest et la position des 21 stations accélérométriques
(source : http://eurosiesdb.civil.auth.gr).
Le site TST peut être considéré comme un bassin sédimentaire allongé et composé de
couches de sol horizontales, aussi ce site se prête bien aux simulations unidimensionnelles.
De nombreux modèles géologiques et géotechniques ont été proposés pour la colonne de sol
TST. Nous utilisons un modèle contenant cinq couches, toutes nonlinéaires et caractérisées
par une courbe de réduction de module de cisaillement hyperbolique 4. La Figure 5.3 pré-
sente des courbes laboratoire de réduction du module de cisaillement G/Gmax en fonction
de la déformation pour chacune des couches, ainsi que leur approximation par le modèle
hyperbolique. Pour chacune des courbes laboratoires issues des données Euroseistest, nous
avons calculé le paramètre γref par la méthode des moindres carrés qui permettait de
reproduire au mieux ces courbes. Les vitesses de propagation vs et vp proviennent quant à
elles d’inversions de la base de données de séismes [Gué16]. L’ensemble des paramètres
mécaniques de la colonne de sol considérée est donné dans le Tableau 5.1. La taille totale
3. http://euroseisdb.civil.auth.gr
4. Voir Équation (2.18), p. 18.
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de la colonne est de 196 m. Sous cette colonne, se trouve le rocher, qui n’est pas modélisé
numériquement.
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Figure 5.3.: Courbes laboratoires (lignes continues) et courbes hyperboliques associées (lignes
pointillées) de réduction de modules de cisaillement en fonction de la déformation.
Chacune des courbes laboratoires est issue des données d’http://euroseisdb.civil.
auth.gr/.
Une condition de surface libre est imposée au sommet de la colonne et une condition
rigide 5 est imposée à la base avec v?x = G(t, 0), à l’interface entre la dernière couche et le
rocher, c’est-à-dire à zb = −196 m. La fonction G(t, φ) est un signal de Gabor où une phase
φ a été introduite, définie telle que :
G (t, φ) = A exp
(
−
(2π (t− t0) f0
γ
))
cos (2πf0t+ φ) . (5.1)
L’amplitude est définie par A, le déphasage par t0, la fréquence fondamentale par f0 et
enfin, la phase par φ. Le paramètre γ influence le caractère oscillatoire de l’onde. Dans la
suite de ce chapitre nous prendrons les paramètres suivants : A = 10−2 m/s, t0 = 0.7 s,
5. Voir sous-section 3.2.2, p. 42.
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z (m) ρ (kg/m3) vs (m/s) vp (m/s) Description de la couche γref
1 0 2111 200 795 CL 5.40× 10−4
2 -18 2104 345 1371 SM 3.96× 10−4
3 -40 2084 358 1530 CL-ML 3.23× 10−4
4 -73 2157 496 2015 CH 1.49× 10−3
5 -136 2250 714 2446 CL 5.40× 10−4
Note : z se réfère à la coordonnée supérieure de chaque couche. La profondeur totale de la
colonne est de 196 m. Concernant la description du sol nous avons :
— CL Silty clay sand
— SM Silty sand and sandy clay
— CL-ML Silty-silty sand, sandy clay
— CH Sandy clay or silty clay with gravels
Tableau 5.1.: Description des propriétés mécaniques de la colonne de sol étudiée.
f0 = 3 Hz et γ = 4. Avec ces paramètres, la fréquence maximale du signal est d’environ
6.2 Hz. Pour le moment, nous ne considérons pas la phase φ qui est donc choisie nulle.
Nous présentons à la Figure 5.4 les solutions de la vitesse particulaire vx et de la déformation
en cisaillement γxz à différents instants. Pour chaque sous-figure, trois solutions sont
montrées correspondant aux instants t et t± 0.01 s pour aider à visualiser la propagation et
l’évolution des variables dans la colonne. Les lignes horizontales en pointillées matérialisent
les interfaces entre les différentes couches. Les solutions obtenues avec la méthode LSRK4-
DG-P4 et le flux centré (marqueurs en étoile) ou avec le flux décentré (marqueurs en
disque) sont tracées sur les mêmes figures. La méthode numérique que nous utilisons étant
discontinue, à chaque interface entre les éléments du maillage nous avons deux points
d’interpolation pour un même point physique et donc deux valeurs. Nous utilisons cela
pour mettre ici en exergue la discontinuité du champ de déformation aux interfaces entre
les milieux (cf. Figure 5.4c par exemple).
La Figure 5.4a présente les solutions à t = 0.85 s, moment où l’onde commence tout
juste à atteindre le sommet de la colonne. On y observe bien les discontinuités dans la
déformation, qui sont dues aux hétérogénéités. En effet, le flux normal doit être continu
aux interfaces entre les éléments. Nous avons donc σ+xz = σ−xz, autrement dit, dans le cas
linéaire élastique :
γ+xz =
µ−
µ+
γ−xz. (5.2)
Sur la Figure 5.4b, nous voyons les solutions à l’instant t = 1.13 s, ce qui correspond au
moment où la déformation est maximale dans toute la simulation. L’onde montante se
superpose avec l’onde qui vient de se réfléchir dans à la surface libre, ce qui provoque
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cette forte amplitude ; il s’agit d’une interférence constructive. La Figure 5.4c propose un
zoom dans les 30 mètres les plus superficiels de la colonne, permettant ainsi de bien voir
la discontinuité autour de l’interface. Nous noterons que dans les deux cas, flux centré et
décentré, les solutions sont identiques, qu’il n’y a pas d’oscillation parasite et qu’aucun
filtrage ou limiteur de flux n’a été appliqué.
Enfin, la Figure 5.4d présente les solutions à l’instant t = 100 s, c’est-à-dire quand toutes
les ondes qui se propagent ont été atténuées — par l’élastoplasticité — et que le champs
de vitesse est donc quasiment nul 6. Une déformation permanente est observable dans la
couche superficielle, proche de l’interface.
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(a) t1 = 0.85 s.
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(b) t2 = 1.13 s.
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(c) t2 = 1.13 s (zoom).
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(d) t3 = 100.0 s.
Figure 5.4.: Vitesse particulaire vx et déformation en cisaillement γxz dans la colonne de sol
en fonction de la profondeur, aux instants t1 = 0.85 s, t2 = 1.13 s et t3 = 100.0 s.
La Figure 5.4c est un zoom des solutions à l’instant t2 dans les 30 premiers mètres.
Nous observons les traces de la composante vx des vitesses particulaires mesurées en
surface sur la Figure 5.5. On affiche également en pointillés le mouvement imposé à la
base. Cela permet d’illustrer que les propagations successives des ondes dans la colonne,
6. Ici, la vitesse mesurée est inférieure à 5% de la vitesse maximale enregistrée à partir de t = 60 s.
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rendent le profil en surface plus complexe, plus amplifié et de durée plus longue que le
signal incident. Et ce d’autant plus que le seul amortissement présent dans cette simulation
est l’amortissement hystérétique. Les deux solutions sont comparables, on calcule une
différence relative — définie par ‖a− b‖2 / ‖a‖2 — de seulement 0.9%.
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Figure 5.5.: Comparaison des traces de la composante vx de la vitesse particulaire dans les cas où
les simulation ont été faites avec un flux centré et décentré. Le schéma temporel utilisé
est LSRK4-DG-P4.
Enfin, la Figure 5.6 montre l’évolution de l’énergie totale en fonction du temps. L’énergie
totale est définie par l’équation (4.44).
Une fois encore, les deux solutions — flux centré ou décentré — sont similaires. Entre les
instants 0.3 s et 1.2 s, qui correspondent à la durée de l’onde injectée, matérialisés par une
ligne en pointillés verticale, on observe que l’énergie croît. Une fois que le mouvement
imposé à la base redevient nul, plus rien n’est injecté dans le domaine et plus rien n’en
sort grâce à la condition rigide, l’énergie totale devrait donc être conservée. Constatant
numériquement cela, nous pouvons en déduire que les deux schémas, avec flux centré et
décentré, dans le cas élastoplastique, permettent d’obtenir des résultats comparables.
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Figure 5.6.: Comparaison de l’énergie totale dans le domaine dans les cas où les simulations ont
été faites avec un flux centré et décentré. Le schéma utilisé est LSRK4-DG-P4.
5.2 Comparaison des cas avec et sans couplage pour un
mouvement synthétique
Pour étudier le couplage entre les différentes composantes, nous considérons la même
colonne de sol complexe où le mouvement imposé à la base s’écrit :

v?x = CxG (t, 0) ,
v?y = CyG
(
t, π2
)
,
v?z = 0,
(5.3)
où Cx et Cy sont deux constantes que nous allons préciser et où la fonction G (t, φ) est la
fonction de l’Équation (5.1).
Le déphasage de π2 entre les deux composantes vx et vy produit un mouvement avec une
polarisation circulaire et par conséquent ni la composante x ni la composante y n’est
privilégiée ; ce qui permet de voir au mieux les effets du couplage. Nous considérons deux
cas :
— une simulations dite « trois composantes » (3C) avec (Cx, Cy) = (1, 1).
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— deux simulations dites « une composante » (1C), c’est-à-dire avec les constantes :
(Cx, Cy) = (1, 0) et (Cx, Cy) = (0, 1), qui une fois sommées vectoriellement peuvent
être comparées à la simulation 3C ;
On notera que dans les deux cas, autant d’énergie est injectée et que les mouvements à la
base sont vectoriellement identiques.
Les simulations réalisées sont schématisées sur la Figure 5.7. À gauche et au centre, les
deux simulations « une composante » et à droite, la simulation « trois composantes ». Nous
nous intéressons à montrer numériquement les différences entre les deux approches.
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(a) Composante x, cas 1C.
(Cx, Cy) = (1, 0).
z
x
y
(b) Composante y cas 1C.
(Cx, Cy) = (0, 1).
z
x
y
(c) Composantes x/y, cas 3C.
(Cx, Cy) = (1, 1).
Figure 5.7.: Schémas des simulations 1C et 3C.
Nous comparons sur la Figure 5.8 l’évolution temporelle des vitesses particulaires, vx et vy,
en surface pour les deux modèles 3C et 1C. Si le milieu avait été linéaire, les deux solutions
obtenues se seraient parfaitement superposées. On note ici que ce n’est pas du tout le cas,
puisque les traces sont différentes dans les deux cas. En revanche, on observe qu’il n’y a
pas de déphasage entre les deux signaux, ce qui signifie que la diminution de la vitesse de
propagation vs due à la nonlinéarité est, ici, identique.
La Figure 5.9 est une comparaison des courbes contrainte/déformation, pour les com-
posantes xz et yz, obtenues avec les deux modèles. Pour chacune des composantes, les
valeurs ont été prises à z = −14.07 m, où les déformations sont les plus grandes dans la
colonne de sol. Analysant les figures, nous voyons la forte nonlinéarité du milieu et le
fait que les solutions obtenues sont clairement différentes. Cela n’est pas le cas quand
le déphasage φ entre les deux composantes à la base de la colonne est nul. Quand le
mouvement n’est pas couplé (cas 1C) ou a une direction principale (c’est-à-dire que vx et
vy sont proportionnelles), alors à chaque fois que le chargement est renversé (∂tγ = 0) la
courbe contrainte/déformation présente un point singulier. Ce n’est pas le cas lorsque le
mouvement incident a une polarisation circulaire ; il n’y a pas de point singulier. Ainsi, dans
le cas 3C, la forme des boucles d’hystérésis est plus régulière.
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Figure 5.8.: Évolution temporelle des composantes horizontales de la vitesse particulaire à la
surface de la colonne de sol hétérogène. Comparaison entre les simulations 1D-1C et
1D-3C.
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Figure 5.9.: Évolution temporelle de la contrainte en fonction de la déformation dans la colonne
de sol hétérogène. Comparaison entre les simulations 1D-1C et 1D-3C. Les mesures
sont faites là où la déformation est la plus grande.
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Figure 5.10.: Mouvement horizontal en coordonnées polaires. Le mouvement polarisé circulaire-
ment imposé à la base de la colonne (Figure gauche) et la mouvement résultant
(Figure droite) à la surface de la colonne, obtenu avec une simulation 1D-3C et deux
simulations distinctes 1D-1C.
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Enfin, sur la Figure 5.10, on présente la vitesse horizontale en coordonnées polaires.
Premièrement, sur la figure de gauche, on voit le mouvement imposé à la base de la
colonne qui évolue dans un plan horizontal. La figure de droite montre les vitesses obtenues
en surface de la colonne. Dans les deux cas, l’amplification par la colonne est claire. Dans
le cas 1C, la somme vectorielle des deux composantes reproduit un mouvement assez
différent de celui obtenu dans le cas 3C. Cela illustre que dans le cas où le mouvement n’a
pas de direction privilégiée et que le milieu est nonlinéaire, alors un modèle couplé doit
être utilisé.
Remarque. Dans le cas où les deux composantes vx et vy sont simplement proportionnelles
vx = avy = as(t), a ∈ R?, s : R+ 7→ R, alors la polarisation est linéaire et cela est totalement
équivalent au cas 1C où le mouvement imposé est vx =
√
1 + a2s(t) et en considérant que les
axes ont subi une rotation d’un angle α = arctan (1/a).
5.3 Comparaison du cas avec couplage et d’un mouvement
enregistré
Dans cette dernière section, nous nous intéressons à l’application du modèle 1D-3C à
un mouvement sismique enregistré par une station. L’événement de la base de données
d’Euroseistest qui a été retenu correspond à un enregistrement à la station TST du 9
décembre 2005 à 19 h08 min et 29 s d’un séisme d’une magnitude Mw = 4.4 situé à 7.9 km.
L’accélération maximale — PGA 7 — mesurée à la surface est de 100.75 cm/s2, ce qui
en fait l’événement le plus fort enregistré de toute la campagne de mesures. La colonne
de sol considérée est la même que dans les deux cas tests précédents. Comme l’illustre
la Figure 5.2, différentes stations sont placées en profondeur sous la station TST. En
particulier, il y a la station TST 196 qui est située à 196 m de profondeur à l’interface
entre le bassin et le rocher, ce qui correspond à la frontière de notre domaine de calcul. Le
mouvement est imposé à ce point par une condition rigide 8.
Pour être plus réaliste et améliorer la qualité des résultats lorsque l’on compare avec des
mesures de terrain, nous avons pris en compte un amortissement visqueux simple. Ainsi, les
solutions sont également atténuées à faibles déformations. Le système d’équations (2.53)
est ainsi modifié : ρ(z)∂tv (z, t) = ∂zσ [ε (z, t) , z]− α (z)v (z, t) ,∂tε (z, t) = ∂zv (z, t) , (5.4)
7. Peak Ground Acceleration.
8. Voir sous-section 3.2.2, p. 42.
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où α(z) est une constante, qui dépend de la fréquence principale f0 à amortir et du facteur
de qualité Q(z) de la couche considérée de telle sorte que [Sem97] :
α(z) = πf0
Q(z) . (5.5)
Dans notre cas, nous avons choisi f0 = 3.0 Hz, qui est la fréquence fondamentale du site à
la station TST.
Sur la Figure 5.11, nous montrons l’évolution temporelle des composantes vx et vy de la
vitesse particulaire à la surface de la colonne. Nous les comparons également à la vitesse
enregistrée par la station TST. Nous pouvons noter que les caractéristiques principales
de l’enregistrement sont bien reproduites (temps d’arrivées, vitesse maximale), comme
l’illustrent les zooms sur les dix premières secondes. On remarquera également que la
composante vx est mieux reproduite que la composante vy, sans doute est-ce dû à des effets
3D de la source ou encore à l’anisotropie du sol, qui ne sont pas considérés dans cette
simulation. La contribution de l’amortissement visqueux, spécifiquement pour les instants
après 10 s, est remarquable.
En revanche, la composante vz est très mal reproduite comme l’illustre la Figure 5.12.
Une des causes possibles est l’utilisation de la condition rigide qui suppose que l’onde
injectée est en adéquation parfaite avec le milieu de propagation. Or le modèle est plus
ou moins bien contraint, et encore moins en compression, ce qui implique qu’une erreur
numérique plus importante peut se propager dans la composante verticale. On observe
sur la Figure 5.12b, à t ≈ 2.1 s la présence d’une arrivée importante qui ne semble pas
très marquée dans l’enregistrement en surface, mais est visible dans la simulation. C’est
également à partir de ce moment que les amplitudes obtenues entre la simulation et
l’enregistrement commencent à être très différentes. Cela pourrait confirmer l’hypothèse
que le modèle n’est pas suffisamment précis et particulièrement en vitesses de compression
(géométrie/amortissement/vitesses). Cela pourrait également venir de l’hypothèse 1D qui
a été faite et du mouvement imposé qui ne l’est pas exactement. Le back azimute du séisme
est orienté 30◦ Nord et est donc perpendiculaire à la direction longitudale du bassin. Ainsi,
l’onde traverse le bassin et s’enrichie d’effets 3D qui ne peuvent pas être pris en compte
dans notre simulation.
Sur la Figure 5.13, on observe que les valeurs maximales des déformations sont approxi-
mativement de 2 × 10−4 sur la composante γxz à z = −17.1 m et de 4 × 10−5 pour la
composante γyz à z = −16.1 m, ce qui est en accord avec les valeurs estimées par GUÉGUEN
[Gué16] en utilisant le proxy PGA/vs30 pour la déformation en cisaillement.
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Figure 5.11.: Évolution temporelle des composantes horizontales de la vitesse particulaire à la
surface de la colonne de sol hétérogène. Comparaison entre les simulations, avec et
sans amortissement visqueux et les enregistrements à la station TST.
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Figure 5.12.: Évolution temporelle de la composante verticale de la vitesse particulaire. Compa-
raison entre la simulation avec amortissement visqueux et les enregistrements à la
station TST. Une surestimation de l’amplitude autour de l’arrivée à t = 2.1 s est
clairement observée (voir ellipses noires). À partir de cet instant, une résonance dans
la colonne est établie.
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Figure 5.13.: Évolution temporelle de la contrainte en fonction de la déformation dans la colonne
de sol hétérogène. Comparaison entre les simulations 1D-3C avec et sans amortisse-
ment. Les mesures sont faites là où la déformation est la plus grande pour chaque
composante.
5.4 Influence de l’échantillonnage de la courbe de réduction
de module de cisaillement
Dans cette section, nous proposons de comparer les résultats obtenus lorsque les courbes
G/Gmax sont échantillonnées logarithmiquement ou automatiquement selon la méthode
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décrite en sous-section 2.2.4 p. 26. Pour cela, nous considérons le même cas test que dans
la section 5.2, seule la méthode d’échantillonnage de la courbe de réduction du module de
cisaillement est modifiée ; dans les deux cas N = 50 éléments sont utilisés.
Pour mesurer l’impact de l’échantillonnage, nous comparons les deux méthodes à une
solution de référence. Cette solution de référence est calculée jusqu’à T = 20 s avec un
échantillonnage logarithmique et N = 300 éléments. On propose de mesurer pour chacune
des simulations les temps de calcul relativement au cas linéaire et de mesurer l’erreur par
rapport à la solution de référence. Les résultats sont donnés dans le Tableau 5.2.
Échantillonnage Nombre d’éléments Durée relative Erreur relative
Logarithmique 50 343 2.33%
Automatique 50 87 2.31%
Automatique 150 150 0.25%
Note : les calculs ont été réalisés sur une même machine, avec un processeur Intel
Core i7 cadencé à 3.1 GHz. Pour information, le temps de calcul de la solution
linéaire est de 44 s, celui de la solution de référence nonlinéaire élastique est de
14 h.
Tableau 5.2.: Durée relative par rapport à la simulation linéaire et erreur relative à la solution
élastoplastique de référence, en fonction de la méthode d’échantillonnage et du
nombre de points considérés.
On observe sur ce cas particulier, que lorsque 50 éléments sont utilisés, l’erreur relative
est quasiment identique à la fin de la simulation, mais que le temps de simulation a été
considérablement réduit ; un gain de 75% par rapport à l’échantillonnage logarithmique. Si,
dans le cas de l’échantillonnage automatique, le nombre de points est triplé, pour atteindre
150, on constate que l’erreur par rapport à la solution de référence est de 0.25% seulement
et que le gain de temps est d’environ 56%. Pour une simulation deux fois plus courte,
l’erreur relative a été divisée par dix.
La Figure 5.14 nous permet d’observer l’évolution du temps de calcul nécessaire pour que
la simulation globale avance de 0.05 s. On constate tout d’abord que dans le cas linéaire
élastique, la durée de calcul est bien constante pour chaque itération. Cela n’est plus du
tout le cas lorsque le modèle élastoplastique est utilisé. Comme nous l’avions expliqué
dans la sous-section 2.2.4, un appel à la fonction qui calcule la contrainte par rapport
à la déformation dépend de la valeur de la déformation (plus précisement du nombre
de surfaces activées). C’est pourquoi, comme l’illustre la Figure 5.14, la durée de calcul
de chaque itération est différente. On observe que les “premières” itérations ont été plus
longues à calculer, puisque les déformations y ont été plus importantes. Des déformations
plus importantes impliquent dans le modèle MPII plus de surfaces actives et donc un
temps de calcul plus long. On remarquera que la variation du temps de calcul pour 0.05 s
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est plus importante dans le cas de l’échantillonnage logarithmique que dans le cas de
l’échantillonnage automatique. Le temps de calcul de la méthode proposée est moins
sensible aux variations de la déformations.
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Figure 5.14.: Évolution de la durée du temps de calcul pour 0.05 s de simulation.
La Figure 5.15 permet de mieux comprendre comment l’erreur évolue et de comparer la
qualité des solutions obtenues.
De prime abord, les trois traces se superposent très bien à la solution de référence. On
observe dans la première fenêtre, un zoom sur un maximum local, où le mouvement a
été puissant. Pour un nombre d’éléments égal, la solution obtenue avec l’échantillonnage
automatique est nettement plus proche de la référence que celle obtenue avec l’échantillon-
nage logarithmique. En revanche, si on regarde la deuxième fenêtre, on constate qu’un
déphasage apparait progressivement. Celui-ci est moins marqué avec l’échantillonnage
logarithmique parce que la courbe de dégradation de module de cisaillement, à petites
déformations, est mieux approximée dans cette zone ; ce qui in fine réduit le déphasage.
Néanmoins, les gains en terme de temps de calcul font que ce déphasage reste très accep-
table. Pour finir, on notera que la solution obtenue avec l’échantillonnage automatique
et 150 éléments — deux fois plus rapide à calculer que la solution avec l’échantillonnage
logarithmique et 50 éléments — est quant à elle quasiment égale, tout le temps, à la
solution de référence ; tout en étant sept fois plus rapide à calculer. Enfin, la Figure 5.16
5.4 Influence de l’échantillonnage de la courbe de réduction de module de
cisaillement
105
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Temps (s)
0.02
0.01
0.00
0.01
0.02
0.03
Vi
te
ss
e 
v x
 (m
·s
¹)
Référence
Échant. auto ; N=50
Échant. log ; N=50
Échant. auto ; N=150
0.0195
0.0200
11.69 11.70
Figure 5.15.: Évolution de la vitesse en surface.
nous permet d’observer l’évolution de la composante xz de contrainte par rapport à la
déformation à −15 m, là où la déformation est la plus importante. Les mêmes remarques
que pour la Figure 5.15 peuvent être faites, bien que l’erreur de l’approximation du module
de cisaillement à faible déformation — qui introduit le faible déphasage — soit difficile à
observer.
Il n’y a donc pas de doute quant à l’intérêt de bien choisir la méthode d’échantillonnage
pour approximer la courbe de réduction de module de cisaillement. Avec autant d’éléments,
le temps de calcul est nettement réduit, avec plus d’éléments, on parvient à réduire
considérablement l’erreur, tout en ayant un temps de calcul plus court.
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Figure 5.16.: Évolution de la contrainte en fonction de la déformation à −15 m.
Bilan
La méthode DG a été appliquée à la propagation des ondes dans un milieu nonlinéaire
unidimensionnel en prenant en compte le couplage entre les différentes ondes propagées.
Nous avons montré que dans le cas élastoplastique, nous pouvions utiliser le flux numérique
centré. En effet, lorsque la nonlinéarité est grande, alors le modèle élastoplastique introduit,
par construction, de l’amortissement et participe à la stabilisation générale. La couplage
entre les différentes composantes a été observé sur un cas synthétique en utilisant un signal
circulairement polarisé. Un cas réel a pu être reproduit, où nous avons montré également
l’intérêt d’utiliser à amortissement visqueux. Enfin, nous avons illustré à travers un exemple
que selon la manière dont est échantillonnée la courbe de premier chargement, le temps de
calcul du modèle MPII pouvait être significativement réduit, pour une précision similaire.
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Propagation d’une onde dans
un milieu tridimensionnel
élastoplastique
6
„De quoi parlez-vous ? De mètres, de pommes, de
poires ? Ou peut-être s’agit-il de scoubidous?
— Philippe T.
Professeur de physique-chimie, terminale, 2009
Ce dernier chapitre est consacré aux applications 3D. Le code utilisé comme base est celui
présenté dans [DFG09 ; DG15]. Initialement, ce code résout les équations de l’élastodyna-
mique formulées en vitesse/contrainte dans un milieu linéaire. Il permet la propagation
d’ondes dans un milieu réaliste, c’est-à-dire avec une topographie quelconque et un milieu
hétérogène. Les maillages peuvent être non-structurés, mais l’implémentation les restreint
à être conformes. Il est développé avec la bibliothèque OPENMPI, qui permet l’utilisation de
plateforme de calcul parallèle. Ce code utilise un schéma temporel de type saute-mouton et
un flux centré.
Dans le cadre de cette thèse, il a été modifié pour prendre en compte les lois de comporte-
ment nonlinéaires. Entre autres, les modifications/ajouts suivants ont été réalisés :
— la résolution des équations sous forme vitesse/déformation, au lieu de la forme
vitesse/contrainte.
— la possibilité d’utiliser différentes relations constitutives 1. La gestion des lois de
comportement est maintenant gérée dans un module indépendant, ce qui permet
l’ajout de nouvelles lois. La loi de Hooke et le modèle MPII ont été implémentés dans
ce module.
— la gestion des schémas temporels est également faite dans un nouveau module
indépendant. Le schéma saute-mouton et le schéma Runge-Kutta à faible stockage
d’ordre quatre ont été implémentés ; d’autres sont ajoutables.
— la possibilité d’exporter les champs solutions, à chaque nœud du maillage, afin de
réaliser des visualisations/animations, en utilisant le format standard VTK.
1. Sous réserve que le flux centré puisse être utilisé.
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— l’utilisation de l’allocation dynamique, permettant une meilleure gestion de l’em-
preinte mémoire et offrant une plus grande souplesse d’utilisation.
Ce chapitre présente premièrement les vérifications que nous avons effectuées. Nous
voulons nous assurer que la conversion vitesse/contrainte en vitesse/déformation a été
faite correctement. Nous voulons aussi vérifier que les conditions aux frontières ont été
bien adaptées et enfin, que l’implémentation de la source ponctuelle est correcte. Pour cela,
nous étudions plusieurs cas. Dans un premier temps, le cas de la propagation d’une onde
produite par une source explosive dans un demi-espace homogène, proposé par DELCOURTE
et GLINSKY [DG15] est reproduit. Puis, l’implémentation de la source ponctuelle pour un
double couple est vérifiée à l’aide d’un cas test proposé par le projet E2VP — Euroseistest
Verification and Validation Project.
À l’issue de ces vérifications, nous nous intéressons à l’étude des effets nonlinéaires en 3D.
Pour cela, nous considérons le cas du mode propre dans un cube et nous comparons les
résultats dans le cas d’une loi de comportement élastique et élastoplastique. Cette étude est
suivie par la comparaison des résultats obtenus dans le cas d’un bassin à plusieurs couches
encastré dans un rocher lorsqu’une des couches à un comportement linéaire élastique ou
nonlinéaire élastoplastique.
6.1 Vérification de la source (cas linéaire élastique)
6.1.1 Vérification d’une source explosive
La source ponctuelle, telle que définie dans la section 2.4, permet également de simuler
des explosions. Cela se produit lorsque le tenseur du moment sismique est diagonal, de
trace non nulle et que toutes ses composantes diagonales sont égales. Afin de vérifier
l’implémentation de la source dans un cas d’explosion, nous reproduisons un cas test pro-
posé par DELCOURTE et GLINSKY [DG15]. Nous considérons un demi espace, tel qu’illustré
par la figure 6.1. Ce cas test permet de vérifier l’implémentation de la source explosive
ainsi que les conditions absorbantes 2. Le milieu considéré est homogène, avec une densité
ρ = 2800 kg/m3. Les vitesses des ondes de cisaillement et de compression sont respecti-
vement vs = 3700 m/s et vp = 6400 m/s. Une condition de surface libre est appliquée en
z = 0 m alors que sur les autres bords une condition absorbante est utilisée. La source est
située au centre du domaine, à 1000 m de profondeur. Quatre récepteurs sont considérés,
placés à en surface à 6000 m de l’épicentre, tels que l’illustre la Figure 6.1.
2. Voir section 3.2.3, p 43.
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Figure 6.1.: Source explosive dans un demi-espace. La source est représentée par S, les Ci corres-
pondent à la position des quatre capteurs. Source : [DG15]
Le signal de la source s(t) est une ondelette de Ricker, définie par :
s(t) = 3× 10
16
α
√
π
exp
[
−(t− 1)
2
α2
]
(6.1)
avec α = 0.25, ce qui donne une fréquence centrale fc = 1.0 Hz, une fréquence maximale
fmax = 3.0 Hz et donc une longueur d’onde minimale λmin = vs/fmax ≈ 1233 m. Le moment
sismique considéré est défini par :
M0 =

1 0 0
0 1 0
0 0 1
 . (6.2)
À l’instant initial, les champs v et ε sont nuls. Le maillage utilisé est non-structuré, construit
pour avoir environ deux éléments par longueur d’onde minimale. Les caractéristiques du
maillage sont données dans le Tableau 6.1.
1er quartile médiane 3e quartile
442 m 501 m 546 m
Note : Le maillage contient 54 842 élé-
ments.
Tableau 6.1.: Quartiles du diamètre des sphères inscrites des éléments du maillage.
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Le schéma temporel saute-mouton est utilisé, les polynômes d’interpolation sont d’ordre
quatre. Les calculs ont été réalisés sur le cluster de l’INRIA, en utilisant 64 processeurs en
parallèle. Le temps de calcul pour arriver à t = 6 s est de 23 min.
La solution obtenue est comparée avec celle calculée par DELCOURTE et GLINSKY [DG15],
où un schéma temporel saute-mouton, des polynômes d’interpolation d’ordre quatre, un
maillage structuré, avec une arête de h = 500 m sont utilisés. L’évolution de la composante
vz de la vitesse particulaire est montrée la Figure 6.2. On constante dans un premier temps
que la source ponctuelle avec un Dirac et les conditions aux limites semblent correctement
implémentées. Ensuite, on peut remarquer que la solution obtenue est légèrement plus
proche de la solution de référence 3 que celle calculée par DELCOURTE et GLINSKY [DG15].
Dans leur étude, les auteures ont choisi de modéliser la source ponctuelle par une fonction
Gaussienne, plutôt qu’un Dirac. Cette fonction a un support spatial non négligeable et c’est
sans doute en partie de là que proviennent les différences.
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Figure 6.2.: Comparaison de la composante vz avec la solution obtenue par DELCOURTE et GLINSKY
[DG15] et la solution de référence, au capteur C1.
La Figure 6.3 illustre le champ de vitesse à quatre instants différents. La visualisation est
faite dans une partie du domaine seulement, de sorte que l’on puisse voir ce qu’il s’y passe
à l’intérieur. La couleur correspond à la norme du vecteur vitesse v. L’échelle de couleurs
varie linéairement du bleu (‖v‖ = 0) au rouge (‖v‖ = 8.4× 10−4 m/s). Enfin, à l’instant t,
3. La solution de référence est calculée aux différents capteurs en utilisant la méthode Discrete Wave
Number [BA77].
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chaque point de visualisation est déplacé de sa position initiale x0 en x(t) = x0 +αv(t) où
α est une constante choisie pour une meilleure visibilité.
(a) t = 1.75 s. (b) t = 3.16 s.
(c) t = 4.58 s. (d) t = 6.00 s.
Figure 6.3.: Évolution du champs de vitesse dans le domaine. Chaque point de visualisation est
déplacé en x(t) = x0 + αv(t), α ∈ R.
Sur la Figure 6.3a, nous pouvons apprécier le front d’ondes P qui arrive à la surface
libre, où des ondes de Rayleigh sont générées et propagées à une vitesse approximative
de vr ≈ 0.87+1.12ν1+ν vs ≈ 0.92vs = 3403.40 m/s. Ce front d’onde est visible par les fortes
amplitudes rouges en surface. D’autre part, dans le volume, les ondes PP réfléchies et la
convertie PS à la surface libre sont également visibles.
6.1.2 Comparaison cas test E2VP
Nous proposons dans ce cas test de vérifier l’implémentation de la source ponctuelle
dans le cas d’un double couple. Pour cela, nous allons reproduire le cas CAN1 du projet
E2VP — Euroseistest Verification and Validation Project, dont le site web est accessible à
l’adresse http://www.sismowine.org/. Il s’agit d’un demi-espace, homogène isotrope avec
un rapport vp/vs grand. Numériquement, cela est assez difficile à appréhender puisqu’une
petite valeur de vs va impliquer un maillage fin, pour vérifier le critère de précision 4 et une
grande valeur de vp implique un pas de temps petit, pour vérifier le critère de stabilité 5.
Nous considérons les propriétés suivantes : vs = 200 m/s, vp = 1500 m/s et une densité
4. Voir sous-section 3.5.1, p. 50.
5. Voir sous-section 3.5.2, p. 50.
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ρ = 2100 kg/m3. La source est supposée ponctuelle avec le mécanisme 6 suivant : θ = 22.5◦,
δ = 90◦ et λ = 0◦. Le moment sismique M0 est de M0 = 1018 Nm et est pondéré dans le
temps par la fonction s(t) suivante :
s(t) = exp
(
−ω
2
γ2
(t− ts)2
)
cos (ω(t− ts) + ϑ) , (6.3)
avec ω = 2πfp, fp = 1.5 Hz, γ = 2, ϑ = π/2 et ts = 1 s.
Compte tenu de l’implémentation de la source telle que nous l’avons faite, nous devons
aussi calculer ṡ(t), qui est donnée par :
ṡ(t) = −ω sin (ω (t− ts) + ϑ) exp
(
−ω
2
γ2
(t− ts)2
)
− (6.4)
2ω2
γ2
(t− ts) cos (ω (t− ts) + ϑ) exp
(
−ω
2
γ2
(t− ts)2
)
.
La Figure 6.4 illustre l’évolution temporelle de s(t) et ṡ(t), ainsi que leur spectres de Fourier
respectifs.
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(a) Évolution temporelle de la source s(t) et de sa
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Figure 6.4.: Description temps/fréquence de la source s(t).
La source est localisée en (0, 0, 25 m). Le cas test proposé n’impose pas de contrainte
particulière sur la géométrie du maillage si ce n’est une liste de capteurs où la solution
de référence est calculée pour comparaison. Ces capteurs sont positionnés selon l’axe des
6. Voir section 2.4, p. 31.
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abscisses, espacés de 500.00 m et sur la diagonale du repère (Ox,Oy), espacés de 500.64 m.
Une surface libre est considérée à z = 0 et des bords absorbants sont utilisés ailleurs 7.
La Figure 6.5 illustre la géométrie retenue ainsi que les capteurs considérés. Afin de réduire
la taille du maillage et donc le temps de calcul, tous les capteurs du cas test n’ont pas été
considérés ; notre but est de vérifier l’implémentation du mécanisme de la source, pour cela
seulement quelques capteurs suffisent. La géométrie est choisie afin de réduire le nombre
d’éléments, par rapport à l’utilisation d’un pavé par exemple, tout en permettant à chaque
récepteur d’être à une distance d’au moins 1000 m du bord du domaine.
Figure 6.5.: Géométrie utilisée pour le test CAN1. Vue de dessus. Le disque vert représente la
localisation de l’hypocentre, les disques rouges la localisation de deux forages (un
capteur tous les 50 m) et en noir, la localisation de capteurs surfaciques. Une profondeur
de 1000 m est considérée. La distance entre les récepteurs et les bords du domaine est
d’au moins 1000 m également.
Compte tenu de la fréquence maximale de la source, fmax ≈ 5 Hz et de la vitesse minimale
du milieu, la longueur d’onde minimale est environ λmin = 40 m. Pour avoir dix points par
longueur d’onde minimale, en utilisant une approximation spatiale d’ordre 4, il faut un
maillage avec des éléments dont le diamètre de la sphère inscrite est de l’ordre de 20 m
(Le site Sismowine suggère de faire des arêtes de 10 m). Le maillage obtenu est visible sur
la Figure 6.6.
7. Voir section 3.2, p 41.
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1er quartile médiane 3e quartile
22 m 25 m 27 m
Note : Le maillage contient 270 105 élé-
ments.
Tableau 6.2.: Quartiles du diamètre des sphères inscrites des éléments du maillage.
(a) 270 105 tétraèdres. (b) Coupe sur le plan x = 500 m.
Figure 6.6.: Maillage tétraèdrique non-structurés utilisés pour le cas test CAN1.
Le pas de temps obtenu grâce à la condition CFL optimale est de 5.75× 10−4 s, ce qui nous
permet de la propager l’onde durant dix secondes en 90 min sur le cluster de l’INRIA en
utilisant 128 processeurs.
Sur la Figure 6.7, on observe les traces des vitesses particulaires enregistrées en certains
capteurs, pour chacune des trois composantes. Dans l’ensemble, on note que le mouvement
obtenu est en adéquation avec la solution de référence ; les amplitudes et les temps d’arrivée
sont correctement calculés. Ainsi, ce cas test nous permet de vérifier l’implémentation de la
source ponctuelle dans le cas d’un double couple, que la géométrie retenue est bonne et
que la taille de maille choisie l’est également.
La distance entre les bords absorbants du domaine et les capteurs a été fixée à 1000 m
minimum, ce qui représente ici beaucoup d’éléments de maillage. On imagine que du
temps de calcul pourrait être économisé en réduisant le domaine. Nous avons construit
un second maillage en limitant cette distance à 500 m, ce qui nous permet de n’avoir
plus que 123 475 éléments, soit une réduction de 54%. Comme nous pouvons l’observer
sur la Figure 6.8, qui compare les solutions obtenues avec les deux maillages, des ondes
parasites apparaissent à partir de t = 6.5 s. Il s’agit des réflexions des ondes sur les bords
absorbants du domaine, qui ne sont pas parfaits et trop proches des points de visualisation.
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(b) Vitesses en (354, 354, 0).
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(c) Vitesses en (1000, 0, 0).
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(d) Vitesses en (1062, 1062, 0).
Figure 6.7.: Traces enregistrées pour le cas test CAN1. En pointillés rouges est représentée la
solution de référence, fournie par E2VP. En vert la solution que nous obtenons avec
des bords absorbants à 1000 m des récepteurs.
En outre, jusqu’à l’apparition de ces ondes parasites, on constate que les solutions obtenues
sont identiques aux points considérés.
Remarque. On notera que l’amplitude des vitesses calculée n’est pas très réaliste. Le moment
sismique est de l’ordre de 1018 Nm et donc la magnitude de moment est deMw = 23 log10 (M0)−
6.07 = 5.93. Fort heureusement pour nous, un tel séisme ne se produit jamais à 25 m de
profondeur. . . Il s’agit ici simplement d’un cas test linéaire élastique qui permet de vérifier une
méthode numérique. L’amplitude n’a pas vraiment d’importance dans le cas linéaire, puisque
les solutions sont identiques à un facteur près. Ce qui n’est plus le cas lorsqu’une loi nonlinéaire
est considérée.
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(b) Vitesses en (354, 354, 0).
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(c) Vitesses en (1000, 0, 0).
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Figure 6.8.: Comparaisons des traces des vitesses particulaire obtenues dans le cas où le bord du
domaine est à 1000 m (vert) et où le bord à est 500 m (orange).
6.2 Mode propre d’un cube
6.2.1 Comparaison linéaire élastique et élastoplastique
Les cas test 3D précédents nous ont permis de vérifier l’implémentation de la source ainsi
que des conditions limites (surfaces libres, absorbantes) 8. Le cas test présent permettra
quant à lui d’observer et commenter les effets nonlinéaires. On considère le cas de la
propagation d’un mode propre dans une cube. Le domaine est le cube unitaire [0, 1 m]3,
chacune de ses surfaces est considérée comme une surface libre. DELCOURTE et GLINSKY
8. Voir section 3.2, p 41.
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[DG15] ont montré que dans le cas linéaire élastique, une solution exacte en temps et en
espace est donnée par le système suivant, en formulation vitesse/contrainte :
vx (x, t) = cos (πx) [sin (πy)− sin (πz)] cos (Ωt) ,
vy (x, t) = cos (πy) [sin (πz)− sin (πx)] cos (Ωt) ,
vz (x, t) = cos (πz) [sin (πx)− sin (πy)] cos (Ωt) ,
σxx (x, t) = −A sin (πx) [sin (πy)− sin (πz)] sin (Ωt) ,
σyy (x, t) = −A sin (πy) [sin (πz)− sin (πx)] sin (Ωt) ,
σzz (x, t) = −A sin (πz) [sin (πx)− sin (πy)] sin (Ωt) ,
σxy (x, t) = σxz (x, t) = σyz (x, t) = 0,
(6.5)
avec A =
√
2ρµ et Ω = π
√
2µ
ρ .
La condition initiale en formulation vitesse/contrainte peut être transformée en formulation
vitesse/déformation en utilisant la matrice C−1 telle que définie par l’Équation (2.16),
p. 18. On notera que la partie isotrope de tenseur des contraintes est nulle pour tout (x, t),
donc la partie isotrope des déformations l’est également. De fait, dans ce cas test il y a
seulement des ondes de cisaillement qui se propagent, puisque le changement de volume
est nul.
Le cas linéaire élastique avec un schéma temporel saute-mouton a été étudié par DELCOURTE
et GLINSKY [DG15], notamment à travers une étude de convergence. Nous proposons ici
d’observer et d’analyser les effets d’une loi de comportement nonlinéaire en comparant les
cas linéaire élastique et nonlinéaire élastoplastique.
On considère un milieu dont les paramètres mécaniques sont ρ = 1 kg/m3, λ = 0.5 Pa et
µ = 0.25 Pa et deux cas :
— le cas linéaire élastique, où la loi de Hooke est utilisée ;
— le cas élastoplastique, où le modèle de MPII est utilisé. On considère une courbe
G/Gmax hyperbolique, avec γref = 5. La valeur choisie pour ce paramètre n’est pas
réaliste, mais adaptée pour être en adéquation avec les valeurs utilisées pour ρ, λ et
µ.
Dans les deux cas, la condition initiale est choisie grâce à l’équation (6.5) évaluée à t = 0 s.
Ce système n’est pas une solution pour tout (x, t) dans le cas élastoplastique ; en particulier
il n’est pas possible de connaitre la solution exacte à t = ∆t2 et donc d’utiliser un schéma
temporel de type Saute-Mouton. C’est pourquoi nous avons choisi ici la méthode de Runge-
Kutta à faible stockage d’ordre quatre, notée LSRK4-DG-P4. Le maillage utilisé est structuré
et fin. Nous utilisons des tétraèdres dont l’arête mesure 0.1 m ce qui implique que les
diamètres des sphères inscrites sont d’environ 0.05 m. En supposant une forte nonlinéarité
6.2 Mode propre d’un cube 119
et une chute de la vitesse de propagation vs de 50%, alors, en utilisant une interpolation
d’ordre quatre, la simulation est précise jusqu’à fmax = (0.50× vs)/(2× 0.05) = 2.5 Hz. Les
calculs sont réalisées sur le cluster de l’INRIA, en utilisant 20 processeurs.
La Figure 6.9 décrit l’évolution temporelle des composantes de la vitesse particulaire
obtenues au point (1.0, 1.0, 0.5). On observe une diminution de la vitesse de propagation,
ainsi qu’une diminution de l’amplitude dans le cas élastoplastique. La vitesse de propagation
est diminuée parce que le matériau s’affaiblit, on observe donc un déphasage par rapport
à la solution du cas linéaire. L’amplitude de la vitesse est quant à elle diminuée par
l’amortissement hystérétique. Dans un premier temps, l’amplitude de vitesse est grande
et donc la déformation également, ce qui produit de grandes boucles d’hystérésis et par
conséquent un amortissement important. Au fur et à mesure que l’amortissement fait
diminuer les amplitudes de vitesse et de déformation, la taille des boucles d’hystérésis
diminue également et de fait, l’amortissement aussi. C’est pourquoi, à partir d’un certain
temps, on ne distingue plus les « effets nonlinéaires ». Il n’y a plus d’amortissement de la
vitesse particulaire et la vitesse de propagation ne change plus. Dans ce cas là, c’est aux
alentours de 70 s. Il y a un retour dans la zone d’élasticité du matériau.
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Figure 6.9.: Traces des composantes de la vitesse particulaire au point (1.0, 1.0, 0.5) dans les cas
linéaire élastique et élastoplastique (avec γref = 5).
Les Figures 6.10 montrent le champ de vitesse à quatre instants dans les deux cas. Sur
chaque sous-figure, est présentée à gauche la solution linéaire et à droite la solution
élastoplastique. Le même type de visualisation que précédemment est utilisé, à savoir
120 Chapitre 6 Propagation d’une onde dans un milieu tridimensionnel élastoplastique
que la couleur correspond à la norme du vecteur vitesse v. L’échelle de couleurs varie
linéairement du bleu (‖v‖ = 0) au rouge (‖v‖ =
√
2 m/s). Et, à l’instant t, chaque point
de visualisation est déplacé de sa position initiale x0 en x(t) = x0 + αv(t) où α est une
constante choisie pour une meilleure visibilité. Les différents instants de visualisation sont
des multiples de la période ; ainsi comme on peut le voir dans le cas linéaire, chacune
des figures est identique. En revanche, dans le cas élastoplastique, on observe les effets
d’amortissement et de déphasage.
(a) t = 0 s. (b) t = T0.
(c) t = 2T0. (d) t = 3T0.
Figure 6.10.: Évolution du champs de vitesse dans le cas du mode propre. Sur chaque figure, on
compare le cas d’un milieu linéaire élastique (gauche) au cas d’un milieu nonlinéaire
élastoplastique (droite). Les champs de vitesse sont montrés sur quatre périodes
(T0 =
√
2 s), ce qui permet d’avoir, dans le cas linéaire, le même champs. Chaque
point de visualisation est déplacé en x(t) = x0 + αv(t), α ∈ R.
Enfin, le spectre de Fourier de la composante vx de la vitesse au point (1.0, 0.7, 0.5) est
représenté sur la Figure 6.11 pour les deux cas, linéaire élastique et nonlinéaire élastoplas-
tique. Les deux spectres ont été normalisés et lissés par la méthode proposée par KONNO et
OHMACHI [KO98], classique en sismologie.
Comme nous l’attendions, la composante x de la vitesse dans le milieu linéaire élastique
est composée d’une seule fréquence. On retrouve bien la fréquence théorique attendue, à
savoir f lin0 = Ω2π =
1
2
√
2µ
ρ =
√
2
4 Hz ≈ 0.3535 Hz. Concernant le spectre de la composante
x de la vitesse dans le milieu élastoplastique, nous mesurons une baisse de fréquence de
l’ordre de 4.79% pour atteindre fplas0 ≈ 0.3366 Hz. Nous notons l’apparition d’harmoniques.
Compte tenu du fait que nous avons utilisé une loi nonlinéaire présentant un phénomène
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Figure 6.11.: Spectre de Fourier de la composante x de la vitesse au point (1.0, 0.7, 0.5). La ligne
verticale verte représente la fréquence propre théorique f lin0 =
√
2
4 Hz du cube dans
une configuration élastique. La première ligne verticale rouge représente la fréquence
propre fplas0 mesurée du cube dans une configuration élastoplastique. Les lignes
rouges suivantes sont les harmoniques.
d’hystérésis, nous nous attendons à voir la présence d’harmoniques impaires [VJS00]. Cela
a également été mis expérimentalement en évidence par REMILLIEUX et al. [Rem+17] par
la propagation d’un pulse dans un milieu unidimensionnel. Dans notre cas, les fréquences
3fplas0 et 5f
plas
0 sont clairement visibles. On observe également la présence d’énergie autour
de 4fplas0 ainsi qu’entre 2f
plas
0 et 3f
plas
0 qui pourrait être liée à l’excitation d’autres types de
modes (comme une torsion). La présence d’énergie à cette fréquence pourrait être due à
un effet de la nonlinéarité dans un milieu tridimensionnel.
6.2.2 Influence de l’amplitude sur le temps de calcul, en fonction de la
méthode d’échantillonnage de la courbe de réduction du module
de cisaillement
Dans cette section, nous proposons d’étudier numériquement le temps de calcul d’une
simulation élastoplastique en fonction de l’amplitude du mouvement. Il s’agit de vérifier
l’hypothèse formulée dans la sous-section 2.2.4, à savoir que le coût de la simulation est
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proportionnel au nombre de surfaces activées et donc directement lié à la déformation
maximale dans le modèle MPII.
Pour appuyer le propos, l’exemple du mode propre est utilisé, avec les mêmes paramètres
de milieu et en particulier la même courbe de dégradation du module de cisaillement que
précédemment. Nous utilisons également la même méthode numérique (schéma spatial et
temporel) et le même maillage. Nous comparons les temps de calcul obtenus lorsque la
méthode d’échantillonnage logarithmique ou automatique est utilisée 9.
On pourra remarquer que dans le cas linéaire, chaque équation du système (6.5) décrivant
le mode propre peut être pondérée par un réel α ; il est ainsi possible d’obtenir une
amplitude de vitesse arbitraire. Dans le cas où la loi de Hooke est utilisée, nous supposerons
que pour n’importe quel α ∈ R?, la résolution numérique de ce système, jusqu’à un temps
Tfin fixé, prend toujours le même temps CPU. Nous proposons alors de faire varier α en
considérant le modèle MPII 10 et l’implémentation que nous en avons faite et de comparer
au cas linéaire. Tous les autres paramètres restent les mêmes. Selon la valeur de α, plus ou
moins de surfaces de rupture seront activées et donc le temps de calcul sera plus ou moins
impacté. Le cas étudié précédemment correspond à α = 1. Nous faisons varier α de 10−5 à
10. Plus la valeur de α est grande plus la déformation — et par conséquent la nonlinéarité
du milieu — est importante.
Pour différentes valeurs de α, nous calculons le rapport entre le temps de calcul pour une
simulation élastoplastique et une simulation linéaire. La Figure 6.12 représente ce rapport
en fonction de α. On constate que l’augmentation du temps de calcul dépend de la valeur α.
On remarquera que la tendance décrite est la même que sur la Figure 2.6 p. 29. C’est-à-dire
que nous retrouvons ici numériquement que le coût du modèle MPII est linéairement
dépendant du nombre de surfaces actives. Lorsque l’échantillonnage logarithmique est
utilisé, les surfaces du modèle MPII sont équiespacées en échelle logarithmique. En faisant
varier α linéairement sur une échelle logarithmique, il est donc logique que nous retrouvions
un coût de calcul proportionnel à α. Lorsque l’échantillonnage automatique est utilisé, ces
surfaces ne sont plus équiespacées en échelle logarithmique, mais placées au mieux. Ainsi,
pour une déformation donnée (ici un α), moins de surfaces sont actives, le temps de calcul
est donc réduit.
Remarque (Temps de calcul). Nous venons de voir que le temps de calcul dépend du nombre
de surfaces actives dans le modèle MPII. Dans le cas du mode propre, le nombre de surfaces
actives est maximal à l’instant initial puis, à cause de l’amortissement hystérique, diminue.
De fait, chaque pas de temps de calcul n’est pas proportionnel et les résultats obtenus —
9. Voir sous-section 2.2.4, p. 26.
10. Voir section 2.2.3, p. 20.
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Figure 6.12.: Multiplication du temps de calcul par rapport au modèle linéaire en fonction de
l’amplitude de la vitesse α. N = 50 surfaces sont considérées. Les calculs ont été
réalisé sur une même machine, avec une machine équipée de quatre processeurs Intel
Core I5, cadencé à 3.3 GHz. Les simulations ont été calculées jusqu’à t = 2 s.
notamment pour les multiplication de temps de calcul par rapport au cas linéaire — sont donc
dépendants de l’instant final choisi. Les calculs ont été réalisés jusqu’à t = 2 s.
6.3 Analyse des effets nonlinéaires couplés aux effets 3D
d’un bassin hémisphérique hétérogène
6.3.1 Description du cas test
L’objectif de cette section est d’analyser les effets nonlinéaires obtenus dans un bassin tridi-
mensionnel aux propriétés réalistes. Nous considérons le domaine Ω0 = [−2500 m, 2500 m]2×
[0 m, 3000 m]. Dans ce domaine, une demi sphère de centre (0, 0, 0) et de rayon 500 m est
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incluse, matérialisant ainsi le bassin. Les cents premiers mètres de cette demi sphère dé-
finissent le milieu Ω1, le reste de celle-ci le milieu Ω2. Enfin, le rocher est défini comme
étant Ω3 = Ω0 \ (Ω1
⋃
Ω2). Les propriétés des milieux sont données dans le Tableau 6.3. Un
schéma de la géométrie est visible sur la Figure 6.13.
(a) Vue de profil. (b) Vue de dessus avec la description du mécanisme
au foyer.
Figure 6.13.: Schéma de la géométrie du bassin sédimentaire 3D considéré. Le point rouge corres-
pond à la localisation de la source. Le schéma n’est pas à l’échelle.
Milieu Densité (kg/m3 ) vs (m/s ) vp (m/s ) Épaisseur maximale (m )
Ω1 2000 200 600 100
Ω2 2100 400 800 400
Ω3 2600 2600 4500 3000
Tableau 6.3.: Propriétés des milieux considérés.
Nous considérons deux cas possibles :
1. Les milieux Ω1, Ω2 et Ω3 ont tous un comportement linéaire élastique modélisé par la
loi de Hooke. Ce cas est nommé « cas linéaire élastique ».
2. Le milieu Ω1 a un comportement nonlinéaire élastoplastique, modélisé par le modèle
MPII et construit suivant une courbe de dégradation hyperbolique avec une défor-
mation de référence γr = 10−4. Les milieux Ω2 et Ω3 conservent un comportement
linéaire élastique modélisé par la loi de Hooke. Ce cas est nommé « cas nonlinéaire
élastoplastique ».
6.3 Analyse des effets nonlinéaires couplés aux effets 3D d’un bassin
hémisphérique hétérogène
125
Nous supposons une source ponctuelle 11, de type double couple, de coordonnées (500, 0, 2000)
et ayant le mécanisme suivant : M0 = 3× 1014 Nm, φ = 22.5◦, δ = 90◦ et λ = 0◦ (le même
que pour le cas test de la sous-section 6.1.2). Le mécanisme au foyer est représenté graphi-
quement sur la Figure 6.13. Le moment sismique M0 est pondéré en fonction du temps par
la fonction s1(t) dont la trace et le spectre de Fourier sont présentés sur la Figure 6.14a
et sur la Figure 6.14b. Sont également présentés la trace et le spectre de Fourier de la
dérivée temporelle de s1(t), puisque c’est ce qui est numériquement utilisé pour initier le
mouvement.
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10 2 10 1 100 101
fréquence (Hz)
0.0
0.2
0.4
0.6
0.8
1.0
un
ité
s a
rb
itr
ai
re
s
(s1)(f)
(s1)(f)
(b) Spectre de Fourier de s1 et ṡ1, fréquence maxi-
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Figure 6.14.: Description temps/fréquence de la source s1(t).
La Figure 6.15 offre une coupe verticale du maillage utilisé. Le maillage est généré avec
l’outil GMSH 12 et contient 87 196 tétraèdres, soit 3 051 860 degrés de liberté par variable
puisqu’une interpolation de degré quatre est utilisée. La taille des éléments a été choisie
de sorte à propager une onde avec la même précision jusqu’à une fréquence maximale
de 6 Hz, selon la procédure détaillée dans la sous-section 3.5.1. Nous savons que la
fréquence maximale du signal peut augmenter à cause de la nonlinéarité, elle est donc
choisie supérieure à la fréquence maximale de la source. De même, compte tenu de la
nonlinéarité, la vitesse de propagation de la couche superficielle va être réduite au cours
de la simulation. Nous supposons que la déformation maximale engendrera une chute de
50% de la vitesse au maximum. La taille de maille dans la couche superficielle doit donc
être de l’ordre de h = (vs × 0.5) / (2fmax) = 100/12 ≈ 9.33 m. Le description des tailles
caractéristiques du maillage est résumée dans le Tableau 6.4. La Figure 6.16 présente les
histogrammes des tailles caractéristiques des éléments du maillage, groupés par milieu. La
solution est calculée jusqu’à t = 60 s avec le modèle LF-DG-P4. Le pas de temps est égal à
dt = 8.475× 10−5 s.
11. Voir section 2.4, p. 31.
12. http://gmsh.info/
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Figure 6.15.: Coupe selon l’axe Ox du maillage en (0, 0, 0). En bleu, le milieu Ω3, en jaune le milieu
Ω2 et en vert le milieu Ω1.
1er quartile médiane 3e quartile
Ω1 7 m 9 m 11 m
Ω2 8 m 10 m 15 m
Ω3 15 m 90 m 120 m
Note : Le maillage contient 87 196 éléments.
Tableau 6.4.: Quartiles du diamètre des
sphères inscrites des éléments du
maillage.
0 25 50 75 100 125 150 175
h (m)
0
2000
4000
6000
8000
10000
12000
No
m
br
e 
d
él
ém
en
ts
3
2
1
Figure 6.16.: Histogrammes du diamètre des
sphères inscrites des éléments du
maillage, par milieu.
6.3.2 Analyse des résultats
La Figure 6.17 présente les traces temporelles des trois composantes de la vitesse au
centre de bassin en (x, y, z) = (0, 0, 0), selon que le comportement du milieu Ω1 soit
considéré linéaire élastique ou nonlinéaire élastoplastique. On observe dans ce dernier cas
que l’atténuation hystérétique est très importante sur les trois composantes. On notera
également un déphasage entre les deux solutions sur les premières arrivées, ce qui traduit
une diminution momentanée de vitesse de propagation du milieu. Sur la Figure 6.18 on
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observe la vitesse mesurée à la base de la demi-sphère en (x, y, z) = (0, 0,−500 m). On
observe que la loi de comportement de la couche superficielle n’a que peu d’impact sur les
enregistrements au fond du bassin.
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Figure 6.17.: Vitesses particulaires au centre du domaine (x, y, z) = (0, 0, 0). Zoom sur les quinze
premières secondes.
Étant donné la forte impédance entre le bassin Ω1
⋃
Ω2 et le rocher Ω3, les ondes sismiques
y restent piégées et la durée du signal en surface est largement supérieure à la durée
de la source. On peut le constater clairement sur la Figure 6.19a et la Figure 6.19b, qui
représentent les traces temporelles de la composante vx de la vitesse enregistrée sur l’axe
horizontal Ox dans le cas linéaire élastique et élastoplastique. Les ondes sismiques restent
dans le bassin, c’est-à-dire X = [−500 m, 500 m]. On retrouvera en Appendice A, les traces
des autres composantes de la vitesse sur lesquelles les mêmes observations peuvent être
faites.
Le PGV 13 est de 0.090 m/s dans le cas élastique et 0.020 m/s dans le cas élastoplastique.
La vitesse de propagation des ondes de cisaillement dans les trente premiers mètres du
modèle est égale à vs30 = 200 m/s. De fait, en utilisant le proxy de déformation maximale
PGV/vs30 [Rat+01 ; Cha+15 ; Gué16], nous nous attendons à avoir une déformation
maximale de 0.045% et 0.010% de le cas élastique et élastoplastique, respectivement.
Nous pouvons observer sur la Figure 6.20 la déformation maximale au cours du temps le
long de la colonne verticale de coordonnées (0, 0, z). Les lignes en pointillés horizontales
13. Peak Ground Velocity, la vitesse maximale en surface.
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Figure 6.18.: Vitesses particulaires au fond du bassin en (0, 0,−500 m). Zoom sur les quinze pre-
mières secondes.
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Figure 6.19.: Composante x de la vitesse particulaire en surface sur l’axe Ox du domaine. Zoom
sur les quinze premières secondes.
représentent les interfaces des milieux, les lignes en pointillés verticales représentent le
paramètre γref du milieu. Dans le cas élastoplastique, lorsque la déformation atteint γref, la
vitesse de propagation des ondes de cisaillement est divisée par deux par rapport au cas
linéaire élastique. On constate que la déformation maximale dans le cas élastoplastique
a atteint cette valeur. On note également que la déformation maximale est localisée au
niveau de l’interface entre les deux premières couches les plus superficielles, comme l’ont
également observé GELIS et BONILLA [GB14]. Dans le cas élastique la déformation maximale
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ne semble pas être concentrée autour des interfaces. On constate que le proxy PGV/vs30 ,
sur notre cas particulier, mène à une surestimation de la déformation maximale dans le cas
linéaire élastique puisque la déformation maximale enregistrée est de 0.023%. En revanche,
dans le cas élastoplastique, nous retrouvons exactement la même valeur que celle donnée
par le proxy, à savoir 0.010%.
0.00 0.01 0.02
(%)
400
200
0
Pr
of
on
de
ur
 (m
)
Exx xy xz
0.00 0.01 0.02
(%)
Eyy yz
0.00 0.01 0.02
(%)
Ezz
Élastique (s1)
Élastoplastique (s1)
Figure 6.20.: Déformation déviatorique maximale, en fonction de la profondeur (0, 0, z). Les lignes
horizontales représentent les interfaces entre les milieux. La ligne verticale représente
l’axe γ = γref.
Les courbes contraintes/déformations sont présentées sur la Figure 6.21. Les contraintes et
déformations sont mesurées à la position (0, 0,−95 m). Il s’agit de la position correspondant
à la plus grande déformation élastoplastique de la colonne. On observe que le mouvement
imposé, ayant une forte amplitude mais de courte durée (≈ 1 s), a généré une boucle
d’hystérésis importante puis que très vite le système est revenu à une dynamique quasi-
linéaire.
On peut également observer sur la Figure 6.22 l’histoire temporelle de la composante yz de
la déformation enregistrée au point (0, 0,−95 m). On observe dans le cas élastoplastique
une grande valeur de déformation entre 2.5 s et 5 s. Cela confirme que le milieu a subi une
forte déformation qui a entrainé une déformation permanente du milieu, qui oscille ensuite
faiblement autour de 0.001%, puis qu’il y a eu retour à un régime quasi-linéaire.
Nous proposons maintenant d’examiner l’impact du comportement élastoplastique sur les
rapports spectraux (ou fonction de transfert, dans le cas linéaire) concernant ce cas test
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Figure 6.21.: Contrainte déviatorique en fonction de la déformation déviatorique au point
(0, 0,−95 m). La courbe en pointillés bleus représente la courbe de premier char-
gement, utilisée pour calibrer de le modèle élastoplastique.
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Figure 6.22.: Évolution temporelle de la composante yz de la déformation enregistrée au point
(0, 0,−95 m). Zoom sur les trente premières secondes.
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particulier. Pour cela, nous calculons le rapport entre les spectres de l’évolution temporelle
de la vitesse particulaire enregistrée aux points (0, 0, 0) et (0, 0,−500 m) — à la surface et
à l’interface bassin/rocher — dans les cas linéaire élastique et élastoplastique. Les spectres
sont lissés suivant la méthode de KONNO et OHMACHI [KO98] avant d’en calculer le rapport.
C’est ce que l’on appelle BSR pour Borehole Spectral Ratio et est considéré comme une
estimation précise de l’amplification d’un site [SO87]. Ces rapports spectraux sont visibles
sur la Figure 6.23a pour la composante x et sur la Figure 6.23b pour la composante y. La
composante z est donnée en annexes. Ces rapports spectraux permettent de voir quelles
sont les fréquences amplifiées par le milieu et de quelle valeur.
Intéressons nous, dans un premier temps au rapport spectral de la solution linéaire élastique.
Le premier et le second pics d’amplification correspondent à la fréquence de résonance du
bassin total — Ω1
⋃
Ω2 — et de la couche superficielle — Ω1 — respectivement. Dans le
cas d’un modèle tabulaire à une seule couche, la fréquence de résonance fondamentale de
celle-ci est obtenue par la formule suivante, classique en sismologie :
f = vs4H , (6.6)
où vs est la vitesse de propagation des ondes de cisaillement et H l’épaisseur de la couche
superficielle. Cette formule, appliquée dans notre cas donne f = 2004×100 = 0.50 Hz. Cette
fréquence est marquée sur cette Figure 6.23 par une ligne verticale rouge, en trait plein.
On constate une sous-estimation sans doute due au fait que la couche Ω1 n’est pas exac-
tement tabulaire et que le mouvement injecté n’est pas une onde plane se propageant
verticalement.
Cette formule a ensuite été adaptée par MEZA-FAJARDO et al. [Mez+16] aux bassins
semi-elliptiques tridimensionnels homogènes. Elle devient alors :
f = vs4H ×
(
1 + κ̃−1.24h
)
, (6.7)
où κ̃h est le rapport de forme équivalente 14, égale à κ̃h = 0.866 dans le cas d’une demi-
sphère. Dans notre cas, compte tenu de l’hétérogénéité du milieu, nous pouvons calculer
une vitesse de propagation équivalente de la demi-sphère qui est égale à :
veqs =
∑
i hi∑
i hi/vsi
= 500/
(100
200 +
400
400
)
≈ 333 m/s. (6.8)
L’application de la formule (6.7) nous donne alors une fréquence de résonance de f ≈
0.36 Hz, valeur représentée par la ligne verticale rouge en pointillés. On observe toutefois
14. « equivalent shape ratio », défini par [JK88].
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(b) Composante y de la vitesse particulaire.
Figure 6.23.: Rapports spectraux de l’évolution de la vitesse particulaire enregistrée en (0, 0, 0) et
(0, 0,−500 m). La ligne en pointillés rouges correspond à la fréquence de résonance
théorique d’un bassin hémisphérique. La ligne en trait plein rouge correspond à la
fréquence de résonance linéaire théorique de la couche superficielle.
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une légère sous-estimation, qui peut être due au fait que le milieu est hétérogène et que le
mouvement injecté ne provient pas d’une onde plane verticale.
Comparons maintenant les rapports spectraux obtenus dans le cas linéaire élastique et
élastoplastique. Dans le Tableau 6.5 sont reportées les fréquences de résonance mesurées
pour le bassin total — f0 — et la première couche — f1, choisies comme étant les maxima
locaux les plus proches des fréquences théoriques.
fx0 (Hz) fx1 (Hz) f
y
0 (Hz) f
y
1 (Hz)
Élastique 0.405 0.531 0.404 0.531
Élastoplastique (s1) 0.405 0.528 X 0.529
Note : la fréquence fy0 n’est pas assez clairement identifiable dans le
cas élastoplastique pour être reportée.
Tableau 6.5.: Fréquences de résonance du bassin dans le cas élastique et élastoplastique.
On constate que dans les deux cas, les fréquences de résonance restent quasiment identiques.
Il y a un léger décalage vers les basses fréquences dans le cas élastoplastique sur la fréquence
liée à la couche supérieure, mais celui-ci n’est pas très significatif (-0.56% seulement sur
la composante x et -0.38% sur la composante y). Ce résultat semble à première vue
surprenant, puisque nous nous attendions à voir un décalage des fréquences de résonance
vers les basses fréquences. On observe en revanche une nette diminution de l’amplification
à basse fréquence ; l’amplification de la fréquence de résonance selon la composante x du
bassin globale est 74% plus faible dans le cas élastoplastique que dans le cas élastique.
Il semblerait que la cause de ces effets soit liée, entre autre, à la source sismique choisie.
En effet, la source choisie est de forte amplitude, mais de très courte durée. Cela provoque
une forte nonlinéarité instantanée, mais comme celle-ci n’est pas entretenue, il y a très
rapidement un retour à un régime quasi-linéaire. Globalement, la dynamique est donc
quasi-linéaire. La forte nonlinéarité instantanée a provoqué une boucle d’hystérésis impor-
tante, entrainant un fort amortissement hystérétique, qui s’observe par la diminution de
l’amplification à la fréquence globale f0 du bassin. La dynamique étant principalement
linéaire, il n’y a pas eu de diminution entretenue de la vitesse de propagation, ce qui
pourrait expliquer que nous n’observons pas de décalage vers les basses fréquences.
Pour vérifier cette hypothèse, nous considérons le même cas élastoplastique, mais avec une
source s2(t) ayant un support temporel plus long, dont la trace et le spectre de Fourier sont
donnés sur les Figures 6.24a et 6.24b. L’amplitude de la source est identique à la source
s1(t).
La Figure 6.25 compare les vitesses en surface obtenues avec la source s2(t) et avec la
source précédente s1(t). On note que la vitesse maximale en surface (PGV) est très similaire.
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Figure 6.24.: Description temps/fréquence de la source s2(t).
Dans le cas de la source s2(t), de fortes valeurs de vitesse sont constatées jusqu’à environ
t = 7 s.
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Figure 6.25.: Vitesses particulaires au centre du domaine (0, 0, 0). Zoom sur les quinze premières
secondes. Comparaison des vitesses en surface obtenues en fonction de la source.
La Figure 6.26 permet de comparer, toujours au point (0, 0,−95 m) la relation con-
trainte/déformation. La source s2(t) génère un mouvement entretenu durant quelques
secondes (≈ 3 s), cela implique que plusieurs boucles d’hystérésis importantes sont géné-
rées. En comparaison, la relation obtenue avec la source s1(t) ne faisait qu’une seule boucle
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importante. Autrement dit, la nonlinéarité a été plus longue avec la source s2 qu’avec la
source s1. Ainsi le module de cisaillement moyen est plus faible, ce qui implique une plus
grande diminution de la vitesse de propagation.
0.01 0.00 0.01
10
0
10
Co
nt
ra
in
te
 (k
N·
m
²)
Sxx(Exx) xy( xy) xz( xz)
0.01 0.00 0.01
Syy(Eyy) yz( yz)
0.01 0.00 0.01
%
Szz(Ezz)
Élastoplastique (s2)
Élastoplastique (s1)
Figure 6.26.: Contrainte déviatorique en fonction de la déformation déviatorique au point
(0, 0,−95 m). La courbe en pointillés bleus représente la courbe de premier char-
gement, utilisée pour calibrer le modèle élastoplastique. Comparaison des s1(t) et
s2(t).
Enfin, sur les Figures 6.27a et 6.27b nous pouvons comparer les rapports spectraux obtenus
selon les différents cas. Le Tableau 6.6 rapporte les fréquences de résonance mesurées dans
le cas linéaire élastique et dans les cas élastoplastiques en fonction de la source utilisée.
fx0 (Hz) fx1 (Hz) f
y
0 (Hz) f
y
1 (Hz)
Élastique 0.405 0.531 0.404 0.531
Élastoplastique (s1) 0.405 0.528 X 0.529
Élastoplastique (s2) 0.384 0.523 0.384 0.523
Note : la fréquence fy0 n’est pas assez clairement identifiable dans le
cas élastoplastique avec la source s1(t) pour être reportée.
Tableau 6.6.: Fréquences de résonance du bassin dans le cas élastique et élastoplastique avec les
sources s1(t) et s2(t).
On observe un décalage vers les basses fréquences plus important, ce qui traduirait le fait
que la diminution de vitesse de propagation a également été plus importante que dans
le cas où la source s1(t) a été utilisée. On note un décalage significatif du premier pic de
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résonance (-5.19% sur la composante x) associé à la fréquence de résonance du bassin
complet. La nonlinéarité a donc affecté la réponse de tout le bassin, bien que seule la
première couche ait un comportement élastoplastique. Enfin, nous notons que dans le
cas de la source s2(t), l’amplification à basse fréquence (notamment au premier pic) est
significativement supérieure à celle mesurée dans le cas de la source s1(t).
Les effets nonlinéaires observés sont différents, bien que les deux sources génèrent des
ondes dont le PGV est similaire, comme cela a également pu être mis en évidence par GELIS
et BONILLA [GB14] sur un bassin bidimmentionnel.
Bilan
Dans ce dernier chapitre, la méthode DG a été appliquée à la propagation des ondes dans
un milieu tridimensionnel avec prise en compte d’une loi de comportement élastoplastique.
Nous avons vérifié sur des cas linéaires élastiques l’implémentation de la source et des
conditions aux limites. L’influence de la loi de comportement a été étudiée sur le cas d’un
mode propre dans cube. Nous avons pu observer la génération d’harmoniques. Enfin, la
propagation d’ondes générées par une source ponctuelle dans un bassin hémisphérique a
été analysée selon que la couche superficielle de ce bassin ait un comportement linéaire
élastique ou nonlinéaire élastoplastique. Nous avons également mis en évidence que le
support temporel de la source influence les effets de la nonlinéarité.
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Figure 6.27.: Rapports spectraux de l’évolution de la vitesse particulaire enregistrée en (0, 0, 0) et
(0, 0,−500 m). La ligne en pointillés rouges correspond à la fréquence de résonance
théorique d’un bassin hémisphérique. La ligne en trait plein rouge correspond à la
fréquence de résonance linéaire théorique de la couche superficielle.
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„Il y a un temps pour tout. Un temps pour pêcher et
un temps pour remanier les filets.
— Gilles L.
Professeur d’histoire-géographie, 2nd, 2007
L’objectif général de cette thèse était la prise en compte de rhéologies nonlinéaires des sols
dans un contexte de modélisation de la propagation des ondes par une méthode éléments
finis Galerkin Discontinue (DG).
Nous nous sommes dans un premier temps intéressés à la propagation d’ondes dans un
milieu unidimensionnel en prenant en compte une seule onde de cisaillement. Différentes
lois de comportement ont été étudiées : 1) la loi de Hooke linéaire élastique, 2) une loi
nonlinéaire élastique et 3) une loi nonlinéaire élastoplastique avec hystérésis construite à
l’aide du modèle nonlinéaire élastique et des règles de MASING [Mas26]. Dans ce contexte
particulier, nous avons été capables d’introduire un flux numérique décentré, calculé à partir
des conditions de sauts de Rankine-Hugoniot à l’interface entre deux éléments de maillage.
Cela a été possible puisque dans ce cas unidimensionnel simple, les vitesses de propagation
peuvent être analytiquement calculées lorsque la déformation est connue. La robustesse
de ce flux numérique a d’abord été vérifiée dans le cas linéaire élastique en comparant les
résultats de simulations avec ceux obtenus via différentes méthodes déjà éprouvées dans
la littérature sur des solutions en temps et en fréquence. Nous avons pu dans le cas d’une
loi de comportement nonlinéaire élastique exhiber une solution analytique d’une onde
se propageant dans un milieu homogène infini. Cette solution analytique nous a permis
de réaliser une étude de convergence de notre schéma numérique sur un cas nonlinéaire.
Nous avons ainsi pu montrer que l’ordre de convergence théorique attendu était bien
retrouvé (à savoir O
(
hN+1
)
pour une interpolation d’ordre N avec un flux décentré). À
la suite de cela, sachant que les solutions d’équations aux dérivées partielles nonlinéaires
peuvent développer en temps finis des discontinuités — même si la solution initiale est
lisse — nous avons étudié les solutions faibles du système d’équations. Celles-ci n’étant
pas nécessairement uniques à partir d’une même condition initiale, nous nous sommes
intéressés à vérifier que la variation de l’énergie totale du système était bien décroissante
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ou nulle, ce qui dans le cas de l’élastodynamique nous assure que la solution physique est
bien obtenue. Nous avons pu montrer numériquement que dans le cas nonlinéaire élastique,
l’énergie totale était conservée jusqu’à ce que la première discontinuité apparaisse puis
que l’énergie était décroissante. Enfin, dans le cas élastoplastique nous avons pu montrer
numériquement que l’énergie était conservée. Le code numérique utilisé dans cette partie a
été entièrement développé durant cette thèse en utilisant le langage PYTHON.
Dans un second temps, dans le but d’aller progressivement vers une modélisation tridi-
mensionnelle, nous avons considéré l’ensemble des composantes d’une onde se propageant
verticalement dans un milieu unidimensionnel. C’est-à-dire deux composantes de cisaille-
ment et une de compression, il s’agit du système appelé 1D-3C dans la communauté
d’ingénierie para-sismique [SLS12 ; SLS14 ; Pha13 ; Ora+17]. L’intérêt d’un tel modèle
est de pouvoir, avec une rhéologie nonlinéaire, prendre en compte l’interaction entre les
différentes ondes propagées 1. La loi de comportement élastoplastique est modélisée par
le modèle Masing-Prandtl-Ishlinskii-Iwan (MPII). Dans ce cadre là, nous n’avons pas pu
établir le flux numérique décentré étudié précédemment puisque la vitesse de propaga-
tion des ondes n’est pas explicitement calculable. Nous avons alors proposé d’utiliser un
flux numérique centré. Ce flux numérique est généralement inadapté pour la résolution
d’équations nonlinéaires. Dans notre cas, grâce à des propriétés intéressantes de la loi
de comportement élastoplastique — conservation de l’énergie, pas de discontinuités qui
apparaissent, amortissement de l’amplitude — nous avons pu vérifier que le flux centré
donnait de bons résultats. Pour cela, nous nous sommes assurés que dans le cas où le flux
décentré pouvait être utilisé — c’est-à-dire une seule composante —, alors nous retrouvions
les mêmes résultats, quelque soit le flux choisi et que l’énergie totale était également
conservée. Passé cette étape, nous illustrons le couplage existant entre les différentes ondes
propagées en utilisant un signal synthétique circulairement polarisé dans une colonne de
sol de propriétés mécaniques et géométriques réalistes. Enfin, ce système a été comparé
à un cas réel. Un enregistrement d’un séisme de magnitude Mw = 4.4 dans le bassin de
Volvi (Grèce) a été utilisé. Nous montrons qu’en introduisant un amortissement, nous
sommes capables de reproduire avec précision les composantes horizontales du mouvement
enregistré en surface. Nous expliquons également pourquoi la composante verticale n’a pas
bien été reproduite. Le code numérique utilisé dans cette partie de la thèse est l’évolution
du code PYTHON précédemment utilisé, ré-écrit en CYTHON.
Dans un troisième temps, nous avons présenté des résultats de propagation d’ondes dans
un milieu tridimensionnel avec prise en compte de loi de comportement élastoplastique. Le
code numérique utilisé dans cette partie est basé sur les développements réalisés par DEL-
COURTE et al. [DFG09] dans le cas linéaire élastique. Il a été adaptés aux rhéologies
1. Une telle interaction n’existe pas dans un milieu linéaire.
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nonlinéaires. La première partie du chapitre fût consacrée à la vérification de l’implémen-
tation d’une source sismique ponctuelle — explosion et double couple — ainsi que celle
des bords absorbants. Dans un second temps, nous avons étudié l’influence d’une loi de
comportement élastique sur le mode propre d’un cube homogène. Ce cas est commode
puisque dans le cas linéaire élastique une solution exacte en temps et en espace est connue
et mono-fréquentielle. Nous observons donc l’effet du comportement élastoplastique à la
fois en temps et en fréquence. Concernant l’aspect fréquentiel, nous notons un décalage de
la fréquence de résonance vers les basses fréquences et la génération d’harmoniques. Enfin,
nous nous sommes intéressés à la propagation d’ondes sismiques dans un milieu tridimen-
sionnel hétérogène. Il s’agit d’un bassin hémisphérique, composé de deux couches distinctes,
encastré dans un rocher. Nous avons étudié les différences obtenues lorsque la couche
superficielle du bassin a un comportement linéaire élastique et nonlinéaire élastoplastique.
Dans les deux cas, l’onde sismique générée par une source de type double couple, se trouve
piégée dans le bassin. Nous avons constaté sur les enregistrements en des points extérieurs
au bassin l’influence du comportement de la couche superficielle. Nous avons également
remarqué et mis en évidence l’influence de la source sur la réponse élastoplastique. En effet,
la première source utilisée était de courte durée, ce qui a provoqué une forte nonlinéarité
instantanée, mais très vite atténuée par l’hystérésis. De fait, la nonlinéarité a seulement
produit une réduction de l’amplification, mais n’a pas induit de décalage significatif vers les
basses fréquences des pics de résonance. À l’aide d’une seconde source de même amplitude
mais ayant un support temporel plus important et présentant plusieurs cycles, nous avons
pu constater cette fois-ci un décalage des pics de résonance vers les basses fréquences
comme cela peut être observé dans des enregistrements réels.
À travers ces différents chapitres, nous nous sommes également attachés à montrer com-
ment par une procédure simple, indépendant du schéma numérique, le temps de calcul
inhérent au modèle élastoplastique MPII pouvait être réduit. Ce modèle est basé sur la
discrétisation linéaire de la courbe de premier chargement. Il s’agit de vérifier itérativement,
pour une déformation donnée, quels sont les éléments actifs. Observant que la complexité
algorithmique de cette procédure est proportionnelle au nombre d’éléments actifs, nous
avons pu montrer comment réduire significativement ce temps de calcul en discrétisant
astucieusement la courbe de premier chargement. Nous avons montré à travers différents
exemples que pour une même erreur globale, par rapport à une solution de référence, les
temps de calculs étaient nettement améliorés. La durée d’un appel à fonction qui calcule
la contrainte peut être réduite de 75%; nous avons montré également sur une simulation
numérique complète un gain de 74% du temps de calcul en modifiant seulement la manière
dont était discrétisée la courbe de premier chargement.
Ainsi, nous avons modélisé et observé, en utilisant la méthode éléments finis Galerkin
Discontinue, la propagation d’ondes sismiques dans des milieux unidimensionnels et tri-
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dimensionnels ayant des comportements nonlinéaires. Pour aller vers plus de réalisme,
diverses améliorations peuvent être apportées. Par exemple, il nous a été difficile de
modéliser un bassin tridimensionnel à la géométrie réelle, compte tenu du fait que l’implé-
mentation de la méthode DG dans le code numérique 3D utilisé nécessite que les interfaces
du milieu soient explicitement maillées. Cela implique des éléments de très petites tailles
aux niveaux des raccords entre les différentes couches et donc des pas de temps de simu-
lation très faibles. Lever cette difficulté, comme cela a été fait en 2D par MERCERAT et
GLINSKY [MG15] dans le cas linéaire par exemple, pourrait permettre de mieux prendre en
compte les interfaces entre les milieux en pénalisant moins le temps de calcul. Nous nous
sommes intéressés à des lois de comportement élastiques, qui sont valides à très petites
déformations (γ < 10−5) et à une loi de comportement élastoplastique pour laquelle la
déformation peut être plus grande. Celle-ci induit un amortissement hystérique lorsque la
déformation est grande, mais très peu lorsque la déformation est faible. Or, les enregistre-
ments sismiques font état de la présence d’un amortissement, même à faibles déformations.
Pour cela, un comportement visco-élastique, plus réaliste que l’amortissement visqueux que
nous avons utilisé, pourrait être implémenté. Enfin, nous avons considéré uniquement des
sols secs. Or la réponse de ceux-ci est très différente selon qu’ils soient secs ou humides. La
prise en compte de la pression de pore pourrait permettre d’aller jusqu’à la modélisation des
effets de liquéfaction en 3D, comme cela a été récemment étudié par ORAL et al. [Ora+17]
en 1D et 2D.
Tout cela nécessite beaucoup de développements et de nombreux éléments peuvent déjà
être étudiés avec la base existante. Le cas du bassin hémisphérique mérite d’être approfondi
plus finement encore. Il serait par exemple intéressant de regarder l’évolution de la fonction
d’amplification dans les cas linéaire élastique et nonlinéaire élastoplastique sur toute une
coupe du bassin. Cela permettrait de mieux comprendre encore l’influence de la loi de
comportement sur l’amplification. Nous avons également noté l’influence de la source
sur la réponse du bassin. Nous avons vu que tout le bassin, bien que seule la couche
superficielle ait un comportement élastoplastique, a été affecté par la nonlinéarité. Il serait
intéressant d’étudier les effets d’un signal réel sur un tel bassin afin de noter comment
évolue la réponse du milieu tridimensionnel, puisqu’il a été observé, dans des simulations
numériques 2D, que la nonlinéarité est d’avantage activée avec un signal réel qu’avec un
signal synthétique [GB14 ; Ora+17].
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Vitesses calculées dans le cas
test 6.3
A
A.1 Cas linéaire, source s1(t)
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Figure A.1.: Composantes de la vitesse enregistrées en surface dans le cas linéaire, coupe selon Ox.
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Figure A.2.: Composantes de la vitesse enregistrées en surface dans le cas linéaire, coupe selon Oy.
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A.2 Cas élastoplastique, source s1(t)
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Figure A.3.: Composantes de la vitesse enregistrées en surface dans le cas élastoplastique, coupe
selon Ox.
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Figure A.4.: Composantes de la vitesse enregistrées en surface dans le cas élastoplastique, coupe
selon Oy.
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A.3 Cas linéaire, source s2(t)
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Figure A.5.: Composantes de la vitesse enregistrées en surface dans le cas linéaire, coupe selon Ox.
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Figure A.6.: Composantes de la vitesse enregistrées en surface dans le cas linéaire, coupe selon Oy.
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A.4 Cas élastoplastique, source s2(t)
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Figure A.7.: Composantes de la vitesse enregistrées en surface dans le cas élastoplastique, coupe
selon Ox.
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Figure A.8.: Composantes de la vitesse enregistrées en surface dans le cas élastoplastique, coupe
selon Oy.
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