Abstract Air quality assessment regarding metals and metalloids using experimental measurements is expensive and time consuming due to the cost and time required for the analytical determination of the levels of these pollutants. According to the European Union (EU) Air Quality Framework Directive (Directive 2008/50/EC), other alternatives, such as objective estimation techniques, can be considered for ambient air quality assessment in zones and agglomerations where the level of pollutants is below a certain concentration value known as the lower assessment threshold. These conditions occur in urban areas in Cantabria (northern Spain). This work aims to estimate the levels of As, Cd, Ni and Pb in airborne PM 10 at two urban sites in the Cantabria region (Castro Urdiales and Reinosa) using statistical models as objective estimation techniques. These models were developed based on three different approaches: partial least squares regression (PLSR), artificial neural networks (ANNs) and an alternative approach consisting of principal component analysis (PCA) coupled with ANNs (PCA-ANN). Additionally, these models were externally validated using previously unseen data. The results show that the models developed in this work based on PLSR and ANNs fulfil the EU uncertainty requirements for objective estimation techniques and provide an acceptable estimation of the mean values. As a consequence, they could be considered as an alternative to experimental measurements for air quality assessment regarding the aforementioned pollutants in the study areas while saving time and resources.
Introduction
Mathematical modelling for air quality assessment purposes has become increasingly important in recent years. These models consist of a set of analytical/ numerical algorithms that describe the physical and chemical aspects of a problem and can be divided into two main groups: (i) deterministic models based on fundamental mathematical descriptions of atmospheric processes, where emissions (causes) generate air pollution (effects) and (ii) statistical (empirical) models based on semiempirical statistical relations between available data of input variables that are believed to be representative of the process behaviour and measurements of the target parameters/properties of the system output. Moreover, the European Union Air Quality Framework Directive establishes that in all zones and agglomerations where the level of pollutants is below the lower assessment threshold (LAT), which is expressed as a percentage of the corresponding target/ limit value, modelling techniques or objective estimation techniques (or both) shall be sufficient for the assessment of the ambient air quality (Europeandeterministic methods are currently used in regulatory air pollution forecasting by environmental authorities. Although deterministic models have some advantages over statistical models, such as a full-coverage 3D domain, in some particular situations, they may have some drawbacks in terms of accuracy and input data uncertainty. According to Hanna (1989) , generally, a larger number of input parameters correspond to a lower model uncertainty and smaller prediction errors, but unfortunately, by extending the number of input parameters, the error and uncertainty attached to the input data also increase. Therefore, complex deterministic models work well when their extensive input data requirements are satisfied, which rarely occurs with some pollutants, such as As, Ni, Cd and Pb. This is due to the fact that the presence of these pollutants in the atmosphere normally originates in a variety of pollution sources, not exclusively bound to specific industrial activities at a certain location. As a consequence, the emission rates of these pollutants from all the point or area sources are difficult to estimate. A solution to address this problem consists in performing a spatial disaggregation of emission inventories (Maes et al. 2009 ). Notwithstanding, there is an underlying uncertainty associated with the method of disaggregation together with the inherent uncertainty of the emission inventories themselves. For that reason, for pollutants like the ones under study in this work, the performance of complex models is often equal to that of simpler methodologies. This fact highlights the interest of statistical models (e.g. linear regression techniques and non-linear modelling techniques) to estimate the ambient air concentration of atmospheric pollutants even though a wide range of deterministic models, as reviewed by El-Harbawi (2013) , have been already developed and studied in the literature. Nevertheless, techniques such as partial least squares regression (PLSR), which presents advantages over other statistical linear regression techniques because it combines features from factor analysis statistical methods, such as principal component analysis (PCA) and linear regression techniques, as multiple linear regression (MLR), may potentially lead to more accurate estimations than those provided by MLR or principal component regression (PCR). Furthermore, according to Wold et al. (2001) , although regression techniques such as MLR work reasonably well with problems involving fairly few uncorrelated independent variables, PLSR is preferable when analysing more intricate problems because it is able to manage simultaneously numerous and collinear predictor variables and responses. Despite the fact that it has been widely applied in other disciplines, chemometrics in particular, and used in some works related to atmospheric pollution (Ogulei et al. 2006; Wingfors et al. 2001) , there are few studies on the application of PLSR to predict atmospheric pollutant concentrations. Pires et al. (2008) tested the ability of different linear models, including PLSR, to predict daily mean concentrations of particles with an aerodynamic diameter of less than 10 μm (PM 10 ) in Oporto (Portugal). It was obtained that even though every model fitted the data similarly well, PLSR shows higher generalisation ability than other linear techniques. Polat and Durduran (2012) used regression models such as least squares regression (LSR), PLSR and MLR to predict daily particulate matter concentration values in the city of Konya (Turkey). PLSR performance, slightly better than those of the other regression models, was remarkably improved by considering data preprocessing methods such as output-dependent data scaling (ODDS). Singh et al. (2012) compared PLSR with non-linear modelling approaches to predict respirable suspended particulate matter (RSPM), SO 2 and NO 2 in Lucknow City (India). Both linear and non-linear approaches provided adequate estimations, especially for the RSPM, with values of correlation coefficient up to 0.9. Nonetheless, non-linear models performed relatively better than the linear PLSR models.
With respect to non-linear modelling approaches, artificial neural networks (ANNs) have been suggested as fair alternatives to statistical linear regression methods because they usually provide equal or superior results, especially when there is non-linear behaviour involved in the problem under analysis, i.e. cases in the atmospheric sciences (Gardner and Dorling 1998) . For this reason, ANNs are particularly expected to produce good predictive results when modelling PM mass concentrations compared with common gaseous pollutants based on their ability to capture the highly non-linear character of the complex processes that control the formation, transportation and removal of aerosols in the atmosphere (Grivas and Chaloulakou 2006) . Furthermore, ANNs have been extensively applied in the past in the atmospheric literature with successful results regarding forecasting major gaseous air pollutant concentrations, such as nitrogen oxides (Gardner and Dorling 1999; Kolehmainen et al. 2001; Lu et al. 2003) , sulphur dioxide (Chelani et al. 2002a ) and (commonly) ozone (Abdul-Wahab and Al-Alawi 2002; Chaloulakou et al. 2003; Comrie 1997; Inal 2010; Sousa et al. 2007; Wang et al. 2003; Yi and Prybutok 1996) . Moreover, a number of studies have been conducted using ANN approaches to forecast airborne PM mass concentrations (Caselli et al. 2009; Chelani 2005; Grivas and Chaloulakou 2006; Hoi et al. 2009; Kim et al. 2009; Papanastasiou et al. 2007; Paschalidou et al. 2011; Perez and Reyes 2002; Perez and Reyes 2006; Pérez et al. 2000; Voukantsis et al. 2011) , predict PM mass concentrations and predict other gaseous pollutant concentrations (Brunelli et al. 2007; Cai et al. 2009; Hrust et al. 2009; Jiang et al. 2004; Kukkonen et al. 2003; Kurt et al. 2008; Lu et al. 2004; Lu et al. 2003; Niska et al. 2005; Turias et al. 2008) . Nevertheless, regarding the PM composition and estimation of PM constituents, few studies have been conducted. In particular, with respect to the metal content in PM, Chelani et al. (2002b) used ANNs to predict ambient PM 10 and metals, such as Cd, Cr, Fe, Ni, Pb and Zn, in the air of Jaipur, India, in 1999. It was observed that the ANN models were able to predict all the pollutant concentrations with low values of root mean squared error (RMSE). Nonetheless, more studies related to atmospheric metal concentration estimations by means of ANNs have been conducted, such as the study performed by Li et al. (2009) in which statistical models based on back-propagation ANNs and MLR are applied to reconstruct occupational manganese exposure. Apart from ANNs, some research has been conducted to model metal concentrations in ambient air using other statistical approaches. Hernández et al. (1992) Vicente et al. (2012) developed predictive models based on multiple regression analysis together with time series (ARIMA) models to predict the concentration of total suspended particles (TSP), PM 10 , As, Cd, Ni and Pb in the ambient air of Castellón (Spain). Furthermore, in a previous study conducted by Arruti et al. (2011) , estimations of As, Cd, Ni and Pb levels in Cantabria (Spain) by means of statistical MLR and PCR models have been conducted. It is concluded that both represent valid approaches as objective estimation techniques. This paper is focused on the development of PLSR and ANN statistical models to estimate the levels of As, Cd, Ni and Pb in the ambient air of two urban areas: Castro Urdiales and Reinosa in the Cantabria region (northern Spain). These models are evaluated according to the uncertainty requirements established by the EU for objective estimation techniques as well as for their ability to estimate the mean concentration. Additionally, an external validation of the models developed is performed.
Materials and Methods

Statistical Model Fundamentals
PLSR
Partial least squares regression is a multivariate calibration technique whose aim is to investigate the relationship between a set of dependent variables or responses and a set of independent variables known as predictors. Firstly, in a similar manner to PCA, PLSR performs a decomposition of the original predictor variables (Xmatrix, which consists of environmental observations in this study) by projecting them to a new space and extracts a set of orthogonal factors, called latent variables, which have the best predictive ability. Simultaneously, a decomposition of the response variables (Y-matrix, composed of metal level observations) is also performed. This decomposition step is made in a manner that the projections (scores) of X have maximum covariance with the projections of Y. This procedure is followed by a regression stage, where PLSR (just as MLR) creates a linear combination of the predictor variables in order to predict Y (Abdi 2010).
In this work, cross-validation techniques were used to select the more suitable number of significant components. PLS Toolbox (Eigenvector Research, Inc.) for MATLAB was used in the present study to develop the PLSR models.
ANNs
Artificial neural networks are computational systems inspired by the biological central nervous system. They consist of a number of simple process elements, commonly referred to as artificial neurons, which are logically arranged into layers, highly interconnected, and interact with each other via weighted connections. Through a supervised training process, in which they are successively presented with a series of input and associated output data, ANNs are capable to learn to model highly non-linear relationships and, as a result, to accurately generalise when previously unseen data are presented afterwards. The reader is referred the handbooks of Bishop (1995) and Hassoun (1995) for a comprehensive description of the ANN technique.
Plenty of neural network architectures exist. In this work, based on the different ANN approaches found in the air quality-related literature, a multilayer perceptron (MLP) neural network architecture was selected; details of the architecture are provided in Gardner and Dorling (1998) .
Because the ratio of input variables/number of samples is relatively high in this work due to the number of samples that were collected by the Regional Environmental Ministry, applying a dimension reduction technique prior to the ANN models was expected to produce an improvement in the estimations as reported in some studies Sousa et al. 2007 ). Therefore, an alternative approach in which the PCA is performed before the development of the ANN models (hereafter known as PCA-ANNs) is considered.
The ANN models in this study were developed using the Neural Network Toolbox for MATLAB (MathWorks, Inc.).
Study Area
Two urban areas in the Cantabria region (northern Spain) whose air quality may be influenced by the presence of metallurgical and other industrial activities in their vicinity were selected: Castro Urdiales and Reinosa (Fig. 1) . The former area is a coastal urban site at the NE zone of Cantabria which has 32,258 (2010) inhabitants and encompasses an area of approximately 97 km 2 . Pollution in this area has a marked anthropogenic origin which is caused by traffic, not in vain Castro Urdiales is surrounded by the main national highway in the northern part of Spain. Pollution also proceeds from industrial activities, such as chemical and metallurgical plants and an oil refinery, located 10-30 km SE (near the city of Bilbao). The monitoring station is located at 43°22′ 53″ N, 3°13′ 22″ W and 20 m above sea level, in the core of the urban area. In contrast, Reinosa, covering nearly 4 km 2 with approximately 10,277 inhabitants (2010), is located inland, at about 50 km off the shore, in the southern part of the region. The sampling station is located at 43°00′ 01″ N, 4°08′ 13″ W and 850 m above sea level. It is in close proximity to a steel manufacturing plant and also to a national highway, main exit route from Cantabria, which establishes connection with the central Iberian Peninsula.
Input Dataset
The dataset used in this study is divided into response variables and predictor variables. The former data consist of As, Cd, Ni and Pb concentrations (ng m −3 ) in airborne PM 10 for the period from 2008 to 2010 at the two study sites. The PM 10 sampling was performed by the Cantabrian Regional Environmental Ministry according to the reference method for the determination of the PM 10 fraction of suspended particulate matter detailed in standard UNE-EN 12341:1999. Forty-eight averaged samples of PM 10 were taken once every 2 weeks for the period from 2008 to 2009, and 24 h averaged samples of PM 10 were collected for 2010 with a weekly sampling frequency. The content of a number of metals and metalloids in the PM 10 samples was determined by our research group based on the standard method for the measurement of Pb, Cd, As and Ni in the PM 10 fraction of the suspended particulate matter described in standard UNE-EN 14902:2006. According to this, after gravimetric determination of the particle concentration levels, the PM 10 filters were treated with microwave-assisted acid digestion to extract the analytes into an aqueous solution prior to the analytical determination of their concentration by inductively coupled plasma mass spectroscopy (ICP-MS). Further details of this analytical method can be found in Arruti et al. (2010) .
As a consequence of the high cost associated with the analytical determination of the content of this sort of pollutants in particulate matter, a considerably low number of samples was selected for the analysis. However, this number was sufficient to guarantee the minimum time coverage (14 %) for indicative measurements as European Council Directive 2004/107/EC requires.
The predictor variables are qualitative or nominal variables ( Table 1 ) that take into account seasonal effects, Saharan dust intrusion and weekend effects or quantitative or continuous variables, namely, meteorological data and major atmospheric pollutant concentration, which are detailed in Table 2 . With respect to the nominal variables, the information regarding the occurrence of Saharan dust intrusion events has been obtained from annual reports on African dust episodes over Spain (MAGRAMA 2015) , which are developed by the Spanish National Research Council (CSIC) in collaboration with the Spanish Ministry of Agriculture, Food and Environment. In contrast, the continuous variables are measured automatically in real time (maximum time resolution of 15 min) at the monitoring stations of the Cantabrian Regional Air Quality Monitoring Network located in the study sites and are available at the Regional Environment Ministry website. Average values of continuous variables were calculated according to the corresponding duration of the PM 10 sampling periods (48 h for 2008-2009 samples and 24 h for 2010 samples). Moreover, as regards to PM 10 concentration, it has been included as an input variable in the form of natural logarithm because of this transformation being reported to improve the performance of regression models (Arruti et al. 2011 ).
Prior to model development, it is always rather convenient to take account of the application of a data preprocessing method, especially if there is lack of knowledge regarding the relative importance of the variables. In this study, the following data pre-treatment procedure was applied:
1. Dependent variable normalisation by the respective LAT in order to minimise scale effects 2. Input variable auto-scaling, subtracting the mean and dividing by the standard deviation, in an attempt to make each variable a priori equally important 3. Multivariate outlier identification and removal method based on Mahalanobis distance. It is a well-known classical approach that computes the Mahalanobis distance (MD) of each observation as an indicative measure of the distance of each data point from the centre of the multivariate data cloud. By convention, this method identifies as outliers those observations with a large MD (exceeding the 99 % quantile of a chisquare distribution)
Apart from the data pre-processing treatment, overfitting is another decisive matter that must be taken into consideration beforehand so that it could be prevented. This term refers to the circumstance that occurs when a model fit the data in such a manner that not only captures the underlying trend in the data but also the unexplained variation or statistical noise, and therefore, it is unable to generalise properly-that is, to correctly perform when new observations are presented. In order to overcome this phenomenon, it is highly recommended the consideration of an additional verification or crossvalidation data subset, besides the training or fitting dataset, to check the models' performance during the model development stage (usually known as calibration or fitting for PLSR and training for ANNs). Additionally, if the generalisation ability of a model is to be tested, a subset of samples has to be kept in reserve to perform an external validation with previously unused observations once the models have been developed. For that reason, the complete dataset was divided into three different subsets: 60 % for training/fitting, 20 % for verification and 20 % for external validation. Data partition of the available data, often randomly conducted, was carried out in this work by means of the Kennard-Stone algorithm (Kennard and Stone 1969) with the purpose that the resulting subsets are statistically representative. This data division method, originally developed for design of experiments, has been traditionally applied to select calibration samples extracting subsets, as much diverse as possible, from a large set of candidate samples based on the Euclidean distance, which is employed as a measure of similarity between samples (the lower the Euclidean distance, the higher the similarity). Initially, the pair of samples with the largest Euclidean distance is selected. Subsequently, by means of an iterative process that concludes when the number of required objects is reached, more samples are selected, maximising the minimal Euclidean distances between those already selected and the remaining samples.
Model Evaluation
The main criteria employed in this work to determine whether a model is suitable for air quality assessment purposes are principally based on two aspects: (i) the Table 4 shows the results relating to the best-developed models at the Castro Urdiales site for the four pollutants under study using the three approaches: PLSR, ANNs and PCA coupled with ANNs. The results obtained for both the training and the external validation subsets are presented. Limit/target values for As, Cd, Ni and Pb in ambient air in the European regulations are given in annual mean concentration values. Therefore, attention should be paid to the estimated mean concentrations in the study period. The normalised mean concentrations are presented in Table 4 . The accuracy in the estimation of the mean concentration is evaluated by means of the fractional bias (FB) index. In this respect, the estimations are more accurate for the training step. At this step, PLSR provides a FB index lower than those obtained for ANNs and PCA-ANNs because the mean metal concentrations estimated by the PLSR models are equalup to two significant figures-to the corresponding observed values and that, according to the corresponding equation (Table 3) , yields lower FB index values. However, the differences between estimated and observed mean concentrations using the three considered techniques are not remarkably significant. As for external validation, the precision is inferior to that of the training phase.
Statistical Estimation Models for Castro Urdiales
In a more illustrative way, Fig. 3 represents the mean metal concentration estimation expressed as a percentage of the corresponding limit/target value. The vertical axis is presented in logarithmic scale. The green area represents the zone below the LAT, the yellow area represents the zone between the upper assessment threshold (UAT) and the LAT and the red area is the zone between the limit/target value and the UAT. Figure 3 shows that, even though there are some differences between the estimated and the observed mean levels, they are similar. Moreover, because the observed metal(loid) levels are within the green area, well below the LAT, even higher discrepancy could be allowed. Therefore, the developed models provide satisfactory mean concentration estimations. 
It is necessary to validate objective estimation techniques in the context of the EU directives in terms of uncertainty. In this sense, according to Arruti et al. (2011) , two indices have been considered: on the one hand, the relative maximum error without timing (RME), which is defined as the largest concentration difference of all percentile differences normalised by the respective observed value (Fleming and Stern 2007) , T training, V external validation, O observed, E estimated, n.c. not calculated and on the other hand, the relative directive error (RDE), which evaluates the accuracy in the estimation of the observation closest to the limit/target value (Denby 2009 ). As observed in Table 4 , the values of these indices for the four pollutants in question for the training and the external validation are well below 100 %, which is the maximum permissible uncertainty limit for using objective estimation techniques as air quality assessment tools according to the European Council Directive 2008/50/EC. For As, Ni and Cd, ANNs provide higher RME values than PLSR and PCA-ANN. In the majority of cases, except for the As and Cd ANN models, the RME values are below 50 %, which is the uncertainty requirement for modelling techniques. In all cases, the RDE values are below 10 %. However, these indices have some limitations: it has been discussed that RME is sensitive to the presence of outliers resulting in an increase of the uncertainty values (Fleming and Stern 2007) ; RDE only evaluates the uncertainty of just one sample, the closest to the limit/target value. From a scientific point of view, apart from a precise estimation of mean values to comply with the policy framework, a model should be able to correctly describe the temporal variations of dependent variables. For this purpose, a set of statistics has been used in this work. In the first place, the correlation coefficient is employed to measure the goodness of fit between the observed and the estimated values. The results show that PLSR correlation coefficients, which are within the range of 0.6-0.7, are less variable than those of ANNs and PCAANNs: whereas the highest correlation coefficient, an r value of 0.82, is found when using ANNs for Pb training, the correlation coefficients for As and Cd ANN models are significantly low and therefore unacceptable. This could be explained because in the area of study, As and Cd tend to be in lower concentration than Ni and Pb, and consequently, in the period of study, a number of samples have levels of As and Cd below their detection limits. As a result, models are trained to produce the same output from different inputs, a detrimental contradiction that may negatively affect the estimation of the rest of the samples. Moreover, as expected, the r values for external validation are often lower than those for training. Nonetheless, the PCA-ANN external validation correlation coefficients are systematically below 0.5.
In addition to the correlation coefficient, the precision of the individual sample concentration estimation is quantified by the RMSE, the normalised mean square error (NMSE) and the fractional variance (FV) (see equations in Table 3 ). The RMSE values, which provide information regarding the differences between the observed and estimated concentrations, are shown in Table 4 . However, to compare these differences for different approaches and pollutants, a normalised version of this parameter (NMSE) is more preferable because it does not take into account the range of the independent variable. In general, the three considered approaches provide low values of NMSE in the order of 10 Table 4 ; this indicates that the estimated variance is lower than the observed variance. Therefore, estimated values are less dispersed than observed values, which tend to be more distanced from the mean value. This fact, together with a positive FB corresponding to a slight mean value underestimation, indicates that there are some shortcomings in the model capacity to perfectly describe all the concentration variations, especially regarding peak values. Nevertheless, despite no substantial differences being found when comparing PLSR and ANNs, in general, both models are able to capture the underlying trend and provide temporal variations with similar shape to that of the observed values as depicted in Fig. 4 for Pb and Ni in the training stage.
Based on the results obtained, there is no improvement associated with considering a dimension reduction technique such as PCA before the development of the ANNs. This could be accounted for the fact that most ANNs suffer less from the curse of dimensionality than some other techniques, as they can concentrate on a lower dimensional section of the high-dimensional space, which may be done, for instance, by disregarding completely an input, setting the corresponding weights to zero. Hence, for this specific application, dimensionality reduction has been proven not to be effective because removing input variables from the analysis entails a loss on the predictive ability of the model. Furthermore, because these models are devised to be used when the pollutant levels are sufficiently lower at a certain location, in principle, the moderated inaccuracy to estimate peak values should not represent an unacceptable drawback to acknowledge these models as proper approaches complying with regulatory requirements: the uncertainty values obtained with the developed models and the accuracy in the estimation of the mean values would be favourable enough from a regulatory perspective. Nonetheless, some refinement is possible because, as mentioned, there are some difficulties in estimating the highest observed concentrations, Fig. 4 Fitting of the a Pb and b Ni models for the training subset at the Castro Urdiales site which are underestimated. In this regard, further work involving new additional input variables and the enlargement of the database with additional samples from different periods of time would be recommendable.
Statistical Estimation Models for Reinosa
Analogously to the results at the Castro Urdiales site, the statistical parameters corresponding to the best-developed models at the Reinosa site are presented in Table 5 .
Regarding the uncertainty indices, it is observed that, as in Castro Urdiales, the RME and RDE values at the Reinosa site are below 100 % for the estimations obtained with the three different models developed for the four pollutants. Hence, the quality objectives for ambient air quality assessment by means of objective estimation techniques are met. However, there is a general increase in the obtained RDE values, especially for As and Ni, which are significantly greater than those obtained at the Castro Urdiales site.
In relation to the mean values, again, PLSR provides the lowest FB training values, but the FB external validation values are greater than the training values. Although there are still evident differences between the observed and estimated mean concentrations, 90 % of the estimations do not differ by more than 50 %. Therefore, as shown in Fig. 5 , the three developed models provide satisfactory estimations. Nonetheless, a substantial increase in FB values is found in Reinosa compared with Castro Urdiales.
Results at the Reinosa site present more variability between the training and external validation correlation Results prove that these models provide an acceptable performance in varied areas of a region, even when there is a complex pollution framework with diverse emission sources, as is the case of Castro Urdiales. Nevertheless, because the models were trained on data for particular sites and having been demonstrated that the precision in the estimation is dependent on the specific location, these models can therefore only be used with confidence at those sites. This dependence is especially pronounced in the ANN models, which produced a higher variability in the results than the PLSR or PCA-ANN models. This may be influenced by the fact that a limited number of samples are used for developing the models due to the unavailability of additional observations stemming from their costliness and time consumption. Thus, it could be inferred that for small datasets, linear regression techniques can work as well as non-linear modelling approaches in terms of the estimation of metal(loid) levels in ambient air.
Conclusions
Statistical models are developed as objective estimation techniques to estimate the As, Cd, Ni and Pb in ambient air at a local scale in two urban areas in the Cantabria region (northern Spain): Castro Urdiales and Reinosa. These models were built based on linear regression techniques, PLSR, and the non-linear modelling technique of ANNs. Additionally, an alternative approach is considered that performs PCA prior to the ANN analysis (PCA-ANNs). Furthermore, these models were externally validated using previously unseen data.
The models are evaluated by means of a number of statistical parameters, including uncertainty indices, to determine if they comply with the EU quality requirements for objective estimation techniques. Additionally, the model performance in estimating the individual sample concentrations is evaluated by means of a number of statistical parameters, including a correlation coefficient, RMSE, NMSE and FV.
Based on the results obtained, PLSR and ANN techniques are acceptable alternatives to estimate the mean concentration of As, Cd, Ni and Pb for the period of study in the two considered sites while fulfilling the uncertainty requirements for objective estimation techniques established in the EU directives. Consequently, PLSR and ANN-based statistical models represent a proper alternative to experimental measurements for air quality assessment purposes in the area of study. However, ANNs have not demonstrated to offer a clear superior performance over the linear regression technique, what may be attributed to the modest size of the available database. Furthermore, the three considered approaches had some difficulties providing accurate estimations of the levels of individual samples, particularly for the external validation subset. Moreover, the application of PCA before the ANN model development did not yield an improvement of the models.
