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Abstract 
We consider an extension of the fractionally integrated ARIMA(0, d, 0) model for quarterly UK inflation, where 
we allow the fractional integration parameter d to vary with the season s. This periodic ARFIMA(0, d, 0) model 
does not only provide an informative in-sample description, it may also be useful for out-of-sample forecasting. The 
main result is that the integration parameter in the first two quarters i  significantly larger than that in the last two 
quarters. 
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1. In t roduct ion  
This paper analyzes the long-memory prop- 
erties in the conditional mean of the quarterly 
inflation rate in the United Kingdom. A par- 
ticularly useful class of models to describe such 
properties i the autoregressive fractionally inte- 
grated moving average model (ARFIMA), intro- 
duced by Granger and Joyeux (1980) and Hos- 
king (1981). Its key feature is the (fractional) 
differencing filter (1 - B)  d, where B is the famil- 
iar backward shift operator and d can take values 
other than 0 or 1. Additional references focusing 
on estimation methods and applications include 
Geweke and Porter-Hudak (1983) and Cheung 
(1993). Baillie (1996), Robinson (1994) and 
Beran (1992a) present useful surveys of theoret- 
ical and practical matters, and Hassler and 
Wolters (1995) document that several inflation 
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time-series data, including UK inflation, may 
have long-memory properties that can be de- 
scribed using the ARFIMA model class. 
An additional characteristic of the quarterly 
UK inflation rate, for example, is its marked 
seasonal pattern. It is current practice in the 
literature on long-memory models either to re- 
move seasonal f uctuations by including seasonal 
dummy variables in the ARFIMA models, or to 
analyze seasonal ARFIMA models as in Porter- 
Hudak (1990), where the differencing filter is 
(1  - -  Bs)  d with S equal to, for example, 4 or 12, 
These two approaches assume that the dynamic 
behavior of the data is equal across seasons, i.e. 
the covariance function is constant over time (see 
also Ray, 1991, 1993a). There are, however, 
some indications for the quarterly UK inflation 
rate that its dynamics vary across the four 
seasons, i.e. that a so-called periodic model 
yields a useful description. In fact, Franses and 
Paap (1994) successfully fit a periodic autore- 
gression (PAR) to the UK inflation data. 
0169-2070/97/$17.00 © 1997 Elsevier Science B.V. All rights reserved 
PII S0169-2070(96)00715-7 
118 P.H. Franses, M. Ooms / International Journal of Forecasting 13 (1997) 117-126 
In this paper, we investigate whether we can 
merge these two characteristics, i.e. the presence 
of long memory and of periodic dynamics, into a 
novel model. This model amounts to an exten- 
sion of the standard ARFIMA(0, d, 0) model, in 
the sense that it allows for periodic variation in 
d. Hence, we analyze the usefulness of a so- 
called periodic ARFIMA(0, ds, 0) (PARFIMA) 
model for quarterly UK inflation, where d s 
indicates that the value of d can vary with season 
s=l ,  2, 3, 4. 
The outline of our paper is as follows. In 
Section 2, we start with a non-periodic analysis 
of UK inflation by estimating an AR(4) model 
and an ARFIMA(0, d, 0) model. An application 
of a test for periodic autocorrelations in the 
estimated residuals of the AR(4), and of a test 
for white noise residuals of the ARFIMA model, 
reveal that the errors of the two models are not 
white noise. In Section 3, we therefore consider 
periodic AR and ARFIMA models, and we 
evaluate these in one-step-ahead nd multi-step- 
ahead forecasting experiments in Section 4. A 
comparison of in-sample residual variances indi- 
cates that the periodic ARFIMA is to be pre- 
ferred. For out-of-sample forecasting, we find 
that the PARFIMA model does not appear to be 
the overall winner when compared with rival 
forecasting schemes. In Section 5, we conclude 
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Fig. 1. Quarterly inflation in the United Kingdom, 1955.2- 
1988.4. 
format in Fig. 2. This means that the annual time 
series per season are displayed. 
In Fig. 2 we depict the time series Is.r, where 
s = 1, 2, 3, 4 and T is the time index for years. In 
other words, Is, r corresponds to the observation 
on inflation in year T in season s. It is clear from 
Fig. 2 that there is a marked seasonal pattern in 
UK inflation since I2.T is usually the highest, 
while 13. r is usually the lowest. 
In this section, we construct non-periodic 
2. Non-periodic models 
The data we analyze for parameter estimation 
concern the quarterly observed inflation rate for 
the United Kingdom over the period 1955.2- 
1988.4. We also collect the data for 1989.1- 
1994.4 and use these for out-of-sample forecast- 
ing evaluation. We construct he inflation ra te  i t 
as i, = log(RPI,) - log(RPI,_l) , t = 1, 2 . . . . .  n, 
where RPI t is the Retail Price Index, all items 
(where the index is constructed by setting the 
average observation i  1985 equal to 100). These 
data can be found in various issues of Economic  
Trends.  The i, data are depicted in Fig. 1. 
The same data are plotted in skip-sampled 
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Fig. 2. Inflation in the United Kingdom, 1955-1988, ob- 
servcd pcr quarter, 
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models for i,, where we assume that the seasonal 
fluctuations can be described using four seasonal 
dummy variables. 
Fig. 3 displays the autocorrelation function 
(ACF) and the partial ACF (PACF) of i,, after 
regressing i, on four seasonal dummy variables. 
It is clear that the autocorrelations do not die out 
quickly. This may indicate long-memory be- 
havior. If we transform i, by taking first-order 
differences A~i, = i , - i , _  l, the ACF in Fig. 4 
indicates that All , may be overdifferenced since 
the sum of the autocorrelations seems close to 
-0 .5.  
These observations suggest he possible useful- 
ness of ARFIMA-type models for i,. 
A useful initial model for i, would seem to be 
an autoregressive model of order 4 (AR(4)): 
( l  - -  ce lB  - a2  Be  - 0/3 B3  - 0~4B4) i ,  = 
r t :g 
IzlD, +/zzD , + e t , (1) 
since all partial autocorrelations after the fourth 
lag are small, see Fig. 3. The significance of the 
partial autocorrelation at lag 15 may be owing to 
one or more outlying observations. Some pre- 
liminary estimation results indicate that these 
outlying observations are 1975.1, 1975.2 and 
1979.3. Since we want our models to have 
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approximately white noise residuals in order to 
allow for interpretation of the estimated stan- 
dard errors, we include three dummy variables 
for these outlying data points. The D, in (1) 
denotes a (4 x 1) vector including a constant and 
three seasonal dummies, the D,* denotes a (3 x 
1) vector including three dummy variables to 
capture the outlying observations, /x~ and ~ are 
(4 x 1) and (3 x 1) vectors of parameters, re- 
spectively, and e, denotes a standard homo- 
skedastic white noise process. Below, we will 
compare the estimation results with and without 
the inclusion of these D* dummies, where the 
first is labeled 'outlier correction' and the second 
case is labelled 'no outlier correction'. In our 
forecasting exercise, we will also compare the 
various models for both cases. 
The ordinary least squares (OLS) estimation 
results for the AR(4) model for i,, as well as the 
value of the Akaike Information Criterion 
(AIC), are given in the first panel of Table 1. 
When we include higher-order lags in (1), we 
obtain increasingly less relevant parameters, 
both in size and in significance. It should be 
mentioned that when D,* is deleted from (1), we 
find some evidence of ARCH. 
The augmented Dickey-Fuller test statistic for 
the hypothesis of an integer unit root for i, (that 
120 P.H. Franses, M. Ooms / International Journal of Forecasting 13 (1997) 117-126 
Table 1 
Key estimation results of various univariate time-series models 
Model a Parameter estimates b 
Outlier correction No outlier correction 
AR(4) &,: 0.382 (0.074) 0.479 (0.088) 
62: 0.126 (0.080) 0.143 (0.096) 
&3: 0.113 (0.081) 0.051 (0.096) 
&4: 0.109(0.072) 0.166 (0.087) 
k: 11 8 
AIC: -1239.78 -1192.14 
ARFIMA(0, d, O) d: 0.483 (0.066) 0.499 (0.066) 
k: 8 5 
AIC: -1240.82 -1194.73 
PAR(l) 6,: 1.004 (0.164) 1.134 (0.169) 
62: 0.889 (0.118) 1.051 (0.117) 
~3: 0.420 (0.081) 0.466 (0.093) 
~b4: 0.451 (0.103) 0.451 (0.119) 
k: 11 8 
AIC: -1242.20 -1205.09 
PAR(4) quarter 1: (~11 ~ 
~12: 
~14: 
0.824 (0.202) 0.971 (0.217) 
0.165 (0.145) 0.107 (0.167) 
-0.058 (0.147) -0.047 (0.174) 















0.543 (0.168) 0.723 (0.189) 
0.207 (0.229) 0.337 (0.268) 
0.325 (0.139) 0.195 (0.158) 
0.010 (0.099) 0.035 (0.117) 
0.224 (0.153) 0.184 (0.181) 
0.373 (0.196) 0.641 (0.226) 
-0.094 (0.237) -0.378 (0.275) 
0.010 (0.130) 0.046(0.154) 
0.365 (0.131) 0.365 (0.155) 
0.052 (0.150) 0.052 (0.178) 
-0.166(0.208) -0.166(0.246) 
0.479 (0.230) 0.479 (0.272) 
k: 23 20 
AIC: -1247.74 -1205.47 
PARFIMA(0, d,, 0) ~t 0.709(0.158) 0.767 (0.154) 
d 2 0,676 (0.124) 0.867(0.145) 
~3 0.271 (0.070) 0.296(0.068) 
d 4 0.433 (0.189) 0.246 (0.087) 
k: 11 8 
AIC: -1245.78 -1210.03 
d, = t/2 0.688 (0.100) 0.821 (0.105) 
t/3 = d, 0.305 (0.064) 0.279 (0.056) 
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Table 1 (Contd.) 
Model a Parameter estimates b 
Outlier correction No outlier correction 
k: 9 6 
AIC: -1249.11 -1213.83 
The AR(4)  model is given in Eq. (1), ARFIMA(0,  d, 0) in (2) when we allow for seasonal means, PAR( l )  in (5) and the 
PARFIMA(0,  ds, 0) model in (6). The d~s~ for the PAR(4) model refer to season s and lag i. The estimation sample is 1955.1 to 
1988.4, while some of the first few observations can serve as starting values. All models are checked for the absence of residual 
autocorrelation and ARCH,  and for the presence of normality. Details of the test results as well as the estimates for the various 
constants and dummy variables can be obtained from the authors. The AIC values are calculated for the last 131 of the 136 
observations ( ince this is the common estimation sample) as AIC = 131 log(RSS/131) + 2k, where k is the number of parameters 
and RSS is the residual sum of squares. The model with minimum AIC is to be preferred. 
b Standard errors are given in parentheses. 
is, for d= 1 versus d =0 in (1 -B)d) ,  where 
three lags of Ait have been included in the 
auxiliary regression, obtains a value of -4.442, 
where the 5% critical value is -2.89. Hence, the 
test result implies the rejection of the unit root 
null hypothesis in (1), even though the auto- 
correlation function in Fig. 3 indicates non- 
stationary behavior in i,. This rejection of a unit 
root corresponds to the results in Fig. 4 where 
Ai, seems to be overdifferenced. 
2.1. An  ARF IMA model  
Given the values of the parameters in (1), and 
given the shape of the ACF in Fig. 3, we 
investigate whether a simple ARFIMA model 
can be estimated for the inflation data. The 
ARFIMA(0, d, 0) process: 
(1 - B)di, = e,, (2) 
assumes the validity of the differencing operator 
(1 - B) a, which is defined by the expansion: 
(1 - B)  a = 1 -  dB-  (1/2)d(1 - d)B  2 
- (1 /6)d(1-  d ) (2 -  d)B  3 . . .  
- (1 / j ! )d (1  - d)(2  - d) 
((j - 1) - d)B  j . . . .  (3) 
(see Hosking, 1981). When 0 < d < 0.5, the pro- 
cess is said to be long-memory stationary, and 
when d_>0.5, the process is said to be non- 
stationary. 
To estimate d, we need an estimation method 
that does not require a priori knowledge of 
stationarity, and that can also be modified to 
allow for seasonal variation in d as in Section 3. 
We apply Beran's (1995) approximate maximum 
likelihood (ML) estimator for invertible, and 
possibly non-stationary, ARFIMA models. This 
estimator is based on the least-squares criterion, 
. . . .  n 2 i.e. on minimizing E,= 2 e~ (rl), where 
t - I  
et('O) = E c~j(17)(Yt-j- Yt ) ,  (4 )  
j -o 
with respect o the parameter vector ~1, given the 
observations y~, . . . ,  Yn with corresponding sam- 
ple mean f,, where e~ = y~- f ,  clearly does not 
depend on ~1 (see Beran, 1995). The (hi(7/) are 
the coefficients of the AR(oo) representation of
the model, see (3). This estimator is asymp- 
totically efficient if the innovations e, are Gaus- 
sian and it is root-n consistent under milder 
conditions. In the case of an ARFIMA(0, d, 0) 
model, the parameter vector 77 consists of d only. 
We subtract he seasonal means Y,.s from the 
data. Note that this corresponds to including D, 
in model (1). Next, we minimize the residual 
sum of squares of the AR(~) representation. We 
use the concentrated version of this approximate 
log likelihood function for YL to Yn, i.e. 
2 E,=ze,(Ti)/n, to compute the standard errors. 
These are based on the numerical Hessian. 
Furthermore, we robustify the estimates of the 
seasonal means by replacing outliers I~. T by 
(l~.r-1 + Is.r+1)/2. We robustify the estimate of d 
by deleting the residuals for the outlying ob- 
servations from the criterion function. 
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The application of this method to the UK 
inflation data (where we set i 1 = 0) yields the 
estimation results as presented in the second 
panel of Table 1. To compare this model with 
the periodic ARFIMA model below, we again 
calculate the AIC. It is clear that this ARFIMA 
model outperforms the AR(4) model on in-sam- 
ple fit for both outlier correction and no outlier 
correction. 
For the case without outlier correction, the 
exact Gaussian ML estimation method of Sowell 
(1992) on the seasonally demeaned ata gives an 
estimate of 0.453 for d with a standard error of 
0.044. The approximate frequency domain Gaus- 
sian ML method of Boes et al. (1989) results in 
an estimate of 0.510 with standard error 0.068. 
Comparing this with the 0.499 (0.066) in Table 
1, we observe that for all three estimation 
methods it is clear that the hypothesis d = 0.5 
cannot be rejected at any reasonable significance 
level. This result appears robust to the three 
outlying observations. 
2.2. Periodicity in residual autocorrelations 
Before we start estimating a periodic extension 
of the ARFIMA model in (2), we investigate the 
residual processes for the presence of systematic, 
perhaps seasonal, patterns. In fact, Franses and 
Paap (1994) find that the UK inflation displays 
periodic autoregressive behavior. Additionally, 
in Fig. 5 we give the periodic ACF; that is, an 
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Fig. 5. Periodic autocorrelation function for quarters I to 4. 
(The lags arc indicated on the horizontal axis.) 
ACF for each of the quarters, which is calculated 
using the method proposed in McLeod (1994). 
It is clear from this graph that the first-order 
autocorrelation is about 0.8 for quarters 1 and 2, 
and about 0.6 for quarters 3 and 4. Furthermore, 
the ACF values die out only very slowly in all 
quarters. In sum, the models in (1) and (2) may 
be misspecified with respect o capturing season- 
al fluctuations. A further simple diagnostic is to 
perform an LM-type regression by adding 
Ds,,~+_ 1 to  (1), with e0 = 0, where Ds. , are four 
seasonal dummies = 1, 2, 3, 4, and to evaluate 
the joint significance of Ds.,~,_1 (see Franses, 
1993). For model (1) this yields an F-statistic 
value of 3.755, which is significant at the 5% 
level. It seems likely that model (2) also does not 
pass this test since it is closely related to model 
(1). This seems to be confirmed by Beran's 
(1992b) test for white noise residuals in (2) 
(when estimated with the Boes et al. (1989) 
method), with obtains a p-value of 0.014. 
We interpret these results as tentative evi- 
dence that the time series itself and the residuals 
from non-periodic models (1) and (2) display 
periodic autocorrelations. This seems to call for 
a modification of (2) that allows for periodic 
variation in the parameter d. In the next section, 
we estimate such a periodic ARFIMA model for 
the UK inflation data. 
3. Periodic models 
We start this section with a simple first-order 
periodic autoregression (PAR(I)): 
i, = ~b+i,_ 1 +/ztD , +/x2D , + e,, (5) 
where the AR parameters take a value of ~b t in 
season 1; that is, when t mod4=l  for t=  
1, 2 . . . . .  n, and values of ~b 2, ~b 3 and ~b 4 when 
t mod 4 equals 2, 3 and 0, respectively. The OLS 
estimation results of (5) appear in the third panel 
of Table 1. As could be expected, the ~b, parame- 
ters differ across the seasons. 
It should be mentioned here that residual 
autocorrelation tests indicate that there may be 
some residual autocorrelation that can be re- 
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moved by enlarging model (5). In fact, a PAR(4) 
model turns out to have better empirical prop- 
erties. An F12,1H-test to compare the PAR(4) 
with the PAR(l) obtains a value of 3.526, which 
is significant at the 1% level, and which indicates 
that (5) is too rough an approximation. We 
report the parameter estimates for the PAR(4) 
model in Table 1. Its AIC values show that it 
clearly outperforms all previous models within 
the estimation sample. 
Obviously, the first-order autoregressive pa- 
rameters ~b s in (5) are not equal, and hence, 
although (5) can be improved by including 
additional ags, the estimation results for this 
PAR(l) model indicate that i t has periodic dy- 
namics. This confirms the findings for the test for 
periodicity in the residuals in the previous sec- 
tion. To investigate whether the periodicity in ¢~ 
in (5) is caused by neglected seasonal hetero- 
scedasticity, we regress the ~ ~ from the PAR(I) 
and PAR(4) models on a constant and three 
seasonal dummies. The F-versions of the TR 2 
test statistics obtain values of 0.780 and 0.833, 
indicating that the null hypothesis of seasonal 
homoscedasticity cannot be rejected. Hence, 
there seems no need for our periodic models to 
resort to weighted least squares to allow for 
seasonality in the variances. 
3.1. A periodic ARFIMA(O, d~, O) model 
Given the observed long-memory characteris- 
tics in the previous section and the periodic 
patterns in (5), it seems worthwhile to consider 
the periodic ARFIMA(0, d~, 0) model, 
(1 - B)asi, = et, (6) 
i.e. a model similar to (2) where now both the 
mean of i, and the value of d can vary with the 
seasons. 
To estimate the values of d~, we use a periodic 
version of Beran's (1995) approximate ML es- 
timator, which corresponds to minimizing 
n 2 ~'t=2 e, 07), where now 
t - I  
e, ( 'q )  = ~,  ~j,s(rl)(yt_j - Yt,s), (7) 
j:O 
i.e. we allow for periodic AR parameters ~bj. s and 
we subtract seasonal means Yt,s. Again, e 1 does 
not depend on "0. In our case of UK inflation 
(where we again set Yl at 0; that is, we use 136 
observations on it), this method results in the 
parameter estimates given in the fifth panel of 
Table 1. The AIC value in the case of no outlier 
correction is -1210.03. The latter value indicates 
that (6) improves upon the non-periodic AR- 
FIMA model in (2) with an AIC value of 
-1194.71. 
The estimation results in (6) suggest hat this 
model can be simplified somewhat further by 
imposing that d 1 = d 2 and d 3 = d 4. The relevant 
estimation results under these restrictions, using 
the periodic version of the method in Beran 
(1995), are given in the final panel of Table 1. 
This model obtains an AIC value of -1213.83 in 
the no outlier correction case, indicating a fur- 
ther improvement upon (2) and (6). The signifi- 
cant differences between the ds should not be 
interpreted as indicating seasonally varying long- 
memory behavior. In fact, the autocorrelations 
at high lags do not vary systematically over the 
seasons, see Fig. 5. The long-memory behavior is 
not clearly periodic. 
4. Forecasting 
To investigate whether the PARFIMA model 
outperforms rival models, we carry out a fore- 
casting exercise for the 24 quarterly observations 
in 1989 to 1994. As alternative models, we 
consider the non-periodic ARFIMA model in 
(2), the unrestricted PAR(4) model, the non- 
periodic AR(4) model in (1) and the PAR(I) 
model in (5). The parameters in each model are 
estimated for the sample until 1988.4, and one- 
step and k-step ahead (for k = 1 . . . . .  24) fore- 
casts are generated for 1989.1-1994.4. 
Given the true parameter values, there are 
two ways to generate forecasts from an AR- 
FIMA model. The first is the naive method, 
which involves using the AR(~) approximation 
for the series after correction for deterministic 
terms, where data points before the sample 
period are set equal to zero (see Peiris and 
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Perera, 1988; and Ray, 1993b). The second 
method is to generate the optimal linear fore- 
casts for k periods ahead given n observations. 
The method is explained in Beran (1994, pp. 
164-165). The optimal finite sample method 
requires an expression for the exact autocorrela- 
tions. We use this method only for the non- 
periodic ARFIMA model. The choice of fore- 
casting method oes not affect he general result 
and we report results for the naive method only. 
We generate forecasts for the series in deviation 
from seasonal means, which are estimated over 
the sample until 1988.4. We add these means to 
the final forecasts in the last stage. 
The forecasting results are summarized in 
Tables 2 and 3. The differences between the root 
mean squared errors (RMSEs) of the various 
models are not large. The PARFIMA model 
does not appear to outperform the non-periodic 
models or periodic AR models both for one- 
step-ahead and multi-step-ahead forecasts. There 
is no clear winner amongst the five rival models 
for the period 1989 to 1994, although the 
PAR(4) and AR(4) models seem to do rather 
well. These results eem to add to those in Crato 
and Ray (1996), where it is found that ARFIMA 
models have difficulties in improving upon rival 
ARIMA-type models when forecasting out of 
sample. Another possibility is that there has 
been some structural shift in the evaluation 
period. The relatively large effect of the outlier 
correction on the multi-period forecast errors 
favors the latter explanation. The reduction of 
the effect of extremely high inflation values in 
the 1970s leads to better forecasts for the low 
inflation values in the 1990s. 
5. Concluding remarks 
In this paper, we extended the ARFIMA- 
(0, d, 0) model by allowing the parameter d to 
vary with the seasons. An approximate 
PARFIMA(0, ds,0 ) model was fitted to the 
Table 2 
Forecast evaluation of PARFIMA and other models for quarterly UK inflation: One-step-ahead forecasts. The models are 
estimated for the sample until 1988.4, and one-step-ahead forecasts are generated for 1989.1-1994.4. The cells are the Root Mean 
Squared Errors 
Model All quarters Q1 Q2 Q3 Q4 
Outlier correction 
AR(4) 0.669 0.887 0.857 0.275 0.439 
PAR(l) 0.705 0.607 1.023 0.419 0.630 
PAR(4) 0.648 0.590 0.975 0.302 0.537 
ARFIMA(0, d, 0) 0.686 0.808 0.880 0.376 0.560 
PARFIMA(0, d,, 0) 0.693 0.693 0.952 0.377 0.627 
No outlier correction 
AR(4) 0.646 0.839 0.796 0.374 0.440 
PAR( 1 ) 0.745 0.596 1.080 0.542 0.630 
PAR(4) 0.675 0.584 1.029 0.363 0.537 
ARFIMA(0, d, 0) 0.665 0.820 0.835 0.413 0.481 
PARFIMA(0, d,, 0) 0.688 0.665 0.956 0.441 0.585 
Note: All values are multiplied with 100. Underlined are the minimum values of the RMSE over the columns. Note that the 
restrictions d~ = d 2 and d 3 = d 4 are imposed on the parameters of the PARFIMA model. 
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Table 3 
Forecast evaluation of PARFIMA and other models for quarterly UK inflation for forecasts 1to k steps ahead. The models are 
estimated for the sample until 1988.4, and one-step-ahead to k-step-ahead forecasts are generated for 1989.1-1994.4. The cells 
are the Root Mean Squared Errors (averaged over the k forecasts) 
Model All quarters Q1 Q2 Q3 Q4 
Outlier correction 
AR(4) 0.886 1.168 0.962 0.562 0.731 
PAR(l) 0.909 1.184 0.940 0.610 0.805 
PAR(4) 0.909 1.222 0.914 0.605 0.782 
ARFIMA(0, d, 0) 0.980 1.220 1.015 0.693 0.917 
PARFIMA(0, d~, 0) 0.982 1.225 1.008 0.697 0.924 
No outlier correction 
AR(4) 1.071 1.407 1.018 0.813 0.951 
PAR(I) 0.998 1.307 0.958 0.757 0.912 
PAR(4) 1.087 1.451 1.013 0.854 0.940 
ARFIMA(0, d, 0) 1.007 1.265 1.018 0.770 0.912 
PARFIMA(0, ds, 0) 1.013 1.275 1.010 0.780 0.922 
All values are multiplied with 100. Underlined are the minimum values of the RMSE over the columns. Note that the restrictions 
d 1 = d 2 and d 3 = d 4 are imposed on the parameters of the PARFIMA model. 
quarterly UK  inflation data. To this end, we 
used a periodic extension of  Beran's (1995) 
estimation approach. We found that for the first 
half of the year, the d value is significantly larger 
than 0.5, while for the second part it is sig- 
nificantly smaller. Finally, with respect to fore- 
casting, the differences between the various 
models are not large, although the PARF IMA 
model  is usually outperformed by rival forecast- 
ing models. 
An  interesting topic of further research is to 
obtain more insight into the periodic auto- 
covariance function of the PARF IMA model. 
This would be helpful for deriving standard 
errors of the estimated seasonal means and for 
the computat ion of periodic forecast error vari- 
ances. It is also important o study the memory 
characteristics, or stationarity properties, of time 
series generated by PARF IMA processes. Final- 
ly, we may consider the effects of using a non- 
periodic model in the case of a PARF IMA model 
as a data-generating process. See Tiao and 
Grupe (1980) and Boswijk and Franses (1996) 
for related results for I(0) and I(1) processes. 
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