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Given an associative system in which each word is assigned a cost 
and in which an equivalence r lation obtains between elements, it is 
often of interest o ask the question: what is the least costly word 
equivalent to a given word? The case in which the equivalence r la- 
tion is a two-sided congruence r lation is studied here, one example 
being the problem of optimizing a type of computer program. Such 
optimizing processes may be formalized as Markov normal algo- 
rithms. 
A general result concerning order relations on finite alphabets is 
established first. Then, the properties of a class of Markov normal 
algorithms are investigated. It is shown that each such algorithm 
must always terminate, and that every class of mutually equivalent 
algorithms contains a unique minimal algorithm which can be ob- 
tained by applying any algorithm of the Class to itself. 
NOMENCLATURE 
E finite set (alphabet) 
s (or s~) arbitrary element of E (letter) 
n number  of elements of 
E*  set of all expressions on E (words) 
k empty  word 
]% k' length of a word 
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A(w) 
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A' 
71- 
OL 
a(w) 
index on the letters of  a word 
x, y, z (or t~, u~, etc.) arbitrary word 
is a member of 
is a subset of 
is less than (relation of total order on Z*) 
is greater than 
is congruent to (two-sided congruence r lation on E*) 
is included in (relation of partial order on E*) 
simple substitution 
concluding substitution 
arbitrary algorithm 
the word which results when A is applied to w 
is equivalent to (equivalence r lation on algorithms) 
set of words appearing at the left of substitutions of A 
set of words appearing at the right of substitutions of A 
core algorithm for A 
auxiliary alphabet 
class of algorithms 
number of applications of A to w 
P, Q, S, $8 , T, U specific sets of words 
I. MOTIVATION 
Given an associative system (semigroup) in which each element is 
assigned a cost and in which an equivalence relation obtains between 
elements, it is often of interest o ask the question: what is the least 
costly word equivalent to a given word? Three examples of such problems 
are the travelling salesman problem studied by Dantzig et al. (1954), 
the optimum control problem (cf. Pontryagin, 1962), and the problem 
of finding the least word which performs a given mapping upon the 
states of a finite automaton. Algorithms do not exist for all such prob- 
lems, since the solution may in general require the solution of the word 
problem for semigroups, which is known to be unsolvable (Davis, 1958). 
The problems mentioned above involve natural two-sided congru- 
ence relations. Two input words x and y to a finite automaton may be 
regarded as equivalent if they perform the same mapping from the set 
of states of the automaton to itself; i.e., if M(s, x) = M(s, y) for all 
states where M is the transition function of the automaton. A simpli- 
fied model of computer programming can be obtained by reinterpreting 
the input words as programs, and the initial state as data upon which 
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the programs act; here the programs are not self-modifying and contain 
no instructions wh ich  transfer control. P rograms P and Q are then 
equivalent if they reach the same result for each set of data; in that 
case the programs RPS and RQS must  also be equivalent, R being run 
iLmmediately before P (or Q) and S being run immediately after. Thus  
the equivalence relation satisfies the definition of a two-sided congru- 
,~nce. 
The programming and automaton  problems can be solved by  enumera-  
tion if necessary; however,  the solution algorithms are often impractical 
and may give no intuitive insight into the structure of the optimizing 
process itself. It is hoped that greater insight and more  effective algo- 
rithms can be found by  studying the general class of associative systems 
with two-sided congruence relations, a class wh ich  contains problems of 
all degrees of difficulty. 
Where  such a two-sided congruence relation exists and, in addition, 
there is a total order relation on the costs of the words  which  has certain 
natural properties, the theory of monotone  congruence algorithms ap- 
plies. The  properties of this class of algorithms are investigated below. A 
general result concerning order relations on finite alphabets is estab- 
lished first. Then  it is shown that each monotone  congruence algorithm 
must  always terminate, and that every class of mutual ly  equivalent 
monotone  congruence algorithms contains a unique min imal  algorithm 
which  can be obtained by  applying any algorithm of the class to itself. 
II. MONOTONE CONGRUENCE ALGORITHMS 
Let Z be a finite set called the alphabet, whose  elements are called 
letters. Let E*  denote the set of all expressions or words on the letters of 
E, including the empty  word  k. 
(The  letters may be interpreted as computer  instructions or sub- 
routines; the words, as programs or as systems of subroutines. The  
word  uv represents the program formed when the program u is followed 
by  the program v.) 
re la t ion  on  E . The  symbo ls  < Let < ("less than")  be a total order " * 
> ,  and _>- will be used in the usual way.  
(In the interpretation, "<"  will often be derived f rom a cost function 
on the letters, so that the cost of uv is the cost of u plus the cost of v. 
Wi th in  classes of words  having the same cost, the total order can be 
completed lexicographically as follows. (i) Order the letters in any  way  
consistent with cost. (2) If u and v have the same cost and u is shorter 
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than v, let u < v. (3) I f  u and v have the same cost and the same length, 
order them lexicographically from the left; i.e., if there are words 
w, x, y and letters sl,  s~, such that u -- wslx ,  v = ws2y, and sl < s2, 
let u < v. The total order thus defined can be shown to satisfy assump- 
tions (1~ and (2). 
(The cost of a computer program might reflect its execution time, the 
space required, etc.) 
Assume that:  
(1) X =< wfora l lw  C ~*; 
(2) if x < y, then uxv < uyv, for all u, v, x, and y E Z*. 
(The first assumption implies that  the "empty  program" is less 
costly than any other program; the second assumption holds wherever 
the cost of uv is the cost of u plus the cost of v, and in many other cases 
as well.) 
Let ~ ("is congruent to")  be an equivalence relation on ~ such that 
(3) if x ~-~ y, then uxv ~-~ uyv for all u, v, x, and y E Z*. 
(x is congruent o y if these two programs compute the same func- 
tion upon the internal states of the computer.) 
DEFINITION. I f  V ~'~ W implies V _--> w for all v in C Z*, w is a minimal  
word(over  < and ~-~). I f  v ~ w and w is a minimal word, then w is 
the minimal  equivalent word for v. 
DEFINITION. I f  there exist u, v C Z* such that uxv = y, then x is a 
subword of y. I f  u ~ X or v ~ X, then x is a proper subword of y. 
THEOREM 1. Any subword of a minimal  word is a minimal  word. 
Proof: Suppose for purposes of indirect proof, that w = uxv where w 
is minimal and x is not. There must be u word y such that y ~-~ x, y < x; 
but then uyv ~-, uxv = w and uyv < w by (2) and (3), which contradicts 
the minimality of w. 
Theorem 1 is a natural generalization of the Principle of Optimality 
of Bellman (1957) to two-sided congruence relations. Note that it does 
not depend upon the introduction of a particular ~lgorithm. 
A general notion of Mgorithm is now defined following Markov 
(1961). 
DEFINITION. Let "-->" ~nd "-%" be symbols not in Z. Then "x ~ y" 
is a simple substitution of E* and "x -2+ y" is a concluding substitution of 
Z* i fx ,  y C Z*. 
DEFINITmN. A Marl~ov normal algorithm on ~* is a finite ordered list of 
substitutions of ~*. 
The letters A, B, and C will be used to denote algorithms. The set of 
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words which appear to the left of the arrows in the substitutions of A 
will be denoted AL ("A-left") while those which appear to the right of 
the arrows will be denoted A~ ("A-right")• 
DEFINITION. The substitution "x -+ y" (or "x •~ y") applies to 
w C Z* if there exist u, v ~ E* such that w = uxv. An algorithm applies 
to w if any of its substitutions applies to w. 
By convention, the operation of a F[arkov normal algorithm upon a 
word w is interpreted as follows. If "x ~ y" (or "z :* y") is the first 
substitution of the algorithm, w = uxv, and ul is at least as long as u 
wherever w = ulxvl, the first application consists of replacing uzv by 
uyv. The same procedure is then repeated for uyv. If the first substitution 
does not apply to w the second substitution is considered instead; if 
neither applies, the third substitution is considered, etc. Whenever a 
concluding substitution applies, the process tops immediately after it 
has been applied. Otherwise, the process stops only when a word is 
reached to which none of the substitutions apply. Since the process is 
deterministic, it must produce a unique sequence of words, w, w~, w2, 
• • • of length i or more• The sequence is of length 1 only if the algorithm 
does not apply to w. The number of applications a(w) of A to w is one 
less than the length of the sequence. The algorithm A produces x from 
w if x is a member of the sequence. If z is the last word in the sequence, 
define A (w) = z. 
DEFINITION. A =-- B ("A is equivalent o B" )  if A and B are al- 
gorithms and A(w)  = B(w)  for all w in 2"  for which either A(w)  or 
B ( w ) exists. 
The algorithms which form the main subject of investigation can now 
be defined. 
DEFINITm~. Let ~ be an alphabet, < be an order relation satisfying 
(1) and (2), and ~ be an equivalence relation satisfying (3). A mono- 
tone congruence algorithm (MCA) over < and ~-~ is a Markov normal 
algorithm A for which: 
(a) A(w)  is minimal for all w ~ Z* for which A(w)  exists; and 
(b) for each substitution "x ~ y" (or "x -:~ y") of A, x > y and 
X, -~y .  
(In terms of computer programs, each substitution gives a way of 
replacing a subprogram by a less costly program which computes the 
same function; if the algorithm terminates, it must produce the least 
costly program which computes the same function.) 
Example. For 2 = {1, 2, 3}, the following MCA maps x, y C ~* to 
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the same word if and only if the sum of the digits of x is equal to the 
sum of the digits of y modulo 4 (X is assumed to be in a distinct equiva- 
lence class). Let the letters 1, 2, and 3 cost 7, 2, and 4 units, respectively, 
and let "<"  be induced by these costs. The minimal words are ~, 22, 
23, 2, and 3. The algorithm is: 
222 ---+ 2 
32 ---> 23 
1--+32 
33 --~ 2 
223 --~ 3. 
(If the letters 1, 2, and 3 are interpreted as shift instructions for a four- 
bit circular shift register, the aIgorithm maps each program of shift 
instructions to the least costly equivalent program.) 
III. TERMINATION 
The first principal result to be established is that for any MCA A and 
any word w, A(w)  exists; i.e., that every MCA always terminates. 
The proof depends on a quite general result about total order relations 
on E*. 
DEFINITION. For x, y distinct words of •*, x <~ y ("x is included in y") 
if x = sis2 . . "  s~ for s~ E ~ (i = 1, 2, . . .  , m) and there exist words 
v0, Vl, • • • , vm E 2" such that y = vQs~vl •• • s~v,~. The partial ordering 
thus defined is called the inclusion partial ordering. 
Observe that every total ordering of 2"  satisfying (1) and (2) is an 
extension of the inclusion partial ordering in the sense that x <3 y implies 
x<y.  
THEOREM 2. Every total order which is an extension of the inclusion 
partial ordering is a well-ordering. 
A proof of Theorem 2 is given in the Appendix. 
THEOREM 3. For any MCA A and any w E ~*, A (w)  exists. 
Proof: A (w)  must exist unless A produces an infinite descending 
sequence of words w > wl > w2 > • . ' ,  which contradicts the fact that 
"<"  is a well-ordering. 
Markov normal algorithms may in general involve the use of auxiliary 
letters. That  is, the alphabet of A may consist of disioint subsets E and 
such that for all w: C E*, A (w) E Z*. Where attention is concentrated 
on the words of E*, the letters of ~ may then be called nuxiliary letters, 
since they appear only in the intermediate stages of the application of A 
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to the words of Z*. The words with auxiliary letters are required to obey 
the usual conditions on the ordering and congruence r lations. 
The next two theorems how that every monotone congruence al- 
gorithm is equivalent to one which has neither auxiliary letters nor 
concluding substitutions. 
THEOREM 4. I f  A is an MCA such that A(w)  C 2" for every word 
w ~ ~*, then A is equivalent on 2" to an MCA whose substitutions involve 
only words of 2*. 
Proof: Given A, form the algorithm B by deleting each substitution 
"x --~ y" (or "x -:~ y"), for which x $ 2" and then replacing each of the 
remaining words of A~ by its minimal equivalent word. BL and BR 
then contain only words of 2*. To show that A(w)  = B(w)  for all 
w C 2*, note that if w is minimal, A(w)  = B(w) = w. If w is not mini- 
real, some substitution "x ~ y" (or "x -~ y") of A must apply to w, 
with w = uxv and u, x, v ~ 2*. Then, by the choice of B, the substitu- 
tion "x ---* z" (or "x -:+ z") must be in B, where z is the minimal equiva- 
lent word for x. It follows from the hypothesis of the theorem that z 
is also in 2*, whence uzv E 2" as well. Thus, after one application, B
has replaced wby a lesser equivalent word from 2". The argument can be 
repeated for the new word, etc.; after a finite number of repetitions, B 
will produce the minimal equivalent word for w. Thus B(w)  = A (w) for 
every word w ff 2*, which was to be shown. 
TttEOREM 5. Each MCA is equivalent to an MCA which has no con- 
cluding substitutions. 
Proof: Given an MCA A, form the MCA B by replacing each con- 
cluding substitution "x --:-> y" by the simple substitution "x ---+ y." 
If B ~ A, there must be a word w such that B(w)  ~ A(w) ,  and the 
application of A to w must involve at least one concluding substitution. 
By the nature of concluding substitutions, only one can have been 
applied, and it must have been applied only at the last step, producing 
A (w). Since B has the same substitutions as A, the sequence of words 
produced by B from w must be identical up to and including the step 
which produces A(w); since B(w) ¢ A(w) ,  some substitution of B 
must apply to A (w) also, reducing it to a lesser word which is congruent 
to A(w). Then A(w)  cannot be a minimum word, and A cannot be an 
MCA. The contradiction establishes that A -- B. 
Note that if the substitutions of an MCA which has no concluding 
substitutions are reordered, the resulting algorithm is equivalent. 
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IV. THE CORE ALGORITHM 
The second main result is that every class of mutually equivalent 
monotone congruence algorithms contains a unique minimal algorithm 
which can be obtained by applying any member of the class to itself. 
The algorithm is unique up to the order of the substitutions and minimal 
with respect o the number of substitutions. 
DEFINITION. For any 5/[CA A, the core algorithm A' is formed by: 
(1) replacing all concluding substitutions by the identical simple 
substitutions; 
(2) where two or more substitutions have the same left-hand word, 
deleting all but one of them; 
(3) deleting every substitution "x ~ y" for which some proper sub- 
word of x is in A~ ; and 
(~) replacing each remaining word of A~ by its minimal equivalent 
word. 
THEOaL~ 6. For any MCA A, 
(1) A'  is art MCA;  
(2) A'-= A; 
(3) I f  B -~ A, then A~ t ~ B~. 
Proof: A '  is chosen so that x :> y and x ~ y for each of its substitu- 
tions "x ---* y." Thus to show that A t is an MCA and that A t =- A, it is 
only necessary to show that A t applies to every word to which A applies. 
If  A applies to w, some word v C A~ must be a subword of w; but then, 
by the choice of A', either v ~ AL t or some proper subword of v ix in both 
AL and AZ. In either ease, A t applies to w also. Thus A t successively 
reduces each word to lesser words to which it is congruent until, even- 
tually, the minimal equivalent word is reached; A' ~ A. 
Observe that A t was chosen in such a way that each proper sub- 
word of a word of x C A~' is a minimal word; for otherwise, the sub- 
stitution "x --~ y" would have been deleted in forming A t. Now suppose 
that B ~ A. B must apply to each word of AL t, since none of them is 
minimal. At the same time, B cannot apply to any proper subword of 
any of the words of A~' since all the proper subwords are minimal. Thus 
each word of AL' must appear as the left side of a substitution in B. 
The words of AL t being distinct, it follows that AL t C BL • This com- 
pletes the proof. 
For any class of equivalent MCA containing A, AL' is the unique set of 
nonminimal words whose proper subwords are all minimal, each word 
of ARt is the unique minimal equivalent word for the corresponding word 
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of A,.', and there are no concluding substitutions. Thus A' is unique 
except for the order in which the elements of AL' appear. 
V. UNIFORM OPT IMAL ITY  
The core algorithm is minimal with respect to the number of substitu- 
tions. A further kind of minimality based upon the number of steps re- 
quired to reduce a word is now considered. 
DEFINITION. An algorithm C is uniformly optimal within a class a of 
equivalent algorithms if, for all A ~ a and all w C 2, c(w) < a(w). 
Note that a(w) (defined earlier as the number of applications of A 
to w), usually depends on the order of the substitutions of A. 
THEOnEM 7. The only MCA which is uniformly optimal within a com- 
plete class of equivalent MCA is the algorithm which has no substitutions. 
Proof: The algorithm which has no substitutions is not equivalent to 
any other IV[CA. If, on the other hand, A applies to any word w, it 
must also apply to each word of the sequence ww, www, • • • . Let z be 
any member of this sequence which is not in the finite set A~ ; then 
a(z) > 1. Form B from A by adding the substitution "z --~ y" at the 
beginning, where y is the minimal equivalent word for z. Then b(z) = 
1 < a(z), and A is not uniformly optimal within its complete class of 
equivalent algorithms. 
T~EOnE~ 8. I f  C is uniformly optimal within the class of a of equivalent 
MCA such that AL = CL .for each A ~ a, and no two substitutions of C 
have the same left-hand word, then each word of Ca is a minimal word. 
Proof: It is sufficient o show that an algorithm which does not have 
this property cannot be uniformly optimal. Suppose that in the sub- 
stitution "x --~ y" of an i~ICA A, y is not a minimal word. Then a(x) > 1. 
If y is replaced by its minimal equivalent word to form the algorithm B, 
thenB =-- A and b(z) = 1 < a(x), so A is not uniformly optimal within 
the class. 
It was shown in Theorem 6 that any algorithm with a minimum 
number of substitutions must have the same set of left-hand words 
as a core algorithm. Theorem 8 shows that within those with the same 
set of left-hand words, only the ones which had the same set of right- 
hand words as the core algorithm can be uniformly optimal. Thus the 
study of optimality reduces to the study of the algorithms which can 
be produced by reordering the substitutions of the core algorithm. It 
will be shown in conclusion that a uniformly optimal ordering of the 
substitutions does not always exist, and that more than one uniformly 
optimal ordering may exist. 
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Example. I t  can be shown that 
01 ---~ )~ 
10 --> )~ 
00--+ 1 
11 --+ 0 
is a core algorithm which is uniformly optimal for the class of equivalent 
MCA which have the same left sides. Other uniformly optimal orderings 
of the same core algorithm can be obtained by interchanging the first 
and second substitutions or the third and fourth substitutions. Note 
that the left-hand sides are not ordered according to the < relation for 
any of these optimal orderings; for if 0 < 1, then 00 < 01. 
Finally, there exist core algorithms which cannot be reordered to 
produce an algorithm which is uniformly optimal within the class of 
equivalent Mgorithms with the same left sides. 
Example. 
01-+2 
10--~ 2 
02 --* 20 
12 --+ 21. 
Let u = 010 and v = 101. I f  A is any ordering of these substitutions such 
that "01 --+ 2" precedes "10 --~ 2", then a(u)  = 1 and a(v) = 2. If, 
on the other hand, B is any ordering of the substitutions uch that 
"10 --~ 2" precedes "01 --> 2", then b(u) = 2 and b(v) = 1. Since 
a(u) < b(u) and a(v) > b(v), neither A nor B can be uniformly optimal. 
APPENDIX 
Included here are the proofs of Theorem 2 and of a lemma concerning 
the inclusion partiM order; the proof of the latter is the principal step 
in proving the theorem. 
The definition of the partiul order <3 is restated here for reference. 
DEFINITION. For x, y distinct words of ~, x < y ("x is included in y")  
if x = s~s2 • • • sm for s~ E Z (i = 1, 2, • • • , m) there exist words v0, vl, 
• • • , vm C ~ such that y = vos~vls2v~ • •• s,~vm. 
LEM~A 1. Every infinite subset of ~ contains two words v and w such 
that v <~ w. 
Proof: A set of words such that no word in the set is included in any 
other word of the set will be called independent. An infinite independent 
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set of words whose alphabet has at most n letters and whose shortest 
word is of length k will be called an (n, k) i.i. set. The proof that no in- 
finite independent set exists proceeds by an indirect proof involving 
simultaneous backward induction on n and k; i.e., it is shown that if an 
(n, k) i.i. set exists, then either an (n, k -- 1) i.i. set exists or an 
(n -- 1, k') i.i. set exists for some k'. Repeated application of the argu- 
ment must yield a (1, 1) i.i. set. Since such a set obviously does not 
exist, the hypothesis that an infinite independent subset exists must also 
be false. 
Suppose, then, that an (n, k) i.i. set S is given. If the alphabet has 
less than n letters, the induction step is immediate. Otherwise, pick any 
word w from S which is of length/c and let s denote the first letter of w. 
Throughout the proof, it is frequently convenient to divide the infinite 
set under consideration i to two subsets and to prove for one of them 
that if it is infinite, either an (n,/~ - 1) i.i. set or an (n -- 1,/c') i.i. 
set exists. Since the induction step is completed in that event, the sub- 
set can be discarded, and the other of the two subsets can be assumed 
infinite. 
The process just outlined can be applied to the set S~ of all words of S 
which start with the letter s. The set of words forr~md from S~ by removing 
the initial letter of each word of S~ contains a word of length k - 1 
(namely, the word formed by deleting the initial letter of w) and is an 
independent set (or else, trivially, S~ is not independent). Thus if S~ 
is infinite, an (n, ]c -- 1) i.i. set exists. 
Similarly, the set of words of S which do not include the letter s is 
either finite or it is an (n - 1, k) i.i. set. When both this set, and aI1 of 
S~ except w are eliminated from S, there remains a set T = Its} which 
can be assumed to be infinite. Thus T is an (n, ]~) i.i. set in which each 
one occurrence of the letter s, and no word except word contMns at least 
w begins with s. 
The word to = wis  
t~ of T is of the form 
of the form syo for some word y0 ; each other word 
x~sy¢, where x~ does not contain the letter s and 
each x l is of length 1 or more. Let X denote the set Ix1, x2, • • • }, re- 
ordered so that if x~ <3 xj ,  then i ~ j. 
I t  will now be shown that X contains either an infinite ascending chain 
P = [pl ,  p~, • • • } where p~ <3 p~+l for all i, or else an infinite inde- 
pendent sequence Q. The two sequences P and Q of elements of X can 
be chosen as follows, beginning with the element xl .  At each stage, ask 
whether the element x~ then under consideration is included in (or equal 
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to) an infinite number of elements of X. If  so, include xi in P and go on 
to consider the next element in the order which includes (or is equal to) 
x~. I f  not, include x~ in Q and go on to consider the next element in the 
order which includes no earlier element of Q (and which is not already 
in Q). At each stage only a finite number of elements of Q have been 
chosen, and each has been chosen so that it includes (or is equal to) 
only a finite number of elements of X. Therefore an infinite number of 
elements which include no earlier element of Q (and which are not al- 
ready in Q) must remain at each stage, and the process can be continued 
indefinitely. 
Q is an independent set on an alphabet which does not contain the 
letter s; it is therefore ither an (n -  1, k t) i.i. set or finite. Accordingly, 
P can be assumed infinite. 
The elements t~ = xisy~ of T for which x~ is not a member of P may be 
discarded. The remaining members of T can be ordered according to the 
order of the elements in P;  then if t~ = x~sy~ appears before tj = x j sy i ,  
either x~ = xj or xi <3 xj .  Here the words y~ must all be distinct; other- 
wise x~sy~ <3 xjsy~ for some i, j, which contradicts the independence of T. 
Wherever y~- <3 y~, j > i, in the above ordering, remove tj leaving a 
set U. U is independent because it is a subset of the independent set T. 
Now suppose that U is infinite. The set of tj just removed must then 
be infinite, and each yj must be included in one of the y~ which remains. 
The number of words included in each remainin~ y~ must be finite, since 
none can be longer than y~ itself. Since the number of yi is also finite, 
the infinite number of yj included in them cannot all be distinct, which 
is a contradiction. Hence U is infinite. 
So far it has been shown that either an (n, k -- 1) i.i. set, an (n - 1, 
k') i.i. set, or the infinite independent set U constructed above must 
exist. In conclusion, it is shown that the set Y of all the y~ which appear as 
tails of elements of U is an (n,/c - 1) i.i. set. The word y0 of Y is of 
length ]¢ -- 1, since w = syo and w was assumed to have length k. I f  
y~ <3 y~., i < j, then x~sy~ <3 xssy j , which contradicts the independence 
of T, since already x~ <3 xj.  On the other hand, U was defined so as to 
exclude the case in which y~ <3 yj for i > j. Thus Y is an (n, ]c -- 1) i.i. 
set and the lemma is proved. 
Tm~O~EM 2. Every total order which is an extension of the inclusion 
partial ordering is a well-ordering. 
Proof: Let < be a total order on Z* such that x <3 y implies x < y. 
I f  -_ is not a well-ordering, there exists an infinite sequence of words 
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wl > w2 > • • • . An  infinite independent  set V = {vl, v2, ." .} can be 
selected from the sequence as follows. Let  v~ = wl • For  i > 1, let v~+~ 
be the first word of the sequence which is not  included in v~, v2, • • • , or 
v,:. Since only a finite number  of words is included in any given word, 
such a V,-+~ always exists and must  precede an infinite number  of words 
of the sequence. Thus  V is an infinite independent  set, contradict ing the 
lemma above, and the hypothesis  that  < is not  a wel l -ordering must  be 
false. 
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