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IMAGE ENHANCEMENT TECHNIQUES
Donald B. Gennery 
Senior Systems Analyst 
RCA MTP 
Patrick AFB, Florida
ABSTRACT
This paper discusses the enhancement of 
images to restore detail that has been ob­ 
scured by blurring. An optical analog 
method and several digital methods of 
performing this processing are discussed. 
Sample results from one of the digital 
methods are shown.
INTRODUCTION
In many fields of science and technology 
it often happens that a photograph has 
been obtained in such a manner that 
blurring has reduced the sharpness of the 
image. For example, in astronomical photo­ 
graphs obtained by earth-based telescopes, 
the turbulence of the atmosphere causes a 
degrading of the image. Similar effects 
occur in underwater photography. Also, in 
photographs obtained from space probes, 
improper focus or motion during the ex­ 
posure may blur the image. In medical 
X-rays the resolution often is not as good 
as might be desired. Many other examples 
could be mentioned.
In cases such as the above, it sometimes 
is possible to process the image in such a 
way as to correct for the blurring process 
and thus to improve the resolution of the 
image. Other processing can also be per­ 
formed so as to accentuate certain features 
of the image. As many others have pointed 
out (1 " 6) , these types of processing in 
many cases can be performed by two- 
dimensional spatial filters. Both analog 
filters using optical techniques and 
digital filters using general-purpose 
digital computers will be discussed below.
GENERAL PRINCIPLES
If an image formed in noncoherent light is 
blurred in a constant way throughout the 
image plane, this smearing out process can 
be described by the convolution operation, 
as follows:
where z is the ideal image intensity, z is 
the actual image intensity, and g is the 
point spread function of the blurring 
operation. (The quantities z, z, and g 
are all implicit functions of the two 
spatial coordinates, and the symbol * 
represents the two-dimensional convolution.)
Equation (1) can be transformed into the 
frequency domain, where the convolution 
becomes a multiplication by means of the 
convolution theorem, as follows:
Z = GZ (2)
(A capital letter Z, G, H, or U denotes 
the two-dimensional Fourier transform of 
the corresponding lower-case letter and 
represents a quantity that is a function 
of the two components of spatial frequency.) 
G is called the optical transfer function 
or frequency response of the blurring 
operation. Equation (2) can be solved for 
Z as follows:
Z = 
L G (3)
z = g (1)
Thus processing the blurred image with a 
filter whose transfer function is 1/G 
would produce a restoration of the ideal 
image.
However, G may be zero at certain frequen­ 
cies. Furthermore, G may be so small at 
some frequencies that the image content at 
these frequencies has dropped below the 
noise level in the photographic emulsion 
and thus cannot be restored. Therefore, 
instead of equation (3) the following pro­ 
cedure is used.
The optimum filter for separating a 
message whose power spectrum is Pm from 
noise whose power spectrum is P n has the 
transfer function Pm /(Pm+ P n ) if the 
message and noise are uncorrelated ^ 7 } . 
The message in this case is the blurred 
image z, whose power spectrum is Pg|G| 2 , 
where P- is the power spectrum of the 
ideal image z. Making this substitution 
and multiplying by the above function 1/G 
for restoring the image in the absence of
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noise produces the following transfer 
function of the restoring filter including 
noise suppression:
H =
P Z |G| 2
P-|G| 2 + P z ' ' n
This reduces to
H
(4)
(5)
where 3 2 = P n /^z and denotes the com­ 
plex conjugate. ($ represents the ratio 
of noise amplitude to signal amplitude in 
the intensity data. 3 in general is a 
function of the two components of spatial 
frequency, but it will be considered to be 
constant here for simplicity. Note that 
when 3 = 0, H = 1/G.) Thus, instead of 
equation (3) , we have
Z = HZ (6)
In the space domain, equation (6) becomes 
the following:
z = h*z (7)
where h is called the filter impulse 
response .
The filtering of an image to perform the 
above can be done by one of two basic 
methods. In the transform method, the in­ 
put image z is transformed to the frequency 
domain, multiplied by the filter transfer 
function H at each frequency according to 
equation (6) , and then transformed back to 
the space domain to produce the output 
image z. In the convolution method, the 
input image z is convolved with the filter 
impulse response h in the space domain 
according to equation (7) to produce the 
output image z. (If either h or H is known, 
the other can be obtained by performing the 
appropriate two-dimensional Fourier 
transform.)
DETERMINATION OF OPTICAL TRANSFER FUNCTION
We must now discuss means of determining 
the optical transfer function G of the 
blurring process so that it can be used in 
equation (4) to determine the restoring 
filter.
In some cases the optical transfer function 
can be computed from theoretical consider­ 
ations. For example, if the blurring is 
caused by aberrations in lenses, the point 
spread function g can be computed by ray 
tracing, and the Fourier transform of this 
can be computed numerically to obtain the 
transfer function G. In many cases, how­ 
ever, the smearing is due to some phe­ 
nomenon (such as unknown inhomogeneities 
in the medium) whose effects cannot be 
predicted and thus must be measured.
If a known object can be photographed 
along with the object under study, its 
blurred image can be used to determine the 
optical transfer function. If the ideal^ 
image of the known object is denoted by u 
and its blurred image by u, then
(8)U = g*U
U = GU (9)
Thus G can be determined as follows, ex­ 
cept where U becomes so small as to be 
seriously contaminated by noise:
u
(10)
A special case of equation (10) that is of 
some importance occurs when the known 
object is a point source. Then u is a 
delta function (unit impulse), and if we 
assume that it is at the origin, U is a 
constant. Furthermore, by normalizing U 
so that it is equal to unity at zero fre­ 
quency, U can be set equal to unity. Thus 
G = U in this case. That is, the optical 
transfer function is equal to the two- 
dimensional Fourier transform (normalized 
to be unity at the origin) of the blurred 
image of a point source. An example of 
using a point source as a standard can 
occur in astronomical photography, where 
a star can be considered to be a point 
source.
There are cases in which the optical 
transfer function can be partially com­ 
puted from theoretical considerations, so 
that an analytical expression is obtained 
containing some unknown coefficients. 
Such a case sometimes occurs with atmos­ 
pheric turbulence, for example . If a 
measurement of the transfer function is 
also obtained by using a known object as 
described above, the theoretical function 
can be fit to this measured data. That is, 
a least-squares (or other) solution for 
the unknown coefficients can be performed, 
and by using these values the theoretical 
transfer function can then be used. Using 
this adjusted theoretical function instead 
of the raw measured function reduces the 
effects of noise in the latter.
A fairly common simple case of the above 
use of a combination of theoretical knowl­ 
edge and measured data occurs when the 
entire shape of the optical transfer 
function is known theoretically and only 
the frequency scale factor is unknown. In 
this case just the scale factor needs to 
be determined in the adjustment. For ex­ 
ample, in some cases it can be assumed 
with good accuracy that the optical trans­ 
fer function is a Gaussian function, and 
only its width needs to be determined. 
(Due to the Central Limit Theorem in 
statistics, many random processes tend 
to produce the Gaussian function.)
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If the shape of the optical transfer 
function is known and only its frequency 
scale factor needs to be determined, a 
trial and error procedure can often be 
used. This would be done by using the 
filter transfer function computed from 
equation (5) but adjusted for a series of 
different scale factors. When the blurred 
image is processed by each of these filters, 
it should be possible to determine the best 
one by visual inspection of the results to 
see which filtered image has been sharpened 
up the best. While this procedure may be 
time consuming, it requires no specific 
information about the content of the image, 
but is based only on general information 
about the presence of sharp detail or 
types of shapes in the ideal image.
ANALOG TECHNIQUES
Methods of performing the above processing 
by means of analog computations using co­ 
herent light will now be discussed. The 
transform method of filtering an image 
will be used, as stated by equation (6).
The complex amplitude distribution in the 
back focal plane of an ideal lens is the 
Fourier transform of that in the front 
focal plane (8) . This fact is utilized to 
perform the two Fourier transforms needed 
in the transform method.
The basic configuration is shown in Figure 
1. A positive transparency of the image 
to be filtered is inserted into the front 
focal plane of lens 1 of focal length L 
and is illuminated with collimated coherent 
light. This transparency must have a 
gamma of 2 so that the amplitude of light 
passing through it is proportional to the 
intensity in the original image. The 
spatial frequencies of the original image 
are displayed in the back focal plane of 
the lens. Here a filter is positioned, 
whose amplitude transmittance at each 
position is proportional to the desired 
transfer function H at the corresponding 
frequency. Thus the multiplication called 
for by equation (6) is performed. The 
filter plane is also the front focal plane 
of a second lens of focal length L, which 
transforms the result back to the space 
domain. The resulting filtered image 
appears in the back focal plane of this 
lens. (The frequency scale factor in the 
back focal plane of lens 1, that is, the 
ratio of spatial coordinate in the back 
focal plane to frequency component in the 
front focal plane, is LX, where X is the 
wavelength.)
If the function H is always positive real, 
the above method is satisfactory. However, 
if H contains imaginary parts, the filter 
must produce phase shift in addition to 
changing the amplitude. One way of doing
this is to use a film of varying thick­ 
ness. Such a method involves considerable 
practical difficulties, however, and a 
more suitable method of controlling the 
phase is to convert the phase information 
into amplitude information by modulating 
the desired transfer function H onto a 
carrier.
The carrier consists of a sinusoidal 
pattern of amplitude transmission bands 
proceeding in one direction across the 
filter. The amplitude of the carrier 
wave is proportional to the absolute value 
of H, and the phase of the carrier is de­ 
termined by the phase (argument) of H. 
The filter transparency then is one type 
of hologram (9) . The carrier in the 
hologram acts like a diffraction grating, 
and the first-order light diffracted in 
the proper direction to produce the 
correct polarity of phase shift produces 
the desired filtered image. The undif- 
fracted light and the light diffracted in 
the other direction produce unwanted 
images that can be ignored if they are 
sufficiently separated. Higher-order 
diffracted images will not exist if the 
carrier wave is truly sinusoidal. This 
entire process is illustrated in Figure 2. 
The amplitude transmittance in the filter 
transparency as a function of the components 
of frequency fx and f is proportional to
= a + 2|H(f f )|cos[2Trbf +arg H(£ £ )]
A JT A XV
x' y
= a + 2Re[H(fx ,f 
= a + H(fx ,fy )exp(2TTibfx ) 
+ H(fx ,fy )exp(-27ribfx ) (11)
where a and b are constants. The constant 
b is the "frequency" (in the frequency 
domain) of the carrier, and the constant a 
is chosen so that T is always positive.
It remains to discuss means of producing 
the hologram filter used above. .A method 
of doing this for the case in which a 
point source is available for determining 
the optical transfer function will be 
discussed and is illustrated in Figure 3.
According to the discussion following 
equation (10), the optical transfer 
function G is simply the Fourier transform 
of the image of a point source, that is, 
the Fourier transform of the point spread 
function g. The image of the point source 
can be transformed to G by means of a lens, 
as previously described.
Now consider equation (5). The term G 
can be produced by making a hologram by 
causing a reference beam of collimated 
coherent light to interfere with the light 
forming G in order to produce interference
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fringes which form the carrier wave. By 
suitably choosing the angle of the beam, 
the desired carrier frequency is selected, 
and by suitably choosing the polarity of 
the angle compared to the des_ired diffrac­ 
tion direction in Figure 2, G is obtained 
instead of G.
For the moment neglect the term $ 2 in the 
denominator of equation (5). To produce 
the function 1/|GJ 2 it is necessary only 
to expose a negative in the ordinary way 
to the function G and to develop it for a 
gamma of 2, since the transmission through 
a developed negative is proportional to 
the minus gamma power of the exposure. If 
the above hologram containing G is simply 
stacked together with this negative con­ 
taining 1/1G| 2 , the function G/| G | 2 = 1/G 
is produced. This filter transfer 
function would restore the image completely 
in the absence of noise (3=0) .
To account for the presence of noise (and 
zeros in G) the term 3 2 is inserted into 
the denominator of equation (5) , as previ­ 
ously explained. The effect of this term 
can be approximated in a crude but suf­ 
ficient way as follows. In making the 
negative for 1/|G| 2 as described above, 
the exposure is adjusted so that for suf­ 
ficiently small values of G the negative 
becomes underexposed, and thus the 
amplitude transmission no longer follows 
1/|G| 2 , but instead approaches a constant 
value corresponding to l/$ 2 . The re­ 
sulting negative is stacked with the 
hologram for G as before, to produce a 
filter that approximates the filter trans­ 
fer function H as given by equation (5) . 
This filter is used as previously shown 
in Figure 2.
where the span of the filter impulse 
response has been constrained to a span of 
2nx + 1 by 2ny + 1 points in order to keep 
the computation time down. (nx and ny 
must be large enough to allow all of the 
important effects in the desired transfer 
function H to be approximated sufficiently 
well.) In actual practice, the compu­ 
tations in equation (12) can sometimes be 
reduced by taking advantage of the 
symmetry, if any, of the data multipliers.
If the input image is read in and out of 
the computer by columns (y direction), it 
can be seen that it is necessary to store 
2nx + 1 complete columns of the input 
image in the computer memory at any one 
time. In order to reduce the memory re­ 
quirements , the following method was 
developed for use in the program OSIR on 
the IBM 7094 at the Eastern Test Range. 
These 2nx + 1 columns are stored in 
packed form, as 9-bit fixed-point values, 
four to a word. Then only the 2nx + 1 
by 2ny + 1 points needed at a time in 
equation (12) are stored in normal un­ 
packed form. Each time a new filtered 
point is computed, 2nx + 1 points are 
unpacked. This method is illustrated in 
Figure 4.
Transform Method
In the transform method, equation (6) is 
used, which represents a point-by-point 
multiplication in the frequency domain. 
The transformation of the image to the 
frequency domain and the transformation 
of the result back to the space domain 
after multiplication by the filter trans­ 
fer function H are performed by finite 
discrete two-dimensional Fourier trans­ 
forms, which may be defined as follows:
DIGITAL TECHNIQUES
Methods of using a digital computer to 
perform the image processing will now be 
discussed. Both the convolution method 
and the transform method will be described, 
as well as the hybrid method, which is a 
combination of the other two.
N -1 N -1
X y
k =0 k =0 x y
/j k j k \i•/x x y y I I
\ x v /J
(13)
Convolution Method
In the convolution method, equation (7), 
which represents a convolution in the 
space domain, is used. (The filter impulse 
response h is here usually known as the 
data multipliers.) For digital data, the 
convolution in equation (7) can be written 
out as follows:
z(kx ,kv )
t t
k'=-n
x x
k'=-n 
y y
h(k f ,k')z(k -k',k -k') (12) x'yx x ' y y
z(k ,k ) = x ' y
Nx-1 Ny-1
x y
x exp -
j x =0 j y =0 
i k j k
(14)
where NX and N represent the number of 
columns and ro$s , respectively, in the 
image .
The direct implementation of equations 
(13) and (14) would require too much 
computer time. Therefore, the Fast 
Fourier Transform developed by Cooley and
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Tukey (lo) is used instead. Furthermore, 
large images may not fit into the computer 
memory. Therefore, a method of partition­ 
ing the image and using disk storage was 
developed for use in the program OSIP on 
the IBM 360/65 at the Eastern Test Range. 
This method can be described as follows, 
provided that the image is available by 
columns (y direction) .
The real array in the space domain is 
divided into groups of adjacent columns 
and groups of adjacent rows, as shown in 
Figure 5, such that one entire group of 
columns or two entire groups of rows can 
fit into the main memory at one time, to­ 
gether with the rest of the program. Each 
portion of the array that is common to a 
particular group of columns and a particu­ 
lar group of rows is called a block. Each 
group of columns is read into memory at 
one time and is transformed along the y 
dimension only. Each block in this group 
is then read out separately to disk storage. 
After all of the groups of columns have 
been transformed in this way, the trans­ 
forming of the rows begins. All of the 
blocks comprising one group of rows are 
read from disk storage into memory by 
using the direct- access feature of the 
disks, these rows are transformed along 
the x dimension, and the result is read 
out to external storage (or used in subse­ 
quent processing) by rows. When all the 
groups of rows have been processed in this 
way, the two-dimensional transform of the 
original array is sitting in external 
storage, stored by rows (or has otherwise 
been used by rows). When an inverse trans­ 
form is desired, the above operations are 
reversed, starting with the array stored 
by rows and ending with the array stored 
by columns. Thus the computations using 
the arrays can be arranged so that in the 
space domain any array is always stored by 
columns and in the frequency domain any 
array is always stored by rows. In the 
applications here, the arrays in the space 
domain will always be real, whereas in the 
frequency domain they will be complex. 
However, only the lower half of the array 
is used in the frequency domain, since, if 
z(x,y) is real, then Z(N -j x , N -j )
=
The one-dimensional transforms along the 
columns or rows needed in the above method 
are performed by a subroutine written 
specifically for this task using the Fast 
Fourier Transform. This subroutine can 
handle arrays of sizes of the form 2 n -3m . 
(The image is filled out with a constant 
to the next larger size of this form in 
each dimension.) By using this subroutine 
and the above method of disk storage, a 
1024 by 1024 array can be transformed in 
10 minutes on the IBM 360/65, when 41,000 
words (164,000 bytes) of main memory for 
data and coding for this part of the 
program are used.
Hybrid Method
The hybrid method essentially consists of 
using the convolution method in one di­ 
mension and the transform method in the 
other dimension. That is, the image is 
transformed to the frequency domain along 
one dimension only (here assumed to be y), 
the result is convolved with the filter 
function along the other dimension (x), 
and this result is transformed back to the 
space domain along the first dimension (y). 
This can be stated mathematically as 
follows:
N-1
z(k ,k x'
(17)
The filter function ^  needed above could 
be obtained from the equivalent data 
multipliers that would be used in the con­ 
volution method, as follows:
k =-n 
y y
The script letters used in the above four 
equations represent quantities expressed 
in a mixture of the space domain (k index) 
and the frequency domain (j index) .
The one-dimensional Fourier transforms 
denoted by equations (15), (17), and (18) 
would actually be performed by the Fast 
Fourier Transform. Furthermore, since 
Hkx ,Ny -j y ) = £(kx ,j y ) (and similarly for 
| and V) , only half-sized arrays are used 
in the mixed domain, in order to save 
more time and storage.
Although the hybrid method has never 
actually been used to the author's knowl­ 
edge, calculations indicate that in some 
cases it would require less computer time 
than either of the other two methods. 
Furthermore, the hybrid method is suitable 
in some cases in which the transform 
method is completely impractical due to 
the lack of disk storage and the size of 
the computer memory. However, for large 
filter spans the hybrid method requires a 
larger main memory than does the con­ 
volution method or the transform method 
with disk storage.
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Computation Times
In Figure 6 the approximate amount of IBM 
360/65 computer time required per image 
point to process a single image by each of 
the three methods is shown as a function 
of the span of the filter impulse response 
(assumed to be square) . These times are 
rough estimates assuming efficient pro­ 
gramming and typical conditions suitable 
for the method at hand (for example, the 
use of disk storage for the transform 
method) . The two dashed lines show special 
cases in which the convolution method can 
be made faster. For the curve marked S 
it is assumed that the desired filter 
transfer function H is real and is a 
function only of the magnitude of the 
frequency and thus the impulse response 
also has this symmetry about the origin. 
For the curve marked D it is assumed that 
H can be factored into separate functions 
of fx and fy and that these functions are 
symmetrical about the origin. (While the 
S case is fairly common, the D case is not.)
Computation of Filter
The digital techniques of performing the 
actual filtering of an image have just 
been described. However, the computing of 
the filter itself (performed before the 
actual filtering) involve some special con­ 
siderations depending on the digital method 
being used and on the method of determining 
the optical transfer function. Here it 
will be assumed that the optical transfer 
function is being obtained from a known 
object according to equation (10), and the 
particular techniques for implementing the 
computations for each of the three methods 
will be discussed.
In any of the methods, if a known object 
has been photographed as previously de­ 
scribed and the results digitized, equation 
(10) can be used to compute the optical 
transfer function. To do this, the known 
image u and its blurred form u in digital 
form representing intensity would each be 
processed as follows. The background in­ 
tensity level (if any) is subtracted from 
each point in the image, so that the re­ 
sults indicate light from the known object 
only. The image is truncated to an area 
sufficiently large to include the signifi­ 
cant information, but no larger, in order 
to reject as much noise as possible.
In the convolution method, the computations 
now proceed as follows. The truncated 
images u and u are filled out with zeros 
to produce arrays of the size decided on 
for h. The finite discrete^two-dimensional 
Fourier transforms of u A and u are then com­ 
puted to obtain U and U. The ratio of 
these at each point is computed to obtain 
the optical transfer function G, as stated 
by equation (10). Once the optical
transfer function is available, the de­ 
sired transfer function H 1 of the filter 
to be used is computed at each point in 
the frequency domain using equation (5). 
(The prime is used on H here because this 
transfer function may not be achieved 
exactly, as is explained below.) Then the 
inverse finite discrete two-dimensional 
Fourier transform of H f is computed to 
obtain h f . This function could be used as 
the impulse response h of the filter. 
However, since it has been necessary to 
limit h to a fairly small array for com­ 
putation purposes, small values of the 
ideal h may exist outside of this array. 
By limiting the size of the array, these 
values rejected have in effect been re­ 
placed by zeros (and the values within 
the array have adjusted themselves also). 
Thus a discontinuity has been introduced 
into the function h, which would cause 
"ringing" in the frequency domain. (That 
is, if h f were filled out with zeros to 
form an array the size of the image z and 
the result transformed to the frequency 
domain, the resulting function H f would 
be identical to the function H 1 above at 
those frequencies which were defined above 
as points in the array, but with the full- 
sized array, many points of frequency have 
been added between these original ones, 
and the value of H' at these points would 
oscillate about a smooth curve passing 
through the original values.) Thus it may 
be desirable to multiply h f by some 
apodizing function, which decays gradually 
to zero at the edges, to obtain h, in 
order to remove the discontinuity.
The above computation of h does not re­ 
quire much computer time, especially if 
the Fast Fourier Transform is used, since 
the arrays to be transformed are small. 
(They are the same size as h.) The 
function h forms the filter data multi­ 
pliers to be used in equation (12) , as 
previously described.
In the transform method, one way of com­ 
puting the filter transfer function H is 
first to compute the filter impulse re­ 
sponse h exactly as it would be computed 
in the convolution method, as described 
above. Then h is filled out with zeros 
to make an array the same size as the 
image, and this full-sized array is trans­ 
formed to the frequency domain by the same 
two-dimensional Fourier transform sub­ 
routine used to transform z. According to 
the convolution theorem, the transform 
method in this case would give results 
that are mathematically identical to those 
that would be obtained with the con­ 
volution method. However, it will be re­ 
called that in the convolution method it 
was necessary to truncate h to a reason­ 
ably small span in order to save compu­ 
tation time in the convolution. Since 
this is no longer necessary in the trans­ 
form method, it may be desirable to
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remove this truncation. Doing so will 
often produce slightly more accurate re­ 
sults, since, even though the original 
point spread function g may be limited to 
a small span, the impulse response h 
needed to perform the inverse of g will 
usually not be so limited. Therefore, the 
following method of computing H may be 
preferable .
In this alternate technique for use with 
the transform method, the computations 
proceed as follows, starting with the 
truncated images u and u previously des­ 
cribed for the convolution method. The 
images u and u are filled out with zeros 
to produce arrays of the size of the image 
z. The same two-dimensional Fourier trans­ 
form subroutine used to transform the image 
z to the frequency domain is then used to 
transform u and u to the frequency domain 
to obtain the arrays U and U. (As previ­ 
ously explained, these arrays in the 
frequency domain need to be only half of 
the full size.) The ratio of these at 
each point is computed to obtain the optical 
transfer function G, as stated by equation 
(10). (In the next subsection a way of 
saving time in these computations is 
described.) Once the optical transfer 
function is available, the transfer func­ 
tion H of the filter to be used is computed 
at each point in the frequency domain using 
equation (5) . The resulting transfer 
function is used in equation (6), as 
previously described.
For the hybrid method, the filter can be 
obtained from the corresponding filter for 
the convolution method by using equation 
(18), as previously described.
Transforming Two Arrays at Once
In the second method of computing the 
filter for use with the digital transform 
method as discussed above, it was seen 
that the arrays u and u had to be trans­ 
formed to the frequency domain to obtain U 
and 0. Thus it might seem that two full- 
sized two-dimensional transforms must be 
computed. However, computation time can 
be saved by utilizing the fact that, if 
the images u and u are much smaller than 
the image z, as is usually the case, it 
is possible to transform them both at once. 
This would be done by the following method.
The images u and u are combined into a 
single array the size of z (after z has 
been filled out, if necessary, to a size 
that can be transformed) by centering one 
of them (u) on the y axis (kx = 0 line), 
wrapped around the edge of the array, and 
centering the other one (u) half-way around 
the array (considered cyclicly) from this 
(centered on the kx = N x /2 line) , as shown 
in Figure 7. The rest of the array is 
filled in with zeros. This array, called
w, is then transformed to the frequency 
domain to obtain the array W. W can be 
filtered in order to separate the two 
arrays U and U. Since u and u can be 
separated from w by multiplying by a 
function of x, by the convolution theorem 
a one-dimensional convolution (in the x 
direction) of W with suitable functions 
can separate U and 0. The span of the 
function chosen to convolve with W must be 
short, however, in order to keep the com­ 
putation time low, especially since W is 
complex. This restriction prevents a 
complete separation of U and U; however, 
the separation can be made sufficiently 
complete for most practical purposes. To 
avoid distortion due to the limitations 
of the filter, u and u each can be divided 
by the Fourier transform of the appropri­ 
ate function chosen to convolve with W, 
before they are used in the above, in 
order to compensate for the response of 
the filter. (This technique of avoiding 
distortion can be called pre-emphasis . )
One possible choice of filtering to use 
for the above separation is the following 
(where the index j x is considered to "wrap 
around" the array cyclicly, modulo Nx ) :
3
u(j x ,j y )
j'=-3
(19)
where 
R(0) =
R(+3) =
j'=-3
.302812500
.231953125
.098593750
.018046875
(20)
Pre-emphasis can be achieved by dividing 
both u(k',ky ) and u(k f ,k y ) by r(k') be­ 
fore they are combined into w, where k' 
is here assumed to be zero at the center 
of each of these images (kx = 0 and 
V = Nx/2 in w, as explained above), and 
where
(21)r(k') = R(j') cos 
j<=-3
If the above seven-point filter is used 
with pre-emphasis, U and U will be sepa­ 
rated with no distortion and less than 
.0006 amplitude cross-talk if u and u 
each have a width less than one fourth of 
the width of the full-sized array.
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EXAMPLE
An example of image enhancement using the 
digital transform method will now be 
presented.
Figure 8 shows the test target that was 
used. This was photographed deliberately 
out of focus to produce the blurred image 
shown in Figure 9. The negative from 
which Figure 9 was made was scanned in a 
microdensitometer. A sample interval of 
.1 millimeter was used in each dimension, 
with a .1 millimeter square slit. By using 
the characteristic curve of the emulsion, 
the measured density values were converted 
to intensity in arbitrary units such that 
the white areas in the scene have the 
approximate value 1. The resulting values 
were plotted using a variable intensity 
plot on a cathode-ray tube plotter to 
produce Figure 10. No filtering was done 
in this case. (Figure 10 is shown for 
comparison with later figures; it should 
look essentially the same as Figure 9.)
Threshold plots, in which every intensity 
above or below a certain threshold is 
plotted as all white or all black, respecti­ 
vely, were also made, for maximum contrast 
enhancement. The same blurred image shown 
in Figure 10 is plotted at two different 
thresholds in Figures 11 and 12. In none 
of these are the numerals present in the 
original scene readable.
In order to determine the optical transfer 
function, the vertical and horizontal bars 
in Figure 8 were used as known objects. 
The regions of the data in Figure 10 con­ 
taining these bars were used in accordance 
with equation (10) to obtain a raw estimate. 
Furthermore, since the blurring was caused 
by an out of focus camera, the shape of 
the transfer function was computed theo­ 
retically by assuming a circular aperture. 
The frequency scale factor of the theo­ 
retical function was obtained by adjusting 
it to fit the raw estimate. The resulting 
estimate of the optical transfer function 
G is shown in Figure 13, which is assumed 
to apply in all directions in the two- 
dimensional frequency domain. This was 
used in euation (5) with 3 = .025 to pro­ 
duce the filter transfer function H shown 
in Figure 14.
The image shown in Figure 10 was filtered 
by this filter using the transform method, 
and the result is shown in Figure 15. 
Threshold plots of this same filtered 
image are shown in Figures 16 and 17. The 
large and medium-sized numerals can now be 
read. The small numerals show up faintly, 
but in order for them to be readable a 
smaller sample interval than .1 millimeter 
would probably be required. The circular 
patterns visible in the filtered image are 
due to specks of dirt (or other imperfec­
tions) on the original out of focus 
negative. It is possible to correct 
partially these erroneous points by an 
editing procedure before the image is 
filtered. The result of filtering such 
edited data is shown in Figure 18.
NOMENCLATURE
a,b
f
fy 
g
G 
h 
H
- arbitrary constants.
- x component of frequency.
" 7 component of frequency.
- optical impulse response (point 
spread function) .
- optical transfer function (g trans­ 
formed to frequency domain) .
- filter impulse response (data 
multipliers for digital filter) .
- filter transfer function (h trans­ 
formed to frequency domain) .
- filter expressed in mixed domain.
L 
m,n
nx ,n y
N,N
r,R
u
U
w 
W 
x
y 
z 
Z
- x frequency component integer 
index (= N Axf ) , used modulo N .XX X
- y frequency component integer 
index (= NyAyf ) , used modulo Ny .
- x dimension integer index (= x/Ax) , 
used modulo Nx .
- y dimension integer index (= y/Ay) , 
used modulo Ny .
- focal length of lens.
- arbitrary integers.
- filter semi-span in x or y di- 
mension in digital convolution 
method.
- number of columns or rows in digi- 
tized image (after being filled 
out to a size that can be trans­ 
formed) .
- power spectrum of signal denoted 
by subscript.
- filter used to separate U and U 
out of W.
- amplitude transmittance of analog 
filter transparency.
- intensity in image of known object.
- image u transformed to frequency 
domain.
- combined images u and u.
- w transformed to frequency domain.
- horizontal dimension in image.
- vertical dimension in image.
- intensity in image to be processed.
- image z transformed to frequency 
domain.
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^ - image z expressed in mixed domain.
3 - noise to signal ratio (parameter 
controlling restoring filter).
Ax - digital sampling interval in x 
dimension.
Ay - digital sampling interval in y 
dimension.
X - wavelength.
- denotes ideal image or restored 
image instead of observed image 
(used with z and u).
* - convolution operation.
~ - complex conjugate.
| | - absolute value.
arg - argument of complex quantity.
exp - exponential function.
Re - real part of complex quantity.
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Figure 8. Original Scene.
Figure 9. Blurred Photograph,
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Figure 10. Unfiltered Image, Variable Intensity Plot
Figure II. Unfiltered Image, Threshold .5.
Figure 12. Unfiltered Image, Threshold .7.
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Figure 14 
FILTER TRANSFER FUNCTION IN EXAMPLE
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Figure 15. Filtered Image, Variable Intensity Plot. Figure 17. Filtered Image, Threshold .7.
Figure 16. Filtered Image, Threshold .5.
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