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Abstract
The initial-value problem associated with multi-valued operators in Banach spaces
is here reformulated as a minimization principle, extending results of Brezis-Ekeland,
Nayroles and Fitzpatrick. At the focus there is the stability of these problems w.r.t.
perturbations not only of data but also of operators; this is achieved via De Giorgi’s
Γ-convergence w.r.t. a nonlinear topology of weak type. A notion of evolutionary Γ-
convergence of weak type is also introduced. These results are applied to quasilinear
PDEs, including doubly-nonlinear flows.
Keywords: Fitzpatrick theory, Representative functions, Nonlinear weak convergence,
Evolutionary Γ-convergence, Maximal monotone flows, Doubly-nonlinear parabolic equa-
tions.
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1 Introduction
This work deals with the behaviour of the solutions of quasilinear evolutionary PDEs,
under perturbations not only of the data but also of the operator, thus of the very structure
of the problem.
Structural compactness and stability. Stability (i.e., robustness) has an obvious
applicative motivation: not only data but also differential operators are accessible just
with some approximation; moreover perturbations often occur, e.g. in the coefficients. If
properly formulated, structural stability might thus be regarded as a basic requisite for
the applicative feasibility, or even the soundness, of a mathematical model. This point of
view might also be of interest for the numerical treatment of PDEs, whenever differential
operators are approximated by a discretization technique, such as finite differences, finite
elements, and so on.
In order to fix ideas, let us consider a model problem of the general form Au ∋ h,
A being a nonlinear operator acting in a Banach space and h a datum. Given bounded
families of data and of operators, we shall formulate the issue of stability in terms of two
properties:
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(i) structural compactness: existence of convergent sequences of data {hn} and of
operators {An} (in a sense to be specified), and
(ii) structural stability: if Anun ∋ hn for any n, An → A and un → u, then u is a
solution of the asymptotic problem: Au ∋ h.
For (typically stationary) models represented by a minimization principle, structural
compactness and stability may adequately be formulated and addressed via De Giorgi’s
theory of Γ-convergence; see [20] and e.g. the monographs [1], [8], [9], [10], [18]. Indirectly,
this provides analogous structural properties for the associated Euler-Lagrange equations.
In particular this applies to equations that are governed by a cyclically maximal monotone
operator.
The issue of stability, and the techniques that we use for its analysis, have elements
of contact with the theory of homogenization. In that case however operators vary in a
prescribed way, whereas here we consider arbitrary variations. Moreover, the point of view
of homogenization is quite different from the present one, since in that case the structure
of the asymptotic problem is different from that of the approximating sequence.
Flows. In the seminal paper [22] Fitzpatrick characterized the larger class of maximal
monotone operators in terms of a minimization principle. This also provided a new in-
terpretation of the pioneering papers of Brezis and Ekeland [12] and Nayroles [30], and
prompted the extension of [38]. This method applies to flows of the form
Dtu+ α(u) ∋ h a.e. in time (Dt := ∂/∂t); (1.1)
here α is maximal monotone (e.g. the p-Laplacian) and h is a known source. This prompts
us to introduce what we shall refer to as null-minimization, see (3.15), and to extend
the approach to stability of [40] based on Γ-convergence. By using a peculiar nonlinear
topology, we prove the structural stability of the initial-value problem for (1.1) and for
(nonmonotone) doubly-nonlinear equations of the form
Dt∂γ(u) + α(u) ∋ h, (1.2)
α(Dtu) + ∂γ(u) ∋ h; (1.3)
in either case α is a maximal monotone operator, and γ is a lower semicontinuous function.
It is known that several phenomena of mathematical physics are modeled by equations of
the form (1.1)–(1.3), see e.g. [34].
These examples illustrate a method that may also be used to prove the structural sta-
bility of other evolutionary equations, if these are expressed in terms of maximal monotone
operators.
A nonlinear topology. The theory of Fitzpatrick deals with functionals that act on
the Cartesian product V ×V ′ (V being a Banach space and V ′ its dual), and are convex
and lower semicontinuous. Along with [40], here we equip the space V ×V ′ with a special
nonlinear topology of weak type, that we label by π˜. This somehow exotic topology is
aimed to meet two opposite exigences: to provide compactness of the class of functionals,
and at the same time to yield convergence of the perturbed equation. Compactness indeed
requires a sufficiently weak topology, whereas one can pass to the limit in perturbed equa-
tions converge only if the topology is strong enough. We use evolutionary Γ-convergence
w.r.t. this nonlinear topology.
Several papers have been dealing with stability via so-called Mosco-convergence (see
e.g. [1], [29]), and one might wonder whether this is feasible in the present set-up, too.
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Although this variational convergence has a wealth of properties, we refrain from applying
it here, since we are also concerned with compactness; results of Mosco-compactness indeed
seem to be rare, at variance with Γ-compactness.
Plan of work. In Section 2 we define the notion of evolutionary Γ-convergence of weak
type, and prove a theorem of Γ-compactness. This analysis is instrumental to Sections 6,
7 and 8; we isolate that result from that context in order to facilitate an independent
reading.
The remainder of this work is essentially devoted to the structural compactness and
stability of flows. In Sections 3 and 4 we revisit the Fitzpatrick theory and the related
Brezis-Ekeland-Nayroles (“BEN” for short) principle. In Section 5 we illustrate the struc-
tural compactness and stability of representable operators and of the associated flows in
general, see Theorems 5.2 and 5.4.
In the three other sections we apply the above results to the analysis of the structural
stability of some initial-value problems in abstract form. In Section 6 we deal with the
maximal monotone flow (1.1). In Sections 7 and 8 we show the structural stability of
initial-value problems for the doubly-nonlinear equations (1.2) and (1.3).
A look at the literature. Fitzpatrick’s Theorem 3.1 was not noticed for several years,
and was eventually rediscovered by Martinez-Legaz and The´ra [24] and (independently)
by Burachik and Svaiter [13]. Since then a rapidly expanding literature has been devoted
to this theory, see e.g. [4], [5], [7], [14], [25], [26], [31], [32], besides several other articles.
As we already pointed out, Fitzpatrick’s formulation of maximal monotone flows via a
null-minimization principle cast a new light upon a formulation that had been pointed out
by Brezis and Ekeland [12] and by Nayroles [30] in 1976, prior to the Fitzpatrick theorem
of 1988. The first three authors assumed α cyclically maximal monotone; on the basis
of the Fitzpatrick theory the extension to general maximal monotone operators was then
rather obvious, see [38]. This was then further extended to nonmonotone flows in [39].
Since the original formulation of [12] and [30] of 1976, the BEN principle was applied in
several works. For the study of doubly-nonlinear evolutionary PDEs, it was used e.g. in [33]
and [36]. In [40] the dependence on data and operators for the solution of quasilinear max-
imal monotone equations was studied, by applying Γ-convergence to the null-minimization
problem. This method was also used by this author for the homogenization of evolutionary
quasilinear PDEs in other works, see e.g. [41] and references therein. In [43] the structural
stability of pseudo-monotone equations and the corresponding doubly-nonlinear first-order
flow were studied without using the Fitzpatrick theory.
Our definition of evolutionary Γ-convergence of Section 2 may be reduced to Γ-conver-
gence of set-valued functionals depending on a parameter (here time). This issue was
already studied in a fairly general set-up under the denomination of Γ¯-convergence, see
e.g. [18] and references therein; that theory includes a result of Γ-compactness (see e.g.
Theorem 16.9 of [18]), but does not encompass the present Theorem 2.2. A stronger
notion of evolutionary Γ-convergence was addressed in [35], see also [19], [27], [28], where Γ-
convergence was assumed for almost every instant. Here instead we deal with weak (rather
than pointwise) convergence in time, because of the poorness of the uniform estimates that
are available.
The equations (1.1)–(1.3) were already studied in [39] and [40], but the present paper
substantially improves the results of both works by applying the point of view of structural
compactness and stability. [39] addressed the structural stability of (1.2) and (1.3), with-
out considering structural compactness. In particular [40] concerned maximal monotone
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flows of the form (1.1), but derived the existence of a memoryless representative function
only at the expense of further regularity assumptions. This restricted the range of applica-
bility of this technique, that indeed was just used for (1.1). By using a different approach,
the present work removes those limitations, and allows the extension to (1.2) and (1.3),
besides e.g. pseudo-monotone flows and further equations that are not addressed here.
2 Evolutionary Γ-convergence of weak type
In this section we extend De Giorgi’s basic notion of Γ-convergence to operators (rather
than functionals) that act on time-dependent functions ranging in a Banach space X.
Functional set-up. Let X be a real separable and reflexive Banach space, and p ∈
[1,+∞[. Let
µ be a positive and finite measure on ]0, T [,
which is absolutely continuous w.r.t. the Lebesgue measure.
(2.1)
Let us set
Lpµ(0, T ;X) =
{
µ-measurable w : ]0, T [→ X :
∫ T
0
‖w(t)‖pX dµ(t) < +∞
}
,
L1µ(0, T ) =
{
µ-measurable v : ]0, T [→ R :
∫ T
0
|v(t)| dµ(t) < +∞
}
,
(2.2)
and equip these spaces with the graph norm. Examples of interest will be µ equal to the
Lebesgue measure, and µ such that dµ(t) = (T − t) dt.
Let us equip Lpµ(0, T ;X) with a topology τ that either coincides or is finer than the
weak topology. 1 For any operator ψ : Lpµ(0, T ;X) → L1µ(0, T ) : w 7→ ψw, let us set
[ψ, ξ](w) =
∫ T
0
ψw(t) ξ(t) dµ(t) ∀w ∈ L
p
µ(0, T ;X),∀ξ ∈ L
∞(0, T ). (2.3)
Definition of evolutionary Γ-convergence of weak type. Let {ψn} be a bounded
sequence of operators Lpµ(0, T ;X) → L1µ(0, T ); by boundedness we mean that, for any
bounded subset A of Lpµ(0, T ;X), the set {ψn,w : w ∈ A,n ∈ N} is bounded in L
1
µ(0, T ).
If ψ also is an operator Lpµ(0, T ;X) → L1µ(0, T ), we shall say that
ψn sequentially Γ-converges to ψ
in the topology τ of Lpµ(0, T ;X) and
in the weak topology of L1µ(0, T )
(2.4)
if and only if, denoting by L∞+ (0, T ) the cone of the nonnegative functions of L
∞(0, T ),
[ψn, ξ] sequentially Γτ -converges to [ψ, ξ] in L
p
µ(0, T ;X), ∀ξ ∈ L
∞
+ (0, T ). (2.5)
We shall say that a sequence Γτ -converges if it Γ-converges w.r.t. τ , that a functional is
τ -lower semicontinuous if it is lower semicontinuous w.r.t. τ , and so on.
1 We assume this in consideration of the application of Sections 6, 7 and 8. A reader interested just in
evolutionary Γ-convergence might go through this section assuming that µ is the Lebesgue measure and τ
coincides with the weak topology.
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By the classical definition of sequential Γ-convergence, 2 (2.5) means that for any
ξ ∈ L∞+ (0, T )
∀w ∈ Lpµ(0, T ;X),∀ sequence {wn} in L
p
µ(0, T ;X),
if wn →τ w in L
p
µ(0, T ;X) then lim inf
n→+∞
[ψn, ξ](wn) ≥ [ψ, ξ](w),
(2.6)
∀w ∈ Lpµ(0, T ;X),∃ sequence {wn} of L
p
µ(0, T ;X) such that
wn →τ w in L
p
µ(0, T ;X) and lim
n→+∞
[ψn, ξ](wn) = [ψ, ξ](w).
(2.7)
By the properties of ordinary Γ-convergence, (2.5) entails that
[ψ, ξ] is sequentially τ -lower semicontinuous in Lpµ(0, T ;X), ∀ξ ∈ L
∞
+ (0, T ). (2.8)
Remarks 2.1. (i) This definition of evolutionary Γ-convergence is not equivalent either to
that of [35], or to that of [19], [27], [28]. In those works Γ-convergence is actually assumed
for almost any t ∈ ]0, T [, whereas here it is just weak in L1µ(0, T ).
(ii) The present definition of parameter-dependent Γ-convergence is based on testing
the sequence {ψn} on functions of time. Ahead in this section we shall see that this notion
might equivalently be reformulated in terms of set-valued functions.
Apart from this minor difference, this set-up fits the general framework of Γ¯-convergence,
defined in Chap. 16 of [18], see also references therein. However, here we deal with func-
tions of the parameter that are integrable w.r.t. the Lebesgue measure, rather than w.r.t.
more general measures as in [18].
(iii) The deep analysis of Chaps. 16-20 of [18] does not seem to encompass the next
theorem, that rests upon a result of [23].
Although we considered generic operators ψ : Lp(0, T ;X) → L1(0, T ), our main con-
cern is for memoryless operators of the form
ψw(t) = ϕ(t, w(t)) ∀w ∈ L
p
µ(0, T ;X), for a.e. t ∈ ]0, T [,
ϕ : ]0, T [×X → R+ being a normal function.
(2.9)
By this we mean that ϕ is globally measurable and ϕ(t, ·) is lower semicontinuous for a.e.
t ∈ ]0, T [.
Theorem 2.2. Let X be a real separable and reflexive Banach space, p ∈ [1,+∞[, and
{ϕn} be a sequence of normal functions ]0, T [ × X → R
+. Assume that this sequence is
equi-coercive and equi-bounded, in the sense that
∃C1, C2, C3 > 0 : ∀n, for a.e. t ∈ ]0, T [,∀w ∈ X,
C1‖w‖
p
X ≤ ϕn(t, w) ≤ C2‖w‖
p
X + C3,
(2.10)
and that
ϕn(t, 0) = 0 for a.e. t ∈ ]0, T [,∀n. (2.11)
2 (2.6) is often referred to as the inferior-limit condition; the sequence {wn} occurring in (2.7) is called
a recovery sequence.
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Let µ fulfill (2.1). Let τ be a topology on Lpµ(0, T ;X) that either coincides or is finer
than the weak topology, and such that
for any sequence {Fn} of functionals L
p
µ(0, T ;X)→ R
+ ∪ {+∞},
if sup
n∈N
{
‖w‖Lpµ(0,T ;X) : w ∈ L
p
µ(0, T ;X), Fn(w) ≤ C
}
< +∞,
then {Fn} has a sequentially Γτ -convergent subsequence.
(2.12)
Then there exists a normal function ϕ : ]0, T [ ×X → R+ such that ϕ(·, 0) = 0 a.e. in
]0, T [, and such that, defining the operators ψ,ψn : L
2
µ(0, T ;X) → L
1
µ(0, T ) for any n as
in (2.9), possibly extracting a subsequence,
ψn sequentially Γ-converges to ψ
in the topology τ of Lpµ(0, T ;X) and
in the weak topology of L1µ(0, T ) (cf. (2.5)).
(2.13)
Moreover, if ϕn does not explicitly depend on t for any n, then the same holds for ϕ.
Proof. For the reader’s convenience, we split this argument into several steps.
(i) First we show that, denoting by C0+([0, T ]) the cone of the nonnegative functions
of C0([0, T ]),
∀ξ ∈ C0+([0, T ]),∃gξ : L
p
µ(0, T ;X) → R
+ such that
[ψn, ξ] Γτ -converges to gξ .
(2.14)
The separable Banach space C0([0, T ]) has a countable dense subset M , e.g., the
polynomials with rational coefficients. Let us define the cone M+ of the nonnegative
elements of M . For any ξ ∈ M+, by (2.10) a suitable subsequence {[ψn′ , ξ]} weakly
Γ-converges to a function gξ : L
p
µ(0, T ;X) → R, and
C1
∫ T
0
‖w(t)‖pX ξ(t) dµ(t) ≤ gξ(w)
≤ C2
∫ T
0
‖w(t)‖pX ξ(t) dµ(t) + C3
∫ T
0
ξ(t) dµ(t) ∀w ∈ Lpµ(0, T ;X).
(2.15)
A priori the selected subsequence {[ψn′ , ξ]} might depend on ξ. However, because of
the countability ofM+, via a diagonalization procedure one may select a subsequence that
is independent of ξ ∈ M+. (Henceforth we shall write ψn in place of ψn′ , dropping the
prime.) For that subsequence thus
∀ξ ∈M+,∃gξ : L
p
µ(0, T ;X) → R
+ such that
[ψn, ξ] Γτ -converges to gξ in L
p
µ(0, T ;X),
(2.16)
that is, for any ξ ∈M+,
∀w ∈ Lpµ(0, T ;X),∀ sequence {wn} in L
p
µ(0, T ;X),
if wn →τ w in L
p
µ(0, T ;X) then lim inf
n→+∞
[ψn, ξ](wn) ≥ gξ(w),
(2.17)
∀w ∈ Lpµ(0, T ;X),∃ sequence {wn} of L
p
µ(0, T ;X) such that
wn →τ w in L
p
µ(0, T ;X) and lim
n→+∞
[ψn, ξ](wn) = gξ(w).
(2.18)
6
(The recovery sequence {wn} in (2.18) may depend on ξ.)
As any ξ ∈ C0+([0, T ]) is the uniform limit of some sequence {ξm} in M , for any
bounded sequence {wn} in L
p
µ(0, T ;X)
sup
n
∣∣[ψn, ξ](wn)− [ψn, ξm](wn)∣∣ (2.3)= sup
n
∣∣∣ ∫ T
0
ψn,wn(t) [ξ(t) − ξm(t)] dµ(t)
∣∣∣
(2.9)
≤ ‖ξ − ξm‖C0([0,T ]) sup
n
∫ T
0
ϕn(t, w) dµ(t)
(2.10)
≤ ‖ξ − ξm‖C0([0,T ]) sup
n
{
C2
∫ T
0
‖wn(t)‖
p
X dµ(t) + C3µ(]0, T [)
}
∀m.
(2.19)
By the density of M+ in C
0
+([0, T ]), the convergence (2.16) then holds for any ξ ∈
C0+([0, T ]).
(ii) Next we extend the Γτ -convergence (2.14) to any ξ ∈ L∞+ (0, T ).
By the classical Lusin theorem, for any ξ ∈ L∞+ (0, T ) there exists a sequence {ξm} in
C0+([0, T ]) such that
‖ξm‖C0([0,T ]) ≤ ‖ξ‖L∞(0,T ) ∀m, and
setting Am = {t ∈ [0, T ] : ξm(t) 6= ξ(t)}, µ(Am)→ 0.
(2.20)
Hence
sup
n
∣∣[ψn, ξ](wn)− [ψn, ξm](wn)∣∣ (2.3)= sup
n
∣∣∣ ∫ T
0
ψn,wn(t) [ξ(t) − ξm(t)] dµ(t)
∣∣∣
(2.9),(2.10)
≤ ‖ξ − ξm‖L∞(0,T )
{
C2
∫
Am
‖wn(t)‖
p
X dµ(t) + C3µ(Am)
}
∀m.
(2.21)
As wn →τ w in L
p
µ(0, T ;X) (see (2.18)), the sequence {‖wn(·)‖
p
X} is equi-integrable. By
this property and by (2.20), the latter expression vanishes as m → ∞. (2.14) is thus
extended to any ξ ∈ L∞+ (0, T ).
(iii) Next we prove that
∃ψ : Lpµ(0, T ;X) → L
1
µ(0, T ) such that
gξ(w) = [ψw, ξ] ∀w ∈ L
p
µ(0, T ;X),∀ξ ∈ L
∞
+ (0, T ).
(2.22)
(Some care is needed, since L∞+ (0, T ) is not a linear space.) Let us fix any ξ ∈ L
∞
+ ([0, T ]),
any w ∈ Lpµ(0, T ;X), and any sequence {wn} as in (2.18). By the boundedness of {wn}
and by (2.10), the sequence {ψn,wn} = {ϕn(·, wn)} is bounded in L
1
µ(0, T ) and is equi-
integrable. There exists then a function γ ∈ L1µ(0, T ) such that, possibly extracting a
subsequence, ψn,wn ⇀ γ weakly in L
1
µ(0, T ).
3 Thus
[ψn, ξ](wn) =
∫ T
0
ψn,wn(t) ξ(t) dµ(t) →
∫ T
0
γ(t) ξ(t) dµ(t) ∀ξ ∈ L∞(0, T ). (2.23)
Thus by (2.18)
gξ(w) =
∫ T
0
γ(t) ξ(t) dµ(t) ∀ξ ∈ L∞+ (0, T ). (2.24)
3 We denote the strong and weak convergence respectively by → and ⇀.
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Therefore γ is determined by w ∈ Lpµ(0, T ;X) (and of course by the sequence {ψn}),
but is independent of the specific sequence {wn} that fulfills (2.18). This defines an
operator
ψ : Lpµ(0, T ;X) → L
1
µ(0, T ) : w 7→ ψw = γ. (2.25)
The equality (2.24) thus reads
gξ(w) =
∫ T
0
ψw(t) ξ(t) dµ(t) ∀ξ ∈ L
∞
+ (0, T ),∀w ∈ L
p
µ(0, T ;X). (2.26)
Recalling the definition (2.3), we see that this completes the proof of (2.22).
(iv) Finally, we show that there exists a normal function ϕ : ]0, T [ × X → R+ such
that the operator ψ that we just defined in (2.25) is as in (2.9).
By (2.11), for any n the functional
Φn : L
p
µ(0, T ;X)→ R
+ :
w 7→
∫ T
0
ψw,n(t) dµ(t) =
∫ T
0
ϕn(t, wn(t)) dµ(t)
(2.27)
is additive in the sense of (2.31) below. This property then also holds for the limit
functional
Φ : Lpµ(0, T ;X) → R
+ : w 7→
∫ T
0
ψw(t) dµ(t). (2.28)
By selecting ξ ≡ 1 in (2.8), we get that Φ is lower semicontinuous. By Lemma 2.3 below
then there exists a normal function ϕ as we just specified. 
As a preparation for the next lemma, let us say that a functional Φ : Lpµ(0, T ;X)→ R
is invariant by translations if Φ(w˜(· + s)) = Φ(w) whenever w and s fulfill the following
conditions: s > 0, w ∈ Lpµ(0, T ;X) and (denoting by w˜ the function obtained by extending
w to R with null value) w˜(t+ s) = 0 for a.e. t ∈ R \ ]0, T [.
Lemma 2.3 ([23]). Let X be a real separable Banach space and p ∈ [1,+∞[. Let a
functional Φ : Lpµ(0, T ;X)→ R ∪ {+∞} be lower semicontinuous, proper (i.e., Φ 6≡ +∞)
and additive, in the sense that
∀w1, w2 ∈ L
p
µ(0, T ;X),
µ
(
{t ∈ ]0, T [ : w1(t)w2(t) 6= 0}
)
= 0 ⇒ Φ(w1 + w2) = Φ(w1) + Φ(w2).
(2.29)
Then there exists a normal function ϕ : ]0, T [ ×X → R ∪ {+∞} such that
ϕ(t, ·) 6≡ +∞ ∀t ∈]0, T [,
ϕ(·, 0) = 0 a.e. in ]0, T [,
Φ(w) =
∫ T
0
ϕ(t, w(t)) dµ(t) ∀w ∈ Lpµ(0, T ;X).
(2.30)
Moreover,
if Φ is convex then ϕ(t, ·) is also convex for a.e. t ∈ ]0, T [, (2.31)
and the function ϕ is unique, up to sets of the form N ×X with µ(N) = 0.
Finally, if the functional Φ is invariant by translations, then ϕ does not explicitly
depend on t.
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Remarks 2.4. Theorem 2.2 may be applied if τ coincides with the weak topology or
with the topology π˜ of Lpµ(0, T ;X), that we shall introduce in Section 5 ahead. In either
case the hypothesis (2.12) is fulfilled, see Corollary 8.18 of [18] for the weak topology, and
Theorem 4.4 of [40] for the topology π˜.
(ii) Denoting by L(0, T ) the σ-algebra of the Lebesgue-measurable subsets of ]0, T [,
(2.5) is equivalent to∫
A
ψn,w(t) dµ(t)→
∫
A
ψw(t) dµ(t) ∀A ∈ L(0, T ). (2.32)
As the sets of L(0, T ) are in one-to-one correspondence with the characteristic functions of
L∞(0, T ), this equivalence may be proved by mimicking the argument based on the Lusin
theorem, that we used in the proof above.
(iii) Lemma 2.3 may be compared e.g. with Section 2.4 of [15], which deals with a
finite-dimensional space X.
3 Brief review of Fitzpatrick’s theory
In this section we review a celebrated result of Fitzpatrick, by which any maximal mono-
tone operator can be formulated as a minimization principle, and briefly illustrate some
results of that theory.
The Fitzpatrick Theorem. Let V be a real Banach space, and denote by 〈·, ·〉 the
duality pairing between V ′ and V . Let α : V → P(V ′) be a (possibly multi-valued)
measurable operator, i.e., such that
g−1(A) :=
{
v ∈ V : g(v) ∩A 6= ∅
}
is measurable, for any open subset A of V ′.
(3.1)
For instance, this condition is fulfilled if α is maximal monotone. Let us assume that α is
proper, i.e., α(V ) 6= ∅.
In [22] Fitzpatrick defined what is now called the Fitzpatrick function:
fα(v, v
∗) := 〈v∗, v〉 + sup
{
〈v∗ − v∗0 , v0 − v〉 : v
∗
0 ∈ α(v0)
}
=sup
{
〈v∗, v0〉 − 〈v
∗
0 , v0 − v〉 : v
∗
0 ∈ α(v0)
}
∀(v, v∗) ∈ V ×V ′.
(3.2)
This function is convex and lower semicontinuous, as it is the supremum of a family of
affine and continuous functions.
Theorem 3.1 ([22]). If α : V → P(V ′) is maximal monotone then
fα(v, v
∗) ≥ 〈v∗, v〉 ∀(v, v∗) ∈ V ×V ′, (3.3)
fα(v, v
∗) = 〈v∗, v〉 ⇔ v∗ ∈ α(v). (3.4)
This theorem generalizes the following classical Fenchel result of convex analysis. Let
ϕ : V → R ∪ {+∞} be a convex and lower semicontinuous proper function, and denote
by ϕ∗ : V ′ → R ∪ {+∞} and ∂ϕ : V → P(V ′) respectively the convex conjugate function
and the subdifferential of ϕ. Then
ϕ(v) + ϕ∗(v∗) ≥ 〈v∗, v〉 ∀(v, v∗) ∈ V ×V ′,
ϕ(v) + ϕ∗(v∗) = 〈v∗, v〉 ⇔ v∗ ∈ ∂ϕ(v).
(3.5)
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We shall refer to (3.3), (3.4) ((3.5), resp.) as the Fitzpatrick system (the Fenchel system,
resp.), and to the mapping (v, v∗) 7→ ϕ(v) + ϕ∗(v∗) as a Fenchel function.
Representative functions. Extending the theory of Fitzpatrick, nowadays one says
that a function f (variationally) represents a proper measurable operator α : V → P(V ′)
whenever
f : V ×V ′ → R ∪ {+∞} is convex and lower semicontinuous,
f(v, v∗) ≥ 〈v∗, v〉 ∀(v, v∗) ∈ V ×V ′,
f(v, v∗) = 〈v∗, v〉 ⇔ v∗ ∈ α(v).
(3.6)
One accordingly says that α is representable, and that f is a representative function. We
shall denote by F(V ) the class of the functions that fulfill the first two of these properties.
Representable operators are monotone, see [22], but need not be either cyclically monotone
or maximal monotone.
For instance, let us define the convex and continuous mapping
fb : R
2 → R : (x, y) 7→ b(x2 + y2) ∀b > 0. (3.7)
For b = 1/2 this function represents the identity operator R→ R, whereas for any other
b > 0 it represents the operator α(0) = {0}, α(x) = ∅ for any x 6= 0.
For any convex and lower semicontinuous function ϕ : V → R ∪ {+∞}, the Fenchel
function f : (v, v∗) 7→ ϕ(v) + ϕ∗(v∗) represents the operator ∂ϕ because of (3.5). (In-
cidentally note that this coincides with the Fitzpatrick function f∂ϕ only exceptionally).
Other examples of interest for the theory of PDEs were provided e.g. in [39] and [40]; they
include for instance a representative function for quasilinear elliptic operators of the form
H10 (Ω)→ P(H
−1(Ω)) : v 7→ −∇ · ~φ(∇v) (Ω being a domain of RN ) (3.8)
for a maximal monotone mapping ~φ : RN → P(RN ).
Henceforth we shall assume that the real Banach space V is also reflexive — an as-
sumption that provides a number of results. Besides the duality between V an V ′, we shall
consider the duality between the product space V ×V ′ and its dual V ′×V , and the corre-
sponding convex conjugation. More specifically, for any function g : V ×V ′ → R∪ {+∞},
we define g∗ : V ′×V → R ∪ {+∞} by setting
g∗(w∗, w) := sup
{
〈w∗, v〉+ 〈v∗, w〉 − g(v, v∗) : (v, v∗) ∈ V ×V ′
}
∀(w∗, w) ∈ V ′×V.
(3.9)
Let us denote by Iα : V ×V
′ → R ∪ {+∞} the indicator function of the graph of any
operator α : V → P(V ′), i.e., Iα(v, v
∗) = 0 if v∗ ∈ α(v), Iα(v, v
∗) = +∞ otherwise. Let
us also denote by π the mapping associated to the duality pairing:
π : V ×V ′ → R : (v, v∗) 7→ 〈v∗, v〉, (3.10)
and by I the permutation operator V ×V ′ → V ′×V : (v, v∗) 7→ (v∗, v). The definition
(3.2) thus also reads fα = (π + Iα)
∗ ◦ I, that is,
fα(v, v
∗) = (π + Iα)
∗(v∗, v) ∀(v, v∗) ∈ V ×V ′. (3.11)
Next we state some relevant results about representative functions.
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Theorem 3.2 ([14], [37]). Let V be a reflexive Banach space. A function g ∈ F(V )
represents a maximal monotone operator α : V → P(V ′) if and only if g∗ ∈ F(V ′). If this
holds, then g∗ represents the inverse operator α−1 : V ′ → P(V ), that is, g∗ ◦ I (∈ F(V ))
represents α.
Because of this theorem, if α is maximal monotone, then
(fα ◦ I)
∗ = (π + Iα)
∗∗ also represents α.
Theorem 3.3 ([13], [22], [26], [31]). Let V be a reflexive Banach space. Let α : V → P(V ′)
be a maximal monotone operator, fα be its Fitzpatrick function, and g : V×V
′ → R∪{+∞}
be a convex and lower semicontinuous function. Then
g ∈ F(V ), g represents α ⇔
fα ≤ g ≤ f
∗
α ◦ I pointwise in V ×V
′.
(3.12)
Theorem 3.4 ([37]). Let V be a reflexive Banach space. Any maximal monotone operator
α : V → P(V ′) may be represented by a function g ∈ F(V ) such that g∗ = g ◦ I−1.
An explicit examples of such a self-dual representative was first provided in [5].
Two minimization principles. Let a function g ∈ F(V ) represent a proper operator
α : V → P(V ′), and let us define the function
J(v, v∗) := f(v, v∗)− 〈v∗, v〉 ∀(v, v∗) ∈ V ×V ′. (3.13)
Minimizing J w.r.t. both variables v, v∗, the system (3.6) yields
J(v, v∗) = inf J ⇔ J(v, v∗) = 0 ⇔ v∗ ∈ α(v). (3.14)
If instead we minimize J(v, v∗) just w.r.t. v for any fixed v∗ ∈ V ′, then
J(v, v∗) = inf J(·, v∗) = 0 ⇔ v∗ ∈ α(v). (3.15)
Here in the implication “⇒” it is necessary to prescribe the minimum value to be zero,
since it is not guaranteed that v∗ ∈ α(V ).
We shall speak of null-minimization for a minimization problem in which the minimum
value is prescribed to be zero as in (3.15), of ordinary minimization otherwise as in (3.14).
The relevance of prescribing the minimum value may conveniently be understood even
on a linear first-order ordinary differential equation, along the lines of [42]. The corre-
sponding Euler-Lagrange equation is of second order in time, and thus it is not determined
just by an initial condition. Prescribing the minimum of the functional to be zero may
provide the required further side-condition. In any case, existence must be proved even
for a null-minimizer.
4 Extended Brezis-Ekeland-Nayroles principle
In this section we outline an extension of what we shall refer to as the Brezis-Ekeland-
Nayroles (BEN) principle. This will be the basis for a further formulation of the next
section.
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Lemma 4.1. Let X be a Hausdorff topological space, Y be the dual of a Banach space
equipped with the weak star topology, and ϕ : X×Y → R∪{+∞} be lower semicontinuous.
If
inf
x∈X
ϕ(x, y)→ +∞ as ‖y‖Y → +∞, (4.1)
then the function X → ∪{+∞} : x 7→ infy∈Y ϕ(x, y) is lower semicontinuous.
This result stems from the classical Banach-Alaoglu theorem and from the next lemma,
since (4.1) allows one to confine y to a bounded (namely, relatively weakly compact) subset
of Y .
Lemma 4.2 ([2] p. 120 e.g.). Let X be a Hausdorff topological space, Y be a compact
space, and ϕ : X×Y → R ∪ {+∞} be a lower semicontinuous function. The function
X → R : x 7→ infy∈Y ϕ(x, y) is then lower semicontinuous.
Proposition 4.3. Let V be a real reflexive Banach space, and assume that
αi : V → P(V
′) is proper and representable (i = 1, 2), (4.2)
∃v¯ ∈ V : α1(v¯) 6= ∅ and α2(v¯) 6= ∅, (4.3)
gi ∈ F(V ), and gi represents αi (i = 1, 2), (4.4)
lim
‖z∗‖V ′→+∞
inf
(v,v∗)∈V×V ′
{
g1(v, v
∗ − z∗) + g2(v, z
∗)
}
= +∞. (4.5)
Then: (i) The partial inf-convolution
g1⊕g2(v, v
∗) := inf
z∗∈V ′
{
g1(v, v
∗ − z∗) + g2(v, z
∗)
}
∀(v, v∗) ∈ V ×V ′ (4.6)
is an element of F(V ), and represents the operator α1 + α2.
(ii) If moreover α2 : V → V
′ is linear and continuous, then
g1⊕g2(v, v
∗) = g1(v, v
∗ − α2(v)) + 〈α2(v), v〉 ∀(v, v
∗) ∈ V ×V ′. (4.7)
Proof. (i) Let us set
ϕ(v, v∗, z∗) = g1(v, v
∗ − z∗) + g2(v, z
∗) ∀(v, v∗, z∗) ∈ V ×V ′×V ′. (4.8)
This auxiliary function is lower semicontinuous, and fulfills (4.1) by (4.5). By applying
Lemma 4.1 with X = V ×V ′, Y = V ′, we then infer that g1⊕g2 is lower semicontinuous.
Let us check that ϕ is convex. By the convexity of g1 and g2, for any (vi, v
∗
i , z
∗
i ) ∈
V ×V ′×V ′ (i = 1, 2) and any λ ∈ [0, 1],
ϕ(λ(v1, v
∗
1 , z
∗
1) + (1− λ)(v2, v
∗
2 , z
∗
2)) ≤ λϕ(v1, v
∗
1 , z
∗
1) + (1− λ)ϕ(v2, v
∗
2 , z
∗
2).
By taking the infimum with respect to z∗1 and z
∗
2 , we then get
g1⊕g2(λ(v1, v
∗
1) + (1− λ)(v2, v
∗
2)) ≤ λg1⊕g2(v1, v
∗
1) + (1− λ)g1⊕g2(v2, v
∗
2);
thus g1⊕g2 is convex. It is straightforward to check that g1⊕g2 ≥ π, and that g1⊕g2
represents the operator α1 + α2.
(ii) If α2 : V → V
′ is linear and continuous, then α2 is represented by g2 : (v, v
∗) 7→
〈v∗, v〉 + Iα2(v, v
∗). (4.7) then follows from (4.6). 
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Functional set-up. First we introduce some spaces of time-dependent functions. Let us
assume that we are given a triplet of real Hilbert spaces 4
V ⊂ H = H ′ ⊂ V ′ with continuous and dense injections, (4.9)
whence
L2(0, T ;V ) ⊂ L2(0, T ;H) = L2(0, T ;H)′ ⊂ L2(0, T ;V )′ = L2(0, T ;V ′)
with continuous and dense injections.
(4.10)
Let us also set
V :=
{
v ∈ L2(0, T ;V ) : Dtv ∈ L
2(0, T ;V ′)
}
(⊂ C0([0, T ];H)), (4.11)
which, equipped with the graph norm, is a Hilbert space. We shall identify the spaces
L2(0, T ;V )×L2(0, T ;V ′) ≃ L2(0, T ;V ×V ′). (4.12)
An initial-value problem. Let us assume that
α : V → P(V ′) is maximal monotone, (4.13)
fix any u∗ ∈ L2(0, T ;V ′) and any u0 ∈ H, and consider the initial-value problem

u ∈ V,
Dtu+ α(u) ∋ u
∗ in V ′, a.e. in ]0, T [,
u(0) = u0.
(4.14)
We shall assume that
∃A,B > 0 : ∀v ∈ V,∀v∗ ∈ α(v) ‖v∗‖V ′ ≤ A‖v‖V +B, (4.15)
and define the global-in-time operator α̂ : L2(0, T ;V )→ P(L2(0, T ;V ′)):
∀(u,w) ∈ L2(0, T ;V )× L2(0, T ;V ′),
w ∈ α̂(u) ⇔ w(t) ∈ α(u(t)) for a.e. t ∈ ]0, T [.
(4.16)
The Cauchy problem (4.14) is then equivalent to the following global-in-time problem

u ∈ V,
Dtu+ α̂(u) ∋ u
∗ in L2(0, T ;V ′),
u(0) = u0.
(4.17)
In the remainder of this section we shall deal with (proper) representable operators.
As we saw, these are necessarily monotone, but need not be maximal monotone.
Proposition 4.4. Let the assumptions (4.13) and (4.15) be fulfilled. Then:
(i) α is representable in F(V ) if and only if α̂ is representable in F(L2(0, T ;V )).
More precisely, α is represented by a function ϕ ∈ F(V ) if and only if α̂ is represented by
Φ =
∫ T
0 ϕ(·, ·) dt ∈ F(L
2(0, T ;V )).
(ii) α is maximal monotone if and only if so is α̂.
4 Here we deal with the Hilbert set-up and p = 2 for technical reasons, that we shall see in the next
section.
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Proof. (i) If ϕ ∈ F(V ) then it is convex, therefore Φ is also convex and lower semicon-
tinuous. Conversely, if Φ ∈ F(V ) then the same holds for ϕ, as it is easily checked by
considering constant functions.
For any (v, v∗) ∈ V×V ′,∫ T
0
ϕ(v(t), v∗(t)) dt ≥
∫ T
0
〈v∗, v〉 dt,
ϕ(v(t), v∗(t)) ≥ 〈v∗(t), v(t)〉 for a.e. t ∈ ]0, T [.
(4.18)
If the first inequality is reduced to an equality, the same holds for the second inequality
for a.e. t. The converse implication is straightforward. Parts (i) is thus established.
(ii) Let us next represent the operator α̂ by the function
Φ =
∫ T
0
ϕ(·, ·) dt : L2(0, T ;V ×V ′)→ R ∪ {+∞}.
If α is maximal monotone, then by Theorem 3.2 ϕ∗ ∈ F(V ′) and it represents α−1. By
part (i), Φ∗ =
∫ T
0 ϕ
∗(·, ·) dt then represents the operator α̂−1. As α̂−1 = α̂−1, again by
Theorem 3.2 we then infer that α̂ is maximal monotone. The converse implication is
straightforward. 
Time-dependent operators. If α explicitly depends on time, a precise formulation
of the corresponding initial-value problem may be given by using some classical notions
of measurability, that we briefly recall. A thorough account may be found e.g. in the
monograph [16].
Let us denote by B(V ) (L(0, T ), resp.) the σ-algebra of the Borel- (Lebesgue- resp.)
measurable subsets of the separable space V (the interval ]0, T [, resp.), and by B(V )⊗
L(0, T ) the product σ-algebra. Let us assume that
α : V ×]0, T [→ P(V ′) is a measurable and closed-valued proper operator. (4.19)
By this we mean that
α−1(A) :=
{
(v, t) ∈ V × ]0, T [ : α(v, t) ∩A 6= ∅
}
∈ B(V )⊗L(0, T )
for any open subset A of V ′, and that α(v, t) is closed for any v ∈ V and a.e. t. For instance,
this is fulfilled whenever α is maximal monotone. It is easy to see that, assuming (4.19),
for any L(0, T )-measurable mapping v : ]0, T [ → V the mapping ]0, T [ → P(V ′) : t 7→
α(v(t), t) is also measurable and closed-valued, see e.g. Lemma 3.1 of [41]. By a classical
theorem, see e.g. Sect. III.2 of [16], this composed function has then a measurable selection;
that is, there exists a measurable function w : ]0, T [ → V ′ such that w(t) ∈ α(v(t), t) for
a.e. t.
Under the assumption (4.19), we can now extend the initial-value problem (4.14) to
time-dependent operators:

u ∈ V,
Dtu+ α(u, t) ∋ u
∗ in V ′, a.e. in ]0, T [,
u(0) = u0.
(4.20)
This also is equivalent to a global-in-time formulation analogous to problem (4.17).
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Remarks 4.5. (i) The existence of measurable representative functions of time-dependent
maximal monotone operators was addressed in Section 3 of [41].
(ii) Rather then dealing with measurable multi-valued operators, it seems simpler to
proceed via representing functions, as next we do.
Extended BEN principle. Let us assume that (4.19) is fulfilled and that
for a.e. t ∈ ]0, T [, α(·, t) is represented by ϕ(·, ·, t) ∈ F(V ), with
ϕ : V × V ′ × ]0, T [→ R ∪ {+∞} B(V × V ′)⊗L(0, T )-measurable.
(4.21)
Let us fix any u0 ∈ H, define the affine subspace
Vu0 :=
{
v ∈ L2(0, T ;V ) : Dtv ∈ L
2(0, T ;V ′) : v(0) = u0
}
⊂ V, (4.22)
and the nonnegative functional
Φ(v, v∗) :=
∫ T
0
[ϕ(v, v∗ −Dtv, t)− 〈v
∗ −Dtv, v〉] dt
=
∫ T
0
[ϕ(v, v∗ −Dtv, t) − 〈v
∗, v〉] dt+
1
2
‖v(T )‖2H −
1
2
‖u0‖2H
∀(v, v∗) ∈ Vu0×L
2(0, T ;V ′),
Φ(v, v∗) := +∞ for any other (v, v∗) ∈ V×V ′.
(4.23)
This definition is legitimate, since the function V → R : v 7→ ‖v(T )‖2H is well defined
(and weakly lower semicontinuous), as V ⊂ C0([0, T ];H) with continuous injection.
Theorem 4.6 (Extended BEN principle). Assume that (4.19) and (4.21) are fulfilled,
and define α̂ and Φ as in (4.16) and (4.23), for some u0 ∈ H. Then:
(i) Φ ∈ F(V) and it represents the operator Dt+ α̂ : V → V ′ associated with the initial
condition u(0) = u0.
(ii) For any u∗ ∈ V ′, the initial-value problem (4.14) is equivalent to the following
null-minimization problem: 

u ∈ V,
Φ(u, u∗) = 0
(
= inf
V
Φ(·, u∗)
)
,
u(0) = u0.
(4.24)
This equivalence if what we shall properly refer to as the extended BEN principle.
Proof. Part (i) stems from part (ii) of Proposition 4.3, with α1 = α̂, α2 = Dt and the
space V in place of V .
As ϕ represents α, for any (v, v∗) ∈ V × L2(0, T ;V ′) the first integrand of (4.23) is
nonnegative; moreover, it vanishes a.e. in ]0, T [ if and only if v solves (4.14)2 and (4.14)3.
This entails that Φ(v, v∗) ≥ 0 for any (v, v∗) ∈ V × L2(0, T ;V ′), and that the equation
Φ(u, u∗) = 0 is equivalent to (4.14)2 and (4.14)3. 
Remark 4.7. Two issues may be addressed:
(i) Existence of a solution of the initial-value problem (4.14) via the extended BEN
principle Theorem 4.6.
(ii) Structural properties of compactness and stability of the initial-value problem,
in the sense that we illustrate in the next section. In this case we also let u∗ vary, and
minimize Φ w.r.t. the pair (u, u∗), thus with no need of prescribing the minimum to vanish.
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5 Γ-compactness and Γ-stability of minimization problems
In this section we illustrate the structural compactness and stability of minimization prin-
ciples. This will rest on Γ-convergence w.r.t. what we shall refer to as a nonlinear weak
topology.
Structural compactness and stability of minimization problems. Let X be a
topological space and G be a family of functionals X → R ∪ {+∞}, equipped with a
suitable topology, or at least a notion of convergence. We shall say that the problem of
minimizing these functionals is structurally compact if the family G is sequentially compact,
and the corresponding minimizers are confined to a sequentially relatively compact subset
of X. 5
We shall say that the minimization problem is structurally stable if

Ψn(un)− inf Ψn → 0
un → u in X
Ψn → Ψ in G
⇒ Ψ(u) = inf Ψ. (5.1)
(The condition Ψn(un) − inf Ψn → 0 is obviously more general than Ψn(un) = inf Ψn for
any n.) These definitions also apply to null-minimization problems.
The selection of the topology of the family of functionals G is crucial, and may not be
an obvious choice. Structural compactness and stability are in competition: the topology
must be sufficiently weak in order to allow for compactness, and at the same time it
must be so strong to provide stability (essentially, passage to the limit in the perturbed
minimization problem). The exigence of compactness suggests the use of a weak-type
topology. We shall see that here Γ-convergence is especially appropriate, more than other
notions of variational convergence like the Mosco-convergence (see e.g. [1], [29]), namely
the simultaneous Γw- and Γs-convergence to a same function.
On weak Γ-convergence. Let the spaces H,V,V be defined as in (4.9) and (4.11). For
any n, let ϕn ∈ F(V ) represent a proper measurable operator αn : V → P(V
′), and define
the functionals Jn and Φn as in (3.13) and (4.23):
Jn(v, v
∗) := ϕn(v, v
∗)− 〈v∗, v〉 ∀(v, v∗) ∈ V ×V ′, (5.2)
Φn(v, v
∗) :=
∫ T
0
ϕn(v, v
∗ −Dtv)dt−
∫ T
0
〈v∗ −Dtv, v〉 dt
∀(v, v∗) ∈ V×L2(0, T ;V ′).
(5.3)
Let us first consider the (sequential) Γ-convergence of the sequence {Jn} in the weak
topology of V ×V ′. This requires passing to the inferior limit in 〈v∗n, vn〉, as vn ⇀ v in V
and v∗n ⇀ v
∗ in V ′. This difficulty may be removed simply by confining {v∗n}, e.g., to a
bounded subset of H, if
V ⊂ H = H ′ ⊂ V ′ with continuous, dense and compact injections. (5.4)
On the other hand, dealing with the Γ-convergence of the sequence {Φn}, one must
pass to the limit in the integral
−
∫ T
0
〈v∗n, vn〉 dt+
∫ T
0
〈Dtvn, vn〉 dt =
∫ T
0
〈v∗n, vn〉 dt+
1
2
‖vn(T )‖
2
H −
1
2
‖un(0)‖
2
H , (5.5)
5 We restrict ourselves to sequential concepts since this suffices for our purposes.
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and this looks less obvious than for {Jn}.
A different functional set-up. Let us define the measure
µ(A) =
∫
A
(T − t) dt ∀A ∈ L(0, T ), i.e., dµ(t) = (T − t)dt, (5.6)
introduce the weighted spaces
L2µ(0, T ;H) :=
{
µ-measurable v : ]0, T [→ H :
∫ T
0
‖v(t)‖2H dµ(t) < +∞
}
,
L2µ(0, T ;V ) :=
{
v ∈ L2µ(0, T ;H) :
∫ T
0
‖v(t)‖2V dµ(t) < +∞
}
,
Vµ :=
{
v ∈ L2µ(0, T ;V ) : Dtv ∈ L
2
µ(0, T ;V
′)
}
,
(5.7)
and equip them with the respective graph norm. 6 These are Hilbert spaces, and by
identifying L2µ(0, T ;H) with its dual space we get
L2µ(0, T ;V
′) =
{
µ-measurable v∗ : ]0, T [→ V ′ :
∫ T
0
‖v∗(t)‖2V ′ dµ(t) < +∞
}
,
L2µ(0, T ;V ) ⊂ L
2
µ(0, T ;H) = L
2
µ(0, T ;H)
′ ⊂ L2µ(0, T ;V )
′ = L2µ(0, T ;V
′)
with continuous and dense injections.
(5.8)
Notice that Vµ ⊂ C
0([0, T [;H). Under the assumption (5.4),
the injection V → L2(0, T ;H) (⊂ L2µ(0, T ;H)) is compact, (5.9)
at variance with the injections V → C0([0, T ];H) and Vµ → L
2(0, T ;H). If vn ⇀ v in
V thus vn → v in L
2(0, T ;H), so that one can pass to the limit in the first integral of
(5.5), provided that v∗n ⇀ v
∗ in L2(0, T ;H). But we are left with the problem of passing
to the limit in the second integral of the same formula, and this will be achieved via a
modification of the functional.
For any n, let us now replace dt by dµ(t) in the definition of the functional Φn, see
(5.2), and set
Φn(v, v
∗) :=
∫ T
0
ϕn(v, v
∗ −Dtv) dµ(t)−
∫ T
0
〈v∗ −Dtv, v〉 dµ(t)
∀(v, v∗) ∈ V×L2(0, T ;V ′).
(5.10)
(As we shall see, this corresponds to applying a double time integration to the time-
integrand of (5.3).)
We must then pass to the limit in the integral
−
∫ T
0
〈v∗n, vn〉 dµ(t) +
∫ T
0
〈Dtvn, vn〉 dµ(t). (5.11)
Concerning the second integral, assuming that vn(0)→ v(0) in H, we have∫ T
0
〈Dtvn, vn〉 dµ(t) =
1
2
∫ T
0
Dt
(
‖vn(t)‖
2
H
)
(T − t) dt
=
1
2
∫ T
0
‖vn‖
2
H dt−
T
2
‖vn(0)‖
2
H
→
1
2
∫ T
0
‖v‖2H dt−
T
2
‖v(0)‖2H =
∫ T
0
〈Dtv, v〉 dµ(t).
(5.12)
6 The reason for introducing the weight T − t will appear ahead.
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Remarks 5.1. (i) The integral functional v 7→
∫ T
0 〈Dtv, v〉 dµ(t) is weakly continuous on
V. The functional v 7→
∫ T
0 〈Dtv, v〉 dt instead is just weakly lower semicontinuous on the
same space; this entails the existence of a minimizer, but not the Γ-convergence. This is
the main reason why we introduced the weight T − t.
(ii) On the other hand, if one prescribes the solution v to be T -periodic in time, then∫ T
0 〈Dtvn, vn〉 dt = 0 for any n. In this case it is not needed to introduce any weight
function.
A nonlinear topology of weak type. The convergence of the terms
〈v∗n, vn〉 and
∫ T
0
〈v∗n −Dtvn, vn〉 dµ(t)
yields the inferior-limit condition of the definition of Γ-convergence of the sequences {Jn}
and {Φ˜n}. But one must also pass to the limit on a so-called recovery sequence. This
prompts us to complement the weak topology of V ×V ′ with the convergence 〈v∗n, vn〉 →
〈v∗, v〉 when dealing with the sequence {Jn}, and similarly to complement the weak topol-
ogy of
L2µ(0, T ;V ×V
′) ≃ L2µ(0, T ;V )×L
2
µ(0, T ;V
′) (5.13)
with the convergence
∫ T
0 〈v
∗
n, vn〉 dµ(t)→
∫ T
0 〈v
∗, v〉 dµ(t) when dealing with {Φ˜n}.
More specifically, we name nonlinear weak topology of V ×V ′, and denote by π˜, the
coarsest among the topologies of this space that are finer than the product of the weak
topology of V by the weak topology of V ′, and for which the mapping π (that we defined
in (3.10)) is continuous. For any sequence {(vn, v
∗
n)} in V ×V
′, thus
(vn, v
∗
n) →˜pi (v, v
∗) in V ×V ′ ⇔
vn ⇀ v in V, v
∗
n ⇀ v
∗ in V ′, 〈v∗n, vn〉 → 〈v
∗, v〉,
(5.14)
and similarly for nets. (The nonlinearity is obvious: a linear combination of two converging
sequences need not converge.)
This construction is extended to the space L2µ(0, T ;V ×V
′) in an obvious way: in this
case the duality mapping reads L2µ(0, T ;V ×V
′) → R : (v, v∗) 7→
∫ T
0 〈v
∗, v〉 dµ(t), and we
set
(vn, v
∗
n) →˜pi (v, v
∗) in L2µ(0, T ;V ×V
′) ⇔
vn ⇀ v in L
2
µ(0, T ;V ), v
∗
n ⇀ v
∗ in L2µ(0, T ;V
′) and∫ T
0
〈v∗n, vn〉 dµ(t)→
∫ T
0
〈v∗, v〉 dµ(t)
(5.15)
and similarly for nets.
Γp˜i-compactness and Γp˜i-stability of F(V ). As the weak topology and the nonlinear
weak-type topology π˜ are nonmetrizable, some caution is needed in dealing with sequential
Γ-convergence w.r.t. either topology, see e.g. [1], [18]. For functions defined on a topological
space, the definition of Γ-convergence involves the filter of the neighborhoods of each point.
If the space is metrizable, that notion may equivalently be formulated in terms of the
family of converging sequences, but this does not hold in general. We shall refer to these
two notions as topological and sequential Γ-convergence, respectively. If not otherwise
specified, reference to the topological notion should be understood.
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It is known that bounded subsets of a separable and reflexive space equipped with the
weak topology are metrizable. The same holds for the nonlinear weak topology π˜ of V×V ′,
see Section 4 of [40]. This property is at the basis of the next statement, which gathers
Γ-compactness, Γ-closedness of F(V ), and Γ-stability. We shall denote by graph(α) the
graph of an operator α, i.e., graph(α) = {(v, v∗) : v∗ ∈ α(v)}.
Theorem 5.2 ([40]). Let V be a separable real Banach space, and {ψn} be an equi-coercive
sequence in F(V ), in the sense that
sup
n∈N
{
‖v‖V + ‖v
∗‖V ′ : (v, v
∗) ∈ V ×V ′, ψn(v, v
∗) ≤ C
}
< +∞ ∀C ∈ R. (5.16)
Then: (i) There exists ψ : V ×V ′ → R ∪ {+∞} such that, possibly extracting a
subsequence, ψn Γπ˜-converges to ψ both topologically and sequentially.
(ii) This entails that ψ ∈ F(V ).
(iii) If αn (α, resp.) is the operator that is represented by ψn (ψ, resp.) for any n,
then Kτ lim supn→∞ graph(αn) ⊂ graph(α) in the sense of Kuratowski, i.e.,
∀ sequence {(vn, v
∗
n) ∈ graph(αn)}, (vn, v
∗
n) →˜pi (v, v
∗) ⇒ v∗ ∈ α(v). (5.17)
(iv) The same results hold if V is replaced by L2µ(0, T ;V ) throughout.
Proof. Part (i) is Theorem 4.4 of [40].
The π˜-lower semicontinuity of the ψns and the property “ψn ≥ π” (see (3.10)) are
preserved by Γπ˜-convergence. If ψn ∈ F(V ) for any n, namely the ψns are also convex,
then the same holds for ψ, which is then lower semicontinuous. Part (ii) is thus established.
Next let αn (α, resp.) and the sequence {(vn, v
∗
n)} be as prescribed in part (iii).
Recalling the inferior-limit condition of the definition of Γπ˜-convergence and the definition
of π˜-convergence, we have
ψ(v, v∗) ≤ lim inf
n→∞
ψn(vn, v
∗
n)
(3.6)
2
≤ lim inf
n→∞
〈v∗n, vn〉 = 〈v
∗, v〉. (5.18)
Thus v∗ ∈ α(v), as ψ represents α. The implication (5.17) is thus established.
Part (iv) is easily checked by mimicking the above procedure. 
Remark 5.3. In general αn does not converge in the sense of Kuratowski. For instance,
defining fb as in (3.7) for any b > 0, if bn → 1/2 then fbn Γπ˜-converges to f1/2, but
the represented operators αn do not converge in the sense of Kuratowski — actually,
graph(α) 6⊂ Kτ lim infn→∞ graph(αn).
After finding out that the class F(L2µ(0, T ;V )) is stable by Γπ˜-convergence, the next
question arises. Let {ϕn} be a sequence of representative functions of F(V ), and define
the memoryless superposition operators
ψn : L
2
µ(0, T ;V ×V
′)→ L1(0, T ) : w 7→ ϕ(w) ∀n. (5.19)
If ψn Γπ˜-converges to some operator ψ in the sense of (2.13), is then ψ necessarily mem-
oryless, too? A positive answer is provided by the next statement, which is essentially a
particular case of Theorem 2.2, augmented with the hypothesis (5.20) and with the cor-
responding property in the limit. 7 Here we also allow representing functions to depend
on time.
7 Here we deal with the Hilbert set-up and p = 2 for technical reasons, that we shall see in the next
section.
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Theorem 5.4. Let V be a real separable Hilbert space, and µ be the measure on ]0, T [ such
that dµ(t) = (T − t) dt. Let {ϕn} be a sequence of normal functions ]0, T [× V ×V
′ → R+
such that
ϕn(t, ·) ∈ F(V ) for a.e. t ∈ ]0, T [,∀n, (5.20)
∃C1, C2, C3 > 0 : ∀n, for a.e. t ∈ ]0, T [,∀w ∈ V ×V
′,
C1‖w‖
2
V×V ′ ≤ ϕn(t, w) ≤ C2‖w‖
2
V×V ′ + C3,
(5.21)
ϕn(t, 0) = 0 for a.e. t ∈ ]0, T [,∀n, (5.22)
and define the operators ψn : L
2
µ(0, T ;V ×V
′)→ L1µ(0, T ) by
ψn,w(t) = ϕn(t, w(t)) ∀w ∈ L
2
µ(0, T ;V ×V
′), for a.e. t ∈ ]0, T [,∀n. (5.23)
Then there exists a normal function ϕ : ]0, T [ × V ×V ′ → R+ such that
ϕ(t, ·) ∈ F(V ) for a.e. t ∈ ]0, T [, (5.24)
and such that, defining the corresponding operator ψ : L2µ(0, T ;V ×V
′) → L1µ(0, T ) as in
(5.23),
ψn sequentially Γ-converges to ψ
in the topology π˜ of L2µ(0, T ;V ×V
′) and
in the weak topology of L1µ(0, T ) (cf. (2.5)).
(5.25)
Moreover, if ϕn does not explicitly depend on t for any n, then the same holds for ϕ.
Proof. Let us apply Theorem 2.2 with X = V ×V ′, p = 2 and the topology τ = π˜; the
hypothesis (2.12) is indeed fulfilled for this topology, because of Theorem 4.4 of [40]. It
then suffices to show that (5.20) entails (5.24).
The lower semicontinuity of ϕ(t, ·) for a.e. t is implicit in the normality of ϕ. In order
to prove (3.6) for the function ϕ, let us set
Jn(t, v, v
∗) := ϕn(t, v, v
∗)− 〈v∗, v〉
J(t, v, v∗) := ϕ(t, v, v∗)− 〈v∗, v〉
∀(v, v∗) ∈ V ×V ′, for a.e. t,∀n. (5.26)
By (5.20), ∫
A
Jn(t, v, v
∗) dµ(t) ≥ 0 ∀(v, v∗) ∈ V ×V ′,∀A ∈ L(0, T ), (5.27)
and by (5.25) this inequality is preserved in the limit. Therefore J(t, v, v∗) ≥ 0 a.e. in
]0, T [. As ϕ is convex and lower semicontinuous, (5.24) follows. 
Time-integrated (extended) BEN principle. Let us first notice that∫ T
0
〈Dtv, v〉 dµ(t)
(5.6)
=
∫ T
0
dτ
∫ τ
0
〈Dtv, v〉 dt
=
1
2
∫ T
0
dτ
∫ τ
0
Dt
(
‖v(t)‖2H
)
dt =
1
2
∫ T
0
‖v(τ)‖2H dτ −
T
2
‖v(0)‖2H ∀v ∈ V.
(5.28)
Let us fix any u0 ∈ H, and define the affine subspace
Vµ,u0 :=
{
v ∈ L2µ(0, T ;V ) : Dtv ∈ L
2
µ(0, T ;V
′) : v(0) = u0
}
. (5.29)
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Let ϕ ∈ F(V ) represent a proper measurable operator α : V → P(V ′). By a double
time-integration, let us then define the nonnegative functional
Φ˜(v, v∗) :=
∫ T
0
dτ
∫ τ
0
[
ϕ(v, v∗ −Dtv)− 〈v
∗ −Dtv, v〉
]
dt
(5.28)
=
∫ T
0
[
ϕ(v, v∗ −Dtv)− 〈v
∗, v〉
]
dµ(t) +
1
2
∫ T
0
‖v(t)‖2H dt−
T
2
‖u0‖2H
∀(v, v∗) ∈ Vµ,u0×L
2(0, T ;V ′),
Φ˜(v, v∗) := +∞ for any other (v, v∗) ∈ V×V ′.
(5.30)
The density of V ∩ Vµ in Vµ yields the next statement.
Theorem 5.5 (Time-integrated (extended) BEN principle). Let a proper operator α :
V → P(V ′) be represented by a function ϕ ∈ F(V ), and fulfill the condition (4.15). Let α̂
and Φ˜ be defined as in (4.16) and (5.30).
For any u∗ ∈ L2µ(0, T ;V
′) and u0 ∈ H, the initial-value problem (4.14) is then equiva-
lent to the following null-minimization problem:
u ∈ V, Φ˜(u, u∗) = 0
(
= inf
V
Φ˜(·, u∗)
)
. (5.31)
Proof. It suffices to notice that, as ϕ ∈ F(V ), (4.14)2 is equivalent to the minimization
of the functional that is obtained by integrating the nonnegative function ϕ(v, v∗−Dtv)−
〈v∗ −Dtv, v〉 any number of times in ]0, T [. 
6 Structural properties of maximal monotone flows
In this section we show the structural compactness and stability of a class of flows governed
by a maximal monotone operator. We improve the results of [40], on the basis of a different
functional set-up and of Theorem 2.2.
Quasilinear parabolic operators in abstract form. Let V and H be real separable
Hilbert spaces, and
V ⊂ H = H ′ ⊂ V ′ with continuous, dense and compact injections. (6.1)
Let us define the spaces L2(0, T ;H), L2(0, T ;V ) and V as in (4.11), and notice that in this
case
V ⊂ L2(0, T ;H) with continuous, dense and compact injection. (6.2)
Let us still define the measure µ as in (5.6), and identify the spaces
L2µ(0, T ;V )×L
2
µ(0, T ;V
′) ≃ L2µ(0, T ;V ×V
′). (6.3)
Let three sequences {αn}, {u
0
n} and {hn} be given such that
∀n, αn : V → P(V
′) is maximal monotone, (6.4)
∃C1, C2 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), 〈v
∗, v〉 ≥ C1|v‖
2
V − C2, (6.5)
∃C3, C4 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), ‖v
∗‖V ′ ≤ C3‖v‖V + C4, (6.6)
αn(0) ∋ 0 ∀n, (6.7)
u0n → u
0 in H, (6.8)
hn → h in L
2(0, T ;V ′). (6.9)
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The condition (6.7) is not really restrictive: if it is not satisfied, it may be recovered by
selecting any v∗n ∈ αn(0) for any n, and then replacing αn by α¯n(·) = αn(·)− v
∗
n.
For any n, let us consider the following initial-value problem

un ∈ V,
Dtun + α(un) ∋ hn in V
′, a.e. in ]0, T [,
un(0) = u
0
n.
(6.10)
Next we recall a classical result of existence, uniqueness and boundedness.
Lemma 6.1 ([6], [11], [44]). Under the hypotheses above, for any n the initial-value prob-
lem (6.10) has one and only one solution un ∈ V. Moreover, the sequence {un} is bounded
in V.
Remark 6.2. Under strengthened assumptions on the data, several regularity results are
known to hold for the initial-value problem (6.10), see e.g. [11]. At variance with [40] here
we do not use them, since we want to develop a method that rests on minimal assumptions,
in order to be able to extend it to more general flows, including:
(i) flows with a time-dependent (maximal monotone) operator,
(ii) doubly-nonlinear equations, that we deal with in the next two sections,
(iii) pseudo-monotone flows (to be addressed in a future work).
Theorem 6.3 (Structural compactness and stability). Let (6.1)–(6.9) be fulfilled, and for
any n let un be the solution of problem (6.10). Then:
(i) There exists u ∈ V such that, possibly extracting a subsequence,
un ⇀ u in V. (6.11)
(ii) There exists a function ϕ ∈ F(V ) such that, setting
ϕn = (π + Iαn)
∗∗ (∈ F(V )), (6.12)
ψn,w(t) = ϕn(w(t)), ψw(t) = ϕ(w(t)),
for a.e. t ∈ ]0, T [,∀w ∈ L2µ(0, T ;V ×V
′),∀n,
(6.13)
then ψn, ψ : L
2
µ(0, T ;V ×V
′)→ L1µ(0, T ) and, possibly extracting a subsequence,
ψn sequentially Γ-converges to ψ
in the topology π˜ of L2µ(0, T ;V ×V
′) and
in the weak topology of L1µ(0, T ) (cf. (2.5)).
(6.14)
(iii) Denoting by α : V → P(V ′) the monotone operator that is represented by ϕ, u
solves the corresponding initial-value problem

u ∈ V,
Dtu+ α(u) ∋ h in V
′, a.e. in ]0, T [,
u(0) = u0.
(6.15)
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Proof. For any n, let us define the affine subspace Vµ,u0n of V as in (5.29), and the
nonnegative twice-time-integrated functionals as in (5.30):
Φ˜n(v, v
∗) :=
∫ T
0
dτ
∫ τ
0
[
ϕn(v, v
∗ −Dtv)− 〈v
∗ −Dtv, v〉
]
dt
(5.28)
=
∫ T
0
[
ϕn(v, v
∗ −Dtv)− 〈v
∗, v〉
]
dµ(t) +
1
2
∫ T
0
‖v(t)‖2H dt−
T
2
‖u0n‖
2
H
∀(v, v∗) ∈ Vµ,u0n×L
2
µ(0, T ;V
′),
Φ˜n(v, v
∗) := +∞ for any other (v, v∗) ∈ V×V ′.
(6.16)
For any n, by Theorem 5.5, un solves the initial-value problem (6.10) if and only if

un ∈ V,
Φ˜n(un, hn) = 0
(
= inf
V
Φ˜n(·, hn)
)
,
un(0) = u
0
n.
(6.17)
By Lemma 6.1, (6.11) holds up to extracting a subsequence. By (5.12) then∫ T
0
〈hn −Dtun, un〉 dµ(t)→
∫ T
0
〈h−Dtu, u〉 dµ(t), (6.18)
so that
(hn −Dtun, un) →˜pi (h−Dtu, u) in L
2
µ(0, T ;V ×V
′). (6.19)
Because of (6.5) and (6.6), we may apply Theorem 5.4. As here the functions ϕn’s are
translation-invariant, there exists a function ϕ ∈ F(V ) such that, defining ψ as in (6.13),
ψ : L2µ(0, T ;V ×V
′)→ L1µ(0, T ) and, possibly extracting a subsequence, (6.14) is fulfilled.
This yields
Fn(v, v
∗) :=
∫ T
0
ϕn(v, v
∗) dµ(t)→Γpi
∫ T
0
ϕ(v, v∗) dµ(t) =: F (v, v∗)
sequentially in V ×V ′.
(6.20)
Therefore
F (u, h−Dtu)
(6.19),(6.20)
≤ lim inf
n→∞
Fn(un, hn −Dtun)
(6.17)
2= lim inf
n→∞
∫ T
0
〈hn −Dtun, un〉 dµ(t)
(6.18)
=
∫ T
0
〈h−Dtu, u〉 dµ(t).
(6.21)
Thus, defining Φ˜ as in (6.16) by simply dropping the index n,

u ∈ V,
Φ˜(u, h) = 0
(
= inf
V
Φ˜(·, h)
)
,
u(0) = u0.
(6.22)
By Theorem 5.5, (6.15) is thus established. 
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Remarks 6.4. (i) This theorem improves the results of Section 8 of [40], in particular by
formulating the limit functional in terms of the memoryless function ϕ.
(ii) The reader will notice that we did not directly prove Γ-compactness and Γ-
convergence of the BEN-type functionals Φ˜ns. We rather derived existence of a solution of
the initial-value problem, and then passed to the limit in the null-minimization problem.
(Loosely speaking, we used this procedure because of a mismatch between the space for
which we get compactness and that for which we have stability. As one might expect, the
term 〈Dtv, v〉 is the main source of difficulty. But it does not seem worth to illustrate this
issue here.)
(iii) The question whether the representable operator α̂ is maximal monotone is here
left open.
(iv) As we saw in Section 4, when dealing with a time-dependent maximal monotone
operator α : V × ]0, T [ → P(V ′), one may represent this operator by a time-dependent
representative function fα(·, ·, t) ∈ F(V ), and then reformulate the initial-value problem
in terms of an extended BEN principle; see Theorem 4.6.
Theorem 6.3 takes over to this more general set-up, as an existence result analogous
to Lemma 6.1 holds for time-dependent maximal monotone operators. In this case ψ
explicitly depends on time; so the generality of Theorems 2.2 and 5.4 is fully exploited.
We leave the details to the interested reader.
(v) If instead of prescribing an initial condition one assumes the solution u to be T -
periodic in time, then
∫ T
0 〈Dtu, u〉 dt = 0. In this case it is not needed to introduce any
weight function, and the above argument is much simplified.
Applications to PDEs. If Ω is a bounded Lipschitz domain of RN (N ≥ 1) and ~φ is a
maximal monotone mappings RN → P(RN ), one may take
H = L2(Ω), V = H10 (Ω), α(v) = −∇·~φ(∇v) in D
′(Ω). (6.23)
If N = 3, denoting the outward-oriented unit normal vector-field on ∂Ω by ~ν, one may
deal with
H =
{
~v ∈ L2(Ω)3 : ∇·~v = 0 a.e. in Ω)
}
,
V =
{
~v ∈ H : ∇×~v ∈ L2(Ω)3, ~ν×~v = ~0 in H−1/2(∂Ω)3
}
,
~α(~v) = ∇× ~φ(∇×~v) in D′(Ω)3,∀~v ∈ V.
(6.24)
One may also consider time-dependent operators. In any of these cases one may apply
Theorem 6.3 to the corresponding PDE
Dtu+ α(u) ∋ h in Ω× ]0, T [, (6.25)
or, after some modifications, e.g. to
Dtu−∆
∫ t
0
u(·, τ) dτ + α(u) ∋ h in Ω× ]0, T [. (6.26)
7 Structural stability of doubly-nonlinear flows. I
In this section we study the structural compactness and stability of doubly-nonlinear
equations of the form
Dt∂γ(u) + α(u) ∋ h, (7.1)
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with α a maximal monotone operator and γ a lower semicontinuous convex function.
Let V and H be real separable Hilbert spaces as in (6.1), and set
W := L∞(0, T ;H) ∩H1(0, T ;V ′). (7.2)
Let four sequences {αn}, {γn}, {u
0
n} and {hn} be given such that
∀n, αn : V → P(V
′) is maximal monotone, (7.3)
∃C1, C2 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), 〈v
∗, v〉 ≥ C1|v‖
2
V − C2, (7.4)
∃C3, C4 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), ‖v
∗‖V ′ ≤ C3‖v‖V + C4, (7.5)
αn(0) ∋ 0 ∀n, (7.6)
∀n, γn : H → R is convex and lower semicontinuous, (7.7)
∃C¯1, ..., C¯4 > 0 : ∀n,∀v ∈ H, C¯1|v‖
2
H − C¯2 ≤ γn(v) ≤ C¯3‖v‖
2
H + C¯4, (7.8)
w0n → w
0 in H, (7.9)
hn → h in L
2(0, T ;V ′). (7.10)
For any n, we formulate the following initial-value problem

un ∈ L
2(0, T ;V ), wn ∈ W,
Dtwn + αn(un) ∋ hn in V
′, a.e. in ]0, T [,
wn ∈ ∂γn(un) in H, a.e. in ]0, T [,
wn(0) = w
0
n.
(7.11)
Lemma 7.1 ([21], [39]). Under the hypotheses (6.1), (7.3)–(7.10), for any n the initial-
value problem (7.11) has at least one solution (un, wn) ∈ L
2(0, T ;V )×W. Moreover, the
sequence {(un, wn)} is bounded in this space.
Null-Minimization. Next we reformulate the problem (7.11). Let us first notice that∫ T
0
dτ
∫ τ
0
〈Dtw, v〉 dt =
∫ T
0
dτ
∫ τ
0
Dtγ
∗
n(w)dt =
∫ T
0
γ∗n(w(τ)) dτ − Tγ
∗
n(w(0))
∀v ∈ L2(0, T ;V ),∀w ∈ W, with ∀w ∈ ∂γn(v) a.e. in ]0, T [,
(7.12)
and define the measure µ as in (5.6). For any n, let us represent the operator αn by
ϕn = (π + Iαn)
∗∗ (∈ F(V )), define the affine subspace
Wµ,u0n :=
{
v ∈ L2(0, T ;H) : Dtv ∈ L
2
µ(0, T ;V
′), v(0) = w0n
}
, (7.13)
and the nonnegative twice-time-integrated functional
Φ˜n(u,w, u
∗) :=
∫ T
0
dτ
∫ τ
0
[
γn(u) + γ
∗
n(w)− (w, u)H
]
dt
+
(∫ T
0
dτ
∫ τ
0
[
ϕn(u, u
∗ −Dtw)− 〈u
∗ −Dtw, u〉
]
dt
)+
(7.12)
=
∫ T
0
[
γn(u) + γ
∗
n(w)− (w, u)H
]
dµ(t)
+
(∫ T
0
[
ϕn(u, u
∗ −Dtw)− 〈u
∗, u〉
]
dµ(t) +
∫ T
0
γ∗n(w(τ)) dτ − Tγ
∗
n(w
0
n)
)+
∀u ∈ L2µ(0, T ;V ),∀w ∈ Wµ,u0n ,∀u
∗ ∈ L2µ(0, T ;V
′),
Φ˜n(u,w, u
∗) := +∞ for any other (u,w, u∗) ∈ L2(0, T ;V )×W×L2(0, T ;V ′).
(7.14)
25
Proposition 7.2. For any n, the pair (un, wn) solves the initial-value problem (7.11) if
and only if 

un ∈ L
2(0, T ;V ), wn ∈ W,
Φ˜n(un, wn, hn) = 0
(
= inf
L2(0,T ;V )×W
Φ˜n(·, ·, hn)
)
,
wn(0) = w
0
n.
(7.15)
Moreover, (7.15)2 and (7.15)3 are equivalent to

∫ T
0
[
γn(un) + γ
∗
n(wn)− (wn, un)H
]
dµ(t) ≤ 0,∫ T
0
[
ϕn(un, u
∗
n −Dtwn)− 〈u
∗
n, un〉
]
dµ(t) +
∫ T
0
γ∗n(wn(τ)) dτ − Tγ
∗
n(w
0
n) ≤ 0.
(7.16)
Proof. By the Fenchel system (3.4), the first integrand of (7.14) is nonnegative. The
null-minimization principle (7.15) is thus equivalent to the system (7.16).
The first inequality of (7.16) is equivalent to (7.11)3. By adapting the procedure of the
time-integrated BEN principle, see Theorem 5.5, and noting that by (7.11)3 〈Dtwnun〉 =
Dtγ
∗
n(wn), we see that the second inequality of (7.16) is tantamount to∫ T
0
dτ
∫ τ
0
[
ϕn(un, u
∗
n −Dtwn)− 〈u
∗
n −Dtwn, un〉
]
dt ≤ 0.
As ϕn is a representative function, this is equivalent to (7.11)2. 
Theorem 7.3 (Structural compactness and stability). Let (6.1), (7.3)–(7.10) be fulfilled.
For any n, let (un, wn) be a solution of problem (7.11), and define ϕn = (π + Iαn)
∗∗ (∈
F(V )). Then:
(i) There exist u ∈ L2(0, T ;V ) and w ∈ W such that, possibly extracting a subsequence,
un ⇀ u in L
2(0, T ;V ), (7.17)
un ⇀
∗ u in W. (7.18)
(ii) There exists a function ϕ ∈ F(V ) such that, defining the measure µ as in (5.6)
and setting
ψn,(v,v∗)(t) = ϕn(v(t), v
∗(t)), ψ(v,v∗)(t) = ϕ(v(t), v
∗(t)),
for a.e. t ∈ ]0, T [,∀(v, v∗) ∈ L2µ(0, T ;V ×V
′),∀n,
(7.19)
then ψn, ψ : L
2
µ(0, T ;V ×V
′)→ L1µ(0, T ) and, possibly extracting a subsequence,
ψn sequentially Γ-converges to ψ
in the topology π˜ of L2µ(0, T ;V ×V
′) and
in the weak topology of L1µ(0, T ) (cf. (2.5)).
(7.20)
(iii) There exists a function γ : H → that fulfills lower and upper estimates analogous
to (7.8), and such that, possibly extracting a subsequence,
γn strongly Γ-converges to γ in L
2(0, T ;H), and
γ∗n sequentially weakly Γ-converges to γ
∗ in L2(0, T ;H).
(7.21)
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(iv) Denoting by α : V → P(V ′) the monotone operator that is represented by ϕ, the
pair (u,w) solves the initial-value problem

u ∈ L2(0, T ;V ), w ∈ W,
Dtw + α(u) ∋ h in V
′, a.e. in ]0, T [,
w ∈ ∂γ(u) in H, a.e. in ]0, T [,
w(0) = w0.
(7.22)
Proof. (i) By (7.7) and (7.8), there exists a convex and lower semicontinuous function
γ : V → R such that
γn →
Γ γ strongly in L2(0, T ;H), (7.23)
C¯1|v‖
2
H − C¯2 ≤ γ(v) ≤ C¯3‖v‖
2
H + C¯4 ∀v ∈ H. (7.24)
After e.g. [1] p. 282-283, this entails that
γ∗n →
Γ γ∗ weakly in L2(0, T ;H). (7.25)
(ii) By Lemma 7.1, (7.17) and (7.18) hold up to extracting subsequences. By (5.12)
then ∫ T
0
〈un, hn −Dtwn〉 dµ(t)→
∫ T
0
〈u, h−Dtw〉 dµ(t), (7.26)
so that
(un, hn −Dtwn) →˜pi (u, h−Dtw) in L
2
µ(0, T ;V ×V
′). (7.27)
(iii) Because of (7.4) and (7.5), we may apply Theorem 5.4. As here the functions ϕn’s
are translation-invariant, thus there exists a function ϕ ∈ F(V ) such that, defining ψ as
in (7.19) and possibly extracting a subsequence, (7.20) is fuflilled. This yields
Fn(v, v
∗) :=
∫ T
0
ϕn(v, v
∗) dµ(t)→Γpi
∫ T
0
ϕ(v, v∗) dµ(t) =: F (v, v∗)
sequentially in L2µ(0, T ;V ×V
′).
(7.28)
Therefore
F (u, h−Dtw)
(7.27),(7.28)
≤ lim inf
n→∞
Fn(un, hn −Dtwn)
(7.12),(7.16)
2
≤ lim inf
n→∞
∫ T
0
〈un, hn −Dtwn〉 dµ(t)
(7.27)
=
∫ T
0
〈u, h−Dtw〉 dµ(t).
(7.29)
Thus u fulfills the twice-time-integrated BEN principle, i.e. (7.11) here written without
the index n. (7.22) is thus established. 
Remarks 7.4. (i) The above results may be applied to several doubly-nonlinear parabolic
PDEs. For instance, let Ω be a bounded Lipschitz domain of RN (N ≥ 1), let H,V, α be
as in (6.23), and let γ : R→ R ∪ {+∞} be a lower semicontinuous convex function. One
may apply Theorem 7.3 to the quasilinear equation
Dt∂γ(u) + α(u) ∋ h in Ω× ]0, T [. (7.30)
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If γ : R3 → R ∪ {+∞} then one may also deal with the analogous equation in the
framework of (6.24).
(ii) If instead of prescribing an initial condition one assumes w to be T -periodic in
time, then
∫ T
0 〈Dtw, u〉 dt = 0 (as u ∈ ∂γ
∗(w)). In this case it is not needed to introduce
any weight function, and the above argument is much simplified.
8 Structural stability of doubly-nonlinear flows. II
In this section we study the structural stability of doubly-nonlinear equations of the form
α(Dtu) + ∂γ(u) ∋ u
∗, (8.1)
with α a maximal monotone operator and γ a lower semicontinuous convex function. The
reader will notice analogies and also differences between these developments and those of
Section 7.
Let the Hilbert spaces V,H be defined as in (6.1), and set
U = H1(0, T ;H) ∩ L∞(0, T ;V ). (8.2)
Let four sequences {αn}, {γn}, {u
0
n} and {hn} be given such that
∀n, αn : H → P(H) is maximal monotone, (8.3)
∃C1, C2 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), 〈v
∗, v〉 ≥ C1|v‖
2
H − C2, (8.4)
∃C3, C4 > 0 : ∀n,∀(v, v
∗) ∈ graph(αn), ‖v
∗‖H ≤ C3‖v‖H + C4, (8.5)
αn(0) ∋ 0 ∀n, (8.6)
∀n, γn : V → R is convex and lower semicontinuous, (8.7)
∃C¯1, ..., C¯4 > 0 : ∀n,∀v ∈ V, C¯1|v‖
2
V − C¯2 ≤ γn(v) ≤ C¯3‖v‖V + C¯4, (8.8)
u0n → u
0 in V, (8.9)
hn → h in L
2(0, T ;H). (8.10)
For any n, we formulate the following initial-value problem

un ∈ U , zn ∈ L
∞(0, T ;H),
αn(Dtun) + zn ∋ hn in H, a.e. in ]0, T [,
zn ∈ ∂γn(un) in V
′, a.e. in ]0, T [,
un(0) = u
0
n.
(8.11)
Lemma 8.1 ([17], [39]). Under the hypotheses (6.1), (8.3)–(8.10), for any n the initial-
value problem (8.11) has at least one solution (un, zn) ∈ U×L
∞(0, T ;H). Moreover, the
sequence {(un, zn)} is bounded in this space.
Null-Minimization. Next we reformulate the problems (8.11). Let us first notice that∫ T
0
dτ
∫ τ
0
(Dtv, z)H dt =
∫ T
0
dτ
∫ τ
0
Dtγn(v(τ))dt =
∫ T
0
γn(v(τ)) dτ − Tγn(v(0))
∀v ∈ U ,∀w ∈ W, with ∀z ∈ ∂γn(v) a.e. in ]0, T [.
(8.12)
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For any n, let us represent the operator αn by ϕn = (π + Iαn)
∗∗ (∈ F(V )), define the
measure µ as in (5.6), the affine subspace
Uµ,u0n :=
{
v ∈ U : v(0) = u0n
}
, (8.13)
and the nonnegative twice-time-integrated functional
Φ˜n(u, z, u
∗) :=
∫ T
0
dτ
∫ τ
0
[
γn(u) + γ
∗
n(z)− 〈z, u〉
]
dt
+
(∫ T
0
dτ
∫ τ
0
[
ϕn(Dtu, u
∗ − z)− (Dtu, u
∗ − z)H
]
dt
)+
(8.12)
=
∫ T
0
[
γn(u) + γ
∗
n(z)− 〈z, u〉
]
dµ(t)
+
(∫ T
0
[
ϕn(Dtu, u
∗ − z)− (Dtu, u
∗)H
]
dµ(t) +
∫ T
0
γn(u(τ)) dτ − Tγn(u(0))
)+
∀u ∈ Uµ,u0n ,∀z ∈ L
2
µ(0, T ;H),∀u
∗ ∈ L2µ(0, T ;V
′),
Φ˜n(u, z, u
∗) := +∞ for any other (u, z, u∗) ∈ U×W×V ′.
(8.14)
Proposition 8.2. For any n, the pair (un, zn) solves the initial-value problem (8.11) if
and only if 

un ∈ U , zn ∈ L
∞(0, T ;H),
Φ˜n(un, zn, hn) = 0
(
= inf
U×L∞(0,T ;H)
Φ˜n(·, ·, hn)
)
,
un(0) = u
0
n.
(8.15)
Moreover, (8.15)2 and (8.15)3 are equivalent to

∫ T
0
[
γn(un) + γ
∗
n(zn)− 〈zn, un〉
]
dµ(t) ≤ 0,∫ T
0
[
ϕn(Dtun, hn − zn)− (hn,Dtun)H
]
dµ(t) +
∫ T
0
γ(un(τ)) dτ − Tγ(u
0
n) ≤ 0.
(8.16)
Proof. By the Fenchel system (3.4), the first integrand of (8.14) is nonnegative. The
null-minimization principle (8.15) is thus equivalent to the system (8.16).
The first inequality of (8.16) is equivalent to (8.11)3. This entails that∫ T
0
(Dtun, zn)H dt = γ(un(T ))− γ(u
0
n),
and this yields (8.11)4. The second inequality of (8.16) is then equivalent to∫ T
0
[
ϕn(Dtun, hn − zn)− (Dtun, hn − zn)H
]
dµ(t) ≤ 0,
which is tantamount to (8.11)2. 
Theorem 8.3 (Structural compactness and stability). Let (6.1), (8.3)–(8.10) be fulfilled.
For any n, let (un, zn) be a solution of problem (8.11), and set ϕn = (π+Iαn)
∗∗ (∈ F(V )).
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Then:
(i) There exist u ∈ U and z ∈ L∞(0, T ;H) such that, possibly extracting a subsequence,
un ⇀
∗ u in U , (8.17)
zn ⇀
∗ z in L∞(0, T ;H). (8.18)
(ii) There exists a function ϕ ∈ F(H) such that, setting
ψn,(v,v∗)(t) = ϕn(v(t), v
∗(t)), ψ(v,v∗)(t) = ϕ(v(t), v
∗(t)),
for a.e. t ∈ ]0, T [,∀(v, v∗) ∈ L2µ(0, T ;H
2),∀n,
(8.19)
then ψn, ψ : L
2
µ(0, T ;H×H)→ L
1
µ(0, T ) and, possibly extracting a subsequence,
ψn sequentially Γ-converges to ψ
in the topology π˜ of L2µ(0, T ;H×H) and
in the weak topology of L1µ(0, T ) (cf. (2.5)).
(8.20)
(iii) There exists a function γ : V → R that fulfills lower and upper estimates analogous
to (8.8), such that, possibly extracting a subsequence,
γn strongly Γ-converges to γ in L
2(0, T ;H), and
γ∗n sequentially weakly Γ-converges to γ
∗ in L2(0, T ;H).
(8.21)
(iv) Denoting by α : H → P(H) the monotone operator that is represented by ϕ, the
pair (u, z) solves the corresponding initial-value problem

u ∈ U , z ∈ L∞(0, T ;H),
α(Dtu) + z ∋ h in H, a.e. in ]0, T [,
z ∈ ∂γ(u) in V ′, a.e. in ]0, T [,
u(0) = u0.
(8.22)
Proof. (i) Because of (8.4) and (8.5), we may apply Theorem 5.4. As here the functions
ϕn’s are translation-invariant, there exists a function ϕ ∈ F(V ) such that, defining ψ as
in (8.19) and possibly extracting a subsequence, (8.20) is fulfilled.
By (8.7) and (8.8), there exists a convex and lower semicontinuous function γ : V → R
such that
γn →
Γ γ strongly in L2(0, T ;H), (8.23)
C¯1|v‖
2
H − C¯2 ≤ γ(v) ≤ C¯3‖v‖
2
H + C¯4 ∀v ∈ H. (8.24)
After e.g. [1] p. 282-283, this entails that
γ∗n →
Γ γ∗ weakly in L2(0, T ;H). (8.25)
(ii) By Lemma 8.1, (8.17) and (8.18) hold up to extracting subsequences. This yields
un → u in L
2(0, T ;H). (8.26)
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By (8.23) and (8.25), passing to the inferior limit in (8.16)1 we thus get∫ T
0
[
γ(u) + γ∗(z)
]
dt ≤
∫ T
0
〈z, u〉 dt, (8.27)
which is equivalent to
z ∈ ∂γ(u) in H, a.e. in ]0, T [. (8.28)
(iii) Notice that∫ T
0
(Dtun, zn)H dµ(t)
(8.11)
3=
∫ T
0
Dtγn(un) (T − t) dt
=
∫ T
0
γn(un) dt− Tγn(u
0
n)→
∫ T
0
γ(u) dt− Tγ(u0)
(8.28)
=
∫ T
0
(Dtu, z)H dµ(t).
(8.29)
By (8.10) then
(Dtun, hn − zn) →˜pi (Dtu, h− z) in L
2
µ(0, T ;H×H). (8.30)
(iv) (8.20) yields
Gn(v,w) :=
∫ T
0
ϕn(v,w) dµ(t) →
Γpi
∫ T
0
ϕ(v,w) dµ(t) =: G(v,w)
sequentially in L2µ(0, T ;H×H).
(8.31)
Therefore
G(Dtu, h− z)
(8.30),(8.31)
≤ lim inf
n→∞
Gn(Dtun, hn − zn)
(8.12),(8.16)
2
≤ lim inf
n→∞
∫ T
0
〈Dtun, hn − zn〉 dµ(t)
(8.30)
=
∫ T
0
〈Dtu, h− z〉 dµ(t).
(8.32)
Thus u fulfills the time-integrated BEN principle, i.e. Theorem 5.5, (6.15) is thus estab-
lished. 
Remarks 8.4. (i) Theorem 8.3 may be applied to several doubly-nonlinear parabolic
PDEs. For instance, let Ω be a bounded Lipschitz domain of RN (N ≥ 1), let the spaces
H,V, be as in (6.23), let α : RN → P(RN ) be maximal monotone, and let γ : RN →
R ∪ {+∞} be a lower semicontinuous convex function. One may apply Theorem 8.3 to
the quasilinear equation
α(Dtu)−∇·∂γ(∇u) ∋ h in Ω× ]0, T [. (8.33)
We leave to the reader to identify the modifications that are needed to deal with an
analogous equation in the set-up of (6.24).
(ii) If instead of prescribing an initial condition one assumes u to be T -periodic in
time, then
∫ T
0 〈z,Dtu〉 dt = 0 (as z ∈ ∂γ(u)). In this case it is not needed to introduce any
weight function, and the above argument is much simplified.
Conclusions
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We introduced a definition of evolutionary Γ-convergence of weak type. Via this notion
and a nonlinear topology of weak type, we proved the structural compactness and the
structural stability of the weak formulation of the initial-value problem for several quasi-
nonlinear PDEs.
The methods that we illustrated might be used to prove analogous structural properties
of other evolutionary equations, including first-order flows for pseudo-monotone operators.
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