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The Wigner regime of a system of electrons in an external field is characterized by a low
electron density and a high electron-interaction energy relative to the kinetic energy. The low
correlation regime is in turn described by a high electron density and an electron-interaction
energy smaller than the kinetic energy. The Wigner regime of a nonuniform electron density
system is investigated via quantal density functional theory (QDFT). Within QDFT, the
contributions of electron correlations due to the Pauli exclusion principle, Coulomb repul-
sion, and correlation-kinetic effects are separately delineated and explicitly defined. The
nonuniform electron density system studied is that of Hooke’s atom in the Wigner regime
for which the exact wave function is derived. As such the results of the QDFT analysis are
exact. It is observed that in comparison to the low correlation case, not only is the electron-
interaction energy greater than the kinetic energy as a fraction of the total energy, but so
are its individual Hartree, Pauli, and Coulomb components. The ionization potential as a
fraction of the total energy too is greater. But most significantly, in the Wigner regime, the
correlation-kinetic energy as a fraction of both the electron-interaction and total energy is
substantially greater than in the low correlation case. Hence, it is proposed that the Wigner
regime now also be characterized by a high correlation-kinetic energy. The kinetic energy
as a fraction of the total energy, however, is less than in the low correlation case. This
fact and the high correlation-kinetic energy value in the Wigner regime is explained by the
new concept of ‘quantal compression’ of the kinetic energy density derived from QDFT. The
corresponding results for the low correlation case are in turn a consequence of a ‘quantal
decompression’ of the kinetic energy density. From the QDFT analysis, the exact values
for the Kohn-Sham theory ‘exchange-correlation’ and ‘correlation’ energy functionals of the
density, and their respective functional derivatives are also obtained. These results ought to
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At sufficiently low density of a system in which the electrons move in a compensating uniform
charge background (jellium model), the so called ‘homogeneous electron gas’ (HEG), Eugene
Wigner predicted that the electrons will undergo a transition from a delocalized Fermi fluid
to a crystal phase where the electrons organize into a periodic array [1]. The rationale was
that as the electron gas becomes more dilute, the kinetic energy decays much faster than
the Coulomb interaction energy. Thus in the limit of vanishing kinetic energy, where the
electron-interaction energy dominates the expectation value of the system Hamiltonian, the
energy arising from the mutual Coulomb repulsion can be minimized by formation of an
appropriate lattice (body centered cubic for 3D-HEG and hexagonal for 2D-HEG systems).
In light of this rationale, and insofar as our current understanding of Wigner systems allow,
what is meant by ‘high correlation’ is that the electron-interaction energy exceeds the kinetic
energy (with the obverse meaning for ‘low correlation’) and so expectation values derived
from the two-electron operator of the many-body Hamiltonian tend to fall outside the realm
1
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of accurate perturbative treatment. Consequently, as correlation progressively becomes more
important, the spatial coordinate of any given electron in an N -electron system will tend
to dictate, and in the case of Wigner systems, spatially constrain the coordinates of all the
remaining N − 1 electrons.
As a natural progression from the HEG system, the present work [2, 3] concerns itself
with quantum many-body (QMB) correlation in the Wigner regime of inhomogeneous density
systems. Such systems are characterized byN electrons moving in an external fieldF ext(r) =
−∇v(r) where v(r) represents a scalar potential. Indeed, compelling justification exists for
the study of inhomogeneous Wigner systems given their experimental realization at the
interface of semi-conductor hetero-junctions in the presence of a magnetic field [4–6] and
on the surface of 4He droplets [7, 8]. What has so far not been addressed in the literature
within the framework of inhomogeneous Wigner systems, and therefore constitutes the core
objective of the current study, is (a) rigorous analysis of the Pauli and Coulomb QMB
correlations that contribute to the electron-interaction energy component; the former type
of correlation arising from wavefunction anti-symmetry and the latter arising from pairwise
Coulomb repulsion, and (b) rigorous analysis of the nature of correlation-kinetic (CK) effects
and its impact on the total electron correlation energy in relation to such systems. CK
effects arise from a global consideration of the correlations associated with QMB Coulomb
repulsion that contribute to the kinetic energy. As such, they are implicitly incorporated in
the latter. However, these CK effects, which have in fact been determined to be significant
in the present Wigner high electron correlation regime (HECR) study [2, 3], will be explicitly
3
accounted for via QDFT. Indeed the present work establishes that the Wigner regime not
only be characterized by a high electron-interaction energy, but also by a high correlation-
kinetic energy. Ultimately, the broader QMB narrative supplied through consideration of
CK effects will be the key to understanding why the correlation-kinetic energy becomes
significant in Wigner systems.
In order to facilitate meeting the goals of the present work, a model known as Hooke’s
atom [9–11] will be invoked as a way to acquire theoretical access to the Wigner regime of
inhomogeneous density systems. This hypothetical atom is comprised of two electrons that
interact Coulombically but are confined harmonically, the regime being achieved for weak
confinement. The principal attribute of the model is that for particular, denumerably infinite
set of harmonic force constants, closed-form analytical solutions of the Schrödinger equation
can be obtained [11] for both ground and excited states. The Hooke’s atom system therefore
represents one of those few instances where one has at their disposal an exactly solvable
QMB system with non-uniform density. It is important to bear in mind that the harmonic
nature of the Hooke’s atom external potential, does not undermine its essential utility from
the standpoint of understanding electron correlation in real atoms [9]. Because the Hooke’s
atom electrons maintain their Coulombic interaction, just as in real atoms, the contributions
to electron correlation energy remain intact 1. Extrapolation of the central features of the
results arising from the Hooke’s atom model to arbitrary inhomogeneous Wigner systems,
in the context of understanding electron correlation relative to these systems, is thereby
1Note, the two-dimensional Hooke’s atom is an accurate representation of quantum dot atomic systems.
4 Chapter 1 INTRODUCTION
inherently suggested.
What makes the Hooke’s atom model particularly suited for the study of QMB correlation
is the fact that the force constants can be chosen to deliver closed-form wavefunctions [11]
that span both the low and Wigner high electron correlation regimes. In the case of the
low correlation regime, the Hooke’s atom electron density profile exhibits a global maximum
at the nucleus akin to real Coulombic systems. As such, the Hooke’s atom in the low
correlation regime is often used as a benchmark system for testing density functionals [11–
14], a model for quantum dots, and more recently as a prototype system for studying the
behavior of electron correlation in quantum systems in which the effective dimensionality
has been reduced [15–17].
However, in the high correlation regime, the Hooke’s atom electron density exhibits a
non-nuclear global maximum [11]. In fact, this non-nuclear global maximum is reflective
of a fundamentally new quantum structure in that it has no analog in the low correlation
regime. The unique topology of the electron density profile for the high correlation Hooke’s
atom signals the Wigner phase in that it reflects a radial localization of the electronic charge
density. Accordingly, as the force constant vanishes within the Wigner regime, the electrons
may be considered to move about antipodal positions [11] defined within an infinitesimal
spherical shell. Indeed, as the axis through the radial electronic loci is rendered arbitrary,
the Hooke’s atom in the high correlation regime is often characterized as a linear Wigner
molecule [18].
This fundamentally different quantum topology exhibited by the electron density in the
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Wigner regime of Hooke’s atom—the so called ‘fat-attractor’ profile—has continued to main-
tain a steady stream of interest. In fact, work on the Wigner regime employing this model
[11, 18–22] has resulted in the determination of the critical force constant for transition
to this regime as well as natural orbitals in the limit of vanishing force constant. By all
accounts then, it is an object of fundamental concern in the study of electron correlation.
Having said that, and pursuant to the core objectives of the present study, the ramifications
of the ’fat-attractor’ quantum signature on all the QMB correlation components including
the correlation-kinetic contributions [23], will be thoroughly investigated. New quantum
topological constructs in relation to these CK effects on both sides of the Wigner transition
will be also be identified [2, 3].
The theoretical mechanism employed in the investigation of both the low and Wigner high
electron correlation regime of Hooke’s atom is a recently developed many-body approach
known as quantal density functional theory (QDFT) [24, 25]. In QDFT one postulates
the existence of a hypothetical system of non-interacting fermions, with the same external
potential v(r) known as the model S-system with density equivalent to that of the fully-
interacting system (as described by Schrödinger theory) and onto which the fully-interacting
system wavefunction is mapped. As in traditional DFT the constraint imposed on the
model S-system, that it have the same density as that of the fully-interacting system under
consideration, is due to the first of two theorems by P. Hohenberg and W. Kohn (HK) which
rigorously establishes the single particle density as the basic variable of quantum mechanics
6 Chapter 1 INTRODUCTION
[26] 2.
The term ‘basic variable’ within this context refers to the fact that the single particle
density, determines all the system properties. This profound conclusion is premised on a
formal, yet deceptively simple proof, by Hohenberg and Kohn (HK), of the existence of
a bijective map between the ground state density and external potential energy operator.
Hence, according to HK, the density also uniquely determines the system Hamiltonian, and
via solution of the corresponding Schrödinger’s wave equation, the system wavefunction.
Thus, the constraint imposed upon the model S-system that it reproduce the system density
necessarily enables, in principle, a full recovery of the separate Pauli and Coulomb correlation
information associated with the original Schrödinger system. Moreover, by accounting for
the difference in kinetic energy between the model S-system and fully-interacting system,
QDFT is also then able to define a correlation-kinetic energy, which as mentioned above,
exactly quantifies that part of the kinetic energy attributable to the correlations arising
from many-body Coulomb repulsion [24, 25]. In QDFT, it therefore follows that the model
S-system fermions move in a local effective potential in which all the QMB correlations of
the fully-interacting system are incorporated.
One of the key aspects of QDFT that sets it apart from all extant quantum many-
body theories is the fact that the correlations corresponding to the electron-interaction and
correlation-kinetic components of the QDFT map are formulated in terms of classical fields
2It ought to be noted however, that the concept of what constitutes a basic variable in the rigorous
Hohenberg-Kohn sense, has been reexamined based on a recent generalization of the Hoheberg-Kohn and
Runge-Gross theorems [27].
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constructed from ‘quantal sources’ which are quantum mechanical in nature in that they are
derived as expectations of Hermitian operators or of their complex sums [24, 25]. In particu-
lar, the fields associated with the Pauli and Coulomb correlations are constructed from their
respective quantal sources, namely, the Fermi hole and the Coulomb hole, via application
of Coulomb’s law. By contrast, the fields associated with the kinetic and correlation-kinetic
energy are constructed as derivatives of second-rank symmetric tensors; this general formula-
tion allows such fields to be written as explicit functionals of their respective quantal sources,
in this case, the single particle density matrix and the Dirac density matrix. QDFT is there-
fore quite remarkable in that its quantal-source-field structure exploits the interface between
classical and quantum mechanics in the study of many-body electron correlation. From the
fields, the potentials and energies are obtained.
A brief discussion is therefore in order as far as the choice of QDFT for studying the
QMB correlations of the low and Wigner high electron correlation regime of Hooke’s atom.
One of the advantages of QDFT is that it gives complete deference to the fact that electron
correlation is an inherently non-local phenomenon in that it refers to the conditional quantum
mechanical probability of finding an electron at some general point in space once a reference
electron has been locally specified. Non-locality therefore implies that electron correlation is
an inherently dynamic phenomenon, meaning that as the reference electron changes position,
the various probability distributions associated with the remaining N − 1 electrons may
also change. Indeed non-locality is explicitly accounted for in QDFT through the general
formulation of its quantal sources in terms of non-local quantum mechanical (QM) operators.
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When analyzed through the lens of the QDFT S-system map, the Pauli and Coulomb QMB
correlations corresponding to the same density become both separately and explicitly defined.
Indeed, it is a consequence of the ability of the QDFT S-system map to exploit the non-
local nature of electron correlation that such a QMB resolution can be realized. It should
be emphasized that such separation cannot be achieved within Schrödinger theory even
with knowledge of the exact wavefunction. Nor is this kind of separation possible within
traditional Density Functional Theory (DFT) since the exact form of the electron-interaction
energy functional to date remains unknown. As it relates to achieving the goals of the present
work, QDFT is therefore aptly suited for rigorous study of the separate Pauli and Coulomb
correlations in relation to the strong radial electronic localization of the Hooke’s atomWigner
regime.
Another key feature of QDFT which motivates its choice for the study of Wigner systems,
is the fact that the correlation-kinetic energy also becomes both separately and explicitly de-
fined within QDFT. Indeed, the correlation-kinetic energy is neither conceptually supported
within Schrödinger theory nor explicitly defined within DFT or any other theory for that
matter—it is only through QDFT that one finds its explicit analytical definition for quantum
systems of arbitrary N . Outside the realm of QDFT, no generalized quantum N -body the-
ory exists which can admit direct determination of the correlation-kinetic energy. Although
this does not necessarily pose a problem in the low correlation regime where neglect of this
term may still lead to a good approximation, the same cannot be said of the Wigner high
correlation regime. QDFT is therefore employed to calculate the exact correlation-kinetic
9
energy of Hooke’s atom within the Wigner regime (i.e., at one of the discrete confinement
strengths amenable to exact analytical determination). According to the QDFT results pre-
sented here, and as alluded to earlier, the correlation-kinetic energy turns out to be rather
significant—all the more remarkable given that it is achieved within an incipient stage of
the Wigner transition. However, the more fundamental understanding as acquired through
QDFT, is not based on sole consideration of the magnitude of the correlation-kinetic energy
in relation to other energetic components. Rather, it is the fact that the present QDFT
analysis reveals that the CK effects operative within the Wigner regime indeed demand a
high correlation-kinetic energy relative to the total energy . In practice, such effects flow
from the general consideration of the QDFT kinetic energy density tensor fields associated
with the interacting and non-interacting systems, and within which, their respective kinetic
energies are subsumed. By way of QDFT, one therefore has at their disposal an S-system
map that will not only deliver the correlation-kinetic energy through its explicit definition,
but will also make possible a rigorous understanding as to why the correlation-kinetic energy
inevitably becomes significant in the Wigner regime.
In order to facilitate extraction of both the low and high correlation data, a grid-based
approach using a discrete function space has been developed, as part of the present study, that
implements Chebyshev and Fourier pseudospectral methodologies [28–32]. This approach is
especially advantageous in the determination of kinetic and correlation-kinetic data which
requires the construction of numerically dense objects including an exact one-body density
matrix as well as kinetic energy density tensor fields. However, as a consequence of the
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logarithmically convergent spectral methodology which has been implemented in a high-
level code and parallelized to further accelerate computation, many-body access to the low
correlation as well as the high electron correlation Wigner regime of the present investigation
is fast, robust and accurate.
The goal of the following sections is to orient the reader in terms of how QDFT fits within
the broader strategic approach to general electronic structure theory. It will start with a
brief introduction of time-independent Schrödinger theory which is a description of a fully-
interacting system of N electrons in an external field. But recall that only few many-body
systems exist for which Schrödinger’s wave equation is able to deliver an N -body wavefunc-
tion in closed analytical form. This raises an apparent validation issue—namely, that in
order to test the merits of a given theoretical approach to solving a many-body problem, one
must have available some many-body benchmark system where the quantum observables of
interest are exactly known and of physical relevance. Its resolution will be achieved by way
of formal introduction of the Hooke’s atom in section 1.2, an inhomogeneous many-body sys-
tem that offers exact closed-form analytical wavefunctions as alluded to earlier. The main
goal of this section is to therefore present Hooke’s atom as a system that admits rigorous
QDFT analysis on either side of the Wigner transition that is also susceptible to validation,
i.e., by comparison with quantum expectations obtained through exact Schrödinger theory.
Next, in section 1.3 the two Hohenberg-Kohn theorems will be introduced. The first of
these theorems (HK-I) will provide the theoretical rationale for the important constraint in
QDFT (and also traditional DFT) that the S-system deliver the same density as the fully-
11
interacting system; it will also provide the necessary foundation for understanding the basic
idea behind the energy functionals of KS-DFT (to be introduced in section 1.5). The second
theorem (HK-II) will provide the formal basis for the understanding of how rigorous upper
bounds to the true ground state energy can, in principle, be obtained by a variational princi-
ple involving the density. In practice however, due to the approximate nature of the KS-DFT
functionals, energies obtained using KS-DFT do not conform to HK-II. By contrast, it should
be noted here, that since QDFT is a wavefunction based approach, energies obtained within
approximate QDFT do have rigorous upper bounds (via the quantum-chemical variational
principle), and thus susceptible to systematic improvement.
Then in section 1.4, the concept of local effective potential energy theory (LEPT) will
be discussed as a broader strategic approach to the many-body problem for which QDFT
forms a particular instance. The common denominator behind all LEPT is the assumed
existence of a model system of non-interacting fermions with the same density as that of the
interacting system and defining a one-body multiplicative effective potential in which the
model fermions move [24, 25, 33, 34]. The goal of LEPT is to therefore replace the many-
body electron-interaction potential defined by the Schrödinger equation with a one-body
multiplicative effective potential. The various LEPT approaches are therefore distinguished
according to the manner in which this effective potential is constructed. In section 1.5 the
Kohn-Sham DFT (KS-DFT) approach will be introduced where the local effective potential
is constructed as a variational derivative of an energy functional in which the ground state
electron density forms the basic variable. In section 1.6 the discussion of the optimized
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potential method (OPM) approach will reveal how the local effective potential can instead be
obtained by minimizing energy functionals explicitly defined in terms of the S-system orbitals
against arbitrary variations of the local effective potential itself [35–37]. In section 1.7,
QDFT will be discussed, emphasizing how its novel S-system formulates the local effective
potential in terms of the work done in moving a model fermion against a conservative effective
field. In section 1.8 some key differences between QDFT and the KS-DFT approach will be
highlighted. Then in section 1.9, QDFT will be introduced as a way to acquire a rigorous
understanding of the separate QMB correlations when the one particle picture championed
by KS-DFT can no longer be sustained.
1.1 Schrödinger System
In Schrödinger theory [38] one considers a system of N interacting fermions in the presence
of an external field F ext(r) such that
F ext(r) = −∇v(r) (1.1)
where v(r) is the the external potential experienced by each of the N electrons due to the
field. The external field or equivalently the external potential v(r) arises from some given
distribution of nuclei which is taken as fixed within the meaning of the Born-Oppenheimer
approximation [39]. According to Schrödinger theory, the collection of N electrons are de-
scribed by a many-body wavefunction Ψ(X) obtained as an eigenfunction of the Schrödinger’s
1.1 Schrödinger System 13
wave equation
Ĥ(R)Ψ(X) = EΨ(X) (1.2)
where X = x1, . . . ,xN with xi = σiri denoting the spatial and spin coordinates of the i
th
electron. The non-relativistic electronic Hamiltonian operator Ĥ which is given in atomic
units (e = ~ = me = 1) with R = r1, . . . , rN , is defined by the expression
Ĥ = T̂ + V̂ext + Ûee (1.3)























The many-body correlations of the Schrödinger system arise from (a) the Pauli exclusion
pinciple where no two electrons are permitted to have the same spatial and spin coordinates;
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this type of fermionic avoidance referred to as Pauli correlations results from the requirement
that the N -body wavefunction be antisymmetric with respect to exchange of both spin and
spatial coordinates and (b) pairwise Coulomb repulsion between the various N electrons due
to the r−1ij term of the Ûee operator referred to as Coulomb correlations. Within the frame-
work of exact Schrödinger theory these electron correlations cannot be separately resolved;
nor for that matter, can their separate correlation contribution to the total kinetic energy
be determined. This being the case, outside of QDFT, these correlations are collectively
referred to as Pauli-Coulomb correlations.
Closed form analytical solutions of the Schrödinger’s wave equation for Coulombic ex-
ternal potentials where N > 1 are not possible due to the two-particle electron-interaction
operator Ûee in the Hamiltonian. Given this prohibition in finding an exact solution of
Schrödinger’s wave equation, known as the many-body problem, several possible recourses
immediately come to mind: (i) find an approximate numerical solution to the many-body
Schrödinger equation, (ii) replace Schrödinger theory with some approximate theory where
one can vary the threshold of validity according to some criterion, or (iii) employ some theory
which maps the problem to some hypothetical reference space where it can be solved as a
one-body problem. As far as the first option, any attempt at solution using a numerical
approximation scheme would necessarily incur the insurmountable expense of a 3N dimen-
sional problem in the spatial coordinates of Ψ(R) for N exceeding more than a few electrons.
The second option has proven itself to be fertile soil for a myriad of quantum chemical tech-
niques developed over the past half-century including Hartree theory [40], Hartree-Fock (HF)
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approximation theory [41] and post HF methods such as configuration interaction (CI) [42],
Møller-Plesset (MP) perturbation theory [43] (MP2, MP3,...,MPN ), and coupled cluster the-
ory (CC) [44]. The third option will be the main focus of concern in this presentation. But
this third option still poses the difficult conundrum of how one might validate the results
that would flow from exercise of this option (and hence validation of the theory itself) if
the exact answer against which the result must be tested is a priori unknown due to the
many-body problem.
1.2 The Hooke’s Atom: A Many-Body Antidote
Fortunately, a way to resolve this difficulty may be realized if one considers Hooke’s atom,
a hypothetical two electron system where the electrons are confined by an external har-
monic oscillator potential but still interact through Coulomb repulsion. The Hooke’s atom
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where k represents the Hooke’s atom force constant which in atomic units is given by
√
ω
where ω is the harmonic oscillator frquency.
The Hooke’s atom model was originally presented by Kestner and Sinanoḡlu in 1962 as
an exactly solvable two electron system from which it would be possible to gain insight into
the nature of electron correlation in real two electron atoms [9]. Their basic premise was that
since the electron-interaction is identical to that of the Helium atom, and only the nuclear
attraction is approximated, the model is realistic from the standpoint of electron correlation.
Even more compelling, they also noted that correlation energies of isoelectronic two electrons
systems (i.e., He, Li+, Be++) are essentially insensitive to the nuclear charge exerted by
spherically symmetric external fields. This would imply that the Hooke’s atom model, where
the 1/rij term is retained and the external potential is approximated, should be highly useful
in that the two-electron part of the wavefunction should bear many similarities with that of
the real atomic systems. More recently, and along the same lines, P. Loos and M. Gill [16]
determined that the high density limit correlation energy of certain exemplary two electron
systems, including Hooke’s atom depends strongly on the dimensionality of the system but
only weakly on the external potential.
The essential component of the Hooke’s atom that makes it exactly solvable within the
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framework of Schrödinger theory is the external oscillator potential which, in a linearly trans-
formed coordinate system, allows the separation of variables in the many-body Hamiltonian.
This separation results in an overall wavefunction that is the product of an isotropic quan-
tum harmonic oscillator solution and a second solution that depends on a variable involving
the coordinates of both electrons. Due to this latter contribution, the Hooke’s atom closed-
form analytical wavefunction is said to be an ‘explicity correlated’. It was Kais et al. [10]
who first demonstrated that a closed-form analytical solution to Schrödinger’s equation can
be obtained for the ground state Hooke’s atom with k = 1/4. Subsequently, M. Taut [11]
showed that there existed infinitely countable exact closed-form analytical solutions at lower
discrete frequencies for both ground and excited states and in the case where an external
magneto-static field is present [45].
Hooke’s atom therefore makes itself available as an indispensible benchmark system
against which one can validate exact theory along with its computational schemes or oth-
erwise test the strength of various approximations within the framework of both exact and
approximate theory. The fact that the external potential of Hooke’s atom is harmonic rather
than Coulombic is entirely irrelevant from this standpoint.
Focusing for a moment on the form of the Hooke’s Hamiltonian (see Eqns.[1.7-1.9]), one
can also deduce certain features tied to inherent restrictions on the curvature of its ground
state wavefunction. Such constraints were formally established by Kato [46] and are known
as coalescence conditions. In qualitative terms, the basic notion behind a coalescence con-
straint is the inherent requirement that for systems which interact via Coulombic potenials,
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there must exist a discontinuity in the first derivative of the wavefunction in order for the
energy to remain finite. When operated upon by the Laplacians of the kinetic energy oper-
ator of Eqn.[1.7], a wavefunction which satisfies its applicable coalescence condition induces
a compensating divergence which serves to counteract an opposite divergence in either the
electron-interaction operator (due to electron-electron coalescence) or the external potential
energy operator (due to electron-nuclear coalescense), or both. Insofar as the Hooke’s atom
external oscillator potential is harmonic, electron-nuclear coalescence cannot lead to a diver-
gence in V̂ext. This means that Hooke’s atom wavefunction, unlike real atomic systems with
external Coulombic 1/rij potentials, cannot exhibit an electron-nuclear cusp. Accordingly,
its electron density profile at the nucleus will not have a cusp, i.e., the gradient of the den-
sity vanishes at the Hooke’s atom nucleus. On the other hand, since the Hooke’s atom Ûee
operator (see Eqn.[1.9]) does requires a compensating divergence in the kinetic energy for
the energy to remain finite, this means that its ground state wavefunction must satisfy a
continuity constraint in the form of an electron-electron cusp.
The integrated form of the coalescence condition for a spin compensated system of N
charged particles has been derived from the Schrödinger’s wave equation in D ≥ 2 space
[47, 48]. As r12 → 0, the integral form of the cusp coalescence condition 3 that must be
3Should a general N -body wavefunction vanish at coalescence, i.e., Ψ(r2, r2, r3, . . . , rN ) = 0, this is
referred to as a node coalescence condition, otherwise it is referred to as a cusp coalescence condition.
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satisfied by the 3D Hooke’s atom wavefunction, reads:




+s ·C(r2, r3, . . . , rN) +O(s2)
(1.10)
where C(r2, r2, r3, . . . , rN) is an undetermined vector. Note that the integral formulation
of the cusp coalescence condition preserves the angular dependence of the wavefunction at
coalescence. One can of course take the spherical average of the Eqn.[1.10] about the point of









Ψ(r12 = 0) (1.11)
where Ψ̄ is the spherically averaged wavefunction. However, a key advantage of the integral
form relates to the fact that its derivation does not involve boundary conditions far from
a nucleus—as such, it is valid at the nuclei of atoms (of arbitrary symmetry), molecules,
periodic and aperiodic solids [48]. In this regard, it is more fundamental [48] than the
differential form [46, 47].
As it relates to understanding electron correlation, Hooke’s atom also stands as one of
the very few exactly solvable inhomogeneous density systems where the many-body correla-
tion can be varied between low and high correlation extrema. In particular, by varying the
oscillator frequency in the Hooke’s atom ground state wavefunction, one is able to modulate
the confinement strength to explore its effect on the components of the many-body Hamilto-
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nian. In a recent study [20] it was demonstrated that Hooke’s atom gives rise to two distinct
quantum topological regimes defined with respect to a critical threshold oscillator frequency
ωc(≈ 4.011624 × 10−2), above and below which, respective low and high correlation limits
are defined. When ω > ωc, i.e., in the low correlation regime the single particle density
has a global maximum at the nucleus which decays monotonically as r → ∞. In this low
correlation regime, the electrons tend toward that of an independent particle model where
the one electron operators T̂ and V̂ext dominate the ground state many-body Hamiltonian
[11, 20]. Of course, this cannot vitiate the important role of the Pauli and Coulomb correla-
tions in keeping the electrons apart in the low correlation regime, i.e., to the extent allowed
by the system Hamiltonian. It would thus not be incorrect to think of the two Hooke’s
atom electrons in this regime as seeking to independently lower their quantum-mechanical
expectations with respect to these two operators by maximizing their respective probability
amplitudes at the nucleus [11]. However, in the high correlation regime defined by ω < ωc,








so that the electrons instead




by localizing at antipodal positions about a spherical
shell [11, 20]. Apart from electronic zero point oscillations as ω vanishes in the Wigner
regime [49], the radius at which this localization takes place is predominantly governed by
classical electrostatic considerations [20, 45]. The single particle density profile for ω < ωc
will therefore exhibit the ‘fat attractor’ quantum topology [20].
As will be shown pursuant to the goals of the current study, QDFT applied to Hooke’s
atom in the high correlation regime will uncover new quantum topological structures in terms
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of fields (derived from quantal sources) heretofore never considered. As such, it will offer
compelling physical insight into the relationship between the ‘fat attactor’ quantum structure
of the Hooke’s atom Wigner regime and the significant role played by the correlation-kinetic
energy within the more global context of CK effects. Likewise, QDFT applied to Hooke’s
atom in the Wigner regime will add deeper insight into the non-local nature of the separate
Pauli and Coulomb correlations. In particular, it will shed light on the interrelationship
between the strong radial localization exhibited by the Wigner electron density and the
separate Pauli and Coulomb correlations—not only in terms of its field representatives, but
also as it relates to the static and dynamic structure of its respective quantal sources. To
be sure, the significant revelations discovered in Wigner system as a byproduct of this study,
only add to the plethora of deeper insights already attained with respect to the Hooke’s
atom in the low correlation regime [24, 25] for both ground and excited states.
Many-body correlations in cases where the effective dimensionality of an N -body system
has been reduced, is also a subject of ongoing interest within the framework of exact one par-
ticle models [16]. Again, Hooke’s atom has provided new physical perspectives in the context
of reduced dimensional systems when coupled with QDFT. In one such recent study [17] of
Hooke’s atom in the presence of an external time independent magnetic field B(r) applied
along the z-direction, the Hamiltonian becomes defined in terms of electron momentum p̂i
operators and curl-free vector potentials A(ri) given by the expression




















|r1 − r2| (1.12)
withA = 1
2
B×r. With the Hooke’s atom Hamiltonian generalized to include a magnetostatic
field, the electrons become spatially confined to a plane perpendicular to the direction of
the field. Differences in the asymptotic structure of the Coulomb interactions relative to
the three-dimensional Hooke’s atom (i.e., where the external magnetic field is absent) were
observed in the classically forbidden region. However, the most remarkable difference in
terms of the many-body correlations of Hooke’s atom in the presence of such a field were the
significantly enhanced correlations associated with the kinetic energy component.
1.3 Hohenberg-Kohn Theorems
The basic idea of density functional theory (DFT) as expressed in a first theorem by Hohen-
berg and Kohn (HK-I), is that all the ground and excited state properties of a system of
N electrons moving in some external field F ext(r) = −∇v(r) can, in principle, be exactly
determined from the ground state density [26]. Based on formal proof, HK-I establishes the
existence of a bijective map between the ground state density and the external potential
for an N -electron system, meaning that the ground state density ρ(r) uniquely determines
the external potential v(r) to within a trivial additive constant. The ground state density
therefore exactly determines the Hamiltonian of the system. Because T̂ and Ûee are known,
full knowledge of Ψ(X) is thereby admitted by solution of the Schrödinger equation, which
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further implies that the ground state wavefunction is a functional of the ground state density,
viz.,
Ψ = Ψ[ρ(r)] (1.13)
More recently, the functional dependence of Ψ on the density has been extended to also
include a gauge function α(R) [27] so that the wavefunction functional has the general form
Ψ = Ψ[ρ(r);α(R)] (1.14)
which thereby ensures that Ψ, a gauge variant property, remains as such when expressed as a
functional of the ground state density, a gauge invariant property. This generalization (which
also include extension to time-dependent DFT theorems of Runge and Gross) effectively
extends the reach of DFT to circumstances where Hamiltonian of the many-body system
additionally incorporates momentum and curl free vector potential operators with the latter
defined in terms of an arbitrary gauge α(R). The HK-I proof is for the case where the
gauge function is a constant (equated to zero for convenience), however HK-I is valid for an
arbitrary gauge function [27] because the physical system remains unchanged.
Since according to HK-I, the wavefunction is a functional of the ground state density, one
may readily infer that any QM observable derived from knowledge of the system Hamiltonian
is also a functional of the ground state density. Thus, the energy of an N -electron system
may be expressed as
E = E[ρ(r)] (1.15)















is known and may be considered separately so that the energy












FHK[ρ] = T [ρ] + Eee[ρ] (1.19)
The universal functional FHK[ρ] is so named due to its independence from the external poten-
tial as the sole component of the many-body Hamiltonian which differentiates one quantum





have the same functional form regardless of the particular N -electron system under consid-
eration. It is important to note however that the HK-I theorem is an existence theorem with
no explicit prescription for finding an exact functional form for FHK[ρ]. Despite compelling
justification provided by HK-DFT in seeking such a universal functional, and the vast re-
search effort mobilized in the wake of its advent, an explicit functional form for FHK[ρ] to
date remains unknown.
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A second theorem by Hohenberg and Kohn (HK-II) establishes that the ground state
density can be determined from the ground state energy functional E[ρ(r)] by minimization
via a variational principle involving arbitrary variations δρ(r) of the density [26]. More pre-
cisely, HK-II guarantees that the energy of an N -electron system formulated as a functional
of some positive definite trial density denoted ρ̃(r), where
∫
ρ̃(r)dr = N , must be a rigorous
upper bound to the true ground state energy E0, viz.
E[ρ̃(r)] ≥ E0 (1.20)
where the general form of the energy functional E[ρ̃(r)] is given by Eqn.[1.17-1.19]. Based
on HK-II, the ground state energy is a minimum when the trial density equates to the true








where the Lagrange multipler µ enforces the constraint that the density normalize to the





where it is seen that µ, defined as the chemical potential, represents the variation of the total
energy functional with respect to arbitary variations of the density.
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According to Hohenberg and Kohn, the N -electron densities in relation to HK-I and -II
are constrained to be v-representable. That is, the non-degenerate ground state densities
considered within the framework of these theorems (and determined to be the basic variable
via HK-I), may only be constructed from ground state eigenfunctions of the Schrödinger
wave equation. However, this constraint has since been shown to be replaceable by a weaker
condition known as N -representability where ρ(r) need only satisfy the threshold requirement
that it come from an anti-symmetric wavefunction, not necessarily a solution to Schrödinger
wave equation [50–52].
1.4 Local Effective Potential Energy Theory
The aim of local effective potential energy theory (LEPT) is to transform the many-body
problem posed by the Schrödinger system to a simpler, more computationally tractable
problem yet still remain within the rubric of exact theory. The basic idea underlying all
such theories [24, 33] is that one can postulate the existence of a reference system of N
non-interacting fermions known as the model S-system having the same density as that of
the fully-interacting system. The Hohenberg-Kohn theorem applied to the S-system model
fermions thereby guarantees the existence of a bijective map between the S-system density
and some local effective potential denoted vs(r) in which the model fermions are said to
move. Thus in local effective potential theory, the complicated many-body potential of the
Schrödinger system is replaced by a multiplicative potential, referred to as a ‘local effective
potential’, which operates only on the coordinates of one particle at a time while delivering
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a density equivalent to that of the fully-interacting system. As the S-system is comprised
of non-interacting fermions, its wavefunction is a single Slater determinant of spin-orbitals
Φ{ϕi(x)} where ϕi(x) = φi(r)χi(σ). The S-system orbitals are themselves obtained via a






ϕi(x) = ϵiϕi(x) i = 1, . . . , N (1.23)
Here, the local effective potential energy operator vs(r) is the sum of the external poten-
tial v(r) due to the nuclear field, and a local effective electron-interaction potential energy
operator vee(r) that must somehow incorporate all the many-body correlations, viz.
vs(r) = v(r) + vee(r) (1.24)
As the v(r) external potential term is fixed by the atomic, molecular, or solid-state system
under consideration, the task from an LEPT standpoint, reduces to deciding on a particular
construction of vee(r) which somehow incorporates all the many-body correlations of the
N -Schrödinger system. Once this has been achieved, the set of orbitals {ϕi(x)} obtained
as self-consistent solutions to the S-system differential equation will necessarily satisfy the
constraint on the S-system that it recover the density of fully-interacting system given as
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In effect then, the S-system Slater determinant constructed from {ϕi(x)} may be represented
as a functional of the fully-interacting ground state density, i.e.,
Φ = Φ [ρ(r)] (1.27)
Accordingly, the S-system Slater determinant Φ{ϕi(x)} as constructed within the framework
of LEPT, is in principle able to recover the fully-interacting system density. It ought to be
noted in respect of Eqn.[1.24], the local effective potential energy theory vs(r) is a fictitious
construct that exists only in the hypothetical reference space of the model S-system. In
this regard, the S-system orbitals arising from a particular choice of vee(r) are not to be
accorded any physical meaning—they are mere mathematical constructs whose sole function
is to ensure that the orbital solutions {ϕi(x)} of Eqn.[1.23] replicate the Schrödinger system
density. However, the highest occupied orbital eigenvalue does have the rigorous physical
interpretation as the negative of the first ionization potential [24, 25].
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1.5 Kohn-Sham Density Functional Theory
Kohn-Sham DFT (KS-DFT) is one such local effective potential formalism ubiquitous within
the realm of electronic structure calculations where an expression for the energy is obtained
as a functional of the ground state density. That such an energy expression can exist, is
again due to HK-I. However, as previously noted, a fundamental issue with the HK-DFT
formalism is the absence of an explicit form for the universal functional FHK[ρ]. In order
to mitigate this difficulty, KS devised an S-system map where the kinetic energy of the
N non-interacting fermions denoted Ts[ρ] is accounted for in an exact manner within the
FHK[ρ] functional. Since the wavefunction of the non-interacting S-system fermions is a
Slater determinant of spin-orbitals {ϕi(x)}, the non-interacting kinetic energy functional is











The remaining component of the universal functional, denoted EKSee [ρ], is thus left to be
approximated. The KS energy functional is therefore written
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The EKSee [ρ] energy functional may be further decomposed as
EKSee [ρ] = EH[ρ] + E
KS
xc [ρ] (1.30)
where the Hartree functional EH[ρ] represents the classical Coulombic self-interaction asso-








and EKSxc [ρ] represents the non-classical quantum many-body correlations that must be ac-
counted for by the S-system. The many-body correlations incorporated within EKSee [ρ] are the
Pauli and Coulomb correlations already discussed in the context of the Schrödinger system;
however in light of Eqn.[1.29], EKSee [ρ] must also account for the difference in kinetic en-
ergy between the Schrödinger system and the S-system referred to as the correlation-kinetic
energy Tc.
According to KS-DFT, the local effective electron-interaction potential vee(r) can then
be obtained by application of the Euler-Lagrange formulation of HK-II to the KS energy
functional of Eqn.[1.30]. The functional derivative of EKSee [ρ] with respect to arbitrary vari-
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Equivalently, vee(r) is typically expressed in terms of potential functions so that
vee(r) = WH(r) + v
KS
xc (r) (1.33)






and vKSxc (r), the so called KS ‘exchange-correlation potential’, is defined in terms of a func-





The local effective potential of KS-DFT obtained by combining Eqs.[1.24] and [1.33] is there-
fore
vs(r) = v(r) +WH(r) + v
KS
xc (r) (1.36)
The local effective electron-interaction potential thus obtained may then be employed in the
S-system differential equation defined by Eqn.[1.23] to yield a set of KS orbitals {ϕKSi } which,
in principle, should exactly recover the fully-interacting system ground state density.
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1.6 Optimized-Potential Method
Another way to construct a model S-system with a density equivalent to that of the fully-
interacting system is described by the Optimized-Potential Method (OPM). In OPM the
wavefunction of the S-system is a single Slater determinant of spin-orbitals Φ{ϕi(x)}. Fol-
lowing the treatment given in reference [24], the total energy of the fully-interacting system
is then expressed as an explicit density functional of the S-system orbitals, viz.
EOPM = EOPM[{ϕi[ρ]}] = EOPM[{ϕi}] (1.37)
so that one may write












drdr′ + EOPMxc [{ϕi}] (1.39)
with ρ(r) and Ts[ρ] respectively defined by Eqns.[1.25] and [1.28]. Given the total OPM
energy functional, one now constructs the S-system by seeking that local effective potential
vs(r) defined by the expression
vs(r) = v(r) +WH(r) + v
OPM
xc (r) (1.40)
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which generates a set of self-consistent orbitals of the one particle S-system differential
equation (Eqn.[1.23]) which minimizes the total energy EOPM in the variational sense, i.e.,
arbitrary variations of the local effective potential with respect to variations of the OPM




Expanding the stationary condition of the OPM energy according to the chain rule for









dr′ + c.c. = 0 (1.42)
The term δEOPM[{ϕi}]/δϕi(r′) can be readily obtained from the variation of the OPM orbitals














Using the S-system differential equation Eqn.[1.23] with vs(r) defined by Eqn.[1.40], the
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The remaining functional derivative δϕi(r
′)/δvs(r) of Eqn.[1.42] may be obtained by consid-
ering the variation of the S-system spatial orbitals δϕi(r) induced by a small variation in the




∇2 − vs(r)− ϵi
]
δϕi(r) = [δϵi − δvs(r)]ϕi(r) (1.46)















ϵj − ϵi (1.48)




= −Gi(r′, r)ϕi(r) (1.49)
Back-substituting the preceding result and Eqn.[1.44] into Eqn.[1.42] while noting that the
term involving ϵi vanishes due to the orthonormality of the S-system orbitals one obtains
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′ + c.c = 0 (1.50)
This equation must be solved self-consistently with Eqn.[1.23]. As this involves simultaneous
solution of a differential equation in conjunction with an integral equation, it should come
as no surprise that such self-consistent calculations are extremely difficult.
1.7 Quantal Density Functional Theory
A fairly recent theory known as quantal density functional theory or QDFT [24, 25] is
yet another local effective potential energy theory which can account for the various QMB
correlations of a system of N fully-interacting electrons. QDFT is based on the ‘quantal
Newtonian first law’ (for fully-interacting and non-interacting N -body systems) as derived
from the corresponding Schrödinger and model system differential equations. The origins
of the theory itself can be found in reference [53] and in the Sahni-Harbola IJQC paper of
reference [54].
The manner by which QDFT is able to construct a model S-system with a density
equivalent to that of the Schrödinger system is based on a field construction of vee(r). In
order to achieve this, QDFT posits that the S-system effective one-body electron-interaction
potential vee(r) implies a conservative effective field F eff(r) in which the model fermions
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move, meaning
F eff(r) = −∇vee(r) (1.51)
Since the S-system effective electron-interaction potential vee(r) must account for all the
QMB correlations of the fully-interacting Schrödinger system, QDFT requires the same to
be the case for the effective field. That is, the S-system effective field must ensure that the
QMB correlations of the fully-interacting system, and hence its density, are recovered. In the
QDFT map from the N -Schrödinger system to the S-system, which will be fully elaborated
upon in the next chapter (Chapter 2), the fundamental working equation embodying this
map expresses the effective field as a sum of field representatives of the various correlations
involved, namely an electron-interaction field denoted Eee(r) and correlation-kinetic field
denoted Ztc(r), viz.
F eff(r) = Eee(r) +Ztc(r) (1.52)
The electron-interaction field Eee(r) is the field representative reflecting the correlations due
to Pauli exclusion and Coulomb repulsion operative in the original many-bodyN -Schrödinger
system. As will be shown in the next chapter, QDFT offers a rigorous prescription by which
this field can be decomposed into its separate Pauli and Coulomb non-local (in general) field
components as well as its local Hartree component (representing Coulombic self-interaction).
It should be emphasized that while such a separation can be effected within QDFT, this
kind of separation is not achievable within the framework of Schrödinger theory. Moreover,
because an artificial reference system of non-interacting fermions has been invoked (i.e., upon
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which the QMB correlations of the original Schrödinger system are mapped), one must now
as a consequence also account for the difference in kinetic energy between these two systems
due to Heisenberg uncertainty. QDFT reconciles this difference by including a correlation-
kinetic field Ztc(r) within the definition of F eff(r), the net effect of which is to safeguard
the constraint on the S-system that it replicate the Schrödinger system density. As Ztc(r)
is the field representative of the correlations that contribute to correlation-kinetic energy, it
is in principle able to admit exact recovery of this energy component.
The novel manner by which QDFT is able to incorporate these quantum many-body
correlations into this effective field and hence field representatives, is via the concept of
‘quantal sources’ which are QM expectations of Hermitian operators or of the complex sum
of Hermitian operators taken with respect to the fully-interacting system wavefunction. The
field representatives are then constructed from the quantal source via Coulomb’s law or
otherwise via its implementation as a functional involving the divergence of a symmetric
2nd rank tensor field.
Moreover, as QDFT requires the effective field F eff(r) to be conservative, the local effec-
tive electron-interaction potential vee(r) is path independent (assuming the field in question is
defined on a simply connected manifold). However it is remarked that although the effective
field is conservative, its individual field components are not necessarily so due to the general
non-locality of quantal sources involved, i.e., the structure of the quantal source changes as a
function of the reference electron position. The local effective electron-interaction potential
may thus be expressed as the work done in a conservative effective field according to the
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F eff(r′) · dl′ (1.53)
In other words, QDFT accords the local effective electron-interaction potential vee(r) with
a physical interpretation [24, 25] as the work required to move an S-system fermion from
a reference point at infinity to some arbitrary position r in the conservative effective field
F eff(r).
Having constructed F eff(r) and thereby fully specified the S-system, one can obtain self-








F eff(r′) · dl′
]
ϕi(x) = ϵiϕi(x) i = 1, . . . , N (1.54)
The above QDFT S-system differential equation is non-linear meaning that the effective
field depends on its orbital eigenfunctions. As such, it must be solved in a self-consistent
manner. In terms of practice, when applied to general spherical N -fermion systems, one can
either sphericalize the effective field or the S-system orbitals. As a many-body approach,
it is readily seen that this equation has managed to collapse an N -body problem into N
computationally tractable one particle problems.
The set of the self-consistent orbitals {ϕi} obtained from the S-system differential equa-
tion, together with the system wavefunction Ψ, can then be used to construct the QDFT
quantal sources, and hence, the separate field representatives defining the various many-body
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correlations. It should be noted that the QDFT quantal source decomposition that makes it
possible to resolve the Pauli and Coulomb correlations of the Eee(r) branch of the effective
field, achieves this by exploiting pair densities associated with both the Schrödinger and
model systems. It is precisely for this reason that the one-body densities of the two systems
must be the same—and indeed, the sole purpose embraced by the particular design of vs(r)
in the S-system differential of Eqn.[1.23], is to guarantee that this fundamental constraint is
upheld, viz., ρ(r) =
∑
i,σ |ϕi(rσ)|2. The same concept underlies the QDFT prescription for
delineating the separate correlation contribution represented by the Ztc(r) branch. In this
case however, the quantal source associated with the so called correlation-kinetic contribu-
tion, is explicitly given in terms of the respective difference between the pure state density
matrix and the Dirac idempotent density matrix. Whereas the Dirac density matrix is for-
mulated purely in terms of S-system orbitals, the pure state density matrix is derived from
the interacting system wavefunction. Thus, unlike any other extant LEPT theory, QDFT
rigorously provides separate and explicit expressions for the QMB quantal fields, and hence
their corresponding fields, potentials and energies.
1.8 QDFT vs Kohn-Sham DFT
It may lend some additional perspective to briefly mention a few words about QDFT in
contrast with Kohn-Sham density functional theory. In KS-DFT as in QDFT, one also maps
from a Schrödinger system of N fully-interacting fermions to a non-interacting reference
system with density equivalent to that of the Schrödinger system.
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However, the S-system local effective electron-interaction potential vee(r) is treated funda-
mentally different in KS-DFT: whereas in QDFT one treats this local effective potential, and
hence the collective electron correlation contributions, in terms of an effective field (derived
from quantal sources) and the work done in this field, KS-DFT instead treats the effective
electron interaction potential in a purely mathematical sense, as the functional derivative
of some as yet unknown functional of the ground state electron density EKSee [ρ(r)]. It may
therefore be well worth highlighting the fact that it is by virtue of QDFT’s unique quantal-
source-vector-field formalism that enables it to accord a rigorous physical interpretation to
the one-body effective electron-interaction potential, viz., as the work done in moving a
model fermion against a conservative effective field [24, 25].
Moreover, in KS-DFT, since the exact form of the KS electron-interaction energy func-
tional remains unknown, one readily infers that its functional derivative, i.e. the local ef-
fective electron-interaction potential vee(r) is also unknown. Understandably then, there
has been vast effort expended in approximating EKSee [ρ(r)] in the hope of ascending ‘Jacob’s
Ladder’ to reach the computational holy grail, or perhaps ‘trinity’ offered by the single par-
ticle density as the basic variable defined within a 3N configuration space. However, when
such approximations are made DFT loses its rigor in the sense that the energy determined
no longer conforms to the variational principle (see Eqn.[1.20]), meaning that DFT energy
determinations no longer represent a rigorous upper bound to the true ground state energy.
In effect then, EKSee [ρ(r)] defies any kind of systematic improvement.
Another fundamental distinction relates to the inability of the KS-DFT to exactly delin-
1.8 QDFT vs Kohn-Sham DFT 41
eate explicit forms for the many-body correlations arising separately from Pauli exclusion,
Coulomb correlation and CK effects. As there is no explicit expression for these correlation
contributions within the definition of EKSee [ρ(r)] it follows that their separate contributions
cannot be resolved. The same holds true in the context of Schrödinger theory where the
Pauli-Coulomb correlations cannot be resolved into separate Pauli and Coulomb contribu-
tions. By contrast, when quantal sources associated respectively with the fully-interacting
and non-interacting systems are considered, the QDFT formalism admits a systematic de-
composition of the Pauli-Coulomb field component of the effective field denoted Eee(r) into
separate Hartree EH(r), Pauli Ex(r) and Coulomb Ec(r) field contributions, where Ex(r) is
the field representative for the Pauli correlations and EH(r) and Ec(r) are the field repre-
sentatives for the Coulomb correlations. Moreover, as QDFT provides an exact expression
for the correlation-kinetic field Ztc(r), the correlation contribution to the kinetic energy rep-
resented by this field can in principle be precisely ascertained. Thus in general, although
it is known that the Pauli, Coulomb and correlation-kinetic contributions in the KS-DFT
formalism are encompassed within the definition of EKSee [ρ(r)] (and therefore its functional
derivative vee(r)), there is no such prescription delineating the exact manner in which these
separate correlations are incorporated into the functional.
Yet another distinctive aspect of the QDFT map from the fully-interacting system to an S-
system with equivalent density relates to the state arbitrariness of the S-system [24, 25]. This
means that one is able to construct a QDFT map from a Schrödinger system in its ground
state to an S-system either in its ground state or any excited state. Also, starting from a
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Schrödinger system in an excited state one is able map to an S-system either in its ground
state, the same excited state or to any other excited state. This implies that in QDFT there
exists in principle an infinite set of local effective potentials vs(r) of the model system that can
replicate the Schrödinger system density [33]. However in KS-DFT there can exist only one S-
system local effective potential. Such is the case because the local effective potential vs(r) in
KS-DFT is defined in terms of the functional derivative δEKSee [ρ(r)]/δρ(r) (see Eqns.[1.24] and
[1.32]), and in KS-DFT there can exist only one such functional derivative that can deliver the
same energy as that of the fully-interacting system—namely the functional derivative where
EKSee [ρ(r)] is evaluated at the true ground state density. Moreover, since HK-I applied to the
S-system guarantees a bijective map between the density and the local effective potential
energy in which the fermions move, the effective potential must be unique as the S-system
density is constrained to be equivalent to that of the Schrödinger system [33]. Thus KS-DFT
is a ground state theory and can only support a mapping from a ground state Schrödinger
system to an S-system also in its ground state.
1.9 QDFT Meets The Wigner High Electron Correlation Regime
Despite its many successes and ubiquitous appeal in quantum chemical electronic structure
calculations, there are nevertheless many circumstances where the energy functionals of KS-
DFT are known to fail, i.e., in the sense that the trade-off between computational simplicity
and chemical accuracy is no longer justified. Of course, this is an inevitable consequence of
the approximations which inhere in the EKSxc [ρ] functionals implemented in actual practice.
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However, this failure can occur even in the simplest of cases, such as for example, in describing
the stretching of the H+2 molecule, or in the dissociation limit of H2 [56].
But a general scenario where KS-DFT almost invariably fails is in the case of strongly
correlated systems. For such systems, it is evident that many of the energy functionals cur-
rently in existence are somehow not able to adequately capture the strong electron-electron
interactions [56]. However, as will be addressed by the present QDFT study, beyond the
Pauli and Coulomb correlations, one must also consider correlation-kinetic (CK) effects, viz.,
the impact of electron avoidance on the correlations associated with the kinetic energy of
the system. Indeed what has been discovered using QDFT, is the fact that correlation con-
tributions arising from CK effects in strongly correlated systems can constitute a significant
fraction of the total correlation energy [2, 3], i.e., on an order which impacts chemical accu-
racy. This then leads to the suggestion that energy functionals should, at the very least, be
extrinsically, or better yet, intrinsically equipped to incorporate these effects 4
This suggestion is not ad hoc. It is based on a first-principles calculation in which QDFT
is applied to an exactly solvable prototype many-body quantum system where the electrons
4 In an effort to address this deficiency within the context of KS-DFT, research progress is now currently
well underway in formulating DFT in what is known as the strong-interaction limit [49, 57–60]. In this
formulation strictly correlated electron (SCE) functionals, based on the minimization of < V̂ee > (as opposed
to minimization of < T̂ > as in conventional KS-DFT), and denoted V SCEee [ρ], are used to approximate E
KS
xc [ρ].
The SCE functional is based on the co-motion function formalism which posits the existence of an N -electron
reference system, referred to as the SCE system, where the position of an arbitrary electron at a position
r dictates the position of all other electrons. In the SCE limit, the Coulomb force acting on the electron
at r becomes a sole function of its own position; this thereby admits definition of a local one-body SCE
potential, which can be shown to approximate the sum of the Hartree and exchange correlation potential of
KS-DFT. In the limit of infinite correlation, i.e., for vanishingly small densities, it can be shown that this
approximation becomes exact.
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are known to be strongly correlated. In particular, the application of QDFT to the Wigner-
high electron correlation regime, realized in an incipient stage of the low density limit of
Hooke’s atom, has enabled a rigorous determination of all the respective contributions to
the various aforedescribed QMB correlations [2, 3].
In this study, the QDFT S-system map will be used to elucidate exactly how the radial
localization characterizing the Wigner regime charge density dictates the topology of the
various quantal fields, and most importantly, examine its concomitant affect on the correla-
tion energy spectrum. Moreover, by virtue of the quantal-source-field structure unique to
the QDFT S-system map, license now becomes available for consideration of the divergence
of the kinetic field, the latter being generally obtained from derivatives of a tensor field gen-
erated from the pure state density matrix. As will be shown, a rigorous divergence analysis
will establish the presence of heretofore never considered source-sink envelopes surrounding
the Hooke’s atom nucleus that reflect a ‘quantal compression’ (or otherwise, ‘quantal de-
compression’ in the low correlation regime), lending even further insight into the remarkable





Quantal density functional theory (QDFT) [1–17] is a recently developed local effective
potential energy theory (LEPT) firmly rooted in the ‘Quantal Newtonian’ first (QNFL) and
second laws (QNSL) (or equivalently, the pure state differential virial theorem of quantum
mechanics) [1, 10, 12, 18]. Its theoretical foundations were conceived by Sahni & Harbola
in their seminal work which sought to accord a physical interpretation to the Kohn-Sham
exchange-correlation potential of density functional theory [14, 15]. A remarkable feature of
QDFT is that it is in principle able to exactly account for, and at the same time, separately
quantify the various quantum many-body correlations (QMB) intrinsic to an N -fermion
system.
Time independent QDFT begins with a fully-interacting N -fermion system called the
45
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Schrödinger system which is described by a many-body wavefunction Ψ(X) where X =
x1,x2, . . . ,xN with x = rσ. The system wavefunction may be obtained via solution of the
Schrödinger’s wave equation defined by Eqn.[1.2], with the Hamiltonian constructed so that
each electron is bound to the nucleus by the same local external potential (see Eqn.[1.5])
and subject to a non-local electron interaction potential (see Eqn.[1.6]) arising from fermion
many-body correlations. The many-body correlations defined by the Schrödinger system
arise from the Pauli exclusion principle (i.e., wavefunction anti-symmetry) and Coulomb
repulsion—collectively referred to as Pauli-Coulomb correlations.
In QDFT, as in any local effective potential energy theory, one maps the Schrödinger
system to a hypothetical system of N non-interacting fermions referred to as the S-system
(or ‘model system’), with an effective local potential vs(r) designed to deliver the same density
ρ(r), energy E, and first ionization potential I as the Schrödinger system. The motivation
behind the mapping is that it is profoundly easier to solve N one-particle equations governed
by a local potential than it is to solve a single N -body Schrödinger equation [2].
The wavefunction of this hypothetical system is a single Slater determinant Φ{ϕi(x)}, the
orbitals of which, are generated from self-consistent solution ofN one-particle S-system differ-
ential equations. The constraint imposed on the S-system that it reproduce the Schrödinger
system density implies that the S-system wavefunction can be represented as a functional of
the ground state density [1]. Knowledge of ρ(r) uniquely determines the external potential
(via HK-I). However, as the S-system is subject to the same external field and hence the
same external potential, this in turn implies that the orbitals of the system are functionals
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of ρ(r). Consequently, the S-system wavefunction is a functional of ρ, i.e., Φ = Φ[ρ(r)]. The
S-system wavefunction, written as a functional of the density, thereby allows recovery of the
density and energy of the fully-interacting system.
The Hamiltonian Ĥs governing N model fermions moving in a local (i.e., multiplicative)
effective potential vs(r) and also subject to the same external field given by F ext = ∇v(r),









∇2 + vs(r) (2.2)






ϕi(x) = ϵiϕi(x) i = 1, . . . , N (2.3)
with the orbitals {ϕi} satisfying the constraint
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The highest occupied S-system orbital of Eqn.[2.3] dictates the asymptotic structure of both
the density and the Dirac density matrix [1]. Moreover, its corresponding eigenvalue, is by
proof, the negative of the first ionization potential [1, 19, 20]. However, it should be un-
derstood that the remaining orbitals (occupied and unoccupied) of the S-system differential
equation are not to be accorded any rigorous physical meaning. The sole purpose of {ϕi} is
simply to reproduce the fully-interacting system density. In so doing, the assumption of the
S-system has enabled reformulation of the otherwise difficult proposition of solving a single
N -body problem, to the practically realizable task of solving N 1-body problems within the
framework of the first HK theorem.
As the model fermions experience the same external potential as that of the interacting
system, one may write the local effective potential (LEP) vs(r) as
vs(r) = v(r) + vee(r) (2.6)
where vee(r), the local effective electron interaction potential energy operator, incorporates
the QMB correlations that the S-system map must account for. In particular, these are:
(a) the Pauli correlations which keep the parallel spin electrons apart, (b) the Coulomb
correlations arising from pairwise Coulomb repulsion of both the parallel and anti-parallel
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spin electrons, and (c) the correlation-kinetic contribution which accounts for the difference
in kinetic energy, due to Heisenberg uncertainty between the S-system and the interacting
system [2]. The basic goal of QDFT is to therefore find a specification for vee(r) that
incorporates these various correlations so that the orbitals {ϕi(x)} generated from Eqn.[2.3]
satisfies the constraint imposed upon the S-system, i.e., that it reproduce the interacting
system density ρ(r).
The approach detailed up till now, falls within the general scope of all LEPTs. How-
ever, QDFT distinguishes itself from other local effective potential energy theories in its
interpretation, and hence treatment, of the S-system vee(r) operator. QDFT formulates the
LEP of the model fermions in terms of “classical” fields. In particular, QDFT posits that
the S-system effective many-body electron interaction potential vee(r) implies a conservative
effective field F eff(r) in which the model fermions move [2], viz.
F eff(r) = −∇vee(r) (2.7)
The effective field thus arises by assumption of the S-system. Explicit knowledge of F eff(r)
is thus tantamount to a complete specification of the S-system, or equivalently, vee(r). More-
over, as the effective field is conservative, it enables a physical interpretation to be accorded
to the local effective electron interaction potential energy operator, namely, the work done
to move a model fermion against the effective field from some reference point at infinity to
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F eff(r′) · dl′ (2.8)
QDFT defines exactly what this effective field is and demands that it be constructed so as
to encompass all fermionic quantum correlations of the fully-interacting system.
The manner in which QDFT is able to incorporate the quantum many-body effects into
this effective field is through the concept of a ‘quantal source’—a reference to the fact that
the sources of the fields are themselves derived as expectations of Hermitian operators or of
their complex sums, taken with respect to the Schrödinger system or S-system wavefunction
[1, 2, 16, 17]. QDFT fields are then constructed from their respective quantal sources.
Depending on the nature of the quantal source, the corresponding field can be obtained
by application of Coulomb’s law or by way of a series of derivatives applied against a tensor
field [2]. So while the fields themselves can be considered “classical” in the sense that they
pervade all space, their origin is fundamentally quantum-mechanical [1, 16, 17].
Within QDFT, the ability to construct a field from a particular quantal source naturally
allows a separate delineation of F eff(r) into “field representatives”—each such representative
corresponding to a particular QMB correlation of the Schrödinger system that must be
accounted for by the S-system, or equivalently, by the local effective vee(r) potential energy
operator. The effective field therefore lends itself to a decomposition which specifies an
electron interaction field Eee(r) component, which is reflective of both the Pauli and Coulomb
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correlations; it also refers to a correlation-kinetic field Ztc(r) component which corresponds
to the correlation contribution to the kinetic energy [2]. Moreover, by considering quantal
sources of both the model and interacting system, the Pauli-Coulomb correlations collectively
defined by the Schrödinger system, become susceptible to separate treatment [1, 3].
One can also endeavor to obtain the respective potentials associated with the Eee(r) and
Ztc(r) components of the effective field by considering them in light of Eqn.[2.8]. But while
the effective field is itself conservative, its components in general are not. That is to say,
Eee(r), and Ztc(r) are generally solenoidal, i.e., they possess nonvanishing curls for which
scalar potentials are not defined. Nevertheless, if certain symmetries are present such that
the curl of these vector field components vanish (and provided the manifold over which they
are defined is simply connected), then potential functions may indeed be associated with the
effective field components [1].
Within QDFT the total energy of the N -body system, can also be separately delineated
along the lines of their correlation contributions. This is achieved by expressing the energy
E, either in terms of the quantal source tied to the respective field, or by employing the field
directly in an integral virial formulation [1, 2, 14]. It should be noted that virial integral
energy expressions ignore the vector differential properties of the underlying field so that
energies so obtained will be independent of whether or not the field is conservative.
The notion that a quantum system can be formulated in terms of “classical fields” is due
to the pure state time-independent differential virial theorem (DVT) of quantum mechanics
[1, 18]. The DVT is in fact a manifestation of the “Quantal Newtonian” first law (QNFL)
52 Chapter 2 QUANTAL DENSITY FUNCTIONAL THEORY
[1, 2, 10] which, in analogy with Newton’s first law of motion [21], essentially states that for
a particle within an N -particle system to remain at equilibrium, the sum of the external and
internal forces acting on a particle must exactly cancel. Thus the QNFL defines the external
field in terms of the internal field of the interacting fermions.
QDFT directly implements the QNFL in order to consolidate the map between the inter-
acting and model system. By considering the QNFL for the model and interacting systems,
while noting that the external fields for these systems are the same (i.e., due to the fact that
their respective densities are constrained to be the same), one is able to formally derive an
expression [1, 10] for the effective field in terms of its components. Since the effective field
F eff(r) completely specifies the S-system local effective electron interaction potential vee(r),
and hence the local effective potential vs(r), the S-system differential equation can be solved
self-consistently for the orbitals. Knowledge of the orbitals, enables replication of the fully-
interacting system density according to Eqn.[2.4], and hence energy, thereby completing the
S-system map.
It should be mentioned that in the QDFT map, the state of the S-system is arbitrary
[4–8]. As long as the density of the S-system is constrained to be equivalent to that of
the interacting system, the model fermions do not necessarily have to reside in the ground
state. In fact, the QDFT mapping can be from the ground state or an excited state of the
interacting system, to either the ground or any excited state (regardless of spin configuration)
of the S-system. This means there is a nonuniqueness associated with the S-system local
effective potential energy operator. In other words, there exists in principle, an infinite
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number of local effective potentials [7] that can generate the interacting system density. As
vs(r) determines the orbitals, it also implies a nonuniqueness associated with the S-system
wavefunction [8] 1. It can be rigorously shown that the S-system state arbitrariness is due
exclusively to Ztc(r), i.e., the correlation-kinetic field component of the effective field [1, 4, 5].
In the sections that follow a more detailed discussion of non-degenerate time-independent
QDFT will be presented to the extent that it falls within the scope of the present work. In
section 2.1 the QNFL specifying the various fields associated with an interacting system
of electrons will be considered. The quantal sources thereby implicated will be defined
in section 2.2, followed in section 2.3 by expression of the various fields in terms of their
quantal sources. Expressions for their associated energies will then be derived in section
2.4; formulation will be either in terms of a virial integral over the field or as an energy of
interaction between the quantal source charge distribution and the density. In section 2.5,
the QNFL for the S-system will be considered; ultimately, it will be utilized in conjunction
with the Schrödinger system QNFL in order to consolidate the S-system map. Next, in
section 2.6, quantal sources admitted by the S-system framework will be obtained; followed
in section 2.7 by construction of the various S-system fields from their respective quantal
sources. These two sections will also address how the S-system framework can be used to
separate the Pauli-Coulomb correlations defined by Schrödinger system into separate Pauli
and Coulomb components. It will also introduce the correlation-kinetic field which accounts
1As a consequence, the S-system wavefunction Φ{ϕi(x)} will be an eigenfunction of Ŝz, the z-component
of the total spin operator, but not an eigenfunction of the square of the total spin operator Ŝ2 [22].
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for the difference in kinetic energy between the S-system and interacting system. In section
2.8, a separate delineation of the energies associated with the respective QMB correlations
of the interacting system afforded through consideration the S-system framework will be
given. Then, in section 2.9, an expression for the S-system local effective electron interaction
potential will be read in terms of components of the effective field, thereby completing the S-
system map. The QDFT formalism expounded in this section and the following subsections,
including all enumerated and non-enumerated equations, can be found in reference [1] and
citations therein.
2.2 “Quantal Newtonian” First Law: Application to N-Schrödinger
System
Consider a system of N -electrons moving in an arbitrary time independent external field such
F ext = −∇v(r), where v(r) represents the external potential experienced by each electron.
Within the context of Schrödinger theory [23], such a system may be described by a many-
body stationary-state wavefunction Ψ(X), i.e., a bound state eigenfunction of Schrödinger’s
wave equation (see Eqn.[1.2]). The “Quantal Newtonian” first law (QNFL) states that the
sum of the external and internal fields associated with a system of N interacting electrons
must vanish [1]. In particular, the QNFL applied to the N -Schrödinger system requires
F ext(r) +F int(r) = 0 (2.9)
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where the internal field is given by
F int(r) = Eee(r)−D(r)−Z(r) (2.10)
The N -Schrödinger system internal field therefore consists of three field components: (i) an
electron interaction field denoted Eee(r) , (ii) a differential density field denoted D(r), and
(iii) a kinetic field denoted Z(r). These fields are “classical” in the sense that they pervade
all space.
2.3 Quantal Source Definitions: N-Schrödinger Theory
Though the fields defined in Eqn.[2.10] are considered “classical”, their respective sources
are quantum-mechanical in that they are formulated in terms of eigenstates Ψ(X) of the
system. As such, they are referred to as quantal sources [1, 16, 17]. The quantal sources
associated with the Schrödinger system are (A) the single particle density ρ(r), (B) single
particle density matrix γ(rr′), and (C) pair correlation density g(rr′). The pair correlation
density admits a further decomposition into a non-local quantal source charge distribution
known as the quantum mechanical Fermi-Coulomb hole, denoted ρxc(rr
′), and a local part
defined as the single particle density ρ(r). Definition of each of the aforementioned quantal
sources based on quantum probabilistic considerations follows next.
A. Single Particle Density, ρ(r)
The single particle density ρ(r) is the quantal source for a subcomponent of the electron
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interaction field, known as the Hartree field. It is also the quantal source for the differential
density field, D(r) referenced in the QNFL internal field decomposition of Eqn.[2.10]. (Note:
as this latter field component vanishes from the S-system map, only its definition and vector
field symmetry will be considered).
By definition, ρ(r) is the product of N times the probability of an electron being found






It may also be expressed as the expectation of the Hermitian density operator ρ̂(r) taken
with respect to the Schrödinger system wavefunction
ρ(r) = ⟨Ψ(X)|ρ̂(r)|Ψ(X)⟩ (2.12)






dr and the Hermitian
density operator ρ̂(r) is given by Eqn.[2.5]. The single particle density is also subject to a
normalization condition which requires that an integration over all space must recover the
total number of electrons N , viz., ∫
ρ(r)dr = N (2.13)
Moreover, as required by its general definition, the single particle density is a local or static
quantal source. In other words, though the value of ρ(r) changes as a function of the
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electronic coordinate r, its general structure throughout space remains the same.
B. Single Particle Density Matrix, γ(rr′)
The spinless single particle density matrix γ(rr′), the quantal source for the kinetic field,






As γ(rr′) is defined in terms of an outer-product of the wavefunction, it will in general be
complex. Because its definition also demands that it be symmetric, γ(rr′) is Hermitian, viz.,
γ(r′r) = γ∗(rr′) (2.15)
It is also possible to express γ(rr′) as the expectation of the density matrix operator γ̂(rr′)
γ(rr′) = ⟨Ψ(X)|γ̂(rr′)|Ψ(X)⟩ (2.16)
However, since γ(rr′) is in general complex, the density matrix operator γ̂(rr′) is constructed
as a complex sum of Hermitian operators [24, 25] denoted Â and B̂, such that






[δ(rj − r)Tj(−a) + δ(rj − r′)Tj(−a)] (2.18)
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[δ(rj − r)Tj(−a) + δ(rj − r′)Tj(−a)] (2.19)
where Tj(a) is the translation operator defined as
Tj(a)Ψ(· · · , rj, · · · ) = Ψ(· · · , rj + a, · · · ) (2.20)
with a = r′ − r. Based on the above density operator formalism, the real and imaginary
parts of the γ(rr′) are seen to be equivalent to ⟨Â⟩ and ⟨B̂⟩ respectively. It should be noted
that the single particle density matrix satisfies the inequality
∫
γ(rr′′)γ(r′′r′)dr′′ < γ(rr′) (2.21)
and is thus not idempotent. Also, the diagonal elements of γ(rr′) recovers the single particle
density, viz.
γ(rr) = ρ(r) (2.22)
Furthermore, the single particle density matrix is in general, a non-local quantal source,
meaning that its structure changes along the r′ direction depending on the coordinates of
the electron specified at r.
C. Pair Correlation Density g(rr′) and the Fermi-Coulomb Hole ρxc(rr
′)
The pair correlation density (PCD) g(rr′) is the quantal source of the Schrödinger system
electron interaction field. By definition, it is the conditional probability of finding an electron
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where P (rr′), known as the pair function, is the simultaneous probability of finding an elec-
tron at r and another at r′; the local density ρ(r), as already discussed, represents the
probability of finding an electron at r. Divison by the single particle density ρ(r) is necessi-
tated in order to convert P (rr′) to a conditional probability as required by the definition of
g(rr′). Consistent with this probabilistic interpretation, the PCD may be formulated as the









δ(ri − r)δ(rj − r′) (2.25)
Note that g(rr′) is self-interaction free as indicated by the prime over the summation in the
P̂ (rr′) operator (i.e., meaning, i ̸= j).
As the pair correlation density is the quantal-source of the Schrödinger electron interac-
tion field, it is of fundamental importance to understanding electron correlation. In broad
terms, if there were no correlations present at all, the simultaneous probability of finding an
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electron at r and another electron at r′ could simply be formulated as the product of two
independent probabilities, i.e., ρ(r)ρ(r′). The PCD, in the absence of electron corrrelation,
would then simply collapse to a local or static function identically described by ρ(r′). How-
ever, in the presence of electron correlation, as the electrons avoid each other, the density at
r′ due to an electron at r, must necessarily decrease relative to its local value at r′. As g(rr′)
must embrace this fact, it admits a decomposition into a local and non-local component
g(rr′) = ρ(r′) + ρxc(rr
′) (2.26)
In the preceding decomposition, ρ(r′) is the single particle density representing the local
part of the PCD. The non-local part, denoted ρxc(rr
′), is the quantum mechanical Fermi-
Coulomb hole charge distribution reflecting the reduction in the single particle density at
a general point r′ given an electron at r. This reduction in density is due to correlations
intrinsic to the fully-interacting system, e.g., the Pauli exclusion principle and Coulomb
repulsion—referred to collectively as the Pauli-Coulomb correlations. Although the inter-
actions constitute two distinct physical phenomena, there is no mechanism, at least within
the context of exact Schrödinger theory alone, by which they can be separately resolved.
Moreover, for non-uniform density systems, the Fermi-Coulomb ρxc(rr
′) hole is generally
non-local in that it represents a dynamic charge density distribution whose structure along
r′ changes depending on how the electron is specified at r.
As ρxc(rr
′) represents a charge density distribution, it must also satisfy a charge conserva-
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tion sum rule. The rule can be intuitively obtained by noting that since there is an electron
already specified at r, then there must be N -1 electrons elswhere, i.e., distributed over the
domain of r′. Volume integration over r′ should therefore normalize to N -1 electrons.
The sum rule for ρxc(rr
′) can however be rigorously established on the basis of its Her-
mitian density operator formalism. Based on the treatment given in reference [2], one first
reformulates the PCD defined in Eqn.[2.24] so that the pair function ⟨Ψ(X)|P̂ (rr′)|Ψ(X)⟩ is
expressed as a difference of two sums such that its self-interaction free structure is preserved,
viz.
P (rr′) = ⟨P̂ ⟩ = ⟨
∑
ij
δ(ri − r)δ(rj − r′)⟩ − ⟨
∑
i
δ(ri − r)δ(ri − r′)⟩ (2.27)
Factoring the separate sums over i and j in the first expectation, and dividing by the single















δ(ri − r)δ(ri − r′)
⟩]
(2.28)
The second expectation in the last equation can be simplified by noting that the variables
over which the integration takes place, i.e., r1, r2, ..., rN ≡ {ri} must be restricted to values
consistent with the definition of the PCD. This in turn means that for each ith partial
sum of the second expectation, non-vanishing integral contributions derive solely from those
product Dirac delta functions δ(ri−r)δ(ri−r′) where ri evaluates to r 2. Integral evaluation
2The unprimed position vector by definition specifies the electronic coordinate in non-local density distri-
butions such as the pair correlation density.
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of δ(ri− r′) thereby admits its factorization as δ(r− r′) from each partial sum, in which case































= ρ(r)−1[Nρ(r)− ρ(r)] (2.31)
After simplification, the charge conservation sum rule for g(rr′) is obtained as
∫
g(rr′)dr′ = N − 1 (2.32)
This implies that the Fermi-Coulomb hole ρxc(rr
′) must satisfy the charge conservation sum
rule given by ∫
ρxc(rr
′)dr′ = −1 (2.33)
2.4 N-Schrödinger System “Classical” Fields
Each of the quantal sources defined within the N -Schrödinger system give rise to respective
“classical” fields representative of the various N -body correlations. As specified by the QNFL
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applied to the Schrödinger system (see Eqns.[2.9]-[2.10]), these fields are: (A) the electron-
interaction field Eee(r), and by its decomposition, (B) the Hartree field EH(r) and Pauli-
Coulomb field Exc(r); it also defines (C) the differential density field D(r), and (D) the
kinetic field Z(r). Corresponding to each of the above fields, there is also an associated
“force”, obtained in the “classical” sense, by dividing by the single particle density, i.e., as a
“force” per unit charge.
A. Electron Interaction Field Eee(r)
The electron interaction field Eee(r), is the “field representative” of the Pauli-Coulomb
correlations. It is constructed, from its quantal source, i.e., the PCD, by application of






Coulomb’s law therefore takes intrinsically non-local electron correlation information and
transforms into a local construct, i.e., a “classical” field which depends only on the coordi-
nates of a single variable r. Note that the electron interaction field can further be defined






In terms of its vector field symmetry, Eee(r) will generally be solenoidal, meaning that
it will have a non-vanishing curl, i.e., ∇ × Eee(r) ̸= 0 . That is to say, the Eee(r) field
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is generally not conservative, i.e., absent special symmetry, it cannot be expressed as the
gradient of some scalar potential.
This general property of the Eee(r) field, and “quantal Newtonian” fields in general, can
often be deduced from the structure of its quantal source. If the quantal source is local
(either natively or by static collapse), then its corresponding field will be conservative, and
thus path independent. On the other hand, if the field derives from a non-local quantal
source (i.e., a dynamic), then in general, the field will not be conservative unless the system
has special symmetry.
B. Hartree Field EH(r) and Pauli-Coulomb Field Exc(r)
The components of the Schrödinger system Eee(r) field can be obtained by considering
the decomposition of its quantal source, i.e., the pair correlation density g(rr′) (defined by











The preceding quantal source decomposition of the PCD indicates that Eee(r) actually incor-
porates two separate field subcomponents according to the expresssion,
Eee(r) = EH(r) + Exc(r) (2.37)
EH(r) is known as the Hartree field subcomponent of the electron interaction field and can
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Thus, EH(r) can be thought of as the “field representative” of ρ(r′), or equivalently, the field
representative of the local part of the PCD.
As the quantal source of the Hartree field represents a static charge distribution, the
Hartree field is by definition irrotational, i.e., ∇ × EH(r) = 0. Consequently, the Hartree
field is fundamentally conservative, meaning that one can always define a scalar potential,
the gradient of which recovers the field.
The remaining component of the Schrödinger electron interaction field decomposition of
Eqn.[2.37], i.e., Exc(r), is known as the Pauli-Coulomb field. It is the “field representative” of
the Pauli-Coulomb correlations (beyond those incorporated by the Hartree contribution) and








As one may deduce from the fundamental non-locality of its quantal source, the Pauli-
Coulomb field, absent special symmetry, must have a non-vanishing curl, i.e., ∇×Exc(r) ̸= 0.
C. Differential Density Field D(r)
Another “quantal Newtonian” field component specified by the Schrödinger system QNFL
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for which its source is again the single particle density, is the differential density field D(r).








Since the curl of the gradient of a scalar function vanishes, the differential density field is
conservative, so that ∇×D(r) = 0.
D. Kinetic Field Z(r)
The remaining field defined by the QNFL applied to the Schrödinger system is the kinetic
field Z(r). As its name suggests, Z(r) enables determination of the fully-interacting system
kinetic energy. Its quantal source is the spinless single particle density matrix γ(rr′) defined
by Eqn.[2.14]. The kinetic field is itself related to γ(rr′) through third order derivatives of
an R3 kinetic energy density (KED) tensor field; in particular, Z(r) is defined in terms of
the kinetic “force” z(r) such that
Z(r) = z(r; [γ])
ρ(r)
(2.42)
The kinetic “force” z(r) is itself defined in terms of its α cartesian component [18] denoted

























Note that the kinetic field Z(r) will in general not be conservative, i.e., ∇ × Z(r) ̸= 0, as
its quantal source, the single particle density matrix γ(rr′), is non-local.
2.5 Energy Definitions within Schrödinger Theory
As seen so far, a quantum state Ψ(X) as determined within the context of Schrödinger
theory gives rise to quantal sources. QDFT makes it possible to associate a “classical” field
with each such quantal source. Bearing in mind that each field component will have a
corresponding energy, the total energy of the Schrödinger system, dentoted Etot, admits the
following decomposition:
Etot = Eext + Eee + T (2.45)
In the total energy expression, Eee represents the energy associated with the Eee(r) field.
The kinetic energy, denoted by T , represents the energy associated with the fully-interacting
kinetic field, Z(r). Eext is the external potential energy. However, unlike the electron
interaction energy and kinetic energy components, Eext is associated with all fields of the
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quantal system [1]. As quantum expectations, the aforementioned energy components can
be obtained as ⟨Ûee⟩, ⟨T̂ ⟩ and ⟨V̂ ⟩, respectively where Ûee, T̂ and V̂ are defined in Eqns.[1.4]-
[1.6].
Energy expressions for Eee and its various energy components can be determined by
considering the energy of interaction between two charge density distributions, namely, the
local density and the quantal source underlying the field.
A. Electron Interaction Energy, Eee
Since the quantal source of the electron interaction field is the pair correlation density,
its corresponding energy, the electron interaction energy Eee, can be expressed in terms of








Substituting the decomposition of g(rr′) defined by Eqn.[2.26] into the preceding equation,
it then becomes possible to write
Eee = EH + Exc (2.47)








The Hartree energy (a.k.a. Coulomb self-energy), is thus the energy of interaction of the den-
sity with itself. Similarly, the Pauli-Coulomb energy Exc, associated with Exc(r) is expressed










Similarly, the Pauli-Coulomb energy can be considered as the energy of interaction between
the local density and the Fermi-Coulomb hole charge density distribution.
An alternate approach in the determination of Eee and its subcomponents invokes a
wholly different strategy by implementing the “quantal Newtonian” field directly. Known as
the integral virial formulation, the energy expressions are derived according to the treatment
given in references [1] and [11]. Note that in the virial approach, the energy expressions will
be independent of whether the fields are conservative. The derivation begins by rewriting





[(r− r′) · (r− r′)]
|r− r′|3




where EIee and E
II













[r′ · (r′ − r)]
|r− r′|3
ρ(r)g(rr′)drdr′ (2.52)
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In EIIee, one defines the function h(rr





Hence h(rr′) is symmetric, viz., h(rr′) = h(r′r). Reformulating EIIee so that g(rr
′) is expressed





[r′ · (r′ − r)]
|r− r′|3
ρ(r)ρ(r′)h(rr′)drdr′ (2.54)
Interchanging r and r′ in the preceding equation and employing the symmetry properties of





[r · (r− r′)]
|r− r′|3
ρ(r)ρ(r′)h(rr′)drdr′ (2.55)
It is therefore evident that EIIee = E
I
ee in which case, Eee becomes
Eee =
∫ ∫












ρ(r)r · Eee(r)dr (2.58)
The virial integral forms of the Hartree and Pauli-Coulomb energy can be obtained by sub-
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stituting the expression for Eee(r) defined in terms of its Schrödinger system subcomponents
(see Eqn.[2.37]) into the preceding equation, so that
EH =
∫
ρ(r)r · EH(r)dr (2.59)
Exc =
∫
ρ(r)r · Exc(r)dr (2.60)
B. Kinetic Energy, T
In terms of the kinetic energy T , the corresponding quantal source is a density matrix
and not a charge density distribution. Hence, the strategy for obtaining T in terms of its
quantal source is altogether different by contrast to that for the electron interaction energy.
In particular, T is determined by noting that the trace of the kinetic energy density tensor
field (see Eqn.[2.44]) equates to the kinetic energy density, t(r). Volume integration over t(r)











One can also obtain T by way of the virial approach where the kinetic field Z(r) is imple-
mented directly. According to reference [1], it can be shown that Eqn.[2.62] is equivalent to
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r · z(r)dr (2.64)
C. External Potential Energy, Eext
The remaining component of the total energy expression, the external potential energy




On the basis of the DVT or equivalently, the QNFL (see Eqn.[2.9]), the external potential
energy depends on all fields through its gradient relation to the external field F ext(r), and




F ext(r′) · dl′ =
∫ r
∞
F int(r′) · dl′ (2.66)
In light of the preceding equation, the external potential may be accorded a physical inter-
pretation as the work done to move a model fermion from infinity to a general position r in
2.6 “Quantal Newtonian” First Law: Application to S-system 73
the internal field [1]. The external potential energy in terms of the internal field F int(r) of






F int(r′) · dl′ (2.67)
with the internal field defined according to Eqn.[2.10].
2.6 “Quantal Newtonian” First Law: Application to S-system
The QNFL for a system of non-interacting fermions [1] in an external field F ext(r) = −∇v(r)
having the same density as the Schrödinger system is
F ext(r) +F ints (r) = 0 (2.68)
where F ints (r), the internal field of the model fermions, is given by
F ints (r) = F eff(r)−D(r)−Zs(r) (2.69)
Since the external field is by definition irrotational, Eqn.[2.68] directly implies the same to
be the case for the internal field, viz.
∇×F ints (r) = 0 (2.70)
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Recall, the effective field F eff(r) specified by the S-system QNFL of Eqn.[2.69], is an
artificial field construct predicated on the assumed existence of the S-system. In other
words, it is a field description of the effective one-body electron interaction potential vee(r)
(see Eqn.[2.8]) associated with the model fermions that ensures the recovery of the interacting
system density, and hence energy. As such, F eff(r) reflects all the QMB correlations of the
interacting system.
Comparison of the S-system QNFL of Eqn.[2.68] with the analogous QNFL relation for
the interacting system given by Eqn.[2.10], will admit a working expression for F eff(r) and
consequently supply the needed map to recover the Schrödinger system density. Before
this can be accomplished however, the quantal sources responsible for the fields specified in
F ints (r), must first be defined.
2.7 Quantal Source Definitions: S-system
The quantal sources associated with the S-system are the (A) single particle density ρ(r),
(B) the Dirac density matrix, denoted γs(rr
′), and (C) the S-system pair correlation density,
denoted gs(rr
′). The the S-system pair correlation density is subject to decomposition
into local and non-local components, with its non-local component known as (D) the Fermi
hole ρx(rr
′). Moreover, by considering the pair densities for both interacting and model
fermions, (E) the Coulomb hole ρc(rr
′) becomes defined. Quantal source definitions will
be formulated in terms of the same quantum-mechanical operators previously discussed
in section 2.2. However, expectations must now be taken with respect to the S-system
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wavefunction, a single Slater determinant of model fermion orbitals.
A. Single Particle Density, ρ(r)
In the context of the S-system, the single particle density ρ(r) maintains its Schrödinger
system probabilistic interpretation. It is thus defined as an expectation over the Hermitian
density operator ρ̂(r) (Eqn.[2.5]). However, the expectation must now be taken with respect







As QDFT requires that the S-system reproduce the Schrödinger system density, ρ(r) must




B. Dirac Spinless Single Particle Density Matrix, γs(rr
′)
The Dirac spinless single particle density matrix γs(rr
′) is the expectation of the density
matrix operator γ̂(rr′) (see Eqn.[2.17]) taken with respect to the S-system wavefunction, viz.
γs(rr







Note that the diagonal elements of the Dirac density matrix γs(rr
′), like the fully-interacting
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density matrix, recovers the single particle density, viz.
γs(rr) = ρ(r) (2.74)
The Dirac density matrix is also Hermitian, viz.
γs(r
′r) = γ∗s (rr
′) (2.75)
However, unlike the fully-interacting single particle density matrix, the Dirac density matrix





C. S-system Pair Correlation Density, gs(rr
′)
The S-system pair correlation density (S-PCD) gs(rr
′) has the same probabilistic inter-
pretation as its fully-interacting counterpart. gs(rr
′) is therefore the conditional probability
of finding a model fermion at r′ given that there is one already specified at r. Accordingly,







Consistent with its definition as a conditional probability, for each position r, the S-system
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pair correlation density gs(rr
′) must satisfy the charge conservation sum rule
∫
gs(rr
′)dr′ = N − 1 (2.78)
D. Fermi Hole, ρx(rr
′)
As the wavefunction of the S-system is a single Slater determinant of model fermion
orbitals {ϕi(x)}, the non-local part of the S-system pair correlation density only reflects the
Pauli correlations, i.e., electron correlation arising from antisymmetry of Φ{ϕi(x)}. The S-
system pair correlation density gs(rr
′) may therefore be decomposed into local and non-local
parts as
gs(rr
′) = ρ(r′) + ρx(rr
′) (2.79)
where the Fermi hole ρx(rr
′) is the non-local quantal source component of the S-system PCD
representing the hole charge density distribution due to Pauli exclusion; it is defined [1, 26]


















Thus formally, the Fermi hole is defined as the reduction in density at r′ due to the presence
of an electron of parallel spin at r.
As the Fermi hole qualifies as a charge density distribution, it must also obey a charge
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conservation sum rule. By considering Eqn.[2.79] in light of Eqn.[2.72] and Eqn.[2.78], the
charge conservation sum rule for the Fermi hole for each position r can be immediately
obtained as, ∫
ρx(rr
′)dr′ = −1 (2.81)
Also, the Fermi hole must also satisfy the constraint of negativity
ρx(rr
′) ≤ 0 (2.82)
The Fermi hole is bound by yet another constraint. When evaluated at the electron





Note that within QDFT, the Fermi hole is defined even for spin-paired singlet states. For
example, when mapping two fermions of opposite spin to an S-system in its ground state
(viz., the orbitals in this case will be given by ϕ(r) = [ρ(r)/2]1/2), the Fermi hole obtained







Though the Fermi hole is in this instance independent of the electron position, i.e., a static
charge distribution, it is evident that it still satisfies the charge conservation constraints of
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Eqns.[2.81]-[2.83].
E. Coulomb Hole, ρx(rr
′)
As the native orbital structure of the S-system has furnished an explicit definition of
the Fermi hole, it now becomes possible to define the Coulomb hole ρc(rr
′), a non-local
charge density distribution representative of the Coulomb repulsion. It is formulated as the
difference between the respective fully-interacting and model system pair densities according
to
ρc(rr
′) = g(rr′)− gs(rr′) (2.85)
= ρxc(rr
′)− ρx(rr′) (2.86)
The existence of an explicit definition of the Coulomb hole within QDFT, thereby makes pos-





A charge conservation sum rule for the Coulomb hole also exists; for each electron position
r, it reads: ∫
ρc(rr
′)dr′ = 0 (2.87)
The Coulomb hole sum rule is readily obtained by noting that ρxc(rr
′) and ρx(rr
′) both
satisfy the same sum rules (see Eqns.[2.33] and [2.81]). It is clear from the Coulomb hole
sum rule that there is no constraint with regard to the sign of the Coulomb hole charge
density, only that the total hole charge sums to zero.
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2.8 S-system ”Classical” Fields
As in the case of the interacting system, each of the above quantal sources delineated within
the S-system map will give rise to an associated “classical” field. These fields are: (A) the
differential density field D(r), (B) S-system electron interaction field, Eee,s(r), and by its
decomposition, (C) the Hartree field EH(r) and Pauli field Ex(r); as the Pauli field becomes
separately and explicitly defined with the model system, it will also thereby enable a separate
and explicit definition of (D) the Coulomb field Ec(r). The S-system map will also define
(E) the S-system kinetic field, Zs(r). Also, by simultaneous consideration of quantal sources
appurtenant to the interacting and S-system kinetic fields, the (F) correlation-kinetic field,
Ztc(r) will also be defined—it must be accounted for in the S-system map in order to recover
the fully-interacting kinetic energy.
A. Differential Density Field D(r)
The expression for the S-system differential density field, D(r) is the same as that given
for the Schrödinger system (see Eqns.[2.40-2.41]); since the single particle densities ρ(r) of
the two systems are constrained to be equivalent, their structure, and hence differential
properties are also identical.
B. S-system Electron Interaction Field Eee,s(r)
The S-system electron interaction field denoted Eee,s(r) can be obtained from its quantal
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As the S-system PCD encompasses both the Hartree and Pauli correlations, by employing
the decomposition of gs(rr
′) into local and non-local parts according to Eqn.[2.79], Eee,s(r)
may immediately be decomposed as
Eee,s(r) = EH(r) + Ex(r) (2.89)
C. Hartree EH(r) and Pauli Fields Ex(r)
The Hartree field EH(r) referenced by the preceding equation, is the field representative
of the local part of both the S-system and fully-interacting system pair correlation densities.
In other words, its S-system structure is identical to that defined by the fully-interacting
system (see section 2.4(B)).







Note that as a consequence of the general non-locality of the Fermi hole, the Pauli field
is solenoidal, i.e., ∇× Ex(r) ̸= 0. Thus, absent special symmetry, the Pauli field will not be
conservative.
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D. Coulomb Field Ec(r)
Again, applying Coulomb’s law to the Coulomb hole quantal source, one also defines








As the quantal source of the Coulomb field is non-local, Ec(r) has a non-vanishing curl, i.e.,
∇× Ec(r) ̸= 0. Accordingly, the Coulomb field absent special symmetry, is not conservative.
In light of the above, it now becomes possible to effect a further decomposition of the
Schrödinger system Eee(r) field, such that
Eee(r) = EH(r) + Ex(r) + Ec(r) (2.92)
E. S-system Kinetic Field Zs(r)
The S-system kinetic field Zs(r) is defined in terms of its quantal source, the Dirac
density matrix γs(rr





where the S-system kinetic force, zs(r) is itself defined in the classical sense as the divergence
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The S-system KED tensor ts,αβ(r; [γs]) in the force expression can be constructed from its
quantal source, the idempotent Dirac density matrix, through a succession of derivative oper-

















Despite the fact that the quantal source of the Dirac density matrix is non-local, the differ-
ential properties of the fields specified in the S-system QNFL of Eqns.[2.68]-[2.69] , requires
∇×Zs(r) = 0 3. The S-system kinetic field is therefore conservative.
F. S-system Correlation-kinetic Field Ztc(r)
The correlation-kinetic field denoted Ztc(r), which accounts for the difference in kinetic
energy between the S-system system and the Schrödinger system, is defined as
Ztc(r) = Zs(r; [γs])−Z(r; [γ]) (2.96)
3The curl of the gradient of a scalar function vanishes. The differential density and S-system effective
fields are therefore irrotational based on their respective definitions, viz., D(r) = − 14∇∇
2ρ(r), and Feff(r) =
−∇vee(r). Therefore, in order for the curl of the S-system internal field to vanish as required by Eqn.[2.70],
Zs(r) must be irrotational.
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which may be alternately expressed in terms of the fully-interacting and S-system kinetic
force as
Ztc(r) =
zs(r; [γs])− z(r; [γ])
ρ(r)
(2.97)
Note that the quantal source of the correlation-kinetic field is the difference between the
fully-interacting and S-system one-body density matrices, i.e., γs(rr
′) − γ(rr′). Also, in
the absence of special symmetry, the correlation-kinetic field will be characterized by a
nonvanishing curl, i.e., ∇ × Ztc(r) ̸= 0. The correlation-kinetic field is therefore generally
not conservative.
Pausing for a moment, it should be clear that the assumption of the S-system in conjunc-
tion with the QNFL, has effectively enabled a separate delineation of the Pauli and Coulomb
correlations in terms of “classical field” representatives (see Eqn.[2.92]); a deed not otherwise
achievable via consideration of the Schrödinger system alone. It has also explicitly defined
the field representative of the QMB correlations contributing to the kinetic energy of the
system (see Eqn.[2.96]). Explicit definitions of the corresponding QMB correlation energies
(section 2.9) and potentials (section 2.10) that flow from these fields will be discussed next.
2.9 Decomposition of Total Energy Using S-system Energy Defi-
nitions
The goal of this section is to generate an expression for the total energy of the fully-interacting
system using energy definitions realized by the S-system framework.
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A. S-system Electron Interaction Energy, Eee,s
Consider first the S-system electron interaction energy Eee,s. Formulated as an energy of









Equivalently, it may be expressed as a virial integral over Eee,s(r)
Eee,s =
∫
ρ(r)r · Eee,s(r)dr (2.99)
B. Pauli Energy, Ex
Employing the definition of gs(rr
′) from Eqn.[2.79] in Eqn.[2.98], the S-system electron
interaction energy may be decomposed as
Eee,s = EH + Ex (2.100)
where the Pauli energy, denoted Ex, now becomes defined. The Pauli energy, as its name
suggests, is the energy associated with the correlations due to the Pauli exclusion principle.
As such, it can be viewed as the quantum mechanical interaction energy between the density
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Equivalently, the integral virial expression for the Pauli energy which employs the Pauli field
directly is given by
Ex =
∫
ρ(r)r · Ex(r)dr (2.102)
C. Coulomb Energy, Ec Decomposition of Eee
Next, we revisit the electron interaction energy Eee as defined by the fully-interacting
system (see Eqn.[2.47]). Recall that the Schrödinger system definition of Eee did not admit
separate treatment of the Pauli and Coulomb correlations. However, the Coulomb hole, by
virtue of its explicit definition, has already ordained that such a decomposition based on the
S-system framework can be realized. In particular, when the definition of the Coulomb hole
according to Eqns.[2.85]-[2.86] is inserted into the pair correlation density g(rr′) of Eqn.[2.46]
one obtains
Eee = EH + Ex + Ec (2.103)
where Ec, the Coulomb energy, is the correlation energy contribution arising from Coulomb
repulsion.
When formulated as an energy of interaction between the density and the Coulomb hole
ρc(rr
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Equivalently, it may be expressed in virial form using the Coulomb field directly
Ec =
∫
ρ(r)r · Ec(r)dr (2.105)
The expression for the electron interaction energy in virial form may thus be written
Eee =
∫
ρ(r)r · Eee(r)dr = EH + Ex + Ec (2.106)
D. S-system Kinetic Energy, Ts
The kinetic energy associated with the model fermions is known as the S-system kinetic













∇r′ · ∇r′′ γs(r′r′′)|r′=r′′=r (2.108)
The virial integral expression for the S-system kinetic energy which directly implements the






Alternately, it may be expressed as the expectation of the kinetic energy operator, T̂ taken
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with respect to the S-system wavefunction









E. Correlation-Kinetic Energy, Tc
Moreover, by considering the difference between the S-system and the fully-interacting
system kinetic energy, one can now define the correlation component of the fully-interacting




[t(r)− ts(r)]dr = T − Ts (2.111)
with T given by Eqn.[2.62] and Ts given by Eqn.[2.107]. Equivalently, Tc may be formulated






Note that the effective volume available to a fully-interacting fermion is less than it is for a
model fermion due to the absence of Coulomb correlations in the latter. Thus when mapping
from the ground state of a fully-interacting system to an S-system in its ground state (as in
the present work), Heisenberg uncertainty therefore requires that T > Ts which means that
Tc is a positive quantity [1].
F. External Energy, Eext
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The final component considered in the decomposition of the total S-system energy is the
external potential energy, Eext experienced by the model fermions. Formulated in terms of





Since the fermions of both the model and interacting system are constrained to have the same
density ρ(r), and also subject to the same external potential v(r), their external potential
energies must be the same. Moreover, according to the QNFL of Eqn.[2.68], the external






F ints (r′) · dl′ (2.114)
with F ints (r) given by Eqn.[2.69].
G. Total Energy, E
The energy decomposition of the fully-interacting system, within the S-system framework
originally sought, is therefore
E = Ts + Eext + Eee + Tc (2.115)
By implementing Eqn.[2.113] and using Eqn.[2.103] to expand Eee, the preceding expression
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for the total energy becomes
E = Ts +
∫
ρ(r)v(r)dr+ EH + Ex + Ec + Tc (2.116)
It is also possible to write an expression for the total energy of the model fermions based
on the eigenvalues {ϵi} corresponding to the occupied eigenstates {ϕi} of the governing






ρ(r)vee(r)dr+ EH + Ex + Ec + Tc (2.117)
2.10 S-system Electron Interaction Potential Energy
It should now be clear that the fundamental concern of QDFT is to find a field prescription
for the local effective potential within the framework of Eqns.[2.1]-[2.8], that fully specifies
a hypothetical reference system of noninteracting fermions constrained to having the same
density as the Schrödinger system and onto which the N -body correlations are mapped.
This goal, can in principle be fulfilled in an exact manner by simultaneously considering the
QNFLs for the Schrödinger and model system.
The required field can be obtained [1] by first noting that the fermions of the model and
interacting systems are subject to the same external field. One is therefore at liberty to
equate the internal fields given by the respective S-system and Schrödinger system QNFLs,
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viz.
F ints (r) = F int(r) (2.118)
Substitution of the respective QNFL expressions for the internal fields from Eqn.[2.10] and
Eqn.[2.69], viz.,
F eff(r)−D(r)−Zs(r) = Eee(r)−D(r)−Z(r) (2.119)
delivers the basic working expression for F eff(r) in terms of its field components
F eff(r) = Eee(r) +Ztc(r) (2.120)
Substituting the above expression for the effective field into Eqn.[2.8], the local effective




[Eee(r) +Ztc(r)] · dl′ (2.121)
Noting that F eff (i.e., the integrand in the preceding expression) is conservative, by definition
its curl must vanish, viz.
∇× [Eee(r) +Ztc(r)] = 0 (2.122)
But since the Hartree field subcomponent of Eqn.[2.122] is always conservative, viz.
EH(r) = −∇WH(r) (2.123)










it must be the case that
∇× [Ex(r) + Ec(r) +Ztc(r)] = 0 (2.125)
from which it follows that the local effective potential for systems of arbitrary symmetry
may be written





[Ex(r′) + Ec(r′) +Ztc(r′)] · dl′
)
(2.126)
If the individual fields Ex(r), Ec(r), andZtc(r) are separately conservative (i.e., ∇×Ex(r) = 0,
∇× Ec(r) = 0, and ∇×Ztc(r) = 0), the local effective potential may be written as the sum
of the separate work done in the force of these fields [1]













Ztc(r′) · dl′ (2.130)
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The fields will be separately conservative if the physical system in question admits of certain
symmetries, as for example, when the system is spherically symmetric.
Chapter 3
DERIVATION OF HOOKE’S ATOM
WAVEFUNCTION
3.1 Introduction
The overarching goal of the present work is to conduct a complete QDFT analysis of the
Hooke’s atom in the Wigner high electron correlation regime. To do so, one must first
have available a wavefunction for this system. Recall that Hooke’s atom is comprised of
two electrons which interact Coulombically, but are confined harmonically, the confinement
strength being determined by the force constant k. Taut has shown that for a particular,
denumerably infinite set of force constants, exact closed form analytical wavefunctions for
both ground and excited states of the Hooke’s atom exist [1]. In Taut’s general prescription,
the coordinate space of the Hooke’s atom Hamiltonian is linearly transformed to a new basis
in which the wavefunction becomes factorizable. Solving the Schrödinger’s wave equation
thereby reduces to solving two one-body problems, respectively giving rise to radial and
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harmonic oscillator eigenfunctions. Since the harmonic oscillator part is well-known, the
present chapter will show in explicit detail how one can use Taut’s general prescription to
solve the radial portion.
What is most auspicious about Hooke’s atom, is that it presents itself as a many-body
quantum system for which exact solutions can be found [1–3] on either side of the Wigner
transition. This property of Hooke’s atom is of course attributed to its harmonic confinement
potential. In the transformed space, this potential gives rise to a radial differential equation
(DEQ) that can be solved via the Frobenius method [4], often referred to as a “modified power
series” method. The term ‘modified’ is used because it is strictly not a power series method:
rather, it incorporates the method of solving Euler type DEQs (which uses a simple power
ansatz) in combination with traditional power series methods. Be that as it may however,
the solutions involve a series—and since this series must truncate in order to guarantee
normalization, one can infer that exact orbital solutions can be found.
The remaining sections are organized as follows: In section 3.2, the Hooke’s atom Hamil-
tonian, not otherwise separable due to the electron-electron interaction potential term, will
be linearly transformed to a new basis that employs center-of-mass and relative coordinates.
With this change of variable, the Hamiltonian will decouple thereby admitting two separate
DEQs, each formulated in terms of its respective separated coordinate. Then in section 3.3,
the 3D harmonic oscillator solution will be presented with the radial one-particle Schrödinger
equation solved in detail using the Frobenius method. This will yield a general form of the or-
bital solutions, defined in terms of a Gaussian exponential times a polynomial factor wherein
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the highest order of the latter, denoted here by n, completely specifies the wavefunction. The
general expression for the reduced energies (ε′′) in term of the polynomial order will also be
given. Then in section 3.4, the wavefunction (n = 2) employed in benchmarking1 the QDFT
Wigner-high electron correlation regime results will be derived. Although, the wavefunction
is well-known, it is included here for completeness as well as to exemplify exactly how the
celebrated Hooke’s atom k = 1/4 benchmark system may be derived. Then in section 3.5,
the wavefunction (n = 5) implemented in the Wigner-HECR study will be derived.
3.2 Separation of Variables
Hooke’s atom is a hypothetical N = 2 electron system described by an external oscilla-
tor potential and Coulomb inter-electron potential that admit analytically exact quantum
mechanical wavefunctions. In order to demonstrate this, consider the time independent
Schrödinger’s wave equation
ĤΨ(r1, r2) = EΨ(r1, r2) (3.1)
where Ψ(r1, r2) represents the spatial 2-body wavefunction, E is the ground state energy,

















1Benchmarking is necessary in order to: (i) validate the spectral methods developed as part of this study
(i.e., to cast the various QDFT objects into an appropriate numerical form), and (ii) validate the theoretical
refinements developed here for purposes of simplifying the QDFT correlation-kinetic analysis for the general
Hooke’s atom.
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In the above Hamiltonian, k refers to the Hooke’s atom force constant; it is defined in terms




Ĥ is not separable in the (r1, r2) coordinate basis due to the r
−1
12 repulsion term. However,
if one implements a change of variable to relative and center-of-mass coordinates s and R,
respectively, e.g.





the Hamiltonian will decouple. This can be accomplished without loss of generality if the r1
and r2 position vectors are first expressed in Cartesian coordinates, viz.
r1 = (x1, y1, z1) (3.6)
r2 = (x2, y2, z2) (3.7)
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Next, by expressing s and R in the same Cartesian basis, viz.
s = (s1, s2, s3) = (x1 − x2, y1 − y2, z1 − z2) (3.9)










the x component of the ∇r1 gradient operator can be expanded in the (s,R) basis using the
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The Laplacian with respect to the r1 position vector is thus obtained as






















∇2R +∇s · ∇R (3.16)
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so that the Laplacian with respect to the r2 position vector is obtained as






















∇2R −∇s · ∇R (3.22)
Upon insertion of Eqn.[3.22] and [3.16] into Eqn.[3.2], the cross terms ∇s ·∇R cancel so that
Ĥ decouples, viz
Ĥ = Ĥs + ĤR (3.23)
where











∇2R + ω2R2 (3.25)
Note that s of Eqn.[3.24] is the inter-particle coordinate distance r12 ≡ |r1 − r2| so that
s = (r21 + r
2
2 − 2r1 · r2)
1
2 (3.26)
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The original 2-body problem has thus been decomposed into two tractable 1-body eigenvalue
problems, namely, a center-of-mass and relative motion equation given respectively by
ĤRζ(R) = εRζ(R) (3.27)
and
Ĥsφ(s) = εsφ(s) (3.28)
The orbitals φ(s) and ζ(R) respectively denote the relative and center-of-mass eigenfunctions
which are subject to the normalization conditions
∫
|ζ(R)|2dR = 1 (3.29)
∫
|φ(s)|2ds = 1 (3.30)
The total energy E is obtained as the sum of the corresponding one-particle eigenvalues, i.e.,
E = εR + εs (3.31)
Upon separately solving the above one particle problems for φ(s) and ζ(R) and noting that
the Hamiltonian of Eqn.[3.2] is spin-independent, one may formulate the 2-body wavefunction
of the Hooke’s atom as
Ψ(x1,x2) = φ(s)ζ(R)χ(σ1, σ2) (3.32)
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x1 = r1σ1 (3.33)
x2 = r2σ2 (3.34)
where φ(s)ζ(R) delivers the spatial part of the wavefunction, i.e.,
Ψ(x1,x2) = Ψ(r1, r2)χ(σ1, σ2) = Ψ(s,R)χ(σ1, σ2) (3.35)
and χ(σ1, σ2) refers to a two-electron spin function. The spin coordinates σ1 and σ2 corre-
spond respectively to spin projections of electrons 1 and 2 along the z-axis. Given that the
wavefunction must satisfy the Pauli principle
Ψ(x1,x2) = −Ψ(x2,x1) (3.36)
the symmetry of the spatial part of the wavefunction will be governed by χ(σ1, σ2). In
particular, for ground state Hooke’s atom χ(σ1, σ2) represents a spin-paired singlet state
and will thus be anti-symmetric with respect to particle exchange; the spatial part of the
wavefunction will therefore be symmetric, i.e., Ψ(r1, r2) = Ψ(r2, r1). Moreover, as ζ(R)
will always remain symmetric against particle exchange this implies φ(s) for ground state
Hooke’s atom must be symmetric, i.e., φ(s) = φ(−s). Keeping these symmetry constraints
in mind, the spin coordinates are henceforth dispensed with, and only the spatial part of the
wavefunction (as obtained from solution of the Schrödinger’s Eqn.[3.1]) considered.
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3.3 General Solution: Center of Mass and Relative Motion Eigen-
functions
The center-of-mass equation (Eqn.[3.27]) is the 3D quantum harmonic oscillator problem
with the well known ground state analytical solution given by
ζ (R) = NRe
−ωR2 (3.37)








One must now endeavor to solve the relative motion problem defined by Eqn.[3.28]. Its









φ (s) = εsφ (s) (3.39)
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φ (s) = ε′φ (s) (3.43)

























































φ (s) = ε′φ(s) (3.46)
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Invoking the usual orbital ansatz for spherically symmetric potentials, the solution may be
formulated as a separable product of a radial function denoted S(s) with a spherical harmonic
Y ml (θ, ϕ), e.g.
φ (s) = S (s)Y ml (θ, ϕ) (3.47)























SY ml = ε
′SY ml (3.48)























SY ml = ε
′SY ml (3.49)






















− ε′ = 0 (3.50)
Noting that Y ml is an eigenfunction of the L̂
2 operator2 defined by Eqn.[3.45], viz.
L̂2Y ml = l (l + 1)Y
m
l , l = 0, 1, 2, . . . (3.51)
2The L̂2 operator defined by Eqn.[3.45] is the same operator representing the square of the magnitude of
the one particle orbital angular momentum, i.e., L̂2 ≡ L ·L = |L|2 where L = −i(r×∇) and |L| = l(l+1) 12
in atomic units; note l is the orbital angular momentum quantum number (l = 0, 1, 2, . . .)






















− ε′ = 0 (3.52)
Simplification of Eqn.[3.52] can be realized (i.e., elimination of the first derivative) by defining
a new function of the relative coordinate denoted u(s) such that
u(s) = sS(s) (3.53)
































u = ε′u (3.55)
The goal is to now solve Eqn.[3.55] for u(s) using power series based methods, but first, the
asymptotic solution must be identified and factored out. Multiplying Eqn.[3.55] by −2u and





2ε′ − ω̃2s2 − 1
s
− l(l + 1)
s2
)
u = 0 (3.56)
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In order to relate the second order differential operators of Eqn.[3.56] between relative coor-






























































(l (l + 1))
)
u = 0 (3.60)
After dividing both sides of Eqn.[3.60] by the reduced oscillator frequency ω̃, the relative









(l (l + 1))
)
u = 0 (3.61)
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In the asymptotic limit i.e., ξ → ∞, note that Eqn.[3.61] collapses to
d2u
dξ2
− ξ2u = 0 (3.63)
Considering that physically admissible solutions of Eqn.[3.63] must be of the form e−
ξ2
2 ,




where t(ξ) is defined as some function, yet to be determined, that is independent of the
asymptotic solution. Applying the second derivative operator to Eqn.[3.64] in accordance

























′′ − 2ξt′ + ξ2t− t
)
(3.65)
















(l (l + 1))
)
t = 0 (3.66)
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′′ − 2ξt′ +
(











′′ − 2ξt′ +
(




(l (l + 1))
)
t = 0 (3.68)
Multiplying both sides of Eqn.[3.68] by ξ2 yields the following differential equation that will
ultimately determine the functional form of t(ξ) originally introduced by Eqn.[3.64]:
ξ2t
′′ − 2ξ3t′ +
(
(ε′′ − 1)ξ2 − ξ√
ω̃
− (l (l + 1))
)
t = 0 (3.69)
In order to solve Eqn.[3.69] note that ξ = 0 is a regular singular point 3 of this equation
so that the Frobenius ansatz may be invoked [5] to expand t(ξ) in the neighborhood of the
nucleus, viz.










3Consider the following second order linear homogeneous differential equation with non-constant coef-
ficients for which solutions about a point x0: P (x)y
′′ + Q(x)y′ + R(x)y = 0 are sought. Converting to
standard form, i.e., y′′ + (QP )y
′ + (RP )y = 0, the set of points x = {x0} such that P (x) = 0 are known
as singular points of the differential equation. In general, attempts to obtain power series solutions of the
form y(x) =
∑∞
n=0 an(x− x0)n about such points will be ineffective due to the singularity. However, if the
singularities in QP and
R
P are algebraically bounded in the neighborhood of x0 such that limx→x0(x− x0)(
Q
P )
and limx→x0(x − x0)2(RP ) are finite, such singular points are classified as regular singular points. In the
neighborhood about a regular singular point one can invoke a more general approach known as the Frobe-
nius method [Frobenius. ”Ueber die Integration der linearen Differentialgleichungen durch Reihen.” J. reine
angew. Math. 76, 214-235, 1873] in which the solution to the above differential equation may be expanded
as a modified power series: y(x) = (x − x0)r
∑∞
n=0 an(x − x0)n about x0 where a0 ̸= 0 and r is a constant
which may include negative integer values [Note: The above is based on the treatment given in Ch. 5 of
Elementary Differential Equations, Boyce and Diprima, 8th Edition (2005)].
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Solving Eqn.[3.69] thus reduces to the problem of determining the constants r and {aj}; this





aj (j + r) ξ
j+r−1
(3.71)






aj (j + r) (j + r − 1) ξj+r−2 (3.72)
Substituting the 1st- and 2nd-derivative expansions for t(ξ) into Eqn.[3.69] yields
∞∑
j=0
aj (j + r) (j + r − 1) ξj+r −
∞∑
j=0













ajl (l + 1) ξ
j+r = 0
(3.73)
Dividing both sides of Eqn.[3.73] by ξr one obtains
∞∑
j=0
aj (j + r) (j + r − 1) ξj −
∞∑
j=0
















ajl (l + 1) ξ
j = 0
(3.74)
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an (n+ r) (n+ r − 1) ξn −
∞∑
n=2














anl (l + 1) ξ
n = 0
(3.75)
Starting each summation of Eqn.[3.75] at n = 2 yields
a0r (r − 1) + a1r (r + 1) ξ +
∞∑
n=2
an (n+ r) (n+ r − 1) ξn−
∞∑
n=2














ξn − a0l (l + 1)−
a1l (l + 1) ξ −
∞∑
n=2
anl (l + 1) ξ
n = 0
(3.76)
Rearranging slightly so as to group terms with like powers of ξ gives












an [(n+ r) (n+ r − 1)− l (l + 1)]−
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In Eqn.[3.77], first consider the coefficient corresponding to the lowest power of ξ. Assuming
a0 is the first nonzero coefficient, i.e., a0 ̸= 0, Eqn.[3.77] implies the following quadratic
equation in r:
r(r − 1)− l(l + 1) = 0 (3.78)
The exponent r of Eqn.[3.70] is therefore obtained as
r = l + 1 (3.79)
The solution corresponding to r = −l is rejected as it would give rise to a singularity in
φ(s) as the inter-particle distance s approaches zero 4. Consider next the coefficient of ξ




+ a1 [r (r + 1)− l (l + 1)] = 0 (3.80)




= a1 [(l + 1) (l + 2)− l (l + 1)] (3.81)
4As it will be understood from the remaining derivation, an indicial exponent r = −l would imply a
second linearly independent solution for φ(s) which behaves as (1/sl+1)Y ml (θ, φ) as s = |r1 − r2| → 0.
Thus for s = 0 and all values of l, φ(s) would become singular. This is not physically acceptable because
Ψ(r1, r2) = φ(s)ζ(R) would become unbounded at r1 = r2 = 0 and no longer satisfy the requirement of
quadratic integrability throughout all space.
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ω̃ (2l + 2)
)
(3.82)
Consider now the coefficient of the general ξn (n ≥ 2) term of Eqn.[3.77] which must also
vanish, viz.




Substituting r = l + 1 into Eqn.[3.83] yields




A slight rearrangement yields the following recurrence relation for the nth coefficient ((n ≥
2)):
an =
an−2 [2 (n+ l)− 1− ε′′] + an−1 1√ω̃
n (n+ 2l + 1)
, n ≥ 2 (3.85)
The general recurrence relation for the coefficients of Eqn.[3.70] in terms of dummy index j










, j ≥ 2
(3.86)
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In order to fully specify {aj}, the two unknown parameters here, i.e., ε′′ and ω̃ must be
determined. In order to start this process, note that normalization of φ(s) can be guaranteed
only if the coefficients {aj} defining its power series solution vanish for some j = n, n ≥ 2.
This implies that t(ξ) of Eqn.[3.70] is in fact a polynomial of order n− 1, viz.





in which case full solutions to the relative coordinate differential equation in the linearly
transformed space (Eqn.[3.61]) can be obtained with the form of Eqn.[3.64] as








In terms of the inter-particle coordinate s Eqn.[3.88] becomes

















thereby defining solutions to Eqn.[3.55] as originally sought. Substituting Eqn.[3.89] into
Eqn.[3.47] while recalling S(s) = s−1u(s) from Eqn.[3.53], and with normalization coefficient
Ns introduced in order to satisfy Eqn.[3.30], yields the following general form for solutions
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of the relative motion one particle eigenvalue problem of Eqn.[3.28] 5












Y ml (θ, ϕ) (3.90)
Next, the quantization condition for the Hooke’s atom energy spectrum is determined. As
{aj} for j > n− 1 in the equation for φ(s) must vanish, one can always make the statement
. . . , an−1 ̸= 0, an = 0, an+1 = 0, . . . (3.91)




an + [2 (l + n+ 1)− 1− ε′′] an−1
(n+ 1) (n+ 2l + 2)
] (3.92)
must therefore collapse to
0 =
[2 (l + n+ 1)− 1− ε′′] an−1
(n+ 1) (n+ 2l + 2)
(3.93)
which implies
2 (l + n+ 1)− 1− ε′′ = 0 (3.94)
5Note that the factor (
√
ω̃)l+1 of Eqn.[3.89] has been absorbed into the normalization coefficient Ns
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so that in general ε′′ is determined as:
ε′′ = 2 (l + n) + 1;n ≥ 2, l ≥ 0 (3.95)
The preceding expression for ε′′ is then back-substituted into recurrence Eqn.[3.86] formu-
lated in terms of dummy index n. Setting an = 0, while recursively expanding an−1 and an−2
in terms of a0 admits a function denoted F (ω̃, ε
′′(n, l)) such that
0 = F (ω̃, ε′′ (n, l)) a0 (3.96)
Recalling a0 ̸= 0, it follows that
F (ω̃, ε′′ (n, l)) = 0 (3.97)
The real positive root of F (ω̃, ε′′(n, l)) for some specified n and orbital state l will therefore
deliver the value of the reduced frequency ω̃.
Pausing for a moment, it should be evident that specification of admissible values of ε′′
consistent with Eqn.[3.95] is tantamount to delivery of the wavefunction. Such is the case
because as just shown, ε′′ maps to a characteristic value of ω̃ and hence uniquely determines
the set of coefficients {aj} of a polynomial where aj = aj(ω̃) with j = 0, . . . , n−1. Knowledge
of {aj} implies knowledge of φ(s) and hence ultimately Ψ(r1, r2). Now recall that n refers
to the number of terms in the polynomial fragment of φ(s). Since for a given orbital state
l, the reduced energy is a function of n, i.e., ε′′ = ε′′(n), where n = 2, 3, 4, . . . ,∞ there
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must accordingly exist an infinite set of oscillator frequencies ω̃ defining particular solutions.
Moreover, each of these solutions must be analytical (i.e., have a convergent power series in
the neighborhood surrounding the nucleus) since it is only the degree of the polynomial that
formally changes as n is varied. It should therefore be understood that the index n labels
the wavefunction. That said, the ground state n = 2 and n = 5 wavefunctions employed in
the current study will be derived. All derived quantities are in atomic units.
3.4 Derivation of n = 2 Wavefunction
The general expression for the Hooke’s atom reduced energy ε′′ in terms of n and l is given
by Eqn.[3.95], so that for n = 2
ε′′ = 2(l + n) + 1
= 2l + 5
(3.98)
Having determined ε′′, Eqn.[3.96] implies that the reduced frequency ω̃ can also be obtained.
By using the recurrence relation Eqn.[3.86] with ε′′ defined according to Eqn.[3.98] and the
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recursion index j set to j = n = 2 in order to relate a2,, a1, and a0, one obtains
a2 =
a0(2(2 + l)− 1− (2l + 5)) + a1 1√ω̃
2(2 + 2l + 1)
=
a0(4 + 2l − 1− 2l − 5) + a1√ω̃














































Since a0 ̸= 0, the preceding equation implies F (ω̃, l) = 0, where F (ω̃, l) is given by the
expression enclosed by the outermost bracket. Solving for the positive real root of F (ω̃, l) = 0
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The reduced frequency corresponding to the n = 2 wavefunction for ground state Hooke’s
atom (i.e., l = 0) is therefore
ω̃ = 0.25 (3.104)
so that the associated oscillator frequency is obtained as
ω = 2ω̃ = 0.5 (3.105)
The force constant k using Eqn.[3.3] for n = 2 is accordingly




Having now obtained ω̃ from the reduced energy ε′′, the relative motion eigenfunction can
now be generated. Invoking Eqn.[3.90] with n = 2 and l = 0 while noting Y 00 (θ, ϕ) = 1/
√
4π,
the orbital φ(s) describing the relative motion is given by the following radial form 6













6Note that Y 00 (θ, φ) = 1/
√
4π is a constant and can thus be absorbed into the normalization Ns
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In order to fully specify φ(s), one must now consider {a0} and {a1}. Factoring a0 from each
term, the following equation is obtained:


















This is permissible since by definition a0 ̸= 0. Next, employing Eqn.[3.86], one obtains the
preceding equation entirely in terms of a0:

















Apart from the aforementioned constraint on a0, it is arbitrary and equated to 1 for conve-
nience (note: it will eventually be absorbed in the normalization). The relative coordinate
wavefunction φ(s) for n = 2 ground state Hooke’s atom is therefore










The normalization Ns on φ (s) for n = 2 is obtained using Eqn.[3.30] whereupon it is found
Ns = 0.068696 (3.111)
In order to obtain the two-body wavefunction Ψ(r1, r2) for the n = 2 ground state Hooke’s
atom, the product of the ζ(R) and φ(s) orbitals defined by Eqns.[3.37] and [3.110] respec-
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tively, are now taken, viz.










When Eqn.[3.112] is expressed in terms of r1 and r2 using Eqns.[3.4], [3.5] and [3.28] one
obtains the n = 2 ground state 2-body wavefunction for Hooke’s atom as













with ω given by Eqn.[3.105]. The 2-body normalization N is obtained as the product of the
respective 1-body normalizations on φ(s) and ζ(R); using the value of NR obtained from
Eqn.[3.38] and the value of Ns from Eqn.[3.111], N is obtained as














0.068696 = 0.029112 (3.114)
3.5 Derivation of n = 5 Wavefunction
Using Eqn.[3.95], the expression for the reduced energy ε′′ corresponding to the n = 5 ground
state Hooke’s atom wavefunction as a function of the orbital state l is given by
ε′′ = 2l + 11 (3.115)
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The n = 5 reduced frequency ω̃ can now be determined. Back-substitution of ε′′(l) given by
Eqn.[3.115] into the recurrence relation Eqn.[3.86] readily delivers {aj|j = 0, . . . , 4} in terms
of ω̃ and l, viz.
a0 ̸= 0 (3.116)
a1 =
a0































Using the recurrence relation Eqn.[3.86] with ε′′ defined according to Eqn.[3.115] and the







a4 + (2l − 2) a3
)
(3.121)







a4 + (2l − 2) a3
)
(3.122)
The recursively defined coefficients {aj|j = 0, . . . , 4} referenced in Eqns.[3.116-3.120] are
then implemented to define a3 and a4 in terms of a0. After factorization of a0 the preceding












































−10l − 35 + 4l2 + (172l2 + 324l + 80l3 + 513 + 16l4)
1
2
44l2 − 47l − 89 + 20l3
(3.124)














so that the oscillator frequency ω is obtained from Eqn.[3.41] as




and the force constant k using Eqn.[3.3] is accordingly
k = ω2 = (0.017346)2 = 0.000301 (3.127)
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Since for the n = 5 ground state Hooke’s atom (i.e., l = 0) the polynomial factor is of the
order 4, the orbital describing the relative motion (see Eqn.[3.90]), must be of the form













In order to fully specify φ(s), numerical values for {aj : j = 0, ..., 4} are now obtained. Recall


































As discussed within the context of the n = 2 case, the a0 coefficient is arbitrary and equated
to 1 for convenience. Note the second term of the polynomial fragment for spin singlet states,
whether ground or excited, will always be s/2 (i.e., half the inter-particle distance) due to
the cancellation of
√
ω̃ that results when a1 is written in terms of a0 (see Eqn.[3.117] with
l = 0); φ(s) for n = 5 ground state Hooke’s atom may thus be written
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Numerical values for the remaining {aj : j = 1, ..., 4} can be found by substituting a0 = 1,
ω̃ = 1/115.299 and l = 0 into recursion Eqns.[3.117-3.120]; the coefficients for the n = 5
ground state wavefunction are therefore obtained as
































































































Applying normalization condition (Eqn.[3.30]), the φ(s) normalization coefficient for n = 5
is obtained as
Ns = 0.0002626 (3.137)
Recalling Eqns[3.32-3.35] with spin suppressed, the normalized n = 5 Hooke’s atom wave-
function in the (s,R) basis is obtained as the product of ζ(R) and φ(s) orbitals (Eqns.[3.37]
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and [3.130] respectively)





















Expressing Eqn.[3.138] in terms of r1 and r2 using Eqs. [3.4], [3.5] and [3.26] delivers the
ground state Hooke’s atom 2-body wavefunction for n = 5






















which in recursive form (see Eqns.[3.117-3.120]) is given by












































with {aj|j = 1, . . . , 4} numerically specified by Eqns.[3.133-3.136] and ω given by Eqn.[3.126].
The 2-body normalization denoted N for the Hooke’s atom 2-body wavefunction is obtained
as the product of respective normalizations on φ(s) and ζ(R); using Eqn.[3.38] and the value
of Ns from Eqn.[3.137] yields
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Note that the ground state wavefunction is symmetric in the interchange of r1 and r2 as
required by Pauli anti-symmetry (Eqn.[3.36]) for spin singlet states as discussed above.
Chapter 4




The state of matter comprised of a low electron density gas in the presence of an external
field F ext = −∇v(r) due to a neutralizing uniform positive charge (jellium) background
was originally proposed by Wigner [1]. As the electron density becomes smaller, the kinetic
energy of the electrons becomes negligible in comparison to the electron-interaction potential
energy. It is the latter term of the Hamiltonian that then dominates in the determination
of the wave function, and leads to a crystallization of the electronic assembly into a body-
centered cubic structure. The difference between the energy per particle for this structure
[1, 2] as compared to the value for the cubic [3], face-centered cubic [2], and hexagonal [4]
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structures is very small. In his work, Wigner also determined the correction to the energy due
to the zero-point oscillations of the electrons about the lattice points. The Wigner regime
of the electron gas is thus characterized in the literature by a low electronic density, and
an electron-interaction energy that is much greater than the kinetic energy. This state of
matter has been observed experimentally in the two-dimensional electron gas on the surface
of liquid helium, and in GaAs - GaAlAs heterostructures in the presence of strong magnetic
fields [5–8].
Since the original papers of Wigner, there has been considerable work done on this and
other systems in this regime. Carr [3] extended Wigner’s work by taking account of lattice
vibrations to determine the energy, specific heat, and magnetic properties. There have been
many studies, more recently employing quantumMonte Carlo methods, for the determination
of the transition density for the onset of Wigner crystallization [9–12]. An atomic model that
also allows for the study of the Wigner regime is the Hooke’s atom [13–15]. The atom is
comprised of two electrons that interact Coulombically, but are confined harmonically. The
Wigner regime is achieved in this model for weak confinement. For this model atom, closed-
form analytical solutions for the wave function can be obtained [15] for both ground and
excited states for a denumerably infinite set of harmonic force constants. There has also been
work employing this model [15–18] to determine the critical force constant k for transition
to this regime (kcrit ≈ 1.6093× 10−3), and analysis in the limit of vanishing force constant.
The Wigner regime of a nonuniform electron gas has also been addressed within the
context of Kohn-Sham (KS) density functional theory [19] (KS-DFT). It turns out that
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the available approximations for the KS ‘exchange-correlation’ energy functional fail in this
regime [20]. As stated by Malet and Gori-Giorgi [21], “Indeed, it is very counterintuitive
that strongly correlated systems, in which the electron-electron repulsion plays a prominent
role, can be exactly represented in terms of non-interacting electrons. For this reason, several
authors have used accurate many-body solutions of protypical strongly correlated systems
to obtain (by inversion) and characterize the exact non-interacting KS system. These works
make it all the more evident how difficult it is to find adequate approximations of the exact
KS system, so that, albeit theoretically possible, it may seem unrealistic to describe strongly
correlated systems with KS-DFT.” More recently, the strictly-correlated electrons (SCE)
functional [22–28] has been related [20, 21] to KS-DFT, and the new framework applied to
various systems such as two-dimensional quantum dots [20]. For work on the construction of
energy functionals based on the calibration of results on the spin- and spatially-symmetrized
open-shell atoms of the first to third rows see [29] and references therein.
In this paper, we perform an analysis of the electron correlations in the Wigner regime
of a nonuniform electron density system as described by the Hooke’s atom via quantal
density functional theory [30] (QDFT). (Also see [30] for references to the original literature.)
QDFT provides the mapping, based on the ‘quantal Newtonian’ first law [30, 31], from the
interacting system in any state, ground or excited, to a model system of non-interacting
fermions with the same electronic density. The state of the model system to which the
mapping is performed is arbitrary. With the assumption of existence of the model system,
the mapping described via QDFT is direct. In the present work, we map from a ground state
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of the Hooke’s atom to a model system also in its ground state. (The choice of density for the
equivalence follows from the Hohenberg-Kohn theorem according to which the nondegenerate
ground state density is a basic variable of quantum mechanics [32, 33]. Knowledge of the
density, a gauge invariant property, uniquely determines the external potential, thereby
the Hamiltonian, and by solution of the Schrödinger equation, the wave function.) The
QDFT description is in terms of quantal sources that are expectations of Hermitian operators.
These quantal sources lead to ‘classical’ fields that are representative of the different electron
correlations that must be accounted for in the mapping, viz. those due to the Pauli exclusion
principle, Coulomb repulsion, and correlation-kinetic effects. As in classical physics, the local
effective potential of the model fermions is obtained as the work done on these fermions in
the force of a conservative effective field which is the sum of the individual fields. The
components of the total energy are in turn determined, again as in classical physics, via the
corresponding integral virial expressions in terms of the individual fields. Within QDFT,
the contributions of the different correlations to the local effective potential of the model
fermions, and to the total energy, are separately delineated, and explicitly defined.
In a short communication [34] based on our present work, and with a focus on the
kinetic and correlation-kinetic aspects, two new results were noted. First, there is a ‘quantal
compression’ of the kinetic energy density towards and about the nucleus in the Wigner
regime. This explains the lowering of the kinetic energy as a fraction of the total energy. (In
the low electron correlation regime, there is a ‘quantal decompression’ of the kinetic energy
density away from the nucleus.) Second, the correlation-kinetic energy as a fraction of both
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the electron-interaction and total energy was discovered to be large. Thus, we proposed
that the Wigner regime be characterized not only by a high electron-interaction energy as
compared to the kinetic energy, but also by a high value of the correlation-kinetic energy.
The details of the derivation of these results are given in the present work.
In section 2.2 the interacting Wigner system is described. The system Hamiltonian
together with the analytical expression for the exact wave function derived, and the corre-
sponding orbitals of the model system are given. The quantal sources, the resulting fields,
and the potentials and energies that arise from these fields are presented in section 2.3,
section 2.4, section 2.5, respectively. An analysis of the results is provided in section 2.6.
The calculations are performed numerically. For this purpose, we have developed accurate
codes employing in particular the Fourier and Chebyshev pseudo-spectral method [35, 36].
Parallel algorithms have also been implemented using a multithreaded fork-join model to
allow even further acceleration when run in a symmetric multi-processing environment. The
details of the code and of the accuracy achieved by it are given elsewhere [37]. This allows
for the accurate determination of nonlocal quantal sources and up to third-order derivatives
of these sources. A purpose of developing these programs is to employ them in fully self-
consistent calculations as described in [30] in the future.
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4.2 Wigner System
The system we employ to study the Wigner regime of a nonuniform electron density gas is







with k = 3.00891 × 10−4. The corresponding exact spatial part of the ground state wave-
function is derived to be





















where R = (r + r′)/2, s = r − r′, N = 8.94669 × 10−6, ω =
√
k = 1.73462 × 10−2,
a2 = 8.274917, a3 = 4.720056,a4 = 0.879153. In Figs.[4.1] and [4.2] we plot the wave function
for θrr′ = 0
◦, where θrr′ is the angle between the vectors r and r
′. The vectors r and r′ are
oriented either along the positive or negative z-axis.




+s ·C(r2, r3, . . . , rN) +O(s2),
(4.3)
where C(r2, r3, . . . , rN) is an undetermined vector. Observe the cusp in Figs.[4.1] and [4.2]
along r = r′. In Figs.[4.3] and [4.4], the wave function is drawn for θrr′ = 90
◦ where r is
along the z-axis and r′ is in the x− y plane. The azimuthal symmetry is evident in Fig.[4.3].
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FIG. 4.1. Structure of the ground-state wavefunction Ψ(rr′) in the high-
correlation regime for θrr′ = 0
◦ where θrr′ is the angle between vector r and vector
r′. Vectors r and r′ are oriented along either the positive or negative z axis.
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FIG. 4.2. Same as Fig. 4.1 but showing only the r > 0 and r′ > 0 quadrant.
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Also, observe the electron-electron cusp at r = r′=0 in Fig.[4.4].
The mapping of the above interacting system is to a model system of non-interacting
fermions also in a ground (singlet) state, but with the same density and hence also in the
Wigner regime. As such the wave function Φ{ϕi} of the latter is a Hartree product of the




ρ(r′)/2 i = 1, 2 (4.4)
and hence solution of the model system differential equation is not required.
4.3 Quantal Sources
In this section, we present the quantal sources of the density ρ(r), the Fermi hole ρx(rr
′),
the Coulomb holes ρc(rr
′), the single-particle γ(rr′) and Dirac γs(rr
′) density matrices.
A. Density, ρ(r)
In Fig.[4.5(a)] we plot the density ρ(r). Observe the ‘fat attractor’ profile characteristic
of the Wigner regime: The maximum does not occur at the nucleus but further away from
it in the atom. The radial probability density r2ρ(r) is plotted in Fig.[4.5(b)]. The relative
coordinate wave function ϕ(s) where
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FIG. 4.3. Structure of the ground-state wave function Ψ(rr′) in the high-
correlation regime for θrr′ = 90
◦, where θrr′ is the angle between vector r and
vector r′. Vector r is along the z axis, whereas vector r lies in the x− y plane.
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FIG. 4.4. Same as Fig.[4.3], but showing only the r > 0 and r′ > 0 quadrant.
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FIG. 4.5. (a) Density ρ(r) and (b) radial probability density r2ρ(r). The arrow
indicates the maximum in the profile.
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FIG. 4.6. (a) Relative coordinate wave function ϕ(s) and (b) the correspond-
ing density |ϕ(s)|2 for ground state Hooke’s atom. The arrow indicates the most
probable separation.
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with Ns = 2.626 × 10−4, is plotted in Fig.[4.6(a)] and the corresponding density |ϕ(s)|2 in
Fig.[4.6(b)]. Observe the electron-electron cusp at the origin. The most probable separation
is indicated by the arrow.
B. Fermi Hole, ρx(rr
′)
Employing the orbitals ϕi(r) of Eqn.[4.4], the Fermi hole ρx(rr
′) defined by Eqn.[2.80] is
then
ρx(rr
′) = −ρ(r′)/2 (4.6)
and in this case is independent of electron position. Thus, it is a local (static) charge
distribution. The Fermi hole is plotted in Fig.[4.7]. Observe that it is spherically symmetric
about the nucleus exhibiting a double-well structure. It satisfies the required constraints:
∫
ρx(rr




It is worth noting, as might be expected, the size of the Fermi hole is an order of magnitude
larger than that for the low correlation regime described by the force constant value of k = 1
4
[30, 38]. This is a consequence of the wider distribution of the electron density due to the
weaker confinement of the electrons.
C. Coulomb Holes, ρc(rr
′)
In Figs.[4.8-4.10] are plotted a cross-section of the nonlocal (dynamic) Coulomb hole
ρc(rr
′) for electron positions at r = 0, 1, 2, 10, 20, 40, 100, 200 a.u. The electron is on the
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FIG. 4.7. Fermi hole charge distribution ρx(rr
′).
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z-axis corresponding to θ = 0◦. For the electron at the nucleus Fig.[4.8(a)], the hole has
spherical symmetry. In both Figs.[4.8(a)] and [4.8(b)], the electron-electron coalescence cusp
is clearly evident. The nonlocal structure of the Coulomb hole is also evident in Figs.[4.8(b)-
4.10] for electron positions other than at the nucleus. Note the enhancement of the positive
part of the Coulomb hole for r′ < 0 as the electron is moved further away from the nucleus,
Figs.[4.9] and [4.10]. ∫
ρc(rr
′)dr′ = 0 (4.8)
Although the broad characteristics of these holes are similar to those of the low correlation
case (k = 1
4
) [30, 38], there are differences due to the large size of these holes in the high
correlation regime.
D. Single-Particle Density Matrix, γ(rr′)
The reduced single-particle density matrix γ(rr′) of Eqn.[2.16] for this case is
γ(r′r′′) = 2
∫
Ψ∗ (r′r)Ψ (r′′r) dr (4.9)
In general the vectors r, r′, r′′ are situated in Cartesian space which in the absence of
symmetry implies a 9D computational solution. However, we can considerably reduce the
dimensionality of the problem by taking advantage of the symmetry admitted by spherical
density systems. This is realized by an orthogonal transformation of the Cartesian coordinate
system whereby rotation about its origin places the z-axis along the direction of the general
r vector. The remaining vectors r′ and r′′ then span an arbitrary plane which we take to be
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Electron at r 0 a.u.(a)












FIG. 4.8. Cross section of the Coulomb holes for electron positions at (a) the
nucleus at r = 0, and (b) at r = 1 a.u. The electron is on the z axis, corresponding
to θ = 0◦. Vector r′ corresponds to a general point in the structure of the Coulomb
hole. The r′ < 0 structure corresponds to θ′ = π, r′ > 0. The r′ > 0 structure
corresponds to θ′ = 0◦, r′ > 0.
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Electron at r 10 a.u.
FIG. 4.9. Same as Fig.[4.8], but for electron positions at r = 2 and 10 a.u.
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  r 20 a.u.
  r 40 a.u.
  r 100 a.u.
  r 200 a.u.
FIG. 4.10. Same as Fig.[4.8], but for electron positions at r = 20, 40, 100, and
200 a.u.
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r2z sin θdrdθ (4.10)
We next turn our attention towards construction of a matrix representation of the interacting























Since the tensor is symmetric, a computation in full 3D Cartesian space would require six
components, i.e., the three diagonal components in addition to the components either above
or below the diagonal.
It is far more computationally efficient to transform the components of the KED tensor
to a spherical coordinate basis [tµν ] in which the tensor becomes diagonal. In general, this
is effected by applying a rotation matrix χ[θϕ] to the [tαβ] resulting in another second-rank
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tensor whose components [tµν ] are now indexed in terms of spherical coordinates [39, 40]:







where the rotation matrix
χ [θϕ] =

sin θ cosϕ cos θ cosϕ − sinϕ
sin θ sinϕ cos θ sinϕ cosϕ
cos θ − sin θ 0
 . (4.14)




f (r) + δαβk (r) , (4.15)
so that when one applies the rotation matrix χ[θϕ] to [tαβ] expressed in terms of f(r) and
k(r), one obtains
[tµν ] = χ
T [θ0]

cos2θf (r) + k (r) 0 cos θ sin θf (r)
0 k (r) 0
cos θ sin θf (r) 0 sin2θf (r) + k (r)
χ [θ0] (4.16)
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
f (r) + k (r) 0 0
0 k (r) 0
0 0 k (r)
 , (4.17)
where ϕ has been set to zero without loss of generality. In arriving at the above expression,
the only assumption made is that the density is spherical, i.e., ρ(r) = ρ(r). In general
then, for spherical density systems, the KED tensor can be cast into purely radial form.
Accordingly, the KED is radial: t(r) = t(r). Note also that the trace of the KED tensor
which remains invariant to the orthogonal rotation [39] transforms as t(r) = f(r) + 3k(r).
Thus, there must exist a purely radial expression for the kinetic ‘force’ and field entirely in
terms of f(r) and k(r).
The remaining task therefore, is to find computational expressions for f(r) and k(r) that
can be derived from the quantal source γ(rr′). Such expressions will not only supply us
with the kinetic and ultimately the correlation-kinetic information but it will be generally
applicable to arbitrary spherical N -fermion systems. Before embarking on this task, how-
ever, we first need to reckon with the prohibitively high dimensionality of the tensor with
computational R3 space.
We next develop a new high symmetry KED tensor ταβ in R2 space. Recall that the
geometry in which γ(rr′) was computed maintained the r′ and r′′ vectors entirely in the zx
plane. Consequently all the derivatives applied against it must also exist in the zx plane. The
tensor components thus obtained must therefore belong entirely to a 2D space. This admits
definition of a new high symmetry second-rank symmetric tensor in R2 which we denote
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By analogy to the transformation of the tensor in R3 space, we can also transform the [ταβ]
matrix representation from a Cartesian basis to a computationally efficient orthonormal
eigenvector basis. We accomplish this by invoking an Euler rotation matrix which rotates
the Cartesian coordinate system by an angle θ about the y-axis so that the z-axis becomes
coincident with the position vector r in the zx plane. As [ταβ] is real and symmetric, the
new high symmetry tensor in the transformed polar eigenvector basis denoted [τµν ] where
µν ∈ {rθ}, becomes diagonal:















On applying the rotation matrix to the Cartesian components of the tensor ταβ of Eqn.[4.18],
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and recognizing the fact that τµν is of the form of Eqn.[4.29], we obtain the components of










γθ′θ′′ (rθ) dΩ (4.32)
with , defined by Eqns.[4.25] and [4.27] respectively. The interacting system KED is then
t (r) = t (r) =
∑
u
τuu = τrr + τθθ (4.33)














The quantities γr′r′′(rθ) and γθ′θ′′(rθ) are thus intrinsic to the determination of the KED,
the kinetic energy, the kinetic field, and hence the correlation-kinetic field and energy. In
Figs.[4.11] and [4.12] are plotted the surface contours of the derivatives γr′r′′(rθ) and γθ′θ′′(rθ).
Finally, we derive new expressions for the functions f(r) and k(r) of the interacting
system KED tensor tµν in a spherical basis of Eqn.[4.17]. We accomplish this by comparing
the new high symmetry τµν tensor with that of tµν . Recall that in order to obtain the τµν
representation, the z-axis of the Cartesian coordinate system in the ταβ representation is
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FIG. 4.11. Surface contour of the derivative function γr′r′′(rθ) of Eqn.[4.25].
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FIG. 4.12. Surface contour of the derivative function γθ′θ′′(rθ) of Eqn.[4.27].
4.3 Quantal Sources 155
brought into alignment with the radial basis vector of the polar coordinate basis. The r
vector of τzz(r) defined in R2 is thus geometrically identical to r vector of tzz(r) defined
in R3. Thus we conclude that τrr also transforms as f(r) + k(r). Accordingly, we know
that τθθ must transform as 2k(r). The spherical average over γθ′θ′′(rθ) in the 2D (rθ) plane
thus recovers the total angular contribution to the KED in a 3D (rθϕ) spherical space, i.e.,
τθθ = tθθ + tϕϕ. Summarizing the above we have:
τrr = f (r) + k (r) (4.35)
τθθ = 2k (r) (4.36)
This admits the following new computational expressions for f(r) and k(r) using the new








γθ′θ′′ (rθ) dΩ (4.37)
f (r) = τrr −
τθθ
2










These expressions are generally applicable to arbitrary spherical N -fermion systems. The
functions f(r), k(r), and t(r) = f(r) + 3k(r) are plotted in Figs.[4.13], [4.14] and [4.15],
respectively.
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FIG. 4.13. Function f(r) of the diagonal matrix element of the kinetic energy
density tensor tµν of Eqn.[4.17].
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FIG. 4.14. Function k(r) of the diagonal matrix element of the kinetic energy
density tensor tµν of Eqn.[4.17].
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FIG. 4.15. Kinetic energy densities for the interacting t(r) = f(r) + 3k(r) and
model non-interacting ts(r) = h(r) systems.
4.3 Quantal Sources 159



























FIG. 4.16. Low correlation regime (k = 1/4) kinetic energy densities for the
interacting (t(r)) and noninteracting ts(r) systems[30, 38].
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γr′r′′(rθ) ≥ 0 ; γθ′θ′′(rθ) ≥ 0, (4.40)
this implies strong angular kinetic contributions within the critical sphere in the Wigner
regime of the Hooke’s atom. The function k(r) reflects angular contributions to the kinetic
energy as it relies only on the angular derivatives of γ(rr′). In contrast to the low correlation
regime for which k(r) << f(r), our results reveal k(r) ∼ f(r). This is a direct indication of
the importance of angular kinetic energy contributions consistent with the radial localization
of the Wigner charge density. More significantly, the new found prominence of k(r) catapults
the correlation-kinetic energy Tc to kinetic energy T ratio to a high level.
E. Dirac Density Matrix, γs(rr
′)
The quantal source for the kinetic field of the model fermion system is the Dirac density ma-
trix γs(rr




ρ (r) ρ (r′) (4.41)














For spherical density systems, ϕ becomes arbitrary, and we set it to zero. The KED in matrix
4.3 Quantal Sources 161















FIG. 4.17. τrr vs. τθθ kinetic energy density tensor components for ground state
for Hooke’s atom (k = 3.00891× 10−4).
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FIG. 4.18. τrr vs. τθθ kinetic energy density tensor components (k = 1/4).

























ts,αα (r) = h (r) . (4.45)
The function h(r) is plotted in Fig.[4.15] and [4.16]. As demanded by the local minimum
in ρ(r), a weak oscillatory structure is clearly visible near the nucleus reflecting the ‘fat





The magnitude of correlation-kinetic effects can be gauged from Fig.[4.15] by noting the
separation between t(r) and ts(r). Clearly, we see that the correlation-kinetic energy is
substantial.
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FIG. 4.19. The function h(r), which corresponds to the kinetic energy density
ts(r) of the model non-interacting system.
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4.4 Fields
From the quantal sources described in the previous section, we determine the corresponding
fields.
A. Hartree EH(r), Pauli Ex(r), and Coulomb Ec(r) Fields
The Hartree EH(r), Pauli Ex(r), and Coulomb Ec(r) fields are obtained via Coulomb’s





















The fields EH(r), Ex(r), and Ec(r) are plotted in Figs.[4.20-4.22] respectively. These








For an electron at the nucleus, the Coulomb hole is spherically symmetric about it (see
Fig.[4.8(a)]). Thus, the Coulomb field Ec(r) vanishes at the origin. The Coulomb holes are
both positive and negative, and this is reflected in the structure of the field. In prior work
[30, 38], it has been proved analytically that in general the asymptotic structure of Ec(r) for
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FIG. 4.20. The Hartree field EH(r). The function 2/r2 is also drawn.
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FIG. 4.21. The Pauli field Ex(r). The function −1/r2 is also drawn.
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FIG. 4.22. The Coulomb field Ec(r). The function −δ/r4, where δ = 416.7376 is
also drawn.
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the Hooke’s atom decays as




In the present example δ = 416.7376. This asymptotic structure is clearly evident in
Fig.[4.22].
The structure of the fields EH(r), Ex(r), and Ec(r) in the Wigner regime are entirely
similar to those of the low correlation case of k = 1
4
[30, 38], but of course, spread over a
much wider range of configuration space.
B. Correlation-Kinetic Field Ztc(r)








For spherically symmetric systems, the kinetic ‘force’ must be along the radial direction
which we take to be the z-axis. The kinetic ‘force’ z(r) can therefore be derived entirely
from its z subcomponent according to the expression




















where ϕ has been set to zero as it is arbitrary for spherical density systems. After some
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(f (r) + k (r)) (4.56)
This is a new expression that significantly lowers the computational burden because it only
requires a single derivative applied against radial quantities already computed. The kinetic
‘force’ z(r) is plotted in Fig.[4.23]. This structure differs significantly from that of the low
correlation regime (k = 1
4
) in that it has a large negative component about the nucleus.
Asymptotically, the structures are similar. The negative component of the ‘force’ is critical
to the understanding of the ‘quantal compression’ of the KED t(r) at and about the nucleus
(see Fig.[4.15]) to be discussed later. However, at this juncture, and to make the later
explanation clearer, we plot in Fig.[4.24] the divergence of the kinetic ‘force’ given by the
expression
















The interacting system kinetic field Z(r) is then
Z(r) = z (r)
ρ(r)
(4.58)
and is plotted in Fig.[4.25].
The non-interacting system kinetic ‘force’ is defined as
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FIG. 4.23. The kinetic ‘force’ z(r) for the interacting system.
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FIG. 4.24. Divergence of the kinetic force for the interacting system.
4.4 Fields 173




















FIG. 4.25. Kinetic fields for the interacting Z(r) and model non-interacting
fermion Zs(r) systems.
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Following the procedure above for the interacting system, the non-interacting kinetic ‘force’
can be derived from its z subcomponent as












































The non-interacting kinetic ‘force’ zs(r) and corresponding field Zs(r) are given in Figs.[4.26]
and [4.25], respectively. Note that since h(r) is in terms of the density, the non-interacting
kinetic ‘force’ and field are determined directly from it. Observe, also the cancelation of the
‘fields’ Z(r) and Zs(r) in the asymptotic region away from the nucleus. In the region near
the nucleus, the fields are distinctly different.
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Figure 4.26. The kinetic “force” zs(r) for the non-interacting system.
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The correlation-kinetic field is then the difference
Ztc (r) = Zs(r)−Z(r) (4.64)
= 4







[h (r)− (f (r) + k (r))] (4.65)
and it is plotted in Fig.[4.27]. Note that this field is positive. Thus the correlation-kinetic




ρ(r)r · Ztc(r)dr, or
equivalently, using the kinetic energy densities of Eqn.[2.111], viz., T =
∫
[t(r)− ts(r)]dr (see
Fig.[4.15]), is also positive, as must be the case for a mapping to the model system in its
ground state.
4.5 Potential and Energies
As the quantal source of the Hartree field EH(r) is the static charge of the density ρ(r), it is
conservative. In this example, the Pauli Ex(r), Coulomb Ec(r), and correlation-kinetic Ztc(r)
fields are also each conservative. Thus, the corresponding work done in these fields are each
separately path-independent. Hence, the Hartree WH(r), Pauli Wx(r), Coulomb Wc(r), and




EH(r′) · dl′ (4.66)
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FIG. 4.27. The correlation-kinetic field Ztc(r).
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Ztc(r′) · dl′ (4.69)
The asymptotic structure of these potentials in the classically forbidden region follows from
the corresponding fields. The potentialsWH(r),Wx(r),Wc(r),Wtc(r) are respectively plotted
in Figs.[4.28]-[4.31]. The potentials WH(r), Wx(r), are of the same order of magnitude
and opposite in sign, as are the potentials Wc(r), Wtc(r), the latter pair being an order of
magnitude smaller. The sum of these potentials (see Eqn.[2.127]) is vee(r), the local electron-
interaction potential of the model fermions that reproduces the density ρ(r) of the interacting




The Hartree EH , Pauli Ex, and Coulomb Ec components of the electron-interaction
energy Eee (see Eqn.[2.106]) in integral virial form in terms of the respective fields are
EH =
∫
ρ(r)r · EH(r)dr (4.70)
Ex =
∫
ρ(r)r · Ex(r)dr (4.71)
Ec =
∫
ρ(r)r · Ec(r)dr (4.72)
The correlation-kinetic energy Tc is given by the virial integral expression of Eqn.[2.112].
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FIG. 4.29. The Pauli potential Wx(r). The function −1r is also drawn.






















FIG. 4.30. The Coulomb potential Wc(r). The function −η/r3 , where η =
153.7320, is also drawn.
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FIG. 4.31. The correlation-kinetic potential Wtc(r).
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FIG. 4.32. The local effective electron-interaction potential vee(r) of the model
fermions.
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In order to determine the Ztc(r) field required by this equation, we map the interacting
system to one of non-interacting fermions—the S system—in a ground state with the same
density ρ(r) via QDFT. The reason for this choice of equivalence is because the density
is a basic variable of quantum mechanics [32, 33]: it is a gauge invariant property that
uniquely determines the external potential, thereby the Hamiltonian, and by solution of the
Schrödinger equation, the wave function. With the assumption that the model fermions
experience the same external field, the corresponding Schrödinger equation is [−1
2
∇2+v(r)+
vee(r)]ϕi = εiϕi(i = 1, 2), the wave function is the Slater determinant Φ{ϕi}, and where
vee(r) is the local (multiplicative) potential that incorporates the many-body correlations
due to the Pauli exclusion principle, Coulomb repulsion, and correlation-kinetic effects. (The
correlation-kinetic contribution is a consequence of the difference in the kinetic energy of the
interacting and model systems having the same density ρ(r).) The corresponding S-system
‘quantal Newtonian’ first law isF ext(r)+F ints (r) = 0 withF ints (r) = −∇vee(r)−Zs(r)−D(r)
with the S-system kinetic field Zs(r) = zs(r)/ρ(r). The kinetic “force’ zs(r) is defined as for
the interacting system, but its quantal source is the Dirac density matrix γs(rr
′) which is the
expectation < γ̂s(rr
′) > taken with respect to Φ{ϕi}. The potential vee(r) is the work done
on the model fermion in the conservative effective field F eff (r) = Eee(r) + Ztc(r), where
Ztc(r) = Zs(r)−Z(r) is the correlation-kinetic field.
The total energy E and its various components are given in Table 4.1. The eigenvalue ϵ
of the model system is the negative of the ionization potential I = EN−1 − E [30, 41–45].
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4.6 Analysis of Results
For the discussion in this section, the reader is referred to Table 4.1.
Table 4.1. Total E, kinetic T , correlation-kinetic Tc, non-interacting kinetic Ts,
external Eext, Hartree EH , Pauli Ex, Coulomb Ec, and electron-interaction Eee ener-
gies and non-interacting system eigenvalue ε in atomic units for the low-correlation
(k = 1
4
) [30, 38] and high-correlation (k ≈ 3.00891 × 10−4) regimes. The ratio
EKSxc [ρ]/Ts, where E
KS
xc [ρ] is the Kohn-Sham theory “exchange correlation” energy, is
also listed.
Property k = 1
4




















Tc + Eee/E 24% 48%
EKSxc /Ts -0.871528 -6.018956
The Wigner high electron correlation regime is characterized by a low electron density,
and an electron-interaction energy Eee larger than the kinetic energy T . The reverse is the
case for the low correlation regime. The ratio Eee/T for the high and low correlation regimes
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is 249.3% and 67.3%, respectively. In a comparison with the total energy E, the ratio Eee/E.
The weakness of the external binding potential in the high correlation regime is evidenced
by a comparison of the external energy Eext and Eee energies in each regime. is 43.4% and
22.4%, respectively. In fact, this trend in the difference is reflected in each component of
Eee, i.e. in the ratios EH/E, Ex/E, and Ec/E.
What we have discovered via QDFT, is that in the Wigner regime, not only is the electron
interaction energy Eee very significant, but so is the contribution of electron correlations to
the kinetic energy, viz. the correlation-kinetic energy Tc. Thus, the ratio Tc/T in the Wigner
regime is 26.9% as opposed to 4.4% for the low correlation case. The correlation-kinetic
energy Tc thus constitutes a significant fraction of the total energy E: the ratio Tc/E is
4.5% in the Wigner regime, whereas it is only 1.45% in the low correlation case. The total
contribution of electron correlations to the energy E is (Tc + Eee). The ratio (Tc + Eee)/E
is 48% for the Wigner and 24% for the low correlation regime. Thus, we propose that in
addition to a high electron interaction energy value, the Wigner regime be also characterized
by a high correlation-kinetic energy.
The result for the eigenvalue ϵ of the model system of non-interacting fermions is also
interesting. This eigenvalue, being the highest occupied eigenvalue, has the physical inter-
pretation of being equal to the negative of the ionization potential [41–45]. Even though
the electrons are more weakly bound to the nucleus in the Wigner regime, the ratio of this
eigenvalue ϵ to the total energy E is 78.6% whereas for the low correlation case it is 62.5%.
Thus, in the Wigner regime, the removal energy relative to the total energy is also greater
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than in the low electron correlation case.
Yet another interesting and new result observed is that the ratio of the kinetic T to total
energy E is reduced from 33.2% in the low correlation case to 17.4% in the Wigner regime.
While the choice of different force constant can explain the reduction in the kinetic energy
in the Wigner regime, it cannot explain the remarkable suppression of the kinetic energy to
total energy ratio experienced by this regime. The reason for this is the difference in structure
of the corresponding kinetic energy densities t(r). In the Wigner regime, there is a ‘quantal
compression’ of the kinetic energy density t(r) towards the nucleus (see Fig.[4.15]), whereas
there is a ‘quantal decompression’ of t(r) away from the nucleus for the low correlation case
(see Fig.[4.16]).
The explanation of the ‘quantal compression’ or ‘decompression’ lies in the structure of
the corresponding kinetic ‘forces’ z(r). In the Wigner regime, Fig.[4.23], the ‘force’ z(r) is
negative in the region surrounding the nucleus. The divergence of z(r) is also negative in
this region (r ≤ 5.5) a.u. (see Fig.[4.24]). This means that there is a net flow of kinetic ‘force’
directed towards the interior of any infinitesimal spherical volume in the proximate vicinity
surrounding the Hooke’s atom nucleus. There is thus a ‘quantal compression’ of the kinetic
energy density t(r) = Trtαβ(r) with a global extremum occurring at the nucleus. Further
out from this region, the divergence is positive (5.5 ≤ r ≤ 12) a.u. resulting in a depletion of
the kinetic ‘force’ vector from this region, leading to a decrease in t(r). Still further out, the
divergence is again negative (5.5 ≤ r ≤ 12) a.u. giving rise to a weaker ‘quantal compression’
in this region. The ‘quantal compression’ of t(r) near the nucleus explains why the kinetic
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energy contribution, and hence why the ratio T/E, in the Wigner regime is small. For small
values of r, the kinetic energy density t(r) is large, and thus in a volume integral to obtain
the kinetic energy T , viz., T =
∫
t(r)dr, the contribution from this region is diminished. In
the low correlation case, there is a ‘quantal decompression’ of the ‘force’ vector z(r) near
and about the nucleus so that the maximum of the kinetic energy density t(r) occurs further
away from the nucleus, leading to a greater T/E ratio.
Likewise, it is due to ‘quantal compression’ of t(r) that also explains the significantly
higher ratio of the Tc/T or (Tc/E) in the Wigner regime. Note that it is the t(r) and
ts(r) difference density in relation to t(r) which dictates the relative magnitude of Tc/T .
The greater the separation between t(r) and ts(r), the greater this ratio. By reference to
Figs.[4.15]-[4.16], which plot these densities for the respective Wigner and low correlation
regimes, it is seen that this ratio will be much higher in the Wigner regime due to the global
maximum of t(r) that occurs at the Hooke’s atom nucleus.
It is also very illuminating to see the interplay between radial localization of the Wigner
charge density and the R2 τµν tensor by plotting the its radial and angular components. In
Fig.[4.17], the τrr(r) and τθθ(r) components of the Wigner Hooke’s atom are depicted as an
overlay. At the nucleus where f(r) = 0, the ratio of τθθ : τrr is exactly two, as it must be
(see Eqn.[4.38]). However as one moves away from the nucleus, it is quite clear that the
anisotropy in τµν becomes significantly more pronounced. In fact, as the charge density is
seen to localize in a region where f(r) < 0, i.e., at ≈ 5 a.u. (see Fig.[4.13]), the tensor in this
spherical neighborhood must by definition be dominated by the angular contribution, viz.,
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τθθ >> 2τrr. This is consistent with Fig.[4.15], where it is seen that τθθ ≈ 3.5τrr at r = 5
a.u.. Outside this spherical shell, the angular contribution once again diminishes rapidly.
In the low correlation regime, which tends more toward an independent-particle model, the
angular contributions are not as significant (with the exception of the region just outside the
nucleus) (see Fig.[4.18]). For example, while these components are always within an order of
magnitude of each other, τθθ << 2τrr (viz., since f(r) ≥ 0, r ∈ [0 : ∞] in the low correlation
regime), except at r = 0, where τθθ = 2τrr.
The general structure of the τµν tensor as depicted in Fig.[4.15] is not just specific to
Hooke’s atom in the force constant regime presently considered—it is a fundamental charac-
teristic of its Wigner regime. That is to say, τµν will have the same structure irrespective of
the force constant chosen, provided of course ω < ωcrit is satisfied. As discussed earlier, in
the Wigner regime, the structure of τµν must be such that its tensor trace,
∑
µ τµµ yields a
kinetic energy density, t(r) possessing a global maximum at the nucleus. The general struc-
ture of the τµν components as depicted in Fig.[4.15] are uniquely able to achieve this
1. The
Wigner regime structure of τµν is thus also a direct manifestation of ‘quantal compression’
stemming from the inwardly directed kinetic force vector about the nucleus.
Next, the relationship between Kohn-Sham (KS) theory and QDFT can be used to further
characterize the distinction between the Wigner and low correlation regimes. This is via the
ratio of the KS theory ‘exchange-correlation’ energy functional EKSxc [ρ] to the non-interacting
1What will change in relation to this general structure as ω → 0, is the location of the critical sphere,
defined by the radius at which the gradient of the local density vanishes, viz., ∇|ρ(r)|2 = 0. Depending on
where this probability density has it maximum, the relative admixture of τθθ : τrr will also change.
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system kinetic energy Ts. In terms of the Q DFT determined properties, the energy functional
EKSxc [ρ] is defined as E
KS
xc [ρ] = Eee − EH + Tc. The ratio EKSxc [ρ]/Ts is also quoted in Table
1. Observe that the value of the ratio in the Wigner regime is an order of magnitude greater
than that in the low correlation case. It should be noted that the EKSxc [ρ] energies delineated
in Table 1 directly relate to the uniform electron gas jellium model. In this model, the
contributions of the potential due to the (external) jellium positive charge background and
the Hartree component of the electron-interaction potential cancel. As such, the Hartree
term is absent in the final energy expression, and thus so too in subsequent comparisons
between the high and low correlation regimes. In the nonuniform electron gas case, there is
no such cancelation between the external and Hartree terms. This difference will increase
as one ventures further into the Wigner regime of smaller density. Thus, this ratio can be
employed to further categorize the Wigner regime for the nonuniform density system. For
completeness, we note that the corresponding KS ‘exchange-correlation’ potential which is
the functional derivative vxc(r) = δE
KS
xc [ρ]/δρ(r) = Wx(r) +Wc(r) +Wtc(r). In the present
example, the KS ‘correlation’ energy functional EKSc [ρ] = Ec + Tc, and the corresponding
potential vc(r) = δE
KS
c [ρ]/δρ(r) = Wc(r) +Wtc(r). The local electron-interaction potential
vee(r) of KS theory is, of course the same as given in Fig.[4.32] derived via QDFT.
The relative contributions of the kinetic T and electron-interaction Eee energies as ex-
plained in the context of the Hooke’s atom in the Wigner regime, can be related to work
[27] within standard density functional theory in the infinite electron-interaction coupling
strength parameter λ limit, i.e. in the limit of the high correlation Wigner regime. There, in
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an expansion about the classical potential minimum, there exists a zero-point kinetic energy
term due to oscillations about the potential minimum (as in the original work of Wigner)
that is proportional to
√
λ and hence diverges in this limit, but the divergence is integrable.
A similar expansion about the classical minimum for the Hooke’s atom at small λ also leads
to a zero-point kinetic energy term that is high. However, because of localization of the
charge in this limit, the electron-interaction energy dominates (see Table 1) as one proceeds
further into the Wigner regime. On the other hand, as one approaches the low correlation
regime (smaller values of λ), due to delocalization of the charge, the kinetic energy term then
becomes more significant (see Table 1). The localization and delocalization of the charge
as a function of the strength of the coupling parameter λ is, of course, reflected by the
sharp differences in the structure of the density. This then leads to the ‘quantal compression’
and ‘quantal decompression’ of the kinetic energy densities, and to the corresponding ratios
T/Eee (see Table 1), as explained previously.
The results of the present work could therefore prove to be valuable in the construction of
new Exc[ρ] functionals which must now explicitly account for the correlation-kinetic effects.
As is evident from Table 1, the value of the correlation-kinetic energy Tc diminishes as one
proceeds further into the Wigner regime, but the ratio of this value relative to the kinetic en-
ergy T and the total energy E must increase. This structure must be replicated by these new
functionals. The corresponding functional derivatives must replicate the local electron inter-
action potential vee(r) and its individual Hartree, Pauli, Coulomb, and correlation-kinetic
components [46]. As such we believe our exact results and conclusions should prove beneficial
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The objective of this chapter is to demonstrate the use of spectral methodologies in numerical
QDFT studies. In any kind of grid-based scientific computing where numerical approxima-
tions are involved, the gold standard is always to exercise a conservative approach with
respect to floating point computational complexity. However, as QDFT is a wavefunction
based method, the many degrees of freedom typically associated with many-body systems
can often make such an approach difficult to realize in practice. In the present study, which
entails a full QDFT analysis of Hooke’s atom (k = 3.00891 × 10−4) in the Wigner high
electron correlation regime (Wigner-HECR), the strategy was to adapt a ‘spectral method’
based approach. While this type of numerical methodology does not necessarily reduce com-
putational complexity, it has the advantage of (a) enabling the calculations to be performed
significantly faster (i.e., by reducing the number of grid points required to perform the com-
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putation), and (b) allowing much higher accuracy [1–3] than could otherwise be achieved
via more ‘traditional finite difference (FD) methods’ (see Chapter 3 of Fornberg reference [2]
where FD and pseudospectral methods are compared).
As the main weapon of choice, Chebyshev orthogonal polynomials were chosen to perform
the QDFT function approximations via pseudospectral, that is grid-based, interpolation on a
non-uniformly distributed set of points [1, 2, 4–7]. In any kind of interpolation problem, the
basic goal is to find an approximating function subject to the constraint that it agrees exactly
with the underlying function at a prescribed set of N points called interpolation nodes. In
the spectral approach, the QDFT function presented on some finite or semi-infinite interval,
is discretized with respect to a certain set of interpolation nodes (often referred to simply
as nodal ‘points’) and also mapped via a change of variable, to a more compact or ‘spectral
space’ in the interval I ≡ [−1, 1]. The function is then expanded at each of the nodal
points using a finite set of N orthogonal polynomial basis functions defined over I. This
thereby results in a system of equations whereby the expansion coefficients are fully specified
[1, 2, 4–7]; this then implies knowledge of the approximating function. As will be discussed in
more detail in the next subsection, the optimal interpolation nodes from an error standpoint,
and the nodes in fact employed in this study, turn out to be the zeros of the Chebyshev
polynomials.
Typically, the term ‘spectral method’, refers to a way in which a differential equation can
be spatially discretized and hence solved [8–11]. Here however, since the orbital structure of
the ground state Hooke’s atom is known exactly [12–14], there is no differential equation to
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solve. Rather, the spectral methodology is employed with the objective of enabling fast and
accurate construction of the QDFT S-system effective field F eff(r), which for Hooke’s atom
is radial, and given as [13, 15]:
F eff(r) = Eee(r) +Ztc(r) (5.1)
The essential concept behind the effective field, as read by the above equation, is the idea
that it reflects a mapping from a system of electrons, defined by a many-body wavefunction
Ψ(X), to a hypothetical system of non-interacting fermions known as the S-system, with
the same density as that of the fully-interacting system [13, 15, 16]. Although F eff(r) is
a purely artificial construct, what is remarkable, is that by virtue of this QDFT map, the
electron interaction field component denoted Eee(r), is able to both separately and explicitly
account for quantum many-body (QMB) correlations of an N -fermion system, namely Pauli
correlations that reflect electron avoidance due to the Pauli exclusion principle and Coulomb
correlations that arise via pairwise Coulomb repulsion [13]. The correlation-kinetic field
component, denoted Ztc(r), is necessary in order to account for the difference in kinetic
energy (KE) between the model S-system and the fully-interacting system [13, 15] due to
Heisenberg uncertainty [17].
This then begs the question, why the choice of spectral methods to perform the Hooke’s
atom QDFT? Given that Hooke’s atom is a spherically symmetric density system and the fact
that for this system, F eff(r) is purely radial, Eqn.[5.1] somewhat belies the need for recourse
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to what might be considered, ‘more sophisticated methodologies’. However, in point of fact,
the theoretical, and hence numerical infrastructure, from which these radial fields are derived,
are far more complex. In QDFT, all field subcomponents are derived from quantal sources,
defined in terms of expectations of Hermitian operators or of their complex sums taken with
respect to the system wavefunction [13, 15, 18]. As such, quantal sources are generally non-
local constructs. This means that in practice, they manifest themselves as high dimensional
objects that can only be obtained by numerical integration over the Hooke’s atom 2-body
wavefunction, formulated as either an inner or outer product, depending on which effective
field component branch of Eqn.[5.1] is being pursued. Numerical objects, when taken from
high dimensional to lower dimensional subspace(s) (or visa versa), can require a great deal
of grid points, particularly if high radial thresholds are required or asymptotic sampling
becomes necessary; to the extent that a target QDFT function is defined on a semi-infinite
range, this can induce inordinate computational strain. Even if radial thresholds are fairly
moderate, need for a function call while building the quantal source can quickly become
cost prohibitive. Thus in QDFT, grid point and/or dimensionality requirements, can be
simply too overwhelming to employ traditional methods. Spectral methods are uniquely
able to address these issues directly by dramatically lowering the number of grid points
while maintaining very high accuracy.
The key to understanding how spectral methods are able to achieve this kind of ‘holy
grail’ of sorts, is by recognizing that spectral coefficients decay at exponential rates relative
to increases in the number of grid points [1, 19]. Such fast decay is attributed to the global
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architecture of spectral coefficients, where function values at all points in the spectral domain
are considered, not just locally as in traditional low order FD methods. Along with these
globally ‘aware’ spectral coefficients also comes high accuracy. A related concept is spectral
uniform convergence. Recall that the Chebyshev grid points are distributed non-uniformly
(see section 5.2 for a full discussion). These interpolation nodes are skewed such that grid
points become concentrated in places where error is most likely to occur—in the vicinity of the
boundary points [1, 7, 19–23]. As the number of grid points increase, so does the clustering
of the grid nodes towards the periphery of the computational domain. Consequently, Runge
phenomenon, manifesting itself as a divergence in the polynomial interpolant at or near the
boundary points when evenly spaced grids are employed (and which intensify as N increases),
become suppressed when replaced by Chebyshev grids [1, 7].
In order to get a better feel of how the spectral methodology has helped to resolve some
of the computational hurdles encountered by the present Hooke’s atom Wigner regime study,
consider first the Hooke’s atom electron interaction field, Eee(r). The numerical integration
required to obtain the quantal source, occurs over a 3-dimensional coordinate space defined
by the Hooke’s atom inner product wavefunction. Moreover, minimum values for upper
limits on the radial coordinate for numerical integration over |Ψ|2 are set by making sure
the correct normalization for the local density ρ(r) is obtained. But at lower confinement
strengths, ρ(r) for Wigner Hooke’s atom becomes relatively dilute [24], meaning that it
requires integration over a relatively greater radial expanse in order to maintain its theoretical
normalization. Given that ρ(r) constitutes a major component of all the Eee(r) quantal source
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components, radial thresholds for numerical integration throughout the electron interaction
field computation have to be pushed higher. This means that significantly more grid points
are needed; this compromises both speed and accuracy.
Once the required quantal source components are obtained, Eee(r) is then constructed
by application of Coulomb’s law [13, 15, 25, 26]. The Coulomb’s law numerical integration
requires even higher radial thresholds in comparison with quantal source numerical grids,
since the asymptotic regime of one of its field components is subject to a parameter depen-
dent algebraic decay [12, 13]. Accurate determination of this parameter requires that the
asymptotic field regime can be sufficiently sampled for purposes of verifying convergence.
Unless the numerical approach can somehow economize grid points while preserving accu-
racy, such requirements now threaten as an outright obstacle (especially with the r12 electron
interaction term woven into the fabric of the field integral) in terms of numerical realization
of the Hooke’s atom Eee(r) field. Fortunately, the Chebyshev approach, as explained above,
is ideally suited for this kind of scenario; using double precision floating point numerics
the results are nothing less than spectacular. The only impediment to the field calculation
beyond 225 a.u. is underflow on ρ(r) which is subject to a much faster e−β
2
analytical decay.
In terms of the Ztc(r) field for Hooke’s atom, grid point levels associated with each of
the coordinate directions is not the primary concern; to be sure, radial thresholds in the
kinetic branch of the analysis are significantly less in comparison with those required for
the electron-interaction analysis. Rather, the main concern is the high dimensionality of the
1-body density matrix, the quantal source of the fully-interacting kinetic field subcompo-
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nent of Ztc(r). Delivery of this very dense numerical object requires numerical integration
over a 5-dimensional coordinate space defined by an outer product wavefunction. In order
to minimize the static and/or dynamic allocation of large N -dimensional array objects re-
quired to accomodate this outer product, the numerical integration is computed as a running
sum. Although this conserves valuable random-access storage, the caveat is that numerical
integration function calls required to obtain the 1-body density matrix have to be executed
within radial and angular iteration cycles nested many levels deep. Unless one has in place a
very fast quadrature routine, the computational cost will be prohibitive. In order to tackle
this problem, an extremely fast O(N) spectral quadrature method based on a trapezoidal
rule approximation to the first Fourier series coefficient was developed as part of the current
study. However, it should be pointed out that in the particular case of N = 2 spherical
fermion systems, such as Hooke’s atom, the 1-body density matrix—although sufficient—is
not a necessary prerequisite for construction of the kinetic field. That is to say, an outer
product wavefunction for such systems is not required (see section 5.4).
Another key goal of this chapter, and perhaps the most powerful stratagem developed
in conjunction with the numerical work realized here, is the outright reduction of QDFT
computational complexity by theoretical refinement of several of its fundamental equations.
Many of the QDFT equations, as shall be demonstrated, have been adapted by this work, to
take advantage of spherical/azimuthal type symmetry conferred by the Hooke’s atom single
particle density. In an effort to achieve this reduction in computational complexity, probably
the most important new offspring spawned from the present study, is the R2 KED tensor field
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[27, 28], denoted τµν(r). Since it has only two components, both of which are on the tensor
diagonal, and both of which are functions of the electronic radial coordinate, computations
required for a full correlation-kinetic field analysis (and by implication, a fully-interacting
kinetic field analysis), become tremendously simplified. As far as its scope of applicability,
τµν(r) is shown here to be general enough to be applied to the correlation-kinetic analysis
of any arbitrary spherical N -fermion system subject to a pure state wavefunction Ψ(X)
description.
The remaining sections are organized into three subsections. In subsection 5.2, the gen-
eral Chebyshev methodology will be addressed. Here, numerical integration, and differenti-
ation using Chebyshev basis functions will be thoroughly discussed. Also addressed, is the
Clenshaw recurrence algorithm for fast and stable polynomial evaluation. This is a rather
important topic especially when high grid point levels are involved, where direct evaluation
of Chebyshev polynomials is no longer a tenable option. Next, in section 5.3, numerical
strategies for obtaining the quantal sources, fields, potentials and energies as it relates to
the Wigner Hooke’s atom Eee(r) field (as well as Hooke’s atom in general), will be discussed.
The quantal sources appurtenant to this field will be derived, and ρ(r) as a ubiquitous key
component, will be used to illustrate the phenomenal accuracy that can be achieved with the
Chebyshev methodology. Integration in accordance with Coulomb’s law will be addressed
next, and the ways in which the integrand can be simplified, i.e., by taking advantage of
the spherical symmetry of Hooke’s atom. Once the field has been obtained, numerical line
integration required for generating QDFT potentials while at the same time conserving com-
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putational resources, will be discussed. Then, for computation of the energies, the virial
integral approach will be examined, with emphasis on the best way to deal with the infinite
radial upper limits for purposes of obtaining the most accurate energies. Finally, in section
5.4, following the same basic structure, the discussion will start by addressing the numerical
aspects of quantal sources upon which the Ztc(r) field is based, namely the 1-body density
matrix and the Dirac density matrix. The discussion will then highlight the R2 KED tensor
τµν(r) field, which when used in conjunction with the S-system KED tensor, considerably
simplifies the correlation-kinetic analysis. The computation of potentials will then be dis-
cussed, most of which is incorporated by analogy through section 5.3. Then, kinetic energies
associated with both the S-system and fully-interacting system, as well as the correlation-
kinetic energy will be addressed in terms of how to best approach the computation.
5.2 General Methodology
(A) Function approximation using Chebyshev polynomials:
Consider a continuous real function f(x) defined on the interval x ∈ [−1, 1]. According to the
Weirerstrass approximation theorem [5, 7, 20, 21], for every ϵ > 0 there exists a polynomial
p(x) such that
|f(x)− p(x)| < ϵ ∀x ∈ [−1, 1] (5.2)
What this means, is that one can always approximate a continuous function over a finite
interval by a polynomial p(x), to any arbitrary level of accuracy. In an attempt to minimize
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ϵ within the various domains of interest, f(x) is represented by an Nth order polynomial
approximant, denoted PN(x), viz.
f(x) ≈ PN(x) (5.3)
wherein PN(x) is constructed as a finite linear combination of Chebyshev polynomials [5, 7,




cnTn(x) x ∈ [−1, 1] (5.4)
The Tn(x) of Eqn.[5.4] are known as Chebyshev polynomials of the first kind, and cn are the
expansion coefficients; the prime on the summation, typically seen in orthogonal function
expansions, is a convention that indicates division of the first coefficient by 2.
Before stating the formal definition of Tn(x), basic justification for Eqns.[5.3]-[5.4] war-
rants mention. As Chebyshev polynomials constitute a special subset of a broad class of
solutions to the general Sturm-Liouville eigenvalue problem (i.e., Jacobi polynomials), they
form a complete weighted inner product function space denoted PN [7]. In particular, Cheby-
shev polynomials form a linearly independent set of polynomials that are othogonal with re-
spect to a weight function over the interval [−1, 1]. The Chebyshev continuous orthogonality
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0 n ̸= m
π n = m = 0
π/2 n = m ̸= 0
(5.5)
As Chebyshev polynomials constitute a complete orthogonal basis, an arbitrary function f(x)
can be expanded exactly as infinite sum of these basis functions. Due to their exponential
rate of convergence, an Nth order truncation (see Eqn.[5.4]), will still often result in a highly
accurate approximation [2, 7, 19] to the target QDFT function (see Eqn.[5.3]).
The Chebyshev polynomial Tn(x) is a polynomial in x of degree n that may be defined
according to either one of the following two equivalent expressions [7, 29]:
Tn(x) =

cos(n cos−1(x)) x∈ [−1, 1] n ≥ 0 (5.6a)
cos(nθ) x=cos θ θ ∈ [0, π] n ≥ 0 (5.6b)











(⌊n/2⌋ denoting the integral part of n/2) [30], but the trigonometric form defined by Eqn.[5.6]
is far more computationally useful in the context of the present work. In fact, when the
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Chebyshev polynomials are defined in accordance with Eqn.[5.6], access to numerous identi-
ties involving cos(nθ) often enable the derivation of useful algebraic identities of the Cheby-
shev polynomials including those amongst their derivatives and integrals.
In this manner, it is not difficult to show that Chebyshev polynomials of any degree can
be generated recursively by the following three-term recurrence relation along with its two
initial conditions [6, 7, 22, 29]:
T0(x) = 1 (5.8)
T1(x) = x (5.9)
...
Tn+1(x) = 2xTn(x)− Tn−1(x); n ≥ 2 (5.10)
This recurrence will prove highly advantageous in terms of efficient numerical evaluation
of the polynomial expansion; it will also facilitate the derivation of Chebyshev numerical
integration and differentiation algorithms.
The particular Chebyshev methodology implemented in this study, requires that PN(x)
be an interpolating polynomial, meaning that the polynomial agrees or “collocates” with the
QDFT function f(x) at a particular set of node points {xj} ∈ [−1, 1] [5, 7, 19]. Thus at the
nodal points (to be specified momentarily), the following condition is enforced:
PN(xj) = f(xj) j = 0, . . . , N (5.11)
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cnTn(xj) j = 0, . . . , N (5.12)
The QDFT function expanded in this manner thus comprises a system of equations where
the set of unknown coefficients {cn}Nn=0 exactly match the number of equations (N + 1)
within the system [5]. The coefficients are therefore fully specified so that {cn} constitutes
an equivalent representation of the QDFT function.
Before elaborating on how these coefficients may be efficiently obtained, an appropriate
grid of points {xj}, to serve as interplolation nodes, must first be chosen. In the present study,
the {xj} have been chosen to coincide with the N + 1 zeros of the Chebyshev polynomial









j = 0, . . . , N (5.13)
It is well known that these particular set of nodes [5], also called Chebyshev-Gauss-Lobatto
(CGL) nodes, minimizes the absolute maximum error |ed| in the polynomial Lagrange inter-
polation error formula








j=0(x − xj) term [1, 2, 7, 22, 23]. Moreover, at this particular set of
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0 m ̸= n
(N + 1)/2 m = n = 1, 2, . . . , N
N + 1 m = n = 0
(5.15)
from which, the computational expression for the coefficients {cn} are easily derived [5, 7,
22, 29]. In particular, by multiplying Eqn.[5.12] by Tm(xj) and summing over m while
invoking the discrete orthogonality of Eqn.[5.15], one obtains the following expression for






f(xj)Tn(xj) n = 0, . . . , N (5.16)
Formulating the preceding equation explicitly in terms of the expression for the Chebyshev-




















n = 0, . . . , N (5.17)
Since the Chebyshev basis functions are known, knowledge of the coefficients through Eqn.[5.17]
implies knowledge of the polynomial approximant prescribed by Eqn.[5.3].
However, before the set of Chebyshev coefficients representing the approximant to f(x)
can actually be computed one needs to linearly transform or ‘map’ the QDFT function
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denoted F (sj) originally defined in physical space over the domain {sj} ∈ [a, b], to its spectral
space counterpart f(xj) defined over the domain {xj} ∈ [−1, 1]. The linear transformation
can be accomplished through a change of variable [6, 7, 19, 29] from the original physical









xj j = 0, . . . , N (5.18)
Implementing this change of variable in Eqn.[5.17] with the {xj} nodes defined according to
Eqn.[5.13], the Chebyshev coefficients {cn} can finally be obtained directly in terms of the


























with n = 0, . . . , N .
(B) Chebyshev differentiation:
What is now sought is the derivative of the polynomial approximant to the QDFT function.
As the derivative of the polynomial approximant will itself be represented by a linear combi-
nation of Chebyshev basis functions, the task of finding the derivative essentially reduces to
determining the corresponding coefficients. Given the original Chebyshev series expansion
approximating f(x) according to Eqn.[5.4], let the approximant to f ′(x) be defined by the
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following series expansion




The sequence of coefficients {bn} associated with the derivative expansion can in fact be
expressed in terms of the coefficients {cn} of the original function expansion. Following the
treatment given by Moin [6], this can be accomplished by equating the expansion for f ′(x)












Using the fact that T ′n(x) = n sin(nθ)(sin θ)
−1 in conjunction with the well-known product-
to-sum trigonometric identitity, viz., sinu cos v = 1/2[sin(u+v)+sin(u−v)], it can be readily







T ′n−1 n > 1 (5.22)
Implementing the preceding equation on the LHS of Eqn.[5.21] and dropping the prime on
the summations, yields























Eqn.[5.23] immediately allows one to equate the coefficients of T
′
n for n ≥ 2 on either side
5.2 General Methodology 209
based on inspection, whereupon one obtains the relation
bn−1 − bn+1 = 2ncn n = 2, 3, . . . , N − 1 (5.24)
The {bn} are still not fully specified, as Eqn.[5.24] only represents N−2 equations for a total
of N unknowns. An additional constraint on bn can be derived by equating the coefficients
of Nth partial sum of Eqn.[5.23], yielding
bN−1 = 2NcN (5.25)
which effectively extends Eqn.[5.24] to include the case where n = N . Yet another constraint
on bn is obtained from Eqn.[5.23] by noting that T0 = T
′






























Next, by equating coefficients for T
′
1 on either side of the preceding equation, the full recur-
rence for {bn} in terms of the Chebyshev coefficients {cn} of the original function approxi-
mation is finally obtained as:
cn−1bn−1 − bn+1 = 2ncn n = 1, 2, . . . , N (5.27)
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with bN+1 = bN = 0 as required by Eqn.[5.20].
As previously indicated, one is typically given a function F (s) defined in physical space,
where s ∈ [a, b]. In view of the coordinate transform between physical and spectral space
given by Eqn.[5.18], the Chebyshev expansion for F (s) reads [31]










s ∈ [a, b] (5.28)
Note that if s happens to fall in the range s ∈ [−1, 1], then the above Chebyshev expansion
for F (s) simply collapses to the usual spectral formula given by Eqn.[5.4]. However, almost
invariably, one requires the derivative of a function over an arbitrary interval s ∈ [a, b] in
























The dx/ds factor can be readily ascertained from Eqn.[5.18], in which case, the preceding












Thus, it becomes readily evident that the Chebyshev derivative coefficients obtained from a
function defined over a general interval, must be normalized by the length of that interval,
in order to yield the correct results.
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(C) Chebyshev integration:
Suppose that one is given a QDFT function for which its polynomial approximant according
to Eqn.[5.3] has been specified. The objective now is to obtain the indefinite integral, denoted
g(x), of the underlying function. Analogous to the derivative approximation, the integral






AnTn(x) x ∈ [−1, 1] (5.31)
An expression for the coefficients of the integral expansion {A0, A1, . . . , An, An+1} in terms of
the coefficients {c0, c1, . . . , cn} of the original function expansion must therefore be governed
by a recurrence. In order to derive the relationship [6, 7], the indefinite integral of the
polynomial expansion representing f(x) in Eqn.[5.4] is equated to the polynomial expansion









The RHS of Eqn.[5.32], requires a general expression for the antiderivative of Tn(x). Such




T1 n = 0 (5.33a)
1
4









n ≥ 2 (5.33c)
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Note that the partial sum involving T0 has been incorporated into the constant term. By
equating coefficients corresponding to the same Chebyshev basis functions, one obtains the




(cn−1 − cn+1) n = 1, 2, . . . , N + 1; cN+1 = cN = 0 (5.36)
If the QDFT function for which we seek the indefinite integral is originally defined on
an arbitrary interval in physical space, then one can simply reformulate the integration [23]














ds s ∈ [a, b] (5.37)
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where G(s) is the antiderivative of F (s). The coefficients obtained from the Chebyshev
quadrature in accordance with Eqn.[5.36], normalized to the length of the range in accordance
with Eqn.[5.38], thus accounts for the general case of f(x) where x ∈ [a, b].
(D) Polynomial evaluation:
At this stage, one has in hand the spectral coefficients necessary to construct a Cheby-
shev polynomial interpolant to a given QDFT function. Based on these coefficients, one
is now in a position to approximate the function (or its derivative or indefinite integral)
between interpolation nodes anywhere in the domain x ∈ [−1, 1]. This can be achieved in
the most straightforward manner by feeding {cn} into Eqn.[5.12] and evaluating the poly-
nomial interpolant PN(x) at the point of interest xi. However, direct use Eqn.[5.12] is not
the preferred method, especially for large data sets. As N becomes large, evaluation of the
Chebyshev polymomials {Tn(x)} required by Eqn.[5.12] can quickly become computationally
burdensome [32, 33]. In fact, polynomial sums can be evaluated with far greater numerical
efficiency and stability by using an approach known as the Clenshaw recurrence algorithm
[32]. This method reformulates the problem in a way that that essentially eliminates explicit
evaluation of Tn(x), but at the same time retains the rather useful recurrence property. In
particular, the Clenshaw recurrence introduces a new auxilliary sequence of numbers {bn}
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into Eqn.[5.12] that relate to the original coefficient sequence {cn} by the same recurrence
coefficients that relate {Tn(x)} for n ≥ 2 to all subsequent {Tn(x)} (see Eqn.[5.10]). Poly-
nomial evaluation thus reduces to marching through a recurrence between the original and
newly introduced sequence without the need to evaluate any Chebyshev polynomials, other
than those trivially specified by the initial conditions supporting the Chebyshev recurrence,
i.e., T0(x) = 1 and T1(x) = x.
An instructive way to see how the Clenshaw recurrence algorithm works is by recasting
polynomial evaluation as a matrix problem [7, 29]. Recall that the Chebyshev polynomial





















Next, note that the three-term recurrence relation specified by Eqns.[5.8]-[5.10] may also be
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written in matrix form as the product of a symmetric tridiagonal matrix (lower triagular) of
Chebyshev recurrence coefficients A and a Chebyshev polynomial vector array t, viz.,








. . . . . . . . .












The preceding matrix equation in turn suggests that if we can factor A from cT of Eqn.[5.40],
then its dependence on t will be entirely eliminated. Such a factorization can be realized by
defining a vector array b such that




b0, b1, . . . , bN
)
(5.45)
When cT of the Nth order polynomial expansion defined by Eqn.[5.40] is factorized in this
manner, evaluation of the polynomial at a particular point x collapses to the following
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efficient scalar form
PN(x) = c
T t = bTAt = bf = b0 − b1x (5.46)
so that,
PN(xi) = b0 − b1xi (5.47)
In order to determine the values of b0 and b1 one needs to implement a recurrence between the
known Chebyshev coefficients {c0, c1, c3, . . . , cN} and the auxilliary sequence {b0, b1, b3, . . . , bN}.
Such a relation is already known through Eqn.[5.44] which in scalar form reads
br − 2xbr+1 + br+2 = cr r = 0, 1, . . . , N (5.48)
Thus, by initializing the preceding recurrence, viz., br+1 = br+2 = 0, then working backwards
through the recurrence starting from r = N , b0 and b1 of Eqn.[5.47] can be determined.
Because polynomial evaluation using this methodology avoids explicit evaluation of Tn(x), it
has the advantage of significantly lowering the relative computational demand as N becomes
large. The Clenshaw recurrence algorithm given by Eqn.[5.48], not only applies to Cheby-
shev polynomials—it is generally applicable to evaluating sums over high degree polynomial
sequences that fulfill a three-term recurrence relation.
(E) Chebyshev uniform convergence and spectral accuracy:
The general concept of spectral accuracy, in the context of the Chebyshev methodology (and
also within the broader class of classical orthogonal polynomials), can be understood by ap-
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preciating the non-local internal structure of spectral coefficients given by Eqn.[5.16]. A close
examination of this equation reveals that the {cn} depend on function values f(xj) through-
out the entire domain of the xj ∈ [−1, 1] computational space. Thus the spectral approach
is often described as a “global” or “infinite order” approximation. Due to the global reach
of Chebyshev spectral coefficients, the polynomial interpolant converges uniformly over the
spectral domain as N becomes large. Put differently, the maximum absolute difference be-
tween the target QDFT function and its Chebyshev approximant at all points in the interval
[-1,1] approaches zero as N → ∞ 1. Therefore, in the Chebyshev spectral approach, one no
longer observes wild polynomial oscillations (i.e., Runge phenomenon) at the periphery of
the computational domain [1, 2, 7] often seen with low order polynomial approaches which
rely on equispaced interpolation grids. The latter approach is generally associated with less
accurate finite difference (FD) type methods where the approximation is “local” in the sense
that the coefficients are generated by the nearest or next nearest neighbor function values
relative to the point of interest.
The outstanding accuracy that can be achieved using spectral methods is also attributed
to the rate of convergence between the underlying function and its spectral approximant as
N → ∞. Indeed, the truncation error associated with the Chebyshev spectral approximant is
directly tied to the rate of decay of its corresponding spectral coefficients. This rate of decay
is in turn governed by the smoothness of the underlying function [34, 35] over the domain
D, i.e., the differentiability class to which the function belongs. If the underlying function
1 max
−1≤x≤1
|f(x)− PN (x)| → 0 as N → ∞
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f(x) is smooth in the strictest mathematical sense, meaning that it belongs to the class of
infinitely differentiable functions denoted C∞(D), it can be shown that convergence will be
always be faster than O(N−m) no matter how large m is taken. As a direct consequence of
this convergence behavior, spectral accuracy can be achieved using very few grid points.
However, note that the Hooke’s atom analytical 2-body wavefunction Ψ, which must
respect Kato’s electron-electron cusp constraint [36], is not smooth with respect to the semi-
infinite radial manifold at points where the two electrons spatially coincide. The Kato
constraint governing the response of a many-body wavefuntion Ψ when two electrons of
opposite spin spatially coalesce, requires a discontinuity in the first derivative of Ψ evaluated
at r12 ≡ |r1 − r2| = 0. This discontinuity, which ensures that the local energy ĤΨ/Ψ remains
finite whenever the Hamiltonian Ĥ contains a singularity in the potential energy operator,
manifests itself as a cusp in Ψ along the r1 = r2 direction. That said, it is important to
appreciate that the smoothness criteria supporting spectral convergence applies only to the
spectral function represented by the orthogonal projection. The key question that must
be addressed ab initium, then becomes whether or not the mapped pseudospectral (PS)
wavefunction ΨPS also exhibits a cusp at r12 = 0, the presence of which will undermine
spectral convergence.
By definition, the CGL nodes employed in the pseudospectral mapping exclude all bound-
ary points of the underlying function space. As such, the CGL nodes are incompatible with
an r12 Coulomb singularity. In order to make this point more concrete, suppose the Hooke’s
atom reference electron, which can always be specified along the z-axis, assumes a magnitude
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FIG. 5.1. Example of an electron-electron coalescence cusp in the θ′ = 0 cross-
section of the Hooke’s atom analytical wavefunction Ψ(rr′θ′) for k = 3.00891×10−4.
The cusp in this case, arises due to an electron specified along the positive z-axis at
rz0 = 5.0 a.u.. (Note: positive abscissa values correspond to electronic coordinates
for which r′ > 0 and θ′ = 0◦; negative values correspond to r′ > 0 and θ′ = 180◦).
of say, rz0 = 5 a.u. As illustrated in Fig. 5.1, the θ
′ = 0 cross-section of the ground state
Hooke’s atom analytical wavefunction as a function of r′ consequently exhibits a cusp at
r′ = rz0 due to spatial coincidence of the two electrons at that point.
Unlike the analytical profile however, the corresponding pseudospectral cross-section
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across the mapped rz0 coordinate will always preserve its C
∞[−1, 1] smoothness, with re-
covery of cusp-like behavior achieved in a limiting fashion. To see this, first note the CGL
nodes (see Eqn.[5.13]) defining the discrete set of permissible values for the pseudospectral
angular sweep {θ′jPS} between the two Hooke’s atom electrons relative to the nucleus, ex-
cludes the θ′PSj = −1 boundary point. The fact that this lower angular extremum (which
linearly maps to θ′j = 0 in the real space domain), cannot be recruited when CGL grids are
employed, means that the 2nd electron is numerically prohibited from ever residing on the
z-axis once the 1st electron has been specified. Consequently, fermion collision is effectively
excluded throughout the entirety of the Hooke’s atom CGL spectral domain. Note however,
the extent to which the local wavefunction response in the vicinity of the cusp can be ac-
curately recovered varies directly with the angular resolution Nθ′ (i.e., the number of grid
points along the θ′ direction). As this parameter increases (at fixed Nr, Nr′), the number
density of angular grid points skews toward the boundary edge of the 0 ≤ θ′ ≤ π function
space; this allows smaller limiting values of |r− r′| to be explored at relatively high resolu-
tion. An arbitrary level of accuracy in terms of approximating the Coulomb singularity in a
vanishingly small spherical neighborhood surrounding r′ = rz0 is thereby possible, C
∞[−1, 1]
smoothness notwithstanding.
This analysis extends to both inner and outer products of ΨPS, so that all spectral QDFT
functions, i.e., in both the QDFT Eee(r) and Ztc(r) computational branches remain infinitely
differentiable. Thus, when deriving QDFT numerical objects based on ΨPS, the CGL pseu-
dospectral methodology is aptly suited in terms of its ability to recover the Kato cusp con-
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straint while at the same time satisfying the necessary smoothness needed for maintaining
exponential convergence. So for example, spectral integration over |ΨPS|2, for purposes of
say, delivering the Hooke’s atom numerical single particle density, will proceed unimpeded.
(F) Spectral approximation algorithm:
It is instructive at this stage to get a bird’s eye view of the Chebyshev spectral approximation
to a QDFT function of interest, say |Ψ(r, r′, θ′)|2dr. If for example, one needs to obtain the
density ρ(r) from the latter, one proceeds as follows: (i) for a given coordinate direction, say
θ′, direct space function values at the interpolation nodes defined by Eqn.[5.13] are supplied to
Eqn.[5.19] to generate the coefficients {cn} representing each of the polynomial interpolants
to |Ψ(r, r′, θ′)|2dr projected onto the θ′ direction; each such projection will correspond to a
discrete element of the {rr′} matrix of values; (ii) {cn} coefficients thereby generated are
then fed to Eqn.[5.36] in order to obtain the coefficients {An} representing the indefinite
integral of the polynomial interpolant found in (i); (iii) the {An} coefficients are then used
as input to the Clenshaw recurrence of Eqn.[5.48]. This way the polynomial represented by
{An} can be evaluated at the boundary points of the computational domain; (iv) the value of
the definite integral is obtained by taking the difference between the evaluations at the two
boundary points. This quantity is then projected onto the next quadrature direction, in this
case r′, and the entire procedure repeated. If all quadrature directions have been exhausted,
the final projection will, apart from normalization, represent the vector of function values
originally sought, i.e., ρ(r). The above procedure is general enough so that it applies to
the derivation of all QDFT numerical objects where Chebyshev quadrature is required. If
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differentiation rather than integration is involved, then the {cn} coefficients obtained from
step (i) are instead input into Eqn.[5.27] to generate the coefficients {bn} representing the
derivative of the polynomial interpolant. In order to visualize the derivative approximation,
these coefficients can be input into the Clenshaw recurrence of Eqn.[5.48] and evaluated at
any arbitrary point within the [−1, 1] computational range.
5.3 Application to QDFT Electron Interaction Field
(A) Quantal sources:
The quantal sources germane to a QDFT Eee(r) field analysis [12, 13, 15] are the pair cor-
relation density (PCD) of the fully-interacting system, g(rr′), and by its decomposition,
ρxc(rr
′), the Pauli-Coulomb hole. One must also consider the S-system pair correlation den-
sity (S-PCD), gs(rr
′) and by its decomposition, ρx(rr
′), the Fermi hole. By simultaneously
considering the PCD and S-PCD, one is also able to define a Coulomb hole, ρc(rr
′). More-
over, decomposition of each of the respective pair densities also refers to the local density
ρ(r′), i.e., as a common quantal source component. Fortunately, as the density of the fully-
interacting system is constrained to be same as that for the S-system, this local component
only has to be computed once. For spherical systems such as Hooke’s atom, ρ(r′) will also
appear as a principal element in the computational forms for both ρx(rr
′) and ρc(rr
′). That
said, one of the key goals of the present section, is to demonstrate that fast and accurate
computation of ρ(r′) ultimately guarantees the same efficacy in terms of computation of the
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Eee(r) field for Hooke’s atom in the Wigner force constant regime currently under study. But
first, some preliminary background highlighting the formal relationship between the general-
ized quantal source components and the quantum many-body correlations encompassed by
the Eee(r) field, is in order. This will serve as the fundamental scaffold against which the
spherical symmetry of Hooke’s atom system can be grafted in order to facilitate fast and
efficient numerical realization of the Hooke’s atom electron interaction field, as well as its
corresponding potentials and energies.
(i) Fully-interacting pair-correlation density, g(rr′) and the Pauli-Coulomb hole
The quantal source of the Eee(r) field for a general N -fermion system, g(rr′), is obtained





with ρ(r) defined as the local density, and P̂ (rr′), the PCD operator, defined as
P̂ (rr′) =
∑
i̸=jδ(ri − r)δ(rj − r′) (5.50)
The PCD is thus a conditional probability that describes the density at r′ due to the presence
of an electron at r. As such, the PCD can be interpreted as the static density ρ(r′) at r′
plus the reduction in density at r′ due to the various electron correlations [15]. Accordingly,
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the PCD admits the following decomposition into local and non-local subcomponents, viz.,
g(rr′) = ρ(r′) + ρxc(rr
′) (5.51)
The reduction in density, embodied by the quantal object, ρxc(rr
′), arises as a consequence
of the QMB correlations of the fully-interacting system, namely (a) the Pauli exclusion
between parallel spin electrons, known as Pauli correlations and, (b) pairwise Coulomb
repulsion between electrons of arbitrary spin, known as Coulomb correlations. However, it
is important to appreciate, that the Pauli and Coulomb correlations within the context of
the fully-interacting system cannot be resolved, and hence can only be referred to in the
collective sense as Pauli-Coulomb correlations [13, 15].
(ii) S-system pair-correlation density, gs(rr
′) and the Fermi hole
QDFT also defines the quantal source gs(rr
′), the pair correlation density associated with
the model fermions. Like the PCD, the S-PCD is also a conditional probability. However, it






where ρ(r) for the S-system is constrained to be equivalent to the local density defined in
relation to the fully-interacting system, and P̂ (rr′) is the PCD operator defined in Eqn.[5.50].
As the S-system is governed by a Slater determinantal wavefunction, there are no Coulomb
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correlations; as such, the S-PCD can only account for the reduction in density at r′ for an
electron at r due to the Pauli exclusion principle [13, 15]. The S-PCD therefore admits
decomposition into local and non-local components viz.,
gs(rr
′) = ρ(r′) + ρx(rr
′) (5.53)
where ρx(rr
′), known as the Fermi hole, is the reduction in density due to the Pauli correla-
tions. The Fermi hole is defined in terms of the Dirac density matrix γs(rr
′) (see Eqns.[5.93]-






As an object forged from the orbital structure of the mapped hypothetical system, and
thereby reflective of only the Pauli correlations, the S-PCD also suggests a means by which
separate and explicit definitions of the Pauli and Coulomb correlations may be realized. This
will be next addressed.
(iii) g(rr′), gs(rr
′) and the Coulomb hole
By considering the algebraic difference between the PCD and the S-PCD, the Coulomb
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hole ρc(rr
′) becomes defined [12, 13], viz.,
ρc(rr




In the preceding equation, it must be kept in mind that the single particle density is con-
strained to be the same for both the fully-interacting and S-system [15, 16]; it thus cancels
when taking the difference between the corresponding PCDs. The Coulomb hole is therefore
defined as the reduction in density at r′ due to pairwise Coulomb repulsion instigated by
an electron at r, irrespective of its spin [13]. By definition then, the Coulomb hole, is a
generally non-local construct (like the Fermi hole), meaning that it behaves as a dynamic
charge distribution such that its structure changes depending on how an electron is specified
at r. Moreover, as a consequence of the fact that QDFT allows for separate consideration
of the Coulomb hole, the Pauli-Coulomb hole of a general N -fermion system can now be






′) given by Eqn.[5.54] and ρc(rr
′) given by Eqn.[5.55].
(iv) Hooke’s atom Fermi hole
One can obtain the expression for the Fermi hole for the Hooke’s atom in the 1s2 ground
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state by reference to the closed shell singlet state form of γs(rr
′) (see Eqn.[5.94]). When
the the Hooke’s atom 1s2 (spin-paired) spatial orbitals, which are well known to be ψi(r) =√
ρ(r)/2 [12, 14], are incorporated into this equation, the Fermi hole as defined by Eqn.[5.54],






Thus one can think of the static collapse of the singlet state Hooke’s atom Fermi hole as a
consequence of the fact that for spherical two particle systems, the Dirac density matrix can
be expressed as a product of the square root of the single particle densities.
(v) Hooke’s atom Coulomb hole
By contrast, the Hooke’s atom Coulomb hole, as it relies on the difference between the
PCD and S-PCD, requires somewhat more work to derive. First, an expression for the PCD
was obtained by substituting the general form of the Hooke’s atom 2-body wavefunction, i.e.,
Ψ(x1x2) = Ψ(r1r2)χ(σ1σ2) (with χ a normalized antisymmetric singlet state two electron
spin-function) [38], into Eqn.[5.49]. Then, by employing the simple fact that the S-PCD
for ground state Hooke’s atom must be given by gs(rr
′) = ρ(r′)/2 [12], i.e., as the density
reduction at r′ must be solely reflective of spin avoidance from an electron at r, the Coulomb
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hole was derived, according to the present study, as
ρc(rr
′) = ρc(rr





































′) for Hooke’s atom has a more complex anatomy in comparison to the Fermi
hole by virtue of its non-local behavior.
Note that the expression for the Coulomb hole explicitly references the system wavefunc-
tion, viz., Ψ(rr′) = Ψ(rr′θ′). Hence, ρc(rr
′) for Hooke’s atom must reflect the existence
of an electron-electron cusp [12, 13] as defined by the well-known Kato cusp condition [36]
discussed earlier. Recall, this is a derivative discontinuity that must be satisfied by Ψ(rr′)
in order for the total energy, E to remain bounded. As the confinement strength vanishes
within the Hooke’s atom Wigner regime, it is expected that this cusp will become progres-
sively weaker as Ψ(rr′) inexorably tends toward that of a 1-particle description.
(vi) Hooke’s atom single particle density
With these Eee(r) quantal source definitions for Hooke’s atom in place, attention can
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now be focused toward their numerical realization. Insofar as the Hooke’s atom expression
for ρc(rr
′) (see Eqn.[5.58]) encompasses both local and non-local components, it should be
quite clear that its computation will be far more involved relative to that for ρx(rr
′) (see
Eqn.[5.57]). The essential point however, is that both ρx(rr
′) and ρc(rr
′) for Hooke’s atom
refer to ρ(r) as its basic core variable; accurate numerical knowledge of the local density is
therefore essential for obtaining an accurate Eee(r) field. That said, ρ(r) becomes the main
target upon which the full brunt of the Chebyshev spectral methodology will be initially
unleashed. As it turns out however, ρ(r) needs no importuning.
For 2-particle systems of arbitrary symmetry the general expression for ρ(r) in term of




Since Hooke’s atom is a spherical density system, for computational convenience, r was
constrained to be along the z-axis, with r′ allowed to explore general r′θ′ space, i.e., {r′, θ′ :
r′ ∈ [0,∞]; θ′ ∈ [0, π]}. Implementing this geometry for the Hooke’s atom high electron
correlation regime presently considered, the single particle density was obtained according






|Ψ∗(rr′θ′)|2r′2dr′ sin θ′dθ′ (5.60)
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where Ψ(rr′θ′), for the Wigner regime force constant currently considered, reads




















which in scalar form is




















with s ≡ r12 = [r2 + r′2 − 2rr′ cos θ′]1/2, aj = {8.274917, 4.720056, 0.879153}, and C =
8.94669× 10−6 [27, 28].
Depicted in Fig. 5.2, is the result of the Hooke’s atomWigner-HECR density computation
as a function of the number of CGL radial integration nodes N . The pseudospectral linear
map was based on a 40 a.u. radial cut-off.
Table 5.1. Hooke’s atom (k = 3.00891× 10−4) ρ(r) normalization as function of
Chebyshev-Gauss-Lobatto spectral nodes









Clearly, the single particle density converges very quickly as can be seen by the curve
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FIG. 5.2. Convergence of Hooke’s atom (k = 3.00891 × 10−4) single particle
density using Chebyshev quadrature. N is the number of radial CGL quadrature
nodes.
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profiles corresponding to the N = 7 through 10 grid point single digit increases. Moreover,
if one looks at Table 5.1, which uses the normalization obtained from the numerical density
as a metric to gauge accuracy, one sees that the theoretical normalization for the Hooke’s
atom single particle density has been reached to 6 decimal places at the N=25 grid point
level. This fast convergence manifested by ρ(r), as depicted by Fig. 5.2, is due to the
exponential convergence of the Chebyshev coefficients associated with each of the interpolants
to |Ψ(r, r′, θ′)|2dr along the r′ and θ′ directions.
As another benchmark of accuracy for Hooke’s atom in the Wigner-HECR, the numerical
density obtained in accordance with Eqn.[5.60], was compared to that obtained from an























Table 5.2. Closed-form numerical parameters for Hooke’s atom single particle
density in the Wigner high electron correlation regime (k = 3.00891× 10−4)
a0 = 0.0001887035367 b0 = 0.825887185 10
−4 c0 = 0.0000545393257
a1 = 0.00001667529356 b1 = 0.00000204593959 c1 = 6.759841586 10
−7
a2 = 1.687879646 10
−7 b2 = 9.759957292 10
−9 c2 = 1.681184917 10
−9
a3 = 3.981289196 10
−10 b3 = 1.114605622 10
−11 c3 = 8.428454128 10
−13
a4 = 1.967546904 10
−13 b4 = 1.706473116 10
−15
α = 0.01734620422 β = 0.1317049894 δ = 0.03469240844
The numerical parameters for the above closed-form density expression is given in Table 5.2.
5.3 Application to QDFT Electron Interaction Field 233
The result of this comparison, as summarized in Table 5.3, clearly shows that the absolute
error, denoted |ϵ(r)|, between the analytical and numerical density at the N = 100 grid point
level computed according to the Chebyshev spectral methodology, is extremely small.
Table 5.3. Absolute error, |ϵ(r)|, between analytical and Chebyshev numerical
single particle density ρ(r), for Hooke’s atom (k = 3.00891× 10−4) sampled at













The high accuracy of ρ(r), bodes well that all the other remaining quantal sources, i.e.,
the Coulomb hole and Fermi hole will enjoy the same level of accuracy. It is easy to see
this for the Hooke’s atom ρx(rr
′), as it collapses to half the local density. But in point of
fact, once ρ(r) has been obtained, substantially all of the Hooke’s atom ρc(rr
′) computation
has already been completed. For example, its local component ρ(r′)/2, has already been
effectively delivered through the local density calculation according to Eqn.[5.60]. Also, its
non-local component, |Ψ(rr′θ′)|2 is the very object that was employed to obtain the local
density in the first place. In other words, once ρ(r) for Hooke’s atom has been numerically
obtained, no additional function approximation is required; one simply has to execute the
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extra step of dividing |Ψ(rr′θ′)|2 by the local density in accordance with Eqn.[5.58].
Objective measures for testing the numerical integrity of quantal sources do exist. For
example, one can inspect the numerical deviation of ρc(rr
′) from its theoretical charge con-
servation sum rule [12, 13], viz., ∫
ρc(rr
′)dr′ = 0 (5.64)
Alternatively, one could check the charge conservation associated with the PCD [12, 15], viz.,
∫
g(rr′)dr′ = N − 1 (5.65)
This latter check implicitly accounts for the ρc(rr
′) charge conservation sum rule of Eqn.[5.64].
At the N = 100 grid point level implemented over a 100 a.u. computational grid, the
normalization on the Wigner Hooke’s atom g(rr′) quantal source yielded unity to 15 decimal
places; for a 200 a.u. grid, the normalization yielded an astounding value of 9.6× 10−14 a.u..
(B) Fields:
The components of the QDFT vector fields that are relevant to the electron interaction
analysis are the Hartree EH(r), Pauli Ex(r) and Ec(r) Coulomb fields. They are all generally

















The Eee(r) field subcomponents are therefore differentiated by their respective quantal source
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terms, ρ(r′), ρx(rr
′) and ρc(rr
′), referenced inside the Coulomb field integral. Note that in the
case of spherical density systems such as Hooke’s atom, the definition of each of these quantal
source terms, respectively given by Eqns.[5.60], [5.57], and [5.58], directly references the local
density, or a combination of the latter along with its computational precursor. For example,
the quantal source of the Hooke’s atom Hartree field is exactly the local density, whereas for
the Pauli field, it is the Fermi hole, ρx(rr
′), which according to Eqn.[5.57] collapses to half the
local density. The quantal source of the Coulomb field is the Coulomb hole, ρc(rr
′), which
yet again for Hooke’s atom, references the local density given by Eqn.[5.60]; in addition it
also references the wavefunction square modulus, viz., |Ψ|2, used in the computation of the
density. It is therefore quite clear that the various Eee(r) field components for Hooke’s atom
in the Wigner-HECR will benefit from the high accuracy of the ρ(r) calculation.
However, also present in the field integrands of Eqn.[5.66], is an r12 electron interaction
term, viz., r12 = (r− r′)/|r− r′|3, that adds significant computational strain. If one chooses
not to exploit any of the computational flexibility that may be offered by this term, such an
omission can in fact partially offset some of the benefits inherited from the density calcuation,
particularly with respect to the Coulomb field calculation. Fortunately, for Hooke’s atom one
can take advantage of the symmetry of it various quantal sources to mitigate the numerical
burden due to this term, and hence optimize overall accuracy.
(i) Hooke’s atom Hartree and Pauli fields
In the case of spherically symmetric quantal source charge distributions such as the
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Hooke’s atom single particle density and Fermi hole, the r12 electron interaction term in the
corresponding Hartree and Pauli fields is independent of θ′ (i.e., the angular sweep between
the two Hooke’s atom electrons relative to the nucleus). Thus in the present computation,
the r12 expression for these fields have been collapsed to a highly optimized radial form based






















for r > r′. For spherically symmetric sources such as Hooke’s atom, Eqn.[5.67] requires that
l = 0. It must therefore be the case that the monopolar approximation is exact for the



































Similarly, as the Pauli field of the Hooke’s atom also arises from a spherically symmetric
quantal source charge distribution, viz., ρx(rr
′) = −ρ(r′)/2 (see Eqn.[5.57]), its correspond-
ing r12 term has also been spherically collapsed to monopolar form in order to simplify the
















(ii) Hooke’s atom Coulomb field
By contrast, due to the non-locality of the Coulomb hole quantal source, spherical collapse
of the r12 term is not admitted. This significantly raises the level of complexity of the
Coulomb field calculation relative to that for the Hartree and Pauli fields. The ‘culprit’
is the square modulus of the Hooke’s atom two-body wavefunction |Ψ(rr′θ′)|2 which, at
best, admits only azimuthal symmetry. The square modulus must therefore couple with
the r12 electron interaction term under the Coulomb field integral. As such, r12 cannot
be spherically collapsed in the non-local field component. Fortunately, the local part of the
Coulomb hole (i.e, the Hartree contribution) defined solely by the single particle density, does
admit r12 monopolar collapse under its corresponding field integral. Thus when computing
the Coulomb field, it is not advisable to consolidate the local and non-local parts into a
unitary discretized space with the lattice of integrand values ρc(rr
′θ′) · (r− r′) · r−312 · dr′
sitting on the spectral interplolation nodes. Rather, the better strategy would be to perform
the interpolation by splitting the Coulomb field such that the monopolar r12 term can be
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|Ψ(rr′θ′)|2(r − r′ cos θ′)
(r2 + r′2 − 2rr′ cos θ′)3/2





As such, it will scale faster, require less grid points and be significantly more accurate.
If an ad hoc approximation to the Coulomb field is needed for faster compilation, say
within an interpreted scientific computing environment where computational resources may
































































































It should be emphasized that in relation to all QDFT fields (in both Eee(r) and Ztc(r)
branches), no reliable physical metrics for determining when one has obtained a satisfactory
numerical approximation exists. Within the scope of the electron interaction analysis, ob-
jective measures of accuracy such as sum rules or normalization conditions that are able to
test the numerical integrity of the various quantal sources, are not applicable to its corre-
sponding fields. Moreover, criteria based on convergence data from QDFT objects computed
downstream from the electron interaction field, such as virial energies, are not dispositive of
field accuracy—it is quite conceivable to have a poor approximation to the pre-asymptotic
region of some target field component, and still obtain satisfactory convergence on the cor-
responding virial energy (to be discussed below). Convergence criteria applied directly to
the Hooke’s atom Eee(r) field and/or its various subcomponents, is therefore the only viable
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option for measuring its numerical integrity.
In view of inherent limits on objective measures of accuracy with respect to the Hooke’s
atom Eee(r) field calculations, this places even more weight on the need for high accuracy
in the determination of the single particle density. Indeed, this is one of the major reasons
motivating the use of spectral methods in the present Wigner Hooke’s atom study. Provided
the normalization on the density does not change relative to further increases in the number
of grid points N (based on some prescribed decimal cutoff), it is not difficult for the spectral
approach to achieve 6 point decimal accuracy (and beyond) for the Eee(r) field calculation
using double precision floating point numerics.
(C) Potentials:
In the general QDFT formalism, the S-system local effective potential vee(r), is defined
as the potential arising from the S-system effective field, F eff(r) [15]. More precisely, the
local effective potential is formulated as a line integral taken over the effective field from a











The equation for the potential arising from the Eee(r) subcomponent of the effective field is




Eee(r′) · dl′ (5.75)
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In the case of Hooke’s atom all fields are radial; this implies the the following line integrals




EH(r′)dr′; Wx(r) = −
∫ r
∞




The line integration thus becomes the equivalent of taking an antiderivative. Numerically,
this can be accomplished by quadrature starting from the first interpolation node of the
target vector field array, to each subsequent node across the discretized field domain. Each
such quadrature is followed by a polynomial evaluation to determine the value of the field
integral at each of the respective node points.
In order to simplify the computation, radial asymptotic cutoff points ra.c.o were defined.
These points indicate the last interpolation node, beyond which, the line integral will be
computed based on the analytical asymptotic expression for the field. The line integration
therefore initially requires determining the antiderivative of the numerical field along the
interpolation nodes up to the applicable ra.c.o.. Then, added to this vector of values, is the
definite integral over the analytical expression for the field decay, evaluated from ra.c.o. to
∞. Thus, the basic idea behind defining ra.c.o. cutoffs, is that computational resources can
be conserved in cases where an expression for the analytical asymptotic behavior of the field
exists.
(i) Hooke’s atom Hartree and Pauli potentials
For the Hooke’s atom Hartree and Pauli fields, it is well-known that the analytical fields
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decay as 2/r2 and −1/r2 respectively [12, 13]; the asymptotic Hartree and Pauli potentials
are thus exactly given by -2/r and 1/r. As these fields become asymptotic fairly quickly, line
integrals can be readily obtained using early radial asymptotic cutoffs in conjunction with
the analytical definite integral over the remaining asymptotic field (from ra.c.o. to ∞). The
line integral representing the Hartree potential was therefore implemented as


















Similarly, the Pauli potential was generated as


















(ii) Hooke’s atom Coulomb potential
The Coulomb potential on the other hand is slightly more complicated since the analytical
expression for the asymptotic Coulomb field from which it is derived is parametrized, i.e.,
it is given by η/r4 [12, 13]; the corresponding analytical potential is then −(η/3)r−3. It
is found within the scope of the present investigation that η = 416.7376. The numerical
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Coulomb potential according to the present work, is thus given as




















It should be noted that due to the r−4 asymptotic Coulomb field decay (i.e., a faster ana-
lytical decay relative to Hartree and Pauli components), the numerical field must traverse
a much greater a radial distance relative to the Hartree and Pauli fields before an analyti-
cal asymptotic analysis can be applied. Quadruple precision floating point numerics for the
Wigner Hooke’s atom in the force constant regime under consideration, is therefore necessary
for an accurate determination of η and hence, an accurate determination of the Coulomb
potential. At the 200 − 300 a.u. radial levels necessary to sample the numerical Coulomb
field for purposes of verifying convergence on η, the single particle density decay will be on
the order of 10−304 − 10−673. Thus, in the asymptotic regime applicable to obtaining an
accurate Coulomb potential for the Wigner Hooke’s atom, unless one has recourse to a quad
precision floating point environment, a catastrophic loss of precision will be suffered by the
single particle density (and hence the potential).
(D) Energies:
The energies associated with the QDFT electron interaction field and its various components
can be obtained using virial integral energy expressions that directly implement the field
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[12, 15, 25, 26], viz.
EH =
∫
ρ(r)r · EH(r)dr; Ex =
∫
ρ(r)r · Ex(r)dr; Ec =
∫
ρ(r)r · Ec(r)dr (5.80)
As all fields are radial for Hooke’s atom, the numerical virial integral energy expressions also











The key consideration in obtaining the Hooke’s atom virial integral energies, is the faster
e−βr
2
(β > 0) Gaussian extinction of the single particle density relative to the Eee(r) field
subcomponents. More specifically, in the Wigner-HECR at the k = 3.00891×10−4 level, ρ(r)
becomes numerically insignificant well in advance of all components of the Eee(r), which only
exhibit algebraic type decay. In order to illustrate this point, Fig. 5.3 shows ρ(r) plotted
against the Ec(r) (i.e., with the latter having fastest asymptotic decay of all components
of the electron interaction field). Already at 40 a.u., ρ(r) = O(10−9) ≪ |Ec(r)| = O(10−4).
This fortunate circumstance allows one to bound the infinite upper limit on the virial integral
based on the asymptotic density decay. In the case of the Wigner Hooke’s atom presently
considered, numerical infinity on the virial energy integrals may be set in the asymptotic
regime of the density between 30-40 a.u. and accurate energies still obtained.
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FIG. 5.3. Graph depicting the significantly faster extinction of the single particle
density relative to the Coulomb field for Hooke’s atom in the Wigner-HECR (k =
3.00891× 10−4)
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5.4 Application to QDFT Kinetic and Correlation-Kinetic Field
(A) Quantal sources:
(i) Spinless reduced 1-body density matrix
The general form for the spinless reduced 1-body density matrix for an N -fermion system






where N represents the number of electrons in the system. For the Hooke’s atom, an N=2
spherical fermion system, the numerical expression for the 1-body density matrix for the
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where C = 8.94669 × 10−6; the position vector r = r ≡ rz is along the z-axis while r′ and
r′′ are referred to the zx-plane. Construction of the density matrix thus requires integration
function calls (as a running sum) along the r = rz direction, nested within a 5-dimensional
interpolation grid. The computation of γ(r′r′′) thus presents itself as a potential bottleneck
in the computation of Z(r), and hence Ztc(r). The quadrature routine needed to deliver
γ(r′r′′) must therefore be economical in terms of the number of grid points N consumed, as
well inherently accurate. The Chebyshev quadrature discussed in section 5.2 could certainly
do the job very effectively. However, the high dimensionality of the problem is better served
by a quadrature algorithm that scales even faster as N → ∞.
In order to see how such a feat may be accomplished, consider that the integrand of γ(r′r′′)
as expressed in Eqn.[5.82], may be expanded according to its Fourier series representation
along the r = rz direction. Denote by Γ, the integrand of the density matrix defined over
the finite interval 0 ≤ r ≤ rmax, viz.,
Γ(r; r′r′′) = Ψ∗(rz; r
′θ′)Ψ(rz; r
′′θ′′)r2z (5.84)
with rmax representing the radial threshold (along the z-axis) beyond which the density
matrix remains static in respect of arbitrary variations of r′ and r′′ (to within a prescribed
level of accuracy). The continuous Fourier representation [1, 39] of Γ along the r = rz
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dr n = 1, 2, ... (5.87)





Eqn.[5.88] implies that in theory, all that is needed to perform the integration over Γ(r; rr′)
is the leading Fourier coefficient a0; multiplication of this coefficient by half the period (i.e.,
1/2 the radial cut-off defined as numerical ∞) will deliver the value of the density matrix
for fixed r′ and r′′. Variation of r′ and r′′ with respect to said integration delivers γ(r′r′′).
In practice, the numerical methodology, also developed as a part of this study, employs a
discrete approximation to a0. More specifically, the approximation coefficient is the leading
coefficient of a trigonometric polynomial defined by the N th order truncation of the continu-
ous Fourier series representation [4]. As such, the approximation coefficient, denoted A0 can
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′r′′) + Γ(r1; r
′r′′) + . . .+ Γ(r2N−1; r
′r′′)] (5.90)
where {rp} denotes the radial discretization of rz, the variable over which the trapezoidal
quadrature is performed. The Hooke’s atom density matrix in the computational zx-plane
is thus numerically approximated according to this study as








with {rp} uniformly spaced from 0.0 to a radial cutoff of 40.0 a.u. and with the total number
of nodes set to some power of two (i.e., a uniform radix-2 grid).
Eqn.[5.90] is a manifestation of the trapezoidal rule of numerical integration. In the
absence of any assumptions made about the nature of the underlying function, trapezoidal
integration is expected to be quadratically convergent, and thus comparatively slow. Quite
remarkable however, is the fact that trapezoidal integration with respect to functions that
are both periodic and C∞-smooth on a uniform grid over a full period exhibits fast spec-
tral convergence for large N . [34, 35]. In the numerical Hooke’s atom, Γ(r; r′r′′) vanishes
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at the nucleus due to the r2z polynomial factor and, by definition, it also vanishes at the
radial cut-off point chosen as numerical infinity; Γ therefore qualifies as periodic with period
2L, i.e., Γ(0; r′r′′) = Γ(2L; r′r′′). Γ is also smooth over the CGL/radix-2 grids employed.
Note however, Ψ∗(rr′)Ψ(rr′′) in Eqn.[5.83] is built from Gaussian exponentials modulated
by polynomial factors that are functions of internal coordinates, i.e., |r− r′| and |r− r′′|.
From a purely analytical standpoint, such polynomials give to rise to cusps which destroy
smoothness in the outer product when either r = r′ or r = r′′. But numerically, the structure
of the trapezoidal integration is such that CGL grids are still maintained with respect to
Γ in the primed space. As the discrete CGL angular variables that control the offsets of r′
and r′′ relative to the z-axis exclude the {0, π} boundary points, it follows that co-alignment
of r′ and/or r′′ with r along the z-axis is numerically prohibited. Accordingly, all spectral
Γ(r) profiles are C∞-smooth. Trapezoidal quadrature as a numerical route for delivery of
the fully-interacting Hooke’s atom density matrix will therefore always exhibit fast spectral
convergence for asymptotic N . In particular, the order of accuracy as measured by the ab-












∣∣∣∣∣ = O(e−βN) (5.92)
for β > 0 and N ≥ 1.
Due to the exponential decay of error in the numerical integration of Γ(r; r′r′′), the ulti-
mate number of grid points, N , needed to achieve sufficient convergence will be significantly
minimized. Moreover, spectral accuracy can be achieved with an extremely efficient numer-
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ical complexity of order O(N). This is clearly the case as the trapezoidal integrations only
involve summations. The method would thus be expected to be comparable in accuracy to
N -point Gaussian quadrature (GQ) type methods that require N weighted summations over
a non-uniform grid. However, GQ methods also require computation of abscissae nodes and
weights which incur an additional computational cost on the order of O(N2) [43], thereby
making the Fourier representation considerably more attractive at this juncture of the com-
putation.
Fig. 5.4 depicts the sphericalized 1-body density matrix for the Hooke’s atom in the
Wigner-HECR (k = 3.00891 × 10−4) obtained using the above numerical methodology. By
comparison with Fig. 5.2, one can immediately see that the density matrix recovers the single
particle density along its diagonal, viz., γ(rr) = ρ(r). Also, as can be seen from its contour
projection, the density matrix is symmetric with respect to this trace, viz., γ(r′r′′) = γ(r′′r′).
Note, in order to maintain accuracy comparable to that of the electron interaction analysis,
the numerical density matrix requires at least twice the number of grid points relative to
that used in the computation of ρ(r). This is due to the increased floating point complexity
occasioned by the two additional degrees of freedom necessary to construct the wavefunction
outer product (i.e., versus an inner product wavefunction) exemplified in Eqn.[5.83].
(ii) Dirac density matrix
The quantal source of the S-system, is the Dirac density matrix γs(rr
′), with general
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Figure 5.4. Sphericalized numerical single particle density matrix for Hooke’s
atom in the Wigner high correlation regime for k = 3.00891× 10−4.
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Thus, for the 1s2 Wigner Hooke’s atom, a closed-shell spin singlet system, γs(rr
′) formulated











Eqn.[5.94] implements the fact that the spatial orbitals, {ψi(r)}, for the ground state Hooke’s
atom as previously mentioned, are exactly given by ψi(r) =
√
ρ(r)/2. As will be elaborated
upon in the following subsection, the manner in which γs(rr
′) enters theZtc(r) computational
stream is by way of construction of the S-system kinetic energy density tensor, and via its
divergence, the S-system kinetic force [12, 13, 15, 41]. This force is then implemented in the
calculation of the Wigner Hooke’s atom correlation-kinetic field. However, as can be seen
from the form of Eqn.[5.94] as it applies to Hooke’s atom, all quantities which flow from
γs(rr
′) will be formulated in terms of the single particle density ρ(r), which as previously
discussed, lends itself to fast and accurate computation.
(B) Fields:
The correlation-kinetic field Ztc(r) accounts for the difference in kinetic energy between the
fully-interacting system and the S-system based on Heisenberg uncertainty [13, 15, 17]. It
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can be obtained by subtracting the fully-interacting kinetic force, z(r) from the S-system
kinetic force, zs(r), followed by division by the single particle density ρ(r) (i.e., Ztc(r) is









The calculation of ρ(r) for the Hooke’s atom in the Wigner-HECR has already been thor-
oughly discussed; the task is now to obtain numerical expressions for the Hooke’s atom z(r)
and zs(r) kinetic forces.
(i) Fully-interacting kinetic force, z(r)
Consider first the fully-interacting kinetic force, z(r). Its α Cartesian component can be
obtained for general N -fermion systems, in the classical sense, as the divergence of a second
rank R3 Cartesian tensor [12, 13, 15, 41, 44], namely, the fully-interacting kinetic energy























and {α, β} ∈ R3(xyz). Note that since γ(r′r′′) is Hermitian [18] ., viz., γ(r′r) = γ∗(rr′), it
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follows that the KED tensor is symmetric, viz., tαβ(r) = tβα(r).
Cartesian tensors within the context of spherical systems, involve enormous coordinate
redundancies, and even more so when subject to differential manipulation. As part of this
study, the tαβ(r) Cartesian tensor has been reformulated to reside in an R2(rθ) space defined
by a curvilinear basis reflective of the spherical symmetry of Hooke’s atom. On these two
counts, Eqns.[5.96] and [5.97] are not suitable for a Hooke’s atom Ztc(r) computation, at
least not directly.
The way that the Hooke’s atom kinetic force z(r), has been obtained in this study, is
not by direct computation of Eqn.[5.96], but rather, by first writing a closed-form expression
for z(r) that respects the symmetry of Hooke’s atom. Indeed, for this limited purpose, the
Cartesian formulation of the divergence of the FI-KED tensor given by Eqn.[5.96], is in fact





f(r) + δαβk(r) (5.98)
Unlike Eqn.[5.97], the preceding equation specifies the behavior of the Hooke’s atom FI-
KED tensor components under coordinate system rotation (or equivalently, a change of
basis). Indeed, a computationally efficient expression for the kinetic force has been obtained,
as part of the present study, by leveraging the coordinate symmetry constraints implied by
Eqn.[5.98].
But before elaborating on how the tαβ(r) tensor transformation law given Eqn.[5.98]
has been utilized by the present study to procure such an expression for the Hooke’s atom
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kinetic force, first consider that since tαβ(r) is symmetric as noted above, one can always
effect an orthogonal rotation of the Cartesian coordinate system such that its resulting matrix
representation, denoted [tαβ], is diagonal [27, 28], viz.,
χ[θϕ]T[tαβ(r)]χ[θϕ] = [tµν(r)] (5.99)
where {µ, ν} ∈ R3(rθϕ) and with χ[θϕ] representing an orthogonal rotation of the Cartesian
coordinate system such that the i, j and k vectors come into alignment with the êr, êθ and
êϕ basis vectors of a spherical coordinate system. As a key consequence of Eqn.[5.99], the












Eqn.[5.100] will be the case for all spherical density systems, since the only assumption
made is that the local density is spherically symmetric, viz., γ(rr) = ρ(r) = ρ(r). Thus, for
spherical systems such Hooke’s atom, the kinetic force is radial, meaning z(r) = z(r). This
can be rigorously ascertained from the fact that the divergence is being taken with respect to
radial dyadic components of the orthogonally transformed system referenced by Eqn.[5.100],
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viz.,






















trr(r)êr ⊗ êr + tθθ(r)êθ ⊗ êθ + tϕϕ(r)êϕ ⊗ êϕ
] (5.101)
Although it may seem more natural to derive the expression for the Hooke’s atom kinetic
force using a spherical basis according to Eqn.[5.101], it is in fact much easier to derive such
an expresssion using a Cartesian basis. Unlike curvilinear basis vectors, Cartesian bases are
independent of position. As such, Cartesian tensors entirely avoid the added complication of
invoking Christoffel symbols that arise from differentiating basis vectors within a curvilinear
framework [39, 45] as would be required by Eqn.[5.101]. In light of the above, z(r) can be
derived within a Cartesian framework by first considering the z-component of the kinetic field,
denoted zz(r) as the sole non-vanishing component with respect to application of Eqn.[5.96],
viz.,










































with rx = r sin θ cosϕ, ry = r sin θ sinϕ, and rz = r cos θ. The idea behind exmamining the
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z-component of the kinetic force at this stage, is that it enforces the intermediate assumption
of rotational symmetry about z. Such an approach conveniently avoids having to deal with
all 6 independent Cartesian tensor components. The spherical kinetic force is then recovered
by setting θ equal to zero after Cartesian derivatives are taken, i.e, by subsequent rotation
of the coordinate system through an angle θ relative to z. Thus, according to this approach,
zz(r) was derived from Eqn.[5.102] as











Note that ϕ vanishes in Eqn.[5.103] due to the rotational symmetry about the z-axis. Setting
θ = 0◦, as warranted by full spherical symmetry, the Hooke’s atom kinetic force was derived











Thus, computation of the kinetic force, can at the very least, be realized by finding
expressions for f(r) and k(r) in terms of γ(rr′), the quantal source of the kinetic field.
These diagonal FI-KED radial components are obtained from the τµν R2(rθ) KED tensor





f(r) + k(r) 0
0 2k(r)
 (5.105)
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so that









In Eqns.[5.106] and [5.107], the τrr and τθθ components are numerically defined by the R2
τµν FI-KED tensor which can be formulated in terms of γ(rr


































Implementing Eqns.[5.106]-[5.108] in Eqn.[5.104], z(r) for Hooke’s atom was formulated in
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It might be well worth noting that the τµν tensor presented in Eqn.[5.108], avoids the
inordinate numerical redundancies associated with the tαβ tensor, in that only two tensor
components are now required to compute z(r). Moreover, the components of τµν are spheri-
calized, thereby avoiding the unnecessary proliferation of angular terms. Also, τµν generally
applies to any N -particle spherical fermion system for which a QDFT kinetic or correlation-
kinetic analysis might be sought.
Given Eqns.[5.113] and [5.114], the preferred computational form of z(r) can be consol-
idated by recognizing that for 2-particle spherical systems such as Hooke’s atom, it is in
fact not necessary to compute a 1-body density matrix. This is suggested from the general
definition of the tαβ(r) tensor of Eqn.[5.97], which when read in light of the definition of
the density matrix given by Eqn.[5.82], does not preclude bringing the derivatives under the
density matrix integral. Under the integral, the differential operator strikes the wavefunction
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directly, and as such, one is no longer dealing with a density matrix. Indeed, for Hooke’s
atom, τrr(r) and τθθ(r) can be numerically obtained exclusively in terms of derivatives of
the system 2-body wavefunction Ψ(rr′). More precisely, consider the outermost bracketed











































Substituting the preceding equation back into Eqn.[5.113], and factoring out the 2π from
integration over dϕ, yields the following new computational expression for the Hooke’s atom







∣∣∣∣2 r2zdrz sin θdθ (5.116)









∣∣∣∣2 r2zdrz sin θdθ (5.117)
The above equations also suggest the following generalization to spherical N -fermion





































∫ ∫ ∣∣∣∂Ψ(rσ,XN−1)∂θ ∣∣∣2 dXN−1dΩr

(5.120)
where gµν is diag(1, r−2), i.e., the plane polar form of the contravariant metric tensor. In a


















Thus for Hooke’s atom, and spherical 2-fermion systems in general, Eqns.[5.120]-[5.121] im-
plies:
z(r) = z(r; [Ψ]) (5.122)
It is important to appreciate that Eqns.[5.120]-[5.121] are not in derogation of the fun-
damental role played by the 1-body density matrix as the quantal source. Existence of a
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kinetic force, from a classical perspective, is predicated on the notion that one can take
the divergence of a tensor to obtain this QDFT force. In general, the 1-body density matrix
quantal source is precisely the necessary and sufficient mathematical construct which enables
realization of this tensor. However, as determined by this study, in the specific case of N = 2
spherical fermion systems, the wavefunction outer product is not required for computation
of the tensor field.
(ii) S-system kinetic force, zs(r; [γs])
The non-interacting kinetic force component of the correlation-kinetic field (see Eqn.[5.95]),
zs(r; [γs]), can be obtained by taking the divergence of the S-system KED tensor, which in
Cartesian form, is denoted ts,αβ(r). The α Cartesian component of the S-system kinetic
























Note that since the Dirac density matrix quantal source is Hermitian [13, 25, 26], viz.,
γs(r
′r) = γ∗s (rr
′), the S-system KED tensor must be symmetric, i.e., ts,αβ(r) = ts,βα(r).
In the particular case of N = 2 spherical fermion systems, direct computation of the
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divergence of ts,αβ(r) according to Eqn.[5.123] can be entirely avoided. By substituting the












where {α, β} ∈ R3(xyz) and h(r) is a radial function defined in terms of ρ(r) and its first









It ought to be noted that for spherical fermion systems with N ≥ 3, Eqn.[5.125] still applies,
however, h(r) will be instead formulated in terms of the orbitals {ϕ(x)} of the system rather
than in terms of the local density.
On the basis of the fact that the S-system ts,αβ(r) transformation law of Eqn.[5.125] is
symmetric, it necessarily follows that [27, 28]
χ[θϕ]T[ts,αβ(r)]χ[θϕ] = [ts,µν(r)] (5.127)
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Clearly, the non-interacting kinetic force for a spherical density system (for arbitrary N) is
radial viz., zs(r) = zs(r), as it is formally obtained by taking the divergence of the above
expression. In fact, the divergence of Eqn.[5.128], has been obtained according to the present
study by formulating the ∇ operator in spherical coordinates 2 , so that the S-system kinetic
force is given by










Henceforth dropping the unit vector notation, derivative expansion of Eqn.[5.129] delivers








with h(r) given by Eqn.[5.126]. Equivalently, zs(r) may be expressed directly in terms of

























One could alternately derive the S-system kinetic force for Hooke’s atom based on the
Cartesian tensor formulation given by Eqns.[5.123]-[5.124]. However, recasting the entire
problem in spherical coordinates, via Eqns.[5.127]-[5.128] makes it immediately clear how to






r sin θ êϕ
∂
∂ϕ
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write an expression for S-system kinetic force by mere inspection.
(iii) Correlation-kinetic field, Ztc(r; [γs − γ])








a highly efficient formulation for the Hooke’s atom correlation-kinetic field has been advanced
by the present study. By recruiting the z(r) and zs(r) radial expressions for Hooke’s atom


















In the preceding equation, h(r) (i.e., the ts,rr tensor component) can be generated us-
ing Eqn.[5.126]. The τµν components can be generated from the 1-body density matrix
γ(r′θ′; r′′θ′′) according to Eqns.[5.113]-[5.114] (or equivalently, Eqn.[5.108]). It can also be
generated from the system wavefunction, Ψ(rz; r
′θ′) according to Eqns.[5.116]-[5.117] (or
equivalently, Eqn.[5.120]/[5.121]). The local density, ρ(r), can be obtained through its usual
quantum-chemical definition in terms of the system wavefunction according to Eqn.[5.59].
Adopting for example, the wavefunction formulation of the τµν tensor, Ztc(r) becomes
an explicit functional of the Hooke’s atom 2-body wavefunction, viz., Ztc(r; [Ψ]), so that it
















































∣∣∣∣2 r2zdrz sin θdθ
)} (5.134)
Indeed, Eqn.[5.134], as formulated by this study, represents the fastest and most efficient
route to access the correlation-kinetic field for Hooke’s atom and is also generally applicable
to any N=2 spherical fermion system.
(C) Potentials:
The correlation-kinetic pontentialWtc(r), i.e., the potential that arises from bringing a model
fermion from infinity against the correlation-kinetic field [12, 13, 15, 25, 26] was determined
via line integration in a fashion analogous to that which was done in the electron interaction
field analysis.
(D) Energies:
The energies that are relevant to a QDFT correlation-kinetic analysis of Hooke’s atom in the
Wigner-HECR are the (i) kinetic energy, T (ii) the correlation-kinetic energy, Tc and (iii)
the non-interacting kinetic energy Ts. Calculation of the aforesaid energies will be addressed
using a volume integral formulation as well as the virial integral formulation; both of these
approaches will implement the new τµν R2 tensor commensurate with the fully-interacting
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system kinetic component.
(i) Fully-interacting kinetic energy, T
The sum of the diagonal elements of a tensor is a tensor invariant, i.e., it is a property
independent of the coordinate basis employed in construction of the tensor [39]. For the
Hooke’s atom τµν(r) tensor, this invariant delivers the kinetic energy density, a positive defi-





τµµ(r) = τrr + τθθ (5.135)








In the above formulation, τrr and τθθ can be computed using either the density matrix
[27, 28] according to Eqn.[5.108], or by using the system wavefunction developed by the
present work, according to Eqn.[5.120]/[5.121]. Using the latter formulation is a much faster
and inherently more accurate calculation, as it altogether avoids the additional degrees of
freedom carried by the fully-interacting system 1-body density matrix. The Hooke’s atom
fully-interacting kinetic energy obtained for the Wigner-HECR currently considered, yielded
a value of T = 0.021158 a.u..
Alternately, the kinetic energy (KE) can be obtained by virial integration over the kinetic
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In the preceding virial equation, use has been made of the fact that z(r) = Z(r)/ρ(r) [15, 41]
as it admits a more compact expression free of an explicit reference to ρ(r). Also, the upper
limit on r for purposes of assigning a numerical infinity, can be set well in advance of the
asymptotic tail of z(r), as ρ(r) extinguishes much faster. Thus, for the Wigner Hooke’s
atom of the present study, one can obtain very accurate kinetic energies without reference
to the asymptotic structure of the kinetic field Z(r). The value for T according to the virial
formulation yielded the same value to six decimal places as volume integration over t(r).
It should be noted that although the virial and volume integral approaches to calculating
kinetic energies are theoretically equivalent, they nevertheless do not share the same numer-
ical pedigree. To illustrate this, note that the virial formulation of T with z(r) formulated
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In this light, it becomes evident that the virial formulation of T using τµν requires com-
putation of ∂τrr/∂r. By contrast, computation of T by volume integration over the KED
according to Eqn.[5.136] requires no such differentiation. As such, the latter approach is not
only computationally more efficient, it is also inherently more accurate relative to its virial
counterpart.
(ii) S-system kinetic energy, Ts
Next, Ts the S-system kinetic energy for the Wigner Hooke’s atom is sought. As its
name suggests, this quantity represents the kinetic energy associated with fermions that
have been mapped to a hypothetical non-interacting system, with the latter constrained to
having the same density as that of the fully-interacting system [12, 13, 15]. Analogous to the
fully-interacting KE calculation, Ts can be obtained by volume integration over the S-system
kinetic energy density, ts(r). The latter quantity can be obtained by summation along the









h(r) = h(r) (5.140)
Thus, for spherical 2-particle systems, the S-system kinetic energy density is exactly given by
h(r) of Eqn.[5.126], also referred to as the von Weizsäcker kinetic energy density (VWKED).
Also, based on the matrix form of the ts,µν S-system R3(rθϕ) tensor (see Eqn.[5.128]), it
is immediately clear that h(r) is the appropriate S-system KED—as previously mentioned,
quantities obtained via summation along the tensor trace are invariants that must yield the
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same result against arbitrary orthogonal rotations of the coordinate system [39, 45]. The





























The above expression delivered an S-system kinetic energy of Ts = 0.015458 a.u..
By contrast, one can use the virial integral numerical approach, where the S-system






























Ts according to the virial formulation yielded a value identical to that obtained by direct
volume integration over the von Weizsäcker kinetic energy density (to six decimal places).
It should be noted that since z(r) and zs(r) are always asymptotically convergent [12] (i.e.,
irrespective of the Hooke’s atom force constant regime), the upper limit on the radial inte-
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gration was set to the same value as that for the corresponding z(r) equation. It is also
remarked here that insofar as the virial formulation of Ts refers to the S-system kinetic
force, computation of ∂h(r)/∂r (see Eqn.[5.143]), or ∂2ρ(r)/∂r2 (see Eqn.[5.131]), cannot
be avoided. Volume integration directly over h(r) according to Eqn.[5.141] is therefore the
optimal route for delivery of Ts, both in terms of speed as well as accuracy.
(iii) Correlation-kinetic energy, Tc
By virtue of the preceding kinetic energy determinations with respect to T and Ts, most
of the heavy lifting necessary to determine the correlation-kinetic energy Tc, i.e., the energy
associated with the correlation-kinetic field, Ztc(r) has already been accomplished. Formally,
Tc can be defined simply as the difference in kinetic energy between the fully-interacting and
model S-system [12, 13, 15, 41]. Accordingly, Tc = T −Ts = 0.005700 a.u. for Hooke’s atom
in the Wigner force constant regime presently considered.
Alternately, Tc can be defined in terms of a virial integral over the correlation-kinetic
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Substituting the expression for zs(r) given by Eqn.[5.130] and using the expression for z(r)


















with h(r) and the τµν components given by Eqns.[5.126] and [5.108] (or Eqn.[5.120]/[5.121]),
respectively.
Tc can also be formulated explicitly in terms of the system density, ρ(r), and wavefunction,
Ψ(rr′) by simply substituting Ztc(r; [Ψ]) given by Eqn.[5.134], into the general virial integral
expression for Tc according to Eqn.[5.145]. Using this latter formulation of the correlation-
kinetic field, with the τµν kinetic energy density tensor formulated as an explicit functional
of Ψ, offers the fastest and most efficient numerical pathway to Tc (i.e., as it considerably
lowers the dimensionality of the problem).
Recall, that in this case, the derivatives of the τµν FI-KED tensor are applied directly
to the Hooke’s atom 3-D wavefunction instead of the corresponding 1-body density matrix.
Thus, as established by the present study, when computing Tc for N = 2 spherical fermion
systems, there is no need to invoke higher dimensional constructs beyond the N -body wave-
function.
In the actual integration, it was sufficient to set numerical infinity well in advance of the
40 a.u. computational edge of the Wigner Hooke’s atom Ztc(r) field. As expected, the value
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of the Hooke’s atom QDFT correlation-kinetic energy in the Wigner k = 3.00891×10−4 force
constant regime, as obtained using the numerical methodologies herein discussed, confirmed
the value obtained from the above T − Ts calculation to six decimal places.
5.5 Numerical Methods Validation
Before any kind of judgment can be made regarding the accuracy of the computational
results that flow from the pseudospectral methods applied to the Wigner Hooke’s atom, it
is imperative to first establish that the numerical approach is able to replicate a known
set of accepted results with respect to the same or substantially similar system. To the
extent that the accepted results can be obtained analytically, the validation process will
also be free of numerical bias. The Hooke’s atom at the k = 1/4 level was enlisted as
a reference system for this very purpose. Recall, this force constant represents one of a
denumerably infinite set of confinement strengths for which analytical wavefunction solutions
to the corresponding Schrödinger’s wave equation are admitted [38]. Complete analytical
QDFT data for the Hooke’s atom at the k = 1/4 level already exists [12, 13]. Direct
comparison of the pseudospectrally generated k = 1/4 data against the exact analytical
results, will thereby permit validation of the methodology.
Using the spectral methods presented in sections 5.2 and 5.4, all the QDFT analytical
k = 1/4 data reported in the literature to six decimal places [12, 13], were replicated in the
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current study to the same level of decimal precision 3. This agreement validates the numerical
integrity of the pseudospectral methodologies developed in the present QDFT study. Such
agreement also enables a high degree of confidence in the accuracy of the Wigner high
correlation Hooke’s atom QDFT data. Moreover, in relation to the Wigner system, there
is no expectation that the pseudospectral methodology will be any less (or more) accurate
than the decimal accuracy achieved with respect to replication of the reference system. The
reason behind this assertion is quite simple: structural distinctions between the two systems
from a numerical standpoint maintain the same C∞-smoothness, the only criterion affecting
rate of spectral convergence, and thus spectral accuracy [34, 35].
It is also important to point out that Hooke’s atom at the k = 1/4 level also delivers a
highly compact wavefunction due to the fact that it represents an analytical upper limit in
the confinement strength. Naturally, more compact functions require less grid points. This
implies that the QDFT quantal sources and fields in the Eee(r) branch, all of which rely on
the computation of |Ψ|2, can be computed relatively fast. Likewise, the same can be said of
the Ztc(r) branch, where |∂Ψ/∂r|2 and |∂Ψ/∂θ|2 are invoked in the τµν tensor formulation to
obtain the fully-interacting kinetic fields. Thus, the Hooke’s atom k = 1/4 system makes for
both fast and accurate benchmarking in regard to the numerical methodologies developed
and applied in the present Wigner regime study.
3In this study, no attempt been made to go beyond 6 decimal place accuracy.
Chapter 6
CONCLUSION AND FUTURE WORK
The present work represents the culmination of a rigorous QDFT study of the Wigner regime
of a nonuniform electron density system as described by the Hooke’s atom. Although the
calculations are performed for a specific low electron density in this regime, the conclusions
based on the present results are entirely general. As expected, in comparison to the low
electron correlation regime, the electron-interaction energy Eee as a fraction of the total
energy E is much greater than that of the kinetic energy T . So are the individual Hartree
EH , Pauli Ex, and Coulomb Ec components relative to the total energy E. Additionally, so
is the ionization potential I when taken as a fraction of the energy E.
But possibly, the most unexpected of conclusions, was that the correlation-kinetic energy
Tc as a ratio of either the electron-interaction Eee or the total energy E, is also high in
comparison to the low correlation case. And as the density is further diminished, all these
ratios become even more pronounced relative to the low correlation systems. In the limit
of very low density (k → 0), or in KS terms, in the limit of the coupling constant λ → ∞,
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the correlation-kinetic energy Tc becomes the zero-point energy of the electrons. The total
contribution of electron correlations to the energy is thus Eee + Tc. The correlation-kinetic
energy Tc must then also be employed to characterize the Wigner regime. As noted in the
previous chapter, Wigner in his original papers on the uniform electron gas did explicitly
consider the zero-point motion of the electrons. For nonuniform electron gas systems, it is
the correlation-kinetic energy Tc that is of significance.
A priori, there was no way of knowing that the ratio Tc/E would be high in comparison
to the low correlation case. After all, why should this ratio be different in the Wigner
regime? By applying the ‘Quantal Newtonian’ first law to the Wigner regime in order to
construct an S-system map having an equivalent density, it is now understood that this is
a consequence of the ‘quantal compression’ of the kinetic energy density at and about the
nucleus. It is the knowledge of the kinetic field via its divergence that explains the change
in the structure of the kinetic energy density—the ‘quantal compression’—in the Wigner
regime, as opposed to the ‘quantal decompression’ in the low correlation case. In contrast,
in low correlation systems, there is a ‘quantal decompression’ of the kinetic energy density
away from the nucleus, leading thereby to a low value of the Tc/E ratio. The concepts
of ‘quantal compression’ and ‘quantal decompression’, arrived at by the field perspective of
QDFT, are new.
As an impetus for future work, it is remarked that correlation-kinetic effects become
more significant as the dimensionality of the system is reduced. This fact was observed in a
similar QDFT analysis [1] of the low correlation two-dimensional quantum dot as described
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by the Hooke’s atom in a magnetostatic field [2, 3]. These effects are thus expected to be
even more pronounced for a quantum dot with a density in the Wigner regime. (Other than
[1], correlation-kinetic effects have not been previously considered [4] in such systems.) Work
towards an analysis of the Hooke’s atom in the presence of a magnetic field [3, 5] in this
regime is in progress. For corresponding experimental work, see [6–8].
It is important to emphasize that the above results constitute part of a complete QDFT
analysis [9] of the mapping from the interacting to the model system. Hence, all the prop-
erties of the latter including the potential vee(r) and its Hartree, Pauli, Coulomb, and
correlation-kinetic components are known. Also, by virtue of the present QDFT analysis,
exact values for the KS theory ‘exchange-correlation’ and ‘correlation’ energy functionals of
the density, and of their respective functional derivatives have been obtained. These results
can then be employed to test and further develop the various approximate Kohn-Sham the-
ory [10] electron-interaction Eee[ρ] or ‘exchange-correlation’ Exc[ρ] energy functionals of the
density in the literature [11]. It is surmised that the failure in this regime of existing function-
als designed specifically for the low correlation systems for which correlation-kinetic effects
are small, is due most probably to not accounting for the significance of these effects in the
high correlation regime. More recently [12–17] there has been work on the construction of
approximate energy functionals for strongly interacting electrons which too could be tested.
Such tests would be meaningful particularly in light of the fact that correlation-kinetic effects
play so significant a role in this regime.
Another significant aspect of this study relates to its numerical design—namely, all QDFT
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computations were performed using cutting-edge spectral methods. Motivated primarily
by the high dimensional nature of the various non-local quantal sources involved, pseudo-
spectral basis functions in the form of Chebyshev orthogonal polynomials discretized with
respect to a non-uniform grid ranging from [-1,1], were employed in the representation of
all QDFT quantal objects (in both the radial and angular coordinate spaces). Due to their
exponential convergence rate, grid point economy, and inherent accuracy, the Chebyshev nu-
merical integrations and/or differentiations applied to these quantal sources, were executed
rapidly and with extremely high accuracy. The present QDFT study also exemplifies the
power behind the spectral trapezoidal quadrature rule (developed independently, i.e., the
method unbeknownst to the author at the time of development) as an alternative for com-
puting the single particle density matrix, i.e., the quantal source of the QDFT kinetic field.
As the density matrix for Hooke’s atom is obtained through numerical integration over a
5-dimensional outer product space, its superior scaling and speed makes it a competitive
alternative to the Chebyshev quadrature method. Moreover, as objective testament to the
accuracy of the above numerical approaches, all quantum mechanical observables for the
k = 1/4 Hooke’s atom benchmark system reported in the literature (based on exact ana-
lytical calculations) [18, 19] were replicated to at least 6 decimal places. These validated
methods were then applied to the study of the Wigner regime.
This work has also adapted the general formulation of QDFT to take advantage of the
special symmetry inherent to non-uniform spherical density systems. Probably the most
significant impact in this regard relates to the specific reformulation of the Hooke’s atom
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kinetic energy density tensor field. In particular, by rotating the Cartesian coordinate system
referred to by the generalized single particle density matrix (viz., the quantal source of
the kinetic field) and by postulating the existence of a 2D-analog to the R3 kinetic energy
density tensor while acknowledging the tensor trace as a fundamental invariant, a diagonal R2
formulation of the tensor field has been developed. This in turn has enabled the realization of
a sphericalized tensor field formalism succinctly described by radial and angular derivatives
of the single particle density matrix. Building even further on this refinement, the kinetic
field for spherical fermion systems has been shown to be an explicit functional of the wave
function. As a consequence, all kinetic properties of the fully-interacting system require
only a single radial and angular derivative applied to the wavefunction. This then obviates
the need for computing a density matrix and third order derivatives otherwise applied to it,
resulting in a monumental enhancement of both computational accuracy and speed.
Beyond the computational advances however, perhaps the most important offspring of
this work is the understanding that it provides a new theoretical infrastructure endowed
with the kind of simplicity predisposed to offering a more compelling physical understanding
of Wigner systems and strongly correlated systems in general. Indeed, it has already proven
itself in this regard. It has enabled discovery of the presence of a hitherto unknown strong
negative divergence in the kinetic force in the proximate vicinity of the Hooke’s atom nucleus.
This in turn has paved the way to realizing the new concept of ‘quantum compression’
in Wigner systems (as opposed to ‘quantal decompression’ in weakly correlated systems)
along with rigorous justification of the need to account for the correlation-kinetic energy and
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correlation-kinetic effects in general when describing Wigner non-uniform density systems.
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