Sentence generation is a key task in many natural language processing systems. Models based on a variational autoencoder (VAE) can generate plausible sentences from a continuous latent space. However, the VAE forces the latent distribution of each input sentence to match the same prior, which results in a large overlap among the latent subspaces of different sentences and a limited informative latent space. Therefore, the sentences generated by sampling from a subspace may have little correlation with the corresponding input, and the latent space cannot capture rich useful information from the input sentences, which leads to the failure of the model to generate diverse sentences from the latent space. Additionally, the Kullback-Leibler (KL) divergence collapse problem makes the VAE notoriously difficult to train. In this paper, a latent space expanded VAE (LSE-VAE) model is presented for sentence generation. The model maps each sentence to a continuous latent subspace under the constraint of its own prior distribution, and constrains nearby sentences to map to nearby subspaces. Sentences are dispersed to a large continuous latent space according to sentence similarity, where the latent subspaces of different sentences may be relatively far away from each other and arranged in an orderly manner. The experimental results show that the LSE-VAE improves the reconstruction ability of the VAE, generates plausible and more diverse sentences, and learns a larger informative latent space than the VAE with the properties of continuity and smoothness. The LSE-VAE does not suffer from the KL collapse problem, and it is robust to hyperparameters and much easier to train.
I. INTRODUCTION
Sentence generation is a key task in many natural language processing (NLP) systems. In supervised settings, sequenceto-sequence (Seq2Seq) models are state-of-the-art. The standard Seq2Seq model [1] encodes each source sentence to a task-specific latent variable using one recurrent neural network (RNN) and then decodes the latent variable to the corresponding target sentence using another RNN. Seq2Seq has led to the noteworthy development of models for tasks such as machine translation [2] , [3] , dialogue generation [4] - [6] , summarization [7] , and speech recognition [8] .
When replacing the target sentence with the source sentence, Seq2Seq is equivalent to a sequence autoencoder (AE), where the objective is to reconstruct the source sentence itself. The latent variable can be considered as the global representation of the sentence that serves as the decoding The associate editor coordinating the review of this manuscript and approving it for publication was Choon Ki Ahn . condition. However, the model encodes each input sentence to a fixed latent variable, there are many non-overlapping zones chaotically scattered in its latent space, and many latent variable values are never trained. Therefore, the model cannot generate new plausible sentences from arbitrary variables in its latent space, and changes in the variable value easily lead to ungrammatical output sentences [9] . Table 1 shows examples of this problem. Although the results of sentence reconstruction for the two input sentences are good, the intermediate sentences generated by greedily decoding the interpolation between the latent variables of the two input sentences are not grammatical.
To solve this problem, Bowman et al. [9] proposed a model that learns the global representation of each input sentence as a latent variable with a continuous probability distribution. The model takes advantage of advances in variational inference and uses the architecture of a variational autoencoder (VAE). The VAE [10] , [11] consists of an encoder that maps a data example into a continuous latent space, and TABLE 1. Example sentences generated by an AE. In1 and In2 are two input sentences, and Out1 and Out2 are the sentences reconstructed by greedily decoding the latent variables of In1 and In2. The intermediate sentences between Out1 and Out2 are generated by greedily decoding the interpolation between the two latent variables. a decoder that generates samples from the latent space. The model is trained by maximizing the evidence lower bound (ELBO) that has a log-likelihood term and Kullback-Leibler (KL) divergence regularization term. The loglikelihood term forces the decoder to reconstruct the input data and the KL regularization term forces the learned posterior distributions of the latent variables to match a prior, which enables each latent variable sampled from the prior to be decoded into plausible data.
However, the VAE forces the latent distribution to match the same prior for all the different input data examples, which can lead to several problems. First, the effective latent space that can be sampled from to generate plausible outputs is limited, and the latent space is not sufficiently informative to represent all the input data. Second, there is a large overlap among the latent subspaces of different data examples, so the data examples cannot be reconstructed well and the newly generated examples may have little correlation with the original input. Third, the two optimization terms are often contradictory: a good log-likelihood term may indicate a nonoptimal KL regularization term and an optimal KL regularization term may not bring so well log-likelihood, which makes the model extremely difficult to train. Bahdanau et al. [8] found that a VAE with an expressive decoder, such as an RNN, tends to set the posterior distributions of the latent variables equal to the prior, which means that it neglects the latent variables altogether and the latent variables are independent of the input. This is known as the KL collapse problem. A number of models have been proposed to address this problem [9] , [12] - [18] ; however, they all solved it using engineered approaches rather than a principled approach, and the effective latent space was still limited. Table 2 shows the generation results of VAEs with different loss values. We used the KL cost annealing method [9] to prevent the posterior distribution of the latent variables from being equal to the prior. The model with a low reconstruction negative log-likelihood term (NLL) and high KL regularization term (KL) reconstructed the input sentences very well, but the intermediate sentences generated by greedily decoding the interpolation between the latent variables of the two input sentences were generally ungrammatical. The model are the reconstruction negative log-likelihood term  and the KL regularization term in the VAE loss function, respectively,  In1 and In2 are two input sentences, and Out1 and Out2 are the  sentences reconstructed by greedily decoding the latent variables  sampled from the posterior distributions for In1 and In2. The  intermediate sentences between Out1 and Out2 were generated by  greedily decoding the interpolation between the two latent variables. with a relatively high NLL and relatively low KL could not reconstruct the input sentences very well; the intermediate sentences were grammatical, but there were no obvious correlations between the intermediate sentences and the inputs. As KL decreased further, the intermediate sentences were identical and independent of the inputs. Another kind of model for text generation that has drawn significant attention is based on the generative adversarial network (GAN). The GAN [19] consists of a generator that captures the data distribution, and a discriminator that estimates the probability that a sample comes from the training data rather than the generator. The generator learns to confuse the discriminator by generating high quality samples, while the discriminator learns to distinguish the generated samples from the real data. The GAN was first successfully applied to generate natural images, and now it has been widely used in computer vision tasks [20] , [21] . Yu et al. [22] addressed the problems of the GAN when it is used to generate sequences of discrete tokens and proposed the SeqGAN. Since then, various models using the architecture of the GAN have been proposed for text generation [23] - [26] . The GAN-based models turn out to be more impressive in generating realistic samples, but suffer from the serious mode collapse problem and have been reported to be more difficult to train than the VAE-based models [15] , [27] , [28] .
In this paper, we focus on the models based on the VAE and propose a latent space expanded VAE (LSE-VAE) model for sentence generation. The model regularizes the latent distribution of each sentence with its own specific prior rather than using the same prior for all the input sentences, and constrains nearby sentences to map to nearby subspaces. Sentences are dispersed to a large continuous latent space according to sentence similarity. The experimental results show that the LSE-VAE achieves better reconstruction performance than the VAE. More plausible and diverse sentences can be generated from the large informative latent space while simultaneously maintaining the properties of continuity and smoothness. Additionally, the LSE-VAE is robust to hyperparameters and much easier to train, without the need to solve the KL collapse problem.
II. BACKGROUND AND RELATED WORK A. SEQUENCE AUTOENCODER
The standard Seq2Seq [1] maximizes the conditional probability p(y 1 , . . . , y T |x 1 , . . . , x T ), where X = {x 1 , . . . , x T } is a source sequence and Y = {y 1 , . . . , y T } is its corresponding target sequence. Specifically, Seq2Seq uses the RNN encoder-decoder framework. The encoder reads source sequence X and obtains fixed-dimensional representation v, and then the decoder takes v as input and estimates the probability of target sequence Y :
Seq2Seq has facilitated the development of many supervised natural language generation tasks where the source sequence and target sequence are different and task-specific, such as machine translation [2] , [3] , dialogue generation [4] - [6] , summarization [7] , and speech recognition [8] . Sequence AE is similar to Seq2Seq, except it is an unsupervised model, where the objective is to reconstruct the source sequence itself. The AE has demonstrated promising results in pre-training a later supervised sequence learning model for downstream tasks [29] and in generating multi-sentence paragraphs [30] .
The AE can reconstruct input sentences very well; particularly for short sentences, it can almost reconstruct them exactly. However, the model encodes each input sentence in a deterministic manner, there is no probabilistic modeling of the latent space, and changes in the latent variable values easily lead to ungrammatical output sentences (Table 1) . Therefore, we consider that the AE is not effective in sentence generation tasks, and the model cannot generate new plausible sentences.
B. VARIATIONAL AUTOENCODER
A latent variable model defines joint distribution p θ (x, z) = p θ (x|z)p(z) between data space x ∈ X and latent space z ∈ Z. Suppose the empirical data distribution is p D (x), then the training objective is to maximize the marginal likelihood:
However, the integral of marginal likelihood p θ (x) = Z p θ (x|z)p(z)dz is intractable. The VAE [10] , [11] introduces recognition model q (z|x), and optimizes a lower bound to the likelihood:
where θ and φ indicate the parameters of the p and q models. One approach to optimize the objective is to use stochastic gradient descent, where at each step, the first term is estimated using a single sample from q (z|x) and the second term is computed in closed form, and for continuous z using the reparameterization trick.
Although the mathematical basis of the VAE has relatively little relationship with the AE, we can consider it as an encoder-decoder structure, where it replaces the deterministic function of the latent variables with the posterior recognition model q (z|x). In (3), the first term can be considered as the reconstruction log-likelihood that forces the model to reconstruct the input data, and the second term can be considered as the KL regularizer that forces posterior distribution q (z|x) to match prior p(z). The prior is typically set to standard normal distribution N (0, I ) [10] . This objective enables the VAE to decode every point in a continuous latent space under the prior distribution to plausible outputs.
There are variants of the VAE that have demonstrated strong performance in, for example, modeling images [31] , [32] , documents [33] , dialogues [34] , and sentences [9] , [35] - [37] .
A well-known property of the VAE is that the two optimization terms in (3) are conflicting ( Table 2) , which may result in amortized inference failure or the KL collapse problem. In NLP, the KL collapse problem, where the KL regularization term tends to vanish to zero during training, is common. This makes VAE training extremely difficult and leads to an ineffective latent space. Bowman et al. [9] noticed this problem in their RNN-based VAE for sentence generation and proposed two methods to mitigate it: KL cost annealing, where the KL regularization term in the objective is assigned a weight that gradually increases from zero to one during training; and word dropout and historyless decoding that removes some or all of the conditioned-on word tokens in the decoder. In image processing, some methods have been proposed to increase the effective information in the latent variables as much as possible under the constraint of the KL regularizer: Kingma et al. [12] presented a modified objective with the constraint on the minimum amount of information in the latent variables; Chen et al. [13] proposed a lossy VAE that controls what the latent variables can learn by a windowed decoder; Yeung et al. [14] introduced an epitomic VAE that models the latent space as multiple shared subspaces with learned specializations; and Zhao et al. [16] and Phuong et al. [17] added a mutual information constraint between the data and latent variables in the objective. Some approaches [15] , [16] , [18] have multiplied the KL regularization term by a balancing parameter, which can solve the KL collapse problem in a similar manner to KL cost annealing although not aiming at it.
The above models can mitigate the problem of information loss in the latent variables and prevent the KL regularization term from vanishing to zero. However, they all work in an engineered manner, the latent space is still constrained by an invariant prior distribution and the effective latent space is still limited. Our proposed model LSE-VAE imposes different prior distribution constraints for the latent subspaces of different input sentences and arranges them according to sentence similarity. The effective latent space is larger and more informative than that of the VAE, and there is no KL collapse problem. 
III. LATENT SPACE EXPANDED VARIATIONAL AUTOENCODER
In this section, we introduce the LSE-VAE model and analyze its loss function in detail. Fig. 1 shows the architecture of the model at the top and the composition of its loss function at the bottom.
The LSE-VAE consists of an encoder and decoder. Encoder E is an RNN for mapping input sentence X = {x 1 , . . . , x T } to probabilistic latent variable z, which depicts a posterior distribution:
where N (µ, σ ) is a multivariate normal distribution with mean µ and diagonal covariance matrix σ that are derived from a linear transformation of the last hidden state of the encoder. Decoder D is another RNN for reconstructing input sentence X during model training or generating new output sentences during model testing, which depicts a generative distribution:
where z is parameterized as a differentiable transformation of noise variable ε sampled from standard normal distribution N (0, I ), according to the reparameterization trick [10] . The loss function of the LSE-VAE is
where θ E and θ D indicate the parameters of encoder E and decoder D, respectively. The loss is calculated on the training sentences in a pairwise manner. Given two training sentences X m = {x m1 , . . . , x mT m } and X n = {x n1 , . . . , x nT n }, the loss function consists of three parts: NLL (9), KL1 (10), and KL2 (11). Equation (9) defines the NLL, which is the reconstruction negative log-likelihood of X m and X n . This forces the model to reconstruct the input sentences.
Equation (10) defines the KL1, which is composed of two parts. The first part is the KL divergence between q E (z m |X m ) = N (µ m , σ m ) and q E (z n |X n ) = N (µ n , σ n ), which are the posterior distributions of the latent variables z m and z n for X m and X n , respectively. As KL divergence is asymmetric, we calculate the KL divergence of each training sentence against the other one, and add them up. The second part is the sentence similarity of X m and X n measured by the cosine similarity of their averaged word vector:
where x mi and T m represent the word vector of the ith word and the total number of words in X m , respectively; similarly for X n . KL1 is the absolute value of the difference between the two parts with scaling hyperparameter α. KL1 forces the model to represent neighboring sentences in the sentence space using the latent variables that are also close in the latent space. The degree of proximity is determined by the similarity of sentences and scaling hyperparameter α, and α can be determined in an analytical manner according to the latent variable size and modeling requirements. 1 Equation (11) defines KL2. It is the sum of the KL divergences of q E (z m |X m ) = N (µ m , σ m ) against normal distribution N (µ m , I ) and q E (z n |X n ) = N (µ n , σ n ) against normal distribution N (µ n , I ). Normal distributions N (µ m , I ) and N (µ n , I ) act as the prior distributions that have the same mean value as their corresponding posterior distributions and the identity covariance matrix. KL2 prevents the variances σ m and σ n from vanishing to zero.
According to our previous experiments, without KL1, the model pushes mean µ of each input sentence away from the others, and without KL2, the model encodes its input sentences as a Dirac delta function by making variance σ vanishingly small. Bowman et al. [9] also reported this result, and Zhao et al. [16] proved it theoretically and practically.
We now consider why the LSE-VAE can maintain good reconstructions while obtaining a continuous and smooth latent space. (Fig. 2(a) ) encodes each input sentence into a fixed and isolated latent variable, thereby creating a discontinuous latent space. The VAE (Fig. 2(b) ) parameterizes the posterior distribution of the latent variables for each input sentence as a normal distribution and imposes the standard normal distribution as the prior. When optimizing the KL divergence between the posterior and prior distribution to a degree, each posterior distribution approximates the prior, which causes a large overlap among the posterior distributions and forms a continuous latent space. However, the large overlap affects the reconstruction because a sample drawn from the posterior distribution for a given input sentence may have higher probabilities under the posterior distributions for many other input sentences. Although the VAE also attempts to map similar sentences to similar subspaces as much as possible, the total effective space is limited.
The LSE-VAE ( Fig. 2(c) ) does not force the posterior distribution of the latent variables for each input sentence to match the same prior, but to match its own prior distribution under the constraint of KL2 (11) . The mean of each prior distribution is the same as the mean of the corresponding posterior, and its variance is the identity covariance matrix. KL1 (10) forces these mean values to be arranged according to sentence similarity. Therefore, the LSE-VAE can obtain a latent space in which the effective space that has high probability is larger than that of the VAE, and the latent space can maintain good reconstructions and the properties of continuity and smoothness.
We can also understand this from the perspective of information bottleneck theory [18] , [38] . The posterior distribution of the latent variables is parameterized to a factorized normal distribution N (µ, σ ) (4), and latent variable samples z are obtained using the reparameterization trick -first sample a noise variable ε from standard normal distribution N (0, I ) and then compute z through a linear transformation (6), (7) ; thus, mean µ and diagonal covariance matrix σ transmit the information about input sentence X , and the KL regularization term D KL (q (z|x) p(z)) in the VAE objective (3) can be considered as an upper bound on the amount of this information. The VAE is trained by jointly maximizing the reconstruction log-likelihood term and minimizing the KL regularization term; however, there is a conflict such that the reconstruction log-likelihood term encourages the latent variables to transmit more information about the input sentences and the KL regularization term limits the amount of information that can be transmitted. The LSE-VAE solves this problem because it does not control the transmitted information upper bound explicitly in its optimizing objective, but has a looser constraint.
IV. EXPERIMENTS A. DATASET AND SETUP
We evaluated the LSE-VAE on the Yelp review corpus [39] . It was provided by Yelp Inc. for the Yelp Dataset Challenge round 13, and contains user ratings and reviews of business activities, mainly restaurants. We randomly selected 3M sentences and split them into train/dev/test sets in the ratio of 80/10/10. We replaced infrequent words (<5) with the token unk , and the resulting vocabulary size was 36,053. The average sentence length was 14.484/14.482/14.482.
For all the models, we used single-layer RNNs with gated recurrent units [40] for both the encoder and decoder. The hidden size was set to 256 and the max length was set to 25. We used fixed GloVe word embeddings with the dimensionality of 300 [41] . The latent variable size was set to 32. All the models were trained using the Adam optimizer with β 1 = 0.9 and β 2 = 0.999 [42] . The batch size and learning rate were set to 32 and 0.001. Each model was trained for 50 epochs.
We trained the LSE-VAE in a pairwise manner within a training batch, which means that we calculated its loss for every two sentences in the training batch. The averaged word vector of each sentence was calculated in advance for training efficiency.
B. MODEL TRAINING
The VAE is notoriously difficult to train in an RNN setting because of the KL collapse problem. We followed Bowman et al. [9] and adopted the KL cost annealing method, which multiplies the KL regularization term by a gradually increased weight λ. Fig. 3(a) shows the learning curves of λ × KL in the VAE loss function. When λ was annealed from 0 to 1 in a sigmoid-like manner, KL still collapsed to below 0.004. When multiplying the sigmoid-like function by factor 0.9, which made λ anneal from 0 to 0.9, KL could be optimized to around 3. Fig. 3(b) shows the learning curves of NLL and KL in the VAE loss function, where weight λ was annealed from 0 to 0.9 in a sigmoid-like manner. In the early stage of training with a relatively small λ, the KL penalty was small and the model encoded more information in latent variable z cheaply. KL gradually increased to a very high value and NLL decreased gradually. When λ reached a certain value, KL decreased substantially and NLL increased obviously. Finally, KL increased slightly and NLL decreased slightly, and then both reached relatively stable values.
VAE training using the KL cost annealing method involves the slope of annealing, range of annealing, center point of the annealing function, and when to save the model. Compared with the VAE, training the LSE-VAE is significantly simpler. It can be trained without KL cost annealing or other engineering tricks because there is no KL collapse problem, and hyperparameter α, which controls the proximity of the latent subspaces for different sentences, can be derived in an analytical manner. For example, in our experiments, the latent variable size was 32. If the dissim value measured by (12) for two input sentences is 0.1, for their posterior distributions of the latent variables, we expect that the average difference of the mean values will be 1 and the variance of both distributions is approximately 1 under the constraint of KL2, then the symmetric KL divergence according to (10) and (13) is about 32, and α can be set to 320 according to (10) : Fig. 4 shows the learning curves of NLL and KL1 + KL2 in the LSE-VAE loss function with different hyperparameters α. The results show that, regardless of the hyperparameter, NLL and KL1 + KL2 gradually decreased, and finally slightly increased and then eventually stabilized. Table 3 lists the VAE and LSE-VAE models with different loss values. In the following sections, we refer to these models as VAE-0, VAE-1, LSE-VAE-0, LSE-VAE-1, and LSE-VAE-2. 
C. SENTENCE RECONSTRUCTION
We evaluated the sentence reconstruction performance of the AE, VAE, and LSE-VAE models using BLEU [43] on the test set. For the AE, we obtained the reconstructed sentences by directly decoding the latent variables from the encoder. For the VAE and LSE-VAE models, we obtained the reconstructed sentences by decoding latent variables z using two approaches. The first approach was decoding the mean values from the encoder, that is, z = µ. The second approach was adding noise to mean values and then decoding them, that is, z = µ + ε and ε ∼ N (0, I ). Each word token in the sentences was sampled in a greedy manner, which means that we chose the word token that had the maximum probability at each time step, and this was true for all subsequent experiments. Table 4 presents the results. We can see that the AE obtained the best BLEU scores, which is not surprising TABLE 4. BLEU scores for the AE, VAE, and LSE-VAE models on the reconstructed sentences of the test set. For the VAE and LSE-VAE, the reconstructed sentences were obtained using two approaches: 1) z = µ; and 2) z = µ + ε, ε ∼ N(0, I). Higher is better for all the metrics.
because it encoded each sentence to a latent variable deterministically and maximized the likelihood of the sentence conditioned on this latent variable directly. The VAE and LSE-VAE had additional optimization terms that penalized the reconstruction performance. However, all the LSE-VAE models achieved better BLEU scores than the VAE models. This is because the LSE-VAE imposed different priors on the posterior distributions for different sentences, which allowed the sentences to be relatively far apart, thereby reducing their interference with each other. All the VAE and LSE-VAE models gained better BLEU scores when directly decoding the mean values from the encoder because the mean values had the highest probabilities under the posterior distributions. With the optimization of KL, the reconstruction performance of the VAE became worse because all the posterior distributions were becoming much closer to the same prior distribution and carrying much less information about the input sentences. For the LSE-VAE, although better than the VAE, its reconstruction performance was affected by the decrease of hyperparameter α because with the decrease of α, the proximity among the latent subspaces of different sentences increased, and the interference among them became stronger. Table 5 compares the AE, VAE, and LSE-VAE models in three aspects: (1) We fed the test set to each model and calculated the perplexity (test PPL) to evaluate how well it predicted a realistic sentence. (2) We fed the generated sentences of each model to a third-party RNN language model and calculated the perplexity (forward PPL [44] ) to evaluate the fluency of the generated sentences. (3) We trained an RNN language model on the generated sentences of each model and used these models to calculate the perplexity of the test set (reverse PPL [44] ). This evaluated not only the fluency of the generated sentences but also whether the generated sentences were monotonous.
D. GENERATION QUALITY
We obtained the generated sentences for each model using the two approaches. The first generated sentences conditioned on the input. We fed each sentence of the test set into the encoders of the models. In the AE, a latent variable   TABLE 5 . Sentence generation quality of the AE, VAE, and LSE-VAE models measured by perplexity. The sentences were generated using two approaches for each model: 1) generating sentences conditioned on input; and 2) generating sentences by sampling from the latent space. Lower is better for all metrics.
can be obtained from the encoder in a deterministic manner. In the VAE and LSE-VAE, a mean value of the latent distribution can be obtained from the encoder. They are all represented by µ. Then we obtained latent variable z to be decoded by adding noise variable ε to µ, that is, z = µ + ε and ε ∼ N (0, I ). The second approach generated sentences by sampling from the latent space. For the AE and VAE, we sampled latent variables z from the standard normal distribution, that is, z ∼ N (0, I ). For the LSE-VAE, we sampled latent variables z from a larger latent space than that of the VAE, where z ∼ N (m, I ) and m ∈ [−0.7, 0.7] for LSE-VAE-0, m ∈ [−1.5, 1.5] for LSE-VAE-1, and m ∈ [−3, 3] for LSE-VAE-2. For each model and each approach, we generated 500K sentences.
The results show that AE obtained the best test PPL again, which is still not surprising. All the LSE-VAE models outperformed the VAE models in test PPL, which demonstrated that they can predict realistic sentences better. Combining the results of Table 4 , we can see that the LSE-VAE model that had better reconstruction performance obtained better test PPL, and the same is true for the VAE. This is because both the evaluation metrics require the models to optimize the likelihood of realistic sentences. The AE had a very bad forward PPL as it generated sentences that were almost always ungrammatical, and because of this, we did not test its reverse PPL. VAE-1 obtained the best forward PPL, but its reverse PPL was very poor because, although it could generate grammatical sentences, the sentences were too monotonous. VAE-0 had a slightly higher forward PPL than VAE-1, but obtained a better reverse PPL. LSE-VAE-0 achieved a better forward PPL than VAE-0, and the other LSE-VAE models had a slightly higher forward PPL than the VAE models. However, the reverse PPL of the LSE-VAE models were all much better. The LSE-VAE model with higher hyperparameter α had a higher forward PPL, which demonstrates the same trade-off between reconstruction and generation performance as that for the VAE. However, with the increase of α, the LSE-VAE had a much lower reverse PPL, which means that the generated sentences were more varied.
Considering the two evaluation metrics of forward PPL and reverse PPL together, the LSE-VAE outperformed the VAE in generating high-quality and diverse sentences. When generating sentences by sampling from the latent space, the LSE-VAE models obtained a forward PPL similar to those obtained when generating sentences conditioned on the input, but the reverse PPL was higher. This demonstrates that the LSE-VAE learned an effective latent space, and the latent space was larger than that of the VAE according to our sampling approach, but the sentences generated by sampling from the latent space were not sufficiently diverse because we chose a relatively conservative sampling space. Results of entropy and the number in addition to the percentage of distinct unigrams and bigrams for the AE, VAE, and LSE-VAE models. The sentences were generated using the same two approaches as in Table 5 . Higher is better for all the metrics.
We also evaluated how informative and diverse the generated sentences of different models were using entropy and the number in addition to the percentage of distinct unigrams and bigrams [45] . The sentences were generated using the same two approaches used in Table 5 . Table 6 presents the results. The AE obtained the best results; even better than the test set. However, this does not make much sense because the sentences generated by the AE were of poor quality, as shown in Table 5 . The generated sentences of the VAE models lacked variety, particularly VAE-1, which generated almost the same sentences. The LSE-VAE model with higher hyperparameter α performed better because the latent space was larger than that of the VAE and more information was transmitted. All the LSE-VAE models outperformed the VAE models. Combined with the results in Table 5 , this further proves that the LSE-VAE generated high-quality and diverse sentences. There is still a gap between the results of the LSE-VAE models and the test set. One possible factor is the greedy sampling manner by which the word token that had the maximum probability was chosen at each time step as the word token in the generated sentence. This prevented many word tokens with high but not the highest probability from appearing in the sentences. Table 7 presents examples of interpolation between sentences in the latent space for the LSE-VAE. As can be seen, the LSE-VAE learned a latent space with the properties of continuity and smoothness, as for the VAE, and this was robust to hyperparameter α. The intermediate sentences generated by greedily decoding the interpolation between the latent variables of two input sentences were grammatical and locally consistent, with richer and more diverse vocabulary and themes.
E. LATENT SPACE PROPERTY
We have showed examples for the AE and VAE in Tables 1 and 2. The latent space of the AE did not possess the property of continuity, and the intermediate sentences generated by greedily decoding the interpolation between the latent variables of two input sentences were generally ungrammatical. The intermediate sentences generated by the VAE with a low NLL and high KL were also ungrammatical. VAE-1 generated grammatical sentences. However, different latent variables lead to identical sentences, which means that the latent variables did not play a role in sentence generation. VAE-0 learned a continuous and smooth latent space, and the intermediate sentences were grammatical and locally consistent. Table 2 further illustrates the difficulty of VAE training. If we save a VAE model that has a slightly lower NLL and slightly higher KL than VAE-0, then the model may have better reconstruction performance, but the properties of the latent space will be affected. Therefore, it is difficult to determine how to perform KL cost annealing and when to save the model; sometimes a model with a specific loss value appears during one training epoch.
We now further explore the properties of the latent space. A smooth latent space should map similar sentences to close points and distinguish between dissimilar sentences. For the test set, we calculated the cosine similarity of the averaged word vectors for any two sentences and the Euclidean distance between their mean latent variable values. Then we calculated the averaged Euclidean distance where the corresponding absolute values of cosine similarity were within the same interval. Fig. 5 shows the results. All the LSE-VAE and VAE models mapped more similar sentences to closer points in the latent space. However, for sentences with different cosine similarity degrees, the Euclidean distance between the points did not change significantly for the VAE models. The LSE-VAE models distinguished the dissimilar sentences better, particularly those with higher hyperparameter α. 
V. CONCLUSION
In this paper, we proposed an LSE-VAE model for sentence generation. By setting different prior latent distributions for different sentences and arranging the latent space according to sentence similarity, the model learned a large and informative latent space. We evaluated the model using various automatic metrics and empirical results. Compared with the VAE, the LSE-VAE had better reconstruction performance, and generated high-quality and more diverse sentences. The latent space learned by the LSE-VAE exhibited the same properties of continuity and smoothness as that learned by the VAE, and better distinguished sentences with different degrees of similarity. The LSE-VAE was much easier to train without KL cost annealing or other engineering tricks, and the hyperparameter was derived in an analytical manner according to the latent variable size and modeling requirements. In future work, we hope to investigate more fine-grained sentence similarity metrics and capture these similarities in the latent space.
