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Resumo
O problema semilinear elíptico −∆u+ u = (1 + a(x))f(u) em R
N ,
u ∈ H1(RN ),
é estudado com N ≥ 2, f uma função assintoticamente linear ou superlinear não necessariamente ho-
mogênea e a função peso a(x) tendendo a zero no inﬁnito e podendo mudar de sinal.
Além disso, o sistema do tipo gradiente não homogêneo, assintoticamente linear e fortemente acoplado




1 + s(u2 + v2)
+ λv em RN ,




1 + s(u2 + v2)
+ λu em RN ,
u, v ∈ H1(RN ),
é estudado com N ≥ 3, λ e s parâmetros reais satisfazendo 0 < s < 1
1 + λ
, 0 < λ < 1 e condições na
função peso a(x) semelhantes as do caso escalar.
Usando argumentos topológicos que envolvem uma função baricentro, obtem-se existência de soluções
positivas para ambos os problemas em situações em que não existem soluções de energia mínima ground
state.
Palavras-Chaves: Equações de Schrödinger; assintoticamente linear; superlinear; solução positiva;
métodos variacionais; sistema fortemente acoplado; decaimento exponencial, baricentro.
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Abstract
The semilinear elliptic problem −∆u+ u = (1 + a(x))f(u) in R
N ,
u ∈ H1(RN ),
is studied with N ≥ 2, f an asymptotically linear or superlinear not necessarily homogeneous function e
the weight function a(x), vanishing at inﬁnity and may change its signal.
In addition, the asymptotically linear and strongly coupled non-homogeneous gradient type system





1 + s(u2 + v2)
+ λv in RN ,




1 + s(u2 + v2)
+ λu in RN ,
u, v ∈ H1(RN ),
is studied with N ≥ 3, λ and s real parameters satisfying 0 < s < 1
1 + λ
, 0 < λ < 1 and conditions on
the weight function a(x) such as in the scalar case.
Using topological arguments involving a barycenter function, we obtain existence of positive solutions
for both problems in situations where there are no ground state solutions.
Key-Words: Schrödinger equations; asymptotically linear; superlinear; positive solution; variational
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Introdução
A busca de soluções de campos escalares de equações não lineares usando métodos variacionais tem
sido vigoroso nas últimas três décadas, vide [10, 13, 12, 23, 39, 42], entre muitos outros. Neste assunto,
equações semilineares elípticas em RN surgem como ondas estacionárias das equações de Schrödinger e
equações de Klein-Gordon surgem na modelagem, por exemplo, da propagação de um feixe de luz em
meios Kerr e não-Kerr, como em [3, 44] e suas referências, o que leva ao problema elíptico
(P )
{−∆u+ V (x)u = f(x, u) em RN ,
u ∈ H1(RN ).
O interesse por este tipo de problema é duplo: por um lado, a vasta gama de aplicações e, por outro
lado, o desaﬁo matemático introduzido quando se trabalha em um domínio não limitado como o espaço
vetorial RN .
Neste trabalho estamos preocupados especiﬁcamente com a seguinte versão simpliﬁcada do problema
(P ):
(Pa)
{ −∆u+ u = (1 + a(x))f(u) em RN ,
u ∈ H1(RN ),
com hipóteses sobre a(x) que implicam este problema não ter uma solução de energia mínima e conduzem
ao desaﬁo de procurar soluções em níveis mais elevados de energia. Nossa motivação especial foi o
importante trabalho de Bahri e Li [9] onde introduziram um procedimento de min-max para provar a
existência de uma solução positiva bound state de
(Pq)
{ −∆u+ u = q(x)|u|p−1u em RN ,
u ∈ H1(RN ),
onde 1 < p <
N + 2
N − 2 , se N ≥ 3, e 1 < p < +∞, se N = 1, 2 com q ∈ L
∞(RN ) satisfazendo algum limite
assintótico exponencial, quando a solução ground state não existe para o problema.
Nosso objetivo é ampliar o artigo [9] para não linearidades f(u) não homogêneas que são superlineares
ou assintoticamente lineares no inﬁnito e em que a(x) também satisfaz um limite assintótico exponencial.
Nós utilizamos uma abordagem variacional e um argumento topológico introduzido em [9] e atualizado
em [18, 24, 31].
Há uma extensa literatura sobre o assunto. Vamos destacar alguns artigos que são mais relevantes no
que diz respeito aos nossos principais objetivos. Nos casos autônomos onde V (x) = m e f(x, u) = f(u), o
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trabalho pioneiro de Berestycki e Lions [13] exibiu uma solução ground state para (P ). Usando argumentos
de minimização com restrição, eles mostraram a existência de uma solução positiva, radial e investigaram
a sua regularidade e o seu decaimento exponencial no inﬁnito. Em 1984 , P. L. Lions [27] introduziu
idéias inovadoras notáveis de concentração-compacidade que permitiu inúmeras investigações sobre este
tipo de problema.
Lehrer e Maia em [29] estudaram o problema (P ) com V (x) = λ > 0 e f(x, u) = a(x)f(u) em RN ,
f(u) assintoticamente linear no inﬁnito e impuseram várias hipóteses sobre a(x). Trabalhando com a
conhecida variedade de Pohozaev e usando argumento de Linking, elas provaram a existência de uma
solução bound state para o problema.
Clapp e Maia em [18] investigaram a existência de solução ground state positiva para a equação
−∆u + V (x)u = f(u) in RN onde f é superlinear ou assintoticamente linear no inﬁnito utilizando
técnicas variacionais, no caso em que o nível crítico de energia mínima do problema não é atingido.
Recentemente, Weth e Évéquoz [24] consideraram a equação em (P ) com hipóteses sobre a(x), o que
os levou a trabalhar com o espaço H1(RN ) na forma de decomposição espectral E+ ⊕ E0 ⊕ E− e com
F , a primitiva de f , do tipo superquadrático no inﬁnito. Para ter sucesso na obtenção de estimativas de
energia convenientes, eles tiveram que impor outras hipóteses, tais como a existência de uma constante
C > 0 tal que
F (x, u) ≥ F+∞ − Ce−α
√
a∞|x|(|u|2 + |u|p); α > 0,
e com f(u) = o(|u|1+ν), quando |u| → 0, para algum ν > 0. Assumindo essas hipóteses, eles obtiveram
uma solução positiva que não é, necessariamente, ground state.
Inspirado pelas idéias em [24] e [31] nós realizamos algumas estimativas precisas de energia e aplicamos
um argumento topológico envolvendo a função baricentro para mostrar que existe um valor crítico para
o funcional relacionado com a equação de Euler em (Pa), em um nível adequado de energias, dando uma
solução para o problema.
Em contraste com as obras mencionadas acima, podemos destacar alguns aspectos relevantes. Distin-
tamente do método em [9], nós evitamos a utilização de uma identidade algébrica (Lema 2.1 em [9]) ao
trabalhar com o vínculo da variedade de Nehari e, portanto, permitindo não linearidades f mais gerais
que são não homogêneas. Além disso, diferentemente de [29], trabalhamos com a variedade de Nehari
em vez da variedade de Pohozaev o que nos permitiu trabalhar com pesos a(x) mais gerais, assim, com
menos restrições para o problema. Finalmente, fomos capazes de melhorar as restrições de regularidade
da função f exigindo apenas f ∈ C1[0,+∞)∩C2(0,+∞) explorando alguns cálculos técnicos com a nossa
hipótese (ver Observação 1.2 e Lema 1.14 ) e evitando também a utilização do Lema 2.2 em [1] ou as
hipóteses (F ′2) e (4) em [24].
Segundo o nosso conhecimento, este resultado é novo e examinando as interações de duas cópias de
translações da solução positiva ground state do problema limite
(P∞)
{ −∆u+ u = f(u) em RN ,
u ∈ H1(RN )
e manipulando estimativas exponenciais delicadas dessas translações, fomos capazes de estender o resul-
tado em [9].
Vamos assumir N ≥ 2 e também as seguintes hipóteses para a função peso:
(a1) a ∈ C(RN ); inf
x∈RN




(a2) existem constantes p1, p2 com 1 < p1 ≤ p2 < 2∗ − 1 tais que |a(x)| ≤ C1e−k|x| onde k ∈ (2, p1 + 1),
para todo x ∈ RN e C1 uma constante positiva.
Ademais, nós vamos considerar f , não necessariamente homogênea, satisfazendo:
(f1) f ∈ C1[0,+∞) ∩ C2(0,+∞);
(f2) f e sua derivada de primeira ordem têm o seguinte crescimento
∣∣∣f (k)(t)∣∣∣ ≤ C(|t|p1−k + |t|p2−k),










≥ l∞ > 1 para algum l∞ ∈ R;
(f5) lim




(U) A solução positiva do problema (P∞) é única.
Nosso primeiro objetivo neste trabalho é tentar demonstrar o seguinte resultado:
Teorema 0.1. Assumindo que as hipóteses (a1)−(a2) , (f1)−(f5) e (U) são satisfeitas, então o problema
(Pa) tem uma solução positiva u ∈ H1(RN ). Além disso, se a ∈ C1,αloc (RN ), então a solução é clássica.
A hipótese de unicidade de solução positiva de (P∞) é fundamental para o método construtivo que
será aplicado na obtenção de solução positiva de (P ). Tal unicidade é conhecida no caso da pôtencia
pura superlinear e subcrítica f(s) = |s|p, com 1 < p < 2∗ − 1 demonstrado por Kwong em [26], e no caso
da não linearidade modelo, assintoticamente linear, f(s) = l∞
s3
1 + s2
demonstrado em Serrin e Tang [40].
Estes dois exemplos de não linearidades f satisfazem as nossas hipóteses (f1) − (f5). Porém, em geral
a unicidade pode não ocorrer. Resultados de condição suﬁciente podem ser encontrados em [36] e [40].
Por exemplo, se a função h(u) :=
−u+ f(u)
uf ′(u)− f(u) é não decrescente em (τ,∞) onde τ é o único número
positivo satisfazendo f(τ)τ = 1, então tem-se uma condição suﬁciente para a unicidade da solução positiva
de P∞).




pode ser +∞ ou uma constante l∞.
Neste segundo caso, a constante l∞ deve ser maior que 1 para que (P∞) tenha solução não trivial
segundo Berestycki e Lions [13] com m = 1.
Em um segundo momento, sobre o estudo de sistemas, podemos citar o clássico trabalho de Ambrosetti-
Cerami - Ruiz [5]. Usando argumentos de concentração de compacidade os autores mostraram resultados
de existência de solução positiva do tipo ground e bound state do seguinte sistema{
−∆u+ u = (1 + a(x))|u|p−1u+ λv em RN ,
−∆v + v = (1 + b(x))|v|p−1v + λu em RN ,
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considerando N ≥ 2, (u, v) ∈W 1,2 (RN)×W 1,2 (RN), 0 < λ < 1 um parâmetro real, lim
|x|→+∞
a(x) = 0 =
lim
|x|→+∞
b(x) e, ainda inf
x∈RN
(1 + a(x)) > 0 e inf
x∈RN
(1 + b(x)) > 0, além de assumirem normas |a|L∞ e |b|L∞
suﬁcientemente pequenas.
Ambrosetti [4], usando métodos de perturbação, provou a existência de soluções para o sistema não
autônomo não linear de equações de Schrödinger as quais são linearmente acopladas{
−u′′1 + u1 = (1 + εb1(x))u31 + γu2 em R,
−u′′2 + u2 = (1 + εb2(x))u32 + γu1 em R,
onde γ e ε são parâmetros reais, bi ∈ L∞ (R), lim|x|→+∞ bi(x) = 0; u1, u2 ∈ W
1,2 (R) com i = 1, 2. Quando
ε = 0, este sistema foi estudado em [3] do ponto de vista analítico e numérico e quando bi ≡ 0 e ε = 1, o
sistema foi estudado por [6] mostrando a existência de solução com componente multi-bump.
Em 2013, Zhang, Xu e Zhang em [48] estudaram o sistema{
−∆u+ (1 + a(x))u = Fu(u, v) + λv em RN ,
−∆v + (1 + b(x))v = Fv(u, v) + λu em RN ,
para N ≥ 2, a, b periódicos ou assintoticamente periódicos e F superlinear. A ferramenta utilizada para
mostrar a existência de ground state positiva foi a variedade de Nehari e princípio de concentração de
compacidade.
Lehrer e Maia em [29] estudaram o problema −∆u+ λu = a(x)f(u) em RN , com f assintoticamente
linear no inﬁnito e impondo várias hipóteses sobre a(x). Usando a variedade de Pohozaev e argumentos
de Linking, as autoras provaram a existência de solução bound state para o problema. Com as devidas
adaptações, Lehrer e Maia também garantiram a existência de solução não nula via Teorema de Linking
para o sistema 




1 + s(u2 + v2)
+ λv em RN ,




1 + s(u2 + v2)
+ λu em RN .
Apesar de no caso modelo o termo não linear f , assintoticamente linear, satisfazer a hipótese f(t)/t
crescente para t > 0, ou no caso do sistema ∇F (tu, tv)(u, v)/t crescente na variável t, para (u, v) 6= (0, 0) e
permitir a projeção sobre a variedade de Nehari do funcional e a obtenção de pontos críticos dos funcionais
associados sob este vínculo, este aspecto não foi utilizado em [29] permitindo-se não linearidades mais
gerais, sem esta característica. Assim sendo, tanto no caso escalar quanto no caso do sistema foram
usadas projeções sob a variedade de Pohozaev do funcional. Entretanto para tratar os termos não lineares
não homogeneos com hipóteses de crescimento menos restritivas, foram necessárias hipóteses extras de
regularidade e crescimento sobre o peso a(x).
Existe uma motivação Física para o estudo deste tipo de sistema de duas equações de Schrödinger
acopladas, nas quais encontra-se um acoplamento linear nas duas componentes. Um exemplo é o sistema
de duas equações que modelam os condensados de Bose-Einstein compostos por dois estados hiperﬁnos
(Ver [11] e suas referências). Tais modelos consideram um grande número de pequenos componentes











= (L2 + U22|ψ2|2 + U21|ψ2|2)ψ2 + λψ1,
(1)
onde Lj = −∂2/∂x2 + Vj com j = 1, 2. Embora a dinâmica dos condensados acoplados de Bose-Einstein
tenha atraído a atenção nos últimos anos, o problema acima também surge em outros contextos físicos,
mais especiﬁcamente em modelos ópticos não-lineares em que as equações descrevem feixes de luz em
ﬁbras ópticas onde ψ1 e ψ2 representam o campo de luz dentro de ondas eletromagnéticas ou ondas
sonoras em [47]. Os sistemas elípticos encontrados em [5, 29] podem ser obtidos de (1) quando se
estuda a existência de soluções estacionárias (solitárias) para o sistema, isto é, uma solução da forma
ψ1(x, t) = exp(−iEt)u(x) e ψ2(x, t) = exp(−iEt)v(x).
Inspirados pelos trabalhos de Ambrosetti - Cerami - Ruiz em [5], Clapp - Maia em [18] e Lehrer -
Maia em [29], nos propusemos a estudar o seguinte sistema fortemente acoplado com não-linearidade
assintoticamente linear no inﬁnito
(S)





1 + s(u2 + v2)
+ λv em RN ,




1 + s(u2 + v2)
+ λu em RN ,
u, v ∈ H1(RN ),
com N ≥ 3, 0 < λ < 1 e s um parâmetro real satisfazendo 0 < s < 1
1 + λ
. Baseados no método de
Bahri - Li em [9] realizamos estimativas de energia mais precisas e aplicamos um argumento topológico
envolvendo a função baricentro para mostrar que existe um valor crítico para o funcional relacionado
com a equação de Euler do sistema (S), em um nível adequado de energias, dando uma solução para o
sistema.
Comparando-se com as obras mencionadas acima, podemos destacar alguns aspectos relevantes. Dis-
tintamente do método em [5] que trata do problema homogêneo, utilizamos técnicas de combinação
convexa de duas cópias da solução ground state transladadas, técnica introduzida por Bahri-Li em [9],
para tratarmos do nosso problema não homogêneo. Além disso, diferentemente de [5] que admite |a|L∞ e
|b|L∞ suﬁcientemente pequenas, estamos livres para não assumir esta restrição nas normas do supremos,
porém assumir um decaimento exponencial para a(x), visto que a(x) é positivo e/ou negativo (isto é, po-
dendo mudar de sinal). Complementando os resultados em [29], trabalhamos com a variedade de Nehari
em vez da variedade de Pohozaev o que nos permitiu trabalhar com funções pesos a(x) contínuas e assim
mais gerais do que os pesos de classe C2 encontrados em [29]. Por ﬁm, destacamos a necessidade de
demonstrar o decaimento exponencial da solução do problema limite relacionado ao sistema (S) na Seção
2.2, visto que o resultado provavelmente existe na literatura, entretanto não encontramos uma referência.
Vamos assumir as seguintes hipóteses sobre a função peso para o sistema (S)
(a1) a ∈ C(RN ); inf
x∈RN
(1 + a(x)) = ς > 0 e lim
|x|→+∞
a(x) = 0;




1− λ, 4√1− λ) para todo x ∈ RN e C uma constante positiva;
(U) A solução positiva (u, v), u > 0, v > 0 do sistema limite
(S∞)





1 + s(u2 + v2)
+ λv, RN ,




1 + s(u2 + v2)
+ λu, RN ,
u, v ∈ H1(RN ).
é única ou qualquer solução positiva está no mesmo nível de energia do funcional associado a (S∞).
O nosso principal resultado sobre sistemas é o seguinte teorema
Teorema 0.2. Assuma 0 < λ < 1, 0 < s <
1
1 + λ
, as hipóteses (a1), (a2) e (U), então o problema (S)
tem uma solução positiva (u, v) ∈ H1(RN ) × H1(RN ). Além disso, se a ∈ C1,αloc (RN ), então a solução
(u, v) é clássica.
Este trabalho está estruturado da seguinte forma: no Capítulo 1, estudaremos o problema escalar{ −∆u+ u = (1 + a(x))f(u) em RN ,
u ∈ H1(RN ),
realizando algumas estimativas de energia e aplicando um argumento topológico envolvendo a função
baricentro para mostrar que existe um valor crítico para o funcional relacionado com a equação de
Euler do problema acima, em um nível adequado de energias, dando uma solução para o problema.
Especiﬁcamente, na Seção 1.1 trataremos de alguns resultados auxiliares; na Seção 1.2 estudaremos a
compacidade da sequência de Palais-Smale para o funcional associado; na Seção 1.3 demonstraremos a
projeção sobre a variedade de Nehari; na Seção 1.4 realizaremos as estimativas de energia assintótica
do funcional associado e decaimento exponecial das soluções do problema limite, por ﬁm, na Seção 1.5
apresentaremos a prova do resultado principal deste capítulo utilizando argumentos topológicos.
No Capítulo 2, estudaremos o sistema do tipo gradiente não homogêneo, fortemente acoplado




1 + s(u2 + v2)
+ λv em RN ,




1 + s(u2 + v2)
+ λu em RN ,
u, v ∈ H1(RN ),
com 0 < λ < 1 e s é um parâmetro real satisfazendo 0 < s <
1
1 + λ
. Mostraremos primeiramente o
decaimento exponencial da solução do problema limite na Seção 2.2 e, obteremos uma solução positiva
para o sistema seguindo a técnica utilizada no caso escalar e em Clapp - Maia [18]. Especiﬁcamente, na
Seção 2.1 trataremos de alguns resultados preliminares; na Seção 2.2 estudaremos o decaimento exponecial
das soluções do problema limite; na Seção 2.3 estudaremos a variedade de Nehari e provaremos a limitação
da sequência de Palais-Smale; na Seção 2.4 estudaremos a compacidade da sequência de Palais-Smale para
o funcional associado; na Seção 2.5 estudaremos as estimativas assintóticas do funcional associado; por




Neste capítulo, como descrito na introdução, estudaremos o problema
(Pa)
{ −∆u+ u = (1 + a(x))f(u) em RN ,
u ∈ H1(RN ).
Vamos assumir N ≥ 2 e também as seguintes hipóteses para a função peso:
(a1) a ∈ C(RN ); inf
x∈RN
(1 + a(x)) = τ > 0 e lim
|x|→+∞
a(x) = 0;
(a2) existem constantes p1, p2 com 1 < p1 ≤ p2 < 2∗ − 1 tais que |a(x)| ≤ C1e−k|x| onde k ∈ (2, p1 + 1),
para todo x ∈ RN e C1 uma constante positiva.
Outrossim, vamos considerar f não necessariamente homogênea satisfazendo
(f1) f ∈ C1[0,+∞) ∩ C2(0,+∞);
(f2) f e sua derivada de primeira ordem têm o seguinte crescimento
∣∣∣f (k)(t)∣∣∣ ≤ C(|t|p1−k + |t|p2−k),










≥ l∞ > 1 para algum l∞ ∈ R;
(f5) lim




(U) A solução positiva do problema (P∞) é única.
Observação 1.1. Note que a hipótese (f3) implica que
1
2
f(t)t− F (t) > 0, se t 6= 0. (1.1)
8Esta implicação junto com a hipótese (f5) é conhecido por condição de não quadraticidade de f .
Observação 1.2. Note também que a hipótese (f2) implica que, para toda constante positiva µ satis-
fazendo 0 < 1 + µ < p1, tem-se f(u) = o(|u|1+µ), quando |u| → 0.
Como o problema é variacional, nós precisamos introduzir ferramentas variacionais para podermos
demonstrar os resultados subsequentes. Inicialmente vamos deﬁnir f(t) := −f(−t) para t < 0. Assim
temos que f é de classe C2(R) e é uma função ímpar. É importante observar que se u é solução positiva
do problema (Pa) para essa nova função, u é também solução do problema (Pa) para a função original.
Vamos, então, considerar esta extensão e estabelecer a existência de solução positiva para o problema.
Iremos usar a constante geral C > 0 para simpliﬁcar a notação e assim C não será sempre a mesma




(∇u∇v + uv) dx















(1 + a(x))F (u) dx (1.2)
e a sua derivada
I ′(u)v = 〈u, v〉 −
∫
RN
(1 + a(x))f(u)v dx. (1.3)
Trabalharemos com a variedade de Nehari deﬁnida por
N :=
{









cujo funcional associado é
J(u) := I ′(u)u = ‖u‖2 −
∫
RN
(1 + a(x))f(u)udx. (1.5)




Associado ao problema (Pa), por (a1), utilizaremos fortemente o problema limite
(P∞)
{ −∆u+ u = f(u) em RN ,
u ∈ H1(RN )
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F (u) dx (1.8)
e sua derivada dada por
I ′∞(u)v = 〈u, v〉 −
∫
RN
f(u)v dx, v ∈ H1(RN ). (1.9)
Analogamente, o funcional associado a N∞ é deﬁnido por




1.1 Preliminares e resultados auxiliares
Feitas estas considerações iniciais, nós pretendemos demonstrar o primeiro resultado que contém as
propriedades principais sobre a variedade N associada ao funcional I.
Lema 1.1. A variedade N satisfaz:
a) existe um número α > 0 tal que para todo u ∈ N tem-se ‖u‖ ≥ α;
b) N é uma subvariedade fechada, de classe C2 em H1(RN ) e é variedade natural para I;
c) para todo u ∈ N , a função t 7→ g(t) := I(tu) é estritamente crescente no intervalo [0, 1) e estrita-




Demonstração: Veriﬁcação de (a) Por (a1) temos a ∈ C(RN )∩L∞(RN ). Segue que 1 + ‖a(x)‖∞ ≤ C.
Usando a expressão de J em (1.5), (f2), para todo u ∈ N obtemos




≥ ‖u‖2 − C
∫
RN
(|u|p1+1 + |u|p2+1) dx.
(1.11)
Note que 2 < p1 + 1 ≤ p2 + 1. Logo, existe um t ∈ (0, 1) que nos permite escrever p1 + 1 =


















1− t . Assim,∫
RN
|u|p1+1 dx ≤ ‖u‖2tL2(RN ) ‖u‖(p2+1)(1−t)Lp2+1(RN ) .
Desde que temos a imersão contínua H1(RN ) ↪→ Lq(RN ) para 2 ≤ q ≤ 2∗ e temos p2 +1 < 2∗ obtemos
1.1 Preliminares e resultados auxiliares 10
∫
RN
|u|p1+1 dx ≤ ‖u‖2tH1 ‖u‖(p2+1)(1−t)H1 .







= ta1/t+(1−t)b1/(1−t), podemos reescrever
a expressão anterior da seguinte forma∫
RN





‖u‖2H1 + (1− t)(C)1/(1−t) ‖u‖p2+1H1 .
(1.12)
Usando a imersão contínua novamente temos que∫
RN
|u|p2+1 dx = C ‖u‖p2+1
Lp2+1(RN ) ≤ C ‖u‖p2+1H1 . (1.13)
Usando as estimativas (1.12) e (1.13) na expressão de J em (1.11) obtemos
J(u) ≥ ‖u‖2 − t ‖u‖2 − C ‖u‖p2+1
= (1− t) ‖u‖2 − C ‖u‖p2+1 .
Por ﬁm, se u ∈ N temos J(u) = 0. Segue que






Portanto, existe α > 0 tal que ‖u‖ ≥ α,∀u ∈ N .
Veriﬁcação de (b) Note que N := {u ∈ H1(RN )\ {0} ; J(u) = 0} = J−1({0}). Como J é contínuo, segue
que N é uma subvariedade fechada de H1(RN ).
Além disso, derivando-se o funcional J em (1.5) e aplicando em v ∈ H1(RN ),
J ′(u)v = 2 〈u, v〉 −
∫
RN
(1 + a(x)) [f ′(u)u+ f(u)] v dx.
Em particular, tomando-se v = u, segue que
J ′(u)u = 2 〈u, u〉 −
∫
RN
(1 + a(x)) [f ′(u)u+ f(u)]udx
= 2 ‖u‖2 −
∫
RN
(1 + a(x)) [f ′(u)u+ f(u)]udx.
(1.14)
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Substituindo na expressão (1.14) temos por (a1) e (f3)



























u2 dx < 0. (1.15)
De fato, se a condição (f3) é verdade, seja u > 0, então
−f(u) + f ′(u)u
u



































Segue que f ′(u)u − f(u) < 0, caso u < 0. Tomando a integral em (1.15) nos conjuntos {u > 0} e
{u < 0} para u em N segue que
J ′(u)u < 0.
Isto implica que 0 é um valor regular de J : H1(RN ) \{0} → R. Assim, J−1({0}) é um conjunto fechado,
por ser a imagem inversa de um conjunto fechado por um funcional contínuo. Como {u ≡ 0} é um ponto
isolado de J−1({0}), então temos que N é de classe C2 e é uma variedade natural para I.
Veriﬁcação de (c) Pelo item (a) existe um α > 0 tal que ‖u‖ ≥ α e, portanto, que u não é identicamente
zero. Deﬁna os seguintes conjuntos:
Γ+ =
{




x ∈ RN : u(x) < 0} .







(1 + a(x))F (u) dx,
considere t > 0 e u ﬁxado, deﬁnimos
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(1 + a(x))F (tu) dx.
Derivando g em relação a t e usando os conjuntos Γ+,Γ− deﬁnidos anteriormente, segue que











































































Além disso por (a1) segue que (1 + a(x)) > 0,∀x ∈ RN e resulta que g′(t) > 0, isto é, g é estritamente




















. Além disso, por (a1), segue que (1+a(x)) > 0,∀x ∈ RN e resulta que
g′(t) < 0, isto é, g é estritamente decrescente. Analogamente, se t ∈ (1,+∞) e u ∈ (0,+∞). Portanto,
temos para todo u ∈ N que






O próximo resultado nos dá uma limitação para uma sequência em N em qualquer nível d ﬁxado.
Isto nos permitirá usar o Lema de Splitting posteriormente.
Lema 1.2. Suponha que exista uma sequência {un} em N satisfazendo
I(un)→ d.





Demonstração: Primeiramente ﬁxemos um número real D > d ≥ 0, por (1.1). Argumentando por




, ou seja, ‖un‖ → +∞, quando
n→ +∞.
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‖un‖ ‖un‖ = 2
√
D <∞.




. Para n suﬁcientemente grande, usando o Lema 1.1 (c)
segue que
D > I(un) = max
t>0
I(tun) ≥ I(tnun) = I(ϕn).
Por outro lado,










(1 + a(x))F (ϕn) dx.












































Suponha que o primeiro caso seja verdade. Usando o Lema de Lions ( Lema 1.21 em [46]), temos




para 2 < p < 2∗. Por hipótese, temos 2 < p1 + 1 ≤ p2 + 1 < 2∗. Isto signiﬁca
que ϕn → 0 em Lpi+1(RN ), com i = 1, 2. Usando este fato, temos uma contradição com a desigualdade










= η > 0.
Fixando n ∈ N , por deﬁnição de supremo, existe uma sequência {yn} ⊂ RN tal que∫
B1(yn)
|ϕn|2 dx ≥ η
4
. (1.17)




|∇ϕn(x+ yn)|2 + |ϕn(x+ yn)|2
)1/2
= ‖ϕn‖H1(RN ) = 2
√
D.
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é espaço reﬂexivo segue que





• ψn → ϕ em Lploc(RN ) para 2 ≤ p < 2∗;
• ψn(x)→ ϕ(x) q.t.p. em RN .
Consequentemente,
ψn → ϕ em L2(B1(0)).
Fazendo uma mudanca de variáveis, segue por (1.17)∫
B1(0)














|ϕn(x)|2 dx ≥ η
4
> 0.
Assim existe um subconjunto Ω ⊂ RN de medida de Lebesgue positiva em B1(0) em que ϕ(x) 6=
0,∀x ∈ Ω. Observe que a convergência pontual em RN nos dá
0 < |ϕ(x)| = lim









para todo x ∈ Ω. Visto que ‖un‖ → +∞ , quando n→ +∞, necessariamente temos que
|un(x+ yn)| → +∞, para todo x ∈ Ω.
Desde que {un} está contida em N , podemos usar o Lema de Fatou, (1.1), a condição (f5), (1.1) e
(a1) e obter
D > lim


























































f(un(x+ yn))un(x+ yn)− F (un(x+ yn))
)
dx = +∞.
Logo, temos uma contradição e o segundo caso também não pode acontecer. A contradição veio do




e, portanto, ﬁnalizamos a demonstração
do lema.

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O resultado seguinte mostra a positividade do ínﬁmo do funcional associado ao problema (Pa) sobre
a variedade N .
Lema 1.3. Seja m deﬁnida em (1.6). Então tem-se m > 0.
Demonstração: : A demonstração deste resultado requer o Lema de Lions como já utilizado no Lema 1.2.
Primeiramente consideremos uma sequência minimizante {un} na variedade de Nehari tal que I(un)→ m.




. Assim, utilizando as condições (a1), (f2) existe
uma constante C > 0 tal que
0 < α2 ≤ ‖un‖2 =
∫
RN














Argumentando como no Lema 1.2, pelo Lema de Lions, existe uma constante η1 > 0 e uma sequência
{yn} ∈ RN tais que ∫
B1(yn)
(un)





2 dx ≥ η1
4
> 0.




|∇un(x+ yn)|2 + |un(x+ yn)|2
)1/2
= ‖un‖ ≤M.









é espaço reﬂexivo segue que





• ψn → u em Lploc(RN ) para 2 ≤ p < 2∗;
• ψn(x)→ u(x) q.t.p. em RN .
Consequentemente, ψn → u em L2(B1(0)).
Por mudanca de variáveis, segue que∫
B1(0)














|un(x)|2 dx ≥ η1
4
> 0.
Assim, existe um subcontjunto Ω1 de medida de Lebesgue positiva em B1(0) no qual u(x) 6= 0,∀x ∈
Ω1. Usando o Lema de Fatou, a condição (f3) e (a1) segue que
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m = lim










































































Assim, segue o resultado desejado.

Lema 1.4. Suponha que u seja uma solução do problema (Pa) com I(u) no intervalo [m, 2m). Então a
solução u não muda de sinal.
Demonstração: Seja u uma solução fraca do problema (Pa), então I ′(u) = 0, isto é, I ′(u)v = 0 para
todo v ∈ H1 (RN). Em particular, I ′(u)u+ = 0 e I ′(u)u− = 0 onde consideramos u+ = max {u, 0} e
u− = min {u, 0}. Note que se I ′(u)u+ = 0, então 〈u, u+〉− ∫
RN



































Suponha que u+ 6= 0 e u− 6= 0, então pelo que acabamos de ver temos que u+ e u− estão na variedade
N e ainda
I(u) = I(u+ + u−) =
1
2
∥∥u+ + u−∥∥2 − ∫
RN





u+ + u−, u+ + u−
〉− ∫
{u≥0}








{∥∥u+∥∥2 + ∥∥u−∥∥2}− ∫
{u≥0}























= I(u+) + I(u−) ≥ 2m.
Por outro lado, por hipótese I(u) < 2m e como m é estritamente positivo pelo Lema 1.3, obtemos
uma contradição e assim ﬁnalizamos a demonstração .

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Observação 1.3. Note que o resultado do Lema 1.4 se aplica analogamente ao funcional I∞ deﬁnido
em (1.8) , isto é, suponha que u é uma solução do problema (P∞) com I∞(u) no intervalo [m∞, 2m∞).
Então a solução u não muda de sinal.
Um conceito importante e bastante conhecido que utilizaremos é o conceito de sequência de Palais-




é uma sequência (PS)c para alguma constante




, se n → +∞. Caso a sequência {un} possua subsequência
convergente, dizemos que o funcional I satisfaz (PS)c no nível c.
O próximo lema nos dá uma importante informação sobre uma sequência (PS) do funcional I restrito à
variedade N no espaco H1 (RN). Aqui é o momento em que precisamos utilizar a condição de crescimento
(f2) para a derivada de f .
Lema 1.5. Suponha que {un} é uma sequência (PS)d para I restrito à variedade N . Então, a menos





Demonstração: Primeiramente supomos que exista uma sequência {un} ⊂ N do tipo (PS)d para I
restrito à variedade N . Por deﬁnição,
I(un)→ d e (I |N )′(un)→ 0. (1.18)






Para toda v ∈ H1 (RN), como a sequência {un} é limitada e usando a desigualdade de Hölder e a
condição de crescimento (f2) segue que
|J ′(un)v| =
∣∣∣∣2 〈un, v〉 − ∫
RN
(1 + a(x))(f ′(un)un + f(un))v dx
∣∣∣∣
≤ 2 ‖un‖ ‖v‖+
∫
RN
|(1 + a(x))| |(f ′(un)un + f(un))| |v| dx
≤ 2 ‖un‖ ‖v‖+ ca
∫
RN

























































‖v‖ ‖un‖+ ‖un‖p1 ‖v‖+ ‖un‖p2 ‖v‖
}
.





|J ′(un)v| ≤ C ‖v‖ .
1.1 Preliminares e resultados auxiliares 18





|J ′(un)un| ≤ ‖J ′(un)‖H−1(RN ) ‖un‖H1(RN ) ≤ C, (1.19)
em que a constante C não depende de {un}. A menos de subsequência, a sequência de números reais
positivos
λn := |J ′(un)un| → λ ≥ 0.
Além disso, como {un} ⊂ N , pelo Lema 1.1(a) temos que ‖un‖ ≥ α > 0 e argumentando como na
demonstração do Lema 1.3, usando o Lema de Lions, (a1) e (f3) segue que un(x)→ u(x) q.t.p. x ∈ RN
e u(x) 6= 0 q.t.p. x ∈ Ω0 onde Ω0 é um conjunto de medida positiva . Daí usando o Lema de Fatou e o






∣∣∣∣{2 ‖un‖2 − ∫
RN

























(f ′(u)u− f(u))udx > 0. (1.20)
Como N é uma variedade de codimensão 1 em H1 (RN) (vide seção 6.3 em [7]), podemos escrever a
projeção gradiente (I |N )′(u) sobre o plano tangente




: 〈J ′(u), v〉 = 0}
por
(I |N )′(u) = I ′(u)− tJ ′(u),
em que
t :=
〈I ′(u), J ′(u)〉
‖J ′(u)‖2 ·
Desde que {un} ⊂ N é uma sequência (PS) de I restrito à variedade de Nehari (pelo Lema 7.19 em
[7]) existe uma sequência {tn} tal que
(I |N )′(un) = I ′(un)− tnJ ′(un), (1.21)
dada por
tn :=
〈I ′(un), J ′(un)〉
‖J ′(un)‖2 ;
note que ‖J ′(un)‖ 6= 0 por (1.15).
O objetivo agora é mostrar que a sequência {tn} converge a zero se n→ +∞ e assim concluiremos o
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lema. Por (1.18) e (1.21) segue que
0 = I ′(un)un = (I |N )′(un)un + tnJ ′(un)un = on(1) + tnJ ′(un)un. (1.22)
Por (1.19) e (1.20) tem-se
C ≥ |J ′(un)un| → λ > 0, se n→ +∞,
e por (1.22) isto implica que, a menos de subsequência,
tn → 0, se n→ +∞. (1.23)
Assim, deduzimos de (1.18) e (1.23) que, a menos de subsequência de {un},
I ′(un) = (I |N )′(un) + tnJ ′(un)→ 0, se n→ +∞.
Concluímos assim a demonstração do lema.

Os resultados clássicos relativos ao problema limite (P∞) encontrados em [12], [13] , e [25] juntamente
com o estudo da simetria radial e decaimento exponencial podem ser resumidos da seguinte forma: o
problema tem uma solução de energia mínima ω tal que
i) ω > 0 em RN ;
ii) ω é radialmente simétrica: ω(x) = ω(r) , onde r = |x| e ω decresce com respeito a r;
iii) ω ∈ C2(RN );
iv) existem constantes C1 > 0 e C2 > 0 satisfazendo
C1(1 + |x|)−
N−1
2 e−|x| ≤ ω(x) ≤ C2(1 + |x|)−
N−1
2 e−|x|, ∀x ∈ RN . (1.24)
Além disso, ω é único dependendo das hipóteses sobre f como em [26, 40].
Lema 1.6. Não existe solução u para o problema (P∞) tal que I∞(u) ∈ (m∞, 2m∞).
Demonstração: Se u é solução do problema (P∞) tal que I∞(u) ∈ (m∞, 2m∞), então pela Observação
1.3, u não muda de sinal, isto é, u > 0 ou u < 0. Sem perda de generalidade, considere u > 0 ( no caso
u < 0, como f é ímpar, segue que −u > 0 é solução). Pelos resultados clássicos, u é solução positiva,




O próximo resultado que enunciaremos será fundamental para o estudo dos pontos críticos do funcional
I . Ele descreve como uma sequência de Palais - Smale de I se comporta assintoticamente.
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Então, passando se necessário a uma subsequência, existem u0 solução fraca de (Pa), um número k ∈
N ∪ {0}, k funções w1, ..., wk ∈ H1 (RN) soluções do problema limite (P∞) e k sequências de pontos
{yjn}, 1 ≤ j ≤ k tais que



















Demonstração: O primeiro passo da demonstração é o Lema 1.5. A demonstração segue como em [33].

Como uma consequência dos Lemas 1.2 , 1.5 e 1.6 combinados com o Lema 1.7 temos o seguinte
resultado.
Lema 1.8. Suponha que o ínﬁmo m deﬁnido em (1.6) não seja atingido. Então m ≥ m∞ e, ainda, o
funcional I satisfaz a condição de Palais- Smale sobre N em qualquer nível do intervalo (m∞, 2m∞).
Demonstração: Considere uma sequência {un} tal que satisfaz (PS)d para o funcional I restrito a N .
Então, a menos de subsequência, {un} é limitada e é (PS)d para I em todo o espaço H1(RN ) pelos Lemas
1.2 e 1.5.
Suponha que o nível m não seja atingido. Se existisse uma sequência un → u0, pela continuidade do
funcional I, teríamos I(un)→ I(u0) = d = m. Contradição com a hipótese neste caso. Logo, não existe
tal sequência; o que implica que a possibilidade (1) no Lema de Splitting não ocorre. Decorre então que
valem (2), (3) e (4).
Em primeiro lugar, suponha que u0 = 0 , então por (4), temos que
I(un)→ d = m = I(u0) +
k∑
j=1
I∞(wj) ≥ 0 + kI∞(w) ≥ km∞ ≥ m∞,
onde w é a solução de energia mínima para I∞.
Em segundo lugar, assuma que u0 6= 0 . Como u0 pertence a N , tem-se I(u0) > 0. Segue que
m > km∞ ≥ m∞. Logo, em ambos os casos, temos m ≥ m∞ e assim a primeira parte do Lema está
veriﬁcada.
Suponha que d ∈ (m∞, 2m∞). Assim, para n suﬁcientemente grande,
m∞ < I(un) < 2m∞.
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Se não existisse subsequência {un} convergente, usando o Lema 1.7,




Se k ≥ 2, então
I(un)→ d = I(u0) +
k∑
j=1
I∞(wj) ≥ 0 + kI∞(w) ≥ km∞ ≥ 2m∞.
Isto conﬁgura um absurdo uma vez que d < 2m∞. Portanto, obrigatoriamente, tem-se k = 1. Neste
caso, se u0 = 0, então
2m∞ > I∞(wj) = d > m∞.
Isto é uma contradição com o Lema 1.6, pois não existe solução wj de (P∞) no intervalo (m∞, 2m∞).
Usando mais uma vez o Lema 1.7, como u0 pertence a N ,
I(un)→ d = I(u0) + 1.I∞(wj) ≥ m+ I∞(w) = m+m∞ ≥ m∞ +m∞ = 2m∞.
Isto também conﬁgura uma contradição, visto que d < 2m∞. Neste caso, concluimos que k não
pode ser maior ou igual a 1 e devemos ter k = 0 e, portanto, por (3) existe uma subsequência de {un}
convergente e o lema está provado.

1.3 Projeção sobre Nehari
O próximo passo é mostrar que o conjunto N é não vazio. Com tal objetivo, iremos trabalhar com
y0 ∈ RN ﬁxado, ‖y0‖ = 1, y ∈ ∂B2(y0) onde B2(y0) :=
{
x ∈ RN ; ‖x− y0‖ ≤ 2
}
e com 0 ≤ λ ≤ 1.





e deﬁnimos uma combinação linear
zRλ,y := λw(x−Ry0) + (1− λ)w(x−Ry) = λwR0 + (1− λ)wRy . (1.25)
Para demonstrarmos a projeção sobre N precisamos utilizar dois resultados. O primeiro deles é
Proposição 1.1. Considere dois números reais r ∈ (0,+∞) e λ ∈ [0, 1] e deﬁna a seguinte função em
duas variáveis
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onde w é a solução ground state do problema (P∞). Então existe um número S0 < 0 e T0 > 0 de modo
que ∀ r ≥ T0 tem-se
Φ(λ, r) + Φ(1− λ, r) ≤ S0 < 0.
Demonstração: Começamos observando que decorre da hipótese (f3) que a função Φ é decrescente na
variável r. Por outro lado, derivando a função Φ em (1.26) com respeito a variável λ, ﬁxando r, obtem-se
∂Φ
∂λ




















Como w é a solução positiva ground state do problema (P∞), então w satisfaz

















Substituindo (1.28) em (1.27), tem-se
∂Φ
∂λ





























































































Agora escolhendo u = rλw > 0 em (1.30) e substituindo na derivada da Φ, isto é, em (1.29) tem-se
que












































crescente para t > 0 segue que
∂Φ
∂λ
(λ, r) < 0.
Portanto, Φ é decrescente na variável λ.
Decorre da deﬁnição de Φ e pela condição (f3) que existe uma constante M1 > 0 tal que para todo
λ ∈ (0, 1] e r ∈ (0,+∞) temos
Φ(λ, r) ≤ λ2 ‖w‖2 := M1λ2. (1.31)


















≤ 2l∞w2 ∈ L1(RN ). (1.32)
Usando o Teorema da Convergência Dominada de Lebesgue, existe uma constante M2 > 0, tal que
lim



















w2 dx := λ2(−M2). (1.33)
Para o caso superlinear , visto que
f(s)
s
é crescente se s > 0, usamos o Teorema da Convergência
Monótona para obter o resultado em (1.33).






devido à simetria de Φ(λ, r) + Φ(1 − λ, r) com respeito à λ.













pode-se encontrar r0 > 2 satisfazendo
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Φ(1− λ0, r0) = −M2
2
(1− λ0)2.
De fato, se 0 < λ0 <
1
2
, então (1−λ0)2 > 1
4





















Considere agora λ ∈ (0, λ0] e r ≥ r0. Como 1
2
< 1− λ0 ≤ 1− λ , Φ é decrescente em r e em λ, e por
(1.31) segue que
Φ(λ, r) + Φ(1− λ, r) ≤ Φ(λ, r0) + Φ(1− λ, r0)






(1− λ0)2 < 0.
(1.35)












, note que se
r ≥ r1 > 1
λ0
=⇒ rλ ≥ r1λ ≥ r1λ0 > 1 (1.36)
e como













é crescente, pela deﬁnição de Φ, (1.36) e (1.37) segue que Φ é negativa, isto é, Φ(λ, r) < 0







Φ(λ, r) + Φ(1− λ, r) < 0.
Para concluir, deﬁna T0 := max {r0, r1}. Logo, T0 > 2 e observe que
S0 := max {Φ(λ, T0) + Φ(1− λ, T0)} < 0.
Assim concluimos que para r ≥ T0
Φ(λ, r) + Φ(1− λ, r) ≤ Φ(λ, T0) + Φ(1− λ, T0) ≤ S0 < 0, para todo λ ∈ [0, 1].
Portanto, a proposição ﬁca provada.

O resultado que segue pode ser encontrado em [1], Lema 2.1.
Lema 1.9. Suponha que existam µ2 > µ1 ≥ 0. Então, para todo x1, x2 ∈ RN , existe um número real
C > 0 tal que
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∫
RN
e−µ1|x−x1|e−µ2|x−x2| dx ≤ Ce−µ1|x1−x2|.
Outrossim, se µ2 ≥ µ1 > 0 e µ3 > µ1 ≥ 0 , então , para quaisquer x1, x2, x3 ∈ RN , existe um número
real C > 0 tal que
∫
RN







O próximo resultado garante que a variedade N é não vazia.
Lema 1.10. Existem números R0 > 0, T0 > 2 e para cada R ≥ R0, y ∈ ∂B2(y0), 0 ≤ λ ≤ 1, um único
TRλ,y > 0 satisfazendo
TRλ,yz
R
λ,y ∈ N .
Ademais, TRλ,y ∈ [0, T0) e TRλ,y é uma função contínua nas variáveis λ, y,R.
Demonstração: Sejam u, v ∈ H1(RN );u, v > 0 e r ∈ (0,+∞) em (1.10), então
J∞(ru+ rv) = ‖ru+ rv‖2 −
∫
RN
f(ru+ rv)(ru+ rv) dx




























(r2u2 + 2r2uv + r2v2) dx
= r2
(











é crescente se s > 0, assim
J∞(ru+ rv)
r2





(u2 + 2uv + v2) dx



























(v2) dx+ 2 〈u, v〉 .
(1.38)
Como o resultado em (1.38) é válido para todo u, v ∈ H1(RN );u, v > 0 e r ∈ (0,+∞), podemos
substituir u por λwR0 e v por (1 − λ)wRy para 0 ≤ λ ≤ 1 e utilizando mudança de variáveis obter a
seguinte desigualdade




J∞(rλwR0 + r(1− λ)wRy )
r2











((1− λ)wRy )2 dx+ 2
〈
λwR0 , (1− λ)wRy
〉
= λ2


































+ 2λ(1− λ) 〈wR0 , wRy 〉 . (1.39)
Visto que w solução do problema limite, então
wRy−y0 = w(x−R(y − y0))→ 0, se R→ +∞.
e
wRy−y0 = w(x−R(y − y0)) ⇀ 0, em H−1(RN ).
Assim, por deﬁnição de convergência fraca, para toda ϕ ∈ H1(RN )
〈w(· −R(y − y0)), ϕ〉 → 〈0, ϕ〉 = 0, se R→ +∞.
Em particular, escolha ϕ = w ∈ H1(RN ) e segue que
〈w(· −R(y − y0)), w〉 → 0, se R→ +∞.
Fazendo uma mudança de variáveis , segue que








[∇w(x−Ry0)∇w(x−Ry) + w(x−Ry0)w(x−Ry)] dx
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+2λ(1− λ) 〈wR0 , wRy 〉
= Φ(λ, r) + Φ(1− λ, r) + oR(1)
< S0 + oR(1), (1.41)
em que oR(1)→ 0, se R→ +∞..
Por outro lado, desejamos obter uma estimativa da seguinte forma
J(rλwR0 + r(1− λ)wRy )
r2
< 0,
para todo r ≥ T0, 0 ≤ λ ≤ 1, R ≥ R0 e uniformemente em y ∈ ∂B2(y0). Para tanto, observe que para
todo u ∈ H1(RN )















Segue por (1.42) que
J(rλwR0 + r(1− λ)wRy )
r2
=






a(x)f(rλwR0 + r(1− λ)wRy )(rλwR0 + r(1− λ)wRy ) dx
=






f(rλwR0 + r(1− λ)wRy )
rλwR0 + r(1− λ)wRy
(λwR0 + (1− λ)wRy )2 dx. (1.43)




0 + r(1− λ)wRy )
rλwR0 + r(1− λ)wRy
(λwR0 + (1− λ)wRy )2 dx = oR(1). (1.44)
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p1 + (wR0 )
p2 + (wRy )
p1 + (wRy )
p2
}
(λwR0 + (1− λ)wRy ) dx. (1.45)
Usando agora (a2) e o Lema 1.9 obtemos∫
RN
|a(x)|(wR0 )pi+1 dx ≤ C
∫
RN
e−k|x|e−(pi+1)|x−Ry0| dx ≤ Ce−k|0−Ry0| = Ce−kR = oR(1), (1.46)
e também que∫
RN
|a(x)|(wR0 )piwRy dx ≤ C
∫
RN
e−k|x|e−pi|x−Ry0|e−|x−Ry| dx ≤ Ce− 12 (R+2R+R) = oR(1), (1.47)
visto que Ce−
1
2 (R|y|) ≤ Ce− 12R, pois 1 ≤ |y| ≤ 3. Logo, de (1.45) , (1.46) e (1.47) veriﬁcamos (1.44).
Para concluir o resultado de projeção sobre N , susbtituindo (1.41), (1.44) em (1.43) , podemos tomar
R suﬁcientemente grande de forma que
J(rλwR0 + r(1− λ)wRy )
r2
≤ S0 + oR(1) < S0
3
< 0, (1.48)
para todo r ∈ R tal que T0 ≤ r, 0 ≤ λ ≤ 1 e uniformemente em y ∈ ∂B2(y0).
Combinando-se (1.4) e (1.48) pode-se garantir que existe um único r = TRλ,y ∈ (0, T0) tal que
TRλ,yz
R
λ,y pertence à variedade N . Consequentemente, N é uma variedade não vazia.
Para provar a continuidade de TRλ,y, considere a aplicação h ∈ C1 deﬁnida por
h : R+ ×H1(RN ) → R
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Por outro lado, derivando h em relação a t e utilizando (1.49) e (f3) obtemos
h′t(t0, u0) = ‖u0‖2 −
∫
RN








u0 − f ′(t0u0)u20
)
dx < 0. (1.50)
Aplicando o Teorema da Função Implícita, a aplicação u 7→ t(u) é de classe C1 onde t0 = t(u0). Pelo
que provamos, para cada R > 0, y ∈ ∂B2(y0) e λ ∈ [0, 1] existe um único TRλ,y = t(zRλ,y) tal que t é de
classe C1. Agora, para cada R > 0 ﬁxado, a função (λ, y) 7→ zRλ,y é contínua. Desde que [0, 1]× ∂B2(y0)
é compacto em R2, existe um T (R) = max
(λ,y)∈[0,1]×∂B2(y0)




λ,y ∈ N e TRλ,y ∈ [0, T (R)].
Suponha por contradição que T (Rk) → +∞, se Rk → +∞. Visto que T (Rk) = max
(λ,y)∈[0,1]×∂B2(y0)
TRkλ,y ,
tem-se T (Rk) = T
Rk
λ,y para algum (λ, y). Assim obtemos a continuidade de T
R




Precisaremos do Lema II.2 em Bahri e Lions [8] para nos auxiliar nas delicadas e precisas estimativas.
Por motivo de completude de informações iremos demonstrar o lema visto que em [8] tal resultado não
está claramente enunciado e demonstrado .
Lema 1.11. (Lema II.2 - [8]) Suponha que ϕ ∈ C(RN )∩L∞(RN ), ψ ∈ C(RN ) satisfazem para constantes
α, β ≥ 0 e γ ∈ R,
ϕ(x)eα|x| |x|β → γ ; se |x| → +∞ (1.51)
e ∫
RN















 = 0. (1.53)
Demonstração: A demonstração segue do estudo de vários casos e da aplicação do Teorema da Con-
vergência Dominada de Lebesgue. Primeiramente, seja |x+ y| ≤ 1. Note que
|y| − |x| ≤ |x+ y| ≤ 1 =⇒ |y| ≤ 1 + |x|.
Por (1.52) e dado que ϕ ∈ L∞(RN ) existe uma constante C > 0 tal que
|ϕ(x+ y)ψ(x)|eα|y||y|β ≤ C|ψ(x)|eαeα|x|(1 + |x|)β
= C|ψ(x)|eα|x|(1 + |x|β) ∈ L1(RN ). (1.54)
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Considere agora 1 < |x+ y| ≤ |y|
2
. Note que
2|y| − 2|x| ≤ 2|x+ y| ≤ |y| =⇒ |y| ≤ 2|x| (1.55)
e
|y| − |x| ≤ |x+ y| =⇒ −α|x+ y|+ α|y| ≤ α|x|.
Por (1.51), dado  > 0 existe algum Mo > 0 tal que ∀ |x| ≥M0 tem-se
|ϕ(x)| ≤ (+ γ)e−α|x||x|−β = Ce−α|x||x|−β . (1.56)
Combinando as informações de (1.54), (1.55), (1.56) com (1.52) segue que se 1 < |x+ y| ≤ |y|
2
,
|ϕ(x+ y)ψ(x)| eα|y||y|β ≤ C|ψ(x)|e−α|x+y||x+ y|−βeα|y|(2|x|)β
≤ C|ψ(x)|eα|x||x|β ∈ L1(RN ). (1.57)
Finalmente considere o caso |x+ y| ≥ |y|
2
. Usando novamente (1.51) e a desigualdade
−α|x+ y|+ α|y| ≤ α|x| tem-se
|ϕ(x+ y)ψ(x)|eα|y||y|β ≤ C|ψ(x)|e−α|x+y||x+ y|−βeα|y|(2|x+ y|)β
≤ C|ψ(x)|eα|x||x|β ∈ L1(RN ). (1.58)
Para cada x ∈ RN ﬁxado, segue de (1.51) que
lim
|y|−→+∞
ϕ(x+ y)ψ(x)eα|y||y|β = lim
|x+y|−→+∞
ϕ(x+ y)ψ(x)eα|x+y||x+ y|β = γψ(x). (1.59)
Com os resultados obtidos em (1.54), (1.57), (1.58) e (1.59) podemos aplicar o Teorema da Convergên-















∣∣∣∣∣∣∣ ≤ |γ||ψ(x)|, (1.61)





|ψ(x)|eα|x|(1 + |x|β) dx < +∞.
Se 〈x, y〉 ≤ 0 , então
0 ≤ −〈x, y〉 = 〈−x, y〉 ≤ |x||y|





∣∣∣∣∣∣∣ ≤ |γ|eα|x||ψ(x)| ∈ L1(RN ), (1.62)






|y| ψ(x) = γe0ψ(x). (1.63)
Com os resultados obtidos em (1.61), (1.62) e (1.63) podemos aplicar o Teorema da Convergência












Portanto, de (1.60) e (1.64) o lema está demonstrado.

Um resultado encontrado em [37] que iremos utilizar para obter o decaimento exponencial exato para
a solução ground state do problema limite (P∞), a saber
Lema 1.12. [Proposição 6.1 em [37]] Sejam N > 1, ρ ≥ 0 e W ∈ C1((ρ,∞),R). Se
lim
s→∞W (s) > 0




então existe uma função radial não negativa v : RN\Bρ(0)→ R tal que
−∆v +Wv = 0 em RN\Bρ(0) (1.65)







W = 1. (1.66)
Seguindo idéias encontradas em [38] , mostraremos que a solução ground state positiva do problema
limite (P∞) tem decaimento exponencial exato. Tal demonstração é diferente daquela encontrada no
clássico artigo de Gidas, Ni e Niremberg [25] em que os autores demonstraram o decaimento exponencial
utilizando função de Green, estimativas interiores e funções de Bessel.
Lema 1.13. Seja u solução positiva radial ground state do problema
−∆u+ u = f(u) em RN ,
então u satisfaz
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lim
|x|→∞
u(x)|x|N−12 e|x| ∈ (0,∞). (1.67)












Note que se x ∈ RN \Bρ(0),












= 0 em RN\Bρ(0). (1.68)
Considere uma função radial não negativa v ∈ C2(RN\Bρ(0),R) satisfazendo
−∆v + 1
4
v = 0, se x ∈ RN\Bρ(0),








e note que W = W0 no Lema 1.12, juntamente com (1.65) e (1.66) existe uma
constante C > 0 tal que
0 < v(x) ≤ C|x|−N−12 e− |x|2 , para todo x ∈ RN\Bρ(0).
Deﬁna a função z := u− v. Segue por (1.68) e (1.69)
−∆z + 1
4
z = −∆u+ 1
4
u+ ∆v − 1
4
v ≤ 0 em RN\Bρ(0) (1.70)
e














dx ≤ 0, (1.71)
logo z ≤ 0 em RN\Bρ(0). Assim
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0 < u(x) ≤ v(x) ≤ C|x|−N−12 e− |x|2 em RN\Bρ(0). (1.72)
Combinando a hipótese de crescimento (f2) e (1.72) existe uma constante C > 0 tal que∣∣∣f(u)
u
∣∣∣ ≤ C(e− p1−12 |x| + e− p2−12 |x|). (1.73)








e note que W1 satisfaz o Lema 1.12 . Aplicando-o
mais uma vez e usando (1.73) temos

































≤ 0 em RN\Bρ(0).
Consequentemente,
−∆u+ u ≥ 0 ≥ −∆u+W1u em RN\Bρ(0). (1.74)
Deﬁna as funções radiais não negativas u, u ∈ C2(RN\Bρ(0),R) satisfazendo
−∆u+ u = 0, se x ∈ RN\Bρ(0),






−∆u+W1u = 0, se x ∈ RN\Bρ(0),






−∆(u− u) + (u− u) = (−∆u+ u) + (∆u− u) ≤ 0,
isto é,
−∆u+ u ≤ −∆u+ u em RN\Bρ(0)
e
u = u sobre ∂Bρ(0).
Analogamente, temos
−∆(u− u) +W1(u− u) = (−∆u+W1u) + (∆u−W1u) ≥ 0,
isto é,
−∆u+W1u ≤ −∆u+W1u em RN\Bρ(0)
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e
u = u sobre ∂Bρ(0).
Com estas duas observações segue analogamente como feito em (1.71) que
u ≤ u ≤ u em RN\Bρ(0). (1.77)
Utilizando (1.77) e o Lema 1.12 segue que
0 < lim
|x|→∞










A primeira desigualdade estrita em (1.78) segue do Lema 1.12 e a última desigualdade é ﬁnita, pois
utilizando o Lema 1.12 e (1.76) obtemos
lim
|x|→∞





























































O próximo passo é mostrar que o lim
|x|→∞












































por (1.75), (1.76) e o Lema 1.12. Assim concluiríamos que
u
u
tem limite ﬁnito se |x| → +∞ e que
lim
|x|→∞






u(x)|x|N−12 e|x| ∈ (0,∞).
Finalmente, vamos mostrar que
u
u
é não decrescente. Considere r, s ∈ (ρ,∞) tal que r ≤ s. Desde
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que u e u são ambas funções radiais, deﬁna o seguinte operador
Lu = −(−∆u+ u) = ∆u− u = u′′ + N − 1
r
u′ − u.
Segue da deﬁnição do operador L e de (1.75) que




Note que −∆(u− u) + (u− u) = −f(u) < 0, logo, como feito em (1.71), temos que u(x) ≤ u(x) para
todo |x| ∈ (ρ,∞).



















L(u)v; r ∈ (ρ,∞), v(ρ) = 1. (1.79)
O problema de valor inicial em (1.79) tem solução única desde que
1
u
L(u) < 0 e 2
u′
u
+ g é contínua em
r ∈ (ρ,∞).
Por outro lado, note que temos
L(u− u) = 0− (−f(u)) = f(u) > 0, para r ∈ (ρ,∞),
e
u− u = 0 sobre ∂Bρ(0).
Aplicando o Princípio do Máximo e Lema de Hopf , respectivamente, temos
u− u < 0 para r > ρ e ∂(u− u)
∂r
< 0 se r = ρ, (1.80)
que implica
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ou seja,
(lnu(r))′ ≥ (lnu(r))′.
Como a função ln(x) é uma função crescente, isto equivale a
u(r) ≥ u(r). Contradição com (1.80).
Assim temos que v′(r) < 0 para todo r > ρ e , portanto, implicando que
u
u
é não decrescente como
desejávamos mostrar.

No próximo resultado iremos enunciar e provar duas propriedades das funções F e f que são con-
sequências de (f3) e que foi observado inicialmente no trabalho [24]. Tais propriedades são válidas sem
exigir que f seja de classe C3 como nos trabalhos em [1, 18].
Lema 1.14. Assuma (f3). Para todo u, v > 0 tem-se
F (u+ v) ≥ F (u) + f(u)v, (1.81)
e para todo ρ > 0 existe uma constante Cρ > 0 tal que, para todo 0 ≤ u, v ≤ ρ e µ satisfazendo
0 < 1 + µ < p1, tem-se





Demonstração: Primeiramente, como consequência de (f3) temos que a função u 7→ f(u) é crescente e
isto implica que
F (u+ v)− F (u) =
∫ u+v
u
f(t) dt ≥ f(u)v.
Por outro lado, se u = 0 ou v = 0, a segunda propriedade é satisfeita. Entretanto, para 0 < v ≤ u,
segue de (1.81) que
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<∞ e para todo µ tal que 0 < 1 + µ < p1.
Como (1.81) e (1.82) são simétricas em relação a u e v, a mesma estimativa se mantém para 0 < u ≤ v
e, assim, concluímos a demonstração.

Agora iremos iniciar as precisas estimativas. Para isso, começamos deﬁnindo para R > 0,





onde estamos trabalhando com w solução positiva radial do problema (P∞). Para mais informações sobre
(1.83), veja os trabalhos [1, 8, 18] e suas referências.
Nos dois próximos lemas iremos estimar a quantidade εR, isto é, mostrar o decaimento exato da
quantidade εR como consequência dos Lemas 1.11 e 1.13 e das hipóteses (f2) e (f3).
Lema 1.15. Assuma (f2) e considere y ∈ ∂B2(y0) com y0 ∈ RN ; ‖y0‖ = 1. Então existe uma constante





2 e2R = C0. (1.84)
Demonstração: Para demonstrarmos este lema iremos utilizar o Lema 1.11 com ϕ = ω, ψ = f(ω) e
y = −R(y0 − y) e ainda α = 1 e β = N − 1
2
.




ω(|x|)|x|N−12 e|x| ∈ (0,∞). (1.85)
Portanto, a primeira hipótese do Lema 1.11, isto é, (1.51) está veriﬁcada em (1.85).
Por outro lado, usando (f2) e (1.85) existe algum R1 > 0 tal que, para todo |x| > R1,
ψ = f(ω) ≤ C (|ω|p1 + |ω|p2)
≤ C
(
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Decorre de (1.86) que∫
RN




f(ω)e|x|(1 + |x|)N−12 dx+
∫
RN\BR1 (0)








C(|x|−p1 N−12 e−p1|x| + |x|−p2 N−12 e−p2|x|)e|x|(1 + |x|)N−12 dx
= C + C
∫
RN\BR1 (0)
(|x|−p1 N−12 e(1−p1)|x| + |x|−p2 N−12 e(1−p2)|x|)(1 + |x|)N−12 dx







2 e(1−p2)|x|)(1 + |x|)N−12 dx











e(1−p2)|x|(1 + |x|)N−12 dx < +∞,
pois 1− pi < 0 para i ∈ {1, 2}. Desta forma veriﬁcamos a segunda hipótese do Lema 1.11, isto é, (1.52)





2 e2R = C0 > 0.

No lema seguinte apresentaremos uma estimativa inferior para a quantidade εR, se s = t = 1.
Lema 1.16. Existe uma constante C0 > 0 tal que para todo t, s ≥ 1
2
, y ∈ ∂B2(y0) com y0 ∈ RN e R
suﬁcientemente grande, ∫
RN
f(sw(x−Ry0))tw(x−Ry) dx ≥ C0(2R)−
N−1
2 e−2R. (1.87)
Demonstração: Inicialmente, como s, t ≥ 1
2











































atinge um mínimo. Assim, fazendo
mudança de variáveis∫
RN






























2 e−2R = C0(2R)−
N−1
2 e−2R,
pois, usando a desigualdade triangular e como x ∈ B1(0), para todo R ≥ 1 , segue que
1 + |x−R(y − y0)| ≤ 1 + |x|+R|y − y0| ≤ R+R+ 2R = 4R (1.88)
e combinando (1.88) e (1.24) resulta que










Assim, o lema está demonstrado.

Para nossas precisas estimativas de energia precisaremos utilizar os próximos dois resultados técnicos.
Corolário 1.1. Existe uma constante positiva C tal que∣∣∣∣∫
RN
(sf(wR0 )− f(swR0 ))wRy dx
∣∣∣∣ ≤ C |s− 1|O(εR),
uniformemente para y ∈ ∂B2(y0), s ∈ [0, d]; d > 1 e R suﬁcientemente grande.
Demonstração: Deﬁna ψ(s) := sf(u)− f(su) para u no conjunto dos números reais. Pela regularidade
da f podemos usar o Teorema do Valor Médio para ψ o qual garante a existência de um ξ entre s e 1,
sem perda de generalidade, considere s > 1 tal que
|ψ(s)− ψ(1)| ≤ |ψ′(ξ)| |s− 1| . (1.89)
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Derivando ψ em relação a s e usando a hipótese (f2) tem-se
|ψ′(s)| = |f(u)− f ′(su)u|
≤ |f(u)|+ |f ′(su)| |u|
≤ |f(u)|+ C
(
|su|p1−1 |u|+ |su|p2−1 |u|
)





≤ |f(u)|+ C (|u|p1 + |u|p2) .
(1.90)
Combinando as desigualdades em (1.89) e (1.90) segue que
|ψ(s)| = |ψ(s)− ψ(1)| ≤ (|f(u)|+ C (|u|p1 + |u|p2)) |s− 1| .
Tomando u = wR0 := w(x−Ry0), segue que
∣∣∣∣∫
RN












∣∣f(wR0 )wRy ∣∣ dx+ C ∫
RN
(∣∣wR0 ∣∣p1 wRy + ∣∣wR0 ∣∣p2 wRy ) dx}
≤ |s− 1| {εR +O(εR)} ,
pois para i ∈ {1, 2}, usando (1.24), o Lema 1.9 e argumentando como no Lema 1.15 temos∫
RN
∣∣wR0 ∣∣pi wRy dx = ∫
RN
|w(z)|pi w(z −R(y − y0)) dz ≤ O(εR).
Assim concluímos a demonstração do corolário.

Lema 1.17. Considere λ =
1
2




uniformemente em y ∈ ∂B2(y0).
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Usando o funcional J dado em (1.5) segue que
J(2zR1
2 ,y
) = J(wR0 + w
R






































é crescente se t > 0, podemos reescrever (1.91) como
J(2zR1
2 ,y











































































Vamos agora observar o que acontece em (i), (ii), (iii). Em (i), note que wR0 satisfaz
−∆wR0 + wR0 = f(wR0 ) em RN
visto que w é solução do problema limite. Segue que




0 ) dx = 0.






















∣∣∣∣ = oR(1). (1.92)




















≤ Ce−k|0−Ry0| + Ce−k|0−Ry0|







∣∣∣∣. Assim, obtemos (1.92).
Combinandos os resultados em (i), (ii), (iii) e (1.92) segue que para λ =
1
2
, uniformemente em y ∈
1.4 Estimativas assintóticas 42
∂B2(y0), se R→ +∞,
J(2zR1
2 ,y






→ 2, quando R→∞.
Argumentando por contradição, suponha que suponha que existam δ > 0 e subsequências Rn → ∞ e





satisfaz |Tn − 2| ≥ δ. (1.93)
Como {Tn} é limitada pelo Lema 1.10, então existe uma constante T tal que
Tn → T, quando n→∞.








Por um lado, note que
∥∥∥zRn1
2 ,yn
∥∥∥2 = ∥∥∥∥12wRny0 + 12wRnyn

































































































































é crescente para s > 0, obtemos T = 2. Contradição com (1.93). Portanto, TR1
2 ,y
→
2, quando R→∞ e o lema está provado.

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Lema 1.18. Existem números R2 > 0 e α > 0 tal que
I(TRλ,yz
R
λ,y) ≤ 2m∞ − α
para cada R > R2 e para todo y ∈ ∂B2(y0) e λ ∈ [0, 1].
Demonstração: Primeiramente escrevemos a combinação linear
λTRλ,yw(x−Ry0) + (1− λ)TRλ,yw(x−Ry) := swR0 + twRy . (1.96)
Já sabemos pelo Lema 1.10 que s e t pertencem ao intervalo (0, T0), ou seja , já sabemos que são
limitados. Tomando u = swR0 + tw
R






























(∣∣∇wR0 ∣∣2 + (wR0 )2) dx+ t22
∫
RN






























































































(∣∣∇wR0 ∣∣2 + (wR0 )2) dx− ∫
RN
F (twR0 ) dx = I∞(tw
R
0 ) ≤ m∞. (1.99)






























)1+µ2 (wRy )1+µ2 dx.(1.100)
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Tomando 1 < µ < 1 +
µ
2












≤ Ce−µ|Ry0−Ry| = Ce−2µR = o(εR). (1.101)

























wR0 dx+ o(εR). (1.102)
Combinando (1.102) e (E) obtemos
(C) + (E) ≤ o(εR). (1.103)









































































≤ C(|s− 1|+ |t− 1|)O(εR)− C0εR. (1.104)









F (swR0 + tw
R
y ) dx = −
∫
RN
a(x)F (swR0 + tw
R
y ) dx.
Pela hipótese (a2) e o Lema 1.9 segue que∣∣∣∣−∫
RN








∣∣wR0 ∣∣p1+1 + ∣∣wR0 ∣∣p2+1 + ∣∣wRy ∣∣p1+1 + ∣∣wRy ∣∣p2+1) dx
≤ Ce−k|0−Ry0| + Ce−k|0−Ry| ≤ Ce−kR = o(εR). (1.105)
Resulta do Lema 1.17 que se λ =
1
2
, então s, t→ 1 , quando R→ +∞. Tomando R2 suﬁcientemente






segue por (1.98) , (1.99), (1.100), (1.101), (1.102), (1.103) , (1.104), (1.105)




y ) = I(λT
R
λ,yw(x−Ry0) + (1− λ))TRλ,yw(x−Ry) ≤ 2m∞ −
C
3
εR + o(εR). (1.106)








, y ∈ ∂B2(y0), R > R2, vale que
I(swR0 + tw
R
y ) = I(λT
R
λ,yw(x−Ry0) + (1− λ))TRλ,yw(x−Ry) ≤ 2m∞ −
C
3
εR + o(εR). (1.107)













. Para isto, sem perda de generalidade, ﬁxemos λ
tal que 0 ≤ λ < 1
2
− σ. Então 1 ≥ 1 − λ > 1
2
+ σ. Note que, se TRλ,y ≤ 2, então s = TRλ,yλ ∈ [0, 1 − 2σ]
e t = TRλ,y(1 − λ) ∈ [1 + 2σ, 2], ou seja, temos s < 1 e t > 1 . Por outro lado, se TRλ,y ≥ 2, então
s = TRλ,yλ ∈ [1 − 2σ,+∞] e t = TRλ,y(1 − λ) ∈ [1 + 2σ,+∞]. Ademais, sabemos que sendo w solução
positiva ground state do problema limite, utilizando o Lema 1.1 segue que I∞(twR0 ) < m∞−η para algum
η ∈ (0,m∞), t ∈ [0, 1− σ0] ∪ [1 + σ0,∞), para algum σ0. Juntando isto e as estimativas anteriores de
(1.98) a (1.105) mostramos que
I(swR0 + tw
R
y ) = I(λT
R















Portanto, concluímos o lema juntando os resultados em (1.106), (1.107) e (1.108) para todo λ ∈ [0, 1] ,
y ∈ ∂B2(y0), R > R2.

Lema 1.19. Dado número real η > 0, existe um número real R3 > 0 tal que
I(TR0,yz
R
0,y) < m∞ + η,
para todo y ∈ ∂B2(y0), R > R3. Em particular, m ≤ m∞.
Demonstração: Inicialmente iremos mostrar que∫
RN
|a(x)| ∣∣F (TR0,ywRy )∣∣ dx = oR(1).
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De fato, por (a2), (f2), (1.24) e o Lema 1.9 existe uma constante C > 0 tal que∫
RN
|a(x)| ∣∣F (TR0,ywRy )∣∣ dx ≤ C ∫
RN
|a(x)|























≤ C(TR0,y)p1+1e−k|0−Ry| + C(TR0,y)p2+1e−k|0−Ry|
≤ C (TR0,y)p1+1 e−kR + C (TR0,y)p2+1 e−kR = o(εR), (1.109)
com 2 < k < pi + 1; i ∈ {1, 2} e TR0,y é limitado.





0,yw(x−Ry) := TR0,ywRy .
Usando o Lema 1.1(c) e tomando u = TR0,yw
R
y em (1.2) segue que
I(TR0,yw
R















|a(x)| ∣∣F (TR0,ywRy )∣∣ dx
= I∞(wRy ) +
∫
RN




|a(x)| ∣∣F (TR0,ywRy )∣∣ dx. (1.110)
Combinando (1.109) e (1.110), o lema está provado.

1.5 Demonstração do resultado principal
Para a demonstrar o teorema principal deste capítulo utilizaremos ferramentas do tipo min-max.
Precisaremos introduzir a função baricentro β : H1(RN )\ {0} → RN . Inicialmente deﬁniremos as funções
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A função baricentro possui as seguintes propriedades:
i) β é contínua em H1(RN )\ {0};
ii) Se u ∈ H1(RN )\ {0} é radialmente simétrica, então β(u) = 0;
iii) Para todo t ∈ R\ {0} e todo u ∈ H1(RN )\ {0} tem-se β(u) = β(tu);
iv) Dado z ∈ RN tem-se β(u(x− z)) = β(u) + z.
Deﬁnida a função baricentro, podemos demonstrar o seguinte resultado:
Lema 1.20. Suponha que m não seja atingido. Então m = m∞ e existe um η > 0 tal que
β(u) 6= 0, para toda u ∈ N ∩ Im∞+η;
onde denotamos
Im∞+η := {u ∈ H1(RN ); I(u) ≤ m∞ + η}.
Demonstração: Suponha quem não é atingido. Pelo Lema 1.8,m ≥ m∞ e do Lema 1.19, a desigualdade
invertida. Logo temos a igualdade m = m∞.
Argumentando por contradição, suponha que para cada n ∈ N exista {vn} ⊂ N ∩ Im∞+α, isto é,
{vn} ⊂ N satisfazendo I(vn) < m∞ + on(1) e, ainda, β(vn) = 0. Segue disto que {vn} ⊂ N é uma
sequência minimizante para I. O Princípio Variacional de Ekeland, por instante vide [46], nos fornece
uma sequência {un} para I restrito N no nível m∞ onde tal sequência é (PS) e satisfaz
‖vn − un‖ → 0, quando n→∞.
Já vimos pelo Lema 1.2 e 1.5 que toda sequência (PS) em N é limitada e como m não é atingido,
podemos usar o Lema 1.7 para garantir a existência de uma sequência
{zn} ⊂ RN ; ‖zn‖ → ∞ e ‖un − w(· − zn)‖ → 0, quando n→∞,
onde w é a solução positiva, radial de energia mínima do problema limite.
Por translação temos
un(x+ zn) = w(x) + on(1).
Usando as propriedades da função baricentro e que β(vn) = 0 temos
β(vn(x+ zn)) = β(vn)− zn = −zn
e, ainda, pela continuidade da função baricentro β na norma em H1(RN )
β(vn(x+ zn))→ β(w(x)) = 0,
que conﬁgura uma contradição, pois ‖zn‖ → ∞.

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Por ﬁm iremos demonstrar o resultado principal onde utilizaremos os resultados que obtivemos ante-
riormente.
Prova do Teorema 0.1:
Inicialmente, suponha que m seja atingido para algum u ∈ N . Consequentemente, pelos Lemas 1.1(b)
e 1.3 temos que u é uma solução não trivial para o problema (P ). Suponha então que m não seja atingido.






e, ainda pelo Lema 1.19, para todo R > R3
I(TR0,yz
R
0,y) ≤ m∞ + η, ∀ y ∈ ∂B2(y0). (1.111)






e para todo R > R2
I(TRλ,yz
R
λ,y) ≤ 2m∞ − α, ∀ y ∈ ∂B2(y0), λ ∈ [0, 1]. (1.112)
Considere R > max{R2, R3} e deﬁna a seguinte aplicação
H : B2(0) −→ N ∩ I2m∞−η
λy0 + (1− λ)y −→ TRλ,yzRλ,y, ∀ y ∈ ∂B2(y0), λ ∈ [0, 1].
(1.113)
O objetivo agora é mostrar que o funcional I tem um valor crítico no intervalo (m∞, 2m∞). Argu-
mentando por contradição, suponha que tal valor crítico não exista . Como m não é atingido, podemos
utilizar o Lema 1.8 para garantir que o funcional I satisfaz a condição de Palais - Smale no intervalo
(m∞, 2m∞). Logo, existe um ε > 0 tal que
‖(I |N )′(u)‖ ≥ ε para todo u ∈ N ∩ I−1[m∞ + η, 2m∞ − α].
Isso implica que, pelo Lema 5.15 em [46], existe uma aplicação (deformação) contínua
D : N ∩ I2m∞−α → N ∩ Im∞+η (1.114)
tal que D = id (aplicação identidade) para todo u ∈ N ∩ Im∞+η.
Por (1.111), (1.112), (1.113) e (1.114) podemos deﬁnir a seguinte aplicação contínua









onde β é a aplicação baricentro e as aplicações contínuas A1 e A2 são deﬁnidas como segue
A1 : B2(0) → B2(y0)
x → x+ y0
(1.116)
e
A2 : ∂B2(0) → ∂B2(0)
2y
|y| → y − y0
(1.117)
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onde y ∈ ∂B2(y0). Além disso, se λ = 0 segue que
H(y) = TR0,yZR0,y. (1.118)







y ) = β(ω
R
y ) = β(ω(x−Ry)) = β(ω(x)) +Ry = Ry. (1.119)
Como D = id para todo u ∈ N ∩ Im∞+η tem-se por (1.115), (1.116), (1.117), (1.118) e (1.119) que




















= y − y0.
Temos uma contradição visto que tal aplicação contínua Γ não pode existir pelo Teorema do Ponto Fixo
de Brouwer, veja Teorema 3.5 em [7]. Portanto, a contradição veio de supor que I não tem um valor
crítico no intervalo (m∞, 2m∞).
Concluimos a demonstração do Teorema observando a positividade da solução, pois a solução u não
muda de sinal pelo Lema 1.4. Ademais, como f é uma função ímpar, −u também é solução do problema





Neste capítulo vamos investigar a existência de solução positiva para o seguinte sistema
(S)





1 + s(u2 + v2)
+ λv, RN ,




1 + s(u2 + v2)
+ λu, RN ,
u, v ∈ H1(RN ),
com N ≥ 3 , 0 < λ < 1 e s é um parâmetro real satisfazendo 0 < s < 1
1 + λ
.
Vamos assumir as seguintes hipóteses sobre a função peso:
(a1) a ∈ C(RN ); inf
x∈RN
(1 + a(x)) = ς > 0 e lim
|x|→+∞
a(x) = 0;











1 + s(u2 + v2)





1 + s(u2 + v2)
e












A seguir serão feitas algumas aﬁrmações com suas respectivas provas referentes a algumas particularidades
do sistema.
Aﬁrmação 2.1. A seguinte aﬁrmação é veriﬁcada.
(F1)
∇F (tu, tv)(u, v)
t
é crescente para t > 0 onde u, v 6= 0.
Demonstração: Considere a função
G(t) =






1 + s((tu)2 + (tv)2)
(tu2 + tv2) =
t2(u2 + v2)2
1 + st2(u2 + v2)
.
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Derivando G(t) em t obtemos
G′(t) =
2t(u2 + v2)2 + 2st3(u2 + v2)3 − 2st3(u2 + v2)3
(1 + st2(u2 + v2))2
=
2t(u2 + v2)2
(1 + st2(u2 + v2))2
> 0.
Portanto, segue que
∇F (tu, tv)(u, v)
t
é crescente em t > 0.

Aﬁrmação 2.2. A seguinte aﬁrmação é veriﬁcada.









∇F (u(x), v(x))(u(x), v(x))− F (u(x), v(x)) ≥ 0 para todo x ∈ RN .
Demonstração: Primeiramente mostraremos o item (b). Considere
h(t) :=
t2(u2 + v2)2







ln(1 + t2s(u2 + v2)),
para todo t ≥ 0. Derivando h em t,
h′(t) =
t(u2 + v2)2
1 + s(u2 + v2)
− t
3(u2 + v2)2
1 + st2(u2 + v2)
,
o que implica
h′(t) < 0, se t > 1;
h′(t) > 0, se t < 1;
h′(t) = 0, se t = 1.
Assim, h(t) ≤ h(1) para todo t > 0. Ademais,
1
2




1 + s(u2 + v2)
,
(u2 + v2)v
1 + s(u2 + v2)
)






1 + s(u2 + v2)
+
(u2 + v2)v2
1 + s(u2 + v2)
]
− F (u, v)
=
(u2 + v2)2







ln(1 + s(u2 + v2))
= h(1) > h(0) = 0, ∀ (u, v) 6= (0, 0).
Portanto, este item ﬁca veriﬁcado.
Veriﬁcaremos agora o item (a). Para isso, considere a mudança de coordenadas u2+v2 = z2 e obtemos








































Assim, concluímos o item (a).

Aﬁrmação 2.3. Comportamento de ∇F na origem e no inﬁnito.












Demonstração: A veriﬁcação segue diretamente da não linearidade.

2.1 Preliminares
Iremos utilizar uma constante geral C > 0 para simpliﬁcar a notação e assim C não será sempre a
mesma constante no que segue.




(|∇u|2 + |∇v|2 + u2 + v2) dx.










(1 + a(x))F (u, v) dx, (2.1)
e sua derivada













(1 + a(x))∇F (u, v)(ϕ,ψ) dx. (2.2)
Trabalharemos com a variedade de Nehari deﬁnida por
N := {(u, v) ∈ RN × RN\{(0, 0)} : J(u, v) = 0} , (2.3)
cujo funcional associado é






(1 + a(x))∇F (u, v)(u, v) dx. (2.4)
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Decorre de (a1) que o problema limite associado ao sistema (S) é
(S∞)





1 + s(u2 + v2)
+ λv, RN ,




1 + s(u2 + v2)
+ λu, RN ,
u, v ∈ H1(RN ).
Analogamente para o sistema (S∞), podemos deﬁnir I∞, J∞,N∞ e m∞, respectivamente.



















A hipótese 0 < s < 1/(1 + λ) é suﬁciente para que a identidade de Pohozaev possa ser satisfeita por






. Desejamos mostrar que a


























































































Observação 2.1. Pelo Teorema 2.1 em [28] existe solução positiva radial de energia mínima ( ground
state solution) do problema (S∞). Por [14], se (u, v) é positiva segue que (u, v) é uma solução radialmente
simétrica e estritamente decrescente para (S∞). No que segue, iremos denotar uma solução ground state
positiva por (w1, w2). Nós enfatizamos em todo trabalho que ser uma solução positiva signiﬁca ser positiva
em cada coordenada do vetor (u, v).
2.2 Decaimento das soluções do problema limite
Observe que quando u = v = z em (S∞), o sistema se reduz à equação
−∆z + (1− λ)z = h(z), RN ,




















−∆z = ψ(z) := h(z)− (1− λ)z.
Note que,
i) ψ(0) = 0;
ii) ψ′(z) = λ− 1 + h′(z)· Assim, ψ′(0) = λ− 1 < 0.






A solução (z, z) é positiva, radial com decaimento exponencial, porém não sabemos se é solução ground
state.
Nosso objetivo agora é mostrar que se o par (u, v) é solução de (S∞), então mantém-se o mesmo
decaimento por meio do seguinte teorema
















com µ1, µ2 ∈ (0,+∞).
No resultado seguinte iremos mostrar um decaimento para o problema (S∞) que ainda não é o de-
caimento  ideal que almejamos. Isto será útil para obtermos o decaimento ideal, exato. A prova é
semelhante a encontrada no Teorema 2.2 em [21] ou Proposição 4.4 em [43].
Lema 2.2. Se (u, v) é solução positiva do problema (S∞), então existe uma constante C > 0 tal que
0 < u(x), v(x) ≤ C|x|−N−12 e−θ|x|,
para |x| > R, R > 0 suﬁcientemente grande , θ = √1− λ− ε , N ≥ 3 e ε > 0 é uma constante dada.
Demonstração: Inicialmente, vamos reescrever o problema (S∞) na forma matricial, isto é , U ∈ H,
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|x|−N−12 e−θ(|x|−R) = M(R)|x|−N−12 e−θ|x|
onde M = u(R) + v(R), |x| = R.































































































θ2 − (N − 1)




Como (u, v) é solução de (S∞), então u(x), v(x)→ 0 , quando |x| → +∞. Assim, dado ε > 0 tal que











Considere L > R e o conjunto aberto
ΩL :=
{
x ∈ RN : R < |x| < L; u(x) + v(x) > ϕ(x)} .
Desejando mostrar que o conjunto ΩL é vazio. Suponha então, por contradição, que ΩL 6= ∅. Note
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que, para todo |x| ≥ R, temos por (2.9), (2.10) e N ≥ 3 que
∆(ϕ− u− v) = ϕ
{
θ2 − (N − 1)





θ2 − (N − 1)
4|x|2 (N − 3)
}
− u+ λv + εu− v + λu+ εv
≤ ϕθ2 − (1− λ− ε)u− (1− λ− ε)v
≤ θ2(ϕ− u− v) < 0 em ΩL. (2.11)
Desde que ΩL é limitado, ∆(ϕ− u− v) < 0 em ΩL, pelo Princípio do Máximo, temos por (2.11) que
ϕ(x)− u(x)− v(x) ≥ min {(ϕ− u− v)(x) : x ∈ ∂ΩL}
= min
{




0, ϕ(L)− u(L)− v(L)
}
, ∀x ∈ ΩL.
Quando L→ +∞, observe que u, v, ϕ→ 0 , logo temos ϕ(x)− u(x)− v(x) ≥ 0 para todo x ∈ ΩL tal que
|x| ≥ R, implicando em contradição. Portanto, ΩL é vazio e ﬁnalizamos a prova do lema.

Vamos adaptar os argumentos de [37] para o sistema a ﬁm de obter os decaimentos exponenciais
exatos. No que segue, vamos tomar γ = 0 na Proposição 6.1 em [37]. Observe no Teorema 2.1 o fato
de µ1 e µ2 serem constantes positivas signiﬁca que tem-se o decaimento a zero das soluções w1 e w2 em
ordem exata e será fundamental em argumento posterior.
No que segue, denotaremos (w1, w2) solução positiva radial de (S∞), obtida em [28], em que I∞(w1, w2) =
m∞.
Lema 2.3. Sejam N ≥ 3, ρ > 0 e 0 < λ < 1 . Então existem funções radiais não negativas u, v :
RN\Bρ(0)→ R do sistema linear
(H)

−∆u+ u− λv = 0, em RN\Bρ(0),
−∆v + v − λu = 0, em RN\Bρ(0),
u = ω1, v = ω2, sobre ∂Bρ(0)

















= σ2 > 0. (2.13)
Demonstração: A prova de existência de solução para (H) é consequência da teoria de EDO lineares,
entretanto iremos incluí-la com detalhes para efeito de completude. Primeiramente, iremos mostrar que
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o problema (H) possui uma subsolução e supersolução. Depois iremos usar [19] para garantir a existência
de solução entre essa subsolução e supersolução .
Considere 0 ≤ β < 1, t > ρ e τ ∈ R . Deﬁna a função





















Pela regra da cadeia tem-se
∂Φτ (x)
∂xi

















































Somando em i de 1 a N temos
−∆Φτ (x) = Φτ (x)
[










− τ(1 + β)
t2+β
.
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Agora, substituindo (2.14) e (2.17) em (2.16) temos














(N − 1)(N − 1)
2|x|2 +
√












− (1− λ)− τ
2
|x|2+2β −














(N − 1)(N − 1)
4|x|2 +
√







(N − 1)(N − 3)
























Reescrevendo de forma mais conveniente temos










onde piτ (x) : RN\Bρ(0)→ R é dada por
piτ (x) =






Como β < 1 segue que
lim
|x|→+∞
piτ (x) = 0.
Assim, podemos escolher ρ0 suﬁcientemente grande tal que para todo ρ ≥ ρ0 , se |x| ≥ ρ temos piτ (x)
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onde o símbolos  e  signiﬁcam ≤ e ≥ , respectivamente, em cada linha do sistema.
















Vamos utilizar o método de redução de ordem. Desde que as soluções do sistema são radiais por
([14]), vamos reescrever o sistema (H) da seguinte forma
−∆u(r) + u(r) = λv(r), r ∈ (ρ,+∞),
−∆v(r) + v(r) = λu(r), r ∈ (ρ,+∞),
u(ρ) = ω1(ρ), v(ρ) = ω2(ρ).










v′ − v(r) = −λu(r), r ∈ (ρ,+∞),
u(ρ) = ω1(ρ), v(ρ) = ω2(ρ).
Consideremos a seguinda mudança de variáveis:
x1 = u; x2 = x
′




x1(ρ) = ω1(ρ); x3(ρ) = ω2(ρ); x2 < 0; x4 < 0.
















0 1 0 0
1 1−Nr −λ 0
0 0 0 1








Podemos olhar o sistema na forma X ′ = A(r)X onde A(r)X = f(r, x1, x2, x3, x4). Como os coeﬁcientes
da matriz A são limitados e contínuos para r > ρ, podemos usar o Teorema 5.2 em [19] para garantir
que existe solução (u(x), v(x)) = (u(r), v(r)) para qualquer r ∈ (ρ,+∞). Feito isto, observe que, por
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construção temos que
Φτ (x) ≤ u(x), v(x) ≤ Φτ¯ (x). (2.22)
A ﬁm de mostrar o decaimento das soluções u e v, nós precisamos de dois resultados auxiliares.

















Demonstração: Começamos observando que, por (2.14),















Integrando de ρ a |x| temos
∫ |x|
ρ


















































Assim, mostramos (2.23). Por outro lado, por (2.14) temos















































ln|x|+ N − 1
2




= |x|N−12 |x|−N−12 e
N − 1
2
































































Similarmente, (2.25) vale para v(x).

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−∆H0 +AH0 = 0, RN\Bρ(0),







−∆H0 +WH0 = 0, RN\Bρ(0),




























onde c é uma constante positiva e θ > 0 escolhido no Lema 2.2. Note que
















Similarmente como feito nos passos de (2.14) a (2.20) tomando φτ (t) = −N − 1
2t
−W (t) + τ
t1+β
em




em (2.14), com W (t) =
√
1− λ− ce−θt, desde que para algum
β > 0 tem-se lim
t→∞W







































































Porém, é similar aos passos de (2.21) a (2.22).
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A demonstração da estimativa exponencial para a solução do sistema (S∞) repousa no Princípio do
Máximo em [22]. No domínio RN\Bρ(0),
L(U −H0) = L(U)− L(H0) = −AU + F +AH0 = −A(U −H0) + F .





e U(x) − H0(x) = 0 sobre Γ, pelo Princípio do Máximo, ver
Teorema 1.1 em [22], segue que
U(x) H0(x) em RN\B¯ρ(0). (2.28)
Por outro lado, observe que
L(H0 − U) = L(H0)− L(U)
= −WH0 +AU −F






= −A(H0 − U) +
(
ce−θ|x|h0,1 − f(w1, w2)
ce−θ|x|h0,2 − g(w1, w2)
)
.
Para utilizar o Princípio do Máximo, precisamos veriﬁcar que a matriz(
ce−θ|x|h0,1 − f(w1, w2)
ce−θ|x|h0,2 − g(w1, w2)
)
(2.30)
é não negativa em cada linha. Pelo Lema 2.2, a solução vetorial do sistema
L(U) +AU = F
tem decaimento do tipo
0 < w1(x), w2(x) ≤ C|x|−
N−1
2 e−θ|x|,







1 + s(w21 + w
2
2)
≤ w1(w21 + w22) = w31 + w22w1 ≤ C¯|x|−
3(N−1)
2 e−3θ|x|
e, similarmente, para g(w1, w2). Consequentemente, estimando a primeira linha da matriz em (2.30),
pois a segunda linha é similar, notamos que utilizando o decaimento exponencial de H0 em (2.27) temos
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ce−θ|x|h0,1 − f(w1, w2)
≥ c¯e−θ|x|C|x|−N−12 e−
√
























1− λ− ε temos para |x| > R, R suﬁcientemente grande,
ce−θ|x| + 3(1− λ)− 4ε ≥ 0
⇔ 1− λ− ce−θ|x| ≤ 4(1− λ− ε)
⇔ 1− λ− ce−θ|x| ≤ 4θ2
⇔
√
1− λ− ce−θ|x| ≤ 2θ
⇔ −
√






1−λ−ce−θ|x||x| − e−2θ|x| ≥ 0,
donde segue (2.31). Logo, de (2.29), (2.30), aplicando o Princípio do Máximo [22] obtemos
H0(x) U(x) em RN\B¯ρ(0). (2.32)
Portanto, combinando (2.28) e (2.32) temos
H0(x) U(x) H0(x) em RN\B¯ρ(0), (2.33)
similarmente como feito em [38]. Utilizando (2.26), (2.27) e (2.33), temos que
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1− λ− ce−θt dt
<∞.










































por (2.26) e (2.27). Assim concluiríamos que
w1
h0,1

















1−λ |x| ∈ (0,∞).
Finalmente, vamos mostrar que
w1
h0,1
é não decrescente. Considere r, s ∈ (ρ,∞) tal que r ≤ s. Desde
que w1 e h0,1 são ambas funções radiais, deﬁna o seguinte operador











Note que, −∆(h0,1 − w1) + (h0,1 − w1) = λ(h0,2 − w2)− f(w1, w2) < 0, logo pelo Princípio do Máximo,







Sh0,1 = S(ww1) = w1w
′′ + (2w′1 + σw1)w












S(w1)w; r ∈ (ρ,∞), w(ρ) = 1. (2.35)
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O problema de valor inicial em (2.35) tem solução única desde que
1
w1
S(w1) < 0 e 2
w′1
w1
+ σ é contínua
em r ∈ (ρ,∞).
Por outro lado, note que temos
S(h0,1 − w1) = 0− (−f(w1, w2)− λw2) = f(w1, w2) + λw2 > 0 para r ∈ (ρ,∞),
e
h0,1 − w1 = 0 sobre ∂Bρ(0).
Aplicando o Princípio do Máximo e Lema de Hopf , respectivamente, temos
h0,1 − w1 < 0 para r > ρ e ∂(h0,1 − w1)
∂r










w′1(ρ)[w − 1(ρ)− h0,1(ρ)]
w21(ρ)
≤ 0.













ou seja, (lnh0,1(r))′ ≥ (lnw1(r))′, isto é, lnh0,1(r) ≥ lnw1(r), Como a função ln(x) é uma função
crescente, isto equivale a h0,1(r) ≥ w1(r). Contradição com (2.36). Implicando que w1
h0,1
é não decrescente












1−λ|x| = µ2 > 0
com µ1, µ2 ∈ (0,+∞).

2.3 Variedade de Nehari e limitação da sequência de Palais-Smale
O resultado a seguir contém as propriedades principais sobre a variedade N associado ao funcional I.
Lema 2.4. A variedade N satisfaz:
a) existe um número α > 0 tal que para todo (u, v) ∈ N tem-se ‖(u, v)‖ ≥ α;
b) N é uma subvariedade fechada, de classe C2 em H e é variedade natural para I;
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c) para todo (u, v) ∈ N , a função t 7→ I(tu, tv) é estritamente crescente no intervalo [0, 1) e estrita-
mente decrescente no intervalo (1,+∞). Assim, em particular, pode-se aﬁrmar que
I(u, v) = max
t>0
I(tu, tv) > 0.
Demonstração: Veriﬁcação de (a) Por (a1), (F3) e o funcional J associado a N deﬁnido em (2.4) tem-se






(1 + a(x))∇F (u, v)(u, v) dx









∇F (u, v)(u, v) dx
≥ (1− λ− ε)‖(u, v)‖2 − C‖(u, v)‖p, 2 < p < 2∗.
Desde que (u, v) ∈ N , tem-se J(u, v) = 0. Assim, (a) segue de
C‖(u, v)‖p−2 ≥ (1− λ− ε).
Veriﬁcação de (b) Note que
N := {(u, v) ∈ H\ {(0, 0)} ; J(u, v) = 0} = J−1 ({(0, 0)}) .
Como J é contínuo, implica que N é uma subvariedade fechada de H1 (RN). Se (u, v) ∈ N , por (2.4)
então






(1 + a(x))∇F (u, v)(u, v) dx.
Derivando com respeito a u o gradiente ∇F (u, v)(u, v) = (u
2 + v2)2
1 + s(u2 + v2)
, obtemos
2(u2 + v2)2u(1 + s(u2 + v2))u− (u2 + v2)22suu
(1 + s(u2 + v2))2
=
4u2(u2 + v2) + 4su2(u2 + v2)2 − 2su(u2 + v2)2
(1 + s(u2 + v2))2
=
4u2(u2 + v2) + 2su2(u2 + v2)2
(1 + s(u2 + v2))2
.
(2.37)
Derivando agora com respeito a v, analogamente, tem-se
4v2(u2 + v2) + 2sv2(u2 + v2)2
(1 + s(u2 + v2))2
. (2.38)
Somando (2.37) e (2.38) obtemos
4(u2 + v2)2 + 2s(u2 + v2)3
(1 + s(u2 + v2))2
. (2.39)
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Derivando (2.4) e combinado com (2.39) e o fato de que (u, v) ∈ N ,















4(u2 + v2)2 + 2s(u2 + v2)3








1 + s(u2 + v2)
− 4(u
2 + v2)2 + 2s(u2 + v2)3








2(u2 + v2)2 + 2s(u2 + v2)3 − 4(u2 + v2)2 − 2s(u2 + v2)3














(1+a(x)) = ς > 0, por (a1). Isto implica que (0, 0) é um valor regular de J : H \{(0, 0)} →
R. Assim, J−1({(0, 0)}) é um conjunto fechado, por ser a imagem inversa de um conjunto fechado por
um funcional contínuo. Como {(u, v) ≡ (0, 0)} é um ponto isolado de J−1({(0, 0)}), então temos que N
é de classe C2 e é uma variedade natural para I. Assim veriﬁcamos (b).


















∇F (tu, tv)(tu, tv)− F (tu, tv)
}
dx. (2.40)
Considere a aplicação ξ(t) :=
t2
2
























ln(1 + st2z2). (2.41)





























Segue que se 0 < t < 1, então
ξ′(t) > 0. (2.42)
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Se t > 1, então
ξ′(t) < 0. (2.43)
Se t = 1, então
ξ′(t) = 0. (2.44)
Por (a1), (2.40),(2.42),(2.43) e (2.44), (c) ﬁca provado.

O próximo resultado nos dá uma limitação para uma sequência em N em qualquer nível d ≥ 0 ﬁxado.
Isto nos permitirá usar o Lema de Splitting posteriormente .
Lema 2.5. Suponha que exista uma sequência {(un, vn)} em N satisfazendo
I(un, vn)→ d.
Então a sequência {(un, vn)} é limitada em H.
Demonstração: Por (F2)(b) temos d ≥ 0. FixemosD > d ≥ 0 e consideramos que zn := (un, vn). Vamos






. Assim, ‖ϕn‖ = 2
√
D√
1− λ < ∞, signiﬁcando a limitação desta sequência. Pelo
Lema 2.4, para n suﬁcientemente grande, temos que
I(ϕn) = I(tnzn) ≤ max
t>0
I(tzn) = I(zn) < D.
Por outro lado,
D > I(tnzn) =
1
2






(1 + a(x))F (tn(un, vn)) dx
≥ 1
2













(1 + a(x))F (tn(un, vn)) dx
≥ 1
2
‖tn(un, vn)‖2 − t2nλ‖(un, vn)‖2H −
∫
RN



















(1 + a(x))F (tn(un, vn)) dx. (2.45)
Isto implica que ∫
RN
(1 + a(x))F (tn(un, vn)) dx ≥ 2D −D = D.
Para obtermos a contradição, precisamos mostrar que
∫
RN
(1+a(x))F (tn(un, vn)) dx = on(1), pois D > 0.





















= η > 0.





2 < p < 2∗. Usando (F3), como ε > 0 é arbitrário, ϕn é limitada e ‖ϕn‖Lp → 0, segue que∫
RN





Contradição. Então suponha que o segundo caso ocorra, a menos de subsequência, ﬁxando n ∈ N, por
deﬁnição de supremo existe uma sequência {yn} ⊂ RN tal que∫
B1(yn)
∣∣ϕ1n∣∣2 dx ≥ η4 , (2.47)






n(x+yn). Desde que ϕn é limitada e pela invariância do domínio, ϕ
1
n
é limitada em H1 e, portanto, converge fraco para alguma ϕ1. Temos ainda que ϕ1n → ϕ1 em Lploc(RN )
para 2 ≤ p < 2∗ e também q.t.p. em RN .
Usando mudanca de variáveis, segue que∫
B1(0)









∣∣ϕ1n(x)∣∣2 dx ≥ η4 > 0.
Assim existe um subconjunto Ω ⊂ RN de medida de Lebesgue positiva em B1(0) em que ϕ(x) 6≡














para todo x ∈ Ω. Visto que ‖zn‖ → +∞ , quando n→ +∞, necessariamente temos que
|un(x+ yn)| → +∞, para todo x ∈ Ω.
Desde que {(un, vn)} está contida em N , podemos usar o Lema de Fatou, a condição de não quadrati-
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cidade (F2), (a1) e obter
D > lim













































∇F (un(x+ yn), vn(x+ yn))(un(x+ yn), vn(x+ yn))











∇F (un(x+ yn), vn(x+ yn))(un(x+ yn), vn(x+ yn))











∇F (un(x+ yn), vn(x+ yn))(un(x+ yn), vn(x+ yn))
−F (un(x+ yn), vn(x+ yn))
)
dx = +∞.
Assim, o segundo caso também não pode ocorrer. A contradição veio do fato de supor que a sequência
{(un, vn)} não era limitada em H e obtemos assim o resultado desejado.

O resultado a seguir mostra a positividade do ínﬁmo do funcional associado ao problema (S) sobre a
variedade N .
Lema 2.6. Seja m deﬁnida em (2.5), então tem-se m > 0.
Demonstração: A demonstração é análoga à do Lema 2.5 . Considere {(un, vn)} na variedade N tal
que I(un, vn) → m. Pelo Lema 2.5, {(un, vn)} é limitada em H e (un, vn) ⇀ (u, v) com u 6≡ 0 e v 6≡ 0.
Segue que
m = lim























∇F (un(x+ yn), vn(x+ yn))(un(x+ yn), vn(x+ yn))









∇F (u, v)(u, v)− F (u, v)
)
dx > 0.
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
Observação 2.2. Note que o resultado obtido no Lema 2.6 também se aplica ao funcional I∞, ou seja,
m∞ > 0.
O próximo lema nos dá uma importante informação sobre uma sequência (PS) do funcional I restrito
à N e no espaço H.
Lema 2.7. Suponha que {(un, vn)} é uma sequência (PS)d para I restrito à variedade N . Então, a





Demonstração: Considere {(un, vn)} ⊂ N do tipo (PS)d. Então pelo Lema 2.5, {(un, vn)} é limitada
e satisfaz
I(un, vn)→ d e (I |N )′(un, vn)→ 0. (2.48)
Observe que para qualquer (ϕ,ψ) ∈ H
J ′(un, vn)(ϕ,ψ) = 2
(












(1 + a(x))∇(∇F (un, vn)(un, vn))(ϕ,ψ) dx.
Usando a hipótese (a1) e a desigualdade de Hölder segue que


















































4|un|(u2n + v2n) + 2s|un|(u2n + v2n)2








4|vn|(u2n + v2n) + 2s|vn|(u2n + v2n)2
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Desde que a sequência {(un, vn)} é limitada em H, então para toda (ϕ,ψ) ∈ H,
|J ′(un, vn)(ϕ,ψ)| ≤ C ‖(ϕ,ψ)‖H .
Isto mostra que a sequência {J ′(un, vn)} é limitada emH−1. Consequentemente, |J ′(un, vn)(un, vn)| ≤
‖J ′(un, vn)‖H−1 ‖(un, vn)‖H ≤ C, onde a constante C não depende de {(un, vn)}. A menos de subse-
quência, a sequência de números reais positivos
%n := |J ′(un, vn)(un, vn)| → % ≥ 0.
Por outro lado, note que


















(1 + a(x))2∇F (un, vn)(un, vn) dx−
∫
RN

























































(1 + s(u2 + v2))2
}
dx > 0,
pois como {(un, vn)} ∈ N , pelo Lema 2.4 temos que ‖(un, vn)‖ ≥ α > 0 e argumentando como na
demonstração do Lema 2.6, usando o Lema de Lions tem-se que (un(x), vn(x)) → (u(x), v(x)) q.t.p.
x ∈ RN e u(x), v(x) 6= 0 q.t.p. x ∈ Ω0 onde Ω0 é um conjunto de medida positiva, e tudo isto adicionado
com o Lema de Fatou e (a1).
Como N é uma variedade de codimensão 1 em H (vide seção 6.3 em [7]) podemos escrever a projeção
gradiente (I |N )′(u, v) sobre o plano tangente
T(u,v)N = { (ϕ,ψ) ∈ H : 〈J ′(u), (ϕ,ψ)〉 = 0}
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por
(I |N )′(u, v) = I ′(u, v)− tJ ′(u, v),
em que
t :=
〈I ′(u, v), J ′(u, v)〉
‖J ′(u, v)‖2 ·
Desde que {(un, vn)} ⊂ N é uma sequência (PS) de I restrito a N (vide Lema 7.19 em [7]) existe
uma sequência {tn} tal que
(I |N )′(un, vn) = I ′(un, vn)− tnJ ′(un, vn) = on(1), (2.49)
dada por
tn :=
〈I ′(un, vn), J ′(un, vn)〉
‖J ′(un, vn)‖2 ;
note que ‖J ′(un, vn)‖ 6= 0 pelo Lema 2.4.
O objetivo agora é mostrar que a sequência {tn} converge a zero, se n→ +∞. Assim concluíremos o
lema.
Por (2.48) e (2.49) segue que
0 = I ′(un, vn)(un, vn)
= (I |N )′(un, vn)(un, vn) + tnJ ′(un, vn)(un, vn)
= on(1) + tnJ
′(un, vn)(un, vn).
(2.50)
Por (2.49) e (2.50) tem-se C ≥ |J ′(un, vn)(un, vn)| → % > 0, se n→ +∞, e isto implica que, a menos
de subsequência,
tn → 0, se n→ +∞. (2.51)
Assim, deduzimos de (2.48) e (2.51) que, a menos de subsequência de {(un, vn)},
I ′(un, vn) = (I |N )′(un, vn) + tnJ ′(un, vn)→ 0, se n→ +∞.
Concluimos assim a demonstração do lema.

Pretendemos usar ferramentas do tipo min-max para encontrar solução de (S). Entretanto, o conjunto
de soluções do sistema autônomo pode ser complicado e, ao contrário do caso escalar, precisamos impor
hipóteses similares às que implicam em unicidade de solução no caso escalar. Deﬁnimos
m̂∞ = inf {m∗ > m∞ : m∗ é valor crítico de I∞} .
Observação 2.3. O problema escalar que tem solução positiva única satisfaz esta hipótese. Supor que
o sistema tenha solução positiva (u, v) única é mais artiﬁcial, entretanto podemos supor que todas as
soluções positivas (caso exista mais de uma) estejam no mesmo nível de energia é razoável.
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Observação 2.4. Em 2013 Maia-Montefusco-Pellacci [32] investigaram o problema fracamente acoplado




1 + s(u2 + v2)
, RN ,




1 + s(u2 + v2)
, RN ,
u, v ∈ H1(RN ),
(2.52)
com λ > 0 e N ≥ 2. O Teorema 2.1 em [32] mostra que se s ∈ (0, 1/λ), então existe uma única
solução U = (u, v), a menos de rotação, com ambas componentes positivas de (2.52) dada por (u, v) =
(cos θ, sin θ)zλ onde θ ∈ (0, pi/2) e zλ é solução de





zλ ∈ H1(RN ).
(2.53)
Outrossim, o nível de energia da única solução vetorial do sistema (2.52) é igual ao nível de energia
das soluções de (2.53). Em outras palavras, para o problema modelo (2.52) não podemos encontrar uma
solução vetorial com nível de energia estritamente menor que o nível de energia das soluções de (2.53).
Assumindo a hipótese (U) vamos mostrar que 2m∞ ≤ m̂∞. Precisaremos do seguinte lema auxiliar
Lema 2.8. Se (u, v) é solução de (S∞) que muda de sinal, então
supt(u+) ∩ supt(v−) ⊂ {x : u(x) = 0 e v(x) = 0} (2.54)
onde u+ = max{u, 0} e v− = max{−v, 0}.
Demonstração: Primeiramente note que o acoplamento forte do sistema (S∞) implica v = 0 se, e
somente se, u = 0 (isto é, as regiões nodais de u e v são as mesmas). Considere Ω := supt{u+} ⊂ RN .
Se v(x) < 0 para algum x ∈ Ω, então x ∈ int(Ω), (pois u(x) = 0 para todo x ∈ ∂Ω). Logo, obtemos que
Ω := supt{v−} ⊂ RN . Dado x0 ∈ ∂Ω, u(x0) = v(x0) = 0 e pela continuidade de u e v dado um ε > 0
existe um δ > 0 tal que, se x ∈ Ω e |x − x0| < δ, então |u+(x)| = |u(x)| < ε e |v−(x)| = |v(x)| < ε.
Subtraindo as duas equações do sistema (S∞), temos
−∆(u− v) + (u− v) = u
2 + v2
1 + s(u2 + v2)
(u− v)− λ(u− v)
e para todos os pontos x ∈ Ω, vamos ter
−∆(u+ + v−) +
[
1 + λ− u
2 + v2
1 + s(u2 + v2)
]
(u+ + v−) = 0. (2.55)
Tomando ε suﬁcientemente pequeno tal que
u2 + v2




, para todo x ∈ Ω e |x− x0| < δ.
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|∇(u+ + v−)|2 +
[
1 + λ− u
2 + v2

















visto que, u+(x) + v−(x) > 0 no interior Ω∩Bδ(x0), pelo Lema de Hopf e do fato que u e v são soluções
clássicas de (S∞). Este absurdo veio de termos assumido que v(x) < 0 para algum x ∈ Ω, portanto
v(x) ≥ 0 para todo x ∈ Ω e assim supt(u+) ∩ supt(v−) ⊂ {x : u(x) = 0 e v(x) = 0}. Analogamente
veriﬁca-se que
supt(u−) ∩ supt(v+) ⊂ {x : u(x) = 0 e v(x) = 0}. (2.56)

Segue o seguinte lema de não existência de solução
Lema 2.9. Suponha (U), então não existe solução (u, v) para o problema (S∞) tal que I∞(u, v) ∈
(m∞, 2m∞).
Demonstração: Seja (u, v) uma solução de (S∞). Segue que I ′∞(u, v) = 0, isto é, I ′∞(u, v)(φ, ψ) = 0
para qualquer (φ, ψ) ∈ H. Em particular, I ′∞(u, v)(u+, v+) = 0 e I ′∞(u, v)(u−, v−) = 0. Desejamos
mostrar que (u+, v+) e (u−, v−) estão na variedade N . De fato,









[(v+ + v−)u+ + (u+ + u−)v+] dx−
∫
RN




[|∇u+|2 + |∇v+|2 + (u+)2 + (v+)2] dx− λ
∫
RN








[|∇u+|2 + |∇v+|2 + (u+)2 + (v+)2] dx− λ
∫
RN




∇F (u+, v+)(u+, v+) dx−
∫
{u,v<0}




∇F (u+, v−)(u+, v+) dx−
∫
{u<0,v>0}
∇F (u−, v+)(u+, v+) dx
= I ′∞(u
+, v+)(u+, v+),
em que a última desigualdade é consequência de (2.54) e (2.56). Logo, (u+, v+) ∈ N∞. De modo análogo
mostra-se que (u−, v−) ∈ N∞.
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Agora, note que








u+ + u−, v+ + v−
) (














‖(u+, v+)‖2 + 1
2










F (u+, v+) dx−
∫
{u,v<0}




F (u+, v−) dx−
∫
{u<0,v>0}
F (u−, v+) dx
= I∞(u+, v+) + I∞(u−, v−) ≥ m∞ +m∞ = 2m∞,
em que novamente utilizamos (2.54) e (2.56). Como m∞ é estritamente positivo pela Observação 2.2,
acabamos de mostrar que não existe solução (u, v) de (S∞) que muda de sinal em [m∞, 2m∞). Suponha
(u, v) solução de (S∞) tal que I∞(u, v) ∈ (m∞, 2m∞). Pela hipótese (U) temos que é única ou qualquer
solução positiva está no mesmo nível de energia do funcional associado a (S∞). Sem perda de generalidade,
suponha (u, v) solução positiva. Por [14], (u, v) é radial e por (U) segue que (u, v) = (w1, w2) e I∞(u, v) =
m∞ ou I∞(u, v) = m∞ implicando em contradição com a hipótese de I∞(u, v) > m∞.

2.4 Compacidade
O próximo resultado que enunciaremos será fundamental para o estudo dos pontos críticos do funcional
I. Ele descreve como uma sequência de Palais - Smale de I se comporta assintoticamente.
Lema 2.10. (Lema de Splitting) Suponha que {(un, vn)} é uma sequência limitada em H tal que
I(un, vn)→ d > 0 e (I|N )′(un, vn)→ 0 em H−1.
Então, passando se necessário a uma subsequência, existem (u0, v0) solução fraca de (S), um número
k ∈ N ∪ {0}, k funções (u1, v1), ..., (uk, vk) ∈ H soluções do problema limite (S∞) e k sequências de
pontos {yjn}, 1 ≤ j ≤ k tais que
1. (un, vn)→ (u0, v0) em H ou
2.




(uj(· − yjn), vj(· − yjn))→ (u0, v0) em H;





Demonstração: Inicialmente obtemos do Lema 2.7 que a sequência {(un, vn)} satisfaz I ′ (un, vn) → 0.
A prova segue como em [5] considerando que a não linearidade F (u, v) é de classe C2(H) e seguindo os
passos (2.11) e (2.46) a (2.55) da Proposição 2.31 em [20].

Como uma consequência dos Lemas 2.5 , 2.7 e 2.9 combinados com o Lema 2.10 temos o seguinte
resultado
Lema 2.11. Suponha que o ínﬁmo m deﬁnido em (2.5) não seja atingido. Então m ≥ m∞ e, ainda, o
funcional I satisfaz a condição de Palais-Smale sobre N em qualquer nível do intervalo (m∞, 2m∞).
Demonstração: Considere uma sequência {(un, vn)} tal que satisfaz (PS)d para o funcional I restrito
a N . Então, a menos de subsequência, {(un, vn)} é limitada e é (PS)d para I em todo espaco H pelos
Lemas 2.5 e 2.7.
Suponha que o nível m não seja atingido. Se d = m, então existe uma sequência (un, vn)→ (u0, v0),
pela continuidade do funcional I, teríamos I(un, vn) → I(u0, v0) = d = m. Contradição com a hipótese
neste caso. Logo, não existe tal sequência; o que implica que a possibilidade 1 no Lema de Splitting não
ocorre. Decorre então que valem (2), (3) e (4).
Em primeiro lugar, suponha que (u0, v0) = (0, 0), então por (4),
I(un, vn)→ d = m = I(u0, v0) +
k∑
j=1
I∞(uj , vj) ≥ 0 + kI∞(w1, w2) ≥ km∞ ≥ m∞,
onde (w1, w2) é a solução de energia mínima para I∞.
Em segundo lugar, assuma que (u0, v0) 6= (0, 0) . Como (u0, v0) pertence a N , tem-se I(u0, v0) > 0.
Segue que m > km∞ ≥ m∞. Logo, em ambos os casos, temos m ≥ m∞ e assim a primeira parte do lema
está veriﬁcada.
Por outro lado, seja d ∈ (m∞, 2m∞). Assim, para n suﬁcientemente grande,
m∞ < I(un, vn) < 2m∞.
Se não existisse subsequência {(un, vn)} convergente, usando o Lema 2.10,




Se k ≥ 2, então




≥ 0 + kI∞(w1, w2) ≥ km∞ ≥ 2m∞.
Isto conﬁgura um absurdo uma vez que d < 2m∞. Portanto, obrigatoriamente, tem-se k = 1. Neste
caso, se (u0, v0) = (0, 0), então
2m∞ > I∞(uj , vj) = d > m∞.
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Isto é uma contradição com o Lema 2.9, pois não existe solução (uj , vj) de (S)∞ no intervalo (m∞, 2m∞).
Usando mais uma vez o Lema 2.10, como (u0, v0) pertence a N ,
I(un, vn)→ d = I(u0, v0) + 1.I∞(uj , vj)
≥ m+ I∞(w1, w2) = m+m∞ ≥ m∞ +m∞ = 2m∞.
Isto também conﬁgura uma contradição, visto que d < 2m∞. Neste caso, concluimos que k não pode
ser maior ou igual a 1 e devemos ter k = 0 e, portanto, por (3) existe uma subsequência de {(un, vn)}
convergente e o lema está provado.

2.5 Estimativas assintóticas
Visto que problema limite (S∞) tem uma solução (w1, w2) positiva de energia mínima, trabalharemos
com esta solução transladada, isto é,
wRy0i := wi(x−Ry0) e wRyi := wi(x−Ry)







+ (1− β)(wRy1 , wRy2 ) =
(
βwRy01 + (1− β)wRy1 , βwRy02 + (1− β)wRy2
)
. (2.57)
Novamente iremos precisar do resultado técnico em [1]. Por comodidade, vamos enunciá-lo novamente.
Lema 2.12. Assuma que µ2 > µ1 ≥ 0. Então, existe um número C > 0 tal que, para todo x1, x2 ∈ RN ,∫
RN
e−µ1|x−x1|e−µ2|x−x2| dx ≤ Ce−µ1|x1−x2|.
Se µ2 ≥ µ1 > 0 e µ3 > µ1 ≥ 0 . Então, existe um número C > 0 tal que, para quaisquer x1, x2, x3 ∈
RN , ∫
RN
e−µ1|x−x1|e−µ2|x−x2|e−µ3|x−x3| dx ≤ Ce−µ12 (|x1−x2|+|x1−x3|+|x2−x3|).
O próximo resultado garante que a variedade N é não vazia.
Lema 2.13. Existem números R0 > 0, T0 > 2 e para cada R ≥ R0, y ∈ ∂B2(y0) e 0 ≤ β ≤ 1, um único
TRβ,y > 0 satisfazendo
TRβ,yZ
R
β,y ∈ N .
Ademais, TRβ,y ∈ [0, T0) e TRβ,y é uma função contínua nas variáveis β, y,R.
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Demonstração: Sejam r, u1, u2, v1, v2 > 0. Escrevendo a combinação (r(u1 +u2), r(v1 +v2)) e aplicando
o funcional J∞ nesta combinação temos
J∞(r(u1 + u2), r(v1 + v2)) = ‖(ru1 + ru2, rv1 + rv2)‖2 − 2λ
∫
RN




∇F (ru1 + ru2, rv1 + rv2)(ru1 + ru2, rv1 + rv2) dx








∇F (ru1 + ru2, rv1 + rv2)
r
(u1 + u2, v1 + v2) dx














∇F (ru1 + ru2, rv1 + rv2)
r
(u2, v2) dx.
Por (F1) segue que
J∞(r(u1 + u2), r(v1 + v2))
r2















(u2, v2) dx. (2.58)
Tomando u1 = βw
Ry0
1 , u2 = (1− β)wRy1 , v1 = βwRy02 , v2 = (1− β)wRy2 em (2.58),
J∞
(
rβwRy01 + r (1− β)wRy1 , rβwRy02 + r (1− β)wRy2
)
r2
≤ ‖βwRy01 ‖2 + ‖(1− β)wRy1 ‖2 + ‖βwRy02 ‖2 + ‖(1− β)wRy2 ‖2 + 2
〈








































(1− β)wRy1 , (1− β)wRy2
)
dx
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= β2
{








































































































































































r (1− β)wRy1 , r (1− β)wRy2
)
















Γ(β, r) = β2
{∫
RN








Por (F1) , Γ(β, r) é decrescente em relação a β e r. Argumentando como no caso escalar, conﬁra
Proposição 1.1, existirá um T0 > 2 e S0 < 0 tais que
Γ(β, r) + Γ(1− β, r) < S0 < 0, ∀r ≥ T0, ∀β ∈ [0, 1].
Além disso, T0 e S0 independem de R pela invariância por translações das integrais em RN .
Usando (2.60) em (2.59) segue que
J∞
(
rβwRy01 + r (1− β)wRy1 , rβwRy02 + r (1− β)wRy2
)
r2












≤ Γ(β, r) + Γ(1− β, r) + oR(1) < S0 + oR(1).
(2.61)
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Desde que podemos escrever para (u, v) em H
J(u, v) = J∞(u, v)−
∫
RN




















rβwRy01 + r (1− β)wRy1 , rβwRy02 + r (1− β)wRy2
)
(









1 + s(u2 + v2)
≤ C (u4 + v4) ,























1−λ|x−Ry|dx ≤ Ce−k|Ry| = oR(1),



















< S0 + oR(1) < 0,
(2.63)
para R suﬁcientemente grande e r > T0, 0 ≤ β ≤ 1 e y ∈ ∂B2(y0). Para concluirmos nosso resultado,




β,y ∈ N .
Consequentemente, N é não vazia. Argumentando como no Lema 1.10, demonstra-se a continuidade de





∇F (w1(x−Ry0), w2(x−Ry0))(w1(x−Ry), w2(x−Ry)) dx, (2.64)
onde (w1, w2) é uma solução positiva radial de (S∞).
O próximo resultado é essencial para provarmos o comportamento assintótico da quantidade εR . O
Lema já foi utilizado no caso escalar e vamos enunciá-lo novamente por comodidade.
2.5 Estimativas assintóticas 83
Lema 2.14. Sejam ϕ ∈ C(RN ) ∩ L∞(RN ), ψ ∈ C(RN ) satisfazendo para constantes a, b ≥ 0 e c ∈ R,
ϕ(x)ea|x| |x|b → c ; se |x| → +∞ (2.65)
e ∫
RN















 = 0. (2.67)
Demonstração: Segue de [8] e está demonstrado no Capítulo 1, Lema 1.11.

Nos dois lemas a seguir, iremos estimar a quantidade εR, isto é, mostrar decaimento exato desta
quantidade εR.
Lema 2.15. Considere y ∈ ∂B2(y0) com y0 ∈ RN ﬁxado tal que ‖y0‖ = 1. Então, existe uma constante







1−λR = C0. (2.68)



















































1 + s (w21 + w
2
2)
w1, ϕ = w
R(y−y0)
1 , y = −R(y − y0), a =
√
1− λ e b = N − 1
2
.
Como (w1, w2) é solução do problema (S∞), pelo Teorema 2.1 existe um R0 > 0 tal que para todo
|x| > R0 obtemos (2.65) para alguma constante positiva c. Agora vamos veriﬁcar (2.66) e, para isso note
que para todo |x| > R1 ≥ R0, tem-se













































































onde µ(BR1(0)) é a medida de Lebesgue da bola de raio R1 centrada na origem. Assim, por (2.70),
está veriﬁcado (2.66). Podemos então utilizar o Lema 2.14 e o limite (2.67), para provar que, para todo





















= C > 0. (2.71)





















= C > 0. (2.72)
De (2.71), (2.72) e (2.69) segue (2.68), e o lema está provado .

Apresentaremos uma estimativa inferior para εR.
Lema 2.16. Existe uma constante C0 > 0 tal que para todo t, s >
1
2
, y ∈ ∂B2(y0) com y0 ∈ RN ﬁxado e
R suﬁcientemente grande,∫
RN















para i = 1, 2 e para x ∈ RN . Para |x| < 1 e para todo y tal que |y − y0| = 2 e considerando R > 1, note
que
1 + |x−R(y − y0)| ≤ 1 + |x|+R|y − y0| ≤ R+R+ 2R = 4R.
Segue por (2.73) que existe uma constante C > 0 tal que
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Usando (2.74) existe uma constante C > 0 tal que∫
RN






















































































Para nossas ﬁnas estimativas de energia precisaremos utilizar os dois próximos resultados técnicos.


































∣∣∣∣ ≤ C |t− 1|O(εR),
uniformemente em y ∈ ∂B2(y0), t ∈ [0, a]; a > 1 e R suﬁcientemente grande.
Demonstração: Deﬁna as funções reais h1(t) := tf(u, v) − f(tu, tv) e h2(t) := tg(u, v) − g(tu, tv).
Observe que h1(1) = f(u, v)− f(u, v) = 0 e h2(1) = g(u, v)− g(u, v) = 0, para todo u e v. Além, do fato
que f(tu, tv) =
t3(u2 + v2)u
1 + st2(u2 + v2)
, ﬁxados u e v e derivando f(tu, tv) em relação a t obtemos
d
dt

















))− t3 (u2 + v2) (u2st) (u2 + v2)







u+ 3st4(u2 + v2)2u− 2st4(u2 + v2)2u












(1 + st2 (u2 + v2))
2 . (2.75)
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Usando (2.75) obtemos





≤ |f(u, v)|+ 3t2 (u2 + v2) |u|+ st4 (u2 + v2)2 |u|
≤ |f(u, v)|+ max{3t2, st4}{(u2 + v2) |u|+ (u2 + v2)2 |u|} .
Suponha, sem perda de generalidade, t > 1 e utilizando o Teorema do Valor Médio para h1 , existe
um τ entre t e 1 tal que
|h1(t)− h1(1)| ≤ |h′1(τ)||t− 1| ≤ |t− 1|





3t2(u2 + v2)v + st4(u2 + v2)2v
(1 + st2(u2 + v2))2
e
|h2(t)− h2(1)| ≤ |t− 1|
{|g(u, v)|+ C ((u2 + v2)|v|+ (u2 + v2)2|v|)} . (2.77)
Tomando u = wRy01 e v = w
Ry0








































































|g(wRy01 , wRy02 )|+ C
(
((wRy01 )











































































∇F (wRy01 , wRy02 )(wRy1 , wRy2 ) dx = εR. (2.79)
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1 dx = O(εR).
(2.80)


































2 dx = O(εR).
(2.81)
Reunindo as estimativas em (2.78), (2.79), (2.80) e (2.81), temos a conclusão do corolário.

Lema 2.18. Considere β =
1
2




uniformemente em y ∈ ∂B2(y0) onde y0 ∈ RN é ﬁxado com ‖y0‖ = 1.
Demonstração: Como (w1, w2) é solução do problema (S∞), então I ′∞(w1, w2)(w1, w2) = 0 implicando

































2 ) dx. (2.83)
Consideramos a combinação linear
ZRβ,y =
(
βwRy01 + (1− β)wRy1 , βwRy02 + (1− β)wRy2
)





















Calculando J em 2ZR1
2 ,y
e utilizando (2.82) e (2.83) obtemos
































































































∇F (wRy01 , wRy02 )(wRy01 , wRy02 ) dx+
∫
RN
∇F (wRy1 , wRy2 )(wRy1 , wRy2 ) dx






































∇F (wRy01 , wRy02 )(wRy01 , wRy02 ) dx+
∫
RN
∇F (wRy1 , wRy2 )(wRy1 , wRy2 ) dx


























∇F (wRy01 , wRy02 )(wRy01 , wRy02 ) dx+
∫
RN
∇F (wRy1 , wRy2 )(wRy1 , wRy2 ) dx
















































∇F (wRy01 , wRy02 )(wRy01 , wRy02 ) dx+
∫
RN
∇F (wRy1 , wRy2 )(wRy1 , wRy2 ) dx


















































∇F (wRy01 , wRy02 )(wRy01 , wRy02 ) dx+
∫
RN
∇F (wRy1 , wRy2 )(wRy1 , wRy2 ) dx






















































































pois como a função h(x) =
x
1 + sx























































































Decorre de (2.84) e (2.85) que
J(2ZR1
2 ,y
























Resta estimar o termo integral em (2.86), visto que já sabemos que
〈wRy01 , wRy1 〉 = oR(1) = 〈wRy02 , wRy2 〉. (2.87)

































































Logo, segue de (2.86), (2.87) e (2.88) que J(2ZR1
2 ,y




→ 2, quando R→∞.
De fato, argumentando por contradição, suponha que existem δ > 0 e subsequências Rn → ∞ e yn ∈





satisfaz |Tn − 2| ≥ δ.
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Como {Tn} ⊂ R é limitada pelo Lema 2.13, existe uma constante T tal que
Tn → T quando n→∞.
Por (2.4), se (tu, tv) ∈ N , t ∈ R+, então














∈ N , segue de (2.89) que
∥∥∥∥(12wRny01 + 12wRnyn1 , 12wRny02 + 12wRnyn2




























































Por um lado, como (w1, w2) é solução de (S∞) e pela invariância por translação tem-se∥∥∥∥(12wRny01 + 12wRnyn1 , 12wRny02 + 12wRnyn2






































































































∇F (w1, w2)(w1, w2) dx.
(2.91)






e pelo Teorema da Convergência
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Por (F1) segue que T = 2. Contradição. Logo,
TR1
2 ,y
→ 2, quando R→∞
e ﬁnalizamos a prova do lema.

No próximo resultado demonstraremos uma versão para sistemas como já vimos no Lema 1.14 para o
caso escalar.
Lema 2.19. Considere a, b, c, d números reais positivos. Então existe uma constante C > 0 satisfazendo
F (a+ b, c+ d)− F (a, c)− F (b, d)−∇F (a, c)(b, d)−∇F (b, d)(a, c)
≥ −C
{
(cd)2 + (ab)2 + (ad)2 + (bc)2
}
.
Demonstração: Seja t ≥ 0 e a função real j(t) := F (a + tb, c + td). Observe que j é crescente. Deﬁna
G(t) = j′(t) = ∇F (a+ tb, c+ td)(b, d). Note que
G(t) =
(a+ tb)2 + (c+ td)2
[1 + s((a+ tb)2 + (c+ td)2)]




[(a+ tb)b+ (c+ td)d].
Derivando G(t) temos para todo t ≥ 0
G′(t) =
2ZZ ′(1 + sZ2)− Z2.2sZZ ′
(1 + sZ2)2












(b2 + d2) > 0,
logo j′ é crescente. Pelo Teorema Fundamental do Cálculo e o crescimento de j′ já veriﬁcado tem-se
F (a+ b, c+ d)− F (a, c)−∇F (a, c)(b, d)








j′(0) dt− j′(0) = 0. (2.93)
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Agora vamos estimar−F (b, d)−∇F (b, d)(a, c). Deﬁna ψ(t) = F (tb, td). Então ψ′(t) = ∇F (tb, td)(b, d),
ψ(0) = F (0, 0) = 0 e ψ(1) = F (b, d). Utilizando o Teorema Fundamental do Cálculo segue que









1 + s((tb)2 + (td)2)
(tb2 + td2) dt− b
2 + d2













b4 + d4 + 2b2d2 + 4ab3 + 4b2cd+ 4abd2 + 4cd3
}
. (2.94)
Considere 0 < b ≤ a e 0 < d ≤ c. Note que

















ii) d4 + 4cd3 ≤ 5(cd)2, analogamente;














≤ 5(ab)2 + 4(ad)2;













De (i)− (iv) segue que (2.94) resulta em
−F (b, d)−∇F (b, d)(a, c) ≥ −1
4
{
5(cd)2 + 5(ab)2 + 4(ad)2 + 6(bc)2
}
. (2.95)
O caso em que 0 < a ≤ b e 0 < c ≤ d é análogo (simétrico). Portanto, segue de (2.93) e (2.95) o
resultado.

Lema 2.20. Existem números R3 > 0, η1 > 0 tais que
I(TRβ,yZ
R
β,y) ≤ 2m∞ − η1
para cada R > R3 e para todo y ∈ ∂B2(y0) e β ∈ [0, 1].
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2 ) dx. (2.96)
Vamos estimar cada uma das linha de (A) a (J). Para as linhas (A) e (B), desde que (w1, w2) são soluções
de energia mínima e pela invariância por translação nas integrais do funcional I∞ temos que




2 ) ≤ m∞. (2.97)
Analogamente para as linhas (C) e (D) temos




2 ) ≤ m∞. (2.98)
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Utilizando os Lemas 2.12 e 2.13, equação (2.73), (a2) e tomando µ0 tal que
√






















































dx = o(εR). (2.101)
Logo, de (2.99), (2.100) e (2.101) segue que
(H) + (I) ≤ o(εR). (2.102)
Vamos estimar a linha (J). Utilizando os Lemas 2.12 e 2.13, equação (2.73), (a2) e para i, j = 1, 2∫
RN
|a(x)|(tiwRy0i )4 dx ≤ o(εR), (2.103)
e ∫
RN
|a(x)|(tjwRyi )4 dx ≤ o(εR). (2.104)
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Resta estimar (E), (F ), (G). Temos dois casos a analisar: β em um pequeno intervalo contendo 1/2 e
β nos intervalos complementares em [0, 1]. Quando β = 1/2, utilizando que (w1, w2) é solução de (S∞),
o Corolário 2.17 e o Lema 2.16 com t1, t2 ≥ 1/2, C0 > 0 e C > 0 temos que







































































































































































































































































































































































































































































C|t1 − 1|O (εR) + t1
2
C|t2 − 1|O (εR)− C0εR.
Portanto,
(E) + (F ) + (G) ≤ t2
2
C|t1 − 1|O(εR) + t1
2
C|t2 − 1|O (εR)− C0εR. (2.106)
Como 0 < t1, t2 ≤ T0 e t1(R) → 1, t2(R) → 1, se R → ∞, pelo Lema 2.18, então tomando R0 > 0
suﬁcientemente grande e δ ∈ (0, 12) suﬁcientemente pequeno, temos que
(E) + (F ) + (G) ≤ −C0
2
εR, (2.107)








, y ∈ B2(y0) e R ≥ R0. Assim, por (2.97), (2.98), (2.102), (2.105) e (2.107),

















2 ) ≤ 2m∞ −
C0
2
εR + o(εR). (2.108)
Observe que neste argumento utilizamos a continuidade de TRβ,y nas variáveis β, y e R.
Finalmente, estudamos o segundo caso β ∈ [0, 12 − δ) ∪ ( 12 + δ, 1]. Para isto, sem perda de gener-
alidade, ﬁxemos β tal que 0 ≤ β < 1
2
− δ. Então 1 ≥ 1 − β > 1
2
+ δ. Note que, se TRβ,y ≤ 2, então
t1 = T
R
β,yβ ∈ [0, 1 − 2δ] e t2 = TRβ,y(1 − β) ∈ [1 + 2δ, 2], ou seja, temos t1 < 1 e t2 > 1 . Por outro
lado, se TRβ,y ≥ 2, então t1 = TRβ,yβ ∈ [1− 2δ,+∞] e t2 = TRβ,y(1− β) ∈ [1 + 2δ,+∞]. Juntando isto e as









2 ) ≤ m∞ − γ +m∞ − γ +O(εR). (2.109)














, y ∈ B2(y0) e R ≥ R1.
Portanto, concluímos o lema juntando os resultados em (2.108) e (2.109) para todo
β ∈ [0, 1] , y ∈ ∂B2(y0), R > max{R0, R1}.








< m∞ + η2,
para todo y ∈ ∂B2(y0) e R > R4. Em particular, m ≤ m∞
Demonstração: Começamos observando que, pelo Lema 2.12 e a equação (2.73), para i = 1, 2 já vimos
em (2.105) que ∫
RN
|a(x)|F (TR0,ywRy1 , TR0,ywRy2 ) dx ≤ o(εR). (2.110)





































































































dx ≤ m∞ + o(εR).
Assim, o resultado segue e o lema está demonstrado.

2.6 Demonstração do resultado principal do sistema
Para a demonstração do Teorema 0.2 serão utilizadas ferramentas do tipo min-max. Precisamos
















, u ∈ C0(RN )






A função baricentro possui as seguintes propriedades:
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i) B é contínua em H1(RN )\ {0};
ii) Se u ∈ H1 (RN) \ {0} é radialmente simétrica, então B(u) = 0;
iii) Para todo t ∈ R\ {0} e todo u ∈ H1 (RN) \ {0} tem-se B(u) = B(tu);
iv) Dado z ∈ RN tem-se B(u(x− z)) = B(u) + z.
Agora consideramos a deﬁnição da função baricentro do par (u, v) ∈ H\{(0, 0)} dada em [5]:
B(u, v) := 1|u|1 + |v|1
∫
RN
x (u(x) + v(x)) dx ∈ RN .
Convém salientar que, se u, v 6= 0, então
B(u, v) := |u|1|u|1 + |v|1B(u) +
|v|1
|u|1 + |v|1B(v).
Assim, B está bem deﬁnida e veriﬁca propriedades análogas as (i)-(iv).
Deﬁnida a função baricentro, podemos demonstrar o seguinte resultado:
Lema 2.22. Suponha que m não seja atingido. Então m = m∞ e existe um η > 0 tal que




(u, v) ∈ H1 (RN)×H1 (RN) ; I(u, v) ≤ m∞ + η} .
Demonstração: Suponha que m não é atingido. Pelo Lema 2.11, m ≥ m∞ e do Lema 2.21, a desigual-
dade invertida. Logo temos a igualdade m = m∞.
Argumentando por contradição, suponha que para cada n ∈ N exista {(ϕn, ψn)} ⊂ N satisfazendo
I (ϕn, ψn) < m + on(1) e, ainda, B (ϕn, ψn) = 0. Segue disto que {(ϕn, ψn)} ⊂ N é uma sequência
minimizante para I. O Princípio Variacional de Ekeland, por instante vide [46], nos fornece uma sequência
{(un, vn)} para I restrito a N no nível m∞ onde tal sequência é (PS) e satisfaz
‖(ϕn, ψn)− (un, vn)‖ → 0, quando n→∞.
Já vimos pelos Lemas 2.5 e 2.7 que toda sequência (PS) em N é limitada e como m não é atingido,
podemos usar o Lema 2.10 para garantir a existência de uma sequência
{zn} ⊂ RN ; ‖zn‖ → ∞ e ‖(un, vn)− (w1 (· − zn) , w2 (· − zn))‖ → 0, quando n→∞
onde (w1, w2) é a solução positiva, radial de energia mínima do problema limite.
Por translação temos
un(x+ zn) = w1(x) + on(1) e vn(x+ zn) = w2(x) + on(1).
Usando as propriedades da função baricentro e que B (ϕn, ψn) = 0 temos
B(ϕn(x+ zn), ψn(x+ zn)) = B(ϕn, ψn) + zn = zn,
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e ainda pela continuidade da função baricentro B na norma em H
B(ϕn(x+ zn), ψn(x+ zn))→ B(w1(x), w2(x)) = 0.
que conﬁgura uma contradição, pois ‖zn‖ → ∞.

Por ﬁm iremos demonstrar o resultado principal onde utilizaremos os resultados que obtivemos ante-
riormente.
Prova do Teorema 0.2 :
Inicialmente, suponha que m é atingido para algum (u, v) em N . Consequentemente, pelos Lemas
2.4(b) e 2.6 temos que (u, v) é uma solução não trivial para o problema (S) . Suponha então que m






tal que I(u, v) ≤
m∞ + η2, ∀(u, v) ∈ N e B(u, v) 6= 0 e ainda, pelo Lema 2.21, para todo R > R4
I(TR0,yZ
R
0,y) ≤ m∞ + η2, ∀ y ∈ ∂B2(y0). (2.111)






e para todo R > R3
I(TRβ,yZ
R
β,y) ≤ 2m∞ − η1, ∀ y ∈ ∂B2(y0), β ∈ [0, 1]. (2.112)
Fixe R > max {R3, R4} e deﬁna a seguinte aplicação
H : B2(y0) −→ N ∩ I2m∞−η1
βy0 + (1− β)y −→ TRβ,yZRβ,y, ∀ y ∈ ∂B2(y0), β ∈ [0, 1].
(2.113)
O objetivo agora é mostrar que o funcional I tem um valor crítico no intervalo (m∞, 2m∞). Argu-
mentando por contradição, suponha que tal valor crítico não exista. Como m não é atingido, podemos
utilizar o Lema 2.11 para garantir que o funcional I restrito a N satisfaz a condição de Palais- Smale no
intervalo (m∞, 2m∞). Logo, existe um ε > 0 tal que
‖(I |N )′(u, v)‖ ≥ ε para todo (u, v) ∈ N ∩ I−1[m∞ + η2, 2m∞ − η1].
Isso implica que, pelo Lema 5.15 [46], existe uma aplicação (deformação) contínua
D : N ∩ I2m∞−η1 −→ N ∩ Im∞+η2 (2.114)
tal que D = id (aplicação identidade) para todo (u, v) ∈ N ∩ Im∞+η2 .
Por (2.111), (2.112), (2.113) e (2.114) podemos deﬁnir a seguinte aplicação contínua
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onde B é a aplicação baricentro e as aplicações contínuas A1 e A2 são deﬁnidas como segue
A1 : B2(0) −→ B2(y0)
x −→ x+ y0
(2.116)
e
A2 : ∂B2(0) −→ ∂B2(0)
2y
|y| −→ y − y0
(2.117)
onde y ∈ ∂B2(y0). Além disso, se β = 0 segue que
H(y) = TR0,yZR0,y. (2.118)













= B (ω1(x), ω2(x)) +Ry = Ry. (2.119)
Como D = id para todo (u, v) ∈ N ∩ Im∞+η2 tem-se por (2.115), (2.116), (2.117) , (2.118) e (2.119)
que


















= y − y0.
Temos uma contradição, pois a aplicação contínua Γ não pode existir pelo Teorema do Ponto Fixo de
Brouwer, veja Teorema 3.5 em [7]. Portanto, a contradição neste caso veio de supor que I não tem um
valor crítico no intervalo (m∞, 2m∞).










(1 + a(x))F (u+, v+) dx.
Para maiores detalhes sobre este funcional I+, veja a Proposição 1.12 em [46].









1 + s((u+)2 + (v+)2)
+ λv em RN ,





1 + s((u+)2 + (v+)2)
+ λu em RN .
Somando as duas equações do sistema (S+) temos





1 + s((u+)2 + (v+)2)





1 + s((u+)2 + (v+)2)
.
Desde que 0 < λ < 1, por (a1) e pelo Princípio do Máximo temos que u+ v > 0.
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Adicionando λu a ambos os lados da primeira equação em (S+) temos





1 + s((u+)2 + (v+)2)
+ λ(u+ v) > 0.
Novamente por (a1) e pelo Princípio do Máximo temos u > 0. De maneira análoga, v > 0. Assim, (u, v)
é uma solução positiva de (S+).

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