Abstract. Weights of permutations were originally introduced by Dugan-Glennon-Gunnells-Steingrímsson [2] in their study of the combinatorics of tiered trees, but are still not well understood. Given a permutation σ, viewed as a string of integers via two-line notation, computing the weight of σ involves counting descents of certain substrings of σ. Using the weight of a permutation, one can define a q-analogue of the Eulerian polynomials, En(x, q). In this paper, we prove two results about the polynomials En(x, q). Firstly, we prove that the coefficients of En(x, q) stabilize as n goes to infinity, which was conjectured by [2] , and enables the definition of certain formal power series with interesting combinatorial properties. Secondly, we prove a recursive formula for En(x, q), similar to the known formula for the Eulerian polynomials En(x).
Introduction
Permutation statistics play an important role in representation theory. As functions from the symmetric group S n to the nonnegative integers, they encode crucial information about permutations. [2] defined a new permutation statistic, the weight of a permutation. They first defined a weight function on maxmin trees, which were originally introduced by Postnikov [8] . [2] showed that maxmin trees with weight 0 are in bijection with permutations and that all maxmin trees can be reduced in a certain precise way to permutations. [2] then extended their weight function to permutations. Computing the weight of a permutation involves recursively counting descents of certain subpermutations.
Permutation statistics give rise to the Eulerian polynomials, which are defined using the descent of a permutation. First introduced in 1749 by Euler in an attempt to calculate the Dirichlet eta function [3] , the Eulerian polynomials contributed to Riemann's proof of his equation of the zeta function. The Eulerian polynomials have been studied extensively by Foata-Schützenberger [4, 5] and Knuth [7] in the contexts of mathematics and computer science, respectively. Different permutation statistics are used to generalize the Eulerian polynomials. MacMahon used four permutation statistics, the inversion index, major index, descent number, and excedence number to generalize the Eulerian polynomials and form his q-analogue of the Eulerian polynomials. Exact definitions and applications of these permutation statistics can be found in [9] and [6] . One can then form q-analogues of the Eulerian polynomials based on the four permutation statistics described above: Date: September 3, 2018. We are grateful to Paul E. Gunnells for proposing this research problem, mentoring us, and offering invaluable advice regarding our paper. We also would like to thank Roger Van Peski for his dedicated mentoring and for offering invaluable feedback. Finally, we express our gratitude to Glenn Stevens, the PROMYS program, and the Clay Mathematics Institute, under which this research opportunity was made possible. Using the weight of a permutation, [2] defined a new q-analogue of the Eulerian polynomial, E n (x, q). The weight of a permutation is different from the permutation statistics used in the qanalogue versions of the Eulerian polynomials of MacMahon, Stanley [10] , and Carlitz [1] and hence yields a different and largely unstudied q-analogue of the Eulerian polynomials. [2] conjectured that the coefficients of E n (x, q) exhibit a stabilization phenomenon and extracted a power series from the coefficients of E n (x, q). However, a formula had not been found for E n (x, q) and calculating E n (x, q) otherwise is not computationally feasible.
In this paper, we prove the stabilization phenomenon for the coefficients of E n (x, q) conjectured by [2] in section 3 by proving an upper bound for the weight of a permutation. In addition, Theorem 4.1 presents a recursive formula for E n (x, q) similar to the known formula for the Eulerian polynomials E n (x). Using the formula for E n (x, q), we give an alternative proof of the stabilization phenomenon for the coefficients of E n (x, q) in section 5.
Preliminary Notation and Definitions
A permutation of the set [[n]] = {1, 2, 3, ..., n} is an arrangement of the elements of [[n] ] in a fixed order. There are n! different permutations of [[n] ], and S n is the group of all such permutations of elements of [[n] ]. We represent a permutation with an ordered sequence of elements. Let us represent σ ∈ S n by a 1 a 2 · · · a n , where a 1 , a 2 , ..., a n ∈ [[n]]. Definition 2.1. A permutation σ = a 1 a 2 · · · a n has a descent at position i if a i > a i+1 . We define the function d(σ) to be the number of descents in σ.
We note that the maximum number of descents in a permutation in S n is (n − 1), which occurs when σ = n (n − 1) (n − 2) · · · 2 1. The minimum number of descents of a permutation in S n is 0, which occurs when σ = 1 2 3 · · · (n − 1) n. Definition 2.2. Given a permutation σ = a 1 a 2 · · · a n , we define a method for splitting σ into subpermutations σ 1 , σ 2 , ...σ j .
1) Find the minimum element of the permutation, call it a m . Divide σ into subpermutations σ l , a m , and σ r , where σ l = a 1 a 2 ...a m−1 and σ r = a m+1 a m+1 ...a n . So we have σ l · a m · σ r .
2) Find the largest element of σ l , call it a k . Let σ l1 = a 1 a 2 ...a k and let σ l2 = a k+1 a k+2 ...a m−1 . So we have σ l1 · σ l2 · a m · σ r .
3) Repeat step 2 for σ l2 until σ l cannot be divided further. This process results in a collection of subpermutations σ l1 , σ l2 , ..., σ lk . Example 2.1. We split the permutation σ = 253146 as follows. We first find the smallest element and split σ into smaller permutations.
By step 1, we have 253 · 1 · 46. By steps 2 and 3, we have 25 · 3 · 1 · 46. Since we cannot split σ any further, we are done.
Definition 2.3. The weight w(σ) of a permutation σ is defined recursively as follows: 1) If σ is a permutation on 1 element, then w(σ) = 0.
2) If σ is a permutation on more than 1 element, then let σ 1 , σ 2 ...σ j be the subpermutations of σ after applying Definition 1.2 to σ. Then the weight of σ is defined as
Example 2.2. Given a permutation σ = 253146, we can split σ as follows:
Then the weight of σ is
We now introduce the classical Eulerian polynomials, which were invented by Leonhard Euler to describe a method of computing values of the zeta function at negative integers by a precursor of Abel's theorem applied to a divergent series.
Definition 2.4. The Eulerian polynomial E n (x) is defined as
The coefficients of the Eulerian polynomials are the Eulerian numbers, denoted A(n, m), which are the number of permutations on n elements with m descents. For example, E 4 (x) = x 3 +11x 2 +11x+1.
Next, we introduce a generalization of the Eulerian polynomials defined by [2] that give q-analogues of the Eulerian polynomials. Definition 2.5. A q -analogue of an expression N is a polynomial in q with nonnegative coefficients such that when q = 1, we recover N . Definition 2.6. The q -analogue Eulerian polynomial is defined as
Example 2.3. We list the q-analogue of the Eulerian polynomials up to n = 7: We see that the coefficient of x k in E n (x, q) is independent of n as n → ∞. For example, if we let k = 2, we observe that the coefficient of x 2 stabilizes to
where N is the maximum possible weight of a permutation on n letters with 2 descents.
Additional q-analogue Eulerian polynomials can be found in Appendix A.
Stabilization Phenomenon
Let us fix k and look at the coefficient of x k in E n (x, q) as n → ∞. [2] noticed that these coefficients display a stabilization phenomenon. In other words, the coefficients of x k reach a fixed sequence as n → ∞. Using this conjectural observation, [2] extracted the power series
observed that the coefficients of W d (t) exhibit certain Pascal-like relations. In addition, [2] observed that the coefficient of t in W d (t) is d+2 and the coefficient of
. More information can be found in [1] .
, where d is the number of descents of σ.
Proof. The proof is derived directly from the proof of Theorem 6.10 in [2] . Definition 3.1. We denote the maximum possible weight of a permutation in S n with d descents by l(n, d).
We now prove a lower bound for k(σ).
Proof. Let σ ∈ S n be a permutation with d descents such that σ = π L · 1 · π R , where π L is nonempty and let π L be a permutation on l letters with k descents. Then π R has d − k − 1 descents and π R ∈ S n−l−1 . We consider the following two cases.
Since π L is a permutation on l letters and d(π L ) = k, it follows that π R is a permutation on n − l − 1 letters and d(π R ) = d − k − 1. Since the number of elements in the permutation is greater than the number of descents in a permutation, we have l > k and n − l > d − k.
We know that
By algebraic manipulation, we have
Since the number of descents in a permutation is nonnegative, we have
to both sides of (3), we have
Substituting (1) into (2) gives us
Since the maximum weight of a permutation on n elements with d descents is
This rearranges to the inequality
Thus, we have
We now prove the stabilization phenomenon for the coefficients of the q-analogue Eulerian polynomials.
represents the number of permutations on n elements with d descents and weight w. We consider the following three cases of the form of the permutation σ.
Case 1: Suppose that σ starts with 1 such that σ = 1 · π, where π has d descents and
It follows that π is a permutation on m elements and p = d. We have
We see that σ is counted by
. Note that removing the 1 from σ is a bijection that gives us permutations π with length n − 1 = m, d descents, and weight equal to
Thus we see that σ is also counted by
Case 2: Suppose that σ starts with 1 such that σ = 1 · π, where π does not have d descents or
Case 3: Suppose that σ does not start with 1. By Theorem 3.1, we have
This implies that
We see that
which simplifies to
Since the number of such permutations in E m+1 is the same as that in E m , it follows that
By a similar argument, it is clear that
Thus we see that
With the stabilization phenomenon proven, we can now extract a power series from the stabilized coefficients of the q-analogue Eulerian polynomials. We see that the coefficient of 
A Formula for the Generalized Eulerian Polynomials
The classical Eulerian polynomials satisfy the following recurrence for n ≥ 1:
So far, the only way to compute the q-analogue Eulerian polynomials is to compute the weight and descent of all permutations in S n . As this method is not computationally feasible, we now derive a recursive formula for the q-analogue Eulerian polynomials. Theorem 4.1. The q-analogue of the Eulerian polynomial can be defined recursively as
We introduce the following lemmas and definitions that we will use in the proof of Theorem 4.1.
Definition 4.1. We define S ′ n to be the set of all permutations in S n ending in 1. For example, a permutation σ ∈ S ′ n+1 is of the form σ = π · 1, where π ∈ S n . Lemma 4.1. Let σ be a permutation in S n . Then there exists a bijection f :
Example 4.1. Consider the following table: 1234  23451  0  0  1243  23541  2  0  1324  24351  1  2  1342  24531  1  0  1423  25341  1  0  1432  25431  2  0  2134  32451  0  1  2143  32541  1  1  2314  34251  0  1  2341  34521  0  0  2413  35241  0  0  2431  35421  0  0  3124  42351  0  1  3142  42531  1  1  3214  43251  0  2  3241  43521  1  1  3412  45231  0  0  3421  45321  0  0  4123  52341  0  0  4132  52431  1  0  4213  53241  0  1  4231  53421  0  0  4312  54231  0  0  4321  54321  0  0 Rearranging this table results in the table in Appendix B. These tables suggest that there exists a bijection from S n to S ′ n+1 that preserves weight and increases descent by 1.
Proof. We proceed to prove Lemma 4.1. We first show that there exists a function f : S n → S ′ n+1 that preserves weight and increases descent by 1.
Let α ∈ S n such that α = π L · 1 · π R , where π L and π R may be empty. We define f :
such that
That is, f changes 1 to the maximum element m, exchanges π L and π R , increments elements of π L and π R by 1, and appends a minimum element 1 at the end. Since α ∈ S)n and f (α) ∈ S ′ n+1 , it is clear that f :
Furthermore, we see that
So f preserves weight and increases the number of descents of a permutation by 1.
We now show that there exists a function g : S ′ n+1 → S n that preserves weight and decreases descent by 1.
Let
where m is the maximum element of σ, α ∈ S n , and π L and π R may be empty. We define g :
That is, g removes 1 at the end of the permutation, changes m to 1, exchanges π L and π R , and decreases the elements of π L and π R by 1. Since σ ∈ S ′ n+1 and g(σ) ∈ S n , it is clear that g :
Since removing the maximum element from the end of a permutation does not change its weight or descent, we have
, and
So g preserves weight and decreases the number of descents of a permutation by 1.
Finally, we show that f is a bijection from S n to S ′ n+1 . Let σ be a permutation in S n such that σ = π L · 1 · π R . Consider g(f (σ)). By the definitions of f and g, we see that
So g = f −1 and thus f is a bijection from S n to S ′ n+1 . Definition 4.2. We write E * n to denote the q-analogue Eulerian polynomial
Lemma 4.2. We have
Proof. By the definition of the q-analogue of the Eulerian polynomial, we have
The coefficient of x d q w (σ) in (5) corresponds to the number of permutations of in S k with d descents and weight w(σ). The coefficient of x d+1 q w(σ) in (6) corresponds to the number of permutations in S k+1 with 1 as the last element that have descent d + 1 and weight w(σ). By Lemma 4.1, there exists a bijection between these two sets of permutations that preserves weight and decreases descent by 1. Hence, the sizes of these two sets are equal and
Lemma 4.3. The q-analogue of the Eulerian polynomials satisfy the recurrence relation
Proof. We first show that
Let σ ∈ S n be a permutation with d descents. We count the number of ways to construct σ and consider the following cases based on the position of the minimal element 1 in σ.
Case 1: 1 is in the first position of σ Let σ = 1 · π 1 for some π 1 ∈ S n−1 . The number of ways to construct σ is equal to the number of permutations π 1 ∈ S n−1 with d descents. If we consider the weight of σ, we see that
This simplifies to
Hence, the number of permutations σ in S n with d descents and weight w(σ) is equal to the number of permutations in S n−1 with d descents and weight w(
Case 2: 1 is not in the first position of σ Let σ = π L · 1 · π R , where 1 is in the (i + 1) th position of σ and 1 ≤ i ≤ n − 1.
It is clear that π L ∈ S i and π R ∈ S n−i−1 . There are n−1 i ways to select the i elements of π L . Let k be the number of descents of π L · 1 where 1 ≤ k ≤ i. Then π R has d − k descents. If we consider the weight of σ, we see that
Since the exponents of the q-analogue Eulerian polynomials represent weight and descent, we see that multiplying
represents some permutations on n + m letters with d+ e descents and weight w + v. Hence, permutations on n letters with d descents are represented by
In order to get the weight we need, we need to add d(π R ) = d − k. So we multiply by q d−k to obtain
Therefore, we see that
represents the number of permutations σ on n letters with d descents and the desired weight.
But by Lemma 4.2, we have
So the number of permutations σ of the form π L · 1 · π R is given by
Combining Case 1 and Case 2, we have
as desired.
With Lemma 4.1, Lemma 4.2, and Lemma 4.3 proved, we proceed to prove Theorem 4.1.
Proof. By Lemma 4.3, we know that
It is clear that
Combining (7) and (8), we obtain the recurrence relation
Rearranging the summations, we have
We can eliminate the second summation to obtain
Substituting in the corresponding q-analogue of the Eulerian polynomials, we obtain
Finally, we have
Remark 4.1. Note that if we set q=1, the equation above becomes
which is the formula for the classical Eulerian polynomials as mentioned earlier.
Corollary 4.1. The coefficients of the q-analogue of the Eulerian polynomials satisfy the recurrence relation
Proof. Note that since
we can piece together m in E n [x d q m ] by introducing a third summation and iterating through all possibilities to get m.
Alternate Proof of the Stabilization Phenomenon
Using the recursive formula for E n (x, q), we now provide a second proof of the stabilization phenomenon for the coefficients of E n (x, q).
Proof. We consider the cases when m is less than, equal to, or greater than (d − 1)(n − d − 1).
. By Corollary 4.1, we know that
Since the weight of a permutation on n letters with d descents is less than or equal to l(n, d), from
Combining (9) and (10), we see that
We want to show that there exists no solutions for l in (11). Analyzing the terms and summations of the formula, we know that 1
This rearranges to
Thus there exists no solutions for l, and we have
We first prove that m − d ≥ 0. From Case 1, we know that
Since p > 0, it follows that
So we see that m − d ≥ 0. Furthermore, from Case 1, we know that
So there exists no solutions for l and we have Combining (12) and (13), we get
If there exists no solutions for l, then
But (15) does not hold; namely, when k = d = 1, we have 0 > 0, which is false. We see that
So there exists solutions for l and we have From Case 3, we know that
Since q > 0, we have
So there exists solutions for l and we have 
