Abstract. Consider an infinite cloud of hard spheres sedimenting in a Stokes flow in the whole space R d . Despite many contributions in fluid mechanics and applied mathematics, there is so far no rigorous definition of the associated effective sedimentation velocity. Calculations by Caflisch and Luke in dimension d = 3 suggest that the effective velocity is well-defined for hard spheres distributed according to a weakly correlated and dilute point process, and that the variance of the sedimentation speed is infinite. This constitutes the Caflisch-Luke paradox. In this contribution, we consider a scalar version of this problem that displays the same difficulties in terms of interaction between the differential operator and the randomness, but is simpler in terms of PDE analysis. For a class of hardcore point processes we rigorously prove that the effective velocity is well-defined in dimensions d > 2, and that the variance is finite in dimensions d > 4, confirming the formal calculations by Caflisch and Luke, and opening a way to the systematic study of such problems.
Introduction and main results
1.1. The Caflisch-Luke paradox in sedimentation and its scalar version. Consider an infinite cloud of identical disjoint rigid spherical particles B i (the union of which we denote by B = ∪ i B i ) that sediment in a Stokes fluid in R d . In the stationary regime, the velocities u i of the particles B i centered at x i (we set P = ∪ i {x i }), the velocity u of the fluid, and the pressure p in the fluid satisfy the coupled system of equations
where g is the effective gravity field (supposed constant) -we have neglected the rotations of the particles. The particles are "active" in the sense that they experience the gravity in a different way than the fluid (their density of mass is different). If it exists, the effective sedimentation velocityū of the particles is given bȳ
where B R = B(0, R) is the ball of radius R centered at the origin. If P is a stationary ergodic point set and (1.1) is well-posed, one expects by stationarity and ergodicityū = E [u i ] for any i. In fluid mechanics, determining the effective sedimentation velocity when the density of the particles is small is known as the Batchelor problem. Despite several contributions in fluid mechanics [4, 3] and applied mathematics [5, 21] , there is so far no proper definition ofū. What calculations by Caflisch and Luke [6] suggest is that for point processes that are weakly correlated (in some sense), and in the regime of low density θ ≪ 1 of particles, •ū is well-defined for d = 3,
• E u 2 i = ∞ for d = 3. These two (conjectured) properties constitute the Caflisch-Luke paradox: although the effective sedimentation velocity is well-defined, the associated variance is infinite.
Let us now comment a bit on (1.1) as a random PDE on R d . The differential operator is deterministic (it is the Stokes operator), the domain is random (it is R d minus the union B of particles), the boundary conditions on the particles depend nonlinearly and nonlocally on the point set P. The difficulty in this equation is twofold: the map P → {u i } i is nonlinear and nonlocal and the randomness appears in a lower-order term of the operator (it is at the level of u i , not in the Laplacian). The first difficulty is reminiscent of the corrector equation in stochastic homogenization, which is by now well-understood (cf. [15, 13, 16, 11] , and also [2, 14, 1] ) -for instance using functional inequalities in probability as we shall do here. The second difficulty is reminiscent of the Schrödinger operator in a random potential. Whereas the PDE analysis is more involved in homogenization (the higher-order operator does not have constant coefficients), the difficulty is more on the probability side for random Schrödinger operators (there is less averaging in a lower-order term, cf. Remark 1.5 below). A third difficulty is the incompressibility constraint (and therefore the pressure). From a probabilistic point of view, this difficulty is not essential: the pressure is obtained by taking a Helmholtz projection, which hardly amplifies correlations, and can therefore be neglected in front of the effect of the zero-order term -which is why we consider this simpler model here. This additional difficulty for Stokes is therefore only on the PDE analysis side. Yet, from the physical point of view, pressure allows to equilibrate forces, which means that if we want to neglect the pressure, we need to put a back flow into the picture.
The aim of the present work is to investigate the Caflisch-Luke paradox for a simpler equation that shares the same basic difficulties as the sedimentation problem (1.1) in terms of interaction of the differential operator with the randomness. We consider the following scalar equation posed on the whole space (which, in line with stochastic homogenization, we call corrector equation)
whereḡ ∈ R is given, B i are disjoint spherical inclusions centered at x i and of unit volume, P = ∪ i {x i } is a stationary ergodic point process, θ = E [1 B ] is the intensity of the point set (equivalently, the density of inclusions), and with the neutrality conditionḡ θ (1−θ)−ḡθ = 0 (that is,ḡ θ = θ 1−θḡ ). The unknown is the function u ∈ H 1 loc (R d ) (and therefore the u i 's). In particular, under which conditions on the point set P, dimension d, and θ are (I) the "corrector problem" (1.2) well-posed? (II) the effective electric fieldū = E [u i ] well-defined? (III) the variance E u 2 i of the electric field well-defined or infinite?
The present approach towards sedimentation of particles considers the regime when particles very strongly interact, albeit in a stationary regime. For results on dynamical aspects of sedimentation (either up to times for which particles do not strongly interact or in some homogenization regime), see [19, 18] . For the related (but technically quite different) problem of justification of the effective viscosity due to "passive" particles in a Stokes flow (which is the case when the density of mass of the fluid and of the particles is the same), we refer the reader to the recent works [17, 10] .
Notation:
• For all (unit volume) inclusions B i centered at x i and all t ≥ 1 we denote by B t i := B(x i , t) the ball of radius t centered at x i ; • (resp. ) means ≤ ×C (resp. ≥ ×C) for some constant C depending only on dimension (if not otherwise stated via a subscript on ). When both and hold, we write ∼. When the multiplicative constant needs to be large enough, we write ≪ (resp. ≫).
1.2.
Massive approximation and main results. As standard in stochastic homogenization, we introduce a massive approximation of the corrector equation, and add an infra-red regularization which aims at localizing the problem. Let T ≫ 1, and consider on the whole space 1
Existence and uniqueness of solutions are proved on a deterministic basis in the following lemma, as well as the finiteness of the massive effective electric fieldū
Before we state this result, let us recall some standard notions in PDEs with random coefficients. Let L 1 (Ω, F, P) denote a probability space, where Ω = S 1 is the set of hardcore point sets P (seen as an infinite sum of Dirac masses, endowed with the topology associated with the duality with continuous functions), distributed according to some stationary and ergodic probability measure P, and E [·] the associated expectation. Stationarity means that for all y ∈ R d , P and T y P := y + P = {x + y | x ∈ P} (which belongs to Ω by definition) have the same joint distribution under P. Ergodicity means that if an event E ∈ F is such that
As customary in the field, we shall not distinguish between Y and Y (and use the same notation).
. For all T > 0, there exists a unique stationary field u T that almost surely belongs to
In particular,
and u T satisfies the energy estimate
and the identity
The next natural step is to pass to the limit T ↑ ∞ in (1.3) to recover (1.2). The energy estimate (1.6) is however not enough -not even for ∇u T , which contrasts very much with the corrector equation in stochastic homogenization for which existence of stationary gradients comes for free. This lack of compactness is the main issue in the analysis of (1.2). Compactness will be obtained the hard way using a quantitative assumption of ergodicity and several regularity estimates.
Due to the nonlinear dependence of u T with respect to P, it is natural to assume quantitative ergodicity in form of a functional inequality in probability. Indeed, functional inequalities in probability provide a calculus which allows one to linearize the dependence on the randomness. In view of the hardcore condition, standard functional inequalities such as spectral gap do not apply, and we need to appeal to the multiscale functional inequalities in probability introduced by Duerinckx and the author in [9] . Definition 1.2 (Multiscale Poincaré inequality [9] ). Let ρ ≥ 1. We say that a point process P taking values in S ρ satisfies a multiscale Poincaré inequality in probability if there exists C < ∞ such that for all measurable functions Y : S ρ → R we have
where Y is understood as the random variable Y (P), and the oscillation on some subset
♦
Two typical examples of point processes satisfying (1.8) are the hardcore Poisson point processes and the random parking measure (both defined for ρ ≥ 1 via the Penrose graphical construction [20] starting from the Poisson point process of intensity unity on R d ×[0, λ] and on R d × R + , respectively, for some λ > 0), cf. [9] . Let J denote the jamming limit defined in [20] (that is, the density of spherical inclusions of radius 1 centered at points of the random parking measure of parameter ρ = 1), and B(0) be the ball of unit volume centered at 0. We recall the three main geometric properties of these points sets:
• Hardcore Poisson process P of parameters (ρ, λ):
• Random parking measure P of parameter ρ:
The main result of this article is the existence of solutions for (1.2): Theorem 1.3. Letḡ = 1 and d > 2. There exist ρ min ≥ √ d + 1 such that if P is a hardcore point process of parameter ρ ≥ ρ min that satisfies (1.8), then (1.2) admits a unique solution u the gradient of which is stationary and has finite second moment, and the effective electric fieldū = lim T ↑+∞ūT is well-defined. In addition, the solution u T of (1.3) satisfies lim T →∞ E |∇u T − ∇u| 2 = 0 and lim T →∞ In particular, if the point set P satisfies a suitable functional inequality, we have with a largeness condition on the hardcore parameter ρ but without (additional) smallness condition on the intensity of P that
• (1.2) is well-posed and the effective electric field E [u i ] is well-defined for d > 2;
• E u 2 i is finite for d > 4. Proposition 1.4 suggests that E u 2 T does not remain uniformly bounded wrt T in dimensions 3 and 4. This supports the Caflisch-Luke paradox for d = 3 and d = 4, and rigorously shows that there is no paradox in dimensions d > 4. The restriction on ρ in these results entails a deterministic positive distance between particles. It is related to the deterministic regularity estimates of Lemmas 2.5 and 2.7 below. We believe this condition might be relaxed provided one develops a random large-scale version of Lemmas 2.5 and 2.7 in the spirit of [2, 12] in homogenization.
The rest of the paper is organized as follows. In Section 2, we display the structure of the proof, which is partly inspired by [16] . The key result is the decay of averages of (
provided by Proposition 2.8, which allows to buckle and pass to the limit as T ↑ ∞. The proof of this result (which is displayed in Section 3, together with the proofs of Theorem 1.3 and Proposition 1.4) follows from the combination of deterministic results (energy estimates, a compactness result, regularity results) with the multiscale Poincaré inequality through a sensitivity calculus. The regularity results are proved in Section 4, whereas the other auxiliary results are proved in Section 5. In the rest of this article, we assume that ρ ≥ √ d + 1 (so that particles are at least at distance 1 from one another), that T ≫ ρ, and we consider wlogḡ = 1.
Contents
We start with the well-posedness of the massive approximation of the corrector equation, in form of the following deterministic result. Lemma 2.1. Let g 1 , g 2 ∈ R. For all T > 0 and all points sets P = {x i } i ∈ S ρ , there exists a unique distributional solution v T of 1
in H uloc . It satisfies the energy estimate
Applied to a random stationary ergodic point process, it entails Lemma 1.1, and therefore the existence and uniqueness of the stationary field u T . In order to prove estimates on u T and ∇u T that are uniform wrt T , it is natural to consider the random variable
and to apply the variance estimate (1.8) . This random variable is unfortunately not linear wrt ∇u T , which prevents us from using efficiently the linearity of the PDE (1.3) to estimate differences of solutions (as required by the oscillation in the RHS of (1 .8)). The following lemma shows however that it is enough to apply the variance estimate to quantities of the form Y =´R d ∇u T ·g for a finite number of (deterministic and) compactly supported functions g. This can be seen as a compactness result for solutions of (1.3), in the spirit of [16] .
Lemma 2.2. For all δ > 0, there exist a finite family {g n } 1≤n≤N (with N depending on δ) of bounded vector-valued functions supported in B 2 normalized in L 2 (R d ) d and a constant C < ∞ such that we have for all R ≥ 4ρ and all T > 0
In particular for all p ≥ 1, and all
with the short-hand notation g R,n :
Although we can pass to the limit in the first RHS term of (2.4) by the Birkhoff ergodic theorem, the second RHS term blows up as R ↑ ∞ so that (2.4) does not yield the uniform boundedness of E |∇u T | 2 without further information. ♦
The four upcoming results are solely based on PDE analysis, and will be combined to the multiscale Poincaré inequality (1.8) in order to prove Proposition 2.8 (see below).
We call {B i } i and {B ′ i } i the inclusions associated with P and P ′ , respectively, and define B, B ′ and
Let u T be the solution of (1.3) associated with P, u ′ T be the solution associated with P ′ , and set w T := u ′ T − u T . The following lemma establishes the equation satisfied by w T , as well as some energy estimate.
where
for some C ≫ 1, with the notation 
In order to use (2.6) to control the RHS of (1.8), we need two regularity results. The first result is the following quantitative estimate of approximate radiality.
Lemma 2.5. For d > 2 there exists an exponent α > 0 (coming from hole-filling) such that for all ρ ≥ 4, T ≥ 1, all g 1 , g 2 ,v ∈ R, and all v ∈ H 1 (B ρ ) that satisfy
where B 1 and B ρ denote the balls of radius 1 and ρ, respectively (both centered at the origin), we havê
♦
The combination of Lemmas 2.4 and 2.5 completes the a priori estimate for w T in terms of u T only. Corollary 2.6. For all d > 2 there exists ρ min ≥ √ d + 1 such that for all ρ > ρ min (cf. S ρ ) and T ≫ ρ d+4 , the map w T satisfies the estimatê
where D is now a short-hand notation for the enlarged set
The second regularity result we need is the following decay of Green's functions and of their first gradients.
where the multiplicative constant only depends on d (through ρ min ). ♦
From now on, we call ρ min the largest of the two radii defined in Lemmas 2.5 and 2.7. Theorem 1.3 and Proposition 1.4 will follow from the upcoming result, that allows us to buckle in (2.4).
, and all R ≫ 1, we have with
In order to obtain the optimal power of the logarithm in the Caflisch-Luke estimate in dimension d = 4, we need the following slight refinement of Proposition 2.8.
Proofs of the main results 3.1. Theorem 1.3: Existence and uniqueness of correctors. We split the proof into three steps. We first prove existence and uniqueness of solutions of (1.2) by approximation with a massive term based on Proposition 1.4. Then we prove the convergence ofū T to −θ −1 E |∇u| 2 , and finally address the strong convergence of ∇u T to ∇u.
Step 1. Existence and uniqueness of u.
) such that ∇u is stationary, has finite second moment, and such that ∇u T converges weakly in L 2 (Ω) d to ∇u along some subsequence (which we do not relabel). By the bound (1.10) on u T , we may pass to the limit in the weak formulation (1.4), which shows that for all stationary fields v ∈ L 2 (Ω, H uloc ), we have
Letũ be another solution of (1.2) such that ∇ũ is stationary and has finite second moment. By the same argument as for the proof of (1.4),ũ also satisfies (3.1) (cf. proof of Lemma 1.1 below), so that the difference w = u −ũ satisfies for all stationary fields v ∈ L 2 (Ω, H uloc )
Let us prove that necessarily
be a map that modifies smooth functions on a µ-neighborhood of B(0) to make them constant in B(0), and for all P ∈ S ρ define M
ζ is a function of point sets), and define
which is finite since χ has compact support). By construction, v is stationary and belongs to
and we have
We then use (3.2) with this choice of v and obtain by construction, stationarity of ∇w, and the stationarity of the probability measure
By arbitrariness of ζ (and the density of
, this implies that almost surely we have for all χ (the space of compactly supported smooth functions is separable)
By the arbitrariness of µ > 0 and of χ, this implies that ∇w ≡ 0 on R d \ B almost surely, whereas ∇w ≡ 0 on B since w is constant on the inclusions. Uniqueness is proved.
Step 2. Existence ofū = lim T →∞ūT .
Let T, T ′ ≥ 1. The starting point is (1.4) for u T and v = u T ′ combined with (1.5) in the form E u T ′ 1 R d \B = 0 to the effect that
We first pass to the limit T ↑ +∞, which yields
Taking then the limit T ′ ↑ +∞ finally shows
Step 3. Strong convergence of 1 T u T and ∇u T . On the one hand, by the weak lower-semicontinuity of the norm, we have
On the other hand, by (3.4) and (3.3) for T ′ = T ,
The combination of these two properties then implies
which in turn yields the strong L 2 (Ω) convergence of ∇u T to ∇u combining the weak convergence with the convergence of the norm. Since u T is constant on each inclusion B i , by a trace estimate on B i we have
3.2. Proposition 1.4: Caflisch-Luke estimates. We split the proof into two steps. We first prove the bounds on ∇u T , and then turn to the bounds on u T itself. All the multiplicative constants in this proof depend on ρ.
Step 1. Proof of (1.9). By Lemma 2.1,
. By (2.4) in Lemma 2.2, for all p ≥ 1, all R ≫ 1, and all √ T ≫ R, we have (by adding the last RHS term to both sides of the inequality)
By Proposition 2.8, this entails
so that one may absorb the first RHS sum into the LHS for R ≫ p 
Step 2. Proof of (1.10).
For simplicity we assume in this step that Proposition 2.8 holds for all R ≥ 1 (in the general case, it is enough to replace B below by B r for some r ≫ 1 sufficiently large). By Poincaré's inequality on B,
so that by Step 1, stationarity of u T , and the triangle inequality,
We split the rest of the proof into three substeps: We first estimate the second RHS of (3.5), then the first RHS term of (3.5), and we finally conclude.
Substep 2.1. Control of the second RHS term of (3.5). We appeal to Proposition 2.8 for R = √ T /2, which yields, in combination with Step 1,
By the deterministic energy estimate (2.2) in form of ffl
T 2 , we can control the second RHS term, and obtain
Substep 2.2. Control of the first RHS term of (3.5). For all r ≥ 1, let h r denote the unique radial solution of
with g √ T = ∇h √ T . By solving the equation for h r in radial coordinates (see e.g. [11, Proof of Theorem 2,
Step 3]), we obtain that supp
We may therefore appeal to Corollary 2.9 with R = √ T which yields in combination with
Step 1
Substep 2.3. Proof of (1.10). The combination of (3.5), (3.6), the triangle inequality, and (3.7) yields for all p ≥ 1
It remains to absorb the last RHS term of (3.8) into the LHS. To this aim we use the energy estimate in form of
in combination with the additional decaying factor 1 T 2 to the effect that
with the notation We then use Jensen's inequality and Young's inequality with exponents (
We may thus absorb the last RHS term into the LHS of (3.8). The desired estimate (1.10) follows.
3.3. Proposition 2.8: Decay of averages of (
Starting point is the pversion of the multiscale Poincaré inequality: by [8, Proposition 1.10 (ii)], (1.8) entails for all centered random variables Y and all exponents p ≥ 1
which we shall apply to the random variable Y R =´(
To control the RHS of (3.9), we shall distinguish whether 1 ≪ ℓ ≤ R or ℓ ≥ R ≫ 1, and for each regime we shall consider far-field and near-field contributions separately. Let ℓ ≥ 1 and z ∈ R d . Let P ′ ∈ S ρ be such that
, and recall that w T = u ′ T − u T (where u ′ T is the solution associated with P ′ ). We then have
We split the rest of the proof into 4 steps. In
Step 1, we establish a pointwise decay estimate for w T (x) far from the source term, that is, for x / ∈ B 2ℓ (z). In Steps 2 and 3, we consider the regimes ℓ ≥ R and ℓ ≤ R, respectively. We conclude in Step 4.
Step 1. Preliminary estimate: For all ℓ ≫ 1, z ∈ R d , and
To prove this estimate, we first introduce the notation
Denote by G T the Green's function of Lemma 2.7 associated with the point set P ℓ,z := {x | x ∈ P, B x ∩ B ℓ (z) = Ø}. By the choice of the cut-off, the Green representation formula yields for all
so that by (2.10) & (2.9) followed by the Gagliardo-Nirenberg-Sobolev inequality (d > 2) and the Cauchy-Schwarz inequality,
Combined with Corollary 2.6, this finally implies the desired decay estimate of w T .
Step 2. Estimate of osc B ℓ (z) Y R for ℓ ≥ R ≫ 1.
We start with the near-field contribution, that is, for |z| ℓ. In this case we have by Cauchy-Schwarz' inequality and the support condition on g
Since ℓ ≥ ρ ≥ ρ min , by (2.7)
Hence, (3.12) turns into
(3.14)
We then turn to the far-field contribution, that is, for |z| ≫ ℓ. In this case we apply (3.10) for x ∈ B 2R and |z| ≫ ℓ ≥ R (so that x / ∈ B 2ℓ (z)) in form of
Step 3. Estimate of
We first use that |g R | R −d 1 B 2R to the effect of
We start with the far-field contribution |z| ≫ R for which (3.10) yields after integration over
16) We then turn to the near-field contribution |z| R. Let n ∈ N be the smallest integer such that B 2R ⊂ B 2 n+1 ℓ (z), and note that n log( R ℓ + 2). We bound the integral on B 2R of non-negative integrands aŝ
.
On the first set, we use Cauchy-Schwarz' inequality together with (3.13) to the effect of
Since the other sets satisfy
, one may appeal to (3.10), which yieldŝ
Summing (3.17) and (3.18) over i = 1, . . . , n then entailŝ
so that for |z| R,
Step 4. Proof of (2.11). Starting point is (3.9), which we split into the two contributions ℓ ≤ R and ℓ ≥ R:
Y R is non-decreasing, one may assume wlog that ℓ ≫ 1, in which case the estimates of Steps 2 and 3 are in force. For ℓ ≤ R, we average (3.16) and (3.19) on balls of size R to the effect that
Combined with the triangle inequality for´R 1 E [| · |], this yields for
by stationarity of u T and ∇u T and using that 2(d − 1) > d for d > 2 to treat the integral over R d \ B R , and Jensen's inequality to pass from ffl
where we used Poincaré's inequality on B R in the last line. For ℓ ≥ R, we integrate (3.14) on B ℓ and (3.15) on R d \ B ℓ , which yieldŝ
As above, combined with the triangle inequality for´∞ R E [| · |], this yields for
by stationarity of u T and ∇u T and using that 2(d − 1) > d for d > 2 to treat the integral over R d \ B R , and Jensen's inequality to pass from ffl B 2ℓ to ffl B 2R (and
where we also used Poincaré's inequality on B 2R in the last line. The combination of (3.20) and (3.21) with (3.9) concludes the proof.
3.4.
Proof of Corollary 2.9: Finer decay of averages. The proof of this corollary has the same structure as the proof of Proposition 2.8. From a technical point of view we cannot take advantage any longer of the scaling of g R wrt R (cf.
In terms of estimates, there is no difference when we use the Cauchy-Schwarz inequality (as in Step 2) to control terms of the form´∇w T · g R . The only significant difference is that L ∞ bounds on g R now yield suboptimal scalings, which compels us to be more precise to unravel cancellations. This concerns Step 3, which we therefore presently adapt in detail, before concluding as before.
Set Y R =´∇u T · g R , and consider the regime R ≥ ℓ ≫ 1. The aim is to estimate osc B ℓ (z) Y R . We start with the far-field contribution |z| ≫ R, which is easier. In that case, by definition of g R ,ˆ|
so that by (3.10) we obtain
We then turn to the near-field contribution |z| R. Let n ∈ N be the smallest integer such that B R ⊂ B 2 n+1 ℓ (z), and note that n log(
We bound the integral on B R of non-negative integrands asˆB
On the one hand, by (3.10), we have for 1 ≤ i ≤ n,
On the other hand, by (3.13), for i = 0 we havê
If |z| ≤ 4ℓ we thus obtain by Cauchy-Schwarz' inequality on C 0
whereas of |z| > 4ℓ, sup C 0 |g R | (1 + |z|) 1−d and by Cauchy-Schwarz' inequality on C 0 againˆC
Estimates (3.23)-(3.25) combine tô
from which we infer that we have in the regime |z| R
We conclude with the adaptation of Step 4, and only treat the contribution 1 ≤ ℓ ≤ R, which is the dominating one. As opposed to Step 4, we do not average (3.22) and (3.26) on balls of size R, and obtain
by stationarity of u T and ∇u T , and Jensen's inequality
The desired estimate (2.12) then follows.
Proofs of the regularity results
4.1. Lemma 2.5: Quantitative approximate radiality. We split the proof into three steps. In the first step we lift the function v using the solution v ∞ T involving an explicit radial solution on the whole space. In the second step, we prove that the difference v − v ∞ T satisfies a hole-filling estimate at the origin of the decaying factor ρ −α . We then conclude in the third step by controlling the L 2 -norm of ∇v ∞ T using an energy estimate and the explicit radial solution.
Step 1. Lifting.
First observe that up to replacing g 2 by g 2 −v T , one can assume thatv = 0, which we do in the rest of the proof. Consider the radial solution v ∞ : r → −g 2
We then set w := v − v ∞ T , and note that w satisfies
and that we havê
|∇w · n|.
By elliptic regularity up to the boundary and trace estimates, this yieldŝ
after extending w by 0 in B 1 .
Step 2. Hole-filling argument. Let r ≥ 2, let N ∈ N to be fixed later, and let η r be a cut-off for B r in B N r such that |∇η r | 1 N r (in particular, η r ≡ 1 on B 1 ⊂ B r ). We then proceed to the Caccioppoli argument and test the defining equation for w by η 2 r (w − c) for c = (´B Nr \B 1 η 2 r ) −1´B Nr \B 1 η 2 r w. This yields after standard calculations (there is no boundary contribution on ∂B 1 since
By the choice of the cut-off, this yields for allc ∈ R,
where C might change from line to line but only depends on d. It remains to choosec. Let N ≫ 1 (and therefore ρ ≫ 1) be so large that there exists κ ∼ d 1 (bounded uniformly in N ) so that´B κr \B r η 2 r =´B r \B 1 η 2 r . We then set c :=´B Nr \B r η 2 r w +´B κr \B r η 2 r ẃ
On the one hand, by Poincaré's inequality on B N r \ B r ,
On the other hand, by Poincaré's inequality on B κr ,
Gathering these estimates then yieldŝ
Adding C times the LHS to this inequality entailŝ
. This estimate can be iterated, which yields the hole-filling estimate for θ = log(
(the multiplicative constant depends on N ).
Step 3. Conclusion.
The combination of (4.1) and (4.2) yields for all ρ ≥ 4
The claim follows from the triangle inequality applied to w = v − v ∞ T provided we prove the energy estimateˆB
This is a direct consequence of the explicit formula for v ∞ and of the following energy estimate for
4.2. Lemma 2.7: Green's functions estimates. We split the proof into five steps, and drop the subscripts T for readability. Since the estimates are uniform with respect to the point sets in the class S ρ , up to translation we can always assume that y = 0 / ∈ ∪ i B 2 i , where ρ ≥ 2 is a fixed parameter that will be chosen large enough at some point in the proof. Throughout the proof we impose the relation r := ρ/2. We also denote by C d ≫ 1 a universal constant (that may change from line to line but can be chosen depending on d only).
Step 1. Structure of the proof.
We start by writing the PDE solved by x → G(x) on R d , namely
To avoid dealing with the singularity of the RHS, we convolve G with the simple moving average m on the unit all B, and set g(x) = ffl B G(x + z)dz = m * G. The averaged function g then satisfies
We finally consider the standard massive Green's function h solution on R d of 5) and that satisfies for d > 2 the estimates
The combination of (4.4) and (4.5) then yields
Since´∂ B i ∂ n G = 0, m * h and ∇(m * h) in the RHS sums of (4.7) and (4.8) can be replaced by ∇(m * h) and ∇ 2 (m * h), respectively, when it turns to estimates. However, ∇ 2 (m * h) is borderline non-integrable, which makes the analysis more subtle and requires to unravel further cancellations. The aim of the upcoming steps is to prove that the RHS terms of (4.7) & (4.8) that involve G can be absorbed into the LHS by means of Neumann series. More precisely we shall focus on the quantities
and reformulate (4.7) and (4.8) to obtain iterable estimates at the level of g i and γ i .
Step 2. Estimate of´∂
. Let x ∈ B r j for j fixed. We first consider i = j. Since m * h is smooth we have by (4.6) (using that |x i − x j | inf z∈∂B i |x − z| since ρ = 2r, and |x − x j | ≤ r):
Using first´∂ B i ∂ n G T = 0, this yields
We then appeal to Lemma 2.5 and obtain in the regime
For i = j, we do not replace x by x j and rather obtain by a similar string of arguments as above
(The scalings are different in (4.10) and (4.12).) We also note that for x = x j , we have incidentally the neat identityˆ∂
since h (and therefore m * h) is radially symmetric, B j is centered at x j , and´∂ B j ∂ n G = 0.
Step 3. Iterable estimates. Since G is constant on balls B j , g(x j ) = ffl
The combination of (4.7), (4.6), (4.9), and (4.13) yields for all x j the nonlinear estimate
We then turn to the gradient. Let x ∈ B r j . Since G is constant on B j ,
and therefore by the triangle inequality
Combined with (4.8), (4.6), (4.10), and (4.12), this entails
We now reformulate (4.14) and (4.15) into iterable estimates at the level of the quantities G j and γ j . Estimate (4.14) directly takes the form
We then turn to (4.15) and let x ∈ B r j \ B 2 j . By the mean value property for the massive Laplacian (see e. g. [7, (39) page 289]),
We now reconstruct γ j using |∇G(x)| for x ∈ B r j \ B 2 j and proceed in two steps. First we integrate the square of (4.17) over B r j \ B 2 j to the effect of
Second, we appeal to the energy estimate (which we prove at the end of this step)
The combination of these two estimates with the hardcore condition
finally yields the iterable estimate
We conclude this step with the argument in favor of (4.18). We recall the following two properties of the ( 20) and
The combination of these two properties entails by Poincaré's inequality on ∂B t j for 2 ≤ t ≤ 3 and on B 3 j \ B ĵ
The desired estimate (4.18) then follows from absorbing part of the last RHS term into the LHS for T ≫ 1.
Step 4. Estimates of g i and γ i . In view of the hardcore condition on the point process, we may wlog parametrize the point set by Z d (that is, a point x ∈ P is labelled x i for i ∈ arg inf{|x − c d ρj| | j ∈ Z d }, which defines an injective -although not surjective -enumeration for c d small enough).
g j + γ j if x j ∈ P and Γ j = 0 otherwise, and set
The combination of (4.16) and (4.19) then yields
It is now easy to check that for all C ≫ 1, provided √ T ≥ ρ ≫ C 1, we have both
(note that the first estimate does not imply the second one). For (D) j given by
B j for all j, this implies (for some suitable choice of C ≫ 1)
By a variant of the energy estimates of Lemma 2.1 (that we display for completeness in
Step 2 of the proof of Lemma 2.1 below), one has for all y ∈ R d \ ∪ i B 2 i and all |x − y| ≥ 2 the (largely suboptimal) estimate
). This coarse estimate is however enough to pass to the limit N ↑ ∞ in (4.23), which yields the crucial estimate
Step 5. Conclusion: Proof of (2.9) and (2.10).
Since for all j,ˆ∂
follows for all |x| ≥ 2 by (4.25), (4.7), and the property´∂ B i ∂ n G = 0. To get rid of the moving average, and deduce (2.9), it suffices to appeal to the mean-value property (for the massive Laplacian) away from the inclusions, and to local elliptic regularity on the remaining regions.
We conclude with the argument in favor of (2.10) . If x ∈ B r−1 j , this follows from (4.25) by the mean-value property (for the massive Laplacian) away from the inclusion B j , and by elliptic regularity on the remaining regions. It remains to argue in the case when x / ∈ ∪ j B r−1 j
. We further distinguish the case |x| ≤ 1 2 dist(0, P ρ ) =: s and |x| ≥ s. If 2 ≤ |x| ≤ s, we obtain by Caccioppoli's estimate on B |x|/2 (x) (on which G is (
and the claim follows from the mean-value property. Let 1 ≤ k ≤ d. Combined with (4.25) and the explicit formula for the Green's function of the massive Laplacian, the above implies that there exist T ′ ≥ T and C < ∞ such that for all x ∈ ∪ j B r−1 j 
as follows:
• For all i: Extend η T,C linearly radially with respect to x i between ∂B i and ∂B i . So defined, for all v ∈ H uloc , η 2 T,C v ∈ H uloc , whereas we still have the crucial estimate
Step 1. Caccioppoli argument and proof of (2.2). We are in the position to proceed to the Caccioppoli argument. We test the equation (2.1) with η 2 T,C v T and integrate on R d . This yields after integrations by parts
where η T,C,i denotes the value of the cut-off on B i . Let C ′ > 0 denote a finite constant that may change from line to line, and will be chosen to be large enough at the end of the proof. For the first RHS we use the definition of η T,C and a trace estimate on each ∂B i in form of
Likewise, for the last RHS term
whereas for the second RHS term we use the property of the cut-of
Choosing C and C ′ large enough to absorb part of the RHS into the LHS, these last four estimates combine to
which implies (2.2) since the origin plays no role in this estimate. This yields existence and uniqueness by standard arguments (solutions can be constructed by approximation on balls of radius r > 0 with homogeneous Dirichlet boundary conditions, and the uniform estimate allows to take the limit r ↑ ∞).
We conclude this proof by an auxiliary result that is needed as a mild starting point to establish the sharp decay of the Green's function G T .
Step 2. Suboptimal a priori estimates for the Green's function.
Let
, and consider x → G(x, y) the solution of
The function G is a moving average of the Green's function (for which 1 B(y) is replaced by a Dirac mass at y). Wlog we assume x = 0. The argument leading to (5.1) yields in this case
This entailsˆB
To get rid of the moving average, it suffices to appeal to the mean-value property (for the massive Laplacian) away from the inclusions, and to energy estimates on the remaining regions. The argument holds for 0 replaced by any x with |x − y| ≥ 2. This proves (4.24).
5.2. Lemma 1.1: Energy estimates for the massive corrector. By Lemma 2.1, we have existence and uniqueness of u T almost surely. Uniqueness implies that u T is stationary, as claimed. Both (1.6) and (1.7) follow from the weak form (1.4) of the equation in probability. Indeed, taking v ≡ 1 yields
by the choice of g θ , that is, (1.5). By taking v = u T in (1.4), we obtain (1.7) using (1.5). By a trace estimate with constant C ′′ > 0 and Young's inequality
where C ′ is arbitrary and chosen so small that the second RHS term can be absorbed in the LHS of (1.7) to the effect that
Estimate (1.6) then follows from the observation that ∇u T = 0 on B and from the trace estimate. It remains to establish (1.4). Consider the cut-off η T,C of the proof of Lemma 2.1, and test (1.3) with function η T,C v. This yields after integration by parts
We first note that for all
Hence, by taking expectations, we have
On the one hand, since v and u T are stationary andη T,C is deterministic, this yields
On the other hand, again by stationarity and the fact thatη T,C is deterministic (and in contrast to η T,C ),
and by (5.2) and since |∇η T,C | 1 C √ Tη T,C is a deterministic bound,
The combination of these three estimates then yields for all C large enough
The claimed weak formulation (1.4) of the equation then follows by letting the parameter C of the cut-off go to infinity.
Lemma 2.2: Compactness result.
We split the proof into three steps. In the first step we derive a reverse Poincaré inequality on B R which is at the origin of the compactness result of the second step that relies on the spectral decomposition of the Laplacian on B 2R . We then conclude in the last step by stationarity of ∇u T .
Step 1. Reverse Poincaré inequality: For all R ≫ 1,
Let η R be a smooth cut-off for B R in B 2R chosen in a such a way that
• for any inclusion B i that intersects B 2R the cut-off η R is constant onB i (whereB i is a ball with the same center as B i and twice its radius;B = ∪ iBi ), • for allB ∈B such thatB ∩ ∂B 2R = Ø we have η R |B ≡ 0, • |∇η R | R −1 .
Such a cut-off exists for R ≫ 1: it suffices to consider the standard cut-offη R for B R in B 2R , and modify it locally on eachB i as follows. In B i we set η R ≡ fflB iη R , on ∂B i we set η R ≡η R , and we extend η R radially and linearly between ∂B i and ∂B i . So defined, we still have |∇η R | R −1 in the enlarged inclusionsB i .
We then proceed to the Caccioppoli argument, and consider the test-function η 2 R (u T − t) for t ∈ R. Let I = {i ∈ N |B i ⊂ B 2R } and for all i ∈ I set u T,i := u T | B i and η R,i = η R | B i . This yieldŝ
that can be rewritten by the properties of η R as
By Young's inequality on the last two RHS terms in form of |ab| ≤ Step 2. Proof of (2.3).
This proof is similar to [16] ; it is reproduced for completeness. In view of (5.3), it is enough to prove that for any function v ∈ H 1 (B 2R ),
By rescaling length according to x = Rx, we may assume that 2R = 1. Let {(λ n , u n )} n=0,1,··· denote a complete set of increasing eigenvalues and L 2 -orthonormal eigenfunctions of −△ In particular, we have´B 1 |∇u n | 2 dx = λ n´B1 u 2 n dx = λ n . We also note that λ 1 > 0. Hence for all n ≥ 1 F n u =ˆB 1 ∇u · ∇u n √ λ n dx for all functions u ∈ H 1 (B 1 ) (5.6) defines a linear functional F n on vector fields that has the boundedness property (F n u) 2 ≤ B 1 |∇u| 2 dx. By completeness of the orthonormal system {u n } n=0,1,··· , Plancherel and with u = ffl B 1 u, we havê
We note that (5.5) yields that also { ∇un √ λn } n=1,··· is orthonormal, so that the above together with definition (5.6) yieldŝ
Because of lim N ↑∞ λ N = ∞, this implies (5.4) in its (2R = 1)-version, and therefore (2.3).
Step 3. Proof of (2.4). With the choice δ = 2 −d−2 , the expectation of (2.3) to the power p ≥ 1 yields
We then use Poincaré's inequality on the last RHS term to the effect of
Provided √ T ≫ R, the desired estimate (2.4) then follows from absorbing the terms E ´B 2R |∇u T | 2 p 1 p into the LHS by stationarity of ∇u T .
Lemma 2.4: Equation for differences.
In the following calculations, we assume that w T ∈ H 1 (R d ) -which can be checked a posteriori. In particular, testing (2.5) with w T itself yieldŝ
