Abstract-Monte Carlo simulations are an important tool in computational physics or statistical mechanics. Physical constants or properties are found as the mean or the variance of successive states of simulated systems. A new method to determine the statistical accuracy of the estimated means and variances is described. It uses the parameters of an automatically selected time series model. That time series model gives an optimal description of the spectral density and of the correlation structure of correlated data which are considered as stationary or in equilibrium. The resulting accuracy estimates are close to the Cramér-Rao bound for data where the correlation is determined by a single time constant.
I. INTRODUCTION
M ONTE Carlo simulations on interactions between elementary particles are often used in physics and chemistry to derive macroscopic properties from potentials or energies of successive microscopic configurations. Reaction velocity, specific heat, magnetization and similar quantities are computed from the mean and from the covariances of those energies and potentials. The aim is to extract the maximum information from the statistical data in the simulations and at the same time to estimate the accuracy of that information [1] . Estimation of the mean of successive states is a common problem in many statistical tasks. This paper adds a third alternative to the two existing classes of accuracy estimates.
The first estimate uses the theoretical expressions for the variances of sample mean and sample variance [2] , [3] , which contain summations of covariances of the process. Measured values for the covariance function are substituted in those expressions. The second method is obtained by dividing the data in blocks and to increase the block size until the blocks become statistically independent [1] , [2] . The required number of covariances or blocks in those two methods can be detected by looking for a plateau in the variance of the mean as a function of that number. This method requires many data and looses its accuracy if the relaxation time is of the same order of magnitude as the number of observations. The third alternative is based on new developments in time series analysis: simple, efficient, and reliable parameter estimation and order selection of autoregressive (AR), moving average (MA), and combined ARMA models [4] . For estimates from a given number of observations, best orders can be selected separately for each Manuscript received November 9, 1998 . The author is with the Department of Applied Physics, Delft University of Technology, 2600 GA Delft, The Netherlands (e-mail: broersen@tn.tudelft.nl).
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model type [5] - [7] . Afterwards, the single best AR-MA type (AR, MA, or ARMA) can be found automatically with a new statistical criterion [4] . The parameters of this final model are used to compute an approximation for the covariance function of the unknown process, which is substituted in the same expressions that are used in the first method, as described. This paper defines the third method. It presents simulation results to compare the three methods. The third method gives always a good estimate for the accuracy; the first and second method are related and sometimes satisfactory if many data are available. However, the tightest bounds for the accuracy are found with the third method, so that method requires less data for the same accuracy.
II. NOTATION
The observations , are the result of consecutive measurements of a stationary stochastic process. This can be a physical process or simulations; it also might be the result of Monte Carlo or molecular dynamics simulations in computational physics, if the system is in equilibrium. The mean value of may represent the magnetization and the variance of the mean is then proportional to the susceptibility [1] . The true process has a probability distribution function that is generally unknown and that describes the joint distribution of all . The theoretical expectations of mean, variance and covariance function are determined by that probability distribution function and are denoted , , and , where is the mathematical expectation and is equal to . Estimators for these quantities are functions of the observations and they are given by [3] (1)
The mathematical expectations of those estimators are [3] var (2) 0018-9456/98$10.00 © 1998 IEEE Also expressions have been derived for the variance of the estimated mean and variance, when estimated from observations. For mean and variance, they are [3] var var (
For those accuracy measures, three estimators are compared. The first and eldest one is based on measured covariances [1] , [3] and is denoted var with of covariance; another one uses the blocking method [1] , [2] with as subscript, var , and finally a new estimator is based on developments in time series analysis [4] , var which has the subscript of AR-MA.
III. ESTIMATION WITH CORRELATIONS
It is known that estimated covariances have some undesirable statistical properties [3] , especially a high degree of correlation between neighboring covariances. This makes it attractive to use only a part of all estimated covariances in determining the accuracy of mean and variance. The covariance estimator for the accuracy of the mean value, based on estimated covariances, has been defined as [2] var (4) where the denominator reflects the bias in the estimated covariance in (2) . Likewise, an expression for the accuracy of the variance can be derived var
The bias term in (2) has been neglected in this estimator for the variance of . The value of has to be chosen or selected in practice. For , a possible choice has been described [2] . A plateau for the variance (4) is reached as a function of , which can be recognized if is very large. It is clear that the variance estimates (4) and (5) can only be accurate if the number of observations is much longer than the distance over which the data are correlated.
IV. ESTIMATION WITH BLOCKING
The blocking method is known from computations in statistical physics [1] , [2] and its derivation has been compared to the renormalization group technique. The data , are transformed into half as large a data set , with . It is evident that the average of observations (or in the blocking notation) and the average of observations are exactly the same, so the average is invariant under this blocking transformation. The blocking can be repeated giving new observations , new observations and so on. The variance of a block and the covariance between successive blocks become var cov
The second term in this covariance can be neglected for certain , because will be very small for ; the first term is equal to one half of the contribution of the triangular window in the block variance of (6) . A comparison with (3) shows that the block variance can approximate times the variance of the mean if the contribution of the window of length may be neglected. Otherwise, the blocking estimate is biased for small . That bias can be diminished by adding twice the covariance of (6) to the estimated variance.
The advantage of this blocking operation is that the consecutive blocks become less and less correlated when they grow in length. Finally, the covariance between the blocks may be negligible and the variance of the mean is estimated with blocks of length divided by [2] , so var var (
The derivation of this estimator has been based on a positive covariance between successive blocks for all block sizes [2] . This is not completely general: with this assumption it can be proved that the variance of blocks increases to a plateau for greater block sizes. This requires many observations, because the length of each block must be longer than the correlation length of the data and many blocks are necessary to obtain good estimates for the accuracy of mean and variance. The blocking operation can also be seen as ordering the observations in a pattern and so on; the first column contains the first observations , , . Then, is the mean value of the th column of the representation of the data. The advantage of this ordering is that also the variance of each column can be computed, which leads to the block type of estimator var var (8) where itself is estimated with (1). In practice, one also wants to know the accuracy of the estimates of the variance [2] . A theoretical argument with asymptotical validity supposes that the block estimates are unbiased estimates that consist of uncorrelated contributions. This approximation can be good for larger block sizes where the estimators (7) and (8) In simulations, the above approximations will be compared with the experimental standard deviations and also with the root mean square (RMS) error that is defined as the square root of the sum of the variance and the squared bias.
V. ESTIMATION WITH TIME SERIES
Time series models have three different types, autoregressive or AR, moving average or MA, and combined ARMA. An ARMA( ) process can be written as [3] ( 10) where is a purely random process, so a sequence of independent identically distributed stochastic variables. This process is AR for and MA for . Any stationary stochastic process with a continuous spectral density can be written as an unique AR( ) or MA( ) process [3] , independent of the origin of the process, e.g., it may be the sum of a true AR process and a colored noise signal.
An estimated ARMA( ) model is given by (11) where and may be arbitrary and is some colored noise signal that is not purely random in general. Parameters for different model orders are estimated by minimization of the residual variance, which is the variance of . The theory shows that this minimum gives at the same time the maximal flatness for the spectral density of . Afterwards, orders and are selected. Selection criteria add a penalty for each estimated parameter to the logarithm of the residual variance [8] of each estimated model and look for the minimum of the criterion. Models are AR if and purely MA for . Moreover, finite order models are quite well in describing true processes with infinite orders, because the true parameters are decreasing rapidly for many processes.
New developments in time series can roughly be characterized. It has always been accepted that a time series model is the best possible description of the structure of the data in time or in frequency domain, if the true model type and the true model order are known. Unfortunately, the general way of producing stationary stochastic processes gives seldom the opportunity to know a priori or from physical considerations the true model type and model order. So model type and model order must be found from the data. Practical problems preventing the routine application of time series analysis so far were as follows.
• AR model parameters depend on the estimation method if model orders are not small in comparison with the number of observations; moreover, the selected model order depends on the maximum order. A new order selection criterion and the use of Burg's algorithm solved those problems [4] , [5] .
• MA estimation has many nonlinear algorithms, which cause some serious limitations. The practical problem is that estimated models of some orders may be useless due to computational problems of convergence. [7] , but details still can be improved. With the newest computer programs [4] - [7] , all practical problems have been solved. Unknown data, if stationary and stochastic, can be analyzed; automatically a single time series model type and model order is selected. The quality of this selected model is, in numerous simulations, comparable with the quality that could be obtained if the true process type and order would be known in advance. In other words, not knowing the true process is no impediment for automatically finding the best model. Examples of computer algorithms that take care of reliable estimation and order selection have been described for AR [5] , MA [6] , and ARMA [7] estimation. The choice between those three types is described in [4] ; the final single model is denoted the AR-MA model.
The covariance function and the power spectral density can be computed from the parameters. The power spectrum of the AR-MA( ) model is given by [3] :
Many methods can compute the covariance of a model, like inverse Fourier transform of the spectrum, a direct formula [3] for simple processes or a generally applicable derivation [9] . The quality of the power spectrum (12) is much better than the quality obtained with Fourier transform of the data or of the measured covariance function. As a consequence, substituting the time series estimates for the covariance in the formulas for the accuracy of mean and variance may be a good idea. This is the third estimate, for which asymptotical expressions have been derived [3] var (13) Asymptotically, the variance of the mean is equal to the sum of all covariances divided by the number of observations. Also an asymptotical estimate for the accuracy of the variance var (14)
has been derived [3] . If the true process is ARMA, those equations for var converge to (3), if the true parameter values are substituted. The asymptotical approximation means that all covariances from shift 0 to have been included, without triangular window. This representation is a good start for theoretical considerations with the Cramér-Rao lower bound. Another formulation includes the triangular window by using the covariances that can be computed from the selected and estimated AR-MA model var var
It is possible to use terms in this summation. This is an advantage above blocking and covariance estimates that can use only a fraction of . This may be important for finite .
VI. CRAMÉR-RAO BOUNDS
Means and variances of functions of stochastic variables can be approximated with Taylor expansions around the mean value of the function for large samples [3] , but only if the variations are small in comparison with the mean. Often, the mean of the function, its mathematical expectation, can be approximated with sufficient accuracy by taking only the constant term in this expansion, because the terms with first derivatives give no contribution to the mean and the second derivatives are small. The variance of a function depends mainly on the first derivatives of the function and of course on the covariance matrix of the original stochastic variables. Now, consider the estimated parameters and the estimated residual variance of a time series AR-MA model as stochastic variables. Then, var and var are functions of those variables and Taylor expansion gives approximations for the mean and for the variance of the functions.
It is well known that for a given number of observations a lower bound exists for the accuracy of estimated parameters :
the Cramér-Rao bound [3] This relation will be used to derive expressions for the lower bound of the asymptotical expressions for the variance of the variance of mean and variance. Explicit formulae will be derived here for AR(1) processes only. The vector of estimated parameters has 2 elements: and . The variance of is . The Cramér-Rao lower bound for the variance of is . The covariance between those estimates is zero [11] . With (13), the lower AR (1) This expression can be compared with that has been derived for the variance of the blocking technique in (9) . However, the blocking variance also depends on the value of because of the minimum required block length to obtain a small bias. With some exercise, it follows that Similar results can be derived for higher order AR processes, for MA and for ARMA, but the calculus becomes extensive for higher orders of the process. Finally, the correlation coefficient between two successive blocks can also be computed for this AR(1) process. By using only the first term in the covariance of (6) it is found that the normalized correlation between blocks is given by cov var (20)
The bias in var is approximately twice this amount.
VII. SIMULATIONS
First of all, the properties of the correlation and blocking methods have been studied in an AR(1) example. Fig. 1 gives five realizations for blocking, as a function of the block size , indicated by . It becomes clear that results of successive blocking operations create an irregular pattern around the average of the plateau. The results resemble an example with measurements on an Ising model [2] . The variance of the mean is normalized by dividing by the asymptotical mathematical expectation of that variance, for the given number of observations, so that the true value in Fig. 1 should be 1. Fig. 2 gives the same process with much less observations, showing that it will become difficult to recognize a plateau in a single realization. That is completely impossible in Fig. 3 , where an AR(1) example with a higher correlation has been taken. Blocking reaches some plateau as an indication where the value for the variance should be taken, but it may be difficult to recognize the plateau, because the variance behaves quite irregular in every realization. Only if the standard deviation of the measured variance is small enough at the plateau, that value of the variance of the mean can be found in such a figure. The standard deviation for the covariance estimators of the accuracy was always greater than that of blocking, if the same value is used for block size and for covariance length . However, in all examples the plateau was reached for a smaller value for than for . This agrees with previous results [2] , where block estimates were clearly lower than the correlation estimates for the first blocking operations. This is explained by the bias in (6) . Of course, the smallest value for the RMSE is reached just before the plateau, with a small contribution of the bias and the smallest variance of all points on the plateau. Together, covariances perform slightly better than blocking, but both methods are outperformed by the time series, as can be demonstrated with some tables.
The tables give the average RMS error for var var and var var in simulations. The RMS error is used, the square root of variance plus squared bias. This is preferred above only variance or bias, because the best results for the blocking method and the correlation method were mostly obtained for biased estimates. CRB denotes the square root of the Cramér-Rao bound of (17), true denotes the result of the estimated AR(1) model in the first three tables, so of the true model type and model order; var , var , and var give the RMS error of (15) for AR-MA, (7) for blocking, and (4) for the substituted covariance method. Table I gives var results that are representative of the practical accuracy when this method is applied. The numbers reached. Some bias and a relatively small variance contribution give the smallest RMS As the single number for var is in almost all examples smaller than the minimum of var or var this comparison is fair. For all sample sizes, the time series AR-MA solution is close to the Cramér-Rao bound and suffers little from not knowing model type and order, as follows from a comparison with the column true. The difference between time series and blocking increases strongly for greater ; blocking requires over four times more observations for the same accuracy. Parameter estimates for small can be used with the Cramér-Rao theory of Section VI to compute the number of observations for obtaining some desired accuracy. The results for small can be used to extrapolate the accuracy for time series; for the blocking and covariance methods, this is not easily possible.
AR (1) processes with positive and negative parameters are treated in Tables II and III . In all examples the columns true and CRB are close, so the time series model of the true structure gives the best possible estimates for the accuracy. The greatest differences are found in the final row of Table II . The AR process with parameter 0.8 has the alternating correlation 1, 0.8, 0.64, and so on. This is no problem for the time series solution, but it is for the blocking and the covariance approaches. Positive AR parameters give a negative value for . In the blocking method, this has the consequence that the plateau is approached from above. For the covariance method, increasing gives alternating above and below the plateau, before it is reached. The positive values for have a moderate influence on var , but a much stronger on var and var . Table III shows that all methods can give good results for the accuracy of the estimated variance. Remember that the numbers in the last two columns are too optimistic because they don't take into account the detection of the plateau. When estimating the accuracy of the variance, such a plateau also exists for the blocking method. The normalized standard deviation in (9) applies to variance estimates if the blocks are long enough. The covariance method, however, gives a continuously increasing level for increasing and gives no clear indication of a plateau and no good value for the number of estimated covariances that should be taken into account.
A last example gives a finite true correlation function with a MA (17) process, denoted true here. Tables IV and V present the average results of simulations where the true correlation function consisted of 17 points of a true Gaussian shape:
. Only a couple of parameters are statistically significant when estimated, so the best estimated MA model has a lower order than the true process. AR, MA, and ARMA give results of selected models of types AR, MA, and ARMA, respectively. For this finite number of nonzero covariances, var and var are close, but the first one includes the selection of the model, and the number of covariances in var is chosen afterwards as the one giving the best result. Var was always greater, with an increasing difference for more observations. The fact that the selected AR-MA model was better than the true MA(17) model is caused by small true covariances. Table IV particularly shows that taking only AR or MA models for a time series analysis can be wrong. In this example MA models perform excellent and AR bad. For increasing , the selected AR-MA model comes closer to the MA column, so selection of the model type hardly introduces an additional inaccuracy. If increases, selection of the model type becomes easier and the result of the selected type is very close to the result of the true type. In contrast, the difference with blocking becomes greater with , probably because of the bias term in (6).
VIII. CONCLUDING REMARKS
The new time series method AR-MA automatically selects a model type and a model order. Using the covariance structure of that estimated and selected model gives good results in determining the accuracy of the estimated mean and variance of the data. In an example, the Cramér-Rao lower bound for the lowest estimation variance for that accuracy was reached.
The blocking method has been defined to include also the accuracy of the variance. It reaches a plateau if there is an abundance of data. Even then, the accuracy is not as good as with AR-MA; the difference increases with the number of observations. In given examples, blocking required up to ten times more data to obtain the same accuracy as AR-MA.
Measured covariances could only offer a useful alternative if there would be a statistically reliable method to determine the best number of covariances that should be included in the estimation of the accuracy.
