Abstract. We provide a max-min characterization of the mountain pass energy level for a family of variational problems. As a consequence we deduce the mountain pass structure of solutions to suitable PDEs, whose existence follows from classical minimization argument.
In the literature the existence of solutions for variational PDE is often reduced to the existence of critical points of functionals F having the following structure
with u belonging to a Banach space X and T, U that satisfy suitable conditions. A classical strategy which is very useful in order to find critical points for the functional F is to look at the following minimization problem min U(u)=1
T (u) and eventually to remove the Lagrange multiplier that appears by using suitable invariances of the problem. On the other hand when the functional F shows a mountain pass geometry it is customary to look at critical points of the unconstrained functional F (u) on the whole space X. More specifically it is well known that a candidate critical value is given by the mountain pass energy level
A natural question is to understand whether or not the two forementioned approaches provide the same solution.
Of course in both approaches described above the main difficulty is related with the eventual lack of compactness respectively for the minimizing sequences and for the Palais Smale sequences. The main contribution of this paper is to give a max-min characterization of the mountain pass value c described above under a general framework. Roughly speaking we relate the existence of a regular path of minimizers for min
T (u), λ ∈ R + with the mountain pass energy level. As a byproduct we shall show the mountain pass structure of solutions obtained via minimization approach to a family of PDEs with subcritical and critical Sobolev exponent. Finally we mention the papers [3] and [5] where the question mentioned above is studied for specific PDEs. We shall recover those results as a consequence of our general topological result stated below.
In order to give a concrete example in which for instance it is not easy to reveal the mountain pass structure of solutions obtained via minimization, we consider the following equation:
u on R n with 1 < p < n and p * = np n − p It is well known since [6] that the best constant is achieved in the following continuous embedding
and hence via rescaling argument there is a nontrivial solution of (0.3). As a consequence of our next abstract theorem one can deduce easily that any solution constructed as above via a minimization procedure is a mountain pass solution.
We fix some notations. For every λ ∈ R we introduce the sets
Finally we introduce M λ := {u ∈ U λ |T (u) = i λ } (notice that it could even be the empty set).
Theorem 0.1. Let X be a Banach space and
Then c > 0 and
where c is defined in (0.1).
Remark 0.1. Notice that if we assume moreover that the functional F is C 1 (X), then the classical deformation lemma implies that γ(λ) is critical point of F , where max λ∈(0,λ * * ) F (γ(λ)) = F (γ(λ)).
Remark 0.2. The hypothesis (0.9) concerns a continuous selections of minima with respect to the parameter λ. Typically this is the hardest condition to be concretely checked. However when some invariance of the variational problem is available it is possible to prove (0.9).
Next we give two concrete applications of our general result, based on the following two types of invariances:
The model equation for rescaling is given by
which is the Euler-Lagrange equation corresponding to the following functional
Next we fix the following specific framework:
Following the same arguments as in [1] for p = 2 and [5] for p = 2 it is easy to deduce that (0.8) holds in the specific context given in (0.13) provided that 1 < p < N and the nonlinearity g fulfills (0.14) g(s) ∈ C(R, R) is continuous and odd;
Next corollary concerns the mountain pass structure of the solutions obtained by scaling the minimizers described above. Let us emphasize that in next corollary F , c, M 1 and i 1 are defined as in theorem 0.1 in the concrete case given by (0.13).
Corollary 0.1. Let 1 < p < n, G satisfies (0.14)-(0.15)-(0.16)-(0.17), v ∈ M 1 and
) is a solution of (0.12) whose energy level is given by the mountain pass energy level c. Moreover the path γ : (0, ∞) → X given by
Our second application concerns the contraction-expansion scale invariance. We consider the equation
, Ω is open and bounded, 1 < p 2 < n 0 < µ < µ p where
This equation is the Euler-Lagrange equation corresponding to the following functional
The validity of hypothesis (0.8) in this specific framework has been checked in [2] for p = 2 and in [4] Remark 0.3. Let us emphasize that the mountain pass structure of solutions to (0.18) obtained via the minimzation procedure,can be also deduced by using a classification theorem of the Palais Smale sequences of the associated functional (see [4] ). However we point out that our proof follows by purely topological arguments. I λ and A = {λ ∈ (0, λ * * ) such that I λ = I} .
We claim the following fact:
given η ∈ Γ there ist such that η(t) ∈ Uλ whereλ ∈ A (recall that Γ is defined in (0.2)).
We show how the claim implies the theorem. We have
where γ ∈ Γ is defined by (0.9). By definition of λ * * there is a sequence λ n > λ * * such that λ n → λ * * , F (γ(λ n )) < 0 and moreover lim n→∞ F (γ(λ n )) = 0. As a consequence there isn ∈ N such that sup λ∈(0,λn)
In particular, after a suitable parametrization, γ : [0, λn] → X belongs to Γ and hence c ≤ max
By combining this fact with (1.1) we get c = max λ∈(0,λ * * ) F (γ(λ)).
In order to prove the claim stated above we notice that (0.6) implies
and since η ∈ Γ necessarily (1.2) η(1) ∈ U λ with λ > λ * *
Next consider the continuous function
By combining the definition of Γ with (1.2) we get U (γ(0)) = 0 and U (γ(1)) > λ * * , hence by a continuity argument we have the claim since 0 ≤λ ≤ λ * * .
Applications
Proof of corollary 0.1. By the standard Hardy inequality we have
is equivalent to the standard seminorm |∇u| p dx provided that µ is like in the assumptions. Moreover due to the positivity of µ we can deduce via rearrangement argument that the minimizing sequences for i 1 can be choosen radially symmetric. Following the same argument as in [1] for p = 2 and more generally for p = 2 and [5] , we have that M 1 = ∅. In order to prove the corollary 0.1 we check first that the general hypotheses of the theorem 0.1 are fulfilled in the specific framework defined in (0.13). Notice that a rescaling argument shows that Proof of corollary 0.2. The fact that M 1 = ∅ is proved in [2] and [4] respectively in the case p = 2 and p = 2. The proof follows exactly like in the proof of corollary 0.1 once we notice that by a scaling argument i λ = λ 
