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a b s t r a c t
The aim of this work is to analyze the efficiency of a snow fence with airfoil snow plates to
avoid the snowdrift formation, to improve visibility and to prevent blowing snow disasters
on highways and railways. In order to attain this objective, it is necessary to solve particle
transport equations along with the turbulent fluid flow equations since there are two
phases: solid phase (snow particles) and fluid phase (air). In the first place, the turbulent
flow is modelled by solving the Reynolds-averaged Navier–Stokes (RANS) equations for
incompressible viscous flows through the finite volume method (FVM) and then, once
the flow velocity field has been determined, representative particles are tracked using
the Lagrangian approach. Within the particle transport models, we have used a particle
transport model termed as Lagrangian particle tracking model, where particulates are
tracked through the flow in a Lagrangian way. The full particulate phase is modelled by
just a sample of about 15,000 individual particles. The tracking is carried out by forming
a set of ordinary differential equations in time for each particle, consisting of equations
for position and velocity. These equations are then integrated using a simple integration
method to calculate the behaviour of the particles as they traverse the flow domain. Finally,
the conclusions of this work are exposed.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A snow fence is a structure similar to a sand fence used to force drifting of snow to occur in a predictable place, rather
than randomly or not at all. Snow fences are primarily employed to minimize the amount of snowdrift on roadways or
railways [1]. In rural areas, farmers and ranchers may use temporary snow fences to create large drifts in basins for a ready
supply of water in the spring. In the ski industry snow fences may also be used to catch snow in order to increase coverage
in specified areas which some may consider snow farming.
The finite volume method (FVM) is a numerical procedure than can be used to obtain solutions to a large class of
engineering problems involving fluid flow, heat transfer, etc, and in our case a new type of snow fence with airfoil snow
plates [2–5]. The main objective of this paper is to determine by the FVM, the efficiency of a new type of snow fence in
preventing the formation of snowdrifts and in improving visibility. Firstly, the FVM is used in order to obtain the velocity
field of the turbulent flow in the snow fence. Next, the trajectories of particles are determined from the previous flowvelocity
field solving the particles’ motion equation inside this flow.
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Fig. 1. Conventional porous snow protections.
Fig. 2. The new snow fence with airfoil snow plates: In an actual road (left) and its CAD design (right).
Snowdrifts and visibility blockage behind the snow fence are caused by the alternating rolling-up of the bottom gap
flow and shear layer separation from the top of the fence. Therefore, the use of special airfoil snow plates can prevent
the alternating rolling-up of the bottom gap flow and shear layer separation from the top of the snow fence. On the one
hand, Fig. 1 shows the conventional porous snow protections in actual cases. This type of snow fences does not improve the
visibility. On the other hand, Fig. 2 shows the new snow fence with airfoil snow plates.
In the majority of moderate and high speed flow problems, some form of random variation of flow variables exists.
Turbulent flow is defined as a flow with random variation of various flow quantities such as velocity, pressure and density.
This kind of turbulent flow is present in the study of the snow fence’s efficiency. Turbulence is a property of a flow, not that
of a fluid. Numerical solutions of the transient Navier–Stokes equations are sufficient to resolve the turbulent behaviour
if an adequate fine mesh resolution and time increment are used. Despite significant progress in understanding turbulent
behaviour during the last century, the modelling of turbulence is still an unresolved problem. A turbulent flow is a [6–10]:
• Highly nonlinear flow process.
• Highly diffusive flow.
• Three-dimensional flow.
• Flow with multiple length and time scales.
• Time-dependent (stochastic) phenomenon with identifiable statistical properties.
Our interest here will therefore focus on the modelling and simulation of turbulence in order to determine the perfor-
mance of an actual snow fence with airfoil snow plates. This approach implies that the detailed resolution of a turbulent
flow will be eliminated in favour of some type of averaged flow description. The use of direct numerical simulation (DNS) is
still possible only for rather simple flow cases at low Reynolds numbers. The restrictions of DNS are obvious since [6–10]:
• The number of grid points needed for sufficient spatial resolution varies as Re9/4 (characteristic eddy length is 0.001 L,
where L is the characteristic flow dimension).
• The CPU time varies as Re3.
The standard alternative to the DNS approach involves the solution to some form of Reynolds-averaged Navier–Stokes
equations (RANS) [9,10]. In most flow problems of interest it is the mean flow that is of most concern, with the turbulent
fluctuations only being important in how they influence the mean flow evolution. By performing a suitable average on the
instantaneous Navier–Stokes equations, a standard mean flow problem can be derived where the effects of the turbulence
are relegated to a few terms that can be modelled. This approach forms the basis for most of our current numerical work.
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2. Description of the model
Next, the equations for the mean flow will be described followed by an outline of various types of turbulence models.
2.1. Turbulence scales
In a real turbulent flow the kinetic energy is transferred from larger scales to smaller scales. At the smallest scale kinetic
energy is transformed into internal energy and this process is called dissipation. The process of energy transfer between the
scales is called ‘the cascade process’. The smallest turbulent length scale is defined by themolecular viscosity and dissipation
rate. Such a length scale is often referred to as the Kolmogorov length scale, η, and given as [9–11]:
η =
(
ν3
ε
)1/4
(1)
where ν is the kinematic viscosity of the fluid and ε is the turbulent dissipation rate. Similarly the Kolmogorov velocity and
time scales are denoted by [9–11]:
v = (νε)1/4 (2)
and
τ =
(ν
ε
)1/2
. (3)
The turbulent dissipation rate occurring at small scales can be linked to the energy of large eddies as [6–8,11]:
ε = U
3
l
(4)
whereU is the large eddy velocity scale and l is the large eddy length scale. These previous relations are given here to indicate
that length scales and dissipation rates are closely related. Most turbulence modelling procedures are developed based on
these relationships.
An extremely high mesh resolution is required to obtain numerical solutions at the smallest turbulence scales. This is
very expensive and presently not possible for high Reynolds number flows. Therefore, it is obvious that other alternatives
are necessary to obtain a viable approximate solution. The current standard procedure is to employ time-averaged
Navier–Stokes equations along with a turbulencemodel to determine the essential time-averaged quantities. This approach
reduces to a reasonable level the excessive grid resolution otherwise needed. Any turbulence quantity of interest ϕ may be
expressed as [9–11]:
ϕ = ϕ¯ + ϕ′ (5)
where ϕ′ represents the fluctuations of ϕ and the time-averaged quantityϕ¯ may be obtained from:
ϕ¯ = 1
2T
∫ T
−T
ϕ (t) dt. (6)
Rearranging and rewriting the momentum equation in multi-dimensional form adding the time rate term for average
velocity u¯ (with index notation below) and being p¯ the average pressure of the fluid and ρ its density, we have [11–13]:
∂ (ρ u¯i)
∂t
+ ∂
∂xj
(
ρ u¯iu¯j
) = − ∂ p¯
∂xi
+ ρ ∂τ¯ij
∂xj
− ∂
∂xj
(
ρu′iu
′
j
)
(7)
where
τ¯ij = ν
(
∂ u¯i
∂xj
+ ∂ u¯j
∂xi
− 2
3
∂ u¯k
∂xk
δij
)
(8)
is the time-averaged deviatoric stress and u′iu
′
j is a new unknown referred to as Reynolds stress. A fundamental property of
the Reynolds stress is the turbulent kinetic energy of a flow, k, which is defined as:
k = 1
2
u′iu
′
j (9)
where u′i is the fluctuating component of the velocity. The Boussinesq assumption expresses the Reynolds stress τ¯
R
ij as [11–13]:
− ρu′iu′j = µT
(
∂ u¯i
∂xj
+ ∂ u¯j
∂xi
− 2
3
∂ u¯k
∂xk
δij
)
− 2
3
ρ kδij (10)
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or
τ¯ Rij = −u′iu′j = νT
(
∂ u¯i
∂xj
+ ∂ u¯j
∂xi
− 2
3
∂ u¯k
∂xk
δij
)
− 2
3
kδij (11)
where µT is the turbulent dynamic viscosity. From Eq. (11) it is clear that the unknown quantity to be modelled is the
turbulent kinematic viscosity νT = µT/ρ, the turbulent kinetic energy, k and the turbulent dissipation rate ε.
2.2. Relation between k, ε and νT
The turbulent kinematic viscosity (or turbulent eddy viscosity) νT has the same dimensions as the laminar viscosity ν.
Thus, we can express the turbulent eddy viscosity in terms of velocity and length scales of a large eddy [11–13]:
νT = CUl (12)
where C is a constant and U and l have been described previously. Based on dimensional considerations U in Eq. (12)
may be replaced with
√
k. With such a substitution the turbulent eddy viscosity may be determined by solving a scalar
transport equation for k and assuming an appropriate turbulent length scale l. This approach yields one equation νT = CUl
models. However, a better expression for turbulent eddy viscosity may be obtained by substituting Eq. (4) into Eq. (12) and
writing [11–13]:
νT = Cµ k
2
ε
(13)
where Cµ is a constant. To employ the above equation, we need to solve two transport equations, one for k and another for
ε. This approach leads to the standard k− ε model or two equation model [11–13].
2.3. Governing field equations of turbulent flow: The standard k− ε model
In the framework of eddy viscosity models, the hydrodynamic behaviour of a turbulent incompressible fluid is governed
by the RANS equations for the velocity u and pressure p including the continuity equation [11–14]:
∂u
∂t
+ u · ∇u = −∇p+∇ · ((ν + νT ) [∇u+∇uT]) , ∇ · u = 0 (14)
where ν depends only on the physical properties of the fluid, while νT is the turbulent eddy viscosity which is supposed to
emulate the effect of unresolved velocity fluctuations u′.
If the standard k− ε model is employed, then νT = Cµ k2ε from Eq. (13), where k is the turbulent kinetic energy and ε is
the dissipation rate. Hence, the above PDE system is to be complemented by two additional convection-diffusion-reaction
equations for computation of k and ε [11–14]:
∂k
∂t
+∇ ·
(
ku− νT
σk
∇k
)
= Pk − ε, (15)
∂ε
∂t
+∇ ·
(
εu− νT
σε
∇ε
)
= ε
k
(Cε1Pk − Cε2ε) (16)
where Pk = νT2
∣∣∇u+∇uT∣∣2 and ε are responsible for production and dissipation of turbulent kinetic energy, respectively.
The default values of the involved empirical constants are as follows: Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0 and
σε = 1.3. Last but not the least, Eqs. (14)–(16) are endowed with appropriate initial/boundary conditions which will be
discussed later.
Near solid walls, the Reynolds number tends to zero and the highest mean velocity gradient occurs at the solid boundary.
For near-wall treatments, modifications to the source terms of the ε equation are needed in the near-wall region so that it
is necessary to multiply the coefficients Cµ, Cε1 and Cε2 by the turbulence damping functions fµ, fε1 and fε2 appropriate for
low Reynolds number behaviour near walls and given by [11,14]:
fµ =
(
1− e−0.0165Ret )2 (1+ 20.5
Ret
)
(17)
fε1 = 1+
(
0.05
fµ
)3
(18)
fε2 = 1− e−Re2t (19)
where Ret denotes the local turbulent Reynolds number defined by:
Ret = k
2
νε
. (20)
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3. Description of the numerical approach
3.1. Finite volume method
In order to solve the Reynolds-averaged Navier–Stokes (RANS) equations and the transport of the scalar quantities as
the turbulent kinetic energy k and the dissipation rate ε defining the entire turbulent problem of the fluid (in our case, the
fluid is the air), the finite volume method (FVM) on unstructured meshes is proposed. The finite volume method (FVM) is
obtained applying the divergence theorem to the following governing partial differential equation in a domain V [2,3,15,16]:
∂w
∂t
+∇ · f = q in V (21)
wherew is the state variable (i.e. k, ε or any component of the flow velocity u), f is the flux ofw and q is the source term. In
general, the flux function has the following expression, being u the flow velocity and d the diffusivity [15,16]:
f = uw − d∇w (22)
where the first term is the convective term and the second one is the diffusive term. In steady state, the Eq. (21) becomes
Eq. (23):
∇ · (w u) = ∇ · (d∇w)+ q. (23)
Therefore, the integral conservation law is [15,16]:
∂
∂t
∫
V
wdV +
∫
S
f · ndS =
∫
V
qdV . (24)
The integral conservation law is enforced for small control volumes defined by the computational mesh:
V¯ =
N⋃
i=1
V¯i; V¯i ∩ V¯j = ∅, ∀i 6= j
It is necessary to specify: (1) the concrete choice of control volumes, (2) the type of approximation inside them and (3)
the numericalmethods for evaluation of integrals and fluxes. Themean value of the state variable or ‘‘cell average’’ is defined
as [2,3]:
w¯i = 1|Vi|
∫
Vi
wdV . (25)
In the same way, the integral equation for a single finite volume is [15,16]:
∂w¯i
∂t
+ 1|Vi|
∑
k
∫
f · nkdS = qi (26)
where the mean value of the source term is:
q¯i = 1|Vi|
∫
Vi
qdV . (27)
The integral conservation law is satisfied for each control volume and for the entire domain, obtaining a linear system, so
that the integrals must be expressed in terms of mean values. In order to carry out the numerical integration, it is necessary
use a quadrature rule [2,3]:∫
V
h (x) dV ≈
n∑
i=0
Ai h (xi) (28)
where Ai are the weights and xi are the nodes of the quadrature rule. Such formulae can be derived by exact integration of
an interpolation polynomial. Some Newton–Cotes quadrature rules for tetrahedral are (see Fig. 3):∫
V
h (x) dV ≈ |V | · h1234 exact for h ∈ P1 (V )∫
V
h (x) dV ≈ |V | · h1 + h2 + h3 + h4
4
exact for h ∈ P1 (V )∫
V
h (x) dV ≈ |V | · h1 + h2 + h3 + h4 + 16 h1234
20
exact for h ∈ P2 (V )
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Center of gravity
x1 + x1234
x2 +
 
x3 + x4
4
Fig. 3. Example of a control volume: Tetrahedron with its center of gravity.
where h1234 ≡ h (x1234) and hi ≡ h (xi) , ∀i = 1, 2, 3, 4. The solution is available only at computational nodes (CV nodes).
Interpolation is needed to obtain the function values at quadrature points [15,16]:
• Volume integrals:
w¯i = 1|Vi|
∫
Vi
wdV ≈ w (x¯i) midpoint rule. (29)
• Surface integrals:
f = uw − d∇w⇒ 1|Vi|
∑
k
∫
Sk
f · nkdS = Ic + Id (30)
Ic = 1|Vi|
∑
k
∫
Sk
(u · nk) wdS; Id = 1|Vi|
∑
k
∫
Sk
d (nk · ∇w) dS (31)
where Ic is the convective term and Id is the diffusive term.
In this work, we have used a combination of central and upwind differencing schemes [2,3]. The central differencing
scheme is employed for small Peclet numbers (Pe < 2) and the upwind scheme for large Peclet numbers (Pe ≥ 2). It
switches to the upwind scheme when the central differencing produces inaccurate results at high Pe numbers. The scheme
is fully conservative and since the coefficients are always positive it is unconditionally bounded. This hybrid scheme can
use ‘‘quadratic upwind interpolation for convective kinematics’’ (QUICK) scheme as the default upwind scheme for flow
calculations [2,3,15,16]: third-order flux approximation, second-order overall accuracy (because of the midpoint rule) and
better than the linear upwind difference scheme (LUDS). It is well known that the upwind scheme implicitly introduces too
much diffusion. In order to gain more precision when needed, the diffusion coefficient is corrected. This correction is based
upon the power law scheme introduced in [17].
3.2. Lagrangian particle tracking
Particle motion in the absence of external forces except gravity [18]:
m
dv
dt
= 3piµDp
Cc
(u− v)+mg G (32)
wherem is the particle mass, v the velocity of the center of gravity of the snow particle, u the velocity of the airstream near
the particle, and G is the unit vector of the force of gravity. Dividing by 3piµDp/Cc and rearranging terms gives [18]:
τ
dv
dt
+ v = u+ τ g G (33)
where:
τ = m3piµDp
Cc
= mCc
3piµDp
=
pi
6 D
3
p
(
ρp − ρair
)
Cc
3piµDp
= 1
18
· D
2
p
(
ρp − ρair
)
Cc
µ
(34)
τ is the relaxation time for the snow particle. Since for air ρp  ρair , is usually written as:
τ = 1
18
· D
2
pρpCc
µ
. (35)
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Fig. 4. Dimensions of the entire domain: the total length is 100 m (30 m from the inlet to the snow fence plus 70 m from the snow fence to outlet), the
total height is 20 m (4 m corresponding to the near domain plus 8 m corresponding to the far domain) and the total width is 1 m.
The terms u and τ g G represent two constant vectors which can be added together to form a single constant vector u0.
Expressing the equation of motion in terms of τ and u0 gives:
τ
dv
dt
+ v = u0. (36)
Suppose the Cartesian coordinates are aligned such that at t = 0 the particle is at the origin. In addition, the coordinates
are rotated so that the x-axis is parallel to u0. Finally, the initial velocity vector of the particle is oriented such that it lies in
the x − y plane. Then this initial velocity vector can be broken down into x and y velocity components, vxi and vyi, that is
vxi+ vyi = vi. It should be realized that this coordinate system can be rotated at will. Although the orientation chosen is for
convenience in solving the equation, it does not necessarily reflect the actual physical orientation of the problem (gravity
may not be down, for example). Hence, in using this development, it is helpful to keep actual particle orientation in mind.
Eq. (36) in its vector form represents two scalar differential equations, one representing motion in the x-direction and the
other representing motion in the y-direction [18]:
τ
dvx
dt
+ vx = u0 (37)
τ
dvy
dt
+ vy = 0. (38)
Integration of these equations with the initial conditions that x = 0 and y = 0, and vx = vxi and vy = vyi at t = 0, gives
two equations for the velocity of the snow particle at any time [18]:
vx = u0 + (vxi − u0) · e−t/τ (39)
vy = vyi · e−t/τ (40)
and two equations for the particle’s position [18]:
x = u0t + τ · (vxi − u0) ·
(
1− e−t/τ ) (41)
y = vyi ·
(
1− e−t/τ ) . (42)
These four equations completely describe the position and trajectory of the particle at any time.
4. Numerical simulations: Geometrical model and boundary conditions
4.1. Geometrical model
In order to solve this problem, firstly it is necessary to build a complete three-dimensional prismatic domain containing
the snow fencewith airfoil snowplates. Secondly, this domain is divided into two sub-domains (near domain and far domain)
in order to take into account the special characteristics of flow surrounding the snow fence. The near domain contains the
snow fence. Thirdly, both sub-domains are discretized in finite control volumes representing the entire meshing of the
domain. The mesh of the near domain is fine to capture the gradients of the flow close to the snow fence, since the specific
grid size was only 0.012 mwith three inflated layers with 1.2 expansion factor and minimum internal angle of five degrees.
Even we have done a refinement close to the airfoil snow plates in order to reproduce the log-law region of the turbulent
boundary layer. Complete prismatic domain and detail of the FVMmesh are shown in Figs. 4 and 5.
A scheme of the snow fence with airfoil snow plates (Model 1) is shown in Fig. 6. In this model it is necessary to take into
account the following parameters:
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Fig. 5. Details of the finite volume mesh: Near domain and far domain (left) and mesh refinement close to the airfoil snow plates (right).
Fig. 6. Basic three-dimensional model of the snow fence:Model 1.
• H = snow fence height. The standard value of H is 2 m.
• K = bottom gap. The standard value of K for a snow fence height of 2 m is 0.4 m.
• α, β = setup angles. α varies from 55◦ to 65◦ in 5◦ at a time. β is 10◦ in all cases.
• The upper plate has no flap.
Other previous designs have shown that these overall dimensions are appropriate to solve this problem [1–3,14,15]. β
is fixed due to structural reasons, since if the airfoil plates are flat, there are vibrations and the thickness of the plate will
have to be too much large in order to avoid them and this fact increases the cost of manufacturing. Therefore, we have three
fixed design parameters: snow fence height (2 m), bottom gap (0.4 m) and distance between plates (0.05 m). However, the
variation of α angle gives rise to a variable number of plates in the same model.
From the basic three-dimensional model (Model 1) previously shown in Fig. 6, we have built four additional models
(Model 2, Model 3, Model 4 and Model 5) with four different flaps in the upper plate of each previous models. Fig. 7 shows
the different models of the snow fence.
4.2. Implementation of boundary conditions
The adopted boundary conditions in this problem are the following ones [2–5,14,15]:
• Inlet: U =wind speed profile (component of wind speed in x-direction); V ,W = 0 (components of wind speed in y and
z-directions are zero); k = 1; ε = 1 (distributions of turbulent kinetic energy k and turbulent dissipation ε must be
given by user. In this case we have taken the values shown previously).
• Outlet: Relative pressure p = 0; ∂u/∂n|outlet = 0 (Homogeneous Neumann boundary condition for the velocity vector);
∂k/∂n|outlet = 0; ∂ε/∂n|outlet = 0 (Homogeneous Neumann boundary condition for the turbulent unknowns).• Solid walls: The non-slip condition (U, V ,W = 0) is the appropriate condition for the velocity components at solid walls
(roof and lateral walls). Close to the wall the flow is influenced by viscous effects and does not depend on free stream
parameters. The implementation of wall boundary condition in turbulent flows is considered to be in the log-law region
of a turbulent boundary layer [10,11].
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Fig. 7. Variations of the basic model: Upper plate with different types of flaps.
Table 1
Value of n for different types of grounds.
Type of ground n
Smooth (sea, sand, etc.) 0.10–0.13
Moderately rough (grass, cereal country, rural regions) 0.13–0.20
Rough (forest, neighbourhoods) 0.20–0.27
Very rough (cities, high buildings) 0.27–0.40
4.3. Hypotheses of this problem
For the fluid phase, we do the following assumptions:
• The flow is incompressible and subsonic [6–8,14]:
Ma = Uref
c
= 6m/s
340m/s
= 0.018 0.3⇒ ∇ · Ev = 0. (43)
• Standard k− ε turbulence modelling is used since the flow is highly turbulent [10–13]:
Re = Uref · Lref
νair
= 6m/s× 2m
1.34× 10−5m2/s = 8.96× 10
5. (44)
For the particle phase, we do the following assumptions [18]:
• Restitution coefficients for particles: In this study, we have taken a value of 0.5 in the plates and 1.0 in the parallel
direction and 0.75 in the perpendicular direction to the ground.
• The snow particle distribution is the log-normal type with a mean diameter of 250 µm and a standard deviation of
7× 10−5: the minimum diameter of particle was 50 µm and the maximum diameter 500 µm (=0.5 mm).
• The average snow density was 325 kg/m3.
4.4. Wind speed profile
The variation of the wind speed with respect to the height can be evaluated in a first approximation by means of the
following potential-type expression [6–8,13,18]:
uwind = uref ·
(
h
href
)n
(45)
where:
• uwind = is the wind speed to the height hwith respect to the ground.• uref = is the wind speed known to the reference height href . In our case we have taken a value of uref = 5 m/s for href =
20 m.
• h = is the height to which we wish to estimate the wind speed.
• href = is the reference height.• n = value that depends on the existing roughness in the place (location).
Next, Table 1 shows an estimation of the value of n for different grounds:
In this study, we have taken n = 0.143 corresponding to a moderately rough ground [6–8,18].
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Fig. 8. Results for the first performance criterion.
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5. Analysis of results and discussion
The performance of the snow fence can be evaluated by observing the flow pattern. In order to determine this efficiency
from a scientific point of view, two complementary criteria have been taken into account in this work.
5.1. First performance criterion: Momentum of bottom gap flow
Momentum along the road or railway surface governs the transportation of blowing snow. Therefore, the quotientM/M0
of bottom gap flow momenta, being [1,6–9,18,19]:
M =
∫ k
0
ρair · K · (|u| · cos θ)2 dy; M0 =
∫ k
0
ρair · K · U2dy (46)
against the distance along the abscissa axis x/H from the snow fence is calculated for all twenty analyzed cases, where |u|
is the absolute velocity of the air, θ the angle between the direction of the absolute velocity and the x-direction and U is
the approaching flow air velocity in the bottom gap of the snow fence. The fence’s efficiency is maximum one when the
difference between maximum and minimum values of momenta is the smallest one (see Fig. 8).
5.2. Second performance criterion: Average speed of the snow particles
Next,we study the longitudinal speed of the snowparticles in the bottomgap flow from the snow fence for the best results
in previousModels 2, 3 and 4. The fence’s efficiency [1,6–9,18,19] is improved when the average longitudinal velocity from
1 to 7 m is maximum one.
The particle trajectory is divided into thirty two sections and then, themean longitudinal velocity of all particles crossing
each section is calculated. Finally, the average longitudinal velocity for sections located from 1 to 7 m is obtained. The best
efficiency among several fences corresponds to the maximum value of the previous parameter (see Fig. 9).
From the numerical results the best snow fence is theModel 3. In Fig. 10 we show the deposition of the snow particles as
well as the wind streamlines and the trajectory of the snow particles.
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Fig. 10. Results forModel 3 of snow fence: Streamlines and trajectories of the snow particles.
6. Conclusions
• The finite volume method has been shown as a suitable tool in the modelling and analysis of singular structures, such as
the study of the performance of a snow fence.
• The vortex region formed behind the snow fence induces rolling-up of the bottom gap flow. This vortex region therefore
must be reduced as much as possible to improve the blowing-off performance of the snow fence [17].
• The vortex region formed behind the snow fencewith the airfoil snowplates is considerably reduced, such that rolling-up
of bottom gap flow is completely suppressed [17].
• The size and setup angle of the airfoil snow plate and height of the bottom gap are the parameters that govern snow
fence performance. We have determined the optimum setup angle of the snow plate and the best model of snow fence.
• In this work we have used a fine FVMmesh, with a total number of 99,100 nodes and 330,376 control volumes or cells.
• The problem was solved in a workstation computer with a CPU Intel Core2 Duo 6600 @ 2.4 GHz, 8 GB RAMmemory and
2 TB hard disk. The total CPU time employed for each simulation was 41,000 s and the total number of iterations in order
to get the convergence was about 100.
• Transportiveness: The scheme accounts for the direction of the flow so the transportiveness is built into the formulation.
• Finally, the solution of the complex nonlinear problem of the determination of the efficiency of a snow fence with airfoil
snow plates has been solved with success.
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