Introduction {#Sec1}
============

Relation extraction (RE) aims to detect the semantic relation between entities in plain text, which plays an important role in knowledge base population and natural language understanding. Most previous work focuses on sentence-level RE, i.e., extracting relational facts from a single sentence. In recent years, deep learning models have been widely applied to sentence-level RE and achieved remarkable success \[[@CR4], [@CR16]\].Fig. 1.An example from DocRED. Each document in DocRED is annotated with named entity mentions, coreference information, relations, and supporting sentences.

Despite the great success of previous work, sentence-level RE suffers from a serious restriction in practice: a large amount of relational facts are expressed in multiple sentences. Taking Fig. [1](#Fig1){ref-type="fig"} as an example, in order to identify the relational fact (*Chris Carter*, *creator*, *Fox Mulder*), one should first identify the fact "Nisei" is an episode of the American science fiction television series from sentence 1, then identify the facts that *Fox Mulder* is a character in "Nisei" and *Chris Carter* is one of the writers of "Nisei" from sentence 8 and 3 respectively. To extract these relational facts, it is necessary to infer and aggregate over multiple sentences. Obviously, most traditional sentence-level RE models often fail to generalize extraction to this situation. To move RE forward from sentence level to document level, many efforts have been made \[[@CR13], [@CR15]\], but most previous methods used only entity-level information and this is not adequate. Thus, there are still some deep-seated problems unsolved in document-level RE.

To predict the relation between two entities, we argue that the document-level RE model requires taking advantage of multi-granularity inference information: entity level, sentence level and document level. Let's go back to the former example, entity-level inference information is derived from the semantic of all mentions of *Chris Carter* and *Fox Mulder* in the document, sentence-level inference information represents the information related to relational facts in each sentence, document-level inference information aggregates all the necessary information in supporting sentences (sentence 1, 3 and 8) and discards information in noise sentences. Technically, it is clear that document-level RE faces two main challenges: (1) How to obtain the inference information with different granularity; (2) How to aggregate these different granularity inference information and make the final prediction.

In this paper, we propose a new neural architecture, Hierarchical Inference Network (HIN), to tackle above challenges. Specifically, inspired by translation constraint \[[@CR1]\], which models a relational fact $\documentclass[12pt]{minimal}
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                \begin{document}$$e_{h} + r \approx e_{t}$$\end{document}$, we apply this translation constraint to target entity pair. Besides, a bi-affine layer is also used to obtain bilinear representation for the target entity pair. To jointly attend to information from different representation subspaces, we implement the above two transformations in multiple subspaces in parallel, and acquire entity-level inference information. To obtain the sentence-level inference information, we first apply vanilla attention mechanism to calculate the vector representation for each sentence, which enables our model to pay more attention to the informative words. Then we adopt the semantic matching method \[[@CR2]\] which is widely used in natural language inference (NLI) domain to compare the entity-level inference information with each sentence vector. Furthermore, in order to calculate the document-level inference information, we apply a hierarchical BiLSTM and again use attention mechanism to distinguish crucial sentence-level inference information for overall document-level inference representation. Finally, we aggregate inference information of different granularity, the entity-level and document-level inference representations are combined into a fixed-length vector, which is further fed into a classification layer for prediction.

To summarize, we make the following contributions: We propose a Hierarchical Inference Network (HIN) for document-level RE, which is capable of aggregating inference information from entity level to sentence level and then to document level.We conduct thorough evaluation on DocRED dataset. Results show that our model achieves the state-of-the-art performance. We further demonstrate that using BERT representations further substantially boosts the performance.We analyze the effectiveness of our model on different number of supporting sentences and experimental results show that our model performs much better than previous work when the number of supporting sentences is large.

Task Description {#Sec2}
================

For document-level RE, the input is a document with annotated entities, as well as multiple occurrences of each entity, i.e., entity mentions, the goal is to identify all the related entity pairs in the document. Following \[[@CR15]\], we transform RE into a classification problem. We use upper case letters to represent entities $\documentclass[12pt]{minimal}
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                \begin{document}$$\left( E_{1}, \cdots , E_{m}\right) $$\end{document}$ and lower case letters to represent mentions $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left( e_{1}, \cdots , e_{m}\right) $$\end{document}$. The RE model is given a relation candidate $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left( E_{a} , E_{b}, D\right) $$\end{document}$ and expected to output the relations between $\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{b}$$\end{document}$, where $\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{b}$$\end{document}$ are entities in the document *D*.Fig. 2.The overall architecture of the Hierarchical Inference Network (HIN)

Proposed Approach {#Sec3}
=================

Figure [2](#Fig2){ref-type="fig"} gives an illustration of our model. We describe the details of different components in the following sections.

Input Layer {#Sec4}
-----------

**Word Embeddings.** In order to capture the meaningful semantic information of words, we map each word into a low-dimensional word embedding vector. The dimension of word embeddings is $\documentclass[12pt]{minimal}
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                \begin{document}$$ d_{w}$$\end{document}$.**Entity Type Embeddings.** We utilize the entity type information to enrich the representation of the input. The entity type embedding is obtained by mapping the entity type (e.g., PER, LOC, ORG) into a vector. The dimension of entity type embeddings is $\documentclass[12pt]{minimal}
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                \begin{document}$$ d_{t}$$\end{document}$.**Coreference Embeddings.** Usually each entity may be mentioned many times in a document. Following previous work, we assign entity mentions corresponding to the same entity with the same entity id, which is determined by the order in which entities appear in the document. Then entity ids are embedded into vectors. The dimension of coreference embeddings is $\documentclass[12pt]{minimal}
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                \begin{document}$$ d_{c}$$\end{document}$.

We concatenate all three embeddings together for each word $\documentclass[12pt]{minimal}
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                \begin{document}$$ {w}_{i}$$\end{document}$, and a document is transformed into a matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{X} =\left[ \mathbf{w} _{1}, \mathbf{w} _{2}, \ldots , \mathbf{w} _{{n}}\right] $$\end{document}$, where each word vector $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{w} _{i} \in \mathbb {R}^{d_{w}+ d_{t}+d_{c}}$$\end{document}$ and *n* is the length of the document.

Entity-Level Inference Module {#Sec5}
-----------------------------

In this section, we compute the entity-level inference information for target entity pair. To represent each word in its context, we encode the document $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{X} =\left\{ \mathbf{w} _{i}\right\} _{i=1}^{n}$$\end{document}$ into a hidden state vector sequence $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \left\{ \mathbf{h} _{i}\right\} _{i=1}^{n}$$\end{document}$ with bi-directional LSTM:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathbf{h} _{i}=\mathrm {BiLSTM}_{E}\left( \mathbf{w} _{i}\right) , i \in [1, n]. \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{h} _{i} \in \mathbb {R}^{d}$$\end{document}$ is a contextualized representation of $\documentclass[12pt]{minimal}
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                \begin{document}$$ w_{i}$$\end{document}$, summarizing the context information centered around $\documentclass[12pt]{minimal}
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                \begin{document}$$ w_{i}$$\end{document}$.

Considering that an entity may be mentioned many times in a document and a mention may also contain more than one word, we represent each entity and mention with the average of the embeddings of different elements. Correspondingly, the mention representation is formed as the average of the words that the mention contains, the entity representation is computed as the average of the mention representations associated with the entity:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathbf{e} _{l}=avg_{w_{i}\in e_{l}}(\mathbf{h} _{i}), \quad \mathbf{E} _{a}=avg_{e_{l}\in E_{a}}(\mathbf{e} _{l}) \end{aligned}$$\end{document}$$We claim that it is beneficial to allow the model to jointly attend to information from different representation subspaces, thus, we use different learnable projection matrices to project entities into *K* subspaces:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathbf {E}_{a}^{k}= \mathbf {W}_{k}^{(1)}(ReLU(\mathbf {W}_{k}^{(0)} \, \mathbf {E}_{a})) \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf {E}_{a}^{k} \in \mathbb {R}^{k}$$\end{document}$ corresponds to the representation of $\documentclass[12pt]{minimal}
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                \begin{document}$$E_{a}$$\end{document}$ in the k-th latent space, $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {W}_{k}^{(0)} \in \mathbb {R}^{d\times d}$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf {W}_{k}^{(1)} \in \mathbb {R}^{d\times k}$$\end{document}$ are the learnable projection matrices corresponding to the *k*-th subspace. For each of these projected versions, we perform the entity-level inference in parallel. These are concatenated and once again projected, resulting in the final entity-level inference information.

Inspired by TransE \[[@CR1]\] which modelled a triple $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{e} _{h} + \mathbf{r} \approx \mathbf{e} _{t}$$\end{document}$, we argue that $\documentclass[12pt]{minimal}
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                \begin{document}$$ (\mathbf {E}_{b} - \mathbf {E}_{a})$$\end{document}$ could represent the relation between $\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{b}$$\end{document}$ in the document to some extent. In addition, a bilinear representation can be obtained by a bi-affine layer to enhance the expression ability of model. We define the following formula as entity-level inference representation in the *k*-th latent space:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{R} ^{k}\in \mathbb {R}^{k \times k \times k}$$\end{document}$ is a learned bi-affine tensor, *Concat* denotes concatenation.

Moreover, we believe that the relative distances between two target entities can help us better judge the relations. Empirically, we use the relative distances between the first mentions of the two entities as the relative distances between two target entities. Finally, all entity-level inference representations in different latent space and the relative distance embeddings are fed into a feed-forward neural network (FFNN) to form the final entity-level inference information:$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ G_{e}$$\end{document}$ is a FFNN with ReLU activation function, $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{M} $$\end{document}$ is an embedding matrix, $\documentclass[12pt]{minimal}
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                \begin{document}$$ d_{b a}$$\end{document}$ are the relative distances between $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{e} \in \mathbb {R}^{d}$$\end{document}$ describes relation features between $\documentclass[12pt]{minimal}
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                \begin{document}$$ E_{b}$$\end{document}$ at entity level.

Hierarchical Document-Level Inference Module {#Sec6}
--------------------------------------------

In this section, we propose a hierarchical inference mechanism, inference information is aggregated from entity level to sentence level and then to document level. In this way, our model can aggregate all useful information of the document.

**Sentence-Level Inference.** Assume that a document contains *L* sentences, and $\documentclass[12pt]{minimal}
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                \begin{document}$$ w_{j t}$$\end{document}$ represent the *t*-th word in the *j*-th sentence. Given the *j*-th sentence $\documentclass[12pt]{minimal}
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                \begin{document}$$ S_{j}$$\end{document}$, to represent words in its context, the sentence is fed into a BiLSTM encoder:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathbf{h} _{j t}=\mathrm {BiLSTM}_{S}\left( \mathbf{w} _{j t}\right) , t \in [1, T_{j}]. \end{aligned}$$\end{document}$$Since different words in a sentence are differentially informative, inspired by \[[@CR14]\], we introduce the vanilla attention mechanism to enable our model to selectively assign higher weights for the informative words and lower weights for the other words. Then we aggregate the representations of those informative words to form a sentence vector. Specifically,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathbf{S} _{j}&=\sum _{t} a_{j t} \mathbf{h} _{j t} \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{W} _{w} \in \mathbb {R}^{d \times d}$$\end{document}$ are learnable parameters. Word hidden state $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{h} _{j t} \in \mathbb {R}^{d}$$\end{document}$ is first fed through a one-layer MLP, then we obtain weights of words by measuring "which words are more related to the target entities". Finally, we compute the sentence vector $\documentclass[12pt]{minimal}
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For obtaining the sentence-level inference information, we adopt a semantic matching method which is used in previous NLI model \[[@CR2]\]. Through comparing sentence vector $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{e}$$\end{document}$, we can derive sentence-level inference representation $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{sj}$$\end{document}$ for the *j*-th sentence:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ G_{s}$$\end{document}$ is FFNN with ReLU function, a matching trick with elementwise subtraction and multiplication is used for building better matching representations \[[@CR10]\]. $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{sj}$$\end{document}$ represents the inference information derived from the *j*-th sentence.

**Document-Level Inference.** In order to distinguish crucial sentence-level inference information for overall document-level inference representation, vanilla attention mechanism is again used. We build a BiLSTM followed by the attention network on top of the sentence-level inference vectors ($\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{d} \in \mathbb {R}^{d}$$\end{document}$ is the document-level inference representation which represents all the inference information that we can obtain from the document.

Prediction Layer {#Sec7}
----------------

To better integrate inference information of different granularity, we concatenate entity-level inference representation $\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{I} _{d}$$\end{document}$ together to form the final inference representation. Since there are often multiple relations holding between an entity pair, we use a FFNN with the *sigmoid* function to calculate the probability of each relation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf{b} _{r}$$\end{document}$ are the weight matrix and bias for the linear transformation.
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                \begin{document}$$ \mathbf{y} $$\end{document}$ is set to indicate the set of true relations holding between the entity pair, where 1 means an relation is in the set, and 0 otherwise. In our experiments, we use the binary cross entropy (BCE) as training loss:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ l$$\end{document}$ is the number of relations.

Given a document, we rank the predicted results by their confidence and traverse this list from top to bottom by F1 score on dev set, the probability value corresponding to the maximum F1 is picked as threshold $\documentclass[12pt]{minimal}
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                \begin{document}$$ \delta $$\end{document}$. This threshold is used to control the number of extracted relational facts on test set.

Experiments {#Sec8}
===========

Dataset {#Sec9}
-------

To evaluate the effectiveness of our model, we use the DocRED dataset \[[@CR15]\], which is the largest human-annotated document-level RE dataset constructed from Wikidata and Wikipedia. DocRED contains over 5,053 documents, 40,276 sentences, 132,375 entities and 96 frequent relation types. Entity types in DocRED are annotated. It is also introduced by the author of DocRED that about 40.7% of relational facts can only be extracted from multiple sentences and 61.1% relational instances require a variety of reasoning.Table 1.Performance of different models on DocRED (%).ModelDevTestIgn F1F1Ign F1F1CNN-RE \[[@CR15]\]41.5843.4540.3342.26LSTM-RE \[[@CR15]\]48.4450.6847.7150.07BiLSTM-RE \[[@CR15]\]48.8750.9448.7851.06Context-Aware \[[@CR12]\]48.9451.0948.4050.70**HIN-GloVe51.0652.9551.1553.30**BERT-RE \[[@CR13]\]-54.16-53.20BERT-Two-Step \[[@CR13]\]-54.42-53.92**HIN-BERT54.2956.3153.7055.60**

Comparison Models and Evaluation Metrics {#Sec10}
----------------------------------------

We compare our model against the following document-level RE baselines:

**CNN/LSTM/BiLSTM-RE:** They first encode a document into a hidden state vector sequence with CNN/LSTM/BiLSTM as encoder, and then predict relations for each entity pair by feeding them into a bilinear function \[[@CR15]\].

**Context-Aware:** It uses an LSTM-based encoder to jointly learn representations for all relations in the context, and then combines other context relations with target relation to make the final prediction \[[@CR12]\].

**BERT-RE:** It uses BERT to encode the document, entities are represented by their average word embedding. A BiLinear layer is applied to predict the relation between entity pairs \[[@CR13]\].

**BERT-Two-Step:** Based on BERT-RE, it models the document-level RE through a two-step process. The first step is to predict whether or not two entities have a relation, the second step is to predict the specific relation \[[@CR13]\].

**HIN:** This is the main model of this paper. Multi-granularity inference information is used to better model complex interactions between entities.

The widely used metric F1 is used in our experiments. Moreover, since some relational facts present in both training and dev/test sets, we also report the F1 excluding those relational facts and denote it as Ign F1.

Implementation Details {#Sec11}
----------------------

We try two embedding methods in our experiments: 100-dimensional GloVe \[[@CR11]\] embeddings and BERT representations \[[@CR3]\]. For the BERT representations, the base uncased English model with dimension 768 is used, we map word representations into 100 dimensional vectors by a linear projection layer. Once the word representations are initialized, they are fixed during training. The embedding dimensions of coreference, distance and entity type are all set to be 20. For LSTM encoder, the dimension of the hidden units is 128. The number of latent space is 2. Furthermore, we regularize our network using dropout and the dropout ratio is 0.2. We optimized our model using Adam \[[@CR5]\], with learning rate of $\documentclass[12pt]{minimal}
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                \begin{document}$$\beta _{2}=0.999$$\end{document}$. The batch size is set to be 12 and the value of threshold $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta $$\end{document}$ is determined by the performance on the dev set.

Experimental Results and Analyses {#Sec12}
---------------------------------

**Overall Performance.** Experimental results are shown in Table [1](#Tab1){ref-type="table"}. From the results, we can observe that: (1) Compared with BiLSTM-RE, the state-of-the-art model without BERT, our HIN-GloVe achieves significant improvements of 2.24% in F1, we claim that it is mainly due to the reasoning mechanism and hierarchical aggregation structure in HIN, which will be further discussed in ablation study. (2) Even though BERT based models provides strong prediction power, HIN-BERT consistently improves over them, which further proves the effectiveness of our hierarchical inference network. (3) Although Context-Aware model combines context relations with the target relation, it can't use the evidence information in document as effectively as HIN. Hence our model also outperforms it by 2.60% in F1. (4) BERT representations further boost the performance of our model, the HIN-BERT approach outperforms all these previous methods, which indicates the importance of prior knowledge.Table 2.Results of ablation study (%).SettingDevIgn F1F1**HIN-BERT54.2956.31**- Translation mechanism53.0955.10- Bilinear transformation52.1554.29- Multispace52.4454.59- Sentence inference52.8255.06- Hierarchical aggregation51.3653.50- Above all49.9552.10

**Ablation Study.** To study the contribution of each component in HIN-BERT, we run an ablation study on DocRED dev set (see Table [2](#Tab2){ref-type="table"}). From these ablations, we find that: (1) When we remove the translation mechanism and bilinear transformation, F1 score drops by 1.21% and 2.02% respectively, which indicates that these two transformations can enhance the expression ability of HIN at the entity level. (2) Removing the multi-space projection hurts the result by 1.72%, which proves that it is beneficial to allow the model to jointly attend to information from different representation subspaces. (3) F1 drops by 1.25% when we remove the sentence-level inference mechanism, i.e., replacing the sentence-level inference vector with sentence vector. (4) F1 drops by 2.81% when we discard the hierarchical aggregation approach. Instead, we run BiLSTM followed by mean-pooling layer over the whole document to get the document vector. (5) We also observe that F1 drops by 4.21% when we discard the above all factors together. In summary, all components play an important role in our model.

**Analysis by the Number of Supporting Sentences.** As we discussed before, it is challenging for document-level RE to reason from multiple sentences. To further prove the effectiveness of HIN, we analyze the recall on relational facts with different number of supporting sentences here.[1](#Fn1){ref-type="fn"} As shown in Fig. [3](#Fig3){ref-type="fig"}, we find that our model always performs better than other baselines, especially when the number of supporting sentences increases gradually. More specifically, HIN-GloVe even outperforms BERT-RE when the number of supporting sentences exceeds 4, which fully proves the superiority of HIN. Note that when the number of supporting sentences exceeds 7, HIN-GloVe and other baselines behave the same. We think this is because there are very few samples with more than 7 supporting sentences in dev set. We believe when the number of relational facts with more supporting sentences increase our model will achieve better results. Fig. 3.Recall of models on relational facts with different number of supporting sentences. Numbers in parentheses represent the number of relational facts with different number of supporting sentences in dev set. Table 3.The results predicted by BERT-RE and HIN-BERT. The reasoning type of each example is different and the first row for each example is the input document. The ![](492449_1_En_16_Figa_HTML.gif){#d29e1750} and ![](492449_1_En_16_Figb_HTML.gif){#d29e1753} are colored accordingly.

**Case Study.** We compare our model with BERT-RE on some cases from dev set, as shown in Table [3](#Tab3){ref-type="table"}. (1) Example 1 represents the situation that logical reasoning is required. Specifically, in order to identify the relational fact, we have to first identify the fact that *Galaxy S* series is a line of *Samsung* from sentence 0 and 2, then identify the fact *Samsung Galaxy S9* is the latest smartphones in the Galaxy S series from sentence 4. We explain that our model uses a hierarchical aggregation approach to collect inference information from multiple sentences, so that it can better deal with this complex inter-sentence relationship. (2) Example 2 represents the case of coreference reasoning. In this situation, we claim that the attention and reasoning mechanisms in sentence-level inference module can help us to identify that "He" refers to *Robert Kingsbury Huntington* in sentence 3. In the end, our model can identify the right relation while BERT-RE mistakenly assumes that *Los Angeles* is the place where *Robert Kingsbury Huntington* died. (3) Example 3 is a case that needs to combine context information with common-sense knowledge. Through some external common-sense knowledge, we might know that *South America* is a continent and *São Paulo* is a city, which is the useful information to help judge their relation. We think the problem can be solved by adding some external knowledge and we leave it as our future work.

Related Work {#Sec13}
============

In recent years, more and more neural models have been applied to RE. Zeng el al. \[[@CR17]\] employed a one-dimensional CNN with additional lexical features to encode relations. Miwa et al. \[[@CR9]\] used LSTM with tree structures for RE. Zhou el al. \[[@CR18]\] showed that combining CNN/RNN with attention mechanism can further improve performance. And the emergence of various optimization algorithms \[[@CR6]--[@CR8]\] makes these neural models more effective. Most existing RE work focuses on modeling within a single sentence. However, usually documents provide more information than sentences. Moving research from sentence level to document level is necessary. Recently, there has been increasing interest in document-level RE. Yao et al. \[[@CR15]\] proposed a large-scale human-annotated document-level RE dataset, DocRED, and first compute the representations for all entities then predict relations for each entity pair by feeding them into a bilinear function. Wang et al. \[[@CR13]\] used BERT to encode the document, it also used bilinear layer to predict the relation between entity pairs, but it modelled the document-level RE through a two-step process. Most previous methods used only entity-level information and this is not adequate. In this paper, we propose to effectively aggregate the inference information of different granularity.

Conclusion {#Sec14}
==========

In this paper, we proposed a Hierarchical Inference Network (HIN) for document-level RE. It uses a hierarchical inference method to aggregate the inference information of different granularity: entity level, sentence level and document level. We show that our method achieves state-of-the-art performance on the largest human-annotated DocRED dataset. Experimental analysis shows that both the inference mechanism and hierarchical aggregation approach in our model play an important role. In the future, we plan to incorporate external knowledge to further improve the proposed model.

Since there is no official code for BERT-Two-Step, its results are not counted.
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