Abstract We present a new approach for adaptive approximation of the value function in Stochastic Dynamic Programming. Under convexity assumptions, our method is based on a simplicial partition of the state space. Bounds on the value function provide guidance as to where refinement should be done, if at all. Thus, the method allows for a trade-off between solution time and accuracy. The proposed scheme is experimented in the particular context of hydroelectric production across multiple reservoirs.
Since its inception, however, SDP's main limitation has remained the "curse of dimensionality". Several approximations to circumvent this curse have been proposed over the years, e.g. Stochastic Dual Dynamic Programming (Philpott and Guan 2008; Tilmant et al 2008) , Gradient Dynamic Programming (FoufoulaGeorgiou and Kitanidis 1988), Parameter Iteration (Gal 1989) , Neuro-dynamic Programming (Chandramouli and Raman 2001; Castelletti et al 2007) , Approximate Dynamic Programming (Powell 2009) Our objective is to find an acceptable approximation of the value function within reasonable amount of solution time. In essence, (i) we shall use instead an irregular grid, where points' spacing depends on the function's curvature; (ii) under concavity assumptions, the concave envelope of these sample points is a lower bound on the true value function; (iii) the facets of this concave envelope graph are well-defined simplices; (iv) to locate any state vector, we look-up which of these simplices contains it instead of using regular grid coordinates, and (v) using upper bounds on the value function, the approximation error will provide guidance as to where the approximation should be refined, if at all.
Any numerical scheme for a Dynamic Programming iteration resorts to some form of discretization of the state space. For a state space S ⊂ R n , a grid G ⊂ S will be called separable if it is the Cartesian product of individual grids along space axes:
A separable grid will be called regular if grid points along each axis are equally spaced.
The paper is outlined as follows. Section 2 presents a general formulation of the mid-term reservoir problem. In section 3 we discuss an approach for the decomposition of hypercubes into simplices, while section 4 presents a method to iteratively subdivide existing simplices. A concave piecewise affine approximation of the value function, which allows using linear programming solvers, is discussed in section 5. Section 6 reports numerical experiments and their results. In section 7 the simplicial scheme is compared with separable grids. Some concluding remarks follow.
Problem definition
A rather general mid-term reservoir management problem can be formulated as:
S.t. s t = As
s t is a vector of state variables, for instance reservoirs' water level at the end of period t, u t and d t are vectors of decision variables such as water release and spillage respectively, and V T (s T ) represents the terminal value of the stored water.Q t is a vector of random variables, typically natural inflows. Function
Controlled Approximation of the Value Function 3 f t may denote revenue or energy production. C t is a convex set that typically entails bounds on variables or joint state-decision variable constraints. For more contextual formulations, see for instance Shawwash et al (2000) , Barros et al (2003) , Yurtal et al (2005) , Kim et al (2007) , Zéphyr (2015) .
In the case where the {Q t } process is serially independent, for t = T, . . . , 1, the SDP recursion corresponding to the formulation (1-3) can be stated as:
where V t (s t ) is called "value function" in period t. Since C t is a convex set, if function f t is jointly concave in s t−1 and u t , and V t is concave in s t , then function V t−1 is concave in s t−1 . We want to find the functions V 1 , . . . , V T for which the optimal policy u t can be computed as the random variablesQ t are observed. For a given period t, this optimization problem consists in (i) computing the expectation, and (ii) computing the optimal decisions. This paper is concerned with the second step alone. A particular scheme for computing the expectation is presented in Lang et al (2014) .
Except for very specific cases where an analytical solution is readily available, the value function V t−1 must be evaluated on a discrete state space. The traditional approach discretizes the state space into equally-spaced grid points in rectangular coordinates. More recently, less regular samplings of the state space have been considered, aiming at increasing details where the value function is highly variable. Moore (1992) considers several partitioning schemes with variable scaling. Munos and Moore (2002) propose local refinements of rectangular coordinates, within an embedding structure represented by a tree. Each node of this tree corresponds to a hypercube, and the leaves' final hypercubes are partitioned into simplices. Local refinements are guided by a general measure of estimation error. Krau et al (2014) use an analogous hierarchical partitioning by hypercubes.
The overall concern of this paper is with finding sparse approximations of the value functions that satisfy a prescribed error threshold. In the application contexts we are considering, one is willing to sacrifice some accuracy in order to limit the number of grid points at which a value function is evaluated, the grid's density being a major factor of computational complexity.
Our approach is based on a simplicial decomposition of the state space, which we assume to be a hyperrectangle. It is a two-step procedure. First, this hyperrectangle is decomposed into simplices. Second, existing simplices are iteratively decomposed until meeting a prescribed level of accuracy. The method is thus adaptive. Concavity properties are exploited to obtain finer measures of estimation errors.
Simplicial decomposition of hypercubes
In the sequel, the following notation is used. For any set C in Euclidian space, 4 Zéphyr et al.
-its interior is the set Int C = {x ∈ C|∃ > 0 :
A hyperrectangle in R n is a polyhedron H = {y ∈ R n |a ≤ y ≤ b}, where a < b are bounded vectors. Without loss of generality, by the change of variable
e}, where e = (1, . . . , 1) T , which will henceforth be our reference hypercube. The minimal number of simplices into which an n-dimensional hypercube can be divided is n!. One such division, hereafter named CFK, is based on independent work by Coxeter, Freudenthal and Kuhn (see Moore 1992) . This is the method used by Munos and Moore (2002) to divide terminal hypercubes into simplices. Once an initial pair of opposite vertices has been chosen, the CFK method is automatic and results in a somewhat awkward "slicing" where each simplex spans hypercube vertices (see Figure 1 ). CFK is suitable in terms of precision for dividing small local hypercubes. In our context, however, we wish to divide the initial hypercube with a view to initiating further divisions. We shall use "relative centers" as seed grid points to obtain a better coverage of the state space. The location of these centers can be arbitrary, thus providing many degrees of freedom. The counterpart of these advantages will be a significantly higher computational complexity. Definition 1 Two convex bounded sets will be called separable if their relative interiors are disjoint. A family of convex bounded sets is called separable if its members are pairwise separable.
is a convex bounded subset of X, and (ii) the collection is a separable cover for X.
A k-dimensional face of the unit hypercube P (hereafter a k-face, with 0 ≤ k ≤ n) is the hypercube that results when n − k variables x i are fixed to either bound 0 or 1. As is well known (e.g. Hiriart-Urruty and Lemaréchal 2001), any convex set in R n can be partitioned into the collection of the relative interiors of its faces. Therefore, the collection of faces of P is separable.
Let I 0 , I 1 , I ν be a tripartition of {1, . . . , n}. These sets define the |I ν |-face:
Proposition 1 P contains n k 2 n−k k-faces, and overall, 3 n faces.
Proof There are n k ways to select k variables to construct I ν , and for each remaining variable, there are two possible choices, either 0 or 1. This proves the first part of the proposition. Then, the total number of faces is
This proposition is illustrated in Table 1 . Let P (I 0 , I 1 ) be a k-face of P . A facet of P (I 0 , I 1 ) is any of its (k −1)-faces. It is obtained by fixing some free variable (indexed in I ν ) to either bound 0 or 1. Hence P (I 0 , I 1 ) has 2k facets. The collection of these facets is noted F(I 0 , I 1 ).
We now describe an iterative lifting procedure leading to a quasi-partition of P into full-dimensional simplices. At stage k, we consider all k-faces of P . For any such face P (I 0 , I 1 ), assume that each of its facets F ∈ F(I 0 , I 1 ) has already been divided into a quasi-partition Π (F ) consisting in N k−1 (k − 1)-simplices. We choose a relative center c(I 0 , I 1 ) ∈ Ri P (I 0 , I 1 ) and construct the collection :
Proof First note that each element Conv(c(I 0 , I 1 )∪E) is convex and bounded. We now show that
We now show that
. This is clear if x = c(I 0 , I 1 ). Assume now that x = c(I 0 , I 1 ). Since c(I 0 , I 1 ) ∈ P (I 0 , I 1 ), the half-line {y|y = (1 − λ)c(I 0 , I 1 ) + λy, λ ≥ 0} intersects the relative frontier of P (I 0 , I 1 ) at a single point y o . Since a hypercube's relative frontier is the union of its facets, y o belongs to at least one facet
, there exists at least one element of this quasi-partition
In summary, an iteration k of the lifting procedure starts with a quasi-
we use a relative center to lift each (k −1)-simplex located on its boundary to a k-simplex. This results in a quasi-partition of the k-face into N k = 2kN k−1 simplices. This iteration ends when all k-faces have been thus quasi-partitioned.
Finally, as initial conditions for this algorithm, note that P 's extreme points are 0-faces as well as 0-simplices. We thus start with trivial quasi-partitions of the initial faces, so that N 0 = 1. In conclusion:
Theorem 1 The lifting procedure decomposes the initial hypercube P into
Since P has 3 n faces (including its extreme points), and since for each k-face, 1 ≤ k ≤ n, we have one relative center c(I 0 , I 1 ), overall the lifting procedure involves 3 n initial grid points. Choosing individually arbitrary relative centers for each face of P is permissible, but daunting in terms of complexity. In our implementation, we choose one c ∈ Int P and define c(I 0 , I 1 ) as the projection of c onto P (I 0 , I 1 ). Figure  2 illustrates parts of the lifting procedure.
Fig. 2 Examples of lifting
Regarding relative complexity, the CFK algorithm decomposes the hypercube P into n! simplices, whereas a uniform grid that divides each edge into Controlled Approximation of the Value Function 7 M intervals would decompose the hypercube P into M n hypercubes. Table 2 provides some numerical examples that illustrate orders of magnitude. We implemented both the CFK algorithm as well as the lifting method, and measured the CPU time for up to n = 7 (Table 3) . For up to n = 4, the CPU time is nearly the same for both methods. However, as of n = 6 the CPU time of the lifting method far exceeds that of CFK; the computational burden then becomes an issue. However as aforementioned, the advantage of our method is a better sampling of the state space with at least n degrees of freedom. Tables 2 and 3 clearly show that the lifting procedure is quite more complex than CFK. There may however be contexts where the lifting procedure is justified, such as for instance when the number of states n is small, a fairly coarse final grid (after simplicial decompositions, see below) is sought, and the problem's context provides guidance for the location of grid points. Such is the case for instance in reservoir control, if it is empirically known that some state regions are visited more frequently than others. It may then be relevant to choose initial grid points accordingly.
Division of simplices
Suppose we have a quasi-partition of the state space into simplices (in the sequel, all the grid points are in natural coordinates). The simplices' vertices form an irregular grid over which the value function V t−1 has been evaluated. We may want to increase the precision of this approximate evaluation by densifying the grid. This will be done iteratively by dividing, one at a time, existing simplices into subsimplices, each such division contributing one additional grid point.
Over the past 40 years, simplicial decomposition has been particularly used in the field of global optimization (Dickinson 2013; Paulavičius and Žilinskas 2013) . To the best of our knowledge, there are limited applications of such techniques in the context of SDP (e.g. see Munos and Moore 2002). Moore (1992) discusses several perspectives to decompose a simplex into subsimplices. Our approach is concerned with the refinement of the value function and is guided by the curvature of this function.
Consider a particular simplex S with vertices
(a n × (n + 1) matrix). These vertices form an affinely independent set, so that X e T is a full-rank square matrix. Simplex S is the convex hull of its extreme points:
Over the simplex, available information about V t−1 is limited, consisting in (i) exact evaluations of V t−1 at simplex vertices:
If we were to evaluate function V t−1 at a new point in S, this would preferably be at a point y ∈ S where this imprecision is maximal. This point cannot be a vertex of S, unless V t−1 (x) = V t−1 (x) = V t−1 (x) ∀x ∈ S. It will induce a division of S into at least 2 subsimplices and y will thus be called a division point of S. The maximal imprecision ∆ = V t−1 (y) − V t−1 (y) will be referred to as the approximation gap over S. This is illustrated in Figure 3 .
We now present our bounds. Since V t−1 is concave, a lower bound V t−1 is obtained by a simple interpolation over the simplex vertices:
Again by concavity, Fig. 3 Illustration of the computation of ∆ For a given simplex S, we may assess the approximation error ∆ and find a division point y * solving the following linear program:
The constraints (7) compute the minimum invoked in the definition of V t−1 (x), and the other constraints ensure that the division point y * is a convex combination of the vertices of simplex S.
The division point y * will be located on the relative interior F o of some k-dimensional face F of S, 1 ≤ k ≤ n. Simplex S will then be divided into k+1 subsimplices, with y * a common vertex. To maintain tessellation symmetry, any other simplex S such that S ∩ S = F will similarly be divided. Indeed, if F o contained two distinct division points, it would not be possible to recover our intended simplex partition from the grid points. Figure 4 illustrates this division in two dimensions. In case a, y * is an interior point of S which is divided into 3 subsimplices. In case b, the division point is located on the boundary of the state space, then simplex S is divided into 2 subsimplices. In case c, y * is located on the common edge {x, w} to simplices S and S ; therefore both S and S are divided into 2 subsimplices with y * a common vertex. Table 4 outlines an algorithm for the division of simplices. In the algorithm, possible stopping criteria may be either a prescribed number of iterations or a threshold on the approximation gap. Each iteration ns corresponds to an additional grid point. The outputs of this algorithm are a list of simplices and 
Iteration ns:
(a) Choose a not divided simplex S with maximal approximation gap and division point y * , and compute V t−1 (y * ) and g(y * ). (b) Divide simplex S at the point y * and mark it as divided, add the resulting subsimplices E i to LS, then compute ∆ i and y * i by solving the problem (6-10), and add y * i to LV . 4. Unless a stopping criterion is met increment ns and go back to step 3.
Approximation of the value function
In real-world applications, V t−1 may be non-concave, but in practice it may be approximated by a concave function. We consider a simple reservoir problem for simplicity. Furthermore, we assume no head effect variations; nonetheless we think the approach can be extended to take into account such variations.
For t = T, . . . , 1, consider the following SDP recursion related to the problem (4-5):
where d t represents water overflows/spillage, s ands are lower and upper bounds on the reservoirs' level respectively. u andū are lower and upper bounds on turbined water; B is the reservoir connectivity matrix. Production functions are usually non-linear, therefore the problem (11-15), an exact representation of the DP optimization step aiming at computing an optimal decision (s * t , u * t , d * t ), may not be a linear program. In the following, we present a linear programming approximation based on linear interpolations on discrete grids. As additional decision variables the latter will include interpolation coefficients µ and λ.
Let σ t = s t−1 − Bu t − d t denote the stock of water before the realization of inflows. Let EQ
The quantities u t and σ t are continuous, therefore it is impossible to compute functions W t and f t for each σ t and u t respectively. In period t, suppose we have constructed the grid points {σ jt |j ∈ J t } ⊆ [s,s] using the algorithm for the division of simplices (see Table 4 above), and assume we have evaluated function W t over each point of this grid. Suppose function f t is also known over the sample of points {û kt |k ∈ K t } ⊆ [u,ū] , which for instance is chosen at an independent pre-processing step. K t and J t are sets of indices. Furthermore, consider the convex combination coefficients µ k , k ∈ K t and λ j , j ∈ J t . A concave piecewise affine approximation of function V t−1 is the optimal value of the following parametric linear program:
The constraints 18 interpolate the release decisions through the release sample of points {û kt |k ∈ K t }. Similarly, the equations 19 are interpolations of the storage vectors through the grid points {σ jt |j ∈ J t }. The constraints 21 and 22 require that µ and λ be convex combination vectors. Therefore, in the objective, the production is interpolated through the evaluations of the production functions over the grid {û kt |k ∈ K t }, and the function W t through its evaluations over the grid {σ jt |j ∈ J t }. Since the sample of points {σ jt |j ∈ J t } is chosen between the limits [s,s] and σ t is a convex combination of these points (constraints 17), constraints (13) become redundant. Similarly for constraints (14) .
The set
The objective is linear in (µ, λ) and is maximized. It follows thatV t−1 is concave in s t−1 .
Lastly, at step 2c and 3a of the algorithm for the division of simplices (see Table 4 ), for any point y * , a subgradient g(y * ) may be chosen as the Lagrange multipliers associated with the constraints (17).
Numerical experiments
We tested the performance of our method on several simulated problem instances, and under various reservoir network configurations. For each reservoir configuration, we ran the lifting algorithm for hyperrectangle decomposition and recorded the list of initial simplices.
The overall relative center c was chosen as the point where the approximation gap is maximal over the initial hypercube. To this end, we solved the problem (6-10) above using the 2 n vertices of the hyperrectangle as tangency points. For each test problem, we performed one DP recursion for the problem (16) (17) (18) (19) (20) (21) (22) . The experimental framework is presented in section 6.1, and results are reported in section 6.2.
Experimental Framework
We considered the four reservoir networks shown in Figure 5 . n = 2 n = 3 n = 4 n = 5
Fig. 5 Reservoir configurations
For each reservoir configuration, we conducted Monte Carlo simulations on the following parameters: bounds on reservoir water levels s i ands i , bounds on turbine feeds u i andū i , and natural water inflows q it , i = 1, . . . , n. The values for all parameters were randomly and independently drawn from uniform distributions with supports of the form [a, b] specific to each type of parameter but common to all reservoirs. Table 5 summarizes these bounds. For simulation purposes, we did not explicitly compute the expectation underlying function W t , however to reflect the impact of the natural inflows, we used their expectation q t = E[Q t ]. Function W t was of the form
where A is a n × n semidefinite positive matrix, and θ is a vector chosen in the neighborhood ofs. Function W t is concave in y t . The number of replications for each configuration is given in Table 6 . For each site i, the production functions considered were of the form
If β i > 0, function f it is concave and increasing. These functions (f t and W t ) were used to approximate the value function as described in section 5. Over the replications, the parameters β i , γ i , α i and m were fixed; A and θ were randomly generated.
For each reservoir configuration, Table 7 reports the characteristics of the problems solved for each DP recursion. Furthermore, at each iteration of the algorithm for division of simplices, the computation of the division point y * and the imprecision gap ∆ involves solution of a linear program with 2n + 2 variables and 3n + 3 constraints. For each run, overall, the CPU time varied approximately between 2 and 30 minutes.
Results
For each case we computed the mean approximation gap (∆) as well as a 95% confidence interval on the true mean. Figure 6 shows an example of 2-dimensional resulting grid. Note the imprecision that would result if we used a regular grid instead. For each case, Figure 7 depicts the mean of the relative error and the corresponding confidence interval over iterations. Significant contraction of the relative error can be observed at the beginning, while the imprecision slowly decreases afterwards. We then may conjecture a sublinear convergence rate of the division algorithm. 
Comparison with separable grids
How does the simplicial approach compare with more conventional discretizations of the state space? We illustrate such comparisons on four small examples with 2 and 3 reservoirs. The alternative discretizations to be considered are separable, namely of hyperrectangle is given by: 
The simplicial scheme (this time using the CFK initial division) will be compared with two types of separable grids, "regular" and "constructive". Regular grids are uninformed, i.e. they are constructed a priori without consideration of the approximation error. As in our simplicial construction scheme, constructive grids are progressively enriched on the basis of the assessed approximation error until some error threshold is met.
Comparison with regular grids
In a regular grid, interior points on each axis are equally spaced. The spacing, or coarseness, is given by an integer parameter ω. The grid on the ith axis is then
Z is the set of non-negative integers.
For each problem, Table 9 reports the maximal error and the number of grid points for ten distinct regular grids. The maximal error is also indicated for the initial hyperrectangle.
The results show that even with the finer possible regular grid (spacing of one), the approximation error is non-null. For the four problems, this approximation error respectively accounts for 0.04%, 0.05%, 0.19% and 0.32% of the larger possible gap (i.e. if the roughest grid were used (the vertices of the initial hyperrectangle). However, this would induce respectively 3111, 3111, 7098 and 7098 evaluations of the value function in each period. In real-world situations, such precisions may be hard, if not impossible to achieve.
With a spacing of ten, in each period, the value function would be evaluated 42, 42, 36 and 36 times respectively. However, the approximation errors would account for about 4%, 5%, 12% and 11% of the largest error respectively.
We observe that for problems 3 and 4 the error bound is not monotonic in grid coarseness, which underlines the pitfalls of choosing an arbitrary regular grid without consideration of error. We have also approximated the four test problems using the simplicial decomposition. Table 10 reports examples of the approximation errors and the corresponding number of grid points. In general, the same accuracy as the regular grids can be obtained with the simplicial scheme, but with fewer grid points, i.e. fewer evaluations of the value function. 
Comparison with constructive grids
Instead of arbitrarily choosing the spacing, we will now imitate the simplicial approach in the case of a separable grid based on axial grids G i , which we will progressively densify. We initially have G i = {0, b i }. At each step of the procedure, we have a list of hyperrectangles. The vertices of such hyperrectangles constitute the separable grid. As previously, we compute a subgradient and evaluate the value function at each grid point. For each active (not divided) hyperrectangle, we compute an approximation error together with a division point by solving the mixed-integer linear program (23-28).
At each iteration of this procedure we (i) choose the active hyperrectangle with the maximal approximation error; y is its division point; (ii) densify the axial grids : (iii) divide the hyperrectangle at the point y and update the list of hyperrectangles; and (iv) compute the division point of each new hyperrectangle. The grid is densified until a separable grid is constructed with a threshold on the approximation error. Figure 8 provides an illustration. The shaded point is the division point and the black ones correspond to the densification of the axial grids. Fig. 8 Illustration of the separable grid construction procedure Figure 9 depicts the natural logarithm of the size of the grid as a function of the negative value of the natural logarithm of the approximation error for both the simplicial and the constructive separable grid procedure for the four test problems. In general, with the simplicial method, for a same "precision", the value function is evaluated less often than with the constructive procedure (fewer grid points) except for "extreme cases", where a very accurate approximation of the value function would be desired. 
Conclusions
We have presented a simplicial approximation of the SDP value function for reservoir systems. Refinement of the approximation is guided by bounds on the true value function. This approach is based on an initial simplicial decomposition of the state space, assumed to be a hyperrectangle, followed by an iterative refinement of the state space grid. The procedure is to be repeated until meeting a prescribed criterion such a maximum number of iterations or a threshold on the relative imprecision, thus allowing for a trade-off between solution time and accuracy. However, the complexity of any hyperrectangle decomposition method restrains the scope of this approach. 
