Introduction
Pulsed coherent Doppler lidars (PCDLs) are applied in various fields of scientific research, in particular, to study dynamic processes in the atmosphere, aircraft wake vortices, and wind turbine wakes . PCDLs are quite promising for obtaining reliable estimates of wind turbulence parameters from lidar measurements in the entire atmospheric boundary layer (Eberhard et al., 1989; Gal-Chen and Eberhard, 1992; Frehlich et al., 1998; Frehlich and Cornman, 2002; 20 Davies et al., 2004; Smalikho et al., 2005; Banta et al., 2006; Frehlich et al., 2006; O'Connor et al., 2010; Banakh and Smalikho, 2013; Sathe and Mann, 2013; Sathe et al., 2015) . For this purpose, different measurement geometries were proposed, and methods were developed for estimation of turbulence parameters, in particular, with allowance made for averaging of the radial velocity over the sensing volume and for the instrumental measurement error. Here, the radial velocity r V is understood as a projection of the wind vector 25 { , , }     , and the angular brackets denote the ensemble averaging. However, in the results for E , the effect of averaging of the radial velocity over the sensing volume (see Eq.(6) in paper of was not taken into account. A method for reconstructing the vertical profiles of the fluxes of momentum uw  and vw  was also proposed by Eberhard et al. 10 (1989) . is the variance of the radial wind velocity, from measurements by conically scanning PCDL have been proposed (Frehlich et al., 2006; . In this case, turbulence parameters are estimated through fitting of the theoretically calculated 15 azimuth (transverse) structure function of the radial velocity measured by the lidar to the corresponding measured function on the assumption that turbulence is isotropic and its spatial structure is described by the von Karman model (Vinnichenko et al., 1973) . However, if the radius of the scanning cone base cos RR    , where R is the distance between the lidar and the center of the sensing volume, is comparable with or smaller than V L , then the method of the azimuth structure function can give a large error in estimates of wind turbulence parameters . 20 Pulsed coherent Doppler lidars capable of providing measured data with high spatial resolution (longitudinal size of the sensing volume can be around 30 m), for example, Stream Line lidars (HALO Photonics) and Windcube lidars (Leosphere) are now widely used in practice. In this paper, for lidars of this type, we propose a method for determination of wind turbulence parameters from measurements by conically scanning PCDLs, which removes the mentioned disadvantages of the earlier methods. With the use of the proposed method, we have obtained the time and height distributions of E ,  , V L , 25 uw  , and vw  in the atmospheric layer from 100 to 500 m in altitude from data of an atmospheric experiment with the Stream Line lidar. The accuracy of the obtained results is analyzed.
Basic equations
First, we describe the equations that will be used to develop the measurement strategy and the procedure of estimation of wind turbulence parameters: E ,  , and V L . Instantaneous values of components of the wind velocity vector are random 30 3 functions of coordinates and time, that is, ( , ) t  V V r . The radial velocity at a point moving in the cone base of conical scanning as the azimuth angle  changes from 0° to 360° (or in radians from 0 to 2 ) can be represented in the form ( ) ( ) ( ( ), / )
where  , R , and s  are constant parameters.
The turbulence is assumed to be stationary (for time scales no shorter than 1 hour) and horizontally homogeneous (within 5 the scanning cone base). Because of anisotropy of wind turbulence, the variance of the radial velocity 22 [ ( 
from Eqs. (1) and (2) after the corresponding ensemble averaging and integration over the angle  , we obtain the equation 
where K 2 C  is the Kolmogorov constant. 
where
is the transverse spectrum of wind velocity fluctuations (Lumley and Panofsky, 15 1964; Monin and Yaglom, 1971) .
For the spectrum () S  , we use the von Karman model (Vinnichenko et al., 1973; ): In Eq. (10) at K C = 2, the coefficient 2 C = 1.2717 . Figure 1 We introduce the parameter  characterizing the degree of deviation of () 
Measurement strategy and estimation of turbulence parameters
To obtain the information about the kinetic energy, its dissipation rate, and the integral scale of turbulence from the same raw lidar data, it is proposed, according to the previous section, to use the conical scanning by the probing beam at the elevation angle after the corresponding pre-processing (Banakh et al., 2016 full conical scans. Uncertainty in the radial velocity measurement depends on the signal-to-noise ratio (SNR). At low SNR the probability of -bad‖ estimate of the radial velocity randomly taking any values in the chosen receiver band (for example, 6 19, 4  m/s for the Stream Line lidar), regardless of the true value of the velocity, can significantly differ from zero. To avoid the application of the data filtering procedure, the measured array L ( , , ) mk V R n  must not contain -bad‖ estimates. Then, the lidar estimate of the radial velocity can be represented as (Frehlich and Cornman, 2002; Banakh and Smalikho, 2013) L ( , , ) the high signal-to-noise ratio and the large number of probing pulses used for accumulation of lidar data, when the variance 2 e  is extremely small, it is necessary to take into account the instrumental error of estimation of the radial velocity, if turbulence is very weak (Frehlich et al., 2006) . 
where 
where the number 1 l  should be so that, on the one hand, the consideration is within the inertial subrange and, on the other
is fulfilled. This condition provides for the high accuracy of estimation of the dissipation rate at the large numbers M and N . In parallel, we can calculate the instrumental error of estimation of the radial velocity
Using the lidar estimates of the kinetic energy E (by Eq. (16)) and the dissipation rate  from experimental data, we can determine the integral scale V L by Eqs. (4) and (10) as Taking into account that the elevation angle
, we use the following equation (Eberhard et al., 1989) 15 for determination of the momentum fluxes uw  and vw  : averaging of the radial velocity over the sensing volume. Indeed, as shown by Eberhard et al. (1989) , in the case of a horizontally homogeneous turbulence statistics and very large M , equation (25) 
On the other hand, 
shows the degree of difference in the dissipation rate estimates with and without taking into account the averaging of the radial velocity over the sensing volume. Figure 2 shows vertical profiles of 
erf( ) x is the error function . It is seen that with increasing height 
the nonideal horizontal homogeneity of the average wind). Here and in Eqs. (13)- (14), (16), (21)- (23), and (25) To test the described method for measurement of the wind turbulence parameters, we have conducted experiments with the conically scanning Stream Line lidar (the main parameters of the lidar can be found in Table 1 of paper of Banakh and Smalikho (2016) ) and the sonic anemometer at a height of 43 m in 2014 and 2016. 10
Experiment of 2014
To study the feasibility of estimating the turbulence energy dissipation rate from PCDL data by the method described in According to the experimental data given in (Byzova et al., 1989) of the weather conditions (low SNR ) and some technical troubles, a part (around 15%) of lidar data appeared to be unusable for the processing. Nevertheless, we succeeded in obtaining results under different atmospheric conditions for five days.
All the results of estimation of the turbulent energy dissipation rate from the data measured by the sonic anemometer and the Stream Line lidar are shown in Fig. 4 . One can see, in general, a rather good agreement between the results obtained from measurements by these devices. For calculation of the relative errors of estimation of the dissipation rate 20 Calculations of parameters characterizing discrepancies in the estimates of the dissipation rate
with the use of all points in estimate of the dissipation rate from the data of sonic anemometer. If we assume that random errors of estimates from data of these devices are statistically independent and the variances of random errors are identical, the root-mean-square error of estimate of the dissipation rate is about 30%, which is 1.5 times higher than the value of L E given above.
It can be easily seen from Fig 
Experiment of 2016
To test of method for determining the kinetic energy, its dissipation rate, the integral scale of turbulence, and momentum fluxes as described in Section 3, we have carried out the five-day experiment from 19:00 (from here on, the local time is In the processing of data of these measurements, we set the minimum useful range 0 R = 171 m, which corresponded to a minimum height of approximately 100 m. Except for the period from 5:00 to 9:00 LT of 7/21/2016, the probability of "bad" To obtain estimates of the wind turbulence parameters, raw data measured by some or other device for the time of 10 and 60 minutes are usually used. In our case, scan T = 1 min. This corresponds to the use of lidar data obtained for the number of full conical scans N from 10 to 60. To determine the optimal number N , we selected the lidar data measured at night and day on July 22 of 2016 at a height of 200 m (1) from 01:00 to 07:00 and (2) from 12:00 to 18:00 LT. In these six -hour 10 intervals, the horizontal wind speed averaged for 30 min varied from 11.5 to 13 m/s (night) and from 8 to 9.5 m/s (day). processing is inapplicable to nighttime measurements above the atmospheric surface layer at stable temperature stratification. A possible reason is ignorance of nonstationarity of the average wind, including mesoscale processes (for example, internal gravity waves), at the very weak turbulence. Therefore, we restricted our consideration to the results of lidar measurements of turbulence only in the zone of intense mixing, which occurred in daytime. During the experiment, the 25 intense mixing in the entire layer up to 500 m was observed approximately from 10:30 to 19:00 (7/21/2016), from 11:00 to 20:00 (7/22/2016), and from 11:30 to 18:00 (7/23/2016) LT (Smalikho and Banakh, 2017) .  mostly exceed the corresponding variances at the positive values of the average radial velocity. As a result, the estimates of the along-wind momentum flux uw  determined by Eq. (25) (real part) are negative, as expected (Lumley and Panofsky, 1964; Monin and Yaglom, 1971; Byzova et al., 1989; Eberhard et al., 1989; Sathe et al., 2015) .
All our results of spatiotemporal visualization of the average wind, turbulence parameters, and instrumental error in estimation of the radial velocity from lidar measurements on July 22 of 2016 in the period under consideration are shown in 5 Fig. 7 . Analogous results of estimation of the turbulence parameters were also obtained from lidar measurements on July 21 and 23 of 2016 in the above periods, but on July 23 the wind velocity U was, on average, 1.8 times smaller than that on July 22, while the kinetic energy E was 2 to 2.5 times smaller, and the dissipation rate  was 2.5 to 4 times smaller (Smalikho and Banakh, 2017) . At the same time, the estimates of the integral scale effect of allowance of the spatial averaging of the radial velocity over the sensing volume on estimate of the turbulence kinetic energy. It follows from the data in Fig. 10 
(27) 10 Equation (27) was derived in To calculate the error of lidar estimates of the dissipation rate, kinetic energy, and the integral scale of turbulence, we used 25 the algorithm of numerical simulation, whose description can be found in papers of and . In the numerical simulation, we set the input parameters U , e  ,  , E , and V L obtained from the lidar experiment. In addition, we assumed the stationarity and statistical homogeneity of the wind field and isotropy of 16 turbulence. Figure 11(b) shows the spatiotemporal distribution of the relative error of lidar estimate of the turbulence energy dissipation rate. The error varies from 6.5% to 15%. Figure 13 shows the time series and height profiles of the relative error of estimation of the dissipation rate. It can be seen that for the conditions of this experiment we have the rather high accuracy of determination of the dissipation rate from data of the conically scanning Stream Line lidar. Thus, in the layer of 100 -350 m, the relative error does not exceed 7.5%. Worsening of the accuracy of estimation of the dissipation rate with height 5 is caused by an increase of the instrumental error e  and a decrease of the dissipation rate  . It is shown in Section 4 that from lidar data measured for four scans it is possible to obtain the estimate of the dissipation rate with a relative error of 20%. The results presented in this section were obtained from the data of 30 scans. In the case of stationary conditions, an increase in the scan number from 4 to 30 should lead to a decrease of the error from 20% to approximately 7% ( 30 / 4 times), which corresponds to the data of Figs. 11(b) and (13) 
Conclusions
Thus, in this paper we have proposed a relatively simple method for determination of the turbulence energy dissipation rate, kinetic energy, and integral scale of turbulence from measurements by conically scanning PCDL. The method is applicable in the case that the longitudinal and transverse dimensions of the sensing volume do not exceed the integral scale of turbulence. Since the dissipation rate is estimated from the azimuth structure function within the inertial subrange of 5 turbulence, it is sufficient to calculate the function () (24) . In contrast to the approach described by Frehlich et al. (2006) and , in this method it is not needed to calculate 10 the azimuth structure function of the radial velocity averaged over the sensing volume with the use of the spectrum model in form (27) and to apply the procedure of least-square fitting of the calculated function to the measured one. As was shown in Section 2, this fitting in some cases can lead to the overestimation of the integral scale of turbulence. We have seen this, when applied this fitting to the lidar data of the experiment (measurements in the daytime) described in Section 5. been shown that the use of conical scanning during measurements by PCDL and the method for processing of lidar data proposed in this paper allows obtaining the information about wind turbulence in the atmospheric mixing layer with a rather high accuracy. However, as shown by the lidar experiment conducted under stable temperature stratification outside the layer of intensive turbulent mixing (Smalikho and Banakh, 2017) , this method is not applicable and, consequently, further investigations and development of new approaches are needed. This study was supported by the Russian Science Foundation, Project No. 14-17-00386-П. 
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Referee #1
In this manuscript, the authors describe how various turbulent parameters can be measured with a continuously conically scanning Doppler lidar. The techniques for measurement of the parameters are described in detail, and sample results of the measurements are shown. Doppler lidar measurements of the dissipation rate are compared with a sonic anemometer at 43 10 m, and are shown to generally agree well, except with some low biases under stable conditions when the lidar is unable to resolve the any portion of the inertial subrange. The turbulence kinetic energy from the Doppler lidar is shown to generally agree with measurements from a sonic anemometer at a lower height. In all, the scientific quality of the manuscript appears to be solidly based in theory and good. The work builds on previous work, with new refinements made to the strategy. However, there are a few areas of the manuscript that could be clarified, as sections of the text are difficult to follow. As 15 such, I recommend this manuscript be suitable for publication in AMT after minor revisions, in which the following comments, which are mostly of clarification, are addressed. Specific Comments: a) P. 1, line 19; p. 2, line 5 (and elsewhere): Change ‗raw lidar data' to ‗radial velocities'. By ‗raw data', I interpret that to be the measured Doppler spectrum, which are not used directly in the referenced techniques to measure turbulence. 20
The phrase -raw data measured‖ has been replaced by -measurements‖. b) p. 2, line 9: By ‗averaging over the sensing volume', clarify that you mean the spatial-temporal averaging of the pulse length over one beam accumulation and not the averaging over the entire conical area. We do not know publications in which authors would take into account the effect of averaging of the radial velocity over the 40 sensing volume when estimating the kinetic energy of turbulence. f) p. 2 line 24: Change ‗spatiotemporal' to ‗time and height'. The term ‗spatiotemporal' is too general, and generally means that information on the horizontal variability is measured/known. 45 Fixed.
g) p. 6 lines 22-24: This section is difficult to follow. Providing more text to describe the different terms and how they are related would be helpful.
Text on page 6 (lines 18-24) of initial version of the manuscript has been replaced by the text on page 6 (lines 19-26) and page 7 (lines 1-3) of the revised manuscript. it seems that 4 PPIs were used (over 5 minutes) while the sonic anemometer used 20 min of data. How were these differences in averaging times rectified?
If the same measurement time is used for the lidar and the sonic anemometer, the distance traveled by the sensing volume and the distance to which the air masses are carried by the mean wind during this time will vary greatly, since the velocity of 30 the mean wind is substantially less than the linear velocity of movement of the sensing volume at the base of the scanning cone. We believe that in order to compare the results of estimating the dissipation rate, it is more appropriate to use the lidar data and the acoustic anemometer data, which correspond to the same distances. k) p. 12 line 5: Is it possible to discern that the increase in kinetic energy computed over more scans (over longer time 35 periods) is truly a better measure, and not simply due to non-stationarity of the mean wind (as discussed for the stable case at line 15) increasing the variances across the entire conical scan? Based on Fig. 6 , the mean wind changes (wind speed slowly decreases, direction shifts) over the 6 hour time window mentioned, thus this may be causing the increase in measured TKE.
The variance of the average (30-minute averaging) of the wind velocity, calculated from the data in Figure 6 (a) for a height 40 of 200 m and a time interval from 12:00 to 18:00, is approximately 10 times less than the TKE given in Table 1 (for 30  scans) . Therefore, we can assume that the contribution of the nonstationarity of the mean wind to the kinetic energy estimate is negligible, in comparison with the turbulent fluctuations of the wind field. However, for another case considered in the manuscript (measurement at an altitude of 200 m from 01:00 to 07:00), the variance of the average (30-minute averaging) of the wind velocity is approximately twice the estimate of the kinetic energy obtained by using lidar data for 30 scans. This is 45 the reason that, with an increase in the averaging interval from 10 min to 60 min, the magnitude of the kinetic energy estimate is monotonically increasing (it has no saturation, as in the first case under consideration). Apparently, for conditions of very weak turbulence on the background of nonstationarity of the mean wind, a special procedure for data filtering is required, which is not the subject of this paper. 50 l) p. 12 line 15: Other possible reasons include the inability of the lidar to resolve any portion of the inertial subrange (thus all derived parameters are not valid) and the low bias of dissipation (denominator for calculation of integral scale) when it is small. We agree with this comment. Under conditions of stable thermal stratification of the atmosphere, the inertial subrange of 5 turbulence can be much smaller than the size of the sensing volume, or even the inertial interval may be absent. It is obvious that the method of estimating the dissipation rate and the integral scale described in the manuscript is not applicable for this case. Therefore, in this manuscript there are no results of data processing, measured by the lidar in 2016 at night. m) p. 12 line 20-22: The meaning and significance of ‗The value of . . . over azimuth angles' is unclear; it should be 10 rewritten. Fixed.
This manuscript presents a methodology for deriving turbulent parameters from scanning Doppler lidar observations in the lower atmosphere. The methodology is sound and the results show that the parameters derived from Doppler lidar measurements usually agree well with reference parameters obtained from a sonic anemometer. The methodology uses a particular turbulence model which dictates how certain properties of the observed turbulence are expected to behave and so enable them to be derived. To answer these questions, more research is needed. In this manuscript, we propose a method that is applicable for determining the parameters of wind turbulence from lidar measurements in the atmospheric layer of intensive mixing. The turbulence model, on the basis of which this method was developed, is quite applicable for such a layer. To obtain 15 information about wind turbulence from measurements by a lidar in a stably stratified boundary layer (especially inside a low-level jet stream), it is necessary to apply another data processing procedure that is not known to us. Also it is necessary to take into account that at very strong stable temperature stratification the turbulence becomes intermittent and the inertial subrange can disappear. Page 17, lines 23-25: The sentence -However, as shown by the lidar experiment conducted under stable temperature 20 stratification outside the layer of intensive turbulent mixing (Smalikho and Bankh, 2017) , this method is not applicable and, consequently, further investigations and development of new approaches are needed.‖ has been added.
The manuscript contains all of the information necessary for publication, but in its current state is difficult to read. There are a huge number of variables and subscripts introduced, which although necessary for completeness, make it difficult to 25 follow. It would be easier to comprehend if large parts of the derivation were placed in an appendix, with terms directly related to the parameters that will be derived from observations included in the text. In addition, the instrument should be introduced first in Section 3, so that it is easy to refer to the instrument specifications when introducing the measurement strategy. Add a table presenting the relevant instrument specifications, e.g. pulse-repetition-frequency, receiver bandwidth/Nyquist velocity, range gate length, azimuthal scanning speed, lidar wavelength, telescope type, rather than 30 referring the reader to another paper. As an aid to the reader, this table could also include the associated variable in the equations. After some minor modifications, I feel this manuscript will be suitable for publication.
Pages 18-20: Appendix with a list of symbols has been added. Main parameters of the Stream Line lidar are given in Table 1 of our paper published last year in AMT (see page 10, lines 9-35 10). In our opinion, the inclusion of this table in the manuscript submitted to the same journal would be superfluous. The parameters of the lidar experiments conducted in 2014 and 2016 differ and are given in Sections 4 and 5, respectively.
Specific comments: Page 1, line 19: The data provided by these instruments is not really 'raw' data, but radial velocities. 40
The phrase -raw data measured‖ has been replaced by -measurements‖.
Page 2, line 13: Suggest replacing 'were proposed' by 'have been proposed'. 45 Fixed.
Page 2, line 24: Need to state that this is '100 to 500 m in altitude', as it could be assumed that the distances refer to range.
Fixed. 50
Fixed.
Page 11, line 9: Suggest 'To test the method for determining the kinetic energy,..' Fixed. 50
