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We derive, for the first time, the next-to-next-to-leading order (NNLO) corrections to the quark
quasi parton distribution functions in the large momentum effective theory. The nontrivial factor-
ization at this order is demonstrated explicitly in the modified minimal subtraction scheme. We
further derive the analytic results for the matching coefficients between the quark quasi distribution
and the lightcone distribution in the RI/MOM subtraction scheme. This study provides a crucial
step toward a complete extraction of the valence quark distributions from lattice QCD at the NNLO
order.
1. Introduction. The Feynman parton distribution
functions (PDFs) describe the momentum distributions
of quarks and gluons inside the hadrons. The PDFs are
the corner stones of applying Quantum Chromodynamics
(QCD) strong interaction theory to high energy particle
and nuclear physics. They provide not only an important
method to unveil the fundamental structure of the nucle-
ons, but also a crucial ingredient to explore new physics
beyond the standard model at the large hadron collider
(LHC). Decades of extensive studies have made tremen-
dous progress to constrain the PDFs from various hard
QCD processes [1–4]. It is anticipated that future exper-
iment facilities including the high luminosity LHC and
the electron-ion collider (EIC) will continuously reveal
different aspects of PDFs.
While the perturbative nature of PDFs, namely the
renormalization scale dependence, has been theoretically
understood up to next-to-next-to-next-to-leading order
(NNNLO) [5–8], calculating PDFs directly from the first
principle of QCD, i.e., Lattice QCD, has been an ex-
tremely difficult task. The PDF moments calculated
from lattice QCD have provided useful constraints [9–
12], which, however, suffers from unsolvable technical is-
sues and can not be generalized to higher moments. This
makes it impossible to derive the distributions from the
moment method.
Recently, a breakthrough to circumvent the above diffi-
culty has been achieved and an effective theory called the
large momentum effective theory (LaMET) was estab-
lished [13, 14]. In LaMET, an appropriate static-operator
matrix element (quasi-observable) is constructed which
can approach to the parton observable in the infinite mo-
mentum limit of the external hadron. Since the quasi-
observable is hadron-momentum-dependent but time-
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independent, it can be readily accessed on the lattice.
In the last few years, rapid progresses have been made in
both theoretical understanding of the formalism and the
numeric simulations from the lattice, see Refs. [15, 16]
for recent reviews. Among them, new methods to ex-
tract PDFs are also introduced, including the pseudo-
PDFs [17] and the so-called good cross sections [18, 19].
Accordingly, sound results have been obtained for various
parton observables, including nucleon’s collinear PDFs,
light meson distribution amplitudes, generalized PDFs
and transverse momentum dependent PDFs [15, 16].
This implies a promising prospect for the future and pro-
motes a more precise determination of the PDFs [20].
To achieve this goal, lattice simulations with finer lat-
tice spacing and larger volumes in the continuum and
physical pion limit are compulsory, and meanwhile it is
inevitable that the short-distance coefficient that con-
nects quasi- and lightcone-PDFs should be improved as
well. While most results are obtained at one-loop order,
the goal of this paper is to provide a first next-to-next-to-
leading order (NNLO) analysis of quasi-PDF, focusing on
the flavor-non-singlet quasi parton distribution functions.
We will demonstrate the factorization explicitly at this
order in the modified minimal subtraction scheme (MS)
and derive the matching coefficient analytically. The re-
sults in this paper will provide a solid foundation to ex-
tract the light-cone PDFs in a systematically controlled
way.
We emphasize the nontrivial feature of the QCD fac-
torization at the NNLO. In the MS scheme, soft diver-
gences will be cancelled out between various diagrams.
Second, the collinear divergences between the quasi- and
lightcone-PDFs cancel out each other. This cancellation
requires the fine details of the theory, including -term
and the exact scale dependence in the one-loop matching.
Our explicit demonstration in the following calculations
provide an important confirmation of the factorization
argument in LaMET [21–23].
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2The rest of this paper is organized as follows.
In Sec. 2, we will compute the flavor-non-singlet
quark quasi-distribution in LaMET. The associated
collinear divergences are factorized into the lightcone
quark distributions explicitly. After subtracting the
divergences, we derive the matching coefficient in
the regularization-independent momentum subtraction
(RI/MOM) scheme [24] in Sec. 3. The NNLO matching
coefficient will improve the precision of PDF calculations
from lattice QCD. Finally, we summarize our paper in
Sec. 4.
2. LaMET factorization at two-loop order. In the fac-
torization formalism of LaMET, the quasi-PDF can be
expressed in terms of lightcone-PDF [21–23],
f˜i/H(x, p
z) =
∫ 1
−1
dy
|y|
[
Cij
(x
y
,
|y|pz
µ
)
fj/H(y, µ)
]
+O
(
m2H
pz2
,
Λ2QCD
pz2
)
, (1)
up to power corrections suppressed by the large pz, where
i, j represent the quarks and gluons in the hadron H. In
our paper, we focus on the quark sector and its light-cone
distribution follows the usual definition in the literature,
fq/H(x, µ) =
∫
dξ−
4pi
e−ixp
+ξ−〈p∣∣q¯(ξ−)γ+W (ξ−, 0)q(0)∣∣p〉,
(2)
where W (ξ−, 0) denote the lightcone gauge link. The
quark quasi-distribution is defined as
f˜q/H(x, p
z) =
pz
p0
∫
dz
4pi
eizxp
z 〈p|q(z)γ0W (z, 0)q(0)|p〉,
(3)
where x is the quark longitudinal momentum fraction
and pµ = (p0, 0, 0, pz) is the hadron momentum. Here,
the Wilson link is along the zˆ direction: W (z, 0) =
P exp (−ig ∫ z
0
dz′Az(z′)
)
.
As pointed out in Ref. [25], it is of great value to ver-
ify the factorization formalism at two-loop order. In the
factorization formula of Eq. (1), both fq and f˜q contain
collinear divergences. These divergences have to be can-
celled out completely and the matching coefficient Cij
can be calculated order by order using perturbation the-
ory. Explicitly at this order, the matching procedure in
the MS scheme with D = 4− 2 can be written as
f˜
(2)
i/k(x,
pz
µ
, IR) =C
(2)
ij
(x
y
,
|y|pz
µ
)
⊗ f (0)j/k(y, IR)
+ C
(1)
ij
(x
y
,
|y|pz
µ
)
⊗ f (1)j/k(y, IR)
+ C
(0)
ij
(x
y
,
|y|pz
µ
)
⊗ f (2)j/k(y, IR), (4)
where the convolution ⊗ integral is defined as in Eq. (1).
The perturbative expansion series are collected as Ti =
∑∞
n=0
(
αs
2pi
)n
T
(n)
i with Ti being each of f˜i/k, Cij , fi/k. For
the flavor non-singlet quark distribution, the collinear di-
vergences in the lightcone PDFs f
(i)
j/k in the right hand
side of Eq. (4) are known in the literature [5–8]. For
the matching coefficients, the leading order is trivial:
C
(0)
ij (x) = δijδ(1 − x), and the NLO C(1)ij (x) in MS and
RI/MOM schemes can also be found in Refs. [26, 27].
p p p p
p+ k2
p− k1 − k2
k2 k1
p− k2
k2 + p
k2 p− k1
k2 − k1 + p k1
FIG. 1: Feynman diagrams for the two-loop master integrals,
where the double-lines correspond to Wilson line. A dot on a
propagator indicates that the power of the propagator is not
always be 1 and may be any integer ni.
Therefore, in order to demonstrate the factorization
at this order, we need to carry out the perturbative cal-
culation of f˜q at two-loop order. In total, we have 62
Feynman diagrams. Representative diagrams are shown
in Fig. 1. The virtual or real sub-diagrams can be ob-
tained by different cuts on the Wilson line and they sat-
isfy local vector quark current conservation. We use the
integration-by-parts (IBP) techniques to reduce the in-
volved tensor integrals and find that all the Feynman
integrals can be classified into three families of master
integrals (MIs):
I1ni =
∫ ∫
dDk1 d
Dk2
(k21)
n1(k22)
n2((k2 − p)2)n3((k1 + k2)2)n4
× 1
((k1 + k2 − p)2)n5 (
1
(P1 + i0)n6
− 1
(P1 − i0)n6 )
× 1
4pii
(
1
(Q1 + i0)n7
+
1
(Q1 − i0)n7 ), (5)
with P = n · k1 + xpz, Q1 = n · k2 and nµ = (0, 0, 0, 1);
I2ni =
∫ ∫
dDk1 d
Dk2
(k21)
n1(k22)
n2((k2 − p)2)n3((k1 + k2)2)n4
× 1
((k1 + k2 − p)2)n5 (
1
(P2 + i0)n6
− 1
(P2 − i0)n6 )
× 1
4pii
(
1
(Q2 + i0)n7
+
1
(Q2 − i0)n7 ), (6)
with P2 = n · k1 + n · k2 + xpz and Q2 = n · k2;
I3ni =
∫ ∫
dDk1 d
Dk2
(k21)
n1(k22)
n2((k1 − p)2)n3((k2 + p)2)n4
× 1
((k2 − k1 + p)2)n7 (
1
(P3 + i0)n6
− 1
(P3 − i0)n6 )
× 1
4pii
(
1
(Q3 + i0)n5
+
1
(Q3 − i0)n5 ), (7)
3with P3 = n · k1 + xpz and Q3 = n · (k2 − k1 + p). For
these three families of MIs, we show illustrative Feynman
diagrams in Fig. 1. The first two families of MIs I1ni and
I2ni can be obtained by the two kinds of cut in the left
diagram in Fig. 1. The third family of MIs I3ni can be
obtained by the right diagram in Fig. 1. We calculate all
the MIs for both p2 = 0 and p2 6= 0 cases with the method
of differential equations [28]. Vast simplification can be
made by choosing the canonical basis [29]. The detail
analytic calculation of MIs and applications to flavor-
non-diagonal contributions are given in Ref. [30, 31].
There are both UV and IR divergences. For the UV
divergences, we apply the renormalizaiton of the quasi-
operator and it reads as
f˜(x,
pz
µ
, IR) =
∫
dy
|y|
[
Z˜
(
x
y
)][
Z−1f˜
(
y,
pz
µ
, 
)]
,
(8)
where Z is the quark field wave function renormalization
constant and Z˜ is the quasi distribution renormalization
constant which can be found in Ref. [32, 33]. After sub-
tracting the UV divergences, we are left with IR diver-
gences. It contains 1/IR and 1/
2
IR collinear divergences.
The explicit expressions are listed in the Appendix. The
1/2IR divergence is cancelled by the last term of Eq. (4),
whereas that of 1/IR by the last two terms. At this or-
der, these divergences depend on three color structures:
C2F , CFCA and CFTF . The cancellations of divergences
are shown for all these color structures. We emphasize
that the explicit scale dependence in the one-loop match-
ing plays an important role to demonstrate the complete
cancellation of the collinear divergence.
3. Matching at NNLO in the RI/MOM scheme.
With the collinear divergence cancelled out completely in
Eq. (4), we will be able to derive the matching coefficient
at NNLO. Since the RI/MOM subtraction scheme has
been widely applied to extract the lightcone PDFs from
lattice, we will present the matching coefficient under
this scheme in the Landau gauge. It is straightforward
to translate the result into any other schemes.
The subtraction in RI/MOM scheme can be summa-
rized as
Z˜−1OM 〈p |q¯(z)γzW (z, 0)q(0)| p〉
∣∣∣
p2=−µ2R,pz=pzR
= 〈p |q¯(z)γzW (z, 0)q(0)| p〉|LO , (9)
where µR and p
z
R are the two renormalization scales in
RI/MOM scheme.
The corresponding matching coefficient can be written
as
C(n),OMqq =
[
C(n),MSqq
(
x,
pz
µ
)
− (f˜ (n)q/q)C.T.
]
+
, (10)
where
[
C
(n),MS
qq
(
x, p
z
µ
)]
+
is the n-th order matching
coefficients in MS scheme. The counter-term in the
RI/MOM scheme is given by
(f˜
(n)
q/q)C.T. =
∣∣∣∣ pzpzR
∣∣∣∣ f˜ (n),Rq/q ( pzpzR (x− 1) + 1, µ
2
R
pzR
2
)
. (11)
The explicit expressions for these counter-terms are avail-
able to download from the supplementary files in the
arXiv version.
If we take the factorization scale µ = pz, the matching
coefficients in MS scheme can be decomposed into three
different color structures,
C(2),MSqq (x, 1)[i] =
(
CF c
CF
i + CAc
CA
i + 2TFnfc
TF
i
)
CF ,
(12)
where [i] represents four different kinematic regions for
x: x > 1, 0 < x < 1, −1 < x < 0 and x < −1. One inter-
esting point is that the scale dependent single logarithm
log(µ2/pz2) appears in the NNLO matching coefficients
at all nonphysical regions. The complete expressions for
C
(2),MS
qq for all these regions are given in the Appendix.
Combining the above results and using the formula in
Eq. (10), one can obtain the matching coefficients in the
RI/MOM scheme. To include these corrections in the
realistic extraction of PDFs takes more detailed numeric
simulations. We plan to carry out this in a separate pub-
lication.
4. Conclusion. We have, for the first time, explored
the flavor-non-singlet quark quasi-PDFs in the large mo-
mentum effective theory at two-loop order. With the ex-
plicit results, we found that all the collinear divergences
factorized into the relevant lightcone PDFs. This pro-
vided a concrete proof of the LaMET factorization at
the nontrivial two-loop order. The matching coefficient
between the quark quasi-PDF and lightcone-PDF was
derived in the RI/MOM subtraction scheme. This will
improve the precision of the PDF extractions from the
lattice QCD in LaMET.
We expect that more theoretical developments will
follow along the direction of this paper. In particu-
lar, the procedure and computation techniques should
be extended to all other channels, including flavor sin-
glet quark distribution and gluon distribution functions.
This will complete all necessary ingredients for extracting
PDFs from lattice QCD at two-loop order. Our method
can also apply to other parton observables, such as the
generalized parton distributions and transverse momen-
tum dependent distributions. This will provide a solid
ground for applying lattice QCD to nucleon tomography
and compare to the experiment exploration from the fu-
ture EIC.
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APPENDIX
In this appendix, we give the explicit analytic expressions of MS part of NNLO matching coefficients in RI/MOM
scheme. Because the matching coefficients do not vanish outside [0,1], we have four different kinematic regions for x:
x > 1, 0 < x < 1, −1 < x < 0 and x < −1. we have
5C(2),MSqq (x,
pz
µ
)|x>1 =
(
CF c
CF
1 + CAc
CA
1 + 2TFnfc
TF
1
)
CF +
((
3
2
CF + β0
)
(C(1),MSqq |x>1) + (Γ1(x)|x>1)
)
log(
µ2
p2z
),
(13)
C(2),MSqq (x,
pz
µ
)|0<x<1 =CF
(
CF c
CF
2 + CAc
CA
2 + 2TFnfc
TF
2
)
+
(
Γ2(x)− β0
2
CF
)
log2(
µ2
p2z
)
+
(
(Γ1(x)|0<x<1) + (β0 + 3
2
CF )(C
(1),MS
qq |0<x<1)− (P (1),Vqq (x)|0<x<1)
)
log(
µ2
p2z
), (14)
C(2),MSqq (x,
pz
µ
)|−1<x<0 =CF
(
CF c
CF
3 + CAc
CA
3 + 2TFnfc
TF
3
)
+
(
(Γ1(x)|−1<x<0) + (3
2
CF + β0)(C
(1),MS
qq |−1<x<0)− P (1),Vq¯q (−x)
)
log(
µ2
p2z
), (15)
C(2),MSqq (x,
pz
µ
)|x<−1 =− C(2),MSqq (x,
pz
µ
)|x>1 , (16)
where β0 =
11CA−4TFnf
6 =
11CA−2nf
6 . The C
(1),MS
qq
(
x, p
z
µ
)
terms can be found in [26, 27] and a complete discussion
on the regularization at x→∞ at one-loop is investigated in [26].
C(1),MSqq
(
x,
pz
µ
)
x>1
=CF
[
1 + x2
1− x ln
x
x− 1 + 1
]
, (17)
C(1),MSqq
(
x,
pz
µ
)
0<x<1
=CF
[
1 + x2
1− x
(
− ln µ
2
4p2z
+ ln(x(1− x))
)
− x(1 + x)
1− x
]
, (18)
C(1),MSqq
(
x,
pz
µ
)
x<0
=CF
[
−1 + x
2
1− x ln
x
x− 1 − 1
]
. (19)
The two-loop valence to valence quark/antiquark splitting functions are given in Refs. [7, 8]
P
(1),V
qq¯ (x) =
CF
2
(
CF − CA
2
)[
1 + x2
1 + x
(
ln2(x)− 4Li2(−x)− 4 ln(x+ 1) ln(x)− pi
2
3
)
+ 4(1− x) + 2(x+ 1) ln(x)
]
.
(20)
P (1),Vqq (x) =
1
2
C2F
[(
6ζ3 +
3
8
− pi
2
2
)
δ(1− x)− 1
2
(1 + x) ln2(x) +
(
7
2
x2 − 2x− 3
2
)
ln(x)
1− x − 5(1− x)
−
(
2 ln(1− x) + 3
2
)(
1 + x2
)
ln(x)
[
1
1− x
]
+
]
+
1
2
CACF
[(
67
9
− pi
2
3
)[
1
1− x
]
+
+
(
−3ζ3 + 17
24
+
11pi2
18
)
δ(1− x) +
(
1 + x2
)
ln2(x)
2(1− x) +
(
5x2 + 17
)
ln(x)
6(1− x) +
53− 187x
18
+ (1 + x)
pi2
6
]
− 1
2
CFTFnf
[
20
9
[
1
1− x
]
+
+
(
1
6
+
2pi2
9
)
δ(1− x) + 2
(
1 + x2
)
ln(x)
3(1− x) +
4(1− x)
3
− 10(x+ 1)
9
]
. (21)
The quasi PDFs have both the 1/IR and 1/
2
IR IR divergences. The 1/
2
IR divergence appears only in physical x
region [0, 1] and its expression is
Γ2(x) =
C2F
2
[(
3x2 + 1
)
log2(x)− 4 (x2 + 1) log(1− x) + 2(x− 1)2
x− 1
]
+
CFβ0
(
x2 + 1
)
2(x− 1) . (22)
The 1/IR divergences appear in all the x region and their expressions are
6Γ1(x)|x>1 =C2F [−
(
x2 + 3
)
Li2(1− x)
x− 1 +
pi2
(
x2 + 3
)− 18(x− 1)
6− 6x −
2
(
x2 + 1
)
log2(x− 1)
x− 1 −
(
3x2 + 1
)
log2(x)
2(x− 1)
+
((
3x2 + 1
)
log(x)
x− 1 + 2(x− 1)
)
log(x− 1)− 2(x− 1) log(x)] + CF
β0
((
x2 + 1
)
log
(
x−1
x
)
+ x− 1)
(x− 1) ,
(23)
Γ1(x)|0<x<1 =C2F [
(
3x2 + 1
)
Li2(x)
x− 1 +
4
(
x2 + 1
)
log2(1− x)
x− 1 −
(
17x2 + 7
)
log2(x)
4(x− 1) +
(
4x2 + 10x− 9) log(x)
2(x− 1)
+
2 log(2)
(
4
(
x2 + 1
)
log(1− x)− (3x2 + 1) log(x)− 2(x− 1)2)
x− 1 +
3(x+ 1)
2
+
(−6x2 + 3 (x2 + 1) log(x) + 4x− 6) log(1− x)
x− 1 ] + [−
11
(
x2 + 1
)
log(1− x)
6(x− 1) −
11
(
x2 + 1
)
log(2)
3(x− 1)
+
253x2 − 3pi2 (x2 + 1)− 174x+ 187
36(x− 1) +
(
x2 + 1
)
log2(x)
4(x− 1) −
(
17x2 + 5
)
log(x)
12(x− 1) ]CACF
+ 2CFTFnf [−17x
2 − 6x+ 11
18(x− 1) +
(
x2 + 1
)
log(1− x)
3(x− 1) +
(
x2 + 1
)
log(x)
6(x− 1) +
2
(
x2 + 1
)
log(2)
3(x− 1) ], (24)
Γ1(x)|−1<x<0 =C2F [(x+ 1)Li2(x) +
2
(
x2 + 1
)
log2(1− x)
x− 1 +
x2 log2(−x)
x− 1 −
2
((
x2 + 1
)
log(−x) + (x− 1)2) log(1− x)
x− 1
+ 2x+
pi2
3− 3x + (x− 1) log(−x)− 1] + CACF [−
(
x2 + 1
)
Li2(x)
x− 1 −
(
12 + pi2
)
x2 + 22x+ pi2 − 34
12(x− 1)
+
(
x2 + 1
)
log2(−x)
4(x− 1) +
(
7x2 − 3x+ 7) log(−x)
3(x− 1) −
(
x2 + 1
)
log(1− x)(6 log(−x) + 11)
6(x− 1) ]
+ 2CFTFnf [
((
x2 + 1
)
log(1− x)− (x2 + 1) log(−x) + x− 1)
3(x− 1) ], (25)
Γ1(x)|x<−1 =− Γ1(x)|x>1. (26)
The cTFi auxiliary functions are
cTF1 = −
(
x2 + 1
)
Li2
(
1
x
)
3(x− 1) +
2
(
x2 + 1
)
log2(x− 1)
3(x− 1) −
2
(
x2 + 1
)
log2(x)
3(x− 1) −
(
17x2 − 12x+ 17) log(x− 1)
9(x− 1)
+
(
17x2 + 5
)
log(x)
9(x− 1) +
4 log(2)
((
x2 + 1
)
log(x− 1)− (x2 + 1) log(x) + x− 1)
3(x− 1) +
17− 14x
9(x− 1) , (27)
cTF2 = −
(
x2 + 1
)
Li2(x)
3(x− 1) −
5pi2
(
x2 + 1
)
36(x− 1) −
2
(
x2 + 1
)
log2(1− x)
3(x− 1) −
(
x2 + 1
)
log2(x)
4(x− 1) −
4
(
x2 + 1
)
log2(2)
3(x− 1)
+
(
17x2 + 5
)
log(x)
18(x− 1) −
2 log(2)
(−17x2 + 6 (x2 + 1) log(1− x) + 3 (x2 + 1) log(x) + 6x− 11)
9(x− 1)
− 11(x(17x− 6) + 11)
54(x− 1) +
(x(17x− 12) + 17) log(1− x)
9(x− 1) , (28)
cTF3 = −
(
x2 + 1
)
Li2(x)
3(x− 1) −
pi2
(
x2 + 1
)
18(x− 1) −
2
(
x2 + 1
)
log2(1− x)
3(x− 1) +
(
17x2 − 12x+ 17) log(1− x)
9(x− 1) +
17− 14x
9(1− x) (29)
−
(
17x2 + 5
)
log(−x)
9(x− 1) −
4 log(2)
((
x2 + 1
)
log(1− x)− (x2 + 1) log(−x) + x− 1)
3(x− 1) +
(
x2 + 1
)
log2(−x)
2(x− 1) . (30)
The cCFi auxiliary functions are
7cCF1 =
4
(
2x2 + 1
)
Li3
(
1
1−x
)
x− 1 +
(
3x2 + 1
)
Li3
(
1
x
)
x− 1 −
2
(
x2 + 1
) (
Li3
(
1− x2)+ Li3 (− 1x)− 2Li3 ( 1x+1))
x− 1
+
Li2
(
1
x
) (
x2 + 2
(
1− x2) log(2(x− 1)) + 4 (x2 + 1) log(2(x+ 1))− 8)
x− 1 + 2(x− 1)Li2
(
− 1
x
)
− x
2
(x− 1)2
+
log(2)
(
4
(
x2 + 1
)
log2
(
x−1
x
)− 9x− (x(7x− 8) + 7) log (x−1x )+ 9)
x− 1 +
2
(
x2 + 2
)
log3(x− 1)
3(x− 1)
+
2
(
2x2 + 1
)
log3(x)
3(x− 1) −
2
(
x2 + 1
)
log3(x+ 1)
3(x− 1) +
log2(x)
(
4
(
x2 + 1
)
log(x+ 1) + x(3x− 8) + 3)
2(x− 1)
+
(−4 log(x) (x2 log(x) + 2 (x2 + 1) (log(x+ 1)− 1))+ x(x+ 4) + 1) log(x− 1)
2(x− 1) −
pi2
(
x2 + 1
)
log
(
x2 − 1)
3(x− 1)
− 4x
x− 1 +
2x
(x− 1)2 +
2pi2
3− 3x +
5
x− 1 −
1
(x− 1)2 −
(x(11x− 8) + 4 log(x) + 11) log2(x− 1)
2(x− 1)
+
(x(7x− 22) + 9) log(x)
2(x− 1) − 4(x+ 1) log(x+ 1) +
19
2
− 2aasm., (31)
where
aasm. =
(
x2 + 1
) (
7ζ(3) + 16 log3(2)− 2pi2 log(2))
24(x− 1) . (32)
cCF2 = −
2
(
x2 + 1
) (
Li3
(
1− x2)+ 7Li3(−x) + 2Li3 ( xx+1)+ 3ζ(3))
x− 1 −
(
x2 + 3
)
Li3(x)
x− 1 −
(
5x2 + 9
)
Li3
(
x
x−1
)
x− 1
− Li2(x)
(− (x2 + 5) log(1− x) + (x2 + 1) log (4x3(x+ 1)4)+ x(x(4 log(2)− 11) + 10) + 2)
x− 1 −
5x2
2(x− 1)
+ Li2(−x)
(
4
(
x2 + 1
)
log(x)
x− 1 + 2x+ 6
)
− 10
(
x2 + 1
)
x− 1 −
(
7x2 + 3
)
log3(1− x)
6(x− 1) −
(
13x2 + 27
)
log3(x)
12(x− 1)
+
log(2)
(−4pi2 (x3 + 1)− x(x+ 13) + (x(15x− 8) + 15) log((1− x)x) + 8)
x− 1 +
pi2
(
(24x+ 17)x2 + 65
)
24(x− 1)
−
(
2
(
x2 + 1
)
log(x) + x(x(2x− 17) + 10)− 17) log2(1− x)
2(x− 1) −
(2x(x(2x+ 19) + 1)− 19) log2(x)
4(x− 1)
+
(
x2 + 1
) (−3 log2(x)− 24 log(x+ 1) log(x) + 4pi2) log(1− x)
6(x− 1) −
2
(
x2 + 1
)
log
(
x3
x+1
)
log2(x+ 1)
3(x− 1)
+
log2(2)
(−8 (x2 + 1) log(1− x) + 2 (3x2 + 1) log(x) + x(7x− 8) + 7)
x− 1 + 14(x− 1) +
24x
x− 1 −
x
4
+
(−10x2 + x+ 2(x(x(2x+ 5)− 4) + 1) log(x)− 5) log(1− x)
2(x− 1) +
1
2− 2x +
3
2(x− 1)
+
2 log(2)
(
log(x)
(
2
(
2x2 + 1
)
log(x)− 9x2)− 2 (x2 + 1) log(1− x) log ((1− x)2x))
x− 1
+
((
pi2 − 12)x2 + 12 (x2 − 1) log(x) + pi2 + 12) log(x+ 1)
3(x− 1) +
37
4
+
(
pi2(x((13− 25x)x− 27) + 15)− 3(x− 1)(x(7x+ 23) + 2)) log(x)
6(x− 1)2 , (33)
8cCF3 = −
(
5x2 + 7
)
Li3(x)
x− 1 −
2
(
x2 + 1
) (
Li3(−x) + 2Li3
(
2x
x−1
)
− 2Li3
(
x
x+1
)
+ 2Li3
(
2x
x+1
)
+ 2Li3
(
x+1
x−1
))
x− 1
+
4x2Li3
(
x
x−1
)
x− 1 +
Li2(x)
(
−2 (x2 − 1) log(2(1− x)) + 2 (x2 + 1) log (− x4(x+1)2)+ x(11x− 4)− 6)
x− 1
+
2Li2(−x)
((
x2 + 1
)
log(−x) + 2(x− 1))
x− 1 +
(
7− 17x2) ζ(3)
6(x− 1) +
11x2
2(x− 1) −
2
(
2x2 + 1
)
log3(1− x)
3(x− 1)
−
(
x2 − 2) log3(−x)
3(x− 1) +
8
(
x2 + 1
)
log3(2)
3(x− 1) +
(−4 (x2 + 1) log(x+ 1) + x(11x− 8) + 11) log2(1− x)
2(x− 1)
−
(
x2 + 1
)
log(2)
(
4 log2(1− x) + 2 log2
(
x+1
1−x
)
− 7 log(1− x) + 3 log(−x)
)
x− 1 −
4x
x− 1 +
5
2− 2x −
1
2
− log(2)
((
x2 − 1) log2(−x) + 8x log(1− x))
x− 1 −
(
x
(
2
(
12 + pi2
)
x− 27)+ 3) log(2)
3(x− 1) +
pi2
(
4x2 − 2x− 1)
6(x− 1)
−
(
8x2 − 4x+ 5) log2(−x)
2(x− 1) +
(
2pi2
(
x2 + 1
)− 3(x(x+ 4) + 1) + 12(x− 1)(3x+ 1) log(−x)) log(1− x)
6(x− 1)
−
(
3
(
4 + pi2
)
x2 − 60x+ pi2 + 18) log(−x)
6(x− 1) −
((
12 + pi2
)
x2 − 6 (x2 − 1) log(−x) + pi2 − 12) log(x+ 1)
3(x− 1) . (34)
The cCAi auxiliary functions are
9cCA1 =
(
x2 + 1
)
log3(x+ 1)
3(x− 1) −
11
(
x2 + 1
)
log2(x− 1)
3(x− 1) +
(−18 (x2 + 1) log2(x) + x(253x− 240) + 253) log(x− 1)
18(x− 1)
+
11
(
x2 + 1
)
log2(x)
3(x− 1) −
22 log(2)
((
x2 + 1
)
log
(
x−1
x
)
+ x− 1)
3(x− 1) +
4
3− 3x +
((108− 289x)x− 85) log(x)
18(x− 1) +
92
9
+
(
2
(
x2 − 1)+ (x2 + 1) (2 log(x− 1)− log(x)) log(x)) log(x+ 1)
x− 1 +
pi2
((
x2 + 1
)
log
(
x2 − 1)+ 1)
6(x− 1)
+
(
x2 + 1
) (
Li3
(
1− x2)− 2Li3 ( 11−x)+ Li3 (− 1x)+ Li3 ( 1x)− 2Li3 ( 1x+1))
x− 1 +
2
(
x2 + 1
)
log3(x)
3(x− 1)
+
Li2
(
1
x
) (
5x2 + 12
(
x2 + 1
)
log
(
x
x+1
)
+ 17
)
6(x− 1) − (x− 1)Li2
(
− 1
x
)
+
(
x2 + 1
)
log3(x− 1)
3(x− 1) + aasm., (35)
cCA2 =
(
x2 + 1
) (
Li3
(
1− x2)+ 7Li3(−x) + 2Li3(x)− 3Li3 ( xx−1)+ 2Li3 ( xx+1)− 5ζ(3)2 )
x− 1 −
7
(
x2 + 1
)
log3(x)
12(x− 1)
+
1459x2 − 1020x+ 979
54(x− 1) −
(
226x2 + 18
(
x2 + 1
)
log2(x) + 9
(
x2 + 2x− 3) log(x)− 204x+ 244) log(1− x)
18(x− 1)
+
(
x2 + 1
)
log(x) log2(x+ 1)
x− 1 +
22
(
x2 + 1
)
log2(2)
3(x− 1) +
pi2
(
31x2 + 12
(
x2 + 1
)
log
(
4(1−x)3x
x+1
)
+ 24x+ 37
)
72(x− 1)
+ Li2(−x)
(
−2
(
x2 + 1
)
log(x)
x− 1 − x− 3
)
+
Li2(x)
(
−x2 + 6 (x2 + 1) log ( (1−x)(x+1)2x3 )+ 26)
6(x− 1)
+
(
x2 + 1
)
log3(1− x)
2(x− 1) −
(
x2 + 1
)
log3(x+ 1)
3(x− 1) −
(−41x2 + 6 (x2 + 1) log(x)− 6x− 41) log2(1− x)
12(x− 1)
+
log(2)
(−253x2 − 9 (x2 + 1) log2(x) + 66 (x2 + 1) log(1− x) + 3 (17x2 + 5) log(x) + 174x− 187)
9(x− 1)
−
(
194x2 − 117x+ 56) log(x)
18(x− 1) +
2
(
x2 +
(−x2 + (x2 + 1) log(1− x) + 1) log(x)− 1) log(x+ 1)
x− 1
+
(x(37x− 8) + 3) log2(x)
8(x− 1) , (36)
cCA3 =
(
x2 + 1
) (
Li3(−x) + 2Li3(x) + 2Li3
(
2x
x−1
)
− 2Li3
(
x
x+1
)
+ 2Li3
(
2x
x+1
)
+ 2Li3
(
x+1
x−1
))
x− 1
− Li2(−x)
((
x2 + 1
)
log(−x) + 2(x− 1))
x− 1 +
Li2(x)
(−25x2 + 6 (x2 + 1) log (−16x(x+ 1)2)+ 12x+ 11)
6(x− 1)
− 3x
2(7ζ(3) + 33) + 368x+ 21ζ(3)− 515
36(x− 1) −
2
(
x2 + 1
)
log3(1− x)
3(x− 1) −
7
(
x2 + 1
)
log3(−x)
12(x− 1) −
4
(
x2 + 1
)
log3(2)
3(x− 1)
+
(−253x2 + 27 (x2 + 1) log2(−x)− 18 (5x2 − 2x+ 1) log(−x) + 240x− 253) log(1− x)
18(x− 1)
+
(
x2 + 1
)
log(2)
(
−6 log2(−x) + 6 log2
(
1−x
x+1
)
− 56 log(−x) + 4 log(1− x)(6 log(−x) + 11) + 3pi2
)
6(x− 1)
+
(
x2 + 1
)
(3 log(−x) + 11) log2(1− x)
3(x− 1) +
((
x2 + 1
)
log2(1− x)− (x2 − 1) (log(−x)− 2)) log(x+ 1)
x− 1
+
2 log(2)
(
6x2 + 11x+ 6x log(−x)− 17)
3(x− 1) +
pi2
(−2x2 + 3 (x2 + 1) log(−x(x+ 1)) + 3x+ 1)
18(x− 1)
+
((4− 7x)x− 15) log2(−x)
4(x− 1) +
(x(551x− 198) + 143) log(−x)
36(x− 1) . (37)
