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Abstract
This work introduces a novel method for the simultaneous optimization of energy management and powertrain
components sizing of a parallel plug-in hybrid electric vehicle. The problem is formulated as a convex optimization
problem to minimize an objective function, which is a weighted sum of operational and component costs. The former
includes the consumed fossil fuel and electrical energy, whereas the latter includes the cost of battery, electric motor,
and internal combustion engine. The powertrain model includes quadratic losses for the powertrain components.
Moreover, the combustion engine and the electric motor losses are assumed to scale linearly with respect to the size
and the losses of baseline components.
The result of the optimization is the variables of the global optimal energy management for every time instant
and optimal component sizes. Due to the dependency of the result on the driving cycle, a long real-life cycle with
its charging times is chosen to represent a general driving pattern. The method allows studying the eect of some
performance requirements, namely acceleration, top speed, and all electric range, on the component sizes and total
cost.
I. Introduction
Interest in the electrification of vehicles is growing as a result of the environmental benefits that can be achieved
regarding emissions and fuel consumption. Hybrid electric vehicles (HEV) are the first generation of electrified
vehicles that, in addition to an internal combustion engine (ICE), have an electric motor (EM) and electric energy
storage. HEVs can improve fuel eciency owing to the possibility of downsizing the engine, the ability to recover
braking energy, the extra power control freedom gained by the two power sources, and the ability to stop the
engine when idle. The next generation of electrified vehicles, plug-in hybrid electric vehicles (PHEV), have the
additional ability to store energy from the electricity grid using large capacity batteries. The stored energy can
propel the vehicle on short trips, thereby reducing vehicle dependency on petroleum and potentially CO2 emissions.
The extent to which this can be achieved depends on the size of the battery and the driving habits of the vehicle
owner. There is clearly a trade-o between improved fuel economy and battery cost (size). This is one of the
many design trade-os involved with PHEVs when taking into account both cost eectiveness and performance
of the vehicle [1]. These trade-os are highly sensitive to the varying prices of energy and components, and the
driving and charging patterns. Finding the proper balance between dierent objectives is also related to customers’
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2expectations. For example, if the vehicle were to be optimized for typical daily city driving, it would most likely
not be able to deliver high performance, which is rarely needed, but can be attractive for many customers1.
The discussion above raises many questions regarding the design of a PHEV, for example:
 Is components’ sizing mainly driven by performance requirements, such as all-electric range (AER), acceleration
abilities and top speed, or is there a lot of freedom left to optimize the component sizes against the driving
pattern?
 How much do the component costs and/or fuel consumption decrease when performance requirements are
relaxed?
 Which performance requirements are cheaper to fulfill?
 What is the improvement in fuel economy when the vehicle utilizes a larger battery or EM?
The traditional approach to investigate these issues would be to consider many design candidates, each meeting a
set of requirements, see e.g., in [3]. These candidates, would then, be evaluated by simulations to find the vehicle
with the best overall trade-o between cost and performance.
One aspect of the (P)HEVs, which distinguishes them from conventional cars, is energy management, i.e., the
control strategy that determines how the battery should be used (or, basically, how the power should be split between
EM and ICE). Energy management aects both fuel economy and performance, which means that it should ideally
be part of the design process in the same way as component sizing. One way of doing this is to (algorithmically) find
the optimal energy management for each design candidate. Since real-time implementations of energy management
strategies are not sought during this phase, Dynamic Programming (DP) is a natural candidate for finding the
optimal energy management. One example of this approach is the work in [4].
A disadvantage of using DP to find the optimal energy management is that it has to be run many times during
the optimization/evaluation of vehicle designs, resulting in a high computational burden. Therefore, it is common
practice to instead apply a suitably parameterized strategy, which is often rule based. The problem of powertrain
component sizing that relies on rule based control has been considered in [5], [6], [7], [8], [9], [10], and [11].
Usually the parameters are optimized simultaneously with the components’ sizes. A drawback of the method is
that the choice of control structure will influence the optimal component sizes; for example, in [12] the authors
show that an HEV may require a battery with a larger capacity when applying a rule-based energy management
strategy compared to a so-called blended strategy. Another approach is given in [13], where a rule based energy
management is first applied to find optimal component sizes and then DP is used to refine the suboptimal rules for
the vehicle with the obtained components’ sizes.
A dierent approach is taken in [14] to simultaneously optimize both battery size and energy management for a
plug-in hybrid bus. The idea is to cast the problem as a convex optimization problem based on quasi-static models.
Convexity has two important implications: there is a unique optimum and fast, reliable solvers are available. This
1A survey conducted by Consumer Reports in [2] shows that half of the customers who want to buy a new car would sacrifice performance
or vehicle size for better fuel economy and 38% are even willing to pay more in order to get lower fuel consumption.
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3in turn means that it is feasible to include as optimization variables not only component sizes but also the complete
control trajectory of the energy management system. This results in a large number of variables in the problem
(easily tens of thousands). Despite this, the fast computations make it suitable to use very long driving cycles. Being
able to handle long and varying driving cycles has potential benefits in giving solutions with better robustness to
driving pattern variations. To remove the need for solving a mixed integer problem, the decisions on gear selection
and engine on-o are made outside the convex optimization based on heuristics.
This paper is a continuation of the work in [14], extending the method to find the optimal sizes of battery, EM,
and ICE for a parallel PHEV. In addition, we add dierent levels of performance requirements to the problem, and
we study the eect of these constraints on component sizes and total cost. To clarify the basic ideas, an outline of
the studied optimization problem is given as follows. The objective function to be minimized over a pre-specified
driving cycle comprises of two parts. The first part reflects the cost of the key components of the vehicle, namely
battery, EM, and ICE. This cost is the depreciation over the chosen driving cycle. The second part is the operational
cost of fuel and electricity. The optimization is done over a long driving cycle, which includes opportunities for
charging from the grid. The constraints are given by equations governing the power flow in the system and the
component models, and by the maximum component ratings. Finally, the decision variables to be found by the
optimization solver are the component sizes (battery, EM, and ICE) and the optimal energy management (torque
split, battery current, braking, and charging at every time instant). Similarly as in [14], the decisions for the gears
and engine on-o are made based on heuristics outside the convex optimization.
The aim of this work is to provide a tool that can be used during the initial exploratory phase of vehicle design.
It allows a better understanding of the eects of components and energy prices, driving patterns, and performance
requirements on the design of a PHEV. To illustrate how the method can be used, we show how the performance
requirements aect the component sizes.
The paper is organized as follows. In Section II, an overall view of the convex optimization problem is given.
The main ingredients are described and it is discussed how, e.g., the driving cycle and performance requirements
are entered into the problem formulation. Section III continues with the convex formulation of the vehicle and
component models; these models describe both the power flow and cost aspects. In Section IV, the mathematical
formulation of the convex optimization problem is given in more detail. Some illustrative results from the sensitivity
study are shown in Section V. Finally conclusions are drawn.
II. Problem statement
The optimization problem that was briefly introduced in the Introduction will now be described in some more
details. We will defer the mathematical details to Section III, after having introduced the component models. As
shown in Fig. 1, for a vehicle model and a given driving cycle, we first find the gears and engine on-o decisions.
Having these, in addition with the cost model and the performance requirements, a convex sub-problem is iteratively
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4Fig. 1. Framework of the optimization problem. Gears and engine on-o are decided by heuristics and the rest of the optimization variables
are obtained by iteratively solving a sub-problem.
solved to find the optimization parameters. The basic statement of the sub-problem is as follows
minimize cost
with respect to
8>>>>>>><>>>>>>>:
component sizes
energy management
charging from grid,
subject to
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
driving mission
performance requirements
selected gear and engine on-o
powertrain model
component limitations.
Each of the ingredients of the optimization problem is described in the following subsections.
A. Optimization cost
The optimization cost to be minimized includes operational and component costs:
cost = costop + costcomp: (1)
The operational cost is the sum of the fuel and electricity costs over the given driving cycle. The fuel power, P f ,
and charger power, Pg, are converted to an equivalent cost in EUR using energy prices  f for gasoline and el for
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5TABLE I
Parameters for calculating costs
price of gasoline ( f ) 1:6EUR/L
price of electricity (el) 0:15EUR/kWh
lower heating value (LHV ) 42:8  106 J/L
yearly interest rate (pc) %5
vehicle lifetime (yv) 10 years
yearly traveled distance (s) 20 000 km
electricity [15]. The operational cost calculated over a discretized driving cycle of N sampling intervals of length
h(k), becomes
costop =
 f
LHV
NX
k=1
P f (k)h(k) +
el
1000  3600
NX
k=1
Pg(k)h(k): (2)
where LHV is the lower heating value of gasoline. The sampling interval h(k) is time varying; it is equal to 1 s
while driving and the whole parking time while charging. The detail is given later in Section III-B.
The component cost is the sum of the costs of battery, EM, and ICE; the remaining costs of the vehicle are
independent of sizing and are therefore excluded from the problem. The component costs are calculated as the
depreciation over the driving cycle, i.e., the proportion of the component costs given by the ratio between the
length of the cycle, d, and the lifetime driving distance of the vehicle. Including a yearly interest rate of pc = 5%,
the component cost is given by
costcomp =
d
syv
 
1 + pc
yv + 1
2
!
(costbat + costEM + costICE); (3)
where yv is the vehicle lifetime, and s is the average traveled distance of the vehicle in one year. For the used
driving cycle of length 700 km, the depreciation is roughly 0:0045 of the total cost. The parameters in (2) and (3)
are given in Table I.
B. Optimization variables
The decision variables of the optimization problem include, firstly, the component sizes sbat , sEM , and sICE , which
are all dimensionless scaling parameters. The second group consists of optimization variables, which are related
to the energy management and are determined for every time instant. These variables are the torques TEM(k) and
TICE(k), battery current, i˜(k), battery state of energy, Eb(k), grid power, Pg(k), and braking power, Pbrk(k). The
optimization variables are marked in bold in the paper.
C. Driving cycle and charging from grid
The optimization gives the optimal component sizes and energy management for a certain driving cycle. Ideally,
the optimization should be performed over the vehicle’s lifetime driving patterns. However, this is not possible due
to driving uncertainties and limited computational resources. Therefore, a shorter driving cycle including typical
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6TABLE II
Parameters of the cycle
number of days 20
number of trips 67
number of charging events (Nc) 30
distance 712:9 km
number of samples (N) 60 000 s
max. speed 120:3 kph
average speed 42:8 kph
max. acceleration 3:3m/s2
max. deceleration  4:3m/s2
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Fig. 2. Charging duration at each occasion, the vehicle can only be charged at specific locations.
driving patterns that reflect real-life driving is chosen. The driving cycle specifies the vehicle velocity, v(k), and
possibly the road inclination, (k), at discrete time instants, and charging times between the trips.
The driving data used in the examples are provided by ETC2 from a plug-in hybrid Volvo V70 and includes a
long sequence of real-life driving data. We assume that the vehicle is driven on a horizontal road. The parameters of
the cycle are given in Table II. At certain parking locations along the driving cycle, the vehicle has the possibility
to charge from the grid. parking durations (with charging opportunities) are taken from real data and it is assumed
that the vehicle can use the entire parking time, tc, for charging; this is shown in Fig. 2. Charging is presented in
more detail in Section III-B.
2ETC Battery and FuelCells Sweden AB
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7D. Performance requirements
A long driving cycle can reflect real-life driving, but might not include situations that require high performance.
However, high performance is still considered an important vehicle attribute by many drivers. There are basically
two ways to incorporate such performance requirements into the optimization formulation; the first one is to include
explicit constraints on the component sizes, the second is to indirectly impose constraints by including some extreme
driving conditions into the driving cycle. Both techniques will be used in our problem to include the following
three performance parameters: all electric range (AER), charge sustaining top speed, and acceleration at dierent
speeds. Each of these will be described in the following.
a) All electric range (AER): The AER of a vehicle is the distance driven using only electric power from the
battery. The AER is generally measured in kilometers (or miles), but it requires a reference standard driving cycle,
here the New European Driving Cycle (NEDC). For the studied vehicle, a battery capacity of 1 kWh corresponds
approximately to 3:8 km AER. In the optimization, the required AER is translated to a lower bound on the size of
the battery.
b) Top speed: The charge sustaining top speed vmax is the highest steady-state speed with the traction force
provided only by the ICE. This requirement gives a lower bound on the size of the ICE.
c) Acceleration: The requirements on acceleration at dierent speeds (or, equivalently, requirements on con-
stant speed at dierent road gradients) can be fulfilled by dierent combinations of ICE and EM sizes. Therefore,
to include this constraint, the acceleration requirement is converted into a so-called performance cycle, which is
appended to the real-life driving cycle. The starting point is to notice that the requirements can be represented in a
single plot of normalized net traction force, Fnorm(v) as a function of speed v. The normalized net force3 is simply
the force needed to give the vehicle the required acceleration (or ascent capability), divided by mass:
Fnorm = a + g sin() (4)
where a is the vehicle acceleration, g is the gravitational acceleration, and  is the road inclination. The expression
in (4) shows for example that a powertrain capable of producing a normalized net force of Fnorm = 1 N/kg will
be able to accelerate with 1m/s2 on a flat road, or maintaining constant speed on a road with about 10% gradient.
Therefore, specifying Fnorm is a reasonable way of specifying powertrain performance.
The baseline requirement of Fnorm to be used in our examples is taken from a Volvo C30 electric and is shown
in Fig. 3. In this figure, we also plot dierent levels of performance requirements, obtained by multiplying the
baseline curve by a coecient p, and changing the top speed. Finally, we also plot the accelerations from the
real-life driving cycle (indicated by black dot markers) and the performance cycle (indicated by gray dot markers).
The performance cycles, shown in Fig. 4, include speeds from zero to the top speed, with accelerations interpolated
from the curves in Fig. 3 for dierent values of p and vmax. As can be seen in Fig. 3, the performance requirements
are more power demanding compared to the typical driving cycles. For example, out of 60 000 acceleration points
3The total traction force also includes friction and air resistance eects.
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Fig. 3. Acceleration requirements (solid curves), acceleration of dierent performance driving cycles (gray dots), acceleration of the real-life
driving cycle (black dots) vs. speed.
of the real-life driving cycle, at only 13 points the demanded acceleration is higher than the 70% of the baseline
acceleration requirement (p = 0:7). For acceleration requirement with p = 0:8 and p = 0:9, the numbers are
4 and 3, respectively. If at any time instant in the simulations the acceleration is higher than the one from the
requirements, we lower it by time stretching. The eect of this action on the results is very small since the number
of aected points is low.
E. Gear selection
In general, gear shifting strategies that are functions of unknown optimization variables, such as torque or
eciency, may lead to a non-convex problem. The alternative is to decide gear, (k), outside the convex optimization
from a speed dependent hysteresis model applied on the known driving profile [18]. However, this strategy highly
influences the optimal size of the ICE since it does not consider the engine peak power. Therefore, we modify it
so that the gear strategy depends also on power; as a result, the gear shifting happens at higher speeds for high
acceleration demands. The detail of this strategy is provided in appendix A.
F. Powertrain constraints and components limitations
The constraints in the optimization problem include also the equations governing the power flow in the system,
the component models, limitations of the components (e.g., current, torque) and constraints on the component sizes.
This will be explained in detail in the following section.
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Fig. 4. Performance cycles constructed from the acceleration and top speed requirements, used to force the optimization to fulfill the requirements.
III. Modeling details
Modeling of the powertrain and its components is a crucial step of the presented method, since convexity has to
be guaranteed. This section presents the powertrain model, the gear shifting strategy, and the component models.
Particular attention is given to a novel method to describe the power losses of EM and fuel power of ICE with
convex functions 4, including the scaling of size. In the last part, the cost and mass models of these components
are also presented.
A. Powertrain model
As depicted in Fig. 5, the studied PHEV includes a powertrain with parallel topology, where both ICE and EM
are mechanically linked to the drive train and can propel the wheels. From the drive cycle, velocity v(k), acceleration
a(k), and road slope (k), are obtained at discrete time instants k. The required traction force Ft(k) can then be
calculated as [17]
Ft(k) =
cdA f v(k)2
2
+ mtotgcr cos((k)) + mtotg sin((k)) + mtota(k); (5)
where mtot, A f , cd, , g, and cr are the total vehicle mass, frontal area, air drag coecient, air density, gravitational
acceleration, and rolling resistance coecient, respectively (details on the computation of mtot are given in Section
III-E). It follows that the powertrain has to supply the demanded power Pdem(k) = Ft(k)v(k), which is subject to
4A convex function satisfies f (x + (1   )y)   f (x) + (1   ) f (y) for all x; y 2 R with 0    1 (see [16]).
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Fig. 5. Parallel PHEV configuration (solid lines: mechanical link, and dashed lines: electrical links).
the following mechanical and electrical power balance equations of the powertrain
Pdem(k) + Pbrk(k) = TEM(k)!EM(k) + eon(k)TICE(k)!ICE(k)(k) (6)
!EM(k)TEM(k) + PEM;loss(k) + Paux(k) = Pbat(k) + Pg(k)g; (7)
where Pbrk(k) is the power dissipated at the friction brakes; TEM(k), !EM(k), and PEM;loss(k) are the torque, speed
and power losses of the EM, respectively; TICE (k), and !ICE(k) are the torque and speed of the ICE; Paux(k) is the
electrical power used by auxiliary devices (Paux(k) is assumed to be equal to 500W when driving; Pbat(k) is the
battery power; Pg(k) is the grid power (including the losses) which is nonzero only at charging times and g is the
charger eciency which is assumed to be constant, for simplicity. It is also assumed that the EM and auxiliaries
are turned o during charging. The decision variable, eon(k), is used to turn the ICE on or o and (k) is the
transmission eciency which depends on the choice of gear. For simplicity, the losses in the power electronics are
included in the EM losses and the rotational inertia (summation of the inertia of the wheels, the dierential, the
EM, and the ICE) are neglected in the models. The vehicle parameters are given in Table III.
At each time instant of the driving cycle, the gear (k) is selected based on the vehicle speed and demanded
power of the powertrain with the baseline components. Details are given in the next subsection. Knowing the gear
and the vehicle speed, the angular speeds !EM(k) and !ICE(k) can be calculated as
!EM(k) = rEM
r f g
rw
v(k); (8)
!ICE(k) = r((k))
r f g
rw
v(k); (9)
where rw, r f g, rEM and r((k)) are the wheel radius, ratio of the final gear (dierential), EM reduction gear, and
ratio of the transmission gear, respectively [17]. The model does not allow any slip in the clutch; therefore, the
vehicle is propelled by the EM at low speeds (typically when starting from stand still).
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TABLE III
Vehicle parameters
parameter value
baseline mass (m) 1600 kg
glider mass (mg) 1280 kg
frontal area (A f ) 2:37m2
rolling resistance (cr) 0.009
aerodynamic drag coecient (cd) 0.33
air density () 1:293 kg/m3
wheel radius (rw) 0:3m
ratio of the final gear (r f g) 4.2
EM reduction gear (rEM) 2
0 0.2 0.4 0.6 0.8 1
soc
V
o
c
(s
o
c)
Fig. 6. Model of the battery open circuit voltage. The original model and the approximation are represented by the solid line and the dashed
line. The gray area shows the allowed SoC operating region.
B. Battery
The battery consists of sbat = ns  np identical cells, where ns is the number of cells in a string connected in
series and np is the number of strings connected in parallel. Considering the battery cell model as an open circuit
voltage, Voc, in series with a constant internal resistance, R [17], the terminal power, Pbat, and the stored energy of
the battery, Eb, can be calculated as
Pbat(k) = sbat (Voci(k)   Ri2(k)) = Voci˜(k)   Ri˜
2(k)
sbat
(10)
Eb(k + 1) = Eb(k)   h(k)Voc i˜(k): (11)
The cell current i(k) 2 [imin; imax] is chosen to be positive when discharging. The current i˜(k) = sbat i(k) is a variable
change that is introduced to replace the non-convex product of two variables (sbat i(k)) by a quadratic-over-linear
function ( i˜
2(k)
sbat
) which is convex in both i˜(k) and sbat . It is clear that the battery model does not depend on the
configuration of the cells (series/parallel), but rather on the total number of cells. The voltage over each cell, Voc,
is in practice a function of the SoC of the battery; however, in this study it is approximated to be constant. This
assumption can be justified when operating in limited SoC ranges, as illustrated in Fig. 6.
During the available parking periods, tc(k), it is assumed without loss of generality that the vehicle is charged
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with constant current and power. Then, to save computation time by not simulating over the many charging samples
during a charging period, it is assumed that the whole charging energy enters the battery in one extra long sample,
tc(k), at the parking events. In this way, at charging occasions in (11), h(k) is equal to tc(k).
C. Electric motor
The EM model with its power electronics is described by a power loss map, PEM;loss;base, where the losses are
measured at steady-state for dierent torque-speed combinations. The power losses for each EM speed can be
approximated by a second-order polynomial in the torque
PEM;loss;base(!EM ;TEM;base) = c1(!EM)T 2EM;base + c2(!EM)TEM;base + c3(!EM) (12)
where the coecients c1  0, c2 and c3 are functions of !EM and therefore are time dependent (c(k)). The accuracy
of this approximation is high and is discussed in [14]. The coecients are calculated using least squares method
for grids over !EM to fit the polynomial in (12) to the measured data. For speed values not belonging to the grid
nodes, the coecients are obtained by linear interpolation.
To vary the size of the EM, the maximum and minimum torque, TEM;max;base(!EM(k)) and TEM;min;base(!EM(k)),
are scaled by a scaling factor sEM [11]. The losses are assumed to change linearly with sEM [21]. Hence, given a
baseline EM described by torque Tem;base and losses PEM;loss;base, the losses of the scaled EM are calculated at each
time instant as
PEM;loss(k) = sEMPEM;loss;base(k) (13)
= sEM

c1(k)T 2EM;base(k) + c2(k)TEM;base(k) + c3(k)

= sEM
0BBBBB@c1(k)  TEM(k)sEM
!2
+ c2(k)
TEM(k)
sEM
+ c3(k)
1CCCCCA
= c1(k)
T 2EM(k)
sEM
+ c2(k)TEM(k) + c3(k)sEM :
This nonlinear model is convex in TEM and sEM for sEM > 0.
D. Internal combustion engine
The fuel power, P f , of an ICE is a function of the engine torque and the engine speed and is derived from a
map obtained from engine experiments at steady state. The fuel power represented by Willan’s lines [19], [20], can
be approximated for each engine speed with a second-order polynomial in TICE as
P f ;base(!ICE ;TICE;base) = b1(!ICE)T 2ICE;base + b2(!ICE)TICE;base + b3(!ICE) (14)
where the coecients b1  0, b2, and b3 are functions of !ICE and hence time dependent (b(k)), and are calculated
in a similar way as c1, c2, and c3 for the EM. The accuracy of this approximation is also discussed in [14].
To vary the ICE size, linear torque scaling is used [21], [13], which means that the torque is given by
TICE(!ICE(k)) = sICETICE;base(!ICE(k)); (15)
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where sICE is the scaling factor. This approach is more accurate if the size is not very far from the baseline size
and for an ICE with fixed number of cylinders; therefore, we limit the range of the sICE . An alternative solution
would be to update the engine map using engine simulators like TDES [22], [23] and solve the optimization again,
in case the optimal engine size is not close to the nominal value. Using linear scaling, the losses scale linearly, i.e.,
the eciency of the ICE ICE is
ICE(!ICE ;TICE ) = ICE;base(!ICE ;
TICE
sICE
) (16)
In this way, using (14), the fuel power is calculated as
P f (k) =
!ICE(k)TICE(k)
ICE(!ICE ;TICE )
(17)
=
!ICE(k)sICETICE;base
ICE;base(!ICE ;
TICE
sICE
)
= sICEP f ;base(k)
= sICE

b1(k)T 2ICE;base(k) + b2(k)TICE;base(k) + eon(k)b3(k)

= sICE
0BBBBB@b1(k)  TICE(k)sICE
!2
+ b2(k)
TICE(k)
sICE
+ eon(k)b3(k)
1CCCCCA
= b1(k)
T 2ICE(k)
sICE
+ b2(k)TICE(k) + eon(k)b3(k)sICE :
The reason for introducing the variable eon is to remove the idling losses b3, when the ICE is o. The decision
for turning the ICE on, eon(k) = 1, or o, eon(k) = 0, has to be made prior to the optimization to preserve the
problem convexity and it is decided based on the baseline power demand required by the vehicle when following
the driving cycle, Pdem;base(k). The baseline mass, m, used to calculate Pdem;base(k), is the mass of the vehicle with
the baseline component sizes and it is given in Table III. At every time instant, if the power demand is higher than
a power threshold, Pon, the ICE is turned on and is turned o otherwise. This is shown as
eon(k) =
8>>><>>>: 1 if Pdem;base(k) > Pon0 otherwise: (18)
A good value of Pon can be chosen so that the engine is on 95% of the times (see [24]). We can also iterate the
optimization over several values of Pon to find the best result.
E. Cost and mass model
Finally, we need to define how the costs and masses of the battery, EM, and ICE depend on the scaling parameters.
Linear cost and weight models are used by many authors, e.g., in [25] and [26], and give accurate estimates as
long as the optimal sizes are of the same order of magnitude as the baseline (50%   200%):
cost j = cost j;i + cost j;s s j (19)
m j = m j;s s j
where j 2 fbat; EM; ICEg and the values for cost j;i, cost j;s and m j;s are given in Table IV. The total mass of the
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TABLE IV
Parameters of the cost and mass model
costbat i e 500 mbat;s 0:687 kg
costbat s e 63.7
costEM i e 1750 mEM;s 48 kg
costEM s e 875
costICE i e 575 mICE;s 97:5 kg
costICE s e 666.7
vehicle, mtot, is therefore calculated as
mtot = mg + mbat + mEM + mICE ; (20)
where mg is the glider mass (the vehicle minus its drivetrain) given in Table III. The cost and mass functions are
calculated from a baseline EM of 35 kW power, and a baseline ICE with a displacement size equal to 1:6 liter and
power equal to 65 kW. The battery is energy optimized with cell capacity of Q = 159Wh. It is important to notice
that the choice of the battery type will influence the result of the optimization (see [27] and [28]).
IV. Convex optimization problem
In this section, the problem formulated in Section II is presented in more details. The optimization problem is
convex, which in its general form can be written as
infx f0(x) (21)
subject to fi(x)  0; i = 1; :::;m;
h j(x) = 0; j = 1; :::; p;
where the cost function f0(x) and the constraints f1; :::; fm : Rn ! R are convex and h1; :::; hn are ane functions.
The cost to be minimized in the optimization problem includes the operational and component costs for a vehicle
driven on a cycle. The decision variables, x, to be found by the optimization solver are sbat ; sICE ; sEM which are
scalars and TNICE ;T
N
EM ; i˜
N ;PNbrk ;E
N+1
b , P
Nc
g which are vectors. The superscripts show the length of the vectors, where
N is the number of time samples of the driving cycle. In our problem, there are slightly more than 300 000 variables,
which are found by the solver in one round of optimization in about 25 minutes5.
As mentioned earlier, the constraints f1; :::; fm and h1; :::; hn in (21) include the equations governing the power
flow in the system, i.e., (6) and (7), the component models, i.e., (10), (11), (13), (17), (19), and the limitations of
the components. Recall that, for a convex problem in (21), nonlinear functions must not be tied with equalities.
5On a standard PC with 4GB RAM and 2.66GHz.
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TABLE V
Convex problem for the parallel PHEV
Variables TNICE , T
N
EM , P
N
brk , i˜
N , EN+1b , P
Nc
g , sbat , sICE , sEM
minimize cost(:)
subject to Pdem(k)   Pbrk(k) = TEM(k)!EM(k) + eon(k)TICE(k)!ICE(k)(k)
!EM(k)TEM(k) + PEM;loss(k) + Paux(k)  Pbat(k) + Pg(k)g
PEM;loss(TEM(k); sEM ) = c1(k)
T2EM (k)
sEM
+ c2(k)TEM(k) + c3(k)sEM
Pbat(i(k); sbat ) = Voci˜(k)   R i˜2(k)sbat
Eb(2 : k + 1) = Eb(1 : k)   h(k)˜i(1 : k)Voc
TEM(k) 2 [TEM;min;base(!EM(k));TEM;max;base(!EM(k))]sEM
TICE(k) 2 [0; sICETICE;max;base(!ICE(k))]
i˜(k) 2 [imin; imax]sbat
Eb(k) 2 [S oCmin; S oCmax]VocQ
Pg(k) 2 [0; Pg;max(k)]
sbat 2 [sbat;min; sbat;max]
sEM 2 [sEM;min; sEM;max]
sICE 2 [sICE;min; sICE;max]
8k 2 f0; : : : ;N   1g
Clearly using (10) and (13) in (7) yields a nonlinear equality constraint. Therefore, the equality is relaxed to an
inequality as
!EM(k)TEM(k) + PEM;loss(k)  Pbat(k)   Paux: (22)
It is easy to see that at the optimum, the constraint will be satisfied with equality since otherwise the battery will
throw away energy unnecessarily.
Moreover, to keep the problem convex, sbat is relaxed to a real value. The relaxation will introduce a rounding
error that has a small influence on the optimal result. This is because either the cell capacity can be considered very
small to give large number of cells, or the result can be interpreted as an indication of the optimal pack capacity.
The convex problem, shown in Table V, is automatically translated by a tool CVX [29], to a form required by a
publicly available solver, Sedumi [30].
V. Numerical Results
In this section, we give results of the simultaneous optimization of energy management and component sizing
over the driving cycle described previously. Dierent performance requirements are considered, either as constraints
on the component sizes or via an appended performance cycle as described in Section II.
1) Performance requirements: In Table VI the results of the optimization for the real-life driving cycle, with
and without considering the baseline performance requirements (p=1, vmax=120 kph and no AER requirements)
are shown. The values in the table show that the performance requirements have a high influence on the size of the
components and the costs. The main dierence is in the size of the ICE. This is mainly because the battery cells are
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TABLE VI
Optimal costs and component sizes for the driving cycle, with and without considering the performance requirements (PR)
variables with PR without PR
battery capacity 5:3 kWh 6:4 kWh
EM power 32:5 kW 32:5 kW
ICE power 128:1 kW 61:6 kW
fuel cost e 22.1 e 17.4
electricity cost e 5.8 e 6.1
component costs e 32.3 e 31.0
total cost e 60.2 e 54.7
energy optimized with very limited power, and since during the performance cycle the power demand is high, the
number of battery cells must be large. On the other hand a heavy and large capacity battery is not needed in the rest
of the driving cycle. Therefore, the optimization finds it cheaper to provide the power for the performance cycle by
the ICE. Due to a larger ICE and smaller battery capacity, the fuel consumption increases and the electricity usage
decreases. In Fig. 7, the driving cycle (without the performance cycle) and the optimal SoC trajectory are shown.
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Fig. 7. Optimal SoC trajectory; the battery has the possibility to be charged from the grid at positions shown by dot (upper plot) and demanded
speed profile (lower plot).
To see the eect of dierent levels of performance requirements, the optimization is done over driving cycles
including performance cycles with p = [0:7; 0:8; 0:9; 1:0; 1:1; 1:2] and top speed of vmax = 120 and 150 kph. The
result of the optimization is shown in Figs. 8 and 9. In Fig. 8 the power of the EM and the ICE, and the 0 -
100 kph acceleration time are plotted vs. p. For high values of p, the power of the ICE increases noticeably,
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Fig. 8. Power of ICE and EM for top speeds of 120 kph (thin line) and 150 kph(thick line) vs. p (upper plot) and 0 to 100 kph acceleration
time vs. p (lower plot).
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Fig. 9. Total cost, component costs and operational cost vs. p, for top speeds of 120 kph (thin line) and 150 kph (thick line).
whereas the power of the EM does not change. Again, this is because of the type of the battery. On the other hand,
the top speed demand only aects the ICE size for small values of p, and for larger values of p, the ICE is sized
by the acceleration requirements and it does not change for dierent top speed requirements. Clearly, increasing
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the acceleration demand decreases the resulting 0 - 100 kph acceleration time. This plot is an indication of the
performance of the vehicle. Fig. 9 shows that higher acceleration and top speed requirements increase both the
components and operational costs. The increase in the operational cost is because larger ICEs have more working
points at lower eciency (compared to smaller ICEs) and hence higher fuel consumption. In the figures, costs are
given in euro cent per kilometer [c/km], for easier comparison.
Another requirement on PHEVs is the AER which is directly related to the size of the battery. To see the eect
of this requirement, the optimization is done with dierent fixed battery sizes. For all the cases, the acceleration
and top speed requirements are kept constant as vmax = 120 kph and p = 1. The results in Fig. 10 show that
increasing the battery capacity decreases the operational cost, but on the other hand, the component costs increases
linearly. The total cost decreases until it reaches the optimal battery size, here 5:2 kWh, which is equivalent to
approximately 20 km of AER. For larger battery sizes, the increase in the components cost is more than the gain
in the operational cost, and for very large batteries, the operational cost starts increasing due to the increase in the
battery mass. However, the curve is rather flat between 15 to 35 km AER, which is because low AER leads to low
vehicle cost but higher operational cost and vice versa. This means that in this range of AER, the cost is not very
sensitive to the requirement on AER.
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Fig. 10. Components, operational and total optimal cost (euro cents per kilometer [c/km]) vs. AER; the minimum cost is shown with a circle.
2) Battery and fuel price: To study the eect of change in battery and fuel price, the optimization is done for three
dierent cases; in the first case, the prices of the electricity and battery are the present prices, i.e.,  f =1:34 EUR/L
and costbat = 400EUR/kWh. In the second case, the optimization includes 30% cheaper battery price and in the
third case, 30% more expensive fuel price. As shown in Fig. 11, in the last two cases, the optimal AER is around
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30 km, which means that it is optimal to have a large AER for higher fuel cost or cheaper battery price. It can
also be observed that with the current price, a vehicle with 50 km AER costs 14% more than the optimal design,
whereas for the other two cases, the dierence is only 5%.
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Fig. 11. Total cost with the present battery and fuel cost, 30% cheaper batteries and 30% more expensive fuel; the minimum costs are shown
with circles.
3) Pareto front: The value of the weighting factor wcomp in (3) is defined for a fixed lifetime and yearly driving
length. However, in real-life, this value is dierent for dierent vehicles. By varying wcomp, a Pareto front is obtained
for the optimal operational cost vs. the optimal component costs; this is shown in Fig. 12 for dierent acceleration
requirements. The figure shows that component and operational costs are conflicting objectives as expected. In other
words, components that are more expensive can lower the operational cost. The component costs increases mainly
due to increase in the battery and EM size, which clearly reduces fuel consumption. From (3) we can see that for
a vehicle with a longer lifetime driving distance, the value of wcomp is smaller, and therefore, it is optimal to pay
more for the components and get a lower operational cost, compared to a vehicle with a shorter lifetime driving
distance. Naturally, higher performance requirements increase both the component and operational costs.
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VI. Conclusion
In this paper, a new method of simultaneous optimization of components sizes (for battery, electric motor, and
internal combustion engine) and energy management (torque split and charging) for a parallel plug-in hybrid electric
vehicle is introduced. The gear and engine on-o is found by heuristics, and the remaining sub-problem is formulated
as a convex optimization problem by approximating the quasi-static models with nonlinear convex functions. The
convex formulation allows fast solutions of large-size problems, giving short turn-around design cycles. The method
has also the advantage of handling very long driving cycles, which is necessary to find optimal component sizes
that are robust to the varying real-life driving cycles.
The result of the optimization depends on many factors, e.g., performance requirements, charging behavior,
driving cycle, battery type, energy and component costs, and gear shifting. The method is used to study the eect
of these factors on the design of a PHEV. In particular, the eect of the performance requirements on the sizing
of vehicle components is studied. For the examples shown in the paper, the results indicate that the vehicle cost
is more aected by the acceleration requirements, than the requirements on top speed and all electric range. This
means that performance requirements have to be included in the optimization problem, otherwise the result will be
misleading. Moreover, with the current price of energy and battery cells, it is not optimal to have very long AER
for PHEVs.
In general, the method can be used as a tool to give a better understanding of the influence of dierent factors
on vehicle design. In addition, current work addresses the limitation that is posed by the need to fix the gears and
engine on-o prior to the optimization.
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Fig. 13. The speed and power dependent gear shifting strategy.
Appendix
A. Gear selection strategy
As mentioned before, the gear, (k), is selected from a speed dependent hysteresis model [18] as shown in
Fig. 13. In this strategy, each time the speed exceeds an upper limit, vgu(), there will be an upshift in the gear and
if the speed is lower than a lower limit, vgl(), there will be a downshift. Knowing the gear ratios, these limits (here
called base limits and shown with black lines) are chosen so that the speed of engine is kept in normal operating
regions. For instance, vgu() is result of a gear strategy where there is an upshift each time the engine speed exceeds
4000 rpm shown as a vertical line, !bgu, in Fig. 14. However, this strategy highly influences the size of the ICE
since it motivates higher torques. Figure 14 shows that for a given power demand if the gear is shifted up in higher
speeds, the torque demand will be lower. To lessen this eect, we increase the engine speed threshold at which
an upshift occurs, linearly with respect to an acceleration gain, again =
a(k)
a(p=1)(v(k))
, for again > 0:7. This means that
for high acceleration demands the gear shifting happens at higher engine speeds. As shown in Fig. 13, the limits
change linearly between the base limits vbgu, and v
b
gl (black lines), and peak limits v
p
gu and v
p
gl (grey lines) as
vgu() =
8>>>>><>>>>>:
vbgu if again(k) <0.7
vpgu() vbgu()
1:2 0:7 (again(k)   0:7) + vbgu() else,
(23)
vgl() =
8>>>>><>>>>>:
vbgl if again(k) <0.7
vpgl() vbgl()
1:2 0:7 (again(k)   0:7) + vbgl() else:
(24)
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Fig. 14. The baseline limit for changing the gear in low acceleration demand, !bgu. We can see that for a similar power demand, we get a
lower torque if we change the gear at higher speed, !pgu. The two situations are shown by red markers.
Optimal gear shifting is not considered in this paper, as it may lead to a non-convex problem. Possibilities to
improve the gear shifting strategy, by first defining a feasible gear, and then iteratively solving a convex problem
and using the result to update the gear selection, will be considered in future studies.
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