Abstract-This paper presents a new desynchronization algorithm aimed at providing collision-free transmission scheduling for single-hop and acyclic multi-hop wireless sensor networks. The desynchronization approach is resilient to the hidden terminal problem and topology changes. Each node distributively converges upon a single collision-free transmission slot, utilizing only minimal neighbor information. In addition, we propose two strategies which facilitate increased convergence time. We evaluate the proposed algorithm via simulations over a range of network densities on both single-hop and acyclic multihop networks. Convergence and throughput comparison are performed against two previously proposed desynchronization algorithms. Finally, using an experimental tested of TelosB motes we verify the performance, practicality, and correctness of the desynchronization algorithm on varying network topologies.
I. INTRODUCTION
Desynchronization is a biologically-inspired primitive to solve the round-robin scheduling problem in multi-agent distributed systems [1] . Applying the primitive in a wireless sensor network (WSN) provides a collision-free self-organizing network without the need for a global clock [2] . As opposed to synchronizing all nodes to operate during the same time period, with desynchronization each node is assigned an operation period which is distinct from its neighbors. For example, desynchronization can be used for load balancing sensing tasks and timeshare message forwarding/routing to allow for extended sleep periods. Also in high data rate data collection applications packet loss and retransmissions are high. Desynchronization for the whole network can mitigate these problems and facilitate the TDMA MAC protocol.
Desynchronization faces two main challenges in wireless sensor networks: (i) determination of the number of necessary desynchronized slots and (ii) maintaining the state of desynchronization with minimal communication and memory overhead (i.e., energy constraints). The first challenge is trivially resolved in a single-hop network. In a network with n nodes having a common fixed time period T , each node is allocated a time slot with the same size T n . In this case, since every node has the same number of interfering neighbors, desynchronization can be achieved by equalizing the slot size for all nodes [2] . However in a multi-hop network, each node belongs to a neighborhood of varying size and the hidden terminal problem must be addressed. Positively in this scenario a subset of nodes are able to transmit simultaneously without interference reducing the number of required slots.
However, intersecting nodes of several neighborhoods must avoid collision.
In many WSN deployments, network topologies are subject to node failure, and in some cases node entry. Therefore, it is desirable for nodes to maintain the state of desynchronization under changing topological conditions. Herein lies the second challenge. Desynchronization should be responsive to any changes while incurring minimal communication overhead. Therefore, the required number of communication rounds to convergence and the required number of time slots, ie. throughput per node, are two important metrics for determining the performance of any desynchronization algorithm.
In this paper, we present a localized multi-hop desynchronization algorithm (M-DESYNC) to address the link scheduling problem on acyclic multi-hop and single-hop WSNs. The goal is to allocate individual time slots in communication period T to each node in a distributed manner, such that no interfering nodes transmit simultaneously. The proposed algorithm is designed to address the hidden terminal problem while maximizing slot utilization (i.e., throughput). No global clock or infrastructure is required to maintain desynchronization, and minimal communication overhead is required for establishing the local neighborhood. The algorithm requires constant memory cost regardless of the network size or density.
II. PRELIMINARIES
We model the network as an undirected graph G = (V, E) of n = |V | nodes; each has a set of one-hop neighbors, denoted by N i,1 , i ∈ V . N i,2 denotes nodes in i's twohop neighborhood. We use the local max degree, denoted by D i [3] , to calculate the number of time slots needed by a node i. The local max degree for one node is the maximum degree among the node and its one-hop neighbors.
If i's local max degree is the degree of its neighbor, we say that D i is inherited from its neighbor. Fig. 1 illustrates the calculation of D i for nodes in an unbalanced tree. The node ID is denoted with a subscript to represent the local max degree, underlined if is inherited. The shaded nodes denote the two-hop neighborhood of node 29. Node 20 inherits its D 20 from node 35, which has a higher degree than 20; node 29 keeps its own degree as the local max degree in that none of its neighbors has a higher degree than it.
Node i divides its period T into |t i | time slots with the same interval size node i is only allowed to transmit in one slot in T ; the remaining slots are allocated to i's interfering neighbors or remain unused. Thus, transmissions from two nodes may collide in the same slot. Instead of randomly selecting a node to discard the slot, we define a priority between two nodes which is used to solve the conflict.
Definition 1. The priority (ρ) between two nodes is defined in the following order.
(
To achieve desynchrony, interfering nodes are distributed separately among time slots in a single period. Intuitively, the number of time slots |t i | for a node i should be equal to at least the number of nodes in i's two-hop neighborhood. The problem of allowing |t i | = |N i,2 |, however, is that a subset of the two hop neighbors can simultaneously transmit without conflict; therefore unutilized slots would exist. Using the definition of local max degree, we now derive the minimum number of slots in order to achieve desynchronization. 
We omit the proof due to space, however the details may be found in [4] . M-DESYNC uses the minimal required time slots per period, |t i | = D i + 1.
III. M-DESYNC ALGORITHM
Unlike other link scheduling algorithms and TDMA-like protocols in wireless networks, M-DESYNC does not require time synchronization or global data dissemination during the desynchronization process; additionally nodes do not need to maintain a list of neighbor's schedule, which takes valuable memory capacity like some duty-cycle protocols [5] . For a network with changing topology, M-DESYNC introduces a synchronizing overhead because of Proposition 1. However, this one-time period-level synchronization differs from other schedule-based protocols such as [5] in that (i) synchronizing start periods of all nodes is needed only once on any change of the network size, instead of a periodic process for every operational cycle; and (ii) this period-level synchronization requires lower precision than slot-level synchronization, e.g., the precision of latter can be ten times more accurate if one period contains ten slots. In our implementation, we assume that a separate protocol is operated in a multi-hop network such as [6] , which is available in TinyOS. 1 Before the desynchronization process begins, each node exchanges its degree information with its one-hop neighbors to obtain the local max degree and |t i |. Like the one-time synchronization, neighbor discovery needs to be done with any change of the topology. At the beginning of each period, node i selects a time slot as its transmission slot and considers other slots as listen and relay (LR) slots. Then i sends a starting message at the beginning of the selected slot. Only node i among its two-hop neighborhood is allowed to use this time slot. A collision occurs during the selected slot if node i's onehop and two-hop neighbors transmit data or broadcast some starting message. If i hears other starting messages or data transmission, it has to probe the remaining slots and repeats in the next period. To solve the hidden terminal problem, we require that each node after hearing any starting message from its neighbors, re-broadcasts this message with a time stamping mechanism to compensate for the delay. Therefore, there are two kinds of beacon messages: starting message and relay message. A starting message is transmitted at most once per period; a relay message is transmitted after hearing any starting message. As shown in Fig. 2 , node A and B are C's interfering neighbors, which should be assigned to different time slots. In the first period, each node selects a candidate time slot and detects if there is any conflict with its interfering nodes. Node B sends a relay message to C on receiving the starting message from A. Node C thus select another time slot in the second period. The latency from A to C can be solved by time stamping the message before it is transmitted.
The random selection of time slot distributes the choice of when to send a starting message in a given period and decides who should adjust its selected time slot in the next round when conflict happens. Next, we propose two strategies to expedite the desynchronization process. The first, called modulo pre-coloring, is a way to initialize the time slot of each node deterministically, instead of randomly. The second, is a priority-based competition rule which allows for the algorithm to decide whether a node should adjust its time slot when conflict occurs. To limit the probability of conflict when the desynchronization process begins, a node can intelligently select the time slot its neighbors have not claimed. It is desirable if such a determination can be done based on its local information. Thus, it does not introduce additional message exchanging and is able to complete in one round. Each node is assumed to have an unique integer value as its identifier, which is a standard practice in sensor network deployments. By initializing the time slot for each node as the modulo operation between its node ID and |t i |, we can reduce the collisions from random selection. We call this the modulo pre-coloring method (MP). We experimented through simulation the benefits of random and modulo pre-coloring. Results showed that for networks with average degree less than 7, random pre-coloring properly assigned on average 58% of nodes while modulo assigned 40%. For denser networks modulo pre-coloring assigned on average 2.25 times more nodes to non-conflicting time slots ( 45% for modulo versus 20% for random).
During the desynchronization process, nodes randomly adjusts their slots if any conflict is detected. This randomization helps the desynchronization algorithm to converge. However, because nodes have various slot sizes depending on their local max degrees, a node with larger slot size may occupy two slots of a smaller one. On the other hand, the node with more one-hop neighbors have a higher probability to interfere. By adjusting the time slot of the node with fewer neighbors fewer collisions and the ripple effect can be reduced [4] .
We make use of the priority of each node defined in Definition 1 and add it into the broadcasting starting messages and relay messages. In Fig. 2 , for example, we substitute A for A and have |N C,1 | > |N A,1 |. When C receives the relay message from A , it does not suppress the transmission of its incoming time slot and uses the same slot in the next round because of |N C,1 | > |N A,1 |; later A hears the relay message from C during its selected time slot and thus has to jump to another time slot in the next round. We evaluate the effect of this heuristic in section IV. Table I shows the pseudo-code for M-DESYNC with MP and PC. Each node maintains two timers and broadcasts node degree information in starting and relay messages. One timer is fired for every period, the second timer at the beginning of the node's selected time slot, t s . When a node hears any starting message or relay message before the timer fires, it compares the priority of the sender with its own priority; following the PC heuristic rule, this node may suppress its transmission and reset its t s in the next round. If two conflicting nodes have the same priority, both can randomly pick another slot. At time t s , the node broadcasts a starting message if the time slot is not suppressed. The interval of the selected time slot is [t s , t s + d i ]. The algorithm requires that nodes must obtain its number of neighbors to compute the interval for a period, but does not need to know the network size or the schedule of its neighbors. When a new node joins or a node leaves the network, nodes in the two-hop neighborhood adjust their slot sizes adaptively and send synchronization messages over the network to restart the desynchronization process. Theoretically, the proof of convergence time for such a distance-2 coloring is still an open problem in distributed systems and could have an exponential time complexity [7] , [8] . With the help of the pre-coloring method and the heuristic competition rule, we show via simulation that the proposed desynchronization algorithm converges quickly over a wide range of network densities.
IV. EVALUATION
In this section we experimentally measure the performance of M-DESYNC relative to existing two desynchronization algorithms: lightweight desynchronization (LTWT) [3] and DESYNC-TDMA [2] . Our objective is to evaluate the claims that: M-DESYNC converges to desynchrony quickly and achieves a high throughput in a wide range of network densities, M-DESYNC performs well in single-hop and acyclic multi-hop networks, and M-DESYNC operates correctly on a real-life sensor platform and network.
We simulate M-DESYNC and LTWT in both single-hop and acyclic multi-hop networks; due to the inherent limitation of DESYNC-TDMA, it is only simulated with single-hop networks. The time period, T , is 1000ms. Each node transmits data at the rate of 20 kb/s during the time slot allocated by the algorithm. Each experiment consists of 500 simulation runs. In all simulation and empirical experiments, we assume neighborhood discovery and initial time period synchronization is completed prior to desynchronization.
To study M-DESYNC in an acyclic multi-hop network, we first randomly distribute n nodes in a 200×100 area and set the transmission range of all nodes to 20 units. To eliminate cycles within the network we visit each node i using a widthfirst search; if we encounter i again during the traversal, the link is cut to break the cycle. Nodes are labeled randomly from [1, n] . By varying n from 50 to 500, we examine how the M-DESYNC convergence time scales over a wide range of densities. For the single-hop network, n varies from 4 to 20 and each node has exactly (n − 1) neighbors. We presented MP and PC to enhance the performance of M-DESYNC. In this experiment we evaluate the efficiency of these mechanisms independently and jointly in acyclic multihop networks. Fig. 3 shows the convergence time against the average degree of the network. The + and − signs represent the presence or absence of the corresponding mechanism, respectively. M-DESYNC without these mechanisms is represented by −MP−PC. MP strategically chooses time slots for a large subset of the nodes in the first round, hence allowing the network to converge faster. Fig. 3 shows that M-DESYNC additionally converges to desynchrony faster using the PC than using a random slot placement. This validates our use of the heuristic rule in the proposed algorithm. We also observe that independently MP performs better than PC, which is expected since MP initially resolves slot assignment for 50% of the network prior to the initial round, 15-25% more than PC during operation. In the remaining experiments, M-DESYNC is always implemented with both MP and PC.
In this section we compare M-DESYNC with LTWT and DESYNC-TDMA. In DESYNC-TDMA, each node randomly picks an initial firing time; after hearing its previous and next neighbor's firing messages (t pre and t next respectively), the node adjusts its firing time by tpre+tnext 2 in the next round. After about O(n 2 ) rounds, the total period is divided into T n slots of equivalent size. DESYNC-TDMA requires each node to listen for firing messages from all nodes in the network to determine the two direct neighbors and to ensure convergence, therefore it can not be applied to multi-hop networks. LTWT uses a simple, random, and distributed coloring method: each node claims a slot and listens to detects if there is any other node competing for the same slot. The allocated time slots available for each node in LTWT is 2(D i + 1), almost two times more than in our algorithm. Fig. 4(a) and Fig. 4(b) illustrate the convergence time on multi-hop networks of size 50 to 500. As expected, the LTWT algorithm converges to desynchrony faster than the proposed algorithm. This is purely due to the increased number of allocated slots (almost two times). Note that if the density is low, M-DESYNC converges in only a few rounds. By the pre-coloring strategy, nodes initialize their starting time slots with less probability of conflict compared with random selection. While LTWT converges in 1.3 fewer rounds on average over all network sizes (< 3 rounds in the worst case), M-DESYNC provides two times as much total throughput as shown in Fig. 4(b) . The throughput is calculated as the sum of throughput for each node after the network converges to desynchrony. The increased throughput is expected due to difference in allocated slot usage between the two algorithms. Lastly, Fig. 4 (c) and 4(d) are the results for simulating the three desynchronization algorithms in single-hop networks from 4 to 20 nodes in increments of 2. We have three observations concerning these results. First, the pre-coloring strategy (PC) efficiently allocates non-conflicting time slots to all nodes within a single round as shown in Fig. 4(c) . Because in a single-hop network all nodes have the same degree and are numbered from [1, n] , the unique node ID specifies the time slot for each node without conflicting with others. Second, DESYNC-TDMA has a much slower convergence time than the other two algorithms (Fig. 4(c) ). The simulation results for DESYNC-TDMA match its theoretical time complexity O(n 2 ). In DESYNC-TDMA, the progress to get the proper time slot for each node is made round by round, while in M-DESYNC and LTWT multiple nodes can move to an empty time slot in a single round. Third, since both M-DESYNC and DESYNC-TDMA make use of the entire period in single-hop network, they achieve throughput two times over LTWT.
We demonstrate the practicality and correctness of M-DESYNC algorithm through experiments on TelosB motes. Evaluation of the convergence time for M-DESYNC is performed when nodes are added to a single-hop network, and for chain and tree multi-hop topologies. For all experiments, we set the period T = 1000ms and assume that experiments are conducted in a sensor network without lossy links. Thus, the topology of each scenario is enforced by assigning the node IDs explicitly; starting and relay message from nonneighboring nodes are discarded at network layer. Each node has a unique ID, which is generated randomly from the range of [0, 40] . To keep track of the selected time slots in each round, a node sends a dummy starting message if it receives a message from a higher priority node before its selected time slot t s , instead of suppressing the transmission. There is no synchronization traffic in the current implementation of M-DESYNC. When a new node joins the network, it broadcasts a "hello" message to the network, which is not discarded in the network layer, and then all nodes can restart the desynchronization process at the same time. TABLE II summarizes the average convergence time of five single-hop networks runs with network size n = 5, 10, 15. For each size, we add two, three, and five nodes into the network later. For a 15-node network, time to desynchrony is 8 rounds; when ten nodes are added, 12 rounds are required. An illustration of the M-DYSNC convergence on a complete graph with three phases of multiple nodes added to the network can be found in [4] .
Lastly, we experiment with M-DESYNC over a typical sensor network of tree structure as shown in Fig. 1 . All nodes in the network perform some sensing and aggregation tasks and transmit data to their parents until the desired data reaches the root. The convergence of the network is shown in Fig. 5 . Node 34 has the least local max degree and therefore the highest priority; thus it keeps its initial time slot throughout the desynchronization process. Another interesting behavior is that at round 1, node 1 and 29 are assigned the same slot and both have the same local max degrees. Since 29 has more neighbors than 1, 1 jumps to another slot at round 2, where it still conflicts with 34. Eventually at round 5, node 1 wins the slot over node 35 because of D 1 < D 35 and shares the slot with node 30 and 21. Here nodes have various slot sizes depending on their local max degrees, however this is not shown explicitly in the figure.
Overall, the experimental results validate the convergence of M-DESYNC for different network topologies. The PC heuristic rules correctly solve slot competition between nodes. Nodes are able to self-maintain their slot sizes according to the changing network topology and require constant memory cost regardless of the network size.
V. RELATED WORK
Desynchronization provides an alternative to TDMA-based protocols to enable a collision-free scheduling method with guaranteed fairness and predicable latency in wireless sensor networks. Inspired by some natural synchronizing systems such as a network of fireflies and neurons, the researchers proposes this self-adaptive, self-organizing, and self-maintaining framework that divides a time period evenly amongst each sensor node [2] . An explicit assumption made in [2] is a singlehop network topology. Mathematically, desynchronization can be abstracted to a standard vertex coloring problem [3] . Their algorithm runs until each node has a different color from all its one-hop neighbors in about O(log n) rounds. As a result, it can be applied to arbitrary topologies. This work, however, does not address the hidden terminal problem and reduces throughput given the increased number of unused time slots.
Distributed vertex coloring has been extensively studied because of its important application to problems such as resource scheduling, allocation, and coordination [9] , [10] . Thus, distributed vertex coloring algorithms have been applied to solve the link scheduling problem in slot assignment. Gandham [11] proposes a deterministic algorithm using 2(Δ + 1) time slots to color the links in the network.
VI. CONCLUSION
M-DESYNC is proposed to provide collision-free link scheduling specifically for single-hop and acyclic multi-hop sensor networks. Our simulation results show that over a wide range of network densities, M-DESYNC converges quickly and has increased throughput over previous approaches. The results also show that the algorithm can be significantly improved by integrating two important mechanisms: modulo pre-coloring and a priority-based competition rule. We demonstrate the selection process of time slots for each node in a sensor network testbed. In addition, the approach has shown to be resilient to network topology changes.
