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A B S T R A C T
This dissertation presents new conditions under
which the word Bn Am is noint universal.
It also exhibits the first knowon exemple,B^A^,
of such a word which does not represent every finite branch,
R E S U M O
A presente dissertação apresenta novas condições
para as quais a palavra Bn Am é universal ponto por ponto.
- 6 6 Também exibe o primeiro exemplo conhecido, B A ,
de palavra que não representa todo ramo finito.
INTRODUÇÃO
No estudo de equações nos semigrupos, é cia 
ramente útil identificar as "formas" expressas por 1 
"palavras" W ( L^, L2 , . .., ) no semigrupo livre 1 
gerado pelas letras L^, L 2, ..., Ln para as quais 
a equação y = W ( x^, x2 , ..., xn ) tem solução < x^, 
x2' ***' xn ^  ^  Para S qualquer. Tais W são 
ditas universais para S. Ãlêm disso, é interessante ' 
caracterizar para uma classe C arbitrária de semigru­
pos, as W que são universais para cada S de C, fato 
que indicaremos dizendo que são C-universais.
Este estudo teve sua origem por volta de 
1964 com a pergunta de Jan Mycielski: quais palavras 
são universais para todo semigrupo simétrico xx ? A 
primeira resposta parcial foi publicada em 1966, por 
R. Isbell, em um artigo que deixa a impressão de que 
o problema de Mycielski oode ser difícil.
Trabalhos subsequentes sugerem que é conve­
niente caracterizar as W que "representam" funções em 
uma certa classe Y, no sentido que se f £  Y , então 
f = W ( gx, g2 , . .., gn ) tem solução < g1 ,g2 / • • • /<?n> 
para funções g^ em um semigrupo convenientemente esco 
Ihldo.
vi
Certos tipos de elementos em y, que são da
forma
xo l-> xi ^  • * • xk
são chamados "ramos". Em particular, r^ denota
o H» 1 H* . .. k - 1, 
e Prt (k) denota
f : f é  função e Dom (f) U Rng (f) S  Dom(r^)
U Rng (rk ) | .
No capítulo III introduzimos o conceito de 
função "bem brotada" e mostramos que uma palavra "re­
presenta" todas estas funções se, e somente se, " re­
presenta " todos os " ramos ".
Como o conjunto das funções "bem brotadas" 
é grande e contém funções importantes, o estudo da"re 
presentação" dos "ramos" torna-se interessante.
No capítulo IV estudamos condições a serem 
impostas ao terno de inteiros positivos < m , n , k >  pa­
ra que a equação r^ = gn fm tenha ou não solução g e 
f no monoide Prt(k).
Respondemos afirmativamente à pergunta a- 
berta desde 1973: existe ^m,n,k^> tal que r^ = g11 fm 
não tem solução? Nosso exemplo é <^6,6,3 .
Também apresentamos uma demonstração de que 
< m,n,k^> dá solução para r^ = g11 fm sempre que 
{m,n|f) jl, 2,3,4, 5  ^ * <|> . ■
vil
Podemos esperar aplicações quase imediatas 
destes estudos na ciência da computação. De fato, es 
ta ciência tem interesse; em operações lógicas e arit 
méticas com dados, e essas operações são normalmente 
analizadas em uma sequência finita de operações bãsi 
cas. O estudo que fizemos, procura estipular as for­
mas de tais sequências para as quais ê sempre possí­
vel expressar qualquer função. O estudo brevemente 
exposto acima, procura estipular as formas daquelas 
em que ê sempre possível expressar qualquer função. 
Além disso ê sabido que, quando tais decompoçições 
são possíveis, então os termos f^ de uma tal sequên­
cia obtida, podem ser de um tipo bem simples, em que
O ~ _ _
f± [xj = fi l^ xj para x £ Dom (f±) .
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CAPlTULO I. GENERALIDADES
Colocamos neste capítulo notações, defin^L 
ções e algumas proposições demonstradas, que usaremos 
no presente trabalho.
1.1. NOTAÇÕES. Usaremos w para denotar o conjunto {0,
1, 2, ... } . Para cada keu , denominamos conjunto k ao 
conjunto {0, 1, k-1 } . Desta forma, para cada kew ,
temos que w^k = {k, k+1, ... } e, para cada { m, n } c. w , 
com m<n, a expressão m\n denota o conjunto { m, m+1, 
n-1}. Para qualquer conjunto C, a expressão |C | indica 
o número de elementos de C . Ê claro que, para cada keu, 
temos |k| = k. Também |w| = ^ o  . O símbolo % denota w U 
{-n:neo>} .
Sejam xe Z>1 e y e %. Usaremos x|y para di. 
zer que y=kx para algum ke X. Para negar a proposição x| 
y, usaremos x ^ .  Em geral negamos expressões da forma 
xRy por x#y, onde R ê uma relação.
Sejam kew-1 e x e 7. Usaremos [x]^  para 
indicar o único elemento yek tal que y = x  mod(k). Tam­
bém usaremos (x] para indicar o único elemento yek>-l 
tal que y = x mod(k-l). Assim, por exemplo, [l3]  ^ = 3 = 
(13) 5 . Já [l0] 5 = 0 f 5 - d 0 ] 5 .
Seja X um conjunto arbitrário e seja
fílXxX. Denominamos mundo de f, e anotamos por $f, ao con
jufrtdj $£ = Dom(f) URng(f), onde Dom(f) = {x : <x, y> e f 
páfâ algum yèx) e Rng(f) = {y: <x, y>ef para algum xex}.
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Sendo M £. X, a expressão f|M indica o conjunto (MxRnq 
(f)jnf. A expressão f [m ] denota o conjunto RngíffM).
Uma relação binária f é chamada função se 
e somente se |f[(x}]j< 1 para todo x. Quando f ê fun­
ção e xeDom(f), então o único elemento do conjunto 
f[{x}] é chamado imagem sob f de x, e ê escrito nas for­
mas f(x), f , ou x^. Usaremos f(x) = 00 para indicar que 
x £ Dom(f) . Para estipular uma função f, podemos escre­
ver :
"Seja f:X— *-Y tal que f:x i— > V"
Isto deve significar: "Seja f uma função tal que Dom(f)
= X, tal que Rng(f)Ç.Y, e tal que f(x) = Y para todo 
xeX".
Com X um conjunto, a expressão idTx deno 
ta {< x,x > .xeX } . Isto é, idfX:X— > X e definida por
id [X: xi— > x .
Usaremos Prt(X) para denotar o conjunto 
{f:f ê função e $f£XChamamos aos elementos de Prt(X)
de transformações parciais de X.Se fePrt(X) e Dom(f)=X,
— X Xentao dizemos que fe X. Chamamos aos elementos de X de
transformações de X. Também chamamos as transformações
bijetivas de X de permutações de X, e usaremos Sym(X)
para indicar o conjunto de todas as permutações de X .
Dadas duas relações binárias f e g, e 
não havendo confusão, usaremos gf para indicar g.of, on- 
ãê o ê à êpérâçlò composição: gdf = {<x, y>:<x, t>ef e 
<t; y>fc9 pârá âlgüm t}.
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Seja f uma relação binária e seja < x , 
y>ef. Diremos que a figura
x
íf
é o dígrafo de <x, y >. Natulalmente que o dígrafo de f 
é a reunião de todos os dígrafos dos elementos de f. As 
sim, por exemplo, a figura a seguir é o dígrafo da re­
lação binária f = {<0, 1>, < 2, 1> , < 0, 3>, <3, 0>}:
O dígrafo de <x, x> é xK .
Seja ketos2. Denominamos ramo de compri - 
mento k-1, e representamos por r^, à função r^ = ( < i, 
i+l>:iek-l). Assim o dígrafo de r^ ê
0 •---» 1 i---> 2 . . . k-2 i---f k-1
Seja keiosi. Denominamos ciclo de compri­
mento k, a toda função cujo dígrafo ê da forma
X «-- 1 X, .o k-1
/
1
\ x ? /
X  X 3
É claro que, se X = íx^:iek} contém exatamente k elemen
~ k f»tos distintos, e se f e o ciclo acima, entao f = id|X . 
Evidentemente que, neste caso f^ = idfx sempre que k|q. 
fôõs escrevemos f também na forma (XQ X^ ... , mas
cüidâfriõs para evitar uma ambigüidade comum: a expressão 
(Mq X^ ííí também pode denotar qualquer permutação
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giSyui(X) com Y = 1 X ^ : 1 1 k KlX, tal que y^Y = f e tal que 
g f(X\Y) = idf(XsY) . Os detalhes de um tratamento que e- 
vita esta ambigüidade encontra-se em [8, capítulo i].
Chamamos f de uma permutação cíclica de 
Y quando f = (XQ X^ ... com Dom(f) = Y = ÍX^:iek}. »
Reservamos a expressão c^ para designar a permutação cí^  
clica (0 1 ... k-1) em Sym(k).
1.2. LEMA. Seja f uma transformação ou injetiva ou so- 
brejetiva de um conjunto X finito. Então feSym(X).
Demonstração. Seja f uma transformação injetiva de X 
finito. Basta mostrar que Rng(f) = X. E claro que Rng(f) 
Por outro lado, como f ê uma injeção, temos que|Dom 
(f) | = |Rng(f) |. Mas, como Dom(f) = X, temos que | Rng
(f) | = | X |. Lembrando que X é finito, segue que Rng (f)
= X.
Suponhamos agora que Rng(f) = X. Então , 
|Dom(f)| = | X | = |Rng(f) |. Mas, se existe {x, y}t.X tal 
que x f y e tal que f (x) = f (y) , então X=Rng (f \ (X' {.y})), 
enquanto |Rng(f (X%{ y })) | < | X\ {y } | < | X | , pois X é fin_i 
to. Concluímos que f é  injetiva.
&
1.3. LEMA. Sejam f e g relações binárias. Então
1. Dom(gf) £. Dom(f)
2. Rng(gf) £L Rng(g)
Bêmõnjtração. Seja XeDom(gf). Então, existe um elemen-
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to z tal que <x, z>cgf. Logo existe um elemento y tal 
que <x, y>ef enquanto <y, z>cg. Como <x, y>ef, segue 
que x e Dom(f). Portanto Dom(gf) £ Dom(f).
Seja agora te Rng(gf). Então existe r 
tal que <r, t > egf. Logo <r, s> e f enquanto <s, t> e g. 
Como <s, t> e g, segue que t e Rng(g). Portanto Rng(gf) 
& Rng (g) .
Seja f uma relação binária. Dizemos que 
f é conexa se, e somente se, para todo {x, y} c. $ f, e- 
xiste uma seqüência finita x = t , t-^ , ..., t^ = y tal 
que {< t^ , + , < t^+^ , t^ >} ri f ^ 4> para todo i e k .
1.4. LEMA. Seja f uma função. Então, f é conexa se, e 
somente se, para cada {x, y}£.$f, existe íi, j } oj tal 
que f1 (x) = f^(y).
Demonstração. Seja f conexa, e seja {y, y} ç $ f .  Exis­
tem k eu) e {t^ie k} tais que x = t 7 y = t^ e tais 
que (<t^, + i / ti f ^ 'f1 todo i e k . Se
jam X = { f1 (x) : i eu} e Y = {f1 (y):iew} . Sem perder a 
generalidade podemos supor que X çL Y. Então t = x e 
X\Y. Mas, t^ = y e Y. Portanto existe m e k tal que 
t e X-^ Y enquanto tm+^ e Y. Seja {p,q)çu tal que tm = 
fp (x) e tal que t = fq (x). Segue que ou <t , tm + 1 > e 
f e entio fp+1(x) = f(tm> = tm+1 = fq (y), ou <tm +1, tm> 
e f e então f^(x) = tm = ^ ( ^ + 2^  = f^+ ^(y) • Assim, mos- 
tiraremos que, se f ê conexa, então para elementos arbi- 
tirârios x e y de $f existem i ew e je u> tais que f1 (x) =
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f-* (y) . A recíproca é óbvia.
1.5. DEFINIÇÃO. Sejam f e g relações binárias. Dizemos 
que f e g são isomorfas bigraficamente, e indicamos por
f - g se, e somente se, existe bijeção h:$g ---> $ f tal
que f = hgh ^ .
1.6. DEFINIÇÃO. Seja g uma função qualquer. Dizemos que 
um elemento b é broto de g se, e somente se, b e Dom(gK 
Rng(g).
Exemplo 1 . Seja g e Prt(w) definida por g(x) = 2x.
Escrevendo g na forma de um dígrafo, ob­
temos que









Como Dom(g) = u e Rng(g) = { 2k: k ew) , temos que b é 
broto de g se, e somente se, b e { 2k+l : kew}
Exemplo 2 . Seja k e w  e seja g e Sym(k) . Como Dom(g) = 
Rng(g) = k, temos que íb : b é broto de g } = <j> .
Exemplo 3 . Seja g e P.rt(wv2) tal que g(x) = min íy:y é 
divisor de x ).
g =
ê fácil verificar que o conjunto de to­
dos os brotos de g ê (w^2)s{x:x é primo}.
1.7. DEFINIÇÃO. Representaremos p o r c o n j u n t o  de 
todas as funções conexas e finitas que têm exatamente um 
broto.
1.8. LEMA . Seja f e e>t>. Então existem 2 e ie m ' 1
tais que ou f - = r ou f - r U{<m-1, i>} .^ m m '
Demonstração. Admitamos que f ?- r^ para todò m ew v 2. 
Como f tem um broto, segue que f Portanto, como f ê 
finita, temos que |$f | - m para algum m e as ^  \ . De fato 
m>l, pois se m = 1, então f - í < 0, 0>} e não tem broto 
algum. Seja D - ($f)N.{ fm  ^(b) } onde b ê o broto de f.
AFIRMAÇÃO 1 . ffD é injetiva.
Se admitirmos o contrário, temos que
| f [D ] | < m -1. Mas , então m = |$f| = |íbl U f  [d ] | = | { b} | +
| f [D ] | = 1 + |f [d] I <1 + m - 1 - m, é contraditória. Por 
tanto £ \D ê injetiva.
AFIRMAÇÃO 2 . Existe ie m-1 tal que f(fm"1 (b))= f1 (b).
é claro que fm {b) ^ 00 , pois se fm (b) = «, 
então f = r . Por outro lado, se f(fm ^(b)) ^ f^"(b) pa 
ra todo i e m, então m = |$f|^m+l. Portanto, fm (b) = f1 
(b) pára algum i em. Mas i / 0, pois b ê broto de f 
Logõ ã âfirmâção 2 segue.
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é óbvio que a função g:m—> $f definida
por g:ji— > f-* (b) induz um isomorfismo digrãfico < p, q >
h— > <f^(b), f^(b) > de r U {<m-l, i >} sobre f.
m n
1.9. ESTUDO DAS PALAVRAS. Seja um alfabeto finito X = 
(A, B, ... } . Seja 2* o monõide livre gerado pelo alfa­
beto £ . Os elementos de £* são exatamente as "pala - 
vras" finitas que podem ser soletradas com as "letras " 
em £ , inclusive a palavra vazia <j> . Letras gregas mi­
núsculas denotam elementos de £* . A operação binária em 
£* ê simplesmente a justaposição; por exemplo, se a = 
AAB e se 6 = ABBA, então a3 denota a palavra AABABBA . 
Duas palavras são iguais se, e somente se, têm a mesma 
soletração. Como aB = AABABBA ^ ABBABAA = 8a , vemos que 
a justaposição não ê comutativa, embora obviamente asso 
ciativa. A palavra vazia <j> é claramente a unidade do 
monõide £* .
Seja a eZ* , com a= a (1) a ( 2) . . . a( d) on­
de «(D indica o elemento de £ que ocupa a posição i em 
a, contado da esquerda para a direita, não importando se 
“ (D = a (j) para algum i^j. Indicamos por |a| o compri 
mento da palavra a. Ê claro que se a = a (1)a (2)...a(d), 
então M  = d. Naturalmente, jaj = 0  se, e somente se, 
a = <J>.
1.10. COMPLEXIDADE DAS PALAVRAS. Seja a = Ln(o) L ? (1)  j o 1
* ‘ ^  * onde ín(i) : i e k) c co^ l e Li ^ Lj sempre
cjüé i c { j-1, j+1 } G. k. Então dizemos que a é de comple
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xj dado k .
2 3 -Exemplo. A palavra a = BABA B e de complexidade cinco. 
Em a temos: Lq = L.^  = = B, L-^  = ~ A, n(o) = ri(l) = 
n (2) = 1, n (3) = 2 e n(4) = 3.
1.11. DEFINIÇÃO. Seja E um alfabeto finito e seja S um 
monõide. Dizemos que uma palavra a e E* representa em S 
um elemento x, e indicamos por (a+x)S se, e somente se, 
existe homomorf ismo E*— > S tal que '&■( a) = x.
1.12. PROPOSIÇÃO. Sejam E e ti alfabetos tais que £ S-fi . 
Seja S um monõide com elemento identidade e. Sejam xeS, 
aeE* e & : E * — >S um homomorf ismo, tais que ^  (o) = x. E n ­
tão a eti* existe homomorfismo &  :ti* — *S tal que (a) = x .
Demonstração. Seja a = a(l)a(2)...ot(d). Como, por hipõ 
tese, ac?,*, temos que a(i) eE, para todo i e(d+l)^l. Co­
mo E çti r segue que a(i) eH para todo ie(d+l)^l. Portanto 
a e fi*.
Vamos definir .Ki ti*— s.S da seguinte forma: 
!k(L) = &(L) sempre que LeE e 3C(L) - e para todo L eti ^  E 
Claramente 'ÍC ê um homomorfismo. Por outro lado, X  (oí) =
^ ‘k 1" ÍU k- >X" r..
a (1) a (2) ... a(d) = a(l) a (2) . . . a(d) =%(a) = x .
a
Observação. Em vista da proposição 1.12, temos que é 
süfiéiênte considerarmos homomorfismos 1^ : a*— >S onde a* 
ê ê rftõrtdidê gerado por foi (i) : ie (d+l)"l} , sendo a =
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a(l) ot(2) . . . a(d) .
, ,m(o) n ,m(l) ,, nm(d-l) 
1.13. LEMA. Seja a = “ (o) a(1) -..a(d-l)
e{a(i) :i e d }*, com m(i) euivl para todo ied. Seja p(i)
e oi v 1 para todo ied tal que p(j) = p(i) serapre que a(j)
= a(i) . Seja 6 = « (o)P<0)m<o) «(l)P(1)r“a) ... „<cl-l)P<d-1),Il(d-1) . Se
ja S um semigrupo. Seja xeS tal que (3+x)S. Então (a+x)S.
Demonstração . Existe homomorfismo : a*— » S tal que
J/. D ( Í )
= x. Para cada i e d  seja a(i) o elemento (a(i) de
S, e seja ^ <:a*— > S o hornomorfismo gerado pela família
{a (i) ried}. Segue queí(a) = ( a (o) m ^  . . . a(d-l) m ^  ^  )
- (a(o)*)m(o)...(c,(d-lit:)m<d-1) = < a ( o ) V (o)m<o)...(a(c,-
y^pia-llmld-l) = ^ ( 0(0 )p(0 )m(0 )....«(d-l)p<d_1,,n(d' 1)) =
fe(B) = x.
B
Indicaremos por Rep (a, f, $f) o conjunto de 
todos os homomorfismos «fede a* em Prt($f) tais que â£)(a) = 
f.
1.14. LEMA. Sejam f e g funções tais que f = g e Rep(a , 
f/ $f) ^ <f>. Então Rep (a, g, $g) ^ .
Demonstração. Seja Rep(<*, f, $f) . Como f = g, existe
bijeção h: $g — 3> $f tal que f = hgh . Assim, temos que 
a) = f = hgh ^ . Para cada L eE vamos definir $d(L) = 
h ^k>(L)h. Seja £ — >Prt($g) determinada por í^UL) :LeE) .
Ê éláfo que é um homorfismo. Por outro lado, !]<.(“)
!TC rrft'
^  ( a (Í) a (2) . . . a(d) ) » a (1) a (2)^ . . . a(d) v = h ^ a ( l ) h h _^
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u ( 2 ) h . . . h 1 «X - h 1 <í(l)U u(2)'^ '. . . <X(<3) tí^= h 1 1. =
h ^fh = h ^hgh = g. Portanto e Rep(a, g, $ g) f <l> .
13
1.15. UNIVERSALIDADE DE UMA PALAVRA. Seja £ um alfabeto 
finito e seja a e Z *. Seja S um semigrupo. Seja ainda x 
e S. Dizemos que a ê universal para S, e escrevemos ot^ +S, 
se e somente se, ( alx)S para todo x e S.
Seja uma família de semigrupos. Dize - 
mos que vima palavra « é F^-universal se, e somente se , 
al-t- S para todo S e 1j, tal que S é finito. Dizemos que « 
ê I^-universai se, e somente se, s para todo S e Ij, , 
t.al que S ê infinito. Finalmente, dizemos que a é ^-uni­




Neste trabalho as famílias de semigru­
pos que principalmente nos interessarão são Prf, Myc e 
Sym, onde definimos
Prt = {Prt(X):X é conjunto }
Myc = {^X:X é conjunto }
Sym = (Sym(X):X é conjunto }
Também interessa a família Brl = (Brl(X) 
:X é conjunto) onde Brl(X) é {f:f£XxX).
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CAPÍTULO__II - REVISÃO HISTÕRICA
O Boletim da Academia Polonesa de Ciências , 
em 1966, publicou o artigo de J . R. Isbell [3], que foi
o primeiro versando sobre Termos Universais. Neste tra­
balho, Isbell demonstrou os teoremas 2.1 e 2.2, formu - 
lou algumas perguntas, tendo respondido a uma delas. Des 
ta forma, o mundo matemático tomou conhecimento desta no 
va área de estudos que teve seus conceitos básicos in­
troduzidos por volta de 1964 por Jan Mycielski.
Dada uma palavra a = a (l)a (2) . . .a (d) , se exis­
tir s e d^l tal que 3 =<* (1) a(2) , . . a(s) = a (d-s+1)<* (d-s +2)
...a(d), então 3 ê um bordo de a .
Se 131 < — |a |, dizemos que o bordo 8 é um bordo
2
curto de a . É claro que 3 é bordo curto de « se, e so­
mente se, existe > tal que a =3y3.
Os resultados seguintes são os principais de
Isbell.
2.1. TEOREMA. Toda palavra que não tem bordos curtos, 
é IMyc-universai.
Entende-se por involução em Sym(X), um elemen 
to feSym(X) que tenha a propriedade: f^ = idPx.
2.2. TEOREMA. Seja fe^X, onde X é finito. Seja {i, n,
- i ~ XpjcuiNil, onde p e primo e n = p . Entao existe ge X e
êxistê ihvòlüção heSym(X) tais que f = gnh .
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Usando a- A ?'ÜZ o 3 = A 2 B 2A f Isbell tarn-
bém mostrou.
2.3. PROPOSIÇÃO. Existem a e (3 tais que :
1. a é IMyc-universal, mas não é FMyc-
universal.
2. 3 ê FMyc-universal, mas não é IMyc
universal.
Em 1972 e 1973, foram feitas as seguin­
tes generalizações do teorema 2.1 por G. F. McNulty {^ 4} 
e D. M. Silberger £5], respectivamente, em suas disser­
tações de doutoramento.
2.4. TEOREMA. Seja X infinito. Seja <í> ^ P ç  £*.*.{<{>} tal 
que cada elemento de P não admite bordos, e tal que pa­
ra {a,ft}çP com S acontece que, nem a é segmento de 6 ,
nem existe y tal que y é, ao mesmo tempo, segmento ã
*• Xdireita de ae segmento a esquerda de 8 . Seja f:P — ? X
uma função arbitrária. Então existe um homomorfismo
2.5. TEOREMA. Toda palavra a que não admite bordos ê 
IPrt-universai.
ôrema de interesse central para este nosso trabalho,uma 
vê! éfti© dá importância ao estudo de ramos, e cuja têcni
E* _* XX tal que i^pP = f.
Em £6 ], D. M. Silberger demonstrou um te
ea riòs sêirvé pára demonstrar o nosso teorema [3 .1 4 ] .
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Ksto teorema cia Si .ibercjer ti
2.6. TEOREMA. Seja a e E*• Então « ê Prt-universal se, 
e somente se, Rep(a, f , $ f) / 4> para toda função f inje- 
tiva e conexa.
Dentre os corolários deste teorema, e 
constantes do trabalho [6] , destacamos
3 2 ? 3 ~1. B A e B “'A são Prt-universais.
2. BmAn ê Prt-universal sempre que m e n 
são inteiros ímpares positivos.
Em 1977, A. Ehrenfeucht e D. M. Silberger 
f_l] fizeram uma melhora no teorema 2.2, ao demonstrarem
2.7. TEOREMA. Seja n um inteiro positivo contendo um
menor fator primo ímpar p. Seja k o maior inteiro tal 
]c — _
que 2 e divisor de n. Entao, sao equivalentes:
i 0k+l 1 . 2  <p j
X
2. para toda fE X, com X finito, existe
X nge X e existe involução h tal que f = g h.
Grande parte deste nosso trabalho ê dedi 
cada ao estudo de palavras de complexidade dois, parti­
cularmente quanto à sua capacidade de representar ramos. 
Por isso, destacamos ainda o teorema seguinte, de auto­
ria de A. Ehrenfeucht e D. M. Silberger [2^
Para cada kew-2, a expressão S(k) repre- 
sferitá ô ítiêhòr fator primo do número k e M(k) indica o
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menor múltiplo comum dos elementos do conjunto {2, 
k } .
2.8. TEOREMA. Seja {m, n)ç W'2. As seguintes afirmações 
são equivalentes:
1. M(S(m) )| n e M(S(n) )|m.;
2. BnAm ê Myc-universai;
3. BnAm é FSym-universal„
Este resultado foi melhorado pelo que 
apresentamos a seguir de D. M. Silberger [7]:
2.9. TEOREMA. Seja (m, n}cw-3. As seguintes afirmações 
são equivalentes:
1. M(S(m) ffn e M(S (n) '<
2. BnAm é Prt-universai •
3. BnAm é Myc-universai ;
4. BnAm ê Sym-universai.
Finalmente, citamos um resultado de Mar 
garet Weems Harriss [9] do qual vamos precisar em nosso 
capítulo IV.
2.10. TEOREMA. Seja { m, n}çw-l. Seja A^B11 Prt-univer - 
sal. Então BnAm é também Prt-universai.
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CAPÍTULO III - FUNÇÕES BEM BROTADAS
3.1. PRELIMINARES. Faremos no capítulo IV um estudo de 
palavras que representam ramos e também de palavras que 
não representam alguns ramos. Neste capítulo, em espe­
cial no teorema 3.14, destacamos a importância do fato 
de uma palavra a representar um ramo, já que tal fato 
garante que tal palavra representa muitas funções, pelo 
menos aquelas que decidimos denominar funções bem brota 
das.
3.2. DEFINIÇÃO. Seja g uma função. Dizemos que g é bem 
brotada se, e somente se, para todo xe$g,existe be($gK 
Rng(g), tal que x e{^(b) :ieu} e tal que (g1 (h) : i e oj} é fi 
nito.
Exemplo 1 . Seja gePrt(w) tal que g(x) = max (y:y<x e 
y ê primo).
0 dígrafo de g ê o seguinte:
0 1 2  i 3 *— i 5 <— t 7 (— i 11 . . .
i i m  i
4 6 8 9 10 12
Então, Dom(g) = ojn.3 e Rng(g) = { x:x ê 
primo}. Portanto o conjunto de todos os brotos de g é 
(fi) {xix ê primo}* Para todo xe u)^, temos que 2x é um 
birQte áè fi É claro que a primeira condição para g ser
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*• ^bem brotada ê satisfeita. Como {g (t) :i eu]tem menos ele 
mentos que t para qualquer t^DomCg), temos que g é bem 
brotada.
Exemplo 2 . Seja gePrt(w) tal que g(x) = irin{y:y>x e y 
é primo }.
O dígrafo de g é
0 1 4 6 8 9 10 12
V  I I \1/
2 t—♦ 3 M- 5 j-5» 7 f—► 11 i—> 13
O conjunto de todos os brotos de g ê
o)v{x:x ê primo), e Rng(g) = íx:x ê primo}. A primeira 
condição para g ser bem brotada obviamente ê satisfeita: 
para todo xeai existem broto bew e ieu) tal que g1 (b) = x. 
Mas, a segunda condição para g ser bem brotada não fica 
satisfeita, pois se n = |{p:p<x e p é primo )| , então 
gn (l) é o n-esimo primo, e portanto |{ g1 (i) :ieo>}| =|{q: 
q é primo}| - K -  Assim, vimos que g não e bem brotada. 
Também, vale observar que ge ww.
Exemplo 3 . Embora cada elemento f Sytm(k) para kew , sa­
tisfaz a segunda condição para ser bem brotada - que o 
conjunto (f1 (x):ie w} é finito para todo xek -, a primei­
ra condição não é satisfeita pois f não tem broto algum.
Exemplp 4 . Seja ge R, tal que g(x) = l-|x|..
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A funçno <j l cm |),'ir.M  dftjriifo trôs c  Ihb- 
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Ê claro que o conjunto de todos os bro 
tos de g é o intervalo (1,»).
Temos, então que g é uma transformação ob 
viamente bem brotada, de !R , com um conjunto { gr : O^r ^ 
Jj-) não enumerável de componentes conexas.
3.3. PROPOSIÇÃO. Sejam LQ , ..., k letras distin­
tas, com k eo)v2, e seja a = Ln ^°^... l P ^  ^  com n (i) cuvi
O K
para todo iek. Seja g qualquer função tal que Dom(g) O 




- i )<— ((_ 2 )<r-< (- — )
2  v 2 ’ y 2 ’ * -
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Demonstração. É claro que o dígrafo de g é da forma
i  i /
. »-- > . . \-- '* . . (-- » • . <--1 .
•
Seja fQ = $ o (Lq) = gu (id ffeng (g) ) , e seja 
fj =$o(Lj) - idfDomCg) para cada jek^l. Então, com^: a*
--  ^ Prt($g), o homomorfismo determinado por (^(L^) :i e
k> , temos que 1i£(cx) = f^°^ . . . ^  = (gu(id f Rng
(g)))n(o) (idrDom(g))n(1) + -"-+n(k_1) = (gu (id fang (g) ))
(id fDom(g)) = g .
Desta forma muitas funções podem ser re­
presentadas por a = ^  r notadamente, em IR , 
todas aquelas cujo gráfico cartesiano encontra-se total 
mente no segundo ou totalmente no quarto quadrantes. As
sim, por exemplo, f: [l, ® ) -- > (-», oj dada por f:
x «-- >-logax t onde 0<a<l.
Naturalmente, será de maior interesse pa
ra os analistas, determinar se existe representação por
R ra de uma funçao fe iR que e continua (dif erenciavel) Li-H
tegrável] com funções que também são continuas (dife -
renciáveis) [integráveis] .
3.4. LEMA. Sejam E e F famílias de relações binárias . 
Então (UE)o (UF) =U{aób:aeE e beF) .
Demonstração. Seja <x, y > e (vE) o (uF) . Então, existe z 
tál que <x, z>e UF e <z, y>eUE. Segue-se que existe a'eE
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e b'eF tais que <x, z>eb" e <z, y>ea', e assim <x, y>e 
a'ob'cu {aobraeE e beF}.
Por outro lado, seja <x, y>eU {aob:a eE 
e beF}. Existem, então, a"eE e b"eF tais que <x, y> e 
a"ob". Segue-se que existe t tal que <x, t>eb"c u F e 
<t, y>£a"çuE. Portanto, <x, y>e ( U E) o ( U F) .
Chamamos a atenção para o fato que na 
demonstração do lema que segue é usado um argumento 
que depende do Axioma da Escolha.
3.5. LEMA. Seja g uma função e seja {g^:iel} a fam.1 
lia de todas as componentes conexas de g. Então se 
Rep(a, g^ , $9^) ^ <f> para todo iel, então Rep(a, g, $g)
^ 4> •
Demonstração: Seja {g^. iel} a família d e ‘todas as 
componentes conexas de g. Naturalmente g = U {g^:iel}. 
Como, por hipótese, Rep(a, g^, $g^) f* <f> para cada iel,
existe uma função de escolha H:I ---^u[Rep(a , g^ , $g^) :
iel), tal que H:i<— r FLeRep(a, g^, $g^) .
~ *
Definamos a função K de E em Prt($g) ,
por K:3i-- > u {H^ (3) :iel) . Então K(a) = U{H^(a):iel} =
U {g^:iel} = g.
* -
Por outro lado K:E -- > Prt($g) e um ho-
■k
momorfismo, pois dado í^/p) ç í  , K(<fp) = U {H^ (tfp) :iel} 
= U (>f) oH^ (p) :iel }. Portanto pelo lema 3.4, temos 
que K(ifp) = ( U {H^ (f) Siel}) o { U {Hi (p) :ieI})=K(^) oK(p) . 
Àsáiífij têmôs íjtíé ReRêp(a, g, $g) j* 4> .
a
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3 .6. DEFINIÇÃO. Na família de todos os homomorfismos 
de E* em PrfX, vamos definir a. ordem parcial £ da seguin 




Obviamente, no lema 3.5, H^aK para todo
A demonstração que apresentamos para o 
lema que segue ê de D. M. Silberger [õ] .
3.7. LEMA. Seja g uma função e seja C e D conjuntos ta 
is que Cn (DU g [d] ) - <f> , e tal que existe exatamente um 
xeC para o qual g(x)e D \j g[ü].Seja agora ze D tal que g(z) 
= g(x) . Seja c^cRep(a, gf(Cv[x}), C), e seja^eRep(a, gfü, DU g[ü]). 
Então existe ^eRep(cx , gf*(Du C) , CU D U gQlD] ) tal que 
também &  a -
Demonstraçao. Como x/Dom a , existe um inteiro positivo 
q<d tal que a(q+l)' O .,.oci(d) (x) e c-^Doma (q) , onde
a (d+1)^  indica id^C. Para cada L ee vamos definir L e
Prt(C UDU g [p] ) como segue: se L ^ (q) , então L = L
'0^  ‘ '$6. ^  rSo
U L , e a (q) = a (q) V a (q) U {< a (q+1) 0 • • -oa (d) (x) ,
a (q) o . . . o a(d) (z)>}. Então, seja ^  : E -- * Prt(CUDUg[Ò])
o homomorfismo gerado pela família ÍL : L eE).
Para cada t f- x, onde te (C U D) /V Dom g ,
'0' - tf evidentemente temos que a (t) = g(t). Alem disso, a (x)=
v  ^  ir &  %
<M1) g ...oa(q-l) a (q) a(q+l) 0 ...0a (d) (x) =
. . f  -t $  ’& i  
= i* (1) üi.ioa(q^l)oa(q)0 a (q+1) c ...©a(d) (z) =
&
= a (ü) = f (£) = g(x) .
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Portanto, como Dom a = (CUD)O Dom g = Dom gftCu D) ,
' J"*
temos que a = g f(C UD) , e daí que t/e Rep(ct , gf (C V D) , 
CU D U g [dJ ) . Finalmente, pela definição de , temosque 
£  a l^e Í( a V
©
3.8. DEFINIÇÃO. Seja g urna relação binaria. Um conjun­
to C é dito satisfeito por g se, e somente se,
1) Csg[C]c ($g) \g [$çj]
2) C s g " 1 [c] ç ( $ G N g - 1 [ c ]
Denotaremos por $ (g) a família de todos os conjuntos sa 
tisfeitos por g.
Exemplo 1 . Seja k ewvl. Então $ (r^) = {<J> , k } .
Exemplo 2 . Seja g a função dáda pelo dígrafo a seguir
3 4
/
0 «--1 1 <r--1 2
É f á c i l  ver  que $ (g) = {$ , ( 0 , 1 , 2 ) , í 0 , 1 , 3 ) ,  í4) ,
(0,1,2,3), {0,1,2,4) ,  Í0,l,3,4 , ) ,  í 0,1,2,3,4,}} .
Exemplo 3 . Seja g como no exemplo 1 de 3.2. Seja P = 
{y:y ê primo). Para cada xe(to-2KP, seja M ={g1 (x) :ieu)} . 
Para cada Sc(u>\2)'P, seja N = U {  M :xeS) . Seja T ={ N :o X 5
S|(w\ 2)sP h Então $ (g) = { EU F:EeT e Fc {0 ,1}} V { E UF 1) P: 
È eT ê Fc {0,1}) U {<!>}
A demonstração do lema a seguir ê um de 
talhamento da demonstração feita por D. M. Silberger em 
[«]•
3.9. LEMA. Seja g uma relação binária. Seja Fe$(g) e
rs>
seja r ç$(g) . Entao;
1. Fcg [f] u g“1[F]c$g.
2 . U f e <1> (g ) .
3. Se g ê uma função, então gjVjcF.
Demonstração. Uma das leis de De Morgan dá que
F>.(g[F] V g- 1 [F]) - (Fxg[Fj) n(Fsg_1[F]). Como Fe*(g),te 
mos que F^g [f ] c ($ g K  g^$gj e F^g ^[F]c($gKg  ^[$g] .Assim,
Fv(g[F]u g 1 [f ]) c( ($g)sg [$g] ) n (($gSg =
= ($g) n (g [$g] U g 1 [$g] ) = ($g)v($g) = <j> . Logo
Fcg[V]ug  ^[f] * Por outro lado, gÜ\]cg[$g] e
g 1[F]£9 Então, g[f] U g-1 [f] cg [$g] u g-1[$g] = $g.
Portanto, Fcg [f] U g ^[F]c$g.
Seja 'jj- c $(g) . Então, como cada elemento 
de 'é' é também elemento de $ (g) , temos que (u ’i k g  [u£|:- 
UÍE:EeÍKg[ü{E:Ee 1}] = U { E:E e {g[E] :E e V ÍEvg [È] : 
E e£}c($gkg[$gj. Do mesmo modo (U í  »'g'1 [ u í l  = U ( E: 
E e ^ k g " 1 [U {E:E eí }] = U {E :E e Í K u í  g^fEQiE e’f } c U 
{E^f ^ j~E] sÈ£'f’} c($g)vg  ^ Portanto, u'f e $ (g) .
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Seja agora g uma função. Suponhamos que
exista x em g[F]^F. Então xeg[_Fj e x ^  F. Além disso,
x = g(y) para algum yeF. fí claro que y/g  ^ , pois se
ye g ^ £f] , então xeg[g ^ [F]J cF; portanto xeF, o que é
absurdo. Assim, temos que yeF e y/g ^[f ], Então, yeF\
— 3_ —. 1 —
g [F^Como Fe$ (g) , temos que F\g |_f] c ( $g) \g [$gj . Logo 
ye ( $ g K g  ^E$g[] » e então, y/g 'L[$gJ . Mas isto também é 
absurdo, pois g  ^($gj = Dom(g), e então, y/Dom(g) en - 
quanto que g(y) = x. Portanto, gjjpj^F = <j> , e então , 
g [Fl c F .
m
3.10. LEMA. Seja g uma função e seja C£'Hg) . Então g[c]
= C d g [$g] .
Demonstração. Como todo elemento de g[c] está na ima - 
gem de g, temos que g \c] cg [$gj . Também, como g é função, 
pelo lema 3.9, temos que g [c] cC . Então g[c~\ = gCcÜng[$g] 
çc n g[$g] •
Por outro lado, se xe C fl g jjfgj , ê claro 
que xegQ$g], e, portanto, x/ ( $ g N g  £$g3 O  C^g[c] , pois 
Ce$ (g) . Então x/C\g [c] e xeC. Logo xeg [cj .Assim, C n 
g & g ] £ g [ c]- Portanto, g [c] - CA g[$g] .
m
3.11« LEMA. Seja g uma função e seja {M, N)co(g). En­
tão, M = N se, e somente se, g^M = g^N.
Dêrnõnstrãçaò< Admitamos M = N. Então temos as equivalên 
éià 'si <xf y>egf^M 4 $» (<x, y>eg e xeM n Dom g) <*=> ( < x, y >
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eg e xcN nDoni g) <=><x, y>egf'N. Logo g[“M = gflNJ.
Admitamos agora g ['‘M = gl^ N. Segue-se que 
Dom(gN) - Dom(gfN) e Rng(g^M) = Rng(gfN). Isto é , 
M ílg ^ [$g] = N flg  ^[$g] e g [m] = g[N].Pelo lema 3.10 te 
mos também que g [m] = MA g [$g] e g[N] = N f) g [$g] . Pelo 
lema 3.9, Mc$g e Nc$g„ Portanto M = M n  ($g) =
M n (g [$gj U g_1 [$g] ) = (Mn g [$g] ) U (M ft g“1 [$g]) =
g [m ] u (m  n g_1 [$g] ) = g [ N ] u  ( N n g _ 1 [$g]) -
(N n g [$g] ) u (N n g“1 [$g]) = n n (g [$g] u g_1 [$g] ) =
n n ($g) = n .
m
3.12. LEMA. Seja g = rm U{<m-1, i>) , onde mew-^2 e
iem"l. Seja C = ( g (o) : je^} . Então:
1. Ceg[m]cmcDom g .
2 . m e $(g) .
3. Se *$0 e Rep(a, r , m) , então existe 
^  e Rep (a , g, m) tal que líoQ. !Í<, .
Demonstração. 0 dígrafo de g ê da seguinte forma:
1 (m-1) 
t
Oh-* 1*—> 2>—*■ . . . *— *■ (i — 1 )* * i'— > (i+1) . . . (m~2)
Ê claro que C = (i, i+1, ..., m-1 } = m-d.. Como g|m] = 
mvl e Dom(g) = m, 3.12.1 segue.
*
Como Rng(g) = nuLgm = Dom(g) , temos que 
r i ... — I — T
= Si Êritãô í!i^ [mj g.($g) s g [$g] e m>q [m]ç($g)\g [$<j] .
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Portanto me<Mg) .
Seja agora <-(?£ Rep(a, r^, rn) e seja
a = a (1)a (2)...a(d) tal que |a|= d. È claro que g(i-l)=
i = g(m-l) . Como (m-1) j^Dom(a ' ) , temos que existe intei_
'Hro positivo q<_d tal que (m-1) £Dom (a (q+1) ...a (d)*7 ) e 
%  h 
(m-1)£Dom(a(q) ... a (d) ), onde a (d+1) denota id|m.
*Vamos definir a(j) e Prt(m) para cada a (j)e {a(1), ... ,
a (d)} como segue: se a(j) jí a (q) , então a(j) = a(j)
^ 36 %  %
e a(q) = a (q) U (<a(q+l) o...oa(d) (m-1), a (q) o...
oa(d) (i — 1) >} . Entao, seja A  :a -- Prt (m) o unico ho
r ^momorfismo gerado pela família iot (j) ; l£j<.d} .
E claro que Dom(a ) = m = Dom(g). Como
tk %
para todo xem-1 temos que a (x) = a (x) = r (x) =g(x)
3< ^  t  m %
e como a (m-1) = a(l) o...oa (q-l) o a (q) oa (q+1) o...
%  * 'k :k %  se
oa(d) (m-1) = a(l)0 a(2)0 ...0a(q-l) a (q) o a(q+l)o... 
oa(d) (i-1) = g(i-l) = g(m-l), segue que a = g e por-
yf ~ v-Zy
tanto que e Rep(a, g, m) . Pela definição de , temos 
que . %  ^  ^
3.13. COROLÃRIO. Seja Rep(a, r^, k) ^ <f> para todo k e 
cú'2. Então Rep(a, f, $f) ^ <p , para todo f e ~j%.
Demonstração♦ Seja f z jX,. Do lema 1.8 temos que existe 
n£ojv2 tal que f -= r ou que existem meu)'. 2 e iem'1 tal 
que f =: rm u{<m-l, i>}. Com g = r ufcm-l, i>}, temos 
pelo lema 3.12.3,que Rep(a , g, $g) ^ <j>, e conseqüente - 
frieritè péiõ lema 1.14 que Rep (a, f, $f) ^ <p . S
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3.14. TEOREMA. Rep(a, g, $g) ^ 4) para toda função g bem 
brotada se, e somente se, Rep (a, r^ ., k) ^ <f> para todo 
k ew-2.
Demonstração. Suponhamos primeiramente que Rep(a,g, $g) 
^ 4) para toda função g bem brotada. É claro que r^ ê 
bem brotada para qualquer kew-2. Por outro lado para tal 
k temos que $r^ . = DomCr^) (jRng(r^) = (k-1) U (k-1) = k. 
Portanto Rep(a, r^ , k) ^ <J) para todo keoj-2.
Agora, suponhamos que Rep(a, r^ ., k) ^ <J> 
para todo keuw2. Seja g qualquer função bem brotada. 0 
corolário 3.1.3 permite afirmar que Rep(a, f, $f)^ <j> pa 
ra cada feeX> Também pelo lema 3.5 podemos considerar 
g conexa.
Seja Rep = {Rep(a, g^M, M):Me$(g)} e se­
ja ^ - U Rep.
O lema 3.11 garante que os elementos da 
família Rep são, dois a dois, disjuntos e, portanto, que 
existe injeção S:E _*$(g) com S: — > S. tal que Rep
'Xj ^
(a, gfs. , S, ) . Se £ e E e se k Repta, gfM, M) com
c t 'V
M£$(g), então M = S .
Seja bQ um broto de g e seja Mq = |g1 (bo):
ieoj} . É claro que g fM eé^. Portanto, pela hipótese e 
pelo corolário 3.13 temos que Rep (a, ^ <P • Ê
óbvio, por 3.12.2 que MQe$ (g) . Seja então E tal que
£,é&êp(&, §hM. f M ) .
Md 1 o o
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Afirmo para {t, 6 ' }cE que 6. -5 & implica
S cS , onde■< é a ordem parcial introduzida pela defi
6 th ~
nição 3.6 . De fato, se c! , então gl^ S = fe(a )c £!(■“) =
ò
g , e portanto que g {s = gfs U g['S = gf (S U S ,1
é' &' ê é é &
Como (S , S ) c$(g) , temos, pelo lema 3.9.2 que S U
í> 6 fc
S^ i e<Mg) , e portanto, pelo lema 3.11 que a igualdade
©
g fs , - g f(S u S ) implica a igualdade S , = S , U S,
t è Ço & (b &
A afirmação segue.
Seja - { %  : :K>e Jg e <o^ - '&}. Como ^ e E 0 , 
ê claro que EQ ^ <f>. Seja uma subfamília não vazia, e
<r
totalmente ordenada, de E „ . Para cada B e i ,  seja 0 =0,0 ' J
jÇ-,
U (6 :',Koe(^ }. Como g° ' é uma função para cada tal 3 e 
para cada tâeC, e como C ê totalmente ordenada sob ef- , ê 
fácil ver que a relação binária 3 também ê função. En­
tão, seja \Y: E* — > Prt($g) a função definida por 'V :
i- „ *
3 i— 3 . Alem disso quando!^ ,p) c E , pelo lema 3.4 te-
mos que (\pp) = U{'l'F)  ^ rlfee £} = U p'^ : fC e £ } = (U
:‘5Se £}) (U í :$U £  = ^  pv . Portanto E * —  ^ Prt
($g) ê um homomorfismo.
«V''
AFIRMAÇÃO: V e EQ .
Seja V = u ( S^ » : C . Entao, como {S .. :
‘,-vO ^ .'O
'iVre C )c 4> (g) , pelo lema 3.9.2, temos que Ve$ (g) . Portanto,
como <o0c*'lX basta provar que ^  e Rep (a , gfv, V).
* \/ ~
Seja 3 e l e seja < x, y> e 3 ’ . Entao < x ,
PO■iO , .í/> i‘6
y > eg , para algum obe£. Portanto, como 3 cS x S,.o cVxV,
v  * _ &  ~
é Gòmo íí Ê Prt($g) ê um homomorfismo, segue que
V  *■y : E _> Prt(V) é homomorfismo.
\Y ~ ■ iL »
Seja <x, y> ea . Entao <x, y > eoc = g| 
cgfV, para algum ^ e C .  Segue que aV cgfv. Por outro la- 
do, se considerarmos <x, y>eg|'V, então xeV e, portanto,
£ ■ ■'f'
x e S para algum IseC, daí, então <x, y>egfs =a c aV.
^  .y l íh
Deduzimos que g [lVc a e, portanto, que oP = gfv. Assim 
T^eRepía, g[“V, V) cE. Finalmente, como 4*^ fica prova-— r\j X»
y
do que E.„
Como U , para todo$í*:C, temos que ^
'V
é um limite superior para C. Pelo Lema de Zorn, segue 
que a família E Q contém um elemento que é maximal
pela ordem parcial ^  . Observe que S„ y* $ , pois S c
J- & o ~
S v e S , contém um broto de g .
í é»o
AFIRMAÇÃO. S,p = $g e, portanto, i e Rep ( a, g, $g) . j.
Admitamos que exista ze($g)sS^ . Como 
e $(g) , pelo lema 3.9.3 temos que g[S-| ] cS| . Assim , 
supondo que g-1 [S., 1 cS para j ew arbitrário, segue que
g^*^ — 9 LS 11 — g [s,í 1 --S'jL * Portanto' Por indução,
ÍL ^temos que g' [S.|] c£>^  para todo iew. Como g é conexa e
como S.| ^ $, temos, pelo lema 1.4, que existe um intei­
ro positivo m, o menor possível tal que gm (z)eS^ . Seja 
rn*“* Xx = g (z) . Então x e($g)vS. . Como g(X )e S„ , segue
o o S o j
que se g(Xo)^g[Sj], então g(X0)eS.^  s g[s^] c($gKg[$g] . 
Assim g(Xq)/g[$g] o que ê uma contradição. Portanto, ê 
oláro que 9 (X )eg[S^] .
Como g ê bem brotada, existe um elemento
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XRe ($g)\g [ $g] t£il que gn (Xn) - X q . Seja T = {gi (Xn ):
ien+1). Observemos que T n S = <j) , pois , do contrãrio; 
3.9.3 implica que X QeS , o que é falso. Segue que X Q é
o único elemento de T tal que g(t)eSr^>. Como gf,(Ts{xo}) 
e ç)'ÍU {4>}, por hipótese e pelo corolário 3.13, temos que 
Rep (a, gPCTvíx^), T) ^ (j> . Também, como g [&j>] c S^ te 
mos que T H  (S ^  ug[S.^] ) = T fv S^ = <J> .
Observemos que (Tu )Ng[Tu S.^ ] = (T ^ g  
[Tu s^] ) u (Si V g[TuS^] ) c (Tvg [T] ) u (S^v g|S ]) = {Xn }
U (S ..\ g [sf ] ) . Assim, como X é broto de g e como S e
J- 3 n i
$(g) , temos que (TijS.j> )v g[TuS|] c($gKg[$g]. Notemos 
também que (TuS-j K g   ^[t u S.j ] c (Tvg”^[T u S j ]) IJ (S.^n
g 1 [S|]) = <j> U (S# \ g 1 [s.j] )c($gKg 1 [$g] . Portanto , 
T U S.j e $ (g ) .
Lembremos que^e Rep(a, ^   ^* ^or~
tanto, como g[S^] cS.| , temos que Rep(a, gfs^ , S, u g 
[Sj] ) <P . Também, como g \ (T^ {xq }) =rn e como T = Çtgf 
(Tv{xq}) ) , segue por 1.14 que Rep (a, gf(T {xq}), T) ^ <J>. 
Além disso, como T H g  ^ [s., ] = {x0} e como já vimos que 
g(X0)eg[s,^] , pelo lema 3.7 temos que existe V e  Rep (a , 
gf(T\S ,« ) , T U  S^ ^ g [S,j ] )c E0 . Então ' W  ^ ^ « W  , o
• -que e contraditorio pois J e elemento maximal em .
Assim concluímos que ($g)\S.| = <|> e, então s -| = $g- Po£ 
tanto, í c Rep (a, g, $g) f- <f> .
El
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CAPÍTULO IV ~ A REPRESENTAÇÃO DE RAMOS POR BnAm .
Estamos interessados em estabelecer con-
3diçoes para o terno <k, m, n>e (a>s2) , de modo que Rep 
(B1^ 111, r^, k) ^ <t> . Os casos jã conhecidos são devidos a 
D. M. Silberger [6.1 e M. Weems [9], quais sejam: i) para 
todo keu)s2 , com (m, n}c{2,3} ou com (m, n} c 2 w+l, temos 
que Rep(BnAm , r^, k) ^ cj> . ii) Sempre que Rep(BnAm , r^,k) 
^ 4>, também Rep(AmBn , r^, k) ^ 4> .
4.1. TEOREMA. Rep(B6A^ r3 , 3) = $ .
Demonstração. Suponhamos, ao contrário, que existe e
Rep(B^A^, r^, 3) . Denominemos 'eíb (A) = a e 'íÉb (B) = b . As
6 6sim, temos que b a  = 2:3 , com (a, b}cPrt(3) . Como 2 = 
Dom pelo lema 1.3.1, temos que 2 = Dom(r^)cDom(a^) c 
Dom(a). Logo 2 c Dom(a).
Por outro lado, se a(0) = a(l), então
a6 (0 ) - a6 (1 ), logo 1  = r 3 (0 ) = b 6a6 (0 ) = b 6a6 (1 )=r 3 (1 )=
2, o que ê uma contradição. Portanto a 1^2 é uma injeção de
2 em 3.
Além disso Rngí^) = 3x1. Mas pelo lema
1.3.2, temos que Rng(b^a^)cRng(b^)cRng(b). Àssim como
6 6 6 Rngírj) = Rng(b a ), temos que 3N lcRng(b) . Segue que b \
a^ [2] ê uma injeção de a^ [2 ] em 3.
AFIfSMÃCÃO, Dom a = 2.
Suponhamos, ao contrário, que Dom a 5* 2 .
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Então, como a cPrt(3) e como 2cDom a, temos que Dom a = 3.
Se a (2 ) - a (0 ) , então a^(2) = a^ (0) e , «• = 
r^(2) = b^a^(2) = b^a^(O) = ^(0) = 1, o que é contradi­
tório. Se a(2) = a(l), então a6 (2) = a6 (l) e , <» = r^(2)  = 
6 6 6 6
b a  (2) = b a  (1) =r^(l) =2., que também ê uma contradi^ 
ção. Portanto |{a(0), a(l), a(2) } | - 3, e como a e Prt(3), 
temos que aeSym(3). Como toda componente cíclica de Sym 
(3) tem comprimento igual a um divisor de 6, segue por 
[ 8, Lema 1.8 ] que a^ = id [v3 . Então r^ = b^a6 = b^idp3=b^ 
Assim, 2 = Dom(r^) = Dom(b^)cDom(b)c3, e Rng(b^)=Rng(rg)
= 3\1. Mas se b(2) = 2, então 2 = b(2) = b^(2) = r^(2) =
- — 6 oo, que ê absurdo. E, se b(2)e2, então co = r^(2) = b (2) =
b^ (b (2) ) e b~*[2j c3 , também absurdo. Portanto, b(2) = “ e , 
conseqüentemente, Dom b - 2.
Lembrando que 2e3\lcRng(b), temos que
b(x) = 2 ,  para algum xeDom(b) = 2. Mas, então x+1 = r^ (x)
6 5 4 -= b (x) = b (2) = b ( o o )  = o. e uma contradiçao. Deste
modo Dom a ^ 3 e , portanto, Dom a = 2.
AFIRMAÇÃO. a€ Sym(2) .
Se 2eRng(a), então a(y) = 2, para algum
ye2. Logo a^(y) = a^(2) = a^ (oo) = oo . Mas, neste caso °°
6 6 6= b ( p ° )  = b a (y) = r^(y)e3\l. Portanto, 2/Rng(a). Como
2 s Dom (a) e a 1^2 ê injetiva, a afirmação segue pelo lema
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0 fato, do quo niSym(2), obviamente ga­
rante que = id ['2. Então r^ = b6a^ - b ^ i d ^  = b^|'2. Em
particular 2cDom (b^ [*2) cDom (b) . Mas , como 2cRng(b), te­
mos que b(X) = 2 para algum Xe.2. Então 2eDom(b), pois 
se b(2) = 00 , então b^(X) = b^(2) = « que ê impossível. 
Portanto, Dom(b) = 3.
Naturalmente, b^Sym(3), pois, do contrário,
b6 = idf3 e b^a6 = (idf3) (idf2) ^ r3. Além disso, b(0)^ b(l),
pois se b(0) = b(l), então b^(0) = b^(l) e 1 = =
b^(0) = b^(l) = r^(l) = 2 que ê uma contradição.
Ainda b(0) ^ 0 e b(l) ^ 1, pois se b(0) =
0, então 0 = b(0) = b^(0) = r^(0) = 1 e se b(l) = 1, en
~  6 ~  ~  tão 1 = b(l) = b (1) = r^d) = 2  que são contradições .
Considerando que b^P2 = r^, devemos ter
£
b (0) - r ^ (0) = 1. Assim, o quadro a seguir, mostra que 
todas as possibilidades restantes para b são contradito 
rias .
b (0) b (1) b (2) cr O
I
o
1 0 0 0
1 0 1 0
1 2 1 2
1 2 2 2
2 0 0 0
2 0 2 2
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Desta forma, concluímos que nao existe
{a, b) nas condições supostas inicialmente e, portanto,
6 6que Rep (B A , r^, 3) = <p ,
O
4.2. COROLÁRIO. V  ít, s}Cw, Rep(B6tA 6s, 3) = <j> .
Demonstração. É imediato pelo lema 1.13.
Os três resultados seguintes extendem o 
conjunto dos termos <m, n, k> para os quais se tem co­
nhecimento que Rep(BnAm , r^, k) / <j> .
4.3. TEOREMA. Seja {i, j, klcuJ. Então Rep(B2lA 21^-1, 
rk , k) ? 4> .
Demonstração. Tomemos k ewvl e vamos definir ak e bk em 
Prt(k), da seguinte forma:
ak (k-1) = 00 , akP (k-1) = c”^
bk(x) = para todo xe k .
Basta provar que bj^a2"^  ^ = rk ' Observe 
mos que Dom ( b ^ a 2^  ^)ck-l = Domír^) e que, para todo 
xek-1, temos (x) = bj^ ([x-2i j + l]k_^) = (x -
 ^ = x+1. Assim, para cada xek-1, 
têffios que ( b ^ a ^ ^  (x) = rk (x). Então ^
(k“ 1) se . Portanto b ^ a 2"^  ^ - r^ .
El
2iD+l+2iD1 k_1 = (x+l]k _
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A construção acima, claramente implica
que Rep(B2iA 2i-^ l+<3 D  f k) ^ 4> , para qualquer { i,
j , k , q} c toNl .
4.4. TEOREMA. Sejam pew e {m, n}cuv2. Então Rep(BnAm ,
r^, k) ^ cj) se, pelo menos, uma das seguintes condições ê 
satisfeita:
i) k = np
ii) k = np-1, com p>0
iii) k = np+1
iv) k = np+2
v) k = np+3, com n Impar.
Demonstração. Seja k satisfazendo as condições acima e 
seja a^ = idf^k-l). Em cada uma das condições da hipóte­
se, vamos definir bj,ePrt(k), como segue:
i) bk (x) = (x+f (n,k)j k-1, onde f(n,k) =
ii) bk (x) = [x+f(n,k)]k , onde f(n,k) =
iii) b^íx) = [x+f(n,k)]k , onde f(n,k) = -






x+f(n,k) ] k-1 , onde f(n,k)
nk-
i cada caso f (n,k)eu .
k nP = peun n
k+1 np- 1+1
n n p cw










np+3-p-l n-1 ,, . ,— c— _-c--- = --- -—   ^ p+letü, pois n-1
Basta agora, provar para cada xek-1
b^(x) = x+1-
i) b£(x) = (x+n.f (n,k)]k _1 = (x+k]k-1 = x+1




iii) b£(x) = [x+n. f (n,k)] k = [x+nk-k+l]k = x+1
iv) t>k (x) = (x+n .f (n,k)] k_^ = (x+nk-k-n+2]k_^ =
= (x+(n-l) (k--l)+l|k_1 = x+1 .
v) b£(x) = (x+n.f (n,k)] k_x - (x+ k_1 =
= (x+ j (n-1) (k-1)+lj k-1 = x+1 •
m
4.5. COROLÃRIO. Seja min{m, n}c6vl. Então V kecovl , 
Rep(BnAm , rk , k) ^ <j> •
Demonstração. Quando ne6\l, qualquer que seja kew^l, te 
remos que existe pew tal que k = np ou k = np+1 ou k = 
np+2 ou k = np+3 com n ímpar ou k = np-1. Portanto, pelo 
teorema 4.4, segue-se que Rep(BnAm , rk , k) ^ <t> .
Por outro lado, pelo teorema 2.10, tere - 
mos resultado análogo para me6^1.
E3
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CAPITULO V - PERGUNTAS ABERTAS E COMENTÁRIOS GERAIS
3
PERGUNTA 1 . Quais condiçoes sobre <m, n, k>e(co'2) sao 
necessárias e suficientes para que Rep(BnAm , r^ ., k)^ <j> ?
No capítulo IV mostramos algumas condiçoes 
suficientes, que, acreditamos, não são todas necessárias. 
Exibimos também o caso Rep(B^A^, r^, 3) = <J> . Fica-nos a 
impressão de que Rep (B ‘ A • , r^, k) = <f> , para todo kew 
v 1.
O teorema 3.14 indica a ligação forte en­
tre a representação de ramos e a representação dessas fun 
ções mais gerais que chamamos bem brotadas. Sabemos, em 
vista do capítulo IV que as técnicas para determinar a 
representação dos ramos está crescendo. Também Prt(íR) é 
sempre central em matemática. Por isso vale a pena consi 
derar.
(R
PERGUNTA 2 . Quais elementos de !R são funções bem brota 
das?
PERGUNTA 3. Se Rep ( -s. , f, R ) ^ (j) para f contínua, en­
tão ( oi f ) C1 ?
PERGUNTA 4 . Existe < n,m > tal que Rep (BnAm , r ^ , k) = 0 
para um conjunto infinito de k £ w ?
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