Introduction
Although extensive research has been done on the distributed system parameter identification problem (see [l] for a recent survey), relatively little attention has been paid, in the stochastic framework, to the problem of estimating unknown parameters that are infinite dimensional. This is not surprising, as Rozanov pointed out in his classic paper [2] that directly estimating infinite-dimensional parameters by the method of maximum likelihood either may not be possible or may turn out to be not consistent. To circumvent these difficulties, Grenander [3] suggested the method of sieves to estimate parameters in abstract spaces. We apply his idea to a canonical example where one wants to identify the distributed delay function of a linear hereditary system. Recently, Nguyen and Pham [4] applied the method of sieves to the problem of identifying a nonstationary diffusion model.
Problem formulation and estimation procedure
Let X,, -co < t < co, be the stationary solution of a linear time-delayed system with distributed delay:
where, for simplicity, we assume X, to be a scalar process and { U$ -co < r < co} is a standard Brownian motion. It6 and Nisio [5] give a sufficient condition for the existence and uniqueness of the stationary solution X,, -00 -z t < 00, of (2.1). Assume that X, is completely observed in an interval I, < I < T and, based on this observation, we want to estimate the function a(B) in [ -b [6] . we know that ps is absolutely continuous with respect to p,,,, and the log-likelihood functional for the problem is given by Lr(a('))B dp
The underlying idea of the method of sieves is that, instead of tryin, 0 to estimate the function (u( .), one estimates a finite-dimensional projection of (u(a) of sufficiently high dimension to obtain a good enough estimate of the unknown parameter function. Basically, one constructs an increasing sequence V where the matrix F(r) and vector g'" have components =R(e-e')R(T-T')+R(t-s+e-T)R(t-s+e'-7') +R(f-s+e-T')z+-s+ef-7). since (#j, lG;.)R = 1, and the lemma follows.
• I
We are now in a position to prove our main result:
Theorem. Under the assumption that n:/T + 0 as T + 00, II&!'T' -('T'll + 0 in probability a~ T * CO.
Proof. By jlA4jl we denote the operator norm of a matrix M; that is, IlMll = sup{ IIMxll, llxll< 1). Proof. Obvious. 0
Conclusion
Corollary 1 gives the natural consistency result for our problem. However, it is not totally satisfactory, since the function R involved in the inner product contains the unknown parameter a(-). What we ideally want is the result given in Corollary 2. It is, therefore, of interest to determine a sufficient condition ensuring coercivity of the operator 9.
It is easy to extend the results to the vector case and also to the more general hierarchical model, where both point and distributed delays occur.
