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Abstract
Monotone (or isotonic) regression plays an important role in data analysis and in other ﬁelds. In many
cases the monotonicity is only deﬁned for a partial instead of a total preorder. No efﬁcient algorithm is known
which solves the general problem in a ﬁnite number of steps. For an approximate solution of the optimum
some error estimations are given.
Moreover, some new results concerning monotone regression and the treatment of missing values are
presented in this paper.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Monotone regression is used in many ﬁelds. In data analysis, for example, it is used in mul-
tidimensional scaling [9,10] and for methods which describe ordinal data by cardinal methods
[16,18,19]. These treatments of “qualitative data in quantitative analysis” [17] can be fully ex-
tended to variables with a more complex information level than a simple order, i.e. a lattice order,
direct pair comparisons, etc. [5,6]. In these cases not a total but only a partial order is given on
the set of objects. Other examples for the use of monotone regression on partially preordered sets
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are the stratigraphical methods in archaeology [7] (see example below) and isotonic likelihood
estimations [13].
2. Deﬁnition of the problem
In the following let A be a ﬁnite set with n elements and a preorder , i.e. a reﬂexive and
transitive relation on A. Furthermore, let f,w : A → R, with w(a) > 0 for all a ∈ A given. The
problem is to ﬁnd a function g : A → R with
a, b ∈ A, ab ⇒ g(a)g(b), (1)
∑
a∈A
w(a)(f (a) − g(a))2
∑
a∈A
w(a)(f (a) − h(a))2 (2)
for all functions h : A → R, fulﬁlling condition (1).
Condition (1) is called the monotonicity condition whereas condition (2) is called the least
squares condition.
3. Deﬁnitions
The set H = {h : A → R} of real functionals on A is with
〈r, s〉 =
∑
a∈A
w(a)r(a)s(a), ‖h‖ = √〈h, h〉, r, s, h ∈ H (3)
a ﬁnite dimensional Hilbert space and the setK = {k ∈ H | k fulﬁlls (1)} ofmonotone functionals
on A is a nonempty, closed, convex (polyhedral) cone in H . Obviously, the desired solution g =
PKf is the projection of f on the cone K and therefore it always exists and it is unique.
Deﬁnition 1. A set I ⊆ A is called an ideal, if for all a ∈ A, b ∈ I
ab ⇒ a ∈ I.
Deﬁnition 2. Let P(A) be the power set of A. The map m : P(A) \ ∅ × H → R with
m(C, h) =
∑
c∈C w(c)h(c)∑
c∈C w(c)
is called the mean value function of ∅ ⊂ C ⊆ A resp. h : A → R.
4. Properties of the monotone regression
Lemma 1. m is a cauchy mean value function; i.e. for disjoint, nonempty sets R, S ⊆ A we have
m(R ∪ S, h)m(R, h) ⇔ m(S, h)m(R ∪ S, h)
for an arbitrary h : A → R.
([13, p. 24]).
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Theorem 1. If I¯ is the biggest nonempty ideal with minimal m(·, f ), i.e.
m(I¯ , f )m(I, f ),
m(I, f ) = m(I¯ , f ) ⇒ I ⊆ I¯ ,
}
for all ideals I ⊆ A
then
(PKf )(a) = m(I¯ , f ) for all a ∈ I¯
([2,1, pp. 76]; [13, pp. 24]).
This leads to the following construction of PKf : let I0 = ∅ and Ii+1 be the ideal constructed
by Theorem 1 for A \⋃ij=0 Ij (i = 0, . . .). Repeat until⋃si=0 Ii = A, then
(PKf )(a) = m(Ii, f ) for a ∈ Ii .
The following theorem is important for some applications (see example below) and for the treat-
ment of missing values.
Theorem 2. PK is a monotone operator, i.e.
u, v : A → R, uv ⇒ PKuPKv.
Proof. Let (PKu)(a) = m(Iui , u), (PKv)(a) = m(Ivj , v) with a ∈ Iui , a ∈ I vj where Iui and
I vj are the constructed ideals for PKu, resp. PKv from Theorem 1, i.e. I
u
i is the biggest ideal in
A \ I˜ u, I˜ u = ⋃i−1k=0 Iuk with minimal m(·, u) and I vj in A \ I˜ v , I˜ v = ⋃j−1k=0 I vk with minimal
m(·, v). Obviously, a ∈ Iui ⇒ a ∈ I˜ u ⇒ (I˜ v ∪ I vj ) \ I˜ u = ∅. I vk ∩ I˜ u is an ideal in A \
⋃k−1
r=0 I vr
for 0 < kj and therefore m(Ivk , v)m(Ivk ∩ I˜ u, v). It follows that
m(Ivk \ I˜ u, v)m(Ivk , v)m(Ivj , v)
for nonempty I vk \ I˜ u (0 < kj) by Lemma 1 and therefore
m((I˜ v ∪ I vj ) \ I˜ u, v)m(Ivj , v).
On the other hand we have
m(Iui , u)m((I˜ v ∪ I vj ) \ I˜ u, u)m((I˜ v ∪ I vj ) \ I˜ u, v)
because (I˜ v ∪ I vj ) \ I˜ u is an ideal in A \ I˜ u which completes the proof. 
5. Computational aspects
Although—from a theoretical point of view—the computation of PKf can be done by con-
structing the ideals of Theorem 1, the number of ideals however, are often too big for a practical
algorithm. In addition to the general case we consider two special cases ﬁrst. These cases are of
great interest for real problems.
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Let T1, . . . , Tr be a partition of A into the so-called “tie blocks”, i.e.
r⋃
k=1
Tk = A,
Tk ∩ Ts = ∅ for k = s and k, s = 1, . . . , r.
If there is a relation (ca or ac) for an element a ∈ Tk (k = 1, . . . , r) of a tie block and a
c ∈ A, then this relation holds for all elements t ∈ Tk of this tie block. Consequently, each tie
block has one of the following properties:
a b and b a for all a, b ∈ Tk, a = b (k = 1, . . . , r) (4)
or
ab and ba (i.e. a ∼ b) for all a, b ∈ Tk (k = 1, . . . , r). (5)
Kruskal [10] calls a tie block with (4) the primary and with (5) the secondary approach to ties.
Let ′ be a preorder on A induced from  by
a ∈ Tk, b ∈ Ts, k = s, ab ⇒ a′b,
a, b ∈ Tk, Tk with property (4): f (a)f (b) ⇒ a′b,
a, b ∈ Tk, Tk with property (5): f (a)f (b) ⇒ a′b.
From Theorem 1 it follows that the monotone regression for ′ is the same as for . Moreover,
we can choose the tieblocks in a way that′ will be antisymmetric1 with a slight modiﬁcation of
the problem for elements in a tie block with f (a) = f (b).2 W.l.o.g. it is therefore assumed that
 is antisymmetric and we have no tie blocks (with more than one element).
5.1. Total preorder
A total preorder  has the property that for all a, b ∈ A we have
ab or ba.
For a total preorder the efﬁcient monotone regression algorithm by Kruskal [9,10] can be used.
For direct proof see de Leeuw [11].
This algorithm—in the version of Pardalos and Xue [12]—has a time complexity of O(n).
5.2. Hierarchical preorder
A hierarchical preorder  has the property that for all a, b ∈ A we have
ab or ba or there is no c ∈ A with ac, bc.
Obviously, a total preorder is also a hierarchical one.
1 ab and ba ⇒ a = b.
2 If a ∼ b remove, for example, b from A and set w(a) = w(a) + w(b).
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Deﬁnition 3. a ∈ A is called the immediate predecessor of b ∈ A resp. to the preorder  on A
if ab and for c ∈ A: acb ⇒ a ∼ c or b ∼ c.
Because  is antisymmetric each b ∈ A has a unique immediate predecessor a ∈ A or the set
of predecessors of b is empty.
This leads to the following algorithm:
Preliminary: Let mark : A → {‘marked’, ‘non − marked’}, link : A → A. We say a ∈ A is
marked if mark(a) = ‘marked’, else it is non-marked and a is linked to b ∈ A iff b = link(a).
Step 0: Set g = f , all elements a ∈ A as non-marked and link each element to itself.
Repeat the following steps 1 and 2 until all elements are marked but one:
Step 1: Look for a non-marked element a∗ ∈ A with g(a∗)g(a) for all non-marked a ∈ A
and mark a∗.
Step 2: If it exists, “pool” the unique non-marked immediate predecessor b of a∗ with a∗, i.e.
set g(b) = g(b)w(b)+g(a∗)w(a∗)
w(b)+w(a∗) , w(b) = w(b) + w(a∗), link a∗ to b and all non-marked elements
a ∈ A, for which a∗ is the immediate predecessor will get b as the immediate predecessor.
Otherwise do nothing.
For any element c ∈ A follow the linked path until you reach the element b, where b is an
element which is linked to itself and set g(c) = g(b).
Proof. Let a∗ ∈ Awith f (a∗) = min{f (a) | a ∈ A}. If a∗ has no predecessor, then a∗ belongs to
the ideal I¯ with minimal m(·, f ) and m(I¯ , f ) = f (a∗). In the other case, let b be the immediate
predecessor of a∗. Then for any ideal I containing b and not a∗, I ∪ {a∗} is a bigger ideal with
m(I ∪ {a∗}, f )m(I, f )
by Lemma 1. Therefore, (PKf )(a∗) = (PKf )(b) and b can be pooled with a∗. 
This algorithm has a time complexity of O(n2) [14]. In combination with a better storage
technique, PKf can be computed with a time complexity of O(n log n) [12].
5.3. General case
Let all relations ab be numbered from 1 to l and let Ki (i = 1, . . . , l) be the cone of all
monotone functions h : A → R resp. to the ith relation. Obviously,
K =
l⋂
i=1
Ki
and the algorithm of Dykstra [3] can be applied.
For reasons of efﬁciency relations given by transitivity (i.e. ac if ab and bc) can be
omitted. The computation of PKif is a trivial task.
6. Error estimations
Although there are some algorithms to compute the projection on a polyhedral cone in a ﬁnite
number of steps [8,15], these algorithms are not suitable for the stated general problem. For an
inﬁnite sequence, on the other hand, an error estimation is needed.
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Deﬁnition 4. Let C ⊂ H be a closed, nonempty subset of the Hilbert space H . The dual set
C∗, which is a nonempty, closed convex cone, is deﬁned as the set of all linear functionals on H ,
being not positive on C, i.e.
C∗ = {u ∈ H | 〈u, c〉0 for all c ∈ C}.
Theorem 3. If f = g + u, g ∈ K , u ∈ K∗ then
‖PKf − g‖2 − 〈u, g〉.
Proof. Let u∗ = f − PKf ⇒ u∗ ∈ K∗, 〈u∗, PKf 〉 = 0 and therefore 〈PKf − g, PKf − g〉 =
〈PKf − f + f − g, PKf − g〉 = 〈u − u∗, PKf − g〉 = 〈u, PKf − g〉 − 〈u∗, PKf − g〉 =
〈u, PKf 〉 − 〈u, g〉 − 〈u∗, PKf 〉 + 〈u∗, g〉 = −〈u, g〉 + (〈u, PKf 〉 + 〈u∗, g〉) − 〈u, g〉. 
If, after some iterations with Dykstra’s algorithm, the result g is monotone (1), it follows that
g ∈ K and—Dykstra’s algorithm always gives f − g ∈ K∗—Theorem 3 gives an estimation.
This error estimation can be made as sharp as desired because −〈f − g, g〉 ↓ 0 if the number of
iterations are increased. If g is not monotone, a g′ : A → R from g with g′ ∈ K can be computed
easily by taking the weighted average for the monotonicity violations. Of course, g′ = PKf , but
the following estimation holds:
Theorem 4. If K ′ is an order restricted cone with K ′ ⊆ K—for example if′ is a total preorder
on A, consistent with the partial preorder , i.e. ab ⇒ a′b for all a, b ∈ A3 and K ′ = {h ∈
H | h monotone resp. ′}—and g′ = PK ′f then
‖PKf − g′‖2‖g − g′‖ ‖f ‖,
where f = g + u, u ∈ K∗.
Proof. Let u∗ = f − PKf ⇒ u∗ ∈ K∗, 〈u∗, PKf 〉 = 0. By the same argument we have
u′ = f − g′ ∈ (K ′)∗ and 〈u′, g′〉 = 0. Therefore 〈PKf − g′, PKf − g′〉 = 〈PKf − f + f −
g′, PKf − g′〉 = 〈u′ − u∗, PKf − g′〉 = 〈u′, PKf − g′〉 − 〈u∗, PKf − g′〉 = 〈u′, PKf 〉 −
〈u′, g′〉−〈u∗, PKf 〉+〈u∗, g′〉 = 〈u′, PKf 〉+〈u∗, g′〉〈u′, PKf 〉 because u∗ ∈ K∗ ⊆ (K ′)∗. It
follows: 〈u′, PKf 〉 = 〈u+u′ −u, PKf 〉 = 〈u, PKf 〉+ 〈u′ −u, PKf 〉〈u′ −u, PKf 〉 because
u ∈ K∗. 〈u′ − u, PKf 〉‖u′ − u‖ ‖PKf ‖‖u′ − u‖ ‖f ‖. u′ − u = g − g′ completes the
proof. 
In most applications of monotone regression—in data analysis, archaeology (see below), etc.—
the monotonicity condition (1) is more important than the least-squares condition (2). As men-
tioned above a monotone g′ : A → R can be easily constructed from g—the result of Dykstra’s
algorithm after some iterations. By increasing the number of iterations g comes closer to K and
therefore ‖g − g′‖ can be made arbitrary small.
3 Such a preorder exists [1, p. 86, Theorem 2.9]. Moreover, it exists a total preorder for which the monotone regression
is the solution for the partial preorder also [4].
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7. Missing values
If f (a′) is not deﬁned for some a′ ∈ A′ ⊆ A the easiest way to treat such missing values seems
to set the weights w(a′) = 0 for a′ ∈ A′. But this leads to other problems: ‖ · ‖ = √〈·, ·〉 is then
no norm in H and the pooling of two missing values leads to a 00 expression.
Therefore, the following method is suggested. Deﬁne w(a′) =  > 0 for a′ ∈ A′ and the two
functions:
f−(a) =
{
f (a) a ∈ A \ A′,
min{f (a) | a ∈ A \ A′} − 1 a ∈ A′, (6)
f+(a) =
{
f (a) a ∈ A \ A′,
max{f (a) | a ∈ A \ A′} + 1 a ∈ A′. (7)
From Theorem 2 it follows that
PKf−PKf+
but possibly (PKf−)(a) < (PKf+)(a) for some a ∈ A \ A′. If so, reduce . It can be easily
veriﬁed that
lim
→0 max{(PKf+)(a) − (PKf−)(a) | a ∈ A \ A
′} = 0.
For a′ ∈ A′ all values in the interval [(PKf−)(a′), (PKf+)(a′)] are possible. If (PKf−)(a′) <
min{(PKf−)(a) | a ∈ A\A′}, set the lower value= −∞, if (PKf+)(a′) > max{(PKf+)(a) | a ∈
A \ A′} set the upper value = +∞ to get the right interval boundaries.
8. Example
Statigraphical data from a Roman spa contained |A| = 993 values, of which 340 of them had
a time classiﬁcation. These time classiﬁcations were intervals with the boundaries “not earlier
than ...” and “not later than ...”. For the 993 elements of A we had 4378 relations  between
them. These relations were earlier-later relations—a ditch, for example, was built before the wall
in it. The time classiﬁcations, on the other hand, were determined by different techniques and are
therefore often not consistent with the relation. The goal is to ﬁnd a time classiﬁcation interval
consistent with the relation, especially for the objects not classiﬁed before. The relation had no
special characteristic, so Dykstra’s algorithm was used.
Firstly, the monotone regression was only computed for the 340 non-missing values. A good
solution was found after 100 iterations. The solution was not monotone but the error to mono-
tonicity was only 0.0005—for annual historical data nearly the same as zero. The constructed
monotone solution (see Theorem 4) had a (quadratic) error to the optimal solution of 0.0002.
Secondly, the monotone regression of all values was computed. The missing values got the
weight = 10−6, the other = (length of time classiﬁcation interval+ 1)−1. After 1000 iterations a
solution was found which could be well interpreted but for which no meaningful error estimation
could be given. A comparable error estimation as in the ﬁrst case could be found only after
1,000,000 iterations.
1050 J. Hansohm / Journal of Multivariate Analysis 98 (2007) 1043–1050
9. Conclusion and remarks
Apart from some new results concerning the monotone regression problem we showed how a
solution can be computed for real world problems and gave some error estimations for the general
case.
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