To acquire adaptive behaviors of multiple agents in the unknown environment, several neuro-fuzzy reinforcement learning systems (NFRLSs) have been proposed Kuremoto et al. Meanwhile, to manage the balance between exploration and exploitation in fuzzy reinforcement learning (FRL), an adaptive learning rate (ALR), which adjusting learning rate by considering "fuzzy visit value" of the current state, was proposed by Derhami et al. recently. In this paper, we intend to show how the ALR accelerates some NFRLSs which are reinforcement learning systems with a self-organizing fuzzy neural network (SOFNN) and different learning methods including actor-critic learning (ACL), and Sarsa learning (SL). Simulation results of goal-exploration problems showed the powerful effect of the ALR comparing with the conventional empirical fixed learning rates.
Introduction
As an active unsupervised machine learning method, reinforcement learning (RL) has been developed and applied to many fields such as intelligent control and robotics since 1980s [1] - [3] . The learning process of RL is given by the trials of exploration and exploitation of a learner (agent) in unknown or non-deterministic environment. Valuable or adaptive actions which are optimized output of RL systems are obtained according to the modification of action selection policies using the rewards (or punishments) from the environment. Generally, there are four fundamental components in RL: state (observed information from the environment, input); policy (usually using probability selection to keep exploitation to an unknown environment); action (the output of the learner changing the current state) and reward (perceived/obtained by the learner during the transition of the state).
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In the history of RL research, there are some severe problems need to be solved theoretically: (1) The explosion of state-action space in high dimension problems (the curse of dimensionality); (2) The balance between exploration and exploitation; (3) Learning convergence in partially observable Markov decision process (POMDP).
To tackle the first issue, linear approximation method [2], normalized Gaussian radial basis function classification method [3] , fuzzy inference systems [4] -[8], etc. are proposed. Specially, neuro-fuzzy systems with a data-driven type self-organizing fuzzy neural network (SOFNN) proposed in our previous works showed their adaptive state identification ability for different RL algorithms such as actor-critic learning [5] [6], Q-learning, and Sarsa learning [7] . Meanwhile, Derhami et al. proposed to use adaptive learning rate (ALR) and adaptive parameter of state transition function to obtain a suitable balance of exploration and exploitation [8] . Effectiveness of the ALR has been confirmed by its application to a fuzzy controller with Q learning algorithm with simulation results of some benchmark problems such as boat problem and mountain-car problem in [8] . Furthermore, the third problem of RL mentioned above is more serious to a multi-agent system (MAS). Even the exploration environment is stable, the existence of other agents nearby the learner agent is uncertain. In [4] -[8], Kuremoto et al. proposed to calculate the reward of suitable distance between agents to modify the action policy and showed its higher learning convergence comparing with RLs by individuals independently.
In this paper, we adopt Derhami et al.'s ALR to Kuremoto et al.'s neuro-fuzzy reinforcement learning systems to improve the learning performance of agents in MASs. Goal-exploration problems were used in simulation experiments and the comparison between results with conventional empirical fixed learning rate and ALR is reported.
Neuro-Fuzzy Reinforcement Learning Systems
Markov decision process (MDP) is used in reinforcement learning (RL) algorithms. Let a state space 
To avoid a mass calculation to whole MDP state transition, and deal with unknown transition probabilities, there is an efficient RL algorithm named temporal difference learning (TD-learning) [2] to yield the maximum value functions. A TD error 1 R ∈ ε is defined by Eq. (1), and it is used to update state value function in the learning process, for example, Eq. (2).
