Recently, a method for generating an ARMA spectral estimator model which possessed superresolution performance was developed [2] . This method entailed minimizing a weighted quadratic functional of a set of 'basic error terms." An issue which remained to be resolved at that time was the selection of the weighting matrix that characterized the functional being minimized. A weighting matrix selection procedure has recently been developed and is herein reported [ 8] . This procedure has typically yielded am improvement in spectral estimation performance.
I. INTRODUCTION
In this paper we shall be concerned with the task of estimating the power spectral density of a zero mean, wide sense stationary random time series {x(n)} from a finite set of observations. To this end, knowledge of the time Reries' underlying autocorrelation sequence as formally defined by r(n) = Efx(n+k) x*(k)} conveys all the information required. Here, t( denotes the expected value operator and * denotes the operation of complex conjugation. The time series is characterized in the frequency domain by its power spectral density as given by -jan S() = r(n)e which is recognized as being the Fourier transform of the autocorrelation sequence.
Upon examination of (1) and (2) it is apparent that determination of the tine series' power spectral density entails complete knowledge of the generally infinite length autocorrelation sequence. Here, we will be concerned with extracting this information from the finite set of time series observations x(l), x (2) x(N) Unless some constraints are imposed on the time series' basic nature, however, there exists a fundamental incompatibility in estimating the required statistical knowledge from the finite set of data. This dilemma is usually resolved by postulating a finite parameter linear model to represent the time series. In terms of parameter parsimony, the causal autoregressive moving average (ARMA) model of order (p,q) as specified by p q
1=1 j=O is generally the most effective linear model [1] . In this model, the (unobserved) excitation process {c(n)} is assumed to be zero-mean, unit variance Gaussian white noise. It is important to note that the more specialized autoregressive model (i.e., b a 0 for j 0) generally requires a much higher model order p to achieve comparable spectral estimates. Conceptually, then, the more general ARMA model is the logical model choice.
It is well known that the power spectral density of a process{x(o)}that satisfies (4) is given (1) by:
Thus the task of estimating the power spectral density of the time series can be accomplished by (2) estimating the ARMA model parameters aj and b3.
Several procedures for estimating the al and b parameters have recently been developed [2] [3] [4] [5] [6] [7] [8] . Of these procedures, one developed by Cadzow [2] has been shown to be effective in a variety of cases. The crux of this procedure lies in obtaining the autoregressive parameters by minimizing a weighted quadratic function of a set of zero mean error elements. It was pointed out in [2) that the effectiveness of this procedure is dependent on a judicious selection of the weighting elements in the quadratic function. This paper develops an f3\ alternative weighting element selection to that used in [2] which results in improved spectral estimates. 
The spectral estimation procedure of this m=q+ln=s f=s paper is predicated on the procedure in [2] . For il,2,...,p completenesa, this procedure is discussed below. k0,l,...,p a =max(m+l,p+l) (lOd)
Of primary importance in spectral estimation is the method for estimating the autoregressive coAn improvement in the above autoregressive coefficients a in equation (4) . An effective method efficient estimation procedure can be realized by for estimating these coefficients entails multiplyalso considering the backward version of the time ing both sides of (4) by the tern x*(n_m) to yield series {x(n)}. Also, an estimate of the numerator the "basic error terms" spectrum B(s) in (5) must be obtained in order to arrive at the complete power spectral density esti-* r . * nate of {x(n)}. The details of these two tasks are
In order to obtain autoregressive parameters using the above procedure, the elements w(n) in (8) where the range on the n and n variables is dictatmust first be selected. In [2] the weights ed by the time series observation range l<k<N.
4
If the tine series is in fact an ARMA process of
order less than or equal to (p,q) then the basic error terms are each zero mean random variables, were employed. Furthermore, the basic error terms are seem to be functions of the autoregressive coefficients A more prudent weight selection can be a1, a2, ..., a. With these two properties in mind, developed by considering the random terms a reasonable selection of the autoregressive coefficients is one that causes each of the e(n,n) N 2 terms to be as close to its mean value of zero as e(m,n)
,
possible. This goal is achieved by minimizing a n=s squared-error criterion of the form associated with the weights w(m) in (8) [ 8 ] . A f) = etWe mean value are weighted proportionately higher thsm m=q+l m=s (8) those terms with larger vsrismces from their mean.
It is easily shown that In this expression the w(m) are nommegative weighting elements. 
each zero is a random variable uniformly distributed within the complex unit circle,1 so that its where s = max(m+l,p+l) and the a(m) elements are probability density function is the coefficients corresponding to the zm terms of the polynomials (22a) or (22b). The sinusoids of normalized frequencies 0.4 and 0.426 are readily calculated to have signal-to-noise ratios (SNR) of T1f a zero of B(z) is outside the unit circle, then 10dB and OdE, respectively. A sequence of length the corresponding zero of B(zl) is inside the unit 512 defined over 0 < n < 511 was next generated circle, and from equation (16) it is clear that using this relationship. Furthermore, in order to C(z) will not be affected, provide a statistical basis for out comparison, this 512 length sequence was then decomposed into eight disjoint sequences each of length 64 defined on 0 < n < 63, 64 < n < 127 448 < n < 511.
An ensemble consisting of eight subsequences each of length 64 has thereby been generated with each subsequence having a different noise sample and a different initial phase between the two sinusoids. This latter condition is useful in revealing any potential sensitivity to initial phase that the new ARMA spectral estimation method may possess.
The spectral estimates which resulted when the (N-rn)4 weights and the new inverse variance weights were applied to the ARMA spectral estimator are displayed in Figures la and lb, respectively. The ordinates are scaled from -20dB to 60dB for each individual plot. In both cases the spectral estimator order was (15,15). It is clear that the inverse variance weight estimator was able to resolve the two sinusoids in more cases than the (N-rn)4 weight estimator could. Moreover, the incidence of false peaks in the inverse variance weight estimates is smaller than that of the (N--rn)4 weight estimates.
V. CONCLUSIONS
An improved weight selection for a recently developed ARMA spectral estimation procedure was developed. The autoregressive parameters are found in this procedure by minimizing a weighted sum of squares of zero mean basic error terms. The new weight selection is chosen to provide more heavy weighting to those terms in the sum which possess lower variances. Empirical evidence indicates that this new weight selection provides superior spectral estirnation performance when compared to the original [N-mi4 weight selection.
