We consider Model-Agnostic Meta-Learning (MAML) methods for Reinforcement Learning (RL) problems where the goal is to find a policy (using data from several tasks represented by Markov Decision Processes (MDPs)) that can be updated by one step of stochastic policy gradient for the realized MDP. In particular, using stochastic gradients in MAML update step is crucial for RL problems since computation of exact gradients requires access to a large number of possible trajectories. For this formulation, we propose a variant of the MAML method, named Stochastic Gradient Meta-Reinforcement Learning (SG-MRL), and study its convergence properties. We derive the iteration and sample complexity of SG-MRL to find anfirst-order stationary point, which, to the best of our knowledge, provides the first convergence guarantee for model-agnostic meta-reinforcement learning algorithms. We further show how our results extend to the case where more than one step of stochastic policy gradient method is used in the update during the test time.
Introduction
Meta-learning has attracted much recent attention as a learning to learn approach that enables agents to quickly adopt to new tasks using past experience across a broad set of other tasks. This is a particularly promising approach for Reinforcement Learning (RL) where in several applications (for example robotics) agents encounter new tasks and need to learn new behaviors or policies through a few interactions with the environment building on previous experience Finn et al. (2017) ; Duan et al. (2016) ; Wang et al. (2016) ; Mishra et al. (2017) ; Rothfuss et al. (2018) ; Wang et al. (2018) ; Nagabandi et al. (2018) ; Yu et al. (2019) ; Rakelly et al. (2019) .
In this paper we study the Model-Agnostic Meta-Learning (MAML) setting, introduced in Finn et al. (2017) , for reinforcement learning problem. In this framework, each task is represented by a Markov Decision Process (MDP) that differ for instance in the reward function, state space, or transition probabilities between one state to another. The goal is to find an initial policy (using data or sample trajectories from previous tasks) that will be adopted to a new task by taking one or a few stochastic policy gradient steps.
To highlight the relevance of the problem, let us consider a simple 2D navigation in which a robot aims to reach an unknown destination. The robot can take actions left, right, up, or down and has a reward function that is a decreasing function of the distance to the destination. We consider the case where the destination is drawn from an underlying distribution. This is an example of a setting in which meta-RL approach can be powerfully applied to find an initial policy (using past experience across different destinations) that can be updated quickly and with limited amount of information for a new target.
While several algorithms have been proposed and studied in the context of model-agnostic meta-reinforcement learning Finn et al. (2017) ; Liu et al. (2019) ; Mendonca et al. (2019) ; Yu et al. (2019) ; Gupta et al. (2018) , to the best of our knowledge, the convergence properties of these algorithms have not been established. The goal of this paper is to provide convergence guarantees of policy gradient methods for solving model-agnostic meta-reinforcement learning problems when the expected reward is a nonconcave function.
We would like to mention that Fallah et al. (2019) have recently established convergence guarantees of MAML method to first-order stationary points for non-convex setting. However, their results cannot be applied to the considered reinforcement learning setting directly. This is mainly due to the fact that the probability distribution over possible trajectories of states and actions varies with the policy parameter, leadning to a different algorithm that has an additional term which makes the analysis, such as deriving an upper bound on the smoothness parameter, more challenging. We will discuss this point in subsequent sections.
Our Contributions
We would like to highlight three major contributions of our work:
First, we develop a new method, SG-MRL, which is designed for the case that we use stochastic policy gradient to update the initial model in test time. This is specifically of great importance in RL as, in practice, computing the exact gradient of the expected reward is not feasible due to the massive number of possible state-action trajectories. We illustrate that SG-MRL implements an unbiased estimate of its objective function gradient. We also highlight its update rule's difference with the MAML method introduced in Finn et al. (2017) , which is designed for the case that we use policy gradient to update the initial model in test time.
Second, we characterize the relation between batch sizes and other problem parameters and the best accuracy that SG-MRL can achieve in terms of gradient norm. In particular, we show that, for any > 0, SG-MRL can find an -first-order stationary point if the learning rate is small enough or the batch of tasks is large enough. To the best of our knowledge, this is the first theoretical result on the convergence of model-agnostic meta-RL methods.
Third, we show our analysis can be extended to the case with more than one step of stochastic policy gradient during the test time. For simplicity, we state all the results in the body of the paper for the single step case, and include the derivations of the general case with ζ ≥ 1 steps in the appendices. To the best of our knowledge, this is the first theoretical study of any multi-step MAML algorithms.
Related Work
In addition to the discussed papers, we also highlight a few other works which have studied the complexity analysis of model-agnostic meta-learning in other contexts. In particular, in a recent work, Rajeswaran et al. (2019) proposed the iMAML algorithm which performs an approximation of one step of proximal point method (instead of a few steps of gradient descent) in the inner loop. The authors focused on deterministic case, and showed that, assuming the regularized inner loop loss function is strongly convex, iMAML converges to a first-order stationary point.
The online meta-learning setting has also been studied in a number of recent works Finn et al. (2019) ; Khodak et al. (2019a,b) . In particular, Khodak et al. (2019a) studied this problem for convex objective functions by casting it in the online convex optimization framework. Also, Finn et al. (2019) extended the model-agnostic setup to the online learning case by considering a comparator which adopts to new tasks, and proposed the follow the meta leader method which obtains a sublinear regret for convex loss functions.
Problem Formulation
Let {M i } i be the set of Markov Decision Processes (MDPs) representing different tasks. We assume these MDPs are drawn from a distribution p, and also the time horizon is fixed and is equal to {0, 1, ..., H} for all tasks. For the i-th MDP denoted by M i , which corresponds to task i, we denote the set of states and actions by S i and A i , respectively. We also assume the initial distribution over states in S i is given by µ i (.) and the transition kernel is denoted by P i , i.e., the probability of going from state s ∈ S i to s ∈ S i given taking action a ∈ A i is P i (s |s, a). Finally, we assume at state s and by taking action a, the agent receives reward r i (s, a). To summarize, MDP M i is defined by the tuple (S i , A i , µ i , P i , r i ).
For MDP M i , the actions are chosen according to a random policy which is a mixed strategy over the set of actions and depends on the current state, i.e., if the system is in state s ∈ S i , the agent chooses action a ∈ A i with probability π i (a|s). To search over the space of all policies, we assume these policies are parametrized with θ ∈ R d , and denote the policy corresponding to parameter θ by π i (.|.; θ).
A realization of states and actions in this setting is called a trajectory, i.e., a trajectory of MDP M i can be shown as τ = (s 0 , a 0 , ..., s H , a H ) where a h ∈ A i and s h ∈ S i for any 0 ≤ h ≤ H. Note that, given the above assumptions, the probability of this particular trajectory is given by
(1) Also, the total reward received over this trajectory is
where 0 ≤ γ ≤ 1 is the discount factor. As a result, for MDP M i , the expected reward obtained by choosing policy π(.|.; θ) is given by
It is worth noting that the gradient ∇J i (θ) admits the following characterization Sutton & Barto (2018) ; Peters & Schaal (2008) ; Shen et al. (2019) 
where g i (τ ; θ) is defined as
In practice, evaluating the exact value of (4) is not computationally tractable. Instead, one could first acquire a batch D i,θ of trajectories drawn independently from distribution q i (.; θ), and then, estimate ∇J i (θ) by∇
Also, we denote the probability of choosing (with replacement) an independent batch of trajectories D i,θ by q i (D i,θ ; θ) (see Appendix A.1 for a remark on this). In this setting, the goal of Model-Agnostic Meta-Reinforcement Learning problem introduced in Finn et al. (2017) is to find a good initial policy that performs well in expectation when it is updated using one or a few steps of stochastic policy gradient with respect to a new task. In particular, for the case of performing one step of stochastic policy gradient, the problem can be written as 1 max
Note that by solving this problem we find an initial policy (Meta-policy) that in expectation performs well if we evaluate the output of our procedure after running one step of stochastic policy gradient on this initial policy for a new task. This formulation can be extended to the setting with more than one step of stochastic policy gradient as well. To state the problem formulation in this case, let us first define Ψ i which is an operator that takes model θ and batch D i as input and performs one step of stochastic gradient policy at point θ and with respect to function J i and batch D i , i.e.,
Now, we extend problem (8) to the case where we are looking for an initial point which performs well on expectation after it is updated with ζ steps of stochastic policy gradient with respect to a new MDP drawn from distribution p. This problem can be written as
where the operator Ψ i is applied ζ times inside the expectation. In this paper, we establish convergence properties of policy gradient methods for both single stop and multiple steps of stochastic gradient cases, but for simplicity in the main text we only discuss the case with one step of stochastic gradient.
Second-order Information of the Expected Reward
Since the objective function of the MAML problem in (8) contains a step of gradient, the gradient of the function V 1 (θ) requires access to the second-order information of the expected reward function J(θ). To facilitate further analysis, in this subsection we formally present a characterization of expected reward Hessian and its unbiased estimate over a batch of trajectories. In particular, the expected reward Hessian ∇ 2 J i (θ) is given by (see Shen et al. (2019) for more details)
where ν i (τ ; θ) is given by
Recall that the reward function is defined as
It is worth noting that based on the expression in (5) we can write g i (τ ; θ) = ∇ θ ν i (τ ; θ).
Similar to policy gradient, policy Hessian can also be estimated over a batch of trajectories D i independently drawn with respect to q i (; θ). To be more precise, for a given dataset D i , we can
as an unbiased estimator of the Hessian ∇ 2 J i (θ). We will use the expressions for the Hessian ∇ 2 J i (θ) in (11) and the Hessian approximation∇ 2 J i (θ, D i ) in (13) to introduce our proposed method for solving the Meta-RL problem in (8) and its generalized version in (10).
Model Agnostic Meta Reinforcement Learning
In this section, we first propose a method to solve the stochastic gradient-based MAML Reinforcement Learning problem introduced in (8). Then, we discuss how to extend the proposed method to the setting that we solve a multi-step MAML problem as introduced in (10). We close the section by discussing the differences between our proposed method and the Meta-RL method proposed by Finn et al. (2017) and clarify why these two methods are solving two different problems.
MAML for Stochastic Meta-RL
Our goal in this section is to propose an efficient method for solving the stochastic Meta-RL problem in (8). To do so, we propose a stochastic gradient MAML method for Meta-Reinforcement Learning (SG-MRL) that aims at solving problem (8) by following the update of stochastic gradient descent for the objective function V 1 (θ). To achieve this goal one need to find an unbiased estimator of the gradient ∇V 1 (θ) which in some MAML settings is not trivial (for more details see Section 4.1 in Fallah et al. (2019) ), but we show that for problem (8) an unbiased estimate of ∇V 1 (θ) can be efficiently computed. Let us start by pointing out that the gradient of the function V 1 (θ) defined in (8) is given by
with the convention that for τ = (s 0 , a 0 , ..., s H , a H ) we define π i (τ ; θ) as 
Recall that the expected reward function J i (θ) and its gradient ∇J i (θ) are defined in (3) and (4),
are the stochastic estimates of the gradient and Hessian corresponding to J i (θ) that are formally defined in (7) and (13), respectively.
Note that the first term in the definition of ∇V 1 (θ) in (14), i.e.,
, is the term that gives the gradient of an MAML problem (see, e.g., Finn et al. (2019) ), while the second term, i.e.,
, is specific to the RL setting since the probability distribution p i itself depends on the parameter θ. For more details regarding the derivation ∇V ζ (θ) for any ζ ≥ 1, we refer the reader to Appendix B.
We solve the optimization problem in (8) by using gradient ascent step to update the parameter θ, i.e., following the update θ k+1 = θ k + β∇V 1 (θ k ) at iteration k. However, computing the gradient ∇V 1 (θ k ) may not be tractable in many cases due to the large number of tasks and the size of the action and state spaces. In our proposed SG-MRL method we therefore replace the gradient ∇V 1 (θ k ) with its estimate computed as follows: At iteration k + 1, we first choose a subset B k of the tasks (MDPs), where each task is drawn independently from the probability distribution p. The SG-MRL comprises two levels: (i) inner loop and (ii) outer loop.
In the inner loop, for each task T i with i ∈ B k , we draw a batch of trajectories D i in according to the probability distribution q i (.; θ k ) to compute the stochastic gradient∇J i (θ k , D i in ) as defined in (7). This estimate is then used to compute a model θ i k+1 corresponding to task T i by a single iteration of stochastic policy gradient, i.e.,
For simplicity, we assume that the size of B k is equal to B for all k, and the size of dataset D i in is fixed for all tasks and at each iteration, and we denote it by D in .
In the outer loop, we compute the next iterate θ k+1 using the iterates {θ i k+1 } i∈B k that are computed in the inner loop. In particular, we follow the update
where∇ 2 J i (θ k , D i in ) is policy Hessian estimate defined in (13) and for each task T i , the dataset D i o is a new batch of trajectories that are drawn based on the probability distribution q i (.; θ i k+1 ); Again, for simplicity, we assume that the size of dataset D i o is fixed for all tasks and at each iteration denoted by D o . SG-MRL is summarized in Algorithm 1.
It can be checked that if all the gradients and Hessians in (16) and (17) were exact, then outcome of the update of SG-MRL would be equivalent to the outcome of gradient ascent update for the function V 1 , i.e., θ k+1 = θ k + β∇V 1 (θ k ). In fact, in SG-MRL the gradient ∇V 1 (θ k ) is replaced by its estimate∇V 1 (θ k ) which is given bỹ
It can be verified that the stochastic gradient∇V 1 (θ k ) is an unbiased estimate of the exact gradient ∇V 1 (θ k ). To better highlight this point note that by computing the expected value of∇V 1 (θ k ) first with respect to the random set D i o , then with respect to D in , and finally with respect to B k , we obtain that E[∇V 1 (θ k )] = ∇V 1 (θ k ).
We would like to add that the SG-MRL method can also be extended and used for solving the multi-step MAML problem defined in (10). To do so, at each iteration, we first perform ζ steps of policy stochastic gradient in the inner loop, and then take one step of stochastic gradient ascent with respect to an unbiased estimator of ∇V ζ (θ). More details on derivation of ∇V ζ (θ) along with implementation of SG-MRL method for that case is provided in Appendix B.
Comparing SG-MRL with other Model-Agnostic Meta-RL methods
In this section, we aim to briefly discuss the difference between our proposed SG-MRL method and recent Meta-RL methods. In particular, we focus on the MAML method proposed by Finn et al. (2017) for solving RL problems. Before discussing the differences between these two methods, let us first recap the update of the MAML method proposed in Finn et al. (2017) .
The main formulation proposed in Finn et al. (2017) which was followed in other works such as Liu et al. (2019) is slightly different from the one in this paper as they assume the agent has access to the exact gradient of the new task, and hence, they consider the following MAML problem
As mentioned, the main difference between (8) and (19) is that the former tries to find a good initial policy that leads to a good solution after running one step of stochastic gradient ascent, while the latter finds an initial policy that produces a good policy after running one step of gradient ascent.
Remark 3.1. Indeed, both formulations in (8) and (19) are valid formulations for Meta-RL. However, we would like to highlight that in practice it may not be computationally tractable to compute the exact gradient of the expected reward and we often have only access to its stochastic gradient. Therefore, it might be more practical to solve (8) instead of (19) as it finds a good initial policy that performs well for running one step of stochastic gradient, unlike (19) that finds an initial policy that performs well after running one step of gradient update.
In a nutshell, the MAML method proposed by Finn et al. (2017) tries to solve the problem in (19) by following the update of stochastic gradient ascent for the objective functionV 1 (θ). To be more precise, note that the gradient of the loss functionV 1 (θ) defined in (19) can be expressed as
It is worth noting that the expression for the gradient ofV 1 (θ) in (20) is different from the expression for the gradient of V 1 (θ) in (14). In particular, the extra term (20) is caused by the fact that we use stochastic gradients in the definition of the function V 1 (θ), while exact gradients are used in the definition ofV 1 (θ).
Considering the expression for the gradient of the functionV 1 (θ) in (20), a natural approach to approximate ∇V 1 (θ) is to replace the gradients and Hessians corresponding to the expected reward J i (θ) by their stochastic approximations. In other words, one can use the approximatioñ ∇V 1 (θ k ) which is defined as the average over 
Note that here the procedure for computing the sample sets D i in and D i o is the same as the one in SG-MRL. Once∇V 1 (θ k ) is computed the new variable θ k+1 can be computed by following the update of stochastic gradient ascent, i.e.,
As in SG-MRL, the Meta-RL method in Finn et al. (2017) can also be implemented at two levels (inner and outer) as described in Algorithm 2.
An important observation here is that the gradient estimate∇V 1 (θ k ) in (21) is a biased estimate of the exact gradient ∇V 1 (θ k ) defined in (20). This is due to the fact that
Due to the fact that the MAML method proposed in Finn et al. (2017) uses a biased estimate of the gradient, the analysis of stochastic gradient ascent method in this case is more challenging and it requires careful selection of stepsize and other parameters such as batch sizes and it general the algorithm may not be convergent. On the other hand, our proposed SG-MRL method does not suffer from this issue since computing an unbiased estimator of the gradient for the objective function considered in (8) is relatively simple. In fact, in the following section, we show that the proposed SG-MRL method is provably convergent and characterize its complexity to find an approximate first-order stationary point of (8) and its generalized version defined in (10).
Theoretical Results
In this section, we study the convergence properties of the proposed SG-MRL method and characterize its overall complexity for finding a policy that satisfies the first-order optimality condition for the objective function V ζ (θ) defined in (10). To do so, we first formally define the first-order optimality condition that we aim to achieve. 
We next state the main assumptions that we use to derive our results.
Assumption 4.2. The reward functions r i are nonnegative and uniformly bounded, i.e., there exists a nonnegative constant R such that for any task i and for any state s ∈ S i and action a ∈ A i , we have 0 ≤ r i (a|s) ≤ R.
Assumption 4.3. There exist nonnegative constants G and L such that for any i and for any state s ∈ S i , action a ∈ A i , and parameter θ ∈ R d , we have ∇ θ log π i (a|s; θ) ≤ G, ∇ 2 θ log π i (a|s; θ) ≤ L. Both assumptions are customary in the policy gradient literature and have been used in other papers to obtain convergence guarantees for policy gradient methods Papini et al. (2018) ; Shen et al. (2019) ; Agarwal et al. (2019) .
In addition to the above assumptions, since MAML method requires access to second-order information, we make the following assumption on the Lipschitz property of the second derivative of policy.
Assumption 4.4. There exists a nonnegative constant ρ such that for any i and for any state s ∈ S i , action a ∈ A i , and parameters θ 1 , θ 2 ∈ R d , we have ∇ 2 θ log π i (a|s; θ 1 ) − ∇ 2 θ log π i (a|s; θ 2 ) ≤ ρ θ 1 − θ 2 . In the following example, we provide more insight into the conditions in Assumptions 4.3 and 4.4 by focusing on the special case of softmax policy parametrization. .
In this case, ∇ θ log π(a|s; θ), which is known as the score function, admits the following characterization (see Sutton & Barto (2018) )
Using this expression, we can show that the Hessian ∇ 2 θ log π(a|s; θ) is equal to the negative of covariance matrix of random variable φ(a , s) when a is drawn from distribution π(a |s, θ), i.e., For more details regarding the derivation of ∇ 2 θ log π(a|s; θ) please check Appendix C. According to the expressions for ∇ θ log π(a|s; θ) and ∇ 2 θ log π(a|s; θ), when we use a softmax policy, if we assume that the mapping norm φ(., .) is bounded, then both conditions in Assumption 4.3 hold, i.e., ∇ θ log π(a|s; θ) and ∇ 2 θ log π(a|s; θ) would be both bounded for any action a, state s, and parameter θ. Moreover, in Appendix C, we further show that the boundedness of φ(., .) implies that the condition in Assumption 4.4 holds as well.
Hence, at least for the softmax policy, the conditions in Assumptions 4.3 and 4.4 hold, if the mapping φ has a bounded norm. Note that in most applications, the mapping φ is a neural network and as the weights of neural networks are often bounded (or enforced to be bounded), φ(., .) is uniformly upper bounded.
Convergence of SG-MRL
Next, we study the convergence of our proposed SG-MRL for solving the Model-Agnostic Meta-Reinforcement Learning problem in (10). To do so, we show two important intermediate results.
First, we show that the function V ζ (θ) is smooth, i.e., its gradient is bounded. Second, we show the unbiased estimator of the gradient ∇V ζ (θ) denoted by∇V ζ (θ k ) has a bounded norm. Building on these two results, we will derive the convergence of SG-MRL.
To prove these two intermediate results, we first state the following lemma on Lipschitz property of the expected reward function J i and its first and second derivatives for any MDP M i . This lemma not only plays a key role in our analysis, but also can be of independent interest in general for analyzing meta-reinforcement learning algorithms.
Lemma 4.6. Recall the definitions of g i (τ ; θ) in (5) and u i (τ ; θ) in (11) for trajectory τ ∈ (S i × A i ) H+1 and policy parameter θ ∈ R d . If Assumptions 4.2-4.4 are satisfied, then the following results hold for any MDP M i :
(i) For any τ and θ, we have
As a consequence, ∇J i (θ) , ∇ J i (θ, D i ) ≤ η G for any θ and any batch of trajectories D i . Furthermore, this implies that J i (.) is smooth with parameter η G , i.e., for any θ 1 , θ 2 ∈ R d , we have
(ii) For any τ and θ, we have
As a consequence, ∇ 2 J i (θ) , ∇ 2 J i (θ, D i ) ≤ η H for any θ and any batch of trajectories D i . Furthermore, this implies that ∇J i (.) is smooth with parameter η H , i.e., for any θ 1 , θ 2 ∈ R d , we have
(iii) For any batch of trajectories D i and for any θ 1 , θ 2 ∈ R d , we have
By exploitung the results in Lemma 4.6 we can prove the promised results on Lipschitz property of ∇V ζ (θ) as well as boundedness of its unbiased estimator∇V ζ (θ). In the following proposition, due to space limitation and for the the ease of notation we only state the result for the case that ζ = 1, however, the general version of these results along with their proofs are available in Appendix E.
Proposition 4.7. Consider the objective function V 1 defined in (8) for the case that α ∈ (0, 1/η H ] where η H is given in Lemma 4.6. Suppose that the conditions in Assumptions 4.2-4.4 are satisfied. Then,
where η G and η ρ are defined in Lemma 4.6.
(ii) The norm of stochastic gradient∇V 1 (θ k ) defined in (18) at iteration k is bounded above by
Note that the smoothness parameter for the RL problem has been previously characterized (as an example see Shen et al. (2019) ), but, to the best of our knowledge, this is the first result on smoothness parameter of the meta-RL objective function. Now, we present our main result on the convergence of our proposed SG-MRL method to a first-order stationary point for the Meta-reinforcement learning problem in defined (10). We state our main result it for the special case of ζ = 1, but the general statement of the theorem along with its proof can be found in Appendix F.
Theorem 4.8. Consider V 1 defined in (8) for the case that α ∈ (0, 1/η H ] where η H is defined in Lemma 4.6. Suppose Assumptions 4.2-4.4 are satisfied, and recall the definitions of L V and G V from Theorem 4.7. Consider running SG-MRL (Algorithm 1) with β ∈ (0, 1/L V ]. Then, for any 1 > > 0, SG-MRL finds a solution θ such that
after at most running for a total number of iterations of
Using this result, next we characterize the overall complexity of SG-MRL for finding an -firstorder stationary point solution. The conditions in Corollary 4.9 identify two settings under which SG-MRL finds an −FOSP after a finite number of iterations. Note that both settings overall require O( −4 ) stochastic gradient evaluations.
Numerical Experiments
In this section, we provide a simple and insightful example to illustrate the SG-MRL performance. In particular, we consider a 1D-navigation problem over the interval [−1, 1] where the goal of task (MDP) M i is to reach to a particular point d i ∈ [0.5, 1]. The set of states S i is the interval [−1.1, 1.1] where agent's state denotes its location. The reward r i is proportional to the inverse of the distance of the agent location to the desired destination, i.e., r i (s, a) = 0.01/(0.01 + |s − d i |) , which implies that the agent receives a higher reward by moving towards its desired destination d i . At any state, the agent takes an action which determines its move to the next location (state). More precisely, given state s and action a, the next state s is determined as follows:
1. If the agent is sufficiently close to the desired distance, i.e., r i (s, a) ≥ 0.95, or if the agent moves out of the interval [−1, 1] by moving, i.e., |s+a| > 1, then the agent stays in its current location, i.e., s = s.
2. Otherwise, with probability 0.9 the agent moves to s = s + a. In addition, we assume there is a small noise in the environment, and hence, the agent moves to one of the states s + 0.1 or s − 0.1, each with probability 0.05.
Also, the initial distribution µ i over states is a discrete uniform distribution over the set of points {−1, −0.9, −0.8, . . . , 0.8, 0.9, 1}. Finally, we consider the Gaussian policy for this example, meaning that at any state s, the action a is drawn from a Gaussian distribution with mean θ φ(s) and variance σ 2 π where φ : S i → R d is called the feature vector. More details on the hyper-parameters of the problem along with the derivations of ∇ θ log p i (a|s; θ) and ∇ 2 θ log p i (a|s; θ) are provided in Appendix G.
We implement both MAML (Algorithm 2) and SG-MRL (Algorithm 1) for this problem. Every ten iteration, for both algorithms, we compute the expected reward over a batch of trajectories with size 500 after updating the iterate using one step of stochastic policy gradient. As the results, depicted in Figure 1 , show, updating SG-MRL using one step of stochastic policy gradient leads to a higher reward compared to MAML, which indicates the advantage of SG-MRL with respect to MAML. 
Conclusion
In this work, we studied the model-agnostic meta-reinforcement learning problem for the case that one or a few of stochastic policy gradient method is performed during the test time. Given this new formulation, we introduced a variant of MAML method, called SG-MRL, and discussed how it differs from the original MAML algorithm in Finn et al. (2017) . Furthermore, we characterized the convergence of SG-MRL method in terms of gradient norm and under a set of assumptions on the policy and reward functions. Our results show that, for any , SG-MRL can find an -first-order stationary point, given that either the learning rate β is small enough or the multiplication of task and outer loop batch sizes BD o is large enough. Also, it is worth noting that the general version of all the results in which ζ ≥ 1 steps of stochastic policy gradient is performed in test time is provided in appendices.
A Intermediate Results

A.1 A Remark on the Batch of Trajectories
Recall that q i (D i ; θ) denotes the probability of independently drawing batch D i of trajectories with respect to i-th MDP and at policy parameter θ. Also, as we stated in Section 2, we assume the batch of trajectories are sampled with replacement. Note that, in this case
However, for the case that the batch of trajectories that we draw is not ordered, we have
with
where C τ is the number of times that the particular trajectory τ is appeared in D i . Throughout the proofs, we mainly refer to (24). However, the results can be easily extended to (25) as well.
The reason is that we mostly work with the term ∇ θ log q i (D i ; θ), and since C D i is not a function of θ, for both cases we have
where the last equality is obtained using (1) along with the definition (15).
A.2 Lemmas
Lemma A.1. For any i ∈ {1, ..., n}, let f i : R d → W i be a continuous function with W i ∈ {R, R d , R 1×d , R d×d } such that g(θ) = f n (θ)...f 1 (θ) is well defined. Furthermore, assume that for any i, the following holds:
1. f i is bounded, i.e., f i (θ) ≤ B i for some nonnegative constant B i and any θ ∈ R d .
2. f i is Lipschitz, i.e., f i (θ) − f i (θ) ≤ L i θ −θ for some nonnegative constant L i and any θ,θ ∈ R d .
Then, g(θ) is Lipschitz with parameter L g := n i=1 (L i j =i B j ), i.e., for any θ andθ,
Proof. We prove this result by induction on n. First, for n = 2, note that
where the last inequality follows from the boundedness and Lipschitz property assumptions on f i . Next, for n ≥ 3, we assume the results holds for n − 1, and we show it also holds for n. Note that if f n (θ)...f 1 (θ) is well defined, f m (θ)...f 1 (θ) is also well defined for any m ≤ n, including m = n − 1. Hence, by induction hypothesis
. Thus,g(θ) := f n−1 (θ)...f 1 (θ) is Lipschitz with parameter L g . Also, it is bounded by n−1 j=1 B j . Finally, note thatg is a function from R d to one of {R, R d , R 1×d , R d×d }. Thus, using (27), we obtain
However, it is easy to verify that in fact B nLg + L n n−1 j=1 B j = L g and hence the proof is complete. 
where probability of drawing f i is p(i; θ). We further assume there exists a non-negative constant B p such that for any i and θ
Then, the function g(θ)
Proof. First note that
To show the result, it suffices to prove
To show this, note that, by product rule, we have
As a result
where first part of (34) follows from the fact that ∂ ∂θ f (i; θ) ≤ L f as f (i; θ) is Lipschitz with parameter L f , and the second part of (34) is obtained using (31) along with boundedness assumption of f i functions.
B Multi-Step SG-MRL Method
We first start by characterizing ∇V ζ (θ) for general ζ ≥ 1.
Theorem B.1. Recall the definition of V ζ (θ) (10). Then, its derivative can be expressed as
Proof. To simplify the notation, let us define θ i,0 (θ)
Now, using (37) along with chain rule, we have
for any t ≥ 1.
Using the formulation for derivative of product of functions, we obtain:
Now, note that, by using chain rule, we have
Plugging (40) in (39), we obtain
where the last equality is derived by substituting ∂ ∂θ J i θ i,ζ (θ) by ∂ ∂θ θ i,t−1 (θ)∇J i (θ i,ζ (θ)) by using chain rule. Now, we characterize ∇ θ log q i (D i test,t ; θ i,t−1 (θ)) which appears in (41). First, recall that 
.) is given by (44); k ← k + 1 until not done Therefore,
where the second equality follows from (1) and we used the notation (15) for the last equality.
Plugging (42) and (38) in (41), we obtain
As a consequence,
is an unbiased estimate of ∇V ζ (θ) where B k is a batch of tasks drawn independently from distribution p and D i in,t and D i o are batch of trajectories drawn according to q i (.; θ i,t−1 k+1 ) and q i (.; θ i,ζ k+1 ), respectively. The steps of SG-MRL using this unbiased estimate are illustrated in Algorithm 3.
C On Softmax Policy (Example 4.5)
First, we show that where (47) follows from the log trick, i.e., the fact that ∇ θ π(a |s, θ) = ∇ θ log π(a |s, θ)π(a |s, θ), and (48) is obtained using (22). Next, we assume φ(., .) is bounded and want to show ∇ 2 θ log π(a|s; θ) is a Lipschitz function of θ. First, note that ∇ θ log π(a|s; θ) given by (22) Proof of (1) & (2): check Shen et al. (2019) . Proof of (3): Note that it suffices to show the for one trajectory τ , u i (τ ; θ) is Lipschitz with parameter η ρ as
Let τ = (s 0 , a 0 , ..., s H , a H ). Recall that
We now show both terms in (50) are Lipschitz and characterize their Lipschitz parameters. First, note that g i (τ ; θ) is bounded by η G . Also, note that
where (51) follows from Assumption 4.3 and (52) is obtained using the fact that R h i (τ ) ≤ Rγ h 1−γ . In addition, H h=0 ∇ θ log π i (a h |s h ; θ) is bounded by (H + 1)G and is Lipschitz with parameter (H + 1)L due to Assumption 4.3. As a result, by Lemma A.1, the first term of (50), i.e.,
is Lipschitz with parameter η G (H + 1)L + (H + 1)G LR (1−γ) 2 . Replacing η G implies that Lipschitz parameter is in fact 2(H + 1)GLR/(1 − γ) 2 .
For the second term of (50), note that using Assumption 4.4 yields
where the second inequality once again follows from R h i (τ ) ≤ Rγ h 1−γ . Adding up the Lipschitz parameters of both terms of (50) completes the proof.
E On Boundedness and Lipschitz Property of ∇V ζ (θ)
In the following Theorem, we characterize boundedness and Lipschitz property of ∇V ζ (θ) for any ζ ≥ 1.
Theorem E.1. Consider the objective function V ζ defined in (10) for the case that α ∈ (0, 1/η H ] where η H is given in Lemma 4.6. Suppose that the conditions in Assumptions 4.2-4.4 are satisfied. Then, for any θ ∈ R d , the norm of ∇V ζ (θ) is upper bounded by
Moreover, ∇V ζ (θ) is Lipschitz with parameter
where η G and η ρ are also defined in Lemma 4.6.
Proof. Recall from (41) in Appendix B that
where θ i,0 (θ) := θ and θ i,t (θ) :
To show the desired result, we first characterize the boundedness and Lipschitz property of
for any i and any sequence of batches {D test,t } ζ t=0 . In particular, we show (56) is bounded by G V (ζ), and therefore, the bound holds for ∇V ζ (θ) as well. Furthermore, we show a bound on the (iii) J i θ i,ζ (θ) is clearly bounded by R. Also, by part(1) of Lemma 4.6 J i is Lipschitz with parameter η G and also by Lemma E.2, θ i,ζ (θ) is Lipschitz with parameter 2 ζ . Using these two along with the fact that Lipschitz parameter of combination of functions is equal to the product of their Lipschitz parameters, implies that J i θ i,ζ (θ) is Lipschitz with parameter 2 ζ η G .
(iv) Therefore, using (iv) and (v), the whole term
is bounded by 2 ζ D in GR(H + 1) and, by Lemma A.1, its Lipschitz parameter is bounded by
which can be simplified and written as
Part (i) and (iv) together imply that (56) is bounded by
which is in fact G V (ζ). Since this upper bound is independent of i and {D i test,t } t , it also holds for ∇V ζ (θ), and this completes the proof of (53). Also, part (i) and (iv) together imply that (56) is Lipschitz with parameter
Now, to derive the Lipschitz parameter of ∇V ζ (θ) itself, we use Lemma A.2. To do so, first we show the following lemma.
Lemma E.3. Recall definition of q i (D i ; θ) (24) for some MDP M i , batch of trajectories D i and policy parameter θ ∈ R d . Then, for any D i and θ, we have
Proof. Note that
where (66) follows from (24) and (67) is obtained using (15) along with Assumption 4.3.
Using this lemma, we have
where (69) 
71) which completes the proof of (54).
In particular, for ζ = 1, it is easy to verify the Lipschitz parameter of ∇V 1 (θ) admits the upper bound
Finally, we state the following result on boundedness of unbiased estimate of ∇V ζ (θ) used in update of MAML (Algorithm 3) . 
where G V (ζ) is given in Theorem E.1.
Proof. We skip the details of the proof as it can be done very similar to how we proved (56) in Theorem E.1. In particular, note that for any choice of
where the first one follows from Lemma 4.6 and the second one is an immediate result of Assumption 4.2.
F Proof of Theorem 4.8
We first state the general statement of the theorem for any ζ ≥ 1.
Theorem F.1. Consider the objective function V ζ defined in (10) for the case that α ∈ (0, 1/η H ] where η H is given in Lemma 4.6. Suppose that the conditions in Assumptions 4.2-4.4 are satisfied, and recall the definitions L V (ζ) and G V (ζ) from Theorem E.1. Consider running Multi-step SG-MRL (Algorithm 3) with β ∈ (0, 1/L V (ζ)]. Then, for any 1 > > 0, MAML finds a solution θ such that
after at most running for
iterations.
Proof. Throughout the proof, we use G V and L V instead of G V (ζ) and L V (ζ), respectively, to simplify the notation. Also, we denote the filtration till the end of iteration k by F k . As we previously discussed,∇V ζ (θ k ; B k , {D i in,t } i,t , D i o ) is an unbiased estimate of ∇V ζ (θ k ) at iteration k + 1. In the following lemma, we upper bound the variance of this estimation. 
where G V is given in Theorem E.1.
where for any i and τ ∈ D i o ,∇V ζ (θ k ; {i}, {D i in,t } i,t , {τ }) is an unbiased estimate of ∇V ζ (θ k ), and by Lemma E.4, its second moment is bounded by G 2 V . Also, note that∇V ζ (θ k ; {i}, {D i in,t } i,t , {τ }) are independent for different i and τ . Finally, to complete the proof, we use the well-known fact that if {X i } n i=1 are independent with mean µ, and for each i, variance of X i is upper bounded by σ 2 , then E X 1 + ... + X n n − µ 2 ≤ σ 2 n .
Now, we get back to the proof of the main result. From now, and to simplify the notation, we use∇V ζ (θ k ) to denote∇V ζ (θ k ; B k , {D i in,t } i,t , D i o ). Next, note that, using the smoothness property of ∇V ζ (θ), we have Nesterov (2004) 
Recall that, at iteration k + 1, MAML performs
Plugging this in (79), we obtain
where the last equality follows from (80). Next, taking expectation from both sides and conditioning on F k , implies
where the first inequality is obtained using the fact that∇V ζ (θ k ) is an unbiased estimate of ∇V ζ (θ k ) and ∇V ζ (θ k ) is deterministic condition on F k . (83) is also an immediate result of Lemma F.2 along with β ≤ 1/L V . Taking another expectation from both sided of (83), and using tower rule, we obtain
We complete the proof by contradiction. Assume, the desired result does not hold for the first T iterations, i.e.,
for any 0 ≤ k ≤ T − 1. Then, by (84), for any 0 ≤ k ≤ T − 1, we have
Adding up this result for k = 0, ..., T − 1 yields
Note that, by Assumption 4.2, both E[V ζ (θ T )] and E[V ζ (θ 0 )] have values between zero and R, and thus, their difference is bounded by R. Therefore,
which gives us the desired result.
G More Details on the Numerical Experiment Section
In addition to what we stated in Section 5, the hyper-parameters of the problem are given below: Finally, note that for Gaussian policy, the probability density function (pdf) of taking action a at state s is given by
As a result, one can easily verify that (91)
