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En la industria audiovisual existen en estos momentos varias soluciones para 
el despliegue de videowalls. Si bien existen aquellas que únicamente utilizan 
tecnología de video para el despliegue, también hay aquellas que han hecho 
un salto a la tecnología IP. En la mayoría de los casos estos sistemas se ven 
condicionados por dispositivos concretos, tanto en pantallas como en 
conversores. El coste de estos despliegues suele ser elevado, sobretodo dado 
lo específico de los equipos. Existen productos en el mercado con el mismo 
perfil que se propone en esta memoria, pero ninguno permite un entorno 
reutilizable, de bajo coste y heterogéneo a nivel de hardware.  
 
Concretamente, este proyecto se enfoca en analizar, proponer y desarrollar un 
entorno que utilice el protocolo IP para la difusión del contenido que se 
reproducirá en las pantallas, siguiendo la premisa de no utilizar ningún 
hardware concreto pudiendo realizar el despliegue con una miscelánea de 
equipos.  
 
Se utilizará la plataforma LiveMediaStreamer para realizar la transmisión del 
flujo de datos. Se le añadirá un módulo de splitting para procesar los recortes 
y la generación de nuevos flujos a raíz de uno. Se buscarán soluciones para 
lograr sincronía entre pantallas. Se realizará una plataforma web para la 
gestión del entorno. 
 
Al partir del entorno de LiveMediaStreamer ha sido sencillo acoplar el módulo 
de splitting. Se ha realizado una aplicación web robusta de control sobre el 
Video Wall, a la cual se le pueden añadir mejoras por tal de automatizar mucho 
más la plataforma. Para poder lograr un entorno estable y síncrono entre 
distintas pantallas se han probado distintos sistemas de sincronía. Se ha 
logrado un entorno estable gracias a forzar el tiempo de reproducción de todos 
los dispositivos al timestamp generado por el servidor para cada fotograma y 
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Nowadays in the audiovisual industry there are some solutions for deployments 
of video walls. There are those who only use video technology for deployment, 
there are others who have made a leap to IP technology. In many of these 
systems the first condition is to use a specific device such as a screen or a 
converter. The cost of these deployments is very expensive, especially for the 
specific of devices. There are products on the market with the same features 
that we propose in this thesis, although none of them allow a reusable 
environment, a low cost and a heterogeneous hardware level.  
 
Specifically, this thesis is focused in analyse, propose and develop an 
environment that use the IP protocol for the content’s diffusion of content that 
we will reproduce in the screens. The main condition is not to use any specific 
hardware, achieving a deployment of an environment with a miscellany of 
equipment. 
 
The liveMediaStreamer framework will be used for transmission of the data 
streams. It will add a module of splitting in order to process the cuts and also 
the generation of new flows from a single one. We will find out solutions in order 
to achieve synchronicity between screens. A website platform will be made, 
capable of managing the whole environment. 
 
Having the liveMediaStreamer framework as a starting point, it has been simple 
to coupling the new module of splitting. A robust control web application for the 
videowall has been performed, which can allow the addition of some 
improvements in order to automate much more the platform. In order to achieve 
a stable and synchronous environment between different screens, many 
synchronization systems have been tested. A stable environment has been 
achieved thanks to forcing the playing time of all devices to the timestamp 
generated by the server for each frame and using the same receiver and the 
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Introducción   1 
INTRODUCCIÓN 
 
Definimos un videowall como el conjunto de múltiples pantallas compuesto por 
monitores de ordenador, proyectores o televisiones que juntas conforman una 
pantalla de mayor dimensión. 
 
Este proyecto propone un videowall sobre red dado que permite una mayor 
flexibilidad, donde un emisor puede servir diferentes flujos a distintos receptores.  
 
En estos momentos la industria no ha dado el salto definitivo a los sistemas sobre 
IP, dado que hay un elemento intermedio como es la red, que puede ocasionar 
comportamientos no deseados. El principal problema que nos encontramos en 
esta es la desincronización entre las diferentes pantallas, dado que un desfase 
de milisegundos afecta de manera significativa. A su vez también puede 
aparecer desincronización entre vídeo y audio. Por otro lado, una red siempre 
está sometida a los elementos de interconexión intermedios entre la fuente y la 
recepción. Hay algunas soluciones para archivos de vídeo, pero hay muy pocas 
soluciones para sistemas en vivo ya sean RTP [1] o RTSP [2]. 
 
También se añade el término videowall disforme, dado que busca que este fuera 
de la forma clásica de matriz que suelen presentar estos sistemas, por dos 
razones: 
  
 Se busca que el resultado no tenga por qué ser una imagen estándar, sino 
que se adapte a cualquier forma. 
 
 Busca romper con el hecho de que las pantallas tengan que ser iguales 





Fig. 0.1 Escenario Videowall Disforme 
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Este proyecto se ha llevado a cabo en la Fundación i2CAT [3] en la unidad de 
Media Internet Audiovisual y está relacionado con la plataforma 
LiveMediaStreamer [4] (desde ahora LMS) que ha sido desarrollada por la unidad 
y está basada en el uso de librerías de código abierto para la distribución de 
audio y vídeo sobre IP. 
 
En este trabajo se ha llevado a cabo un análisis, adaptación y desarrollo de 
diferentes métodos de sincronización y sus efectos para múltiples flujos RTSP. 
La finalidad ha sido encontrar una solución adaptable, escalable y económica 
para el despliegue de un videowall sobre estándares IP.  
 
Una plataforma sobre IP de estas características generalmente está formada por 
tres secciones, emisión, distribución y recepción, tal y como se muestra en la 
Fig. 0.2.  En este caso generaremos recortes de un vídeo que proviene del 
generador de contenidos y a partir de estos recortes generaremos distintos flujos 
de vídeo sobre IP, a continuación, estos flujos se transmitirán por la red y por 
último serán tratados en recepción.  
 
 Emisión 
La parte de emisión es la encargada de generar diferentes flujos de vídeo 
sobre IP a partir de crear recortes de un video brindado por un generador 
de contenidos. Un generador de contenido será aquel que pueda 
introducir un flujo de vídeo en el módulo splitter, como por ejemplo 
cámaras, conexiones directas de televisión, salida de un ordenador… 
 
 Distribución 
La parte de distribución es la encargada de comunicar el tramo de emisión 
con el de recepción. En este trabajo se ha trabajado con una distribución 
en LAN, lo que quiere decir que se ha trabajado con emisión y recepción 
en una misma red local. 
 
 Recepción 
Por último, la parte de recepción será la encargada de mostrar los 






Fig. 0.2 Escenario videowall Sobre IP 
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El desarrollo de este proyecto se ha centrado en los tramos de emisión y 
recepción. Durante el desarrollo de este proyecto se ha desplegado un caso de 
uso de un videowall 2x2 por tal de demostrar y validar la funcionalidad de la 
propuesta. 
 
En el Capítulo 1 se describe el punto de donde se parte, los escenarios actuales 
y las tecnologías que se utilizaran para llevar a cabo el proyecto. El Capítulo 2 
contiene las problemáticas específicas y las diferentes soluciones que se han 
buscado. El Capítulo 3 contiene las distintas implementaciones de software que 
se han tenido que realizar. En el Capítulo 4 encontramos las pruebas de 
concepto realizadas durante todo el proyecto y las conclusiones obtenidas de 
estas. El Capítulo 5 es un estudio económico de la plataforma, desde el punto 
de vista del coste de desarrollo como del coste de implementación y una 
comparativa con el mercado actual. Por último, el Capítulo 6 incluye las 
conclusiones generales de todo el proyecto y las futuras líneas de desarrollo. 
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CAPÍTULO 1. STATE OF THE ART 
 
Este capítulo pretende mostrar el estado actual de las tecnologías para el 
desarrollo de un Videowall (previas a este proyecto), y las ventajas e 
inconvenientes de cada uno de ellos. 
 
También muestra las herramientas existentes que se utilizaran para el desarrollo 
del Video Wall sobre IP, así como alguno de los protocolos con los que se va a 
trabajar. 
 
1.1. Tecnologías de videowall actuales 
 
Actualmente se pueden encontrar cuatro sistemas distintos para el montaje de 
un videowall. Estos sistemas se pueden clasificar entre aquellos que distribuyen 
el contenido media sobre estándares de video (los más comunes actualmente) y 





Fig. 1.1 State of the art 
 
 
1.1.1. Distribución sobre Vídeo 
 
Sobre la distribución de vídeo convencional tenemos dos posibilidades, la 
utilización de un splitter de vídeo o bien utilizar pantallas especializadas que se 
conectan entre ellas. 
 
 
1.1.1.1. Splitter de Vídeo  
 
Este elemento es un dispositivo con una entrada de vídeo y múltiples salidas. 




 Despliegue sencillo. 
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 No es necesaria una pantalla específica. Pero se ha de tener en cuenta 
que está pensado para que todas las pantallas sean iguales, por lo que la 
salida no es adaptable a más de una relación de aspecto. 
 
 Adaptable. En algunos casos ofrece un software para generar 





 Poco escalable. Debido a que los equipos tienen un número limitado de 
salidas si queremos escalar necesitaremos otro equipo con 
características distintas. O en muchos casos, un dispositivo igual si estos 
tienen la posibilidad de conectarse entre ellos para aumentar el número 
de salidas. 
 
 Hardware específico. El que el hardware sea específico nos marcará una 
serie de requerimientos para nuestro despliegue. El principal es su vida 
útil, una vez ha cumplido su cometido, no puede ser utilizado para otras 
funciones. 
 
 Cercanía entre el emisor y las pantallas. La fuente del contenido ha de 




1.1.1.2. Link entre pantallas 
 
Las grandes compañías de pantallas han adaptado sus pantallas para poder 
formar videowalls con ellas. Cada uno de ellos ha desarrollado su propio 




 Escalable. La cantidad de matrices disponibles es elevada, por lo que 
permite ir aumentando el número de pantallas, según sea su necesidad. 
(p. ej.: NEC [5] mediante Display Port hasta 100 pantallas – LG [6] 




 Coste elevado. Es el tipo de despliegue más caro, pero también aquel que 
nos permite más posibilidades. Suele doblar e incluso triplicar el valor de 
una pantalla de las mismas características sin este tipo de conexión. 
 
 Hardware específico. Si tienes algún problema con una de las pantallas 
vas a necesitar exactamente el mismo modelo para poder substituirlo. 
Aparte no hay ningún estándar, como se ha comentado, cada marca ha 
desarrollado su propio hardware y software. Teniendo que adaptarte a 
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cada uno de ellos. En el caso de realizar distintos despliegues, si quisieras 
adaptar material de distintas compañías, no podrías. 
 
 Cercanía entre el emisor y las pantallas. La fuente del contenido ha de 
estar próxima a la ubicación de las pantallas, lo que dificulta algunos 
despliegues. 
 
 No es adaptable. Tan solo se pueden crear matrices cuadradas, lo que da 
limitaciones a la hora del diseño. 
 
 
1.1.2. Distribución sobre IP  
 
Como hemos visto en el diagrama de la Fig. 1.1, sobre IP también nos 
encontramos con dos posibilidades, aquella que utiliza conversores de vídeo a 
Ethernet, y aquellos equipos que tienen la capacidad de decodificar un flujo de 
red de vídeo. 
 
  
1.1.2.1. Conversores HDMI/Ethernet 
 
Este método basa la distribución a través de IP colocando conversores en ambos 
extremos. Se hace la conversión de video a Ethernet y a la inversa en el extremo 




 Cercanía entre emisor y receptor. La fuente no ha de estar físicamente allí 
donde estén las pantallas. Esto permite una mayor flexibilidad en el 
despliegue de la infraestructura. 
 
 Escalable. Los sistemas actuales permiten matrices de 8x8, incluso hay 




 Hardware específico. Nos encontramos equipos que necesitan 
conversores específicos en emisión y en recepción, tanto en marca como 
en modelo. Además, su vida útil es limitada, una vez han cumplido su 
cometido, no puede ser utilizado para otras funciones. 
 
 No es adaptable. Tan solo se pueden crear matrices cuadradas. 
 
 
1.1.2.2. Distribución sobre IP 
 
Por el momento pocas compañías apuestan por una distribución completa sobre 
IP. Samsung tiene una solución llamada MagicInfo [7] que funciona tan solo con 
algunos modelos de esta compañía. La empresa Userful cuenta con una solución 
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llamada Userful Network Video Wall [8], muy similar en recepción a la que se 




 Escalable. Se pueden utilizar hasta 250 pantallas LFD en el sistema de 
Samsung. 
 




 Infraestructura especifica. Se requieren softwares específicos, pantallas y 
receptores de un tipo concreto. 
 
 Requerimientos de red. En el caso de Samsung se necesita una red que 
funcione a 1Gbps y que esté conectada con switchs de capa 2. 
 
 
1.2. LiveMediaStreamer framework 
 
LMS [4] es la plataforma que utilizaremos para transmisiones multimedia en 
tiempo real. Está formada por dos elementos, un servidor que lleva acabo todo 
el procesado de fotogramas y una API REST que permite controlar el servidor 
de manera remota.  
 
 
1.2.1. LiveMediaStreamer Server 
 
Es el núcleo central del despliegue, en él se llevará a cabo el procesado de los 
flujos de datos. 
 
El objetivo del LMS es ofrecer control sobre múltiples flujos de audio y vídeo en 
tiempo real. Ha sido diseñado para seguir un patrón de tubería y filtro1 que 
contiene un número de filtros (P. ej.: receivers, transmitters, encoders, decoders, 
resamplers, mixers, demuxers y dashers) conectados entre ellos, por tal de 
generar la tubería que gestione un flujo de datos. Ha sido desarrollado en un 
entorno Linux, y es el único sistema operativo que soporta esta plataforma. 
Desarrollado bajo los estándares de C++, utiliza un conjunto de librerías 
relacionadas con elementos de media, como: 
 
 Live555 [9] – Librería para generar contenidos media sobre IP el cual 
implementa los estándares del protocolo RTP.  
                                            
1 El patrón de tubería y filtro se basa en una cadena de filtros interconectados por tuberías, por 
los cuales pasan los datos de inicio a fin. Esta arquitectura cuenta con un filtro llamado “head” 
que genera los datos para el sistema en su inicio y un filtro “tail” encargado de consumir los datos 
generados una vez han pasado por el sistema. Cada filtro intermedio tiene como mínimo un 
acceso de lectura y uno de escritura. En esta arquitectura existe un elemento que controla la 
ejecución de los diferentes filtros a través de eventos. 
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 ffmpeg [10] – Solución multiplataforma que permite la grabación, 
conversión y transmisión de audio y video. 
 
 OpenCV [11] – Código abierto para visión por computador y aprendizaje 
automático. 
 
 x264 [12] – Librería de software libre y aplicación para codificación de 
flujos de vídeo en el formato comprimido H.264/MPEG-4 AVC. 
 
 x265 HEVC Encoder [13] – Código abierto para codificación HEVC. 
 
 LAME [14] – Codificador de alta calidad para MPEG Audio Layer III 
(MP3), bajo licencia LGPL. 
 
 Opus [15] – Codec de audio totalmente abierto y libre de royalties. 
  
Está diseñado para trabajar con mensajes en formato JSON [16] a través de 
conexiones de TCP sockets [17]. 
 
La implementación sobre IP actual de LMS está basada en Live555, esta librería 
open-source soporta los estándares de RTP/RTCP y RTSP, permite también 
controlar cabeceras de video RTP en formato H.264, MPEG, VP8 y DV, también 
permite controlar cabeceras RTP de audio MPEG, AAC, AMR, AC-3 y Vorbis. 
Logrando con esto poder crear filtros que gestionen y otros que creen sesiones 
tanto de audio como de vídeo sobre IP. 
 
Por último, se ha de tener en cuenta que hay muchas soluciones similares 
existentes, pero la mayoría de ellas son soluciones patentadas o cerradas (p. ej.: 
Wowza Streaming Engine, Adobe Flash Media Server o Gstreamer). Se ha 
seleccionado LMS porque es de código abierto y la curva de aprendizaje es muy 
rápida. Al haber sido desarrollado en i2CAT se ha trabajado conjuntamente con 
los responsables del software. 
 
El anexo A incluye más información específica sobre la arquitectura de LMS con 





Como se ha comentado en el apartado anterior la comunicación con el servidor 
LMS se hace a través de TCP sockets. En cambio, los entornos web actuales 
utilizan nomenclatura JSON para las comunicaciones. Bajo esta premisa se 
desarrolló la API REST que actúa como intermediario entre los servicios de la 
nube y el servidor LMS. Dadas las funcionalidades de esta API consideramos 
LMStoREST como un middleware2, dado que genera la interconexión entre 
                                            
2 Middleware es el término utilizado para definir aquellas piezas de software que se utilizan para 
generar respuestas de red dadas las conexiones entrantes. Recibe este nombre porque se sitúa 
en medio de una transacción punto a punto.  
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peticiones JSON hechas por una aplicación y el servidor LMS tal y como se 
muestra en la figura Fig. 1.2, figura en la que se puede apreciar la arquitectura 
de la aplicación. 
 
LMStoREST se ha desarrollado sobre Node.js [18], que es una de las 
tecnologías más utilizadas para manejar JSON dada su buena performance. 
Node.js es un código abierto, es multiplataforma en el lado del servidor y para 
aplicaciones de red. Proporciona una arquitectura orientada a eventos y no crea 
un bloqueo de las E/S de la API lo que optimiza la escalabilidad y el rendimiento 
de la aplicación. 
 
La tecnología más utilizada para organizar el esqueleto de una aplicación web y 
de una API REST con Node.js es Express.js [19]. LMStoREST utiliza el 
enrutamiento que proporciona Express.js, este se basa en URLs con peticiones 





Fig. 1.2 Arquitectura RESTfull API 
 
 HTTP REST API 
Esta capa permite las peticiones des de aplicaciones externas. Esta 
implementa rutas específicas para manejar las peticiones HTTP. 
 
 TCP interface 
Esta capa maneja el cuerpo del mensaje recibido por la capa HTTP y lo 
manipula para generar un mensaje que pueda ser enviado a través de la 
capa TCP socket. 
 
 TCP socket 
Esta es la capa responsable de enviar el JSON formateado como un TCP 
socket y recibir las respuestas de la instancia del servidor LMS. 
 
Esta API no tiene implementado un sistema de persistencia por que el estado 
viene dado por la propia instancia del servidor LMS. El único signo de 
persistencia hace referencia a la IP y el puerto des de donde se conecta el 
middleware. Si se quieren niveles más altos de persistencia deberán ser 
implementados en las aplicaciones externas.  
 
En el anexo B aparece una definición más amplia de las distintas rutas que se 
pueden configurar para desarrollar un entorno con LMStoREST. 
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1.3. Protocolos de tiempo 
 
Por tal de poder sincronizar los distintos receptores necesitaremos que estos 
trabajen con la misma referencia de reloj. Hay dos protocolos distintos para 
sincronizar los tiempos de máquina, NTP [20] y PTP [21]. 
 
 
1.3.1. Network Time Protocol 
 
NTP es un protocolo que permite una sincronización de relojes de máquina con 
una precisión de entre 10 milisegundos a través de Internet y que puede llegar 
hasta 200 microsegundos en una red local, es el protocolo que usan los 





Fig. 1.3 Intercambio para la sincronización en NTP 
 
Según los valores de offset y delay obtenidos en la Fig. 1.3 por el esclavo, este 
ajustar de una manera u otra su reloj en referencia a los valores del servidor 
NTP.  
 
1.3.2. Precision Time Protocol 
 
PTP es una evolución del protocolo NTP donde se obtiene una precisión por 
debajo de los microsegundos, no pretende substituir NTP dado que este es muy 
funcional y para la mayoría de entornos es suficiente, PTP pretende llegar a 
niveles de precisión donde NTP no llega. 
 
 




Fig. 1.4 Intercambio para la sincronización en PTP 
 
El proceso de sincronización en PTP está separado en dos partes. En la primera 
se mide el offset tal y como se muestra en la Fig. 1.4 y se ajusta el valor del 
tiempo de máquina tomando el delay con valor 0. Durante la corrección del offset 
el master enviará el mensaje Sync de manera cíclica. (Diagrama izquierdo) 
 
En la segunda parte se medirá la diferencia entre esclavo y maestro. Para este 
propósito el esclavo enviará una petición de delay al master, con este tiempo 
podrá calcular de manera precisa el tiempo transcurrido para enviar un paquete 
entre estas dos máquinas. Al repetir el proceso de la primera sección la máquina 
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CAPÍTULO 2. DEFINICIÓN DEL PROBLEMA Y 
SOLUCIONES PROPUESTAS 
 
Este capítulo pretende mostrar los objetivos principales de este proyecto y cuales 
han sido las problemáticas que se han presentado antes y durante este, así como 
las soluciones propuestas. 
 
Principales objetivos de este proyecto: 
 
 Diseñar y desarrollar un video splitter, capaz de segmentar un vídeo en 
diferentes partes y transmitirlo sobre una red IP. 
 
 Hacer un estudio de la capacidad de una RaspberryPi para reproducir 
diferentes flujos de vídeo. 
 
 Preparar un escenario de evaluación para validar el funcionamiento del 
videowall utilizando los dos puntos anteriores. 
 
 Detectar problemas de desincronización entre pantallas, proponer e 
implementar soluciones de mejora. 
 




2.1. Análisis del entorno 
 
Se pretende marcar el entorno final que se quiere lograr, para ello se analizan 
dos puntos. Se verá que estos mismos se han revisado durante el proceso del 
proyecto. En primer lugar, se han marcado los requisitos que ha de cumplir la 
infraestructura, para posteriormente analizar y proponer la arquitectura para 
cumplir estos requisitos. 
 
 
2.1.1. Análisis de requisitos 
 
Analizando los distintos escenarios actuales podemos sacar los problemas de 
cada uno de ellos y proponer soluciones sobre estos. 
 
 
2.1.1.1. Análisis de problemas 
 
                                            
3 GUI – acrónimo en inglés de Graphical user interface es una interfaz de usuario que utiliza 
elementos gráficos para interaccionar de manera más intuitiva con un sistema en lugar de utilizar 
líneas de comando.  
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Los principales problemas que encontramos después del análisis de los 
diferentes escenarios actuales, los podemos relacionar con los objetivos que nos 
marcaremos en el proyecto: 
 
 La utilización de hardware específico - Escalabilidad. Mediante la 
utilización de la red y una variedad de equipos se busca que no tengamos 
una limitación en el despliegue y el crecimiento del proyecto. 
 
 Costes elevados - Económico. Mediante el uso de microcomputadores y 
programas de uso libre se pretende reducir el coste de despliegue de 
estos entornos. 
 
 Escasa adaptabilidad - Adaptabilidad. Se buscará que el proyecto cumpla 
con todas las medidas de adaptabilidad que ya cumplen los equipos 
actuales.  
 
Durante el desarrollo del proyecto nos hemos encontrado con un problema que 
ha sido recurrente en todos los escenarios. Previamente al proyecto se había 
contemplado que las diferencias de tiempos de creación y distribución de los 
flujos flujos podía ser un problema notable y en la práctica ha demostrado ser 
uno de los mayores problemas que se ha afrontado durante el desarrollo del 
proyecto: 
 
 Sincronía. La diferencia de pocos fotogramas entre las distintas pantallas 
suele ser notable y molesto. Por esto se ha de buscar una solución que 
nos permita una sincronía a nivel de fotograma. 
 
 
2.1.1.2. Soluciones propuestas 
 
Los dos primeros problemas los podemos relacionar dado que el hecho de no 
utilizar un hardware específico reducirá directamente el coste del despliegue. La 
utilización de librerías de código abierto también reduce el coste al no tener que 
pagar ningún tipo de licencia. Dadas estas premisas se decide que: 
 
 LMS es ideal dado que el servidor se despliega sobre Linux y este se 
adapta a cualquier hardware. Y su API REST es multiplataforma. 
 
 Se realizará una aplicación web como GUI para el control, pudiendo así 
configurarlo des de cualquier sistema operativo, una aplicación web es 
multiplataforma de facto, lo único necesario será desplegar un servidor 
web para alojarla. 
 
 Se ha decidido utilizar un microcomputador como receptor, por las 
siguientes razones: 
 
o Los precios son más bajos que los receptores que hay en el 
mercado. 
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o Una aplicación para SmartTV se debería adaptar a una marca 
concreta de televisión, por lo que rompería con el concepto de 
hardware especifico.   
 
El microcomputador que hemos elegido para hacer de receptor ha sido una 
Raspberry Pi [22]. Ha sido escogida dadas sus prestaciones, entre las que se ha 
de destacar: 
 
 Todo el software para este microcomputador es de código abierto. 
 Tiene decodificación por hardware de H264 integrado. El chip de video es 
un Broadcom VideoCore IV [23] con una resolución de 1080p30 tanto en 
codificación como en decodificación basado en el acelerador de video 
OpenGL ES 2.0 [24]. 
 Tiene una gran comunidad con una gran cantidad de aportaciones para 
desarrollar sobre este dispositivo. 
 Es el microcomputador más económico del mercado. 
 
Para tomar esta decisión se ha realizado una tabla comparativa entre distintos 
microcomputadores que podemos ver en el anexo C. 
 
Dispone de un software propio para reproducir vídeo llamado OMXPlayer [25], el 
código es abierto y se ha mantenido contacto con la comunidad como se puede 





Fig. 2.1 Escenario videowall sobre IP con LMS Server y LMStoREST 
 
Al actualizar el esquema que aparece en la Fig. 0.2 con las soluciones 
propuestas obtenemos el esquema de la  Fig. 2.1, en este LMS Server será el 
encargado de recibir el flujo de vídeo, se encargará de realizar los recortes y por 
último generar los flujos que se emitirán. LMStoREST estará situado entre la 
interfaz de usuario y LMS Server para configurar el servidor según las peticiones 
que se generen des de la GUI. Por ultimo colocamos microcomputadores en 
lugar de los receptores del primer esquema. 
 
Para temas de adaptabilidad se quiere permitir al usuario modificar el tamaño y 
el ángulo de rotación de los recortes. Permitiendo así cualquier tipo de pantalla 
que se quiera, siendo el software el que se adapte a los equipos disponibles.  
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De los tres fundamentos que se hemos marcado la escalabilidad será el más 
ajustado. La escalabilidad des del punto de vista económico es buena, al tener 
la infraestructura más económica, hacerla crecer es más barato. El problema 
estará en las limitaciones del servidor LMS. Para evitar que el servidor se 
desborde y que el consumo por parte del software se mantenga estable, se ha 
limitado el número máximo de recortes a 16.   
 
Al clasificar las diferente ventajas y desventajas según si se cumplen o no o si lo 
hacen de manera parcial obtenemos la Tabla 2.1. Los objetivos marcados en 
este proyecto ofrecen la mejor infraestructura comparativamente con los 
modelos actuales, sobretodo en coste y en hardware no especifico. 
 
 












Splitter             
Link             
IP 
Conversores             
Disp. IP             





Como se ha dicho, es necesario una GUI, que permita configurar el entorno 
según el material del que se disponga. Las acciones que ha de cumplir son: 
 
 Interface sencilla, intuitiva y visual. 
 Creación, configuración y eliminación de los recortes. 
 Guardado y apertura de configuraciones. 
 Configuración del tiempo de fotogramas. 
 Configuración de sesiones RTMP, RTSP y RTP de entrada. 
 
Esta será una aplicación web que correrá aparte de las ya nombradas, el servidor 
LMS y el middleware LMStoREST. Será la encargada de hacer las peticiones 
HTTP a la API del LMStoREST. 
 
Para sincronizar los distintos flujos se deberá tener en cuenta que estos flujos 
salen sincronizados del servidor LMS gracias a Ffmpeg. Se deberá establecer 
un reloj NTP o PTP para que los receptores trabajen con la misma referencia de 
tiempo. Se deberá utilizar un reproductor en el receptor que trabaje con los 
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2.1.2. Diseño de la arquitectura 
 
Una vez concretados los elementos que conformaran el entorno, podemos 
acabar de diseñar la arquitectura de la plataforma. Desplegaremos los tres 
elementos y la aplicación se comunicará con la API REST y esta a su vez con el 





Fig. 2.2 Arquitectura Infraestructura 
 
Se propone una arquitectura basada en contenedores Linux (LXC) [26], estos 
son sistemas de virtualización a nivel de sistema operativo. Con esto permitimos 
tener múltiples sistemas Linux aislados en una sola máquina Linux. 
 
Para controlar esta arquitectura se ha escogido el proyecto Docker [27]. Docker 
es un sistema de virtualización de contendores, gracias al cual podemos 
empaquetar un sistema operativo y desplegarlo directamente sobre una máquina 
física con cualquier sistema operativo Linux con pocos comandos. Sus 
principales ventajas son: 
 
 Portabilidad: se puede desplegar una máquina en cualquier sistema que 
soporte Docker. 
 
 Ligereza: el uso de recursos de un contenedor es alrededor de 5 veces 
menos que una máquina virtual. 
 
 Autosuficiencia: contiene únicamente aquellas librerías, archivos y 
configuraciones necesarias para desplegar el sistema.  
 
Podemos encontrar alternativas como Rkt [28] más encarado a servicios de 
hosting por su posibilidad de personalización, Drawbridge [29] la solución para 
sistemas de Microsoft o LXD [30] que no llega a ser un sistema completo sino 
una API que complementa LXC. 
 
Hemos escogido Docker dada su capacidad de desplegar múltiples 
contenedores, y las posibilidades de autogestión de estos. 
 
Para nuestra infraestructura desarrollaremos un contenedor por elemento. 
Permitiendo así una virtualización de los sistemas, pudiendo desplegarlo todo en 
un mismo servidor físico, o poder distribuirlos según las necesidades.  
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Fig. 2.3 Arquitectura propuesta 
 
 
2.1.3. Diseño del patrón de tubería 
 
Al diseñar la tubería del servidor LMS, serán necesarios seis tipos distintos de 
filtros para formarla. Cinco de ellos ya existen en el entorno LMS: 
 
 Receiver: gestiona los flujos que entran en el sistema, crea un writer por 
cada entrada. 
 
 Video Decoder: decodifica flujos de video y devuelve los fotogramas sin 
procesar. 
 
 Video Resampler: redimensiona y/o cambia el formato de los pixeles que 
le entran. 
    
 Video Encoder: codifica los fotogramas de entrada y devuelve un flujo de 
video. 
 
 Transmitter: gestiona y hace la multiplexión de los flujos de salida. Puede 
generar flujos RTP y RTSP según se configuren.  
 
Para llevar a cabo el proyecto, se ha de desarrollar el filtro que lleve a cabo los 
recortes.  
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 Video Splitter: crea un recorte del fotograma de entrada dadas unas 
coordenadas, la altura y el ancho.  
 
La estructura de la lógica que crearemos es la que podemos ver en la figura Fig. 
2.4. En esta, el Splitter es un filtro de uno a muchos, donde tendrá tantas salidas 
como cortes de un fotograma se configuren. Los Resamplers son necesarios 
para realizar una conversión del formato de píxel. No obstante, en este caso no 
los utilizaremos para hacer un redimensionamiento, porque no necesitamos un 
cambio en de resolución ni de relación de aspecto ya que este último vendrá 





Fig. 2.4 Logica de la pipeline del servidor LMS 
 
Un escenario resultante posible es el que se muestra en la figura Fig. 2.5. 
Podemos apreciar como en la infraestructura LMS se ha introducido la aplicación 
web, y como el usuario puede tener acceso a esta aplicación des de fuera de la 
estructura LMS, mientras este en la misma red. También se puede apreciar como 
el receptor se conecta por red al servidor y por HDMI a la pantalla. 
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Fig. 2.5 Ejemplo de infraestructura 2x2 
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CAPÍTULO 3. IMPLEMENTACIÓN 
 
En este apartado se pretende mostrar las fases de diseño e implementación de 
los diferentes programas que se han desarrollado para este trabajo. 
 
 
3.1. LMS Video Splitter  
 
3.1.1. Diseño  
 
Una vez definido como se va a adaptar el filtro a la arquitectura existente, es 
necesario definir el formato de datos. Para ello se decide que: 
 
 El filtro Splitter será una clase heredada de Filter. Esta, ya implementa 
funciones específicas para que la tubería pueda gestionar los filtros, y las 
funciones relacionadas con writers and readers. 
 
 El filtro únicamente tendrá un reader. Se descarta la opción de hacer la 
entrada múltiple por la complejidad que puede añadir, en comparación 
con la mejora que supondría. 
 
 Para realizar los recortes se utilizará la librería OpenCV [11], ya que tiene 
funciones para el procesado de imágenes. 
 
 Los datos de configuración del recorte deberán estar dentro de los límites 
del fotograma. 
 
 El Splitter tendrá una colección de recortes. Se creará una estructura 
recorte llamada CropConfig, esta contendrá la configuración de un 
recorte, coordenadas, altura, ancho... 
 
El diseño del corte se hará sin la posibilidad de girarlo. Esto es debido a que el 
cálculo para determinar si los límites del recorte se hayan dentro del fotograma 





La implementación se ha separado en dos. En primer lugar, una fase de 
experimentación con OpenCV para realizar los cortes de una imagen según unos 
parámetros y una segunda parte donde se realizará la integración en el LMS. 
 
Para realizar las pruebas con OpenCV se han utilizado las clases Mat [31] y Rect 
[32]. Con estos dos elementos se ha tratado una imagen como una matriz, se le 
ha aplicado un recorte rectangular y se ha guardado en una nueva matriz. 
 
Para integrar las pruebas de corte, se ha implementado la misma estructura que 
ya tenía el LMS. Un archivo con las cabeceras y otro con el código C++. 
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En la cabecera se desarrolla la estructura del recorte, como se puede ver en la 
figura Fig. 3.1. Si revisamos las variables declaradas, a las nombradas 






Fig. 3.1 Diagrama de clases de CropConfig 
 
Para implementar el video Splitter, se utiliza el tipo de filtro de uno a muchos, 
como se ha dicho en el apartado de diseño. Se utilizarán variables de coma 
flotante (Entre 0 y 1) en cada variable para normalizar cada recorte según la 
entrada, en lugar de darles un tamaño fijo. 
 
En la función doProcessFrame es donde se llevará a cabo el procesado de los 
fotogramas, esta función recibe un fotograma origen y devuelve un mapa de 
fotogramas, según el número de recortes que tengamos configurados. En este 
momento forzamos el timestamp de cada recorte con el mismo que tiene el 
fotograma de origen, lo que hace que todos los fotogramas de salida tengan el 
mismo timestamp. Este valor nos servirá en el receptor para poder relacionar los 
distintos flujos entre ellos. 
 
Al generar un flujo de salida con live555 sabemos qué hace una gestión correcta 
del uso del timestamp generado por el servidor. Este genera un timestamp 
periódicamente para los paquetes RTP como aparece en la Fig. 3.2 y utiliza el 
valor el valor RTP timestamp de la cabecera RTCP Fig. 3.3 para hacer la relación 
con el tiempo de máquina según establece el RFC 3550 [1]. 
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Se ha escogido un diseño de aplicación de página única (SPA). El modelo SPA 
da una experiencia fluida debido a que carga todos los elementos de una vez, o 
de manera dinámica según requiera la página.  
 
Se tendrá que tener en cuenta: 
 
 Al recargar o cerrar la página se perderá la configuración, dado que no 
utilizaremos cookies que guarden la configuración. 
 
 Al utilizar dispositivos móviles se tendrán que controlar diferentes 
posibilidades como el giro de pantalla y la reconfiguración de la aplicación 
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3.2.2.1. Primera versión - jQuery 
 
Se ha realizado una primera versión donde ha se ha primado la funcionalidad 
por delante de la optimización del sitio web, se ha utilizado una versión sencilla 
con una estructura simple, dando por hecho que la construcción de la tubería de 
vídeo se realiza siempre. Se ha optado por jQuery [33] como método de 
comunicación con la API REST, es el método más utilizado para estás 
aplicaciones, pero no permite tener un control exhaustivo de las comunicaciones. 
Se ha implementado sobre una aplicación JavaScript [34] en la que se ha hecho 
servir  HTML5 [35] y Bootstrap [36] como framework de diseño. 
 
Para hacer una interfaz de usuario visual como nos habíamos marcado en el 
análisis de requisitos, se ha utilizado la librería interΔct.js [37]. Con esta hemos 
logrado crear un entorno donde se podrá interactuar visualmente con los 
recortes, gracias a que incluye funciones de arrastrar y soltar elementos, así 
como cambios de tamaño, limitar el espacio o funciones específicas para 
pantallas táctiles.  
 
La primera versión, se ha implementado para poder llevar a cabo las primeras 
pruebas de concepto. Teniendo en cuenta los puntos nombrados en el análisis 
a excepción del poder guardar una configuración, abrir una configuración y el 
poder girar los recortes. 
 
 
3.2.2.2. Segunda versión – Angularjs 
 
Angularjs [38] es el framework para el desarrollo de aplicaciones web de Google. 
Basado en el patrón de diseño de modelo, vista, controlador (MVC). Permite 
diferenciar la lógica de la aplicación por capas, esta gestión mejora el 
funcionamiento de las aplicaciones SPA. Si bien sigue siendo una aplicación 
JavaScript la que procesa las diferentes partes del código, estas actúan cuando 
se necesitan, lo que optimiza la aplicación. Se sigue utilizando HTML5 y 
Bootstrap como framework de diseño.  
 
En este caso para realizar el entorno interactivo se han implementado las 
diferentes funciones de drag and drop debido a que no se ha encontrado una 
librería con las mismas prestaciones que permitía interΔct.js. 
 
La mayor mejora que se ha hecho en esta segunda versión es el control completo 
de las respuestas del servidor, y la implementación de los avisos de errores y la 
detención de la aplicación en caso de errores. Con esto la aplicación es mucho 
más robusta que la primera versión. Otra de las mejoras que se ha hecho es la 
cantidad de información que se pide al usuario sobre las pantallas, por tal de 
mejorar el entorno. Como por ejemplo la IP del receptor por tal de poder hacer 
un control remoto de este. 
 
El enlace al código de ambas aplicaciones se puede encontrar en el anexo D. 
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3.3. Receptor  
 
Como receptor utilizaremos una Raspberry Pi como ya hemos comentado en el 
capítulo anterior, la principal razón es porque podemos desplegar software libre 
o desarrollar nuestro propio software. 
 
Como ya hemos comentado este dispone de un software propio para reproducir 
vídeo llamado OMXPlayer [25], el único inconveniente de este es que genera un 
reloj propio para cada reproducción por lo que se deberá modificar el código para 
poder trabajar con los tiempos generados en el servidor LMS. 
 
Para lograr que el receptor cumpliese con la sincronía entre flujos (que hemos 
establecido en los puntos anteriores), se han probado distintas piezas de 
software, así como diferentes escenarios. Los escenarios que no han dado 
buenos resultados han sido en los que se ha utilizado Gstreamer [39] en concreto 
un proyecto para la sincronización de diferentes pantallas llamado RTSP 
Server[40] como se verá en el punto 4.3 o IL Client [41] en el punto 4.4, cada uno 
de ellos por distintas dificultades como se verá en el capítulo CAPÍTULO 4. 
 
Se han logrado dos entornos operativos, en ambos se ha utilizado el software de 
vídeo de las Raspberry Pi, OMXPlayer [25].  
 
El primero de ellos utiliza un software previo para conseguir la sincronización 
mediante cambios de velocidad, según el desfase entre los distintos flujos, 
utilizando como referencia el reloj de las máquinas. Para este se utilizan los 
siguientes programas: 
 
 Para la reproducción se utilizará una versión modificada de OMXPlayer, 
el software de reproducción que viene por defecto en Raspberry para 
forzar el tiempo de inicio de la aplicación. 
 
 Para la sincronización se utilizará una modificación del software 
OMXPlayer-Sync [42], un software de uso libre preparado para sincronizar 
un archivo de video que ha sido desplegado sobre distintas máquinas. 
 
 Una aplicación Node.js para poder gestionar la reproducción de cada 
receptor de manera remota. 
 
El segundo escenario tan solo fuerza el timestamp de la reproducción para que 
coja el tiempo de máquina en relación con el tiempo del fotograma que recibe. 
 
 Para la reproducción se utilizará una versión modificada de OMXPlayer, 
el software de reproducción que viene por defecto en Raspberry, en este 
caso se ha mejorado la implementación anterior para que cumpla el 
diseño de la aplicación OMXPlayer. 
 
 Una aplicación Node.js para poder gestionar la reproducción de cada 
receptor de manera remota. 
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3.3.1. Implementación 
 
Para ambos casos se han realizados cambios en OMXPlayer, pero estos 
cambios han sido distintos para cada implementación. 
 
Por otro lado, se ha desarrollado una API REST en el receptor para poder 
gestionar la puesta en marcha de la reproducción en las máquinas. En este caso 
sí que usaremos la misma aplicación para ambos despliegues, aunque los 
comandos en cada una de ellos serán distintos. 
 
 
3.3.1.1. Modificación de OMXPlayer-Sync 
 
Para llevar a cabo la implementación del receptor, en primer lugar, se ha hecho 
una modificación en el software de reproducción OMXPlayer, dicho cambio 
sustituye el instante 0 por el instante de máquina, lo que hace que podamos tener 
control por el tiempo de máquina en lugar de por instante de reproducción. Se 
ha añadido un servicio de PTP para que el tiempo de las máquinas sea el más 
exacto posible entre ellas. 
 
En segundo lugar, se ha modificado la aplicación OMXPlayer-Sync, este 
software está preparado para sincronizar un video en dos pantallas distintas, 
empleando el mismo video alojado en las dos máquinas, utilizando uno como 
master y el otro como esclavo establece un enlace entre ellos y regula las 
acciones de Play/Pause y Set Position que ya incorpora OMXPlayer para 
sincronizarlos. En nuestro caso el escenario es diferente, ya que no queremos 
sincronizar un mismo vídeo, sino que son diferentes flujos en vivo. Sobre un flujo 
en vivo no se pueden aplicar saltos en la reproducción por lo que las acciones 
que vamos a implementar son las acciones de incremento y decremento de la 
velocidad de reproducción.  
 
En el anexo F se puede ver el código realizado. 
 
 
3.3.1.2. Modificación de OMXPlayer 
 
Para plantearnos esta implementación dejando de lado el OMXPlayer-Sync, y 
utilizando tan solo OMXPlayer se ha hecho un análisis del código y se ha 
modificado el timestamp de su reloj interno en el momento de generación para 
establecer el instante inicial según el timestamp que llevan los paquetes que se 
han generado en el servidor. Para ello se ha tenido en cuenta que OMXPlayer 
está basado en Ffmpeg [10] y este cuenta con una variable llamada 
start_time_realtime [43] que permite conocer el instante de inicio de la secuencia 
en tiempo real. 
 
En el anexo E podemos encontrar los distintos repositorios de código que han 
dado un resultado favorable. Teniendo por un lado la última modificación de 
OMXPlayer y el enlace a la aplicación NodeJS que se alojara en el cliente. 
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3.4. Dockers 
 
En el momento de la implementación hemos tenido que replantear la 
infraestructura de Dockers dado que este genera su propia estructura de red 
dentro del servidor, lo que dificulta la interconexión entre las diferentes 
aplicaciones. Para lograr la finalidad que nos habíamos marcado en la 
implementación hemos desplegado las tres aplicaciones sobre el mismo 
contenedor, permitiendo así que las aplicaciones puedan interactuar entre ellas 





Fig. 3.4 Arquitectura de Dockers implementada 
 
 
En el anexo H podemos encontrar todos los códigos necesarios para generar e 
inicializar el Docker con todas las piezas de software integradas. 
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CAPÍTULO 4. PRUEBAS DE CONCEPTO Y 
RESULTADOS 
 
Con el fin de lograr un entorno estable, que cumpliera los requisitos del 
escenario, se han realizado distintas pruebas de concepto. Para estas se han 
utilizado diferentes tipos de hardware y se han medido distintas métricas según 
los problemas de cada escenario. 
 
4.1. Primer despliegue 
 
Para el primer despliegue tan solo se ha utilizado un microcomputador Raspberry 
Pi 1 A+ [44] como receptor, dado que su GPU es capaz de decodificar un flujo 
H264 por hardware. Esto mejora nuestra implementación ya que la 
decodificación por hardware es más rápida que por software.  
 
Se ha podido comprobar que, dada la capacidad de CPU y GPU, no es capaz de 
reproducir completamente un video Full HD codificado en H264. Para poder 
mejorar la reproducción se ha intentado ajustar el bitrate al mínimo, logrando así 




Tabla 4.1 Características del escenario 1 
 
LMS Server - LMStoREST - LMSappVideoWall 
Hardware Sony VAIO laptop 
CPU Intel core i7-3632QM a 2.20 GHz 
RAM 6 GB (4 + 2) DDR3 
OS Xubuntu 14.04 - 64 bits 
Versión Kernel 3.13.0-55-generic 
  
Microcomputador 
Hardware  Raspberry Pi 1 A+ 
CPU ARM 9 core a 750 MHz 
GPU  
RAM 512 MB 
OS Raspbian Jessie 




4.2. Segundo despliegue 
 
Dadas las limitaciones del primer microcomputador se ha optado por utilizar una 
versión mejorada de este la Raspberry Pi 2 B [45]. Puesto que dobla las 
capacidades de memoria RAM y cuadriplica la CPU del primer modelo, por otro 
lado, la capacidad de procesado de imágenes también aumentará dado que la 
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GPU del microcomputador comparte capacidad con la RAM, por lo que también 
se verá aumentada al doble.   
 
 
Tabla 4.2 Características del escenario 2 
 
LMS Server - LMStoREST - LMSappVideoWall 
Hardware Sony VAIO laptop 
CPU Intel core i7-3632QM a 2.20 GHz 
RAM 6 GB (4 + 2) DDR3 
OS Xubuntu 14.04 - 64 bits 
Versión Kernel 3.13.0-55-generic 
  
Microcomputador 
Hardware Raspberry Pi 2 B 
CPU ARM Quad A7 core 
GPU Videocore IV OpenGL 2.0 
RAM 1 GB 
OS Raspbian Jessie 




4.2.1. Reproducción sobre una pantalla 
 
Al realizar las mismas pruebas que en el punto 4.1 obtenemos los resultados 
esperados, siendo capaces de reproducir un flujo Full HD codificado en H264 sin 
perdidas, con un bitrate adecuado en la salida del LMS. 
 
 
4.2.2. Primer despliegue Formless Video Wall 3x1  
 
Basándonos en los resultados favorables del punto anterior se ha hecho la 
primera prueba de concepto del Video Wall, utilizando tres receptores iguales, 
tres pantallas diferentes y un flujo Full HD de H264 a 25 fps. Se han detectado 
dos problemas, un problema de desincronización que ya se esperaba y un 
problema de pérdidas de fotogramas. 
 
Las pérdidas de fotogramas han sido debidas a la fragmentación de paquetes, y 
la gestión que hace de estos el switch que se ha utilizado para la interconexión 
entre los distintos equipos, dado que este no tiene la capacidad de gestionar 
flujos, sino que lo hace paquete a paquete. Al estar trabajando con flujos UDP 
de los cuales no tienes control, era un resultado esperable. Por ello hemos 
colocado un switch con unas prestaciones mejores, entre las que incluye el 
control de flujos de datos. 
 
Para el problema de sincronización, se diferencian tres tramos en el despliegue, 
el LMS, la red y el receptor. Se han realizado distintas mediciones del retraso 
entre la creación del recorte y su entrada en el receptor, debido a que es la parte 
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sobre la que tenemos control. Lo que no podemos controlar es la reproducción 
en cada receptor.  
 
En el LMS se ha medido el retraso producido entre que se crea el recorte en el 
splitter y que es procesado por el transmitter (Ver Fig. 2.4). Así como el desfase 
entre los distintos caminos.  
 
Utilizando como referencia el tiempo de presentación del fotograma se ha 
medido la diferencia entre el procesado en el splitter y el del transmitter entre 
900 muestras y se ha comparado entre los distintos caminos. En segundo lugar, 
se ha medido directamente la diferencia entre el tiempo de procesado de cada 
fotograma en el transmitter utilizando la misma referencia. Para ver la diferencia 





Fig. 4.1 Diferencias entre caminos LMS 
 
Se ha obteniendo una desviación estándar máxima de 0’12ms entre recortes, 
obtenido al procesar los datos de la Fig. 4.1. Dado que se muestra un fotograma 
nuevo cada 40ms, el desfase entre caminos no es el principal problema de 
desincronización dado que no afecta de una manera perceptible para la vista 
humana [46]. 
 
Para medir las perdidas en red se ha reproducido el mismo flujo RTP en los tres 
receptores y se ha sacado el tiempo de presentación y el tiempo de la máquina 
de cada fotograma utilizando de nuevo 900 muestras. Dado que es un flujo que 
utiliza RTCP al cabo de unos segundos de reproducción las diferencias entre el 
tiempo de presentación desaparecen y son 0 o del orden de µs. En cambio, al 
medir el tiempo entre máquinas, se obtienen picos de hasta 0,8s, como se puede 
comprobar en la Fig. 4.2. Estas diferencias son notables, pero en gran medida 
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Fig. 4.2 Diferencias de tiempo de máquina entre receptores con NTP 
 
Para paliar estos efectos se ha introducido un servidor PTP para sincronizar las 
máquinas entre ellas a nivel de microsegundos, y así poder ver si hay un desfase 
real en la red. Los resultados obtenidos de tomar 900 muestras se pueden ver 
en la Fig. 4.3. Las diferencias en red se han reducido a menos de 10 






Fig. 4.3 Diferencias de tiempo de máquina entre receptores con PTP 
 
Hemos comprobado que estos errores difieren según el momento en el que 
inicias la reproducción del flujo, y que son mucho más significativos si los flujos 
son distintos. Por lo que se cree que el error se produce en el reproductor, que 
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se ha de buscar una solución que nos permita controlar los diferentes 
reproductores según los flujos generados. 
 
Por tal de asegurar que no hay un error en la red o en nuestro sistema que no 
estemos teniendo en cuenta se ha generado un flujo utilizando tan solo la librería 
live555 tanto en emisión como en recepción. Para ello se han analizado 900 
muestras entre los tres receptores. Si analizamos la diferencia de tiempo entre 
todas las muestras obtenemos la Fig. 4.4 en la que podemos ver diferencias de 
hasta 250 milisegundos esto viene dado porque live555 necesita un tiempo para 





Fig. 4.4 Diferencias de flujo entre receptores con live555 
 
Si analizamos las muestras entre la 100 y la 900 para analizar el desfase que 
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Los desfases entre los flujos siguen el mismo patrón, por lo que nos centraremos 
en las diferencias entre los dos primeros flujos dado que son suficientemente 
significativos para concluir el comportamiento negativo que obtenemos en la 
reproducción. Con estos valores podemos confirmar que no tenemos ningún 
problema en la red dado que el desfase máximo entre flujos es de 10µs. 
Podemos confirmar que el error lo tenemos en el reproductor dado que este no 
hace uso del tiempo de fotogramas que llevan los paquetes. 
 
 
4.3. Tercer despliegue 
 
Debido a los problemas de sincronización obtenidos en el escenario anterior, se 
ha buscado una solución que permitiera algún tipo de sincronía entre flujos RTP. 
En este tercer despliegue se ha utilizado un entorno que no es ideal en términos 
de eficiencia, dado que se han utilizado dos plataformas distintas de distribución 
en el servidor. En primer lugar, se han generado distintos flujos de la misma 
manera que en los escenarios anteriores pero esta vez en lugar de ser 
consumidos por el receptor, los ha aprovechado un servidor programado con 
GStreamer [39], en concreto un conjunto llamado GStreamer RTSP Server [40].  
 
 
Tabla 4.3 Características del escenario 3 
 
LMS Server - LMStoREST - LMSappVideoWall      
& Gstreamer (NetClock Server) 
Hardware Sony VAIO laptop 
CPU Intel core i7-3632QM a 2.20 GHz 
RAM 6 GB (4 + 2) DDR3 
OS Xubuntu 14.04 - 64 bits 
Kernel Version 3.13.0-55-generic 
  
Microcomputador 
Hardware Raspberry Pi 2 B 
CPU ARM Quad A7 core 
GPU Videocore IV OpenGL 2.0 
RAM 1 GB 
OS Raspbian Jessie 
Kernel Version 4.1 
Reproductor Gstreamer (NetClock Client) 
 
 
En primer lugar, hemos utilizado Netclock Server y Netclock Client, para 
gestionar distintos receptores que reciben el mismo flujo y que funcionen de 
manera sincronizada, en lugar de utilizar el tiempo de máquina el servidor genera 
un reloj propio que los clientes utilizan como referencia. Los resultados han sido 
positivos, por lo que hemos modificado el código del servidor para poder trabajar 
con múltiples flujos de salida y todos ellos con el mismo reloj de referencia. 
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Con esto hemos logrado una sincronía con una diferencia máxima de 3 
fotogramas entre flujos, es un error poco perceptible en según qué escenas, pero 
muy notable en los cambios de plano. A parte se han detectado errores en el 
cliente a la hora de dibuja las imágenes por pantalla, en concreto redibuja 
fotogramas anteriores en algunos momentos, esto es debido a que el núcleo de 
la aplicación Gstreamer tiene algunos errores para decodificar sobre la GPU de 
la Raspberry.  
 
Si bien la mejoría en la sincronización es un gran punto a su favor, no es el 
despliegue más eficiente debido a que se utilizan dos infraestructuras distintas 
en el servidor. Los resultados son mejores que en el caso anterior, por lo cual se 
pretende realizar un despliegue con los mismos principios que aplica GStreamer, 
pero aplicados a LMS. 
 
 
4.4. Cuarto despliegue 
 
Se ha querido desarrollar un filtro para LMS que fuera capaz de realizar la 
decodificación de la misma manera que lo hace OMXPlayer. Para ello se ha 
utilizado la librería IL Client que contiene los diferentes elementos. El objetivo era 
lograr controlar la comunicación extremo a extremo del sistema. El desarrollo 
que se ha llevado a cabo se puede ver en el anexo G. 
 
No se han logrado los objetivos dado que una vez que se ha conseguido crear 
una tubería de IL Client dentro de un filtro de LMS y se ha probado no se ha 
logrado mostrar los fotogramas por pantalla. Se ha considerado que dedicar 
tiempo y recursos a esta implementación nos desviaba de los objetivos, 
sobretodo dada la dificultad de entrar en este nivel de desarrollo. 
 
Por lo que se concluye que se ha de buscar un nuevo método de sincronización, 
pero en este caso volviendo a utilizar OMXPlayer debido a que es el único que 




4.5. Quinto despliegue 
 
Buscando programas que permitiesen la sincronización entre dispositivos para 
OMXPlayer se ha encontrado OMXPlayer-Sync [42]. Es un software escrito en 
lenguaje Python [47], que a través de un módulo D-BUS [48] y utilizando una 
configuración maestro/esclavo4 consigue comunicar los distintos equipos, y 
utilizando el tiempo del master consigue sincronizar una reproducción en los 
distintos dispositivos. 
 
La idea de esta aplicación es utilizar los conceptos de play y pausa cuando uno 
de los esclavos va adelantado y el uso de saltos en el video cuando uno de estos 
                                            
4 Maestro/esclavo es un modelo de comunicación donde uno de los dispositivos lleva el control 
de un proceso de uno o más dispositivos. 
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va retrasado, con esto se consigue una sincronización perfecta para los distintos 
vídeos. 
 
El problema lo tenemos en el momento que intentamos aplicar esto a nuestro 
escenario, ya que no cumple con los requisitos. Los problemas de este sistema 
son: 
 Solo funciona para archivos de vídeo teniendo que tener una copia en 
cada Raspberry.  
 Un flujo RTSP no se puede someter a los conceptos de play, pausa y 
mucho menos saltos en el video. 
 
 
4.6. Sexto despliegue 
 
Para este despliegue hemos utilizado la implementación descrita en el punto 
3.3.1.1 donde se fuerza el instante 0 al tiempo de máquina, por otro lado, se 
añade una modificación del software OMXPlayer-Sync visto en el anterior 
despliegue, para que este pueda funcionar con flujos RTSP. El escenario 
quedaría como se puede ver en la Tabla 4.4. Dado que tratamos con un entorno 
en vivo y como hemos dicho anteriormente no podemos aplicar las funciones de 
play, pausa y saltar a un punto exacto del vídeo, trabajaremos con incrementos 
y decrementos de velocidad que permitan que la máquina procese los paquetes 
más o menos rápido. 
 
 
Tabla 4.4 Características del escenario 6 
 
LMS Server - LMStoREST - LMSappVideoWall - 
OMXPlayer-Sync-RTSP 
Hardware Sony VAIO laptop 
CPU Intel core i7-3632QM a 2.20 GHz 
RAM 6 GB (4 + 2) DDR3 
OS Xubuntu 14.04 - 64 bits 
Kernel Version 3.13.0-55-generic 
  
Microcomputador 
Hardware Raspberry Pi 2 B 
CPU ARM Quad A7 core 
GPU Videocore IV OpenGL 2.0 
RAM 1 GB 
OS Raspbian Jessie 





Aplicamos el mismo sistema de D-BUS que en el despliegue anterior. Una vez 
recibido el tiempo de máquina del master los esclavos comparan su valor con el 
recibido y aceleran o disminuyen la velocidad de reproducción del vídeo, si fuera 
necesario. 
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Para lograr un comportamiento estable se ha programado un ciclo de histéresis5 
aplicado a una máquina de estados con tres estados, estable (0), acelerar (1) y 
frenar (-1) de manera que el estado estable se mantenga más tiempo que el de 
incremento y decremento de la velocidad. Si se observa la Fig. 4.6 podemos ver 
que cuando estamos cercanos a los ±10 milisegundos entramos en el estado 
estable en el cual no se modifica la velocidad y dejaremos este cuando el valor 
de máquina diverge en ±40 milisegundos (1 fotograma para vídeos de 25 





Fig. 4.6 Curva de histéresis OMXPlayer-Sync 
 
Con este despliegue se ha logrado reducir el desfase entre máquinas a alrededor 
de los 2 fotogramas entre maestro y esclavo. Pero el mayor problema que nos 
encontramos en este despliegue es que el comportamiento de la aplicación no 
es estable, sino que presenta diferentes desfases y diferentes comportamientos 
según el video que reproduzca y el instante de reproducción. 
 
 
4.7. Séptimo despliegue 
 
En este despliegue se ha buscado prescindir del software OMXPlayer-Sync-
RTSP por tal de simplificar el entorno. Para ello se ha forzado el tiempo del reloj 
interno del OMXPlayer con el tiempo de presentación que viene en los paquetes 
Ffmpeg.  
 
                                            
5 El Ciclo de histéresis se aplica para intentar mantener estados más estables y no hacer cambios 
constantes debido a un valor límite. Para esto se aplica un margen al valor límite que permita 
unos cambios más suaves. P. ej.: los termostatos funcionan con un ciclo se histéresis para no 


















































Curva de histéresis OMXPlayer-Sync 
Entrada en el estado estable Salida del estado estable
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En este entorno se ha asumido que al ser los receptores iguales el 
comportamiento ante un flujo ha de ser el mismo y al forzar el tiempo de 
presentación al mismo valor deberían ir sincronizadas.  
 
Para ello se ha hecho una correcta implementación de las modificaciones del 
despliegue anterior como podemos ver en el anexo E. Para ello se utiliza el valor 
start time real time que pertenece a Ffmpeg modificando con este el instante 
inicial de la reproducción que por defecto es 0 por el tiempo de máquina. Pero 
este cambio no es suficiente ya que en algunos momentos al iniciar la 
reproducción los tiempos de máquina divergen y tenemos como consecuencia 
un desfase de algunos fotogramas.  
 
En lugar de forzar el tiempo de máquina en el inicio como en el caso anterior se 
ha decidido hacerlo para cada fotograma. En este caso se ha forzado el reloj 
interno cada vez que se obtiene un nuevo fotograma, pero al ejecutar las pruebas 
se puede apreciar un desfase de alrededor de un fotograma entre las distintas 
pantallas. 
 
Al analizar el comportamiento de la diferencia de tiempo entre el reloj interno y 
el tiempo de presentación se ha podido comprobar que está diferencia fluctuaba 
entre 1400 y 1460 milisegundos y que esta era diferente en los distintos 
receptores. Esta diferencia de 60 milisegundos corresponde a un fotograma y 
medio para los videos de 25 fotogramas por segundo y podría corresponderse 
con el comportamiento no deseado que se aprecia en la reproducción. 
 
Para paliar estos efectos hemos añadido un desfase al reloj interno de como 
mínimo 40 milisegundos, situando un desfase en el reloj interno de 1500 
milisegundos respecto al tiempo de presentación cada vez que recibimos un 
nuevo paquete por tal de que todos dibujen el mismo fotograma en el mismo 
instante. Con esto se ha logrado una reproducción estable sin desfase entre las 
distintas pantallas. 
 
Se han realizado diferentes pruebas donde hemos estudiado el comportamiento 
de las diferencias entre tiempos de presentación según su tiempo de inicio y el 
tiempo de inicio real. Por ejemplo, hemos medido como afectaban los cambios 
de timestamp entre dos máquinas como podemos ver en la Tabla 4.5, el ΔSTRT 
corresponde a la diferencia entre los start time real time y ΔTS corresponde a la 
diferencia que hay entre el timestamp de cada máquina. En todos los casos estos 
valores son iguales o prácticamente iguales, cosa que no pasaba antes de la 
modificación, dado que en despliegues anteriores no se tenía en cuenta el tiempo 
de máquina. Para estas pruebas se han tomado alrededor de 1000 muestras y 
se ha calculado el valor medio de cada una de ellas. 
 
Por otro lado, hemos comprobado la diferencia media entre el tiempo de 
presentación del mismo fotograma en las distintas máquinas, podríamos decir 
que este valor esta entre 0 y 20 milisegundos. Este valor se sitúa como máximo 
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Tabla 4.5 Pruebas desfases OMXPlayer --streams_sync 
 
 Prueba 1 Prueba 2 Prueba 3 Prueba 4 
ΔSTRT 1,55 s 12,94 s 1,92 s 6,81 s 
TS1 2,279 s 2,639 s 4,079 s 9,79 s 
TS2 3,839 s 15,559 s 2,119 s 2,99 s 
ΔTS 1,55 s 12,91 s 1,96 s 6,80 s 
ΔPTS 6 ms 18 ms 2'71 ms 14,67 ms 
 
 
No ha sido necesaria una sincronización de las máquinas por PTP, y aun así se 
ha logrado una precisión de fotograma en todos los casos.  
 
Se ha encontrado un comportamiento inestable al añadir audio a la reproducción, 
dado que al forzar el reloj interno para cada fotograma se pierde la referencia 




38 Formless Videowall Over IP  
CAPÍTULO 5. Estudio Económico 
 
Para poder sacar conclusiones sobre si se cumplen los objetivos del coste se ha 
de plantear un estudio económico con las inversiones, una comparativa con los 
precios de mercado y un estudio de las fortalezas y las debilidades del proyecto. 
 
5.1. Calculo de inversión  
 
Hemos dividido las inversiones en dos bloques, por un lado, las horas de 
recursos humanos que se han dedicado a este proyecto y por otro lado la 
inversión en material que se ha realizado por parte de la empresa 
 
 
5.1.1. Inversión en recursos humanos 
 
Se ha realizado una clasificación de las horas dedicadas al proyecto, 
clasificándolas en cuatro grupos, las horas dedicadas al desarrollo de software, 
las dedicadas a realizar los despliegues, las dedicadas a esta documentación y 
aquellas que no se han podido clasificar como ninguna de las anteriores.  
 
En las horas dedicadas al desarrollo de software se incluye la definición la 
investigación y el desarrollo de los distintos programas con que se ha trabajado. 
 
 
Tabla 5.1 Inversión de horas 
 
 Horas Requeridas (h) (%) 
Desarrollo de software 760 81 
liveMediaStreamer 484 52 
Desarrollo Splitter 116 12 
Modulo 35 4 
Tests 28 3 
Pruebas Open CV 54 6 
LMSappVWALL 368 39 
Desarrollo App 125 13 
Desarrollo App 2.0 243 26 
RaspberryPi (Sincronia) 276 29 
OmxPlayer 164 17 
OmxPlayer-Sync 16 2 
OmxPlayer-Sync-RTSP 40 4 
Decoder-Pi-LMS 56 6 
Despliegue del entorno 47 5 
Documentación 126 13 
Otras 6 1 
TOTAL 938 100 
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5.1.2. Inversión en material 
 
Se ha hecho una inversión en material para crear un prototipo 2x2 como el 




Tabla 5.2 Costes material caso de uso 2x2 
 
Equipo Cantidad Precio unitario Precio final 
Servidor 1 618,33 € 618,33 € 
Pantalla 4 649,00 € 2.596,00 € 
Receptor 4 56,30 € 225,20 € 
Soporte 1 2.100,00 € 2.100,00 € 
Cableado 4 13,90 € 55,60 € 
Switch 1 35,00 € 35,00 € 
TOTAL     5.630,13 € 
 
 
5.2. Comparativa de costes con sistemas similares 
 
Si nos quedamos con aquellos elementos que serán diferentes entre las distintas 
implementaciones y analizamos los costes de estos con las tablas ( Tabla 5.3, 
Tabla 5.4, Tabla 5.5, Tabla 5.6), podemos concluir que la soluciones con 
televisiones concretas son las más caras, y que para casos de uso pequeños 
como el 2x2 nuestra solución tiene un precio parecido a las demás, pero 
conforme esta crezca la diferencia con el resto es notable. 
 
 
Tabla 5.3 Casos de uso con LMS 
 
  
Caso de uso 2x2  Caso de uso 3x3 
Uds. Precio ud. Precio Total  Uds. Precio ud. Precio Total 
TV 4 650,00 € 2.600,00 €  9 650,00 € 5.850,00 € 
Receptor 4 80,00 € 320,00 €  9 80,00 € 720,00 € 
Servidor 1 600,00 € 600,00 €  1 600,00 € 600,00 € 
TOTAL     3.520,00 €      7.170,00 € 
 
 
Tabla 5.4 Casos de uso con Splitters 
 
  Caso de uso 2x2  Caso de uso 3x3 
  Uds. Precio ud. Precio Total  Uds. Precio ud. Precio Total 
TV 4 650,00 € 2.600,00 €  9 650,00 € 5.850,00 € 
Splitter 1 900,00 € 900,00 €  3 900,00 € 2.700,00 € 
Reproductor 1 100,00 € 100,00 €  1 100,00 € 100,00 € 
TOTAL     3.600,00 €      8.650,00 € 
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Tabla 5.5 Casos de uso con Conversores IP 
 
  
Caso de uso 2x2  Caso de uso 3x3 
Uds. Precio ud. Precio Total  Uds. Precio ud. Precio Total 
TV 4 650,00 € 2.600,00 €  9 650,00 € 5.850,00 € 
Conversor 5 250,00 € 1.250,00 €  10 250,00 € 2.500,00 € 
Servidor 1 500,00 € 500,00 €  1 500,00 € 500,00 € 
TOTAL     4.350,00 €      8.850,00 € 
 
 
Tabla 5.6 Casos de uso con TV (Link y Distribución sobre IP) 
 
  
Caso de uso 2x2  Caso de uso 3x3 
Uds. Precio ud. Precio Total  Uds. Precio ud. Precio Total 
TV 4 1.500,00 € 6.000,00 €  9 1.500,00 € 13.500,00 € 
Reproductor 1 100,00 € 100,00 €  1 100,00 € 100,00 € 





Se han analizado los puntos fuertes y débiles de la solución generada creando 





Fig. 5.1 DAFO Formless Videowall Over IP 
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CAPÍTULO 6. CONCLUSIONES 
 
Este capítulo pretende resumir los objetivos logrados y las conclusiones 
obtenidas de todos los temas tratados anteriormente. 
 
Los objetivos principales que se han alcanzado son: 
 
 Se ha diseñado y desarrollado un filtro de splitting de vídeo, capaz de 
segmentar un vídeo en diferentes partes y transmitirlo sobre una red IP 
sobre la plataforma LMS. 
 
 Se han realizado hasta siete despliegues sobre RaspberryPi para 
reproducir diferentes flujos de vídeo. 
 
 Se ha preparado un escenario 2x2 para la evaluación y validación del 
funcionamiento del videowall. 
 
 Se han propuesto cuatro soluciones distintas para tratar los problemas de 
desincronización entre pantallas. 
 
 Se han desarrollado dos GUIs que facilitan la configuración y puesta en 
marcha del videowall. 
 
 
6.1. LMS Splitter 
 
Como se ha visto en el punto 3.1, el desarrollo se llevaba a cabo en un entorno 
que ya estaba implementado, por lo que el diseño base y de funcionamiento ya 
estaba hecho. La parte del procesado de fotogramas ha sido relativamente 
sencilla, dado que OpenCV tiene una API muy bien documentada y una 
comunidad muy amplia detrás.  
 
Si bien, la posibilidad de incorporar un corte que se gire ha sido difícil. Realizarlo 
no es difícil con OpenCV, pero sí que lo es el control que necesitas en la 
aplicación para que este no se salga del encuadre del fotograma de entrada.  
 
 
6.2. LMS app Videowall 
 
Las dos aplicaciones realizadas durante el proyecto han sido funcionales, cabe 
destacar que la segunda tiene un diseño más robusto y se acerca más a una 
aplicación final para usuario, dada que tiene más funcionalidades depuradas y 
es más robusta en cuanto al control de errores. 
 
En el segundo caso ha sido difícil trabajar la vista del usuario dadas las 
limitaciones de la modificación dinámica de los elementos web con Angularjs.   
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6.3. Sincronización 
 
Se ha trabajado con diferentes entornos para lograr la sincronización: 
 
 Gstreamer 




El primero de estos no era una solución ideal des del principio ya que convertía 
el entorno del servidor en un entorno hibrido con dos entornos de emisión de 
vídeo. Por otro lado, al utilizar el cliente sobre el receptor se ha visto que tenía 
un comportamiento incorrecto. Según se ha podido demostrar Gstreamer no 
trabaja bien con el decodificador hardware del receptor. 
 
IL Client es la librería propia para la utilización del hardware del receptor. Se ha 
intentado desarrollar un decodificador, e integrarlo al LMS. Se ha visto que era 
una acción difícil de implementar para la mejora que podía suponer una vez fuera 
operativa. 
 
También se ha modificado la aplicación Omxplayer-sync que se utiliza para 
sincronizar un archivo de video en diferentes pantallas. Modificando el código se 
han realizado cambios de velocidad de la reproducción, con esto se ha logrado 
una sincronización bastante óptima, el desfase entre maestro y esclavo es de 
entre 1 y dos fotogramas, y en la mayoría de los casos los esclavos van 
sincronizados. El mayor problema de este despliegue es que el comportamiento 
no es estable, no presenta siempre los mismos desfases, por lo que no se ha 
podido trabajar en una solución para trabajar estas inestabilidades. 
 
Por último, se han realizado modificaciones sobre el código de Omxplayer, el 
software de reproducción que incluye la Raspberry Pi, en este código se ha 
modificado el instante de inicio para que todos los dispositivos funcionen con la 
referencia generada en el servidor y luego se ha añadido un desfase en todos 
los fotogramas. Con este despliegue se han logrado unos desfases de como 
máximo 20 milisegundos entre flujos por lo que se ha añadido un desfase de 
como mucho medio fotograma, esto hace que los distintos flujos se reproduzcan 
de manera síncrona, logrando así una reproducción estable y sin signos de 
desincronización. Solo se aprecia un comportamiento no deseado al introducir 





Pese a no ser el objetivo principal del proyecto se ha logrado realizar un entorno 
con Dockers que permite el despliegue del entorno completo de manera rápida. 
Logrando así desplegar nuestro sistema que solo opera en Linux sobre cualquier 
plataforma dado que actualmente Dockers es soportado por Linux, Windows y 
MacOSX. 
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Eso sí, se ha de valorar que al utilizar Dockers nos vemos obligados a solo poder 
utilizar flujos RTP ya que no podemos controlar los puertos que utilizará una 
comunicación RTSP y sería un error de seguridad dejarlos todos abiertos. 
 
 
6.5. Siguientes pasos 
 
6.5.1.1. LMS Splitter 
 
De cara al filtro Splitter ha quedado pendiente integrar el procesado del 






Este es uno de los puntos que más se puede llevar un paso más lejos. 
 
 Si se quiere dar un mejor entorno para el usuario, este debería poder 
desplegar todo el entorno des de la aplicación tanto el servidor LMS como 
la API REST. 
 
La aplicación también debería mostrar un listado de los receptores disponibles 
en lugar de tener que introducir las IPs de los equipos.  
 
 Por último, se podría buscar una mejora para el momento de configurar la 
disposición de las pantallas. Por tal de que el usuario tuviera más 





Por tal de poder mejorar el primer punto del apartado anterior sería necesario 
ampliar las posibilidades de la API del receptor. Se ha de poder controlar la 
parada de los servicios y el anuncio de este a la red. 
 
 
6.6. Impacto medioambiental 
 
Como es conocido el consumo de energía conlleva un considerable impacto en 
el medio ambiente, el uso de una infraestructura desplegada en red ya conlleva 
un impacto sobre este, pero en este proyecto se cuenta dos factores principales 
que afectan negativamente sobre el medioambiente, estos son el uso de 
televisiones y el uso de servidores.  
 
El primero de ellos, las televisiones, tienen un consumo medio de 50 vatios hora 
que aplicado al caso de uso de un monitor 2x2 sube a 200 vatios por hora y si 
tenemos en cuenta una jornada normal de 8 horas asciende a aproximadamente 
420 kilovatios hora al año. Según los valores presentados en 2016 por el 
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ministerio de turismo [49] en referencia a los datos del 2012 presentados por Red 
Eléctrica Española cada kilovatio hora representa 370 gramos de CO2 liberados 
a la atmosfera, por lo que el consumo del conjunto de 2x2 supone 155 kg de CO2 
al año. Por tal de reducir este impacto se deberían usar modelos de televisiones 
que asegure un bajo consumo eléctrico y procurar desconectar completamente 
los equipos durante las horas en que no se usan. 
 
En cuanto el consumo por parte del servidor se ha tenido en cuenta en el 
momento del diseño de la infraestructura en el punto 2.1.2, por esto mismo se 
ha propuesto una virtualización de los diferentes servicios sobre una sola 






AAC Advanced Audio Coding 
API Application Programme Interface 
CPU Central Processing Unit 
FHD Full High Definition 
FPS Frames per second 
GPL GNU General Public License 
GPU Graphic Processing Unit 
HD High Definition 
HTML Hypertext Markup Language 
IP Internet Protocol 
JSON JavaScript Object Notation 
LAN Local Area Network 
LMS Live Media Streamer 
NAL Network Abstraction Layer 
OS Operating System 
PTP Precision Time Protocol 
RAM Random Access Memory 
RTCP Real-time Control Protocol 
RTMP Real-time Messaging Protocol 
RTP Real-time Transport Protocol 
RTSP Real-time Streaming Protocol 
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 ANEXO A. LiveMediaStreamer Server 
 
Este anexo incluye los links principales para aprender los conceptos básicos 
sobre el servidor LMS que aparecen en la página web oficial de la plataforma. 
 
 LMS architecture: http://livemediastreamer.i2cat.net/architecture/  
 LMS core API: http://livemediastreamer.i2cat.net/tcpsocketapi/ 
 
Por otro lado, el código que se ha implementado sobre LMS durante el transcurso 
del proyecto se puede consultar en el repositorio remoto de github: 
 
 Rama global Splitter: https://github.com/ua-
i2cat/liveMediaStreamer/tree/splitter2.0  
 Módulo concreto donde aparece el código Splitter: https://github.com/ua-
i2cat/liveMediaStreamer/tree/splitter2.0/src/modules/videoSplitter  
  
 ANEXO B. LMStoREST 
 
En este anexo se incluyen aquellos enlaces referentes a los conceptos que 
pertenecen a la aplicación LMStoREST que hace de middleware entre el servidor 
LMS y las aplicaciones web. 
 
 LMS REST API: http://livemediastreamer.i2cat.net/apirest/  
 Github del proyecto: https://github.com/ua-i2cat/LMStoREST  
 
  
 ANEXO C. RaspberryPI 
 
En este anexo se incluye la comparativa de las distintas placas que se ha hecho 
para la justificación de la elección de la microcomputadora Raspberry Pi.  
 
Se han clasificado las diferentes prestaciones según colores, siendo verde lo 
más idóneo, amarillo aquellas que no nos afectan y en rojo aquellas que nos 
afectan negativamente.  
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 ANEXO D. LMS app VideoWall 
 
En este anexo se incluyen los enlaces a los diferentes códigos que se han 
realizado para la parte de control del videowall: 
 
 Versión 1 con jQuery: https://github.com/ua-
i2cat/LMSappVideoWall_Legacy 
 Versión 2 con AngularJS: https://github.com/ua-i2cat/LMSappVideoWall 
 
  
 ANEXO E. OMXPLAYER 
 
En ese anexo se incluye el enlace a las modificaciones que se han realizado 
sobre el proyecto de OMXPlayer. Así como los enlaces del proyecto oficial. Por 
ultimo tenemos el enlace a la aplicación NodeJS que se ha puesto en el receptor 
por tal de controlar el receptor de manera remota: 
 
 Repositorio OMXPlayer modificado: https://github.com/ua-
i2cat/omxplayer  
 Repositorio OMXPlayer oficial: https://github.com/popcornmix/omxplayer  
 Página oficial OMXPlayer: http://omxplayer.sconde.net/ 




 ANEXO F. OMX-SYNC 
 
En este anexo se incluye directamente el código Python realizado para 






# Copyright 2016, Alejandro Jiménez 
# 
# This program is free software; you can redistribute  
# it and/or modify it under the terms of the GNU  
# General Public License version 3 as published by  













from time import sleep, time 
from optparse import OptionParser, BadOptionError, AmbiguousOptionError 
 
#TOLERANCE = .02 
SYNC_OFFSET = .1 
OMXPLAYER = 'omxplayer' 
OMXPLAYER_REGEX_STATUS = re.compile(r"M:\s*(\d+) ") 
OMXPLAYER_REGEX_DONE = re.compile(r"have a nice day.*") 
OMXPLAYER_DBUS_ADDR='/tmp/omxplayerdbus.pi' 
PORT = 1666 
 
# 
# Unknown option pass-through OptionParser 
# 
class PassThroughOptionParser(OptionParser): 
    def _process_args(self, largs, rargs, values): 
        while rargs: 
            try: 
                OptionParser._process_args(self,largs,rargs,values) 
            except (BadOptionError,AmbiguousOptionError), e: 
                largs.append(e.opt_str) 
 
# 
# D-Bus player interface 
# 
class PlayerInterface(): 
    def _get_dbus_interface(self): 
        try: 
            bus = dbus.bus.BusConnection( 
                open(OMXPLAYER_DBUS_ADDR).readlines()[0].rstrip()) 
            proxy = bus.get_object( 
                'org.mpris.MediaPlayer2.omxplayer', 
                 '/org/mpris/MediaPlayer2', 
                introspect=False) 
            self.interface = dbus.Interface( 
                proxy, 'org.mpris.MediaPlayer2.Player') 
        except Exception, e: 
            print "WARNING: dbus connection could not be established" 
            print e 
            sleep(5) 
            return False 
         
        return True 
 
    def initialize(self): 
        sleep(1) # wait for omxplayer to appear on dbus 
        return self._get_dbus_interface() 
 
    def increaseSpeed(self): 
        try: 
            self.interface.Action(2) 
        except: 
            return False 
 
        return True 
 
    def decreaseSpeed(self): 
        try: 
            self.interface.Action(1) 
        except: 
            return False 
 
        return True 
 
# 
# OMXPlayer-Sync main class 
# 
class OMXPlayerSync(): 
    def __init__(self): 
        self.sock = self.init_socket() 
        self.controller = PlayerInterface() 
 
        self.options = None 
        self.omxplayer_options = [] 
        self.playlist = [] 
        self.playlist_index = 0 
        self.filename = '' 
        self.position_local = 0.0 
        self.position_local_oldage = 0.0 
        self.position_local_oldage_count = 0 
        self.position_master = 0.0 
        self.filename_master = '' 
        self.process = None 
        self.first_run = True 
        self.state_speed = 0 
 self.tolerance = .1 
        signal.signal(signal.SIGINT, self.kill_omxplayer_and_exit) 
 
    def run(self): 
        p = PassThroughOptionParser() 
        p.add_option('--master', '-m', action='store_true') 
        p.add_option('--slave', '-l', action='store_true') 
         p.add_option('--destination', '-x', default='255.255.255.255') 
        p.add_option('--loop', '-u', action='store_true') 
        p.add_option('--verbose', '-v', action='store_true') 
        p.add_option('--adev', '-o', default='both') 
        self.options, arguments = p.parse_args() 
 
        for argument in arguments: 
            if argument.startswith('-'): 
                self.omxplayer_options.append(argument) 
            else: 
                self.playlist.append(argument) 
 
        if not len(self.playlist): 
            sys.exit(0) 
               
        self.omxplayer_options.append("-o %s" % self.options.adev) 
         
        if not self.options.verbose: 




        if self.options.master: 
            self.socket_enable_broadcast() 
            self.socket_connect(self.options.destination) 
 
        if self.options.slave: 
            read_thread = threading.Thread(target=self.read_position_master) 
            read_thread.daemon = True 
            read_thread.start() 
            sleep(0.5) 
            self.set_playlist_index() 
 
        while True: 
            self.play_file(self.playlist[self.playlist_index]) 
            if not self.first_run and not self.options.loop and self.playlist_index == 0: 
                break 
 
            self.first_run = False 
 
    def play_file(self, filename): 
         
        self.filename = filename 
        self.position_local = 0.0 
        self.position_local_oldage = 0.0 
        self.position_local_oldage_count = 0 
 
        if self.options.verbose: 
            last_frame_local, current_frame_local = 0, 0 
            if self.options.slave: 
                last_frame_master, current_frame_master = 0, 0 
 
        if self.options.master: 
            self.send_position_local() 
            sleep(self.tolerance*2) 
 
        self.process = pexpect.spawn(timeout=0.00005, maxread=64, 
            command='%s -s --no-keys %s %s' % ( 
                OMXPLAYER, ' '.join(self.omxplayer_options), self.filename)) 
          
  if not self.read_position_local(): 
            print "WARNING: omxplayer did not start. Try to test with `omxplayer -s OPTIONS`" 
            self.kill_omxplayer_and_exit() 
 
        self.controller.initialize() 
 
        if self.options.slave: 
            sync_grace_time = 1.0 
            wait_for_sync = False 
            wait_after_sync = True 
            deviations = collections.deque(maxlen=50) 
 
        while True: 
            if not self.read_position_local(): 
                self.increment_playlist_index() 
                break 
      
            if self.hangup_detected(): 
                if self.options.slave: 
                    self.set_playlist_index() 
                print "WARNING: omxplayer hangup detected, respawning omxplayer" 
                break 
 
            if self.options.verbose: 
                current_frame_local = math.modf(self.position_local)[0]*100/4 
                if self.options.slave: 
                    current_frame_master = math.modf(self.position_master)[0]*100/4 
 
            if self.options.master: 
                self.send_position_local() 
                if self.options.verbose: 
                    if current_frame_local != last_frame_local: 
                        sys.stdout.write("local: %.9f %.0f\n" % ( 
                            self.position_local, math.modf(self.position_local)[0]*100/4)) 
                        last_frame_local = current_frame_local 
 
            if self.options.slave: 
                #if self.filename != self.filename_master: 
                self.set_playlist_index() 
                #    break 
                             
                if ((math.modf(self.position_local)[0]*100/4) - 
(math.modf(self.position_master)[0]*100/4) < 1): 
                    deviation = self.position_master - self.position_local 
      deviations.append(deviation) 
                    moving_deviation = sum(list(deviations)) / float(len(list(deviations))) 
                 
                    if self.options.verbose: 
                        if current_frame_local != last_frame_local \ 
                        or current_frame_master != last_frame_master: 
                            sys.stdout.write("local: %.9f %.0f master: %.9f %.0f deviation: %.9f 
moving_deviation: %.9f\n" % ( 
                                self.position_local, current_frame_local, self.position_master, 
current_frame_master, deviation, moving_deviation)) 
                            last_frame_local = current_frame_local 
                            last_frame_master = current_frame_master 
 
                    if abs(moving_deviation) > self.tolerance \ 
                    and self.position_local > sync_grace_time \ 
                    and self.position_master > sync_grace_time: 
           if moving_deviation > 0: 
                            if self.state_speed != 1: 
           if self.options.verbose: 
                                 print "increaseSpeed1" 
                                if not self.controller.increaseSpeed():  
                                    break 
           if self.state_speed == 0: 
               self.state_speed = 1 
           else: 
               self.state_speed = 0 
           self.tolerance = .1 
          else: 
       if self.state_speed != -1: 
           if self.options.verbose: 
                                    print "decreaseSpeed1" 
                                if not self.controller.decreaseSpeed(): 
                                    break 
           if self.state_speed == 0: 
                                    self.state_speed = -1 
                                else: 
                                    self.state_speed = 0 
           self.tolerance = .1 
                    if abs(moving_deviation) < self.tolerance: 
          if self.state_speed == 1: 
       if self.options.verbose: 
                                print "decreaseSpeed2" 
                            if not self.controller.decreaseSpeed(): 
                                break 
                            self.state_speed = 0 
       self.tolerance = .2 
          if self.state_speed == -1: 
       if self.options.verbose: 
                                print "increaseSpeed2" 
                            if not self.controller.increaseSpeed(): 
                                break 
                            self.state_speed = 0 
       self.tolerance = .2 
 
        self.kill_omxplayer() 
 
    def read_position_local(self): 
        eof = False 
        while True: 
            index = self.process.expect([ 
                OMXPLAYER_REGEX_STATUS, 
                pexpect.TIMEOUT, 
                pexpect.EOF, 
                OMXPLAYER_REGEX_DONE, 
            ]) 
     if index == 1: 
                sleep(0.01) 
  break 
            elif index in (2,3): 
                if self.options.verbose: 
                    print "omxplayer has ended..." 
                eof = True 
                break 
            else: 
                self.position_local = (float(self.process.match.group(1)) / 1000000) 
 
         return not eof 
 
    def set_playlist_index(self): 
        if self.filename_master == '': 
            print "WARNING: unable to get current filename from master" 
            sleep(5) 
            return 
             
        try: 
            #self.playlist_index = self.playlist.index(self.filename_master) 
     self.playlist_index = self.playlist.index(self.filename) 
        except: 
            print "WARNING: current master file '%s' is unavailable" % self.filename_master 
 
    def increment_playlist_index(self): 
        if len(self.playlist) == (self.playlist_index + 1): 
            self.playlist_index = 0 
        else: 
            self.playlist_index += 1 
 
    def hangup_detected(self): 
        self.position_local_oldage_count += 1 
        if self.position_local_oldage_count == 200: 
            if self.position_local_oldage == self.position_local: 
                return True 
 
            self.position_local_oldage = self.position_local 
            self.position_local_oldage_count = 0 
 
        return False 
 
    def init_socket(self): 
        sock = socket.socket(socket.AF_INET, socket.SOCK_DGRAM, 0) 
        sock.bind(('0.0.0.0', PORT)) 
        return sock 
 
    def kill_omxplayer(self): 
         try: 
             os.kill(-self.process.pid, 15) 
         except: 
             pass 
         try: 
             self.process.kill(15) 
         except: 
             pass 
 
    def kill_omxplayer_and_exit(self, signum, frame): 
        self.kill_omxplayer() 
        sys.exit(0) 
 
    # 
    # master specific 
    # 
    def socket_enable_broadcast(self): 
        self.sock.setsockopt(socket.SOL_SOCKET, socket.SO_BROADCAST, 1) 
 
    def socket_connect(self, destination): 
        try: 
            self.sock.connect((destination, PORT)) 
        except: 
             print "connect: Network is unreachable" 
            pass 
 
    def send_position_local(self): 
        try: 
            self.sock.send('%s%%%s' % (str(self.position_local), self.filename)) 
        except socket.error: 
            pass 
 
    # 
    # slave specific 
    # 
    def read_position_master(self): 
        while True: 
            data = self.sock.recvfrom(1024)[0].split('%', 1) 
            self.position_master = float(data[0]) 
            self.filename_master = data[1] 
 
if __name__ == '__main__': 
    OMXPlayerSync().run() 
  
 ANEXO G. IL CLIENT 
Este anexo incluye el repositorio de liveMediaStreamer, en concreto la rama 
donde se ha introducido el módulo de decodificación de h264. También incluye 
la documentación oficial sobre las especificaciones técnicas y un enlace al blog 
que se ha seguido para trabajar con IL Client. 
 
 Repositorio liveMediaStreamer rama que incluye un módulo para generar 
un decodificador de h264 para Raspberry Pi: https://github.com/ua-
i2cat/liveMediaStreamer/tree/decoderpi  
 Documentación oficial sobre las especificaciones técnicas de IL CLient: 
https://www.khronos.org/files/openmax_il_spec_1_0.pdf  
 Página de Jan Newmarch sobre cómo trabajar con la librería de IL Client: 
https://jan.newmarch.name/RPi/OpenMAX/ILClient/  
 ANEXO H. DOCKERS de LMS VIDEOWALL 
FRAMEWORK, CONFIGURACION de NGINX y SCRIPT 
de INICIO 
 
En este anexo se incluye el enlace al repositorio del hub de Dockers, el código 
de creación del Docker, el archivo de configuración del servidor web Nginx y por 
último el script de inicio del Docker.  
 
 Hub de Docker de la unidad de media: 
https://hub.docker.com/r/uai2cat/lms_videowall_framework/  
 




MAINTAINER Alejandro Jimenez alejandro.jimenez@i2cat.net 
 
ENV DOCKER_VERSION 1.11.1 
 
# Add Xenial Multiverse to sources 
RUN apt-get update && \ 
    apt-get install -y --no-install-recommends software-properties-common && \ 
    apt-add-repository multiverse && apt-add-repository ppa:nginx/stable && apt-get 
update 
 
RUN apt-get install -y --no-install-recommends libx265-dev ffmpeg git libtool autoconf \  
    automake wget build-essential libavcodec-dev libavformat-dev libavresample-dev \  
    libavutil-dev libswscale-dev opencv-data libopencv-dev libx264-dev liblog4cplus-dev \ 
    libcppunit-dev libtinyxml2-dev liblivemedia-dev nginx npm nodejs nodejs-legacy 
 
# Folders  
RUN mkdir -p /lms_packages 
 
# Install LMS 
WORKDIR /lms_packages 
RUN git clone https://github.com/ua-i2cat/livemediastreamer.git 
WORKDIR livemediastreamer 
RUN git checkout splitter2.0 && \ 
    ./autogen.sh && \ 
    make && \ 
    make install && \ 




RUN git clone https://github.com/ua-i2cat/LMStoREST 
WORKDIR LMStoREST 
RUN npm install && \ 




RUN git clone https://github.com/ua-i2cat/LMSappVideoWall 
WORKDIR LMSappVideoWall 
RUN npm install && \ 
    npm install bower -g && \ 
    bower install --allow-root -F 
  
COPY nginx.conf /etc/nginx/nginx.conf 






ENTRYPOINT ["sh", "forever.sh"] 
#CMD ["livemediastreamer", "7777"] 
 
Código del archivo nginx.conf con la configuración del servidor Nginx: 
 
    # this sets the user nginx will run as,  
    #and the number of worker processes 
    user nobody nogroup; 
    worker_processes  1; 
 
    # setup where nginx will log errors to  
    # and where the nginx process id resides 
    error_log  /var/log/nginx/error.log; 
    pid        /var/run/nginx.pid; 
 
    events { 
      worker_connections  1024; 
      # set to on if you have more than 1 worker_processes  
      accept_mutex off; 
    } 
 
    http { 
      include       /etc/nginx/mime.types; 
 
      default_type application/octet-stream; 
      access_log /tmp/nginx.access.log combined; 
 
      # use the kernel sendfile 
      sendfile        on; 
      # prepend http headers before sendfile()  
      tcp_nopush     on; 
 
      keepalive_timeout  5; 
      tcp_nodelay        on; 
 
      gzip  on; 
      gzip_vary on; 
      gzip_min_length 500; 
 
      gzip_disable "MSIE [1-6]\.(?!.*SV1)"; 
      gzip_types text/plain text/xml text/css 
         text/comma-separated-values 
         text/javascript application/x-javascript 
         application/atom+xml image/x-icon; 
 
      # configure the virtual host 
      server { 
        # replace with your domain name 
        server_name localhost; 
        # replace with your path to the LMSappVWALL folder 
        root /lms_packages/LMSappVideoWall; 
        # port to listen for requests on 
         listen 80; 
        # maximum accepted body size of client request 
        client_max_body_size 4G; 
        # the server will close connections after this time 
        keepalive_timeout 5; 
 
        location / { 
            add_header Access-Control-Allow-Origin *; 
            add_header Cache-Control no-cache; 
            include /etc/nginx/mime.types; 
        } 
      } 
    } 
 




forever start LMStoREST/lms-middleware.js 
service nginx start 
livemediastreamer 7777 
