The traditional industrial location literature assumes that firms locate in a community in response to changes in the current comparative advantages of different locations (see Herzog and Schlottmann, 1991 , for a review). The existing pattern of location of firms in an industry thus depends on such things as current wages, population, industrial composition, utility prices, and tax rates of these localities. In contrast, a relatively new literature assumes that existing location patterns for an industry are strongly influenced by "history," in particular the historical industrial environment of cities (Glaeser, Kallal, Scheinkman, and Schleifer, 1992; Henderson, Kuncoro, and Turner, 1992; Miracky, 1992) . A related paper by Blanchard and Katz (1992) argues that State employment patterns follow a unit root process with drift. Thus a local pattern of growth or decline will persist over time, without "reversion to the mean."
Externalities are central to all location analyses. Firms cluster together at various locations to receive information spilling over from other firms, to reduce transport costs of interfirm trade, and to enhance the diversity of firms and local products available. Questions arise as to whether externalities for a firm derive specifically from nearby firms in the same industry or from the general diversity and scale of the local environment. If the former, then externalities are Marshall-Arrow-Romer (MAR) externalities internal to an industry in a city, or economies of locationalization. If the latter, then they are Jane Jacobs (1969) externalities, or generalized external economies of urbanization for an industry within a city.
Further questions arise as to whether externalities of either type are primarily static or dynamic. Does the historical industrial environment matter, or simply the current environment? Work by Jaffe, Trajtenberg, and Henderson (1993) suggests that location-industry specific information diffuses slowly over space, so that access to the knowledge binds firms to the same location over time. A larger scale of own industry activity historically means that firms currently in the locality will operate with greater accumulated knowledge (about such things as technology and sources of supply of various kinds of inputs) than they would otherwise operate. Also the maturity of a locality's social information network is important in facilitating communications and information spillovers among local firms.
The papers by Glaeser et al. (1992) , Henderson, Kuncoro, and Turner (1992) , and Miracky (1992) cited earlier assert a role for dynamic externalities based on a comparison of locations at just two points in time. The time gaps range from 10 to 30 years, and the papers find that the industrial environments of 10, 17, or 30 years ago affect location today. But an alternative interpretation is that there is a location fixed/random effect that gives rise to the role of history. Such a fixed/random effect could reflect, for example, differences in unmeasured regional resource endowments that persist over time and show ongoing re-gional comparative advantages, with the result that current industrial location patterns are correlated with historical patterns simply because they draw upon the same relative endowments. Additional time invariant and unmeasured attributes could include notions of local culture affecting the institutional environment, as well as attributes of immobile, specifically skilled portions of the labor force. The papers do not seriously address this problem. While, for example, Henderson, Kuncoro, and Turner consider issues of endogeneity, there is an inherent problem with cross-sectional work in finding instrumental variables that themselves are uncontaminated by local fixed/random effects.
This article investigates the role of dynamic versus static externalities, as well as MAR versus Jacobs externalities. To delineate the issues, an 11-year panel of data on county employment levels in different two-digit manufacturing industries is used. Use of a panel permits specific modelling of fixed/random effects and investigation of the lag structure of externality measures, as well as other variables. This process provides a means for investigating the length of the period during which history matters.
The Model
The structural model focusses on analysis of the level of employment in a two-digit industry in any year. The model is a reduced version of a detailed structural form model of industrial location derived and estimated in Henderson (1993) for a single cross-section. Firms in location j in time period t have a profit function Π jt = Π(Ŷ jt , s jt , ũ jt ), where Ŷ jt is a vector of arguments depicting current and historical (lagged) conditions such as prices and externality measures, s jt is the current employment level in location j in time t, and ũ jt is an error term. The current supply of entrepreneurs to an industry in a locality is a function of current and historical arguments (for example, population) G jt . The supply function is Π jt = Π(G jt , s jt , d jt ) where as local industry size rises, per firm profits must rise to attract more entrepreneurs. Local employment is the intersection of the Π(•) and Π(•) functions. Solving for s jt , I get a reduced form equation:
Y jt combines Ŷ jt and G jt , and u jt combines ũ jt and d jt . In a "stable" equilibrium, sign [∂s(•)/∂ỹ] = sign [∂Π/∂ỹ], so that variables favorably affecting per firm profits also favorably affect local employment levels.
At this point, it is important to detail a more specific form to equation (1) and a breakdown of the arguments to Y jt and e jt . Specifically, it is hypothesized that:
where s j,t -l are lagged values of the dependent variable. The lag structure is specified to start at t -1 and run m periods. The t -1 values are "current" values, corresponding to a context where decisions for employment in period t are based on the best information about current production conditions, which are the previous period's realizations. Values for m > 2 represent a role for history, where prior realizations contribute to the current environment for production. X j,t -l are lagged values of other variables-exogenous or endogenous. Z j are time invariant variables that differ across space (for example, climate or regulations).
In estimating equation (3), the focus is on isolating impacts of the historical industrial environment. Past employment (s j,t -l ) measures persistence in industry employment patterns over time. Past own industry concentration measures capture current or historical MAR effects. Concentration is measured by the ratio of local own industry to total local employment. Measures of diversity of local employment and local industry scale are used to represent Jacobs, or urbanization externalities. Diversity is measured by HirschmanHerfindahl indices (HHI) of sums of squared shares, as defined below.
In equation (2), the error term from (1) has been decomposed into a random/fixed effect, f j and contemporaneous drawing e jt , where f j represents the influence of time invariant unmeasured characteristics of the local area, which affect the right-hand side variables, in particular s j,t -l but also potentially certain of the X j,t -l . The e jt are generally assumed to be identically and independently distributed across time and space. The absence of serial correlation of the e jt in the employment level equation (2) is a strong assumption, which is investigated.
Estimation of equation (2) presents the problem that the f j are correlated with right-hand side variables. With ordinary least squares estimation, coefficients will be biased. For example, a high degree of persistence in own industry employment may be estimated, not because past employment directly influences present employment, but because of persistence in unmeasured (essentially time invariant) regional endowments determining employments in both years. Estimation of equation (2), where f j are treated in standard fixed effects estimation procedures, still results in biased estimates because the contemporaneous error term, e jt , is correlated with any time average of s j,t -l . To eliminate the fixed/ random effects, rather than following the standard fixed effects procedure, the equations are first differenced to obtain:
Note that ∆s jt ≡ s jt -s j,t -1 ; ∆s j,t -2 ≡ s j,t -2 -s j,t -3 ; ∆e jt = e jt -e j,t -1 ; and so forth. While first differencing eliminates the fixed/random effect, by construction it introduces simultaneity problems and serial correlation, even though the e jt are identically and independently distributed. In particular, ∆s j,t -1 ≡ s j,t -1 -s j,t -2 is correlated with ∆e jt ≡ e jt -e j,t -1 , since e j,t -1 affects s j,t -1 . In fact, it is reasonable to assume also that many of the X j,t -1 are affected by e j,t -1 . Second, ∆e jt = e jt -e j,t -1 is correlated by ∆e j,t -1 = e j,t -1 -e j,t -2 .
To obtain consistent estimates of the parameters requires the use of instrumental variables. I assume that there are no strictly exogenous variables but merely predetermined ones. That is, there is a row vector Z jt , where
For each county j, in year t, I include in this row vector all s js , and all X js , plus a few other measures of local industrial characteristics for all years s < t -1. This implies the instrument list varies from year to year.
In estimation of equation (3), each year is treated as a separate equation with a sample size equal to the number of localities and cross-equation constraints imposed on all coefficients other than any constant term (differenced time dummies). The number of equations is the length of the panel, T, minus the length of the observed lag structure m minus 2, or T -m -2. Of the minus 2, one is lost in differencing and the other is lost from instrumenting. Thus the longer the lag structure the more years are lost in estimation.
The model is estimated by the generalized methods of moments estimator for panel data in the time series processor econometrics package. Under conditional homoscedasticity, the estimates reduce to a generalization of three-stage least squares (Hayashi, 1992) , or full information instrumental variables estimation of Brundy and Jorgenson (1971) , which allows for a variable instrument list by year and accounts for the serial correlation across years in the error terms. The generalized methods of moments procedure in time series processor also allows for heteroscedasticity through a White-type correction of the variance-covariance matrix. The estimates are efficient in terms of use of instruments, and coefficients and standard errors are consistently estimated.
First, differencing the level equations eliminates not just the fixed effects but also the constant term and time invariant variables. To recover these, I insert the estimated coefficients from equation (3) into equation (2) to obtain m m
I then average over the T -m -1 years to get an estimating equation:
Provided that f j and Z j are orthogonal to each other, equation (4) may be estimated by ordinary least squares to obtain estimates of α and β, treating f j as a random effect and f j + e j as a composite identically and independently distributed error term.
In actual estimation of equation (3), I have time-fixed effects, or dummies, for the T years of estimates. These are ∆d t ; where d t is the time dummy for the level equation. The d t for t = 0, . . . T are solved for in obtaining B j in equation (4) by imposing the normalization that
The Data
The sample consists of 11 years of complete data for the 742 urban counties of the United States, covering the years 1977 to 1987. Counties are not agglomerated into metropolitan statistical areas (MSAs) since that would lose valuable information. Instead, some measures are constructed for both the county and, when relevant, for the surrounding metropolitan area. About three-quarters of the counties are in a multicounty metropolitan area.
(About half of the MSAs and primary metropolitan statistical areas are single-county areas.)
The basic data set is from County Business Patterns (CBP), which in this version records employment, number of firms, and wages for all one, two, and two-digit industries. The data used have been treated by the Center for Governmental Studies, Northern Illinois University (Gardocki and Baj, 1985) , to give point estimates for employment in those cases where, for disclosure reasons, employment is reported in interval form. Most counties at the two-digit level in CBP's data report exact numbers, but, when disclosure is an issue, they report employment in intervals, using a fairly fine classification. The Northern Illinois State numbers are an improvement over the use of midpoint values of the intervals, in estimation, thus accounting for overall State employment and average firm sizes in constructing point estimates.
CBP data are supplemented with county data on education, taxes, land area, and so on from the 1977 and 1982 City and County Data book. In addition there are data on State right-to-work laws, coastal location, annual State population, and annual average State electricity prices for industrial users. The CBP data are used to construct annual county wage rates (in all other industries than the own industry), annual measures of concentration and diversity for the county and metropolitan area in various dimensions (discussed later), and annual measures of local economic activity (for example, county civilian employment, county manufacturing employment, and corresponding numbers for the surrounding metropolitan area).
The panels for each industry are balanced, requiring positive employment in all years.
Sample sizes average about 550 of the 742 U.S. urban counties (as of 1990). For the industries that are examined, only about 10 percent of the counties not in the balanced panel have some employment during some (but not all) of the 11 years. The remainder have zero employment in these industries in all years.
Empirical Results
Preliminaries I estimate equations (3) and (4) for four two-digit industries: chemicals, primary metals, machinery, and electrical machinery. All level variables (employment, population, and price measures) are in logs and therefore in differences in logs (annual growth rates) in equation (4). Concentration and diversity measures (discussed below) are in linear form.
Hausman-type tests (Hayashi, 1992) were carried out on various instrument lists to test for the time when variables become predetermined. In particular in equation (2), I assume e jt are identically and independently distributed over time, so that in equation (3) ∆e jt are only correlated with ∆s j,t -1 and possibly ∆X j,t -1 . But if the e it are themselves correlated over time, then ∆e jt will be correlated with earlier ∆s j,t -l or ∆X j,t -l , in which case, for example, s j,t -2 or X j,t -2 would be inappropriate instruments. In Hausman-type tests, I could not reject the hypotheses for all industries that either including s j,t -2 as an instrument or including s j,t -2 and all X j,t -2 as instruments yield the same results (by χ 2 tests) as excluding them as instruments. (I also broke variables into two groups, those that pertain to own industry measures and those that do not, and conducted the same types of tests with the same results.) Moreover, I could reject the hypothesis that including X j,t -1 as instruments yields the same results as excluding them. In short I selected an instrument list that, for year t, excludes all t -1 variables as instruments and includes all t -l variables for 2 < l < t -1 as instruments.
Regarding a lag structure, I set m = 6, or regressed 7 years from the present. Then for an 11-year panel T -m -2 = 3, or, in estimation of equation (3), 3 years are covered. For machinery, primary metals, electrical machinery, and chemicals, the numbers of counties, N, are, respectively, (for balanced panels) 674, 454, 508, and 548. Pseudo-F tests on the value of the objective function (with instrumental variables) under different lag structures accepted the hypotheses that adding a 5th year onto a 4-year lag structure or adding a 6th year onto a 5-year structure significantly improves the results except for chemicals, where a 4-year lag structure dominates longer lag structures. However, for primary metals and electrical machinery (but not machinery), adding a 7th year also modestly improves over a 6-year lag structure but loses another year in terms of equations and degrees of freedom.
I compromised on a lag structure of 6 years. As will be seen, the lag pattern seems to differ noticeably across variables, making it difficult to impose exogenous uniformity, such as geometric or Pascal, to the lag structure so as to estimate infinite lag structures. It is noted, however, that the variables are first differenced. Variables in the vectors ∆X j,t and ∆X j,t -1 have simple correlation coefficients that always have absolute values less than 0.15 and typically less than 0.025; that is, there is almost no multicollinearity among lagged regressors. Thus shutting down the lag structure at m = 6 may result in little bias to the coefficients δ 1 , . . . δ 6 , even if lagged effects persist beyond m = 6. To aid in presentation, I also estimated a quadratic Almon lag structure for s = 0, . . . 5 (that is, l = s + 1) where:
The coefficients α 0 and δ 5 are unconstrained. Tables 3 and 4 contain the basic results for equation (3) estimation. Table 3 starts with key industrial environment variables, and Figure 1 presents the corresponding results for an Almon lag structure for machinery that is representative.
Results on Time Variant Variables
Lagged own industry employment is a necessary control, measuring the prior record of the industry in the county. After differencing out the fixed effect, coefficients on lagged employment are zero or even negative. With level equations, even under attempted instrumental variables estimation, coefficients on prior employment levels are typically about 0.5 (implying mean reversion). Thus, a 1 percent higher employment level in the past results in a 0.5 percent higher employment level today. Table 3 and Figure 1 part (a) suggest that this association is spurious and arises simply because of the existence of fixed/ random effects. Here a 1 percent higher employment level last year, or separately a year earlier and beyond, appear to modestly reduce employment today. Any effects disappear after 6 years.
To more fully explore the role of own industry historical activity, I experimented with a variety of other measures of historical own industry activity. A common way to measure MAR (own) industry externalities is to look at concentration; in this case, I compared the ratio of own industry to total employment in the county. Higher concentrations of own industry employment imply higher levels of spatial interaction among firms because they are more clustered together, as opposed to being spatially dispersed. Clustering improves information spillovers among firms. Table 3 and Figure 1 part (b) report the results for the concentration measure. First, it is noted that including the concentration measure, as opposed to excluding it completely, has virtually no impact on other variables. In particular, if I remove the measure for all industries and all lags, the coefficients on lagged own industry employment experience no sign changes, nor do they change appreciably in magnitude. This is also true for other variables, such as metropolitan area employment in Table 4 .
Concentration has a positive significant impact on current employment. Last year's concentration (a "static" externality) presents a positive impact for machinery. But historical (l > 2) concentrations also affect current employment. In fact, in Figure 1 , part (b), the concentration coefficient rises and peaks around l = 3 and then declines to zero at l = 6. A cubic Almon lag indicates that δ starts off at δ 1 ≈ 1, drops to δ 2 ≈ .5, and then rises to peak at about δ l = 1.4 before phasing out at l = 6. These results suggest the presence of a dynamic externality where historical own industry concentration positively affects productivity and employment today.
In Table 1 , I report the long-term impacts of permanently raising concentration from a given year on. These impacts are obtained by summing coefficients in Table 3 on concentration over the 6-year lag, ignoring the small impacts of the lagged dependent variables.
(Of course, concentration contains an own industry employment measure, making the experiment for this variable questionable.) For primary metals and electrical machinery, the sums are near 12, meaning that a one standard deviation increase in concentration would raise own industry employment over time by about 50 percent. At least 50 percent of that amount is based on the historical (beyond one lag) impacts.
In addition to concentration, other significant measures of own industry activity are subsequently discussed. In the following paragraphs, I examine the rest of the industrial environment.
To examine the impact of the remainder of the industrial environment, I used diversity measures. I calculated a variety of Hirschman-Herfindahl indices for two-digit industries; that is, indices for all manufacturing and all industries, for both the county and the MSA/ primary metropolitan statistical area of which the county is a part. For example, for manufacturing in the metropolitan area, the HHI is the sum of squared shares of each two-digit manufacturing industry (other than the own industry) in total (all other) manufacturing employment in the metropolitan area. An HHI measures lack of diversity in the environment surrounding the own industry. For 19 other two-digit manufacturing industries, HHI takes a maximum of 1 if remaining employment is concentrated in just one other industry, and a minimum of 0.0526 if it is uniformly distributed across all 19 industries.
In a static context, diversity improves efficiency for a firm through Dixit-Stiglitz production impacts of being able to purchase a greater diversity of intermediate inputs locally (see Abdel-Rahman and Fujita, 1991) , and also through Jacobs-type effects of being in a richer information environment. This latter effect is thought to persist to form a dynamic externality-a base of diverse location-specific historical knowledge.
In empirical estimation of HHI impacts, I rely on year-by-year composition changes to provide information on diversity impacts. Although these changes are typically very small, Table 3 shows that increases in HHI, or decreases in past diversity, generally hurt current employment. Moreover the first year effects (static externalities) are often smaller than second or some latter year effects. Even though, for machinery, electrical machinery, and primary metals, all but one of the significant coefficients in the lag structure are negative, there are some positive coefficients or insignificant negative coefficients or both. The Almon lag structure in Figure 1 indicates that the impact of HHI persists over the 6 years. For long-run impacts within the 6-year horizon, in Table 1 , I look at the impact of a one-time permanent change in the HHI. The sums range up to 2, suggesting that a one standard deviation decline in HHI can raise employment by up to approximately 20 percent over the long term in machinery or primary metals.
Taken together the results on concentration and diversity suggest that both MAR and Jacobs effects are present for major two-digit manufacturing industries. An industry benefits both from concentrated own industry employment and from diverse all other industry employment. If all industries are similarly structured, there is a real tension for localities taken as a whole. Ideally the goal is to achieve concentrated, yet diverse employment bases. The tension may be resolved by having concentrated employment in a county's major export industries but diversity among other supporting industries. For large metropolitan areas that can be attained if various counties concentrate in different activities. For small, single-county metropolitan areas, modest employment levels in a variety of supporting activities are required.
In interpreting static versus dynamic externalities, I have distinguished between effects at one lag versus latter lags. Unfortunately there are some problems with that interpretation. I examine industry employment responses to changes in the industrial environment and assume that an improvement in the environment acts as a static externality. Firms respond to the improved environment by expanding employment and by entering the locality. Because that response in scale of industry operation may not be instantaneous, there may be a lagged adjustment. Thus latter lagged impacts of changes in the industrial environment might not merely reflect dynamic externalities but could be simply delayed responses to static improvements.
To clarify this possibility, one can look at adjustment times for variables that do not represent externalities but simply reflect market conditions. If adjustments to changes in market conditions are very quick, then the longer lags for industrial environment variables more plausibly imply that dynamic externalities rather than adjustment lags are at work. Table 4 and Figure 1 , parts (d) and (e), present results on market variables such as wages and measures of regional demand for a county's output, which affect firm employment. Regional demand is measured by the total metropolitan area scale as represented by metropolitan area employment. Using State civilian population, rather than metropolitan area employment, yields very similar types of results, with coefficients of other variables essentially unaffected.
The scale variable, whether measured by metropolitan area employment or State population, has a consistent lag pattern across industries. After one or two periods, the effects diminish and often show up as negative for longer lags, or with signs switching between positive and negative. The Almon lag structure confirms this pattern for all industries. With a cubic structure, effects go to zero within two periods and stay near zero for the duration. Thus the adjustment to changes in demand conditions, at least the scale of demand, occurs quickly. This rapid adjustment to market scale variables is in contrast to the longer lags for the HHI and concentration measures, and these may be plausibly interpreted as dynamic externalities rather than adjustment time.
Regarding wages I have generally been able to get the correct negative sign for all industries by instrumenting. Clearly, higher wages reduce employment. Wages may rise because of industrial conditions in a city or because of a worsening of amenities and the resulting increased compensating wage differentials. How do firms react to higher wages? Wage effects seem to persist for four or five periods in Table 4 or Figure 1 , part (d), a condition that cannot be attributed to dynamic externalities. Rather, it must reflect an adjustment process in which adjustment to increased wages as firms are adjusting technologies and dealing with unions requires a number of periods. Wages can be viewed as affecting firm factor proportions which may require some time to adjust, given the purchase of new machines and technologies, whereas industry scale adjustments (number of firms and level of firm scale)-from, for example, metropolitan area employment changes-occur quickly.
In Table 1 , I summarize the impacts of a one-time permanent increase in wages or metropolitan area scale. The wage effects vary considerably across industries, as do the scale effects. Except for primary metals, the long-run elasticities of both wage and scale impacts are less than 1.
Finally, in Table 5 , I consider other variables depicting the own industry industrial environment. I calculated an HHI for shares of the three-digit components of each own twodigit industry for the metropolitan area. Greater intraindustry diversity implies greater intraindustry specialization and a potentially richer range of activities for encouraging intraindustry advancement within the metropolitan area. For electrical machinery, primary metals, and machinery, increased HHI-or reduced diversity-in the past has hurt current industry employment. Effects for primary metals persist in strength through l = 5 and 6 but diminish for l > 5 for the other two industries. Table 1 presents the impact of a permanent change in this internal industry HHI. A one standard deviation permanent decrease in HHI can lead to a 15-to 20-percent increase in long-run employment for primary metals and electrical machinery.
The other measure in Table 5 concerns the level of own industry employment in other counties in the metropolitan area. A greater scale of own industry activity in the rest of the metropolitan area may promote a richer environment for a county's industry, but it also represents a demand base for intraindustry trade. For primary metals and electrical machinery, such effects appear to exit, over a short horizon. However, the coefficients and long-term impacts (in Table 1 ) are small.
A final comment on the estimation of the model in equations (2) and (3) is that the model is a location model for which history matters. For individual industry employment levels, this model has been chosen over a growth from a base model as in Barro and Sala-i-Martin (1991) or Glaeser et al. (1992) . Such a model would regress the employment growth rate between 1987 and 1977 on 1977 base variables. In this model I could reject this formulation outright if base-period variables in equation (3) had no impact. Base-period own industry employment is consistently negative and significant, but its coefficient is tiny (-.012 to -.025). The other variables (in particular concentration and HHI for all metropolitan manufacturing) have mixed sign patterns and significance.
Results on Time Invariant Variables
Thus far I have examined the results for time variant variables based on estimating first differenced equations. The first differencing eliminates the time invariant variables in equation (2). To recover these I estimate equation (4), whereby the dependent variable is B j , the estimated average "residual" from the reinstated level equation (2). Results are reported in Table 2 , for residuals from simple 2SLS estimates for balanced panels.
In Table 2 the top panel forms the basic estimating equation. In general being in a county having a more educated adult population (in 1980) boosts industry employment by increasing the general quality of the labor force and perhaps encouraging better public decisionmaking. Simply being on the coast also helps, indicating easy access to shipping and perhaps more desirable climate and air quality conditions. However, being part of a larger metropolitan area with multiple counties detracts from industrial employment. Larger metropolitan areas are more service oriented, more congested, and have land prices of greater relative disadvantage to manufacturing.
The dummy for State right-to-work laws indicates a potentially perverse effect. In theory, although State right-to-work laws should create an environment unattractive to unions and more attractive to firms, the net result seems to be the reverse. This may be a problem of separating out fixed/random effects from time invariant variables. States with poor inherent conditions for manufacturing (low draws of f i ) may choose to pass State right-to-work laws to try (unsuccessfully on average) to compensate. A similar problem arises for tax rate variables. Insertion of county property tax or State income tax measures in Table 2 results in positive signs for the variables. That may reflect greater f i 's, resulting in greater demand for and realization of per capita infrastructure, and hence higher taxes.
The bottom panel of Table 2 presents results for an industrial environment variable that may be arguably independent of the fixed/random effect. The weighted average size of firms in all other industries in 1977 is intended as a proxy for an age measure. Larger firms are typically old firms that generally are less dynamic and represent a more stagnant environment. In Table 3 the coefficient is generally positive and insignificant. Only for electrical machinery does it have the expected effect.
Conclusions
Today there are pressures for a city to formulate an effective industrial environment. Cities desire concentrations of employment in particular industries, but also want the advantages of a diverse industrial base. Diversity tends to raise productivity and hence employment in a city's particular concentration of production and export activity. Cities, metropolitan areas, and counties are all highly specialized in terms of manufacturing, reflecting the benefits of concentration. Yet diversity at some level is also important.
These effects appear to persist over time. Increased concentrations of own industry activity appear to affect employment levels for the next 5 to 6 years. For diversity measures, effects appear to persist beyond the 6-year horizon examined in this article. Given the rapid adjustment to market-scale or demand variables, these long lags suggest a presence of dynamic externalities.
The interpretation here is that the past industrial environment affects future employment, but there is a broader causation issue. One needs to know if an industry needs a diverse environment to initiate production in a locality, or can it count on such an environment to generate itself? For emerging high technology industries, Henderson, Kuncoro, and Turner (1992) suggest that a preexisting diverse environment is important in attracting the industries to a locality. Here I suggest that it is important in retaining industries, as well. 
