Abstract. Given a graph G = (V, E), a subset X of V is an interval of G provided that for any a, b ∈ X and x ∈ V \ X, {a, x} ∈ E if and only if {b, x} ∈ E. For example, ∅, {x}(x ∈ V ) and V are intervals of G, called trivial intervals. A graph whose intervals are trivial is indecomposable; otherwise, it is decomposable. According to Ille, the indecomposability graph of an undirected indecomposable graph G is the graph I(G) whose vertices are those of G and edges are the unordered pairs of distinct vertices {x, y} such that the induced subgraph G[V \ {x, y}] is indecomposable. We characterize the indecomposable graphs G whose I(G) admits a vertex cover of size 2.
Introduction and presentation of the results
Over the years, the concept of indecomposability has become fundamental in the study of finite structures. Pioneered by T. Gallai in the theory of graphs with his seminal paper ( [14] ) and independently by R.Fraïssé ([13] ) in the theory of relations, this concept was developed in several papers e.g ( [11, 12, 15, 17, 18, 21, 23] ), and is now presented in a book by Ehrenfeucht, Harju and Rozenberg ( [10] ). Properties of the indecomposable substructures of a given indecomposable structures were developed by Schmerl and Trotter (1993) in their fundamental paper. Several papers along these lines have then appeared ( [1, 2, 3, 8, 10, 17, 19, 20, 21] ). Ille (1993) introduced the notion of indecomposability graph associated with a binary relation. This graph is an important tool of many research studies on the indecomposability. For example, Ille used that graph to show that indecomposable binary relations can be recognized, while there are not necessarily reconstructible. This paper is about the indecomposability graph of undirected indecomposable graphs. The indecomposability graph of an indecomposable graph G is the graph denoted by I(G), whose vertices are those of G and the edges are the pairs {x, y} of distinct vertices such that G[V \ {x, y}] is indecomposable. Given a graph G, with vertex set V and edge set E, a vertex cover of G is a subset X of V such that for each edge e ∈ E(G), e ∩ X = ∅. We say that G is k-covered if it is X-covered for a subset X of V with | X |= k. In this paper we give a description of indecomposability graphs G such that I(G) is 2-covered (a question raised in [6] ). A description of indecomposable tournaments T such that I(T ) is 2-covered was given by the second author in ( [4] ). A first reason to look at 2-covered graphs is because for an indecomposable graph G with v(G) ≥ 11, I(G) is not 1-covered. That is, Theorem 1.1 ( [17] ) Let G = (V, E) be an indecomposable graph, with v(G) ≥ 11. For every x ∈ V , there are y = z ∈ V \ {x} such that G[V \ {y, z}] is indecomposable.
The starting point of this result was due to Schmerl and Trotter proving that an indecomposable graph with n ≥ 6 vertices contains an indecomposable induced subgraph on n − 2 vertices. Since, for each vertex x of an indecomposable graph G = (V, E), with v(G) ≥ 4, there exists X ⊆ V such that x ∈ X, | X |= 4 or 5 and G[X] is indecomposable [9] , the above theorem follows.
A second reason for looking at 2-covered indecomposability graphs of indecomposable graphs is that those graphs are arise in the study of (−2)-recognition, and more generally to progress toward the knowledge of the structure of the indecomposability graph of indecomposable graph.
The major tool in our description of 2-covered indecomposability graph is the notion of minimal graph defined as follows. Given two distinct vertices x and y of an indecomposable graph G of cardinality ≥ 4, we say that G is minimal for {x, y}, or {x, y}-minimal, whenever for each proper subset X of V (G), if x, y ∈ X and | X |≥ 3, then G[X] is decomposable. The minimal graphs for two vertices were characterized by A. Cournier and P. Ille [9] . In order to recall this characterization, we introduce the following graphs P n and Q n , where N n = {1, . . . , n} for n ≥ 1.
• For n ≥ 1, the graph P n (see Figure 1 ) is defined as follows. V (P n ) = N n and for i = j ∈ N n , {i, j} ∈ E(P n ) if | i − j |= 1. • For n ≥ 4, the graph Q n (see Figure 2 ) is defined as follows. V (Q n ) = N n and E(Q n ) = E(P n−2 ) ∪ {{n − 1, i} : i ∈ N n \ {n − 1, n − 2}}. For n ≥ 4, the graphs P n , Q n and their complements are indecomposable and {1, n}-minimal. Conversely : Theorem 1.4 ( [9] ) Given a graph G, with v(G) ≥ 4, consider two vertices a = b ∈ V (G). The graph G is {a, b}-minimal if and only if there is an isomorphism f from G or G onto P v(G) or Q v(G) such that f ({a, b}) = {1, v(G)}.
We can easily check that: Remark 1.5 • For n ≥ 6, I(P n ) = (N n , {{1, 2}, {1, n}, {n − 1, n}}).
• I(Q n ) = (N n , {{1, 2}, {2, n}, {n − 1, n}}) when n = 6, 7 (N n , {{1, 2}, {2, n}, {n − 1, n}, {1, n}}) when n ≥ 8.
Our results are presented below. Undefined terminology concerning graphs will be explained in Section 2. Our first result is elementary: Proposition 1.6 Let G be an indecomposable graph with v(G) ≥ 6. Given a = b ∈ V (G), if I(G) is {a, b}-covered, then G contains an {a, b}-minimal induced subgraph of cardinality v(G), v(G)−1, v(G) − 3 or v(G) − 5.
The above Proposition leads to the description of the graphs G whose I(G) is {a, b}-covered, from the {a, b}-minimal induced subgraphs embedding into G. We introduce the following classes of graphs.
• P is the set of P n for some n ≥ 9.
• Q is the set of Q n for some n ≥ 9.
• P −1 is the set of indecomposable graphs G defined on N n for some n ≥ 9, such that I(G) is {1, n − 1}-covered and G − n = P n−1 .
• Q −1 is the set of indecomposable graphs G defined on N n for some n ≥ 11, such that I(G) is {1, n − 1}-covered and G − n = Q n−1 .
• P −3 is the set of indecomposable graphs G defined on N n for some n ≥ 12, such that I(G) is {1, n − 3}-covered and G − {n, n − 1, n − 2} = P n−3 .
• Q −3 is the set of indecomposable graphs G defined on N n for some n ≥ 10, such that I(G) is {1, n − 3}-covered and G − {n, n − 1, n − 2} = Q n−3 .
• P −5 is the set of indecomposable graphs G defined on N n for some n ≥ 14, such that I(G) is {1, n − 5}-covered and G − {n, n − 1, n − 2, n − 3, n − 4} = P n−5 .
G or G is isomorphic to G ′ ∈ P −k ∪ Q −k ; which allows to conclude. ✷ Section 4 is devoted to describe each of the classes P −1 , P −3 , P −5 , Q −1 , Q −3 and Q −5 .
The following result is a direct consequence.
Corollary 1.9 Let G = (V, E) be an indecomposable graph, with v(G) ≥ 14. Then, for a = b ∈ V , one of the following assertions is satisfied.
• There is X ⊂ V such that a, b ∈ X, | X |= n − 2 and G[X] is indecomposable.
• There is an isomorphism f from G or G onto an element of P ∪Q such that f ({a, b}) = {1, n}.
• There is an isomorphism f from G or G onto an element of P −k ∪ Q −k such that f ({a, b}) = {1, n − k}, where k ∈ {1, 3, 5}.
This paper is organized as follows. Section 2 contains the material needed about indecomposable graphs. Section 3 contains the characterization of critical and partially critical graphs. The description of the classes P −1 , P −3 , P −5 , Q −1 , Q −3 and Q −5 is obtained in Section 4.
Prerequisites 2.1 Basic terminology and notation for graphs
We denote by P 2 (V ), the set of pairs of distinct elements of a set V . Given a graph G = (V, E), the complement of G is the graph G = (V, P 2 (V ) \ E). The neighbourhood of x in G, denoted by N G (x) or simply N (x), is the set N G (x) = {y ∈ V \ {x} : {x, y} ∈ E}. The graph G is complete (resp. empty) if, E = P 2 (V ) (resp. E = ∅). Let G = (V, E) be a graph. For every two vertices x, y of V , the notation x y signifies that {x, y} ∈ E, and x . . . y (or x y) signifies that {x, y} / ∈ E. For each two disjoint subsets I and J of V , we denote by I J whenever for each (x, y) ∈ I × J, x y. Similarly, for each x ∈ V and for each Y ⊆ V \ {x}, x Y (resp. x. . . . Y ) signifies that x y (resp. x. . . . y) for each y ∈ Y . Furthermore, x ∼ Y means x Y or x. . . . Y . The negation is denoted by x ∼ Y . The notions of isomorphism, subgraph and embedding are defined in the following way. Let G = (V, E) and G ′ = (V ′ , E ′ ) be two graphs. First, a one-to-one correspondence f from V onto V ′ is an isomorphism from G onto G ′ provided that for x, y ∈ V , {x, y} ∈ E if and only if {f (x), f (y)} ∈ E ′ . The graphs G and G ′ are said to be isomorphic, which is denoted by
A nonempty subset C of V is a connected component of G if for x ∈ C and y ∈ V \C, {x, y} / ∈ E and if for x = y ∈ C, there is a sequence x = x 0 , . . . , x n = y of elements of C such that
The graph G is connected if it has at most one connected component of G. Otherwise, it is called non-connected.
Indecomposable graphs
Given a graph G = (V, E), a subset I of V is an interval [9, 12, 21] (clan [11] , module [22] ) of G provided that for every x ∈ V \ I, x ∼ I. In other words, I is an interval if every vertex outside I has the same behavior to all elements of I. Clearly, ∅, V and {x}, where x ∈ V , are intervals of G, called trivial intervals. A graph is then said to be indecomposable [17, 21] if all of its intervals are trivial. It is said to be decomposable otherwise. Notice that the graphs G and G share the same intervals. Thus, G is indecomposable if and only if G is indecomposable. For example, all graphs of cardinality 3 are decomposable and up to isomorphism, the graph P 4 is the unique indecomposable graph of cardinality 4.
We review relevant properties of indecomposable graphs. Given a graph G = (V, E), consider a subset X of V such that | X |≥ 4 and G[X] is indecomposable. We use the following subsets of V \ X.
• Ext(X) is the set of v ∈ V \ X such that G[X ∪ {v}] is indecomposable;
• X is the set of v ∈ V \ X such that v ∼ X;
• For each u ∈ X, X(u) is the set of v ∈ V \ X such that {u, v} is an interval of G[X ∪ {v}].
The family constituted by Ext(X), X and X(u), where u ∈ X, is denoted by p X .
Besides, the family p X is divided as follows.
• X − is the set of elements v of V \ X such that v. . . . X.
• X + is the set of elements v of V \ X such that v X.
• X − (u) is the set of elements v of X(u) such that {u, v} / ∈ E.
• X + (u) is the set of elements v of X(u) such that {u, v} ∈ E.
We then introduce the three families below :
is indecomposable. The family p X realizes a partition of V \ X. Moreover, the following hold.
As a consequence of the above theorem, we obtain the following.
Given Corollary 2.2, we introduce the following graph. Let G = (V, E) be a graph, X be a sub-
We make the following remark:
− (resp. x ∈ X + ) and y / ∈ X , then {x, y} ∈ E if and only if {x, y} ∈ E X (resp. {x, y} / ∈ E X ). Finally, assume that x ∈ X(u), y ∈ X(v) where u = v ∈ X such that {u, v} / ∈ E (resp. {u, v} ∈ E). We also obtain that {x, y} ∈ E if and only if {x, y} ∈ E X (resp. {x, y} / ∈ E X ).
Critical and partially critical graphs
In this section, we recall the characterization of critical and partially critical graphs which is used in our proof.
To begin with, we have to introduce the following definitions. Consider an indecomposable graph
The graph G is critical if all its vertices are critical. For example, for each integer n ≥ 2, the graph G 2n shown in Figure 3 and defined below is critical. The vertex set of G 2n is {0, . . . , 2n − 1} and for i = j ∈ {0, . . . , 2n − 1}, {i, j} is an edge of G 2n if there exist k ≤ l ∈ {0, . . . , n − 1} such that {i, j} = {2k, 2l + 1}. • H1: The partitions p X and q X coincide.
• H2: • K1: Ext(X) = ∅.
• K2: The partitions p X and q X coincide.
• K3: 4 Description of the classes P −1 , P −3 , P −5 , Q −1 , Q −3 and Q −5
First, notice the following. If G is an {a, b}-minimal graph, with a = b and v(G) ≥ 6, then I(G) is {a, b}-covered. Indeed, if I(G) is not {a, b}-covered, then there exists {c, d} ∈ E(I(G)) such that {c, d} ∩ {a, b} = ∅. Thus, G − {c, d} is indecomposable, which contradicts the minimality of G.
Proof of Proposition 1.6
Consider a graph G = (V, E) with v(G) ≥ 6 and assume that I(G) is {a, b}-covered where a = b ∈ V . Consider a minimal subset X of V under inclusion among the subsets
✷ Now, we describe each of the classes P −1 , P −3 , P −5 , Q −1 , Q −3 and Q −5 .
The class P −1
The next proposition describes the class P −1 .
Proposition 4.1 Given a graph G defined on N n , where n ≥ 9, G ∈ P −1 if and only if G − n = P n−1 and either N G (n) = {k} where k ∈ {3, . . . , n−3}∪{1, n−1} or N G (n) = {k, k+1} where k ∈ {2, . . . , n − 3}.
Proof . Let G be a graph defined on N n , where n ≥ 9 such that G − n = P n−1 . First, assume that N G (n) = {k} where k ∈ {3, . . . , n − 3} ∪ {1, n − 1}. To start with, observe that if N G (n) = {1} (resp. N G (n) = {n−1}), then G ≃ P n and in particular, G is indecomposable. Moreover, I(G) = (N n , {{1, n}, {n−2, n−1}, {n, n−1}}) (resp. I(G) = (N n , {{1, 2}, {n−1, n}, {1, n}})).
Assume that k ∈ {3, . . . , n−3}. We show that G is indecomposable. Since G[N n−1 ] = P n−1 is indecomposable, we use the partition p (Nn−1) as follows. We have n / ∈ N n−1 because n−1 . . . . n k.
Moreover, n / ∈ N n−1 (n − 1) because n − 1 . . . . k n, and n / ∈ N n−1 (1) because 1 . . . . k n.
Therefore, n / ∈ N n−1 and n / ∈ N n−1 (i) for each i ∈ N n−1 . Since p (Nn−1) is a partition by Theorem 2.1, n ∈ Ext(N n−1 ) or equivalently, G[N n−1 ∪ {n}] = G is indecomposable. Now, we prove that I(G) is {1, n − 1}−covered. Given i < j ∈ N n \ {1, n − 1}, we have to verify that G − {i, j} is decomposable. If i ≥ k + 1, then N i−1 ∪ {n} \ {j} is a non-trivial interval of G − {i, j}. If i ≤ k, then G − {i, j} is decomposed into ({i + 1, . . . , n} \ {j}) . . . {1, . . . , i − 1}. Consequently, {i + 1, . . . , n} \ {j} is a non-trivial interval of G − {i, j}.
It follows by Theorem 2.1, that G is indecomposable.
To prove that I(G) is {1, n − 1}−covered, we proceed as previously.
Conversely, consider G ∈ P −1 . We distinguish the following cases.
• Case 1: 1 n.
, 3} is decomposable, it follows from Theorem 2.1 that n ∈ Z . n ∈ Z + . We have n. . . . 2 or n. . . . 3 because G is indecomposable; which implies n / ∈ N n−4 . Moreover, as n − 1 ∈ N − n−4 and n n − 1, then by 2 of Theorem 2.1, G − {n − 2, n − 3} is indecomposable, that contradicts I(G) is {1, n − 1}−covered. Consequently, n ∈ Z − and so, 2 ≤ γ ≤ 4. If γ = 2, we have 3. . . . n because {2, n} is not an interval of G and so N G (n) = {1}. If γ = 3 or γ = 4, then {γ − 2, n} would be a non-trivial interval of G, that is impossible.
• Case 2: 1 . . . . n. Since N n−1 is not an interval of G, there is i ∈ {2, . . . , n − 1} such that i n. Set µ = min({i ∈ {2, . . . , n − 1} : n i}). Clearly, {1, . . . , µ − 1} . . . . n µ. If µ = n − 1, then N G (n) = {n − 1}. Furthermore, {n − 1, n} would be a non-trivial interval of G if µ = n − 2, that is impossible. If µ = n − 3, then n. . . . n − 1 because {n − 2, n} is not an interval of G, so we obtain for k = n − 3, that either N G (n) = {k} when n − 2. . . . n or N G (n) = {k, k + 1} when n − 2 n.
Thus, we may assume that 2 ≤ µ ≤ n − 4. Observe that n. . . . n − 1. Otherwise, n n − 1, n − 1 ∈ N − n−4 and 1 . . . . n µ, so that n / ∈ N n−4 . It would follow from 2 of Theorem 2.1 that G[N n−4 ∪ {n, n − 1}] = G − {n − 3, n − 2} is indecomposable and I(G) would not be {1, n − 1}−covered.
Case 2.1 : µ = 2. Since {1, n} is not an interval of G, then there exists j ∈ {3, . . . , n−2} such that n j. Let m = max{j ∈ {3, . . . , n− 2} : n j}. That means 3 ≤ m ≤ n− 2 and {m + 1, . . . , n − 1}. . . . n m. We prove that m = 3, so that N G (n) = {2, 3}. Clearly, m = 4, because {n, 3} is not an interval of G. Suppose for a contradiction that m ≥ 5. As G[{5, . . . , n − 1}] ≃ P n−5 and n − 5 ≥ 4, then G[{5, . . . , n − 1}] is indecomposable. Moreover, by 2 of Theorem 2.1, G[{5, . . . , n − 1} ∪ {2, n}] is indecomposable because {5, . . . , n − 1} . . . . 2, n / ∈ {5, . . . , n − 1} and 2 n. Set W = {5, . . . , n − 1} ∪ {2, n}. We have 1 / ∈ W because n . . . . 1 2. Besides, 1 / ∈ W (2) because 1 . . . . n 2 and 1 / ∈ W (n) because 1 . . . . m n. Moreover, as 1 ∈ {5, . . . n − 1} − , we obtain :
Then, 1 / ∈ W and n / ∈ W (i) for all i ∈ W . Thus, by Theorem 2.1, G − {3, 4} is indecomposable and I(G) would not be {1, n − 1}-covered, that is impossible, so m ≤ 4.
-Assume that I ∩ X = ∅. As G[X] is indecomposable, we have either I ∩ X = {u}, where u ∈ X, or I ∩ X = X. Suppose that I ∩ X = {u}. Since | I |≥ 2, there exists v ∈ {µ + 3, . . . , n − 1} ∩ I. As v . . . . 2 1 and v . . . . µ n, then u / ∈ {1, n}. Moreover, u / ∈ {2, . . . , µ} because otherwise, u − 1 / ∈ I and v . . . . u − 1 u. It follows that I ∩ X = X. Now, we prove that I ∩ {µ + 3, . . . , n − 1} = ∅. As I is a non-trivial interval, there exists k ∈ {µ + 3, . . . , n − 1} \ I. Let ν = min({µ + 3, . . . , n − 1} \ I). If ν > µ + 3, we obtain that 1 . . . . ν ν − 1; which contradicts the fact that ν − 1, 1 ∈ I and ν / ∈ I. Thus, ν = µ + 3. Besides, since for each k, µ + 4 ≤ k ≤ n − 1, we have 1 . . . . k−1 k, then we prove by induction that k / ∈ I for each k, µ+4 ≤ k ≤ n−1. Thus, I = X and then {µ + 3, . . . , n − 1}. . . . n. Besides, {n, µ + 1} is not an interval of G, then µ + 2. . . . n. We obtain that either N G (n) = {µ} when µ + 1. . . . n or N G (n) = {µ, µ + 1} when µ + 1 n.
-Assume that I ∩ X = ∅. As I is a non-trivial interval of G − {µ + 1, µ + 2}, we have I ⊂ {µ + 3, . . . , n − 1} and | I |≥ 2, then n ≥ µ + 5. We distinguish two cases. * n ≥ µ+7 or n = µ+5. In this case, since G[{µ+3, . . . , n−1}] is indecomposable, then I = {µ+3, . . . , n−1}. As n / ∈ I and n−1. . . . n, then {µ+3, . . . , n−1}. . . . n. Moreover, {n, µ + 1} is not an interval of G, then µ + 2. . . . n and we get that either N G (n) = {µ} when µ + 1. . . . n or N G (n) = {µ, µ + 1} when µ + 1 n. * n = µ + 6. We have, I is a non-singleton interval of G[{n − 3, n − 2, n − 1}]. It follows that either I = {n − 3, n − 2, n − 1} or I = {n − 3, n − 1}. In the first case, we get as previously, that either N G (n) = {µ} when µ + 1. . . . n or N G (n) = {µ, µ + 1} when µ + 1 n.
In the second case, as n − 1. . . . n, n / ∈ I and n − 3 ∈ I, then n − 3. . . . n. Moreover, we show that n − 2. . . . n. Suppose for a contradiction that n − 2 n and set
, that is, G − {n − 3, n − 4} is indecomposable; which contradicts the fact that I(G) is {1, n − 1}-covered. Therefore, n . . . . {n − 1, n − 2, n − 3} and, as seen above, µ + 2. . . . n. So, we have either N G (n) = {µ} when µ + 1. . . . n or N G (n) = {µ, µ + 1} when µ + 1 n.
✷

The class Q −1
The next proposition describes the class Q −1 .
Proposition 4.2 Given a graph
Proof . Given a graph G defined on N n , where n ≥ 11 such that G − n = Q n−1 . Suppose that
To verify that G is indecomposable and I(G) is {1, n − 1}-covered, we proceed as it is done at the beginning of the proof of Proposition 4.1.
Conversely, assume that
In particular, n. . . . n − 1. Now, we prove that n n − 2, which implies that {u, n} would be a non-trivial interval of G. We distinguish the following two cases.
• Case 1:
• Case 2:
. Besides, n − 1 / ∈ Z"(n) because otherwise, as n − 1. . . . Z ′ we obtain that n. . . . Z ′ and then n ∈ Z ′ ; which contradicts the fact that n ∈ Z ′ (1). Hence, n − 1 / ∈ Z"(n−2)∪Z"(n). In addition, by Theorem 2.
Since p X is a partition of {n − 2, n − 1, n}, then by Theorem 2.1:
We distinguish the following cases.
• Case 2: n ∈ X . Suppose for a contradiction that n ∈ Z(n − 1). We have {4, . . . , n − 3}. . . . n n − 2. As n ∈ X , we obtain {1, . . . , n − 3}. . . . n n − 2 and {n − 1, n} would be a non-trivial interval of G. Thus, n / ∈ Z(n − 1).
would be a non-trivial interval of G, and if n − 2 n, then {n − 1, n} would be a non-trivial interval of G. Therefore, {1, n − 1} n. As n ∈ X , N n−3 n. Since N n−1 is not an interval of G, n . . . . n − 2 and : N G (n) = N n−3 ∪ {n − 1}.
• Case 3: n ∈ Ext(X). For a contradiction, suppose that n
Y , then {n − 2, n} would be a non-trivial interval of G. Suppose that Y. . . . n n − 3. Since n − 1. . . . n − 3 n, n / ∈ Z(n − 1). As 1 ∈ Z(n − 1) and 1. . . . n n − 1, it would follow from Theorem 2.1 that G[Z ∪ {1, n}] = G − {2, 3} is indecomposable and I(G) would not be {1, n − 1}-covered. Consequently, n . . . . n − 1.
It results that n − 1 ∈ Ext(W ) and then G − {n − 4, n − 3} is indecomposable; which contradicts the fact that I(G) is {1, n − 1}-covered. Thus, we get that either N G (n) = {n − 3} when n − 2. . . . n or N G (n) = {k, n − 2}; k ∈ N n−3 \ {2, n − 4} when n − 2 n.
-Assume that N G[X ′ ] (n) = {k, k + 1} where k ∈ {2, . . . , n − 5}. Similarly, we show that n n − 2 and thus N G (n) = {k, k + 1, n − 2} where k ∈ {2, . . . , n − 5}. 
The class P −3
With the aim to describe the class P −3 , we introduce the class G of graphs G defined on N n , where n ≥ 12, such that G[X] = P n−3 , n − 2 ∈ X − , where X = N n−3 and satisfying one and only one of the following assertions :
• X(u) = {n − 1, n} where u ∈ {1, 2} and either | E(G X ) |= 2 with u ∼ {n − 1, n}, or E(G X ) = {{n, n − 2}} with n ∼ {n − 1, u}.
Proposition 4.3
The indecomposability graph of graphs of the class G are {1, n − 3}-covered.
Proof .
Let G be a graph of the class G. Given i < j ∈ N n \ {1, n − 3}, then G − {i, j} is decomposable. Indeed, if 3 ≤ j ≤ n − 5, then {j + 1, . . . , n − 3} would be a non trivial interval of G − {i, j}. As more, if j = n − 4, N n \ {i, j, n − 3} is a non trivial interval of G − {i, j}. If j ≥ n − 2 and i ≥ n − 2, then G − {i, j} is decomposable because Ext(N n−3 ) = ∅. If j ≥ n − 2 and 2 ≤ i ≤ n − 4, we have to examine the following cases.
• 3 ≤ i ≤ n − 4. Clearly, (N i−1 ∪ {n, n − 1, n − 2}) \ {j} would be a non trivial interval of G − {i, j}.
• i = 2. We have to distinguish the following three cases according to N n−3 (2).
-N n−3 (2) = ∅. In this case, {1, n, n − 1, n − 2} \ {j} would be a non trivial interval of G − {i, j}.
-| N n−3 (2) |= 1. If j = n − 1, it is clear that {1, n, n − 2} is a non trivial interval of G − {i, j}. If j = n − 2 (resp. j = n), then {3, . . . . , n − 3} ∪ {1, n − 1} is a non trivial interval of G − {i, j} if n. . . . n − 1 (resp. n − 2. . . . n − 1) and {1, n} (resp. {1, n − 2}) is a non trivial interval of G − {i, j} if n n − 1 (resp. n − 2 n − 1).
It remains to prove that the graph G is indecomposable. We pose X = N n−3 . First, assume that
Besides, we verify that there is no i ∈ W such that n − 1 ∈ W (i) and so G is indecomposable. Finally, assume that | X(1) |= 1. If n n − 1 (resp. n. . . . n − 1), then by
. Moreover, we verify as seen above that there is no i ∈ N n−1 (resp. no i ∈ Z) such that n ∈ N n−1 (i) (resp. such that n − 2 ∈ Z(i)). Hence, n ∈ Ext(N n−1 )(resp. n − 2 ∈ Ext(Z)) which allows us to conclude. ✷ For the proof of this proposition, we need the following lemma. 
, where u ∈ {1, 2, n − 4, n − 3}.
where u ∈ N n−3 and n − 2 n − 1. Suppose by contradiction that u ∈ {3, . . . , n − 5}. We prove that u is not a critical vertex of G which is impossible. In fact, consider the bijection f :
It may be assumed now that u = v ∈ N n−3 such that n − 1 ∈ N n−3 (u) and n − 2 ∈ N n−3 (v). First, suppose that {u, v} = {1, n − 3}. Without loss of generality, we assume that u / ∈ {1, n − 3}.
In this case, v . . . . N n−3 − {u, v} and u v; which implies that v = 1 and u = 2 or v = n − 3 and u = n − 4. If v = 1 and u = 2 (resp. v = n − 3 and
. Necessarily, {v, w} = {1, 2} and u = 3 or {v, w} = {n − 3, n − 4} and u = n − 5 or {v, w} = {1, 3} and u = 4 or {v, w} = {n − 3, n − 5} and u = n − 6. By isomorphism, it suffices to study the case where {v, w} = {n − 3, n − 4} and u = n − 5, and the case where {v, w} = {n − 3, n − 5} and u = n − 6. Now suppose that {v, w} = {n − 4, n − 3}. Using Theorem 2.1,we demonstrate, that G − {n − 4} is indecomposable which is impossible. Presently suppose that {v, w} = {n − 3, n − 5}. Similarly, we demonstrate by Theorem 2.1, that G−{n−5} is indecomposable.Finally, assume that u = 1 and v = n− 3. Clearly, G[{6, . . . , n− 3}] is indecomposable because n ≥ 12. As n− 2 ∈ {6, . . . , n− 3}(n− 3), {6, . . . , n−3} . . . . n−1 and n−1 n−2, then G[{6, . . . , n−3}∪{n−1, n−2}] is indecomposable. We pose Z = {6, . . . , n−3}∪{n−1, n−2}. We have 3 . . . . Z, 2 / ∈ Z (because n−3 . . . . 2 n−1) and 2
3. So, G[Z ∪ {2, 3}] is indecomposable. Set Z ′ = Z ∪ {2, 3}. We shall examine the two cases.
• Case 2: n − 1
) and there is no x ∈ Z" such that 4 ∈ Z"(x) (because 4. . . . {6, . . . , n − 3}). By Theorem 2.1, G − {5} is indecomposable; impossible.
✷
Proof of Proposition 4.4 .
Let G be a graph defined on N n where n ≥ 12. Assume that I(G) is {1, n − 3}-covered and G[N n−3 ] = P n−3 . Set X = N n−3 . Notice that for z = t ∈ {n − 2, n − 1, n}, if G[X ∪{z, t}] is indecomposable, then for each vertex i ∈ (X ∪{z, t})\{1, n−3}, i is a critical vertex of G[X ∪ {z, t}]. Even more notice that from Corollary 2.2, there is x = y ∈ {n − 2, n − 1, n} such that G[X ∪ {x, y}] is indecomposable. Without loss of generality, we may assume that {x, y} = {n − 1, n − 2}. Let us distinguish the two cases.
• Case 1: n − 1 ∈ X and n − 2 ∈ X(u) where u ∈ X. From what precedes, for each vertex i ∈ N n−1 \ {1, n − 3}, i is a critical vertex of G[N n−1 ]. So, we may assume that n − 1 . . . . X and by Lemma 4.5, u ∈ {1, 2, n − 4, n − 3}. Consider the application f : N n−1 −→ N n−1 defined for each i ∈ N n−3 , f (i) = n − i + 1, f (n − 1) = n − 1 and f (n − 2) = n − 2, we may assume that u ∈ {1, 2}.
-If n X, then either n . . . . n − 1 or n . . . . n − 2. Otherwise, n N n−1 , that is, G is decomposable; contradiction. Suppose that n . . . . n − 1 (resp. n . . . . n − 2), we show that G − {n − 4, n − 5} is indecomposable which is impossible. Indeed, we pose
∈ Z because n − 1 . . . . n n − 6 (resp. because n − 2 . . . . n n − 6), n − 3 ∈ Z (because n − 3 . . . . Z) and n n − 3, this implies that G[Z ∪ {n − 3, n}] = G − {n − 4, n − 5} is indecomposable.
-If n . . . . X, then n . . . . n − 2. Otherwise, {n, n − 1} is an interval of G; impossible.
Moreover, as G is indecomposable, n n − 1. If u = 1 (resp. u = 2), then G is isomorphic to one of the elements of G. It suffices to consider the application f :
First, assume that v . . . . n − 1 n. In this case, G − {n − 2} is indecomposable. Using Lemma 4.5, v ∈ {1, 2, n − 4, n − 3}. If v = u ∈ {1, 2}, we have u ∼ {n, n − 2} (because {n, n − 2} is not an interval of G). We may assume that n . . . . u n − 2 and G is isomorphic to one of the elements of G by permuting n − 1 and n − 2. If v = u ∈ {1, 2}. Assume, for instance, that u = 1, v = 2. If n n − 2, then G is isomorphic to one of the elements of G. If n. . . . n − 2, then necessarily n − 2. . . . 1 (otherwise, we verify by Theorem 2.1, that G− {2, n− 1} is indecomposable; impossible). Hence, G is isomorphic to one of the elements of G. Suppose that v ∈ {n − 4, n − 3}. We distinguish the two cases.
-If u = 1, then G − {2, 3} is indecomposable if 1 n − 2 and G − {3, 4} is indecomposable if 1. . . . n − 2; impossible.
-If u = 2, we verify as previously, that G − {2, 3} is indecomposable; impossible. Now, assume that n − 2 ∼ {n, v}. We can assume that n . . • Case 2. X = ∅. We may assume that n − 2 ∈ X(u), n − 1 ∈ X(v), n ∈ X(w) where {u, v, w} ⊂ X and G[X ∪ {n − 2, n − 1}] is indecomposable. Using Lemma 4.5, we may assume that n − 2 ∈ X(1), n − 1 ∈ X(2) and n − 2 . . . . {1, n − 1}. Set Y = (X \ {2}) ∪ {n − 1}. In this case, G[Y ] ≃ P n−3 n − 2 . . . . Y and 2 ∈ Y (n − 1). We may then return to the first case.
✷
The class Q −3
The next proposition describes the class Q −3 . We first introduce the class G ′ of graphs G defined on N n , where n ≥ 10, such that G[X] = Q n−3 , n − 2 ∈ X − (n − 3) where X = N n−3 , and satisfying one and only one of the following assertions :
4. n − 1 ∈ X + , n ∈ X(n − 4) and E(G X ) = {{n − 1, n − 2}, {n − 2, n}}.
6. n − 1 ∈ X(n − 4), n ∈ X + (n − 4) and either n − 1. . . . n and E(G X ) = {{n, n − 2}}, or n − 1. . . . n − 4 and E(G X ) = {{n − 1, n − 2}, {n − 2, n}}.
7. n − 1 ∈ X(1), n ∈ X(2) and either E(G X ) = {{n − 1, n − 2}, {n − 2, n}}, or {{n − 1, n}, {n − 2, n}} ⊆ E(G X ) with n − 1 ∼ {1, n}.
8. n − 1 ∈ X(u) where u ∈ {1, 2}, n ∈ X − (n − 3), E(G X ) = {{n − 1, n − 2}} and n − 2 n.
9. n − 1 ∈ X + (u), n ∈ X(u) where u ∈ {1, 2} and either E(G X ) = {{n − 1, n − 2}} and n − 1. . . . n, or E(G X ) = {{n − 1, n − 2}, {n − 2, n}} and n. . . . u.
Proposition 4.6 The indecomposability graph of graphs of the class
Proof . Let G be a graph of the class G ′ . Set X = N n−3 . Given i < j ∈ N n \ {1, n − 3}, then G − {i, j} is decomposable. Indeed, if 3 ≤ j ≤ n − 4 and n − 1 ∈ X ∪ X(n − 4), then N i−1 ∪ {n − 3} is a non trivial interval of G − {i, j}. If 3 ≤ j ≤ n − 5 (resp. j = n − 4) and n − 1 ∈ X(1) ∪ X(2), then (N j−1 ∪ {n − 3, n − 2, n − 1, n}) \ {i} (resp. N n \ {i, j, n − 3}) would be a non trivial interval of G − {i, j}. If j ≥ n − 2 and i ≥ n − 2, then G − {i, j} is decomposable because Ext(N n−3 ) = ∅. If j ≥ n − 2 and 2 ≤ i ≤ n − 4, we have to examine the following cases.
• 2 ≤ i ≤ n − 4 and n − 1 ∈ X ∪ X(n − 4). If i = n − 4, we get N i−1 ∪ {n − 3} is a non trivial interval of G − {i, j}. If i = n − 4, we distinguish the following cases.
-n − 1 ∈ X and n / ∈ X(n − 4). Clearly, N i−1 ∪ {n − 3} is a non trivial interval of G − {i, j}.
-n ∈ X(n − 4). If n − 1. . . . n − 2, then N n \ {i, j, n − 2} would be a non trivial interval of G − {i, j}. If n − 1 n − 2 and n − 1 ∈ X − , then we have to distinguish the following three cases according to j. * j = n. We verify that N n \ {i, j, n − 3} would be a non trivial interval of G − {i, j}.
* j = n − 1. If n. . . . n − 2, then N n \ {i, j, n − 2} would be a non trivial interval of G − {i, j}. If n n − 2, then {n − 3, n − 2} a non trivial interval of G − {i, j}. * j = n − 2. We have either {n − 3, n − 1} or N n \ {i, j, n − 1} is a non trivial interval of G − {i, j}.
If n − 1 n − 2 and n − 1 ∈ X(n − 4), then we have to examine the following three cases according to j. * j = n. We verify that {n − 3, n − 2} would be a non trivial interval of G − {i, j}. * j = n−1. It is clear that N n \{i, j, n−2} would be a non trivial interval of G−{i, j}.
* j = n − 2. We get {n, n − 1} is a non trivial interval of G − {i, j}.
• 2 ≤ i ≤ n − 4 and n − 1 ∈ X(1) ∪ X(2). If i = 2 then (N i−1 ∪ {n − 3, n − 2, n − 1, n}) \ {j} would be a non trivial interval of G − {i, j}. If i = 2, we have to distinguish the following three cases according to X(2).
-X(2) = ∅, we verify that {1, n − 3, n − 2, n − 1, n} \ {j} is a non trivial interval of G − {i, j}.
-| X(2) |= 1. If n ∈ X − (n−3), then {1, n−2} would be a non trivial interval of G−{i, j} if j = n. Moreover, {1, n − 3} would be a non trivial interval of G − {i, j} if j = n − 1. Finally, {n, n − 3} is a non trivial interval of G − {i, j} if j = n − 2.
If n ∈ X(2) and n n − 1 (resp. n. . . . n − 1), then {1, n − 3, n − 2, n − 1}) would be a non trivial interval of G − {i, j} if j = n. Moreover, {1, n − 2} would be a non trivial interval of G − {i, j} if j = n − 1. Finally, {1, n − 1} (resp. {n − 1, n − 3}) would be a non trivial interval of G − {i, j} if j = n − 2.
-| X(2) |= 2. If n n − 2 (resp. n. . . . n − 2), then {1, n − 2} (resp. {n − 3, n − 2}) would be a non trivial interval of G − {i, j} if j = n − 1. Moreover, {1, n − 2} would be a non trivial interval of G − {i, j} if j = n. Finally, {n, n − 1} is a non trivial interval of G − {i, j} if j = n − 2.
It remains to verify that the graph G is indecomposable. Since we have either {n − 1, n − 2} ∈ E(G X ) or {n, n − 2} ∈ E(G X ), we prove by Theorem 2.1, that G is indecomposable. ✷ For the proof of this proposition, we need the next results.
Remark 4.8 For n ≥ 10 and 2 ≤ i ≤ n − 4, we introduce the set I N,i of non trivial intervals of Q n−3 − {i}. We have :
2. I N,3 = {{1, 2}, {1, 2, n − 3}}.
3. I N,4 = {{1, 3}, {1, 2, 3}, {1, 2, 3, n − 3}} for n ≥ 11 and I N,4 = {{1, 3}, {1, 2, 3}, {1, 2, 3, 7}, {1, 2, 3, 6, 7}} for n = 10.
4. I N,5 = {{1, 2, 3, 4}, {1, 2, 3, 4, n − 3} for n = 11 and I N,5 = {{1, 2, 3, 4}, {1, 2, 3, 4, 8}, {1, 2, 3, 4, 7, 8}} for n = 11.
5. I N,n−4 = {N n−5 }.
7. I N,n−6 = {N n−7 , N n−7 ∪ {n − 3}, N n−7 ∪ {n − 3, n − 4}} for n ≥ 11. 
, where either u ∈ {1, 2} and v = n − 3 or u = 2 and v = 1.
Proof . Assume that n − 1 . . . N n−3 (resp. n − 1 N n−3 ). As n − 1 is a critical vertex, then n − 2 / ∈ Ext(N n−3 ). Besides, n − 2 / ∈ N n−3 because G is indecomposable. Thus, n − 2 ∈ N n−3 (u) where u ∈ N n−3 and n − 2 n − 1 (resp. n − 1. . . . n − 2). Therefore, we distinguish the following cases.
First, assume that u = 1. We prove that G − {n − 5} is indecomposable which is impossible. In fact, set W = {1, . . . , n − 6} ∪ {n − 2, n − 1}. As G[{1, . . . , n − 6}] is indecomposable, Theorem 2.1 implies that G[W ] is indecomposable. Moreover, n − 3. . . . W, n − 4 / ∈ W (because n − 1. . . . n − 4 1) and n − 3 n − 4. So, G[W ∪ {n − 4, n − 3}] is indecomposable. Now, assume that u = n − 3. We prove that n − 2 . . . n − 3. Suppose that it is not so. Clearly, G[{3, . . . , n − 3}] is indecomposable, and using Theorem 2.1, G[{3, . . . , n − 1}] is indecomposable. Indeed, Set W = {3, . . . , n − 1}. It is easy to verify that 1 ∈ Ext(W ) so G − {2} is indecomposable; contradiction.
Finally, assume that u / ∈ {1, n − 3}. Clearly, G[N n−3 ∪ {n − 2} \ {u}] ≃ Q n−3 and it is indecomposable. Set Z = N n−2 \ {u}. As G − {u} is decomposable and 1 . . . . n − 1 n − 2, then n − 1 ∈ Z(v) where v ∈ Z. Moreover, v = n − 2 because otherwise {u, n − 1, n − 2} is a non trivial interval of G; contradiction. So, N G[Z∪{n−1}] (n− 1) = {n− 2} and N G[Z] (v) = {n− 2}. As, for each j ∈ N n−3 \ {n − 5, n − 3}, | N Qn−3 (j) |≥ 2, then v ∈ {n − 5, n − 3}. As more, n − 2 v, n − 2 ∈ N n−3 (u) then u v. Thus, u = n − 4 when v = n − 3 and u = n − 6 when v = n − 5. Suppose that u = n − 6, we get as seen above that G − {n − 5} is indecomposable; impossible.
In summary, u ∈ {n − 3, n − 4}. Besides, if u = n − 3, then n − 2 . . . n − 3.
First assume that u = 1. We prove that G − {n − 4} is indecomposable; impossible. Indeed, by Theorem 2.1, G[N n−5 ∪ {n − 2, n − 1}] is indecomposable. Now assume that u = n−3. Suppose that n−2 n−3. Necessarily, 1 / ∈ {3, . . . , n−1}(n−3) and we obtain , as previously, that G−{2} is indecomposable; contradiction. Thus, if u = n−3 then n − 2. . . . n − 3.
Finally, assume that u / ∈ {1, n − 3}. Clearly, G[N n−2 ] \ {u} ≃ Q n−3 and it is indecomposable. Set Z = N n−2 − {u}. As G[N n−1 ] − {u} is decomposable and n − 2. . . . n − 1 1, then n − 1 ∈ Z(v) where v ∈ Z. Moreover, v = n − 2 because G is indecomposable. Consequently, N G[Z∪{n−1}] (n − 1) = {n − 2} and N G[Z] (v) = {n − 2}. Since we have for each j ∈ N n−3 \ {n − 4}, | N Qn−3 (j) |≥ 2, then v = n − 4. As more, n − 2. . . . v, n − 2 ∈ N n−3 (u) then u. . . . v and u = n − 5. Suppose that u = n − 5, we prove in the same manner that G − {n − 4} is indecomposable which is impossible.
In summary, u = n − 3, and n − 2 . . . n − 3.
Notice that if v / ∈ {1, n − 3} (resp. u / ∈ {1, n − 3}), then by interchanging n − 2 with v (resp. n − 1 with u) and building on the preceding cases, we may assume that n − 1 ∈ (N n−2 \ {v})(w) (resp. n − 2 ∈ ((N n−3 \ {u}) ∪ {n − 1})(t)) where w ∈ N n−2 \ {u, v} (resp. t ∈ (N n−3 ∪ {n − 1}) \ {u, v}). So, {u, w} (resp. {v, t}) is an interval of Q n−3 − v (resp. Q n−3 − u. Then, using Remark 4.8, we can suppose that {u, v} ∩ {1, n − 3} = ∅.
Assume first that v = n−3. It results from what precedes and Remark 4.8, that u ∈ {1, 2}. At present, showing that n−3. . . . n−2. Suppose that it is not so. As n−1 n−2, n−2 ∈ N − n−5
and n−1 ∈ N n−5 (u), then Theorem 2.1 claims that G[N n−5 ∪{n−1, n−2}] is indecomposable. Set W = N n−5 ∪ {n − 1, n − 2}. We have n − 3 / ∈ W (because n − 1. . . . n − 3 n − 2) and for x ∈ W, n − 3 / ∈ W (x), that means n − 3 ∈ Ext(W ). So, G − {n − 4} is indecomposable; impossible. Hence, u ∈ {1, 2}, v = n − 3 and n − 2. . . . n − 3.
Notice that by Remark 4.8, if v = 1, then u ∈ {n − 3, 2, 3, 4}. Suppose that u ∈ {3, 4}. Necessarily, 1 n − 2. Otherwise, we verify that G − {3} is indecomposable; contradiction. But, 1 n − 2 gives that G − {2} is indecomposable which is also impossible. So, u ∈ {n − 3, 2}. -If u = 2, then we prove that 1. . . . n − 2. Otherwise, we verify that G[{3, . . . , n − 3} ∪ {1, n − 1}] is indecomposable (1 ∈ {3, . . . , n − 3}(n − 3), n − 1 / ∈ {3, . . . , n − 3}(n − 3) and n − 3. . . . n − 1 1). Consequently, we get n − 2 ∈ Ext({3, . . . , n − 3} ∪ {1, n − 1}), that means, G − {2} is indecomposable; contradiction.
-If u = n − 3, we may return to the previous case where u = 1 and v = n − 3.
Hence, u = 2, v = 1 and n − 2. . . . 1.
✷
Proof of Proposition 4.7. Let G be a graph defined on N n where n ≥ 10. Assume that I(G) is {1, n− 3}-covered and G[N n−3 ] = Q n−3 . Notice that for z = t ∈ {n− 2, n− 1, n}, if G[N n−3 ∪{z, t}] is indecomposable, then for each vertex i ∈ (N n−3 ∪ {z, t}) \ {1, n − 3}, i is a critical vertex of G[N n−3 ∪ {z, t}]. Even more notice that from Corollary 2.2, there is x = y ∈ {n − 2, n − 1, n} such that G[N n−3 ∪ {x, y}] is indecomposable. Without loss of generality, we may assume that {x, y} = {n − 1, n − 2}. Using Lemma 4.9, we have to distinguish the three following cases.
• Case 1: n − 1. . . . N n−3 and n − 2 ∈ N n−3 (u) where u ∈ N n−3 . In this case, n − 1 n − 2. By Lemma 4.9, we have u ∈ {n − 3, n − 4}. Moreover, if n − 2. . . . n − 3 then u = n − 3. As G − {n − 2, n − 1} is decomposable, we examine the next cases.
-If n ∈ N n−3 . Assume that n . . . . N n−3 . As {n, n−1} is not an interval of G, n. . . . n−2.
Moreover, since N n−1 is not an interval of G, then n n − 1. If u = n − 3 (resp. u = n − 4), G ∈ G ′ (resp. G is isomorphic to one of the elements of G ′ by permuting the vertices n − 2 and n − 4). Assume now that n N n−3 . As N n−1 is not an interval of G, then n. . . . n − 1 or n. . . . n − 2. If u = n − 3, then G ∈ G ′ . If u = n − 4, we verify that n n − 2 (because n. . . . n − 2 implies that G − {n − 4, n − 1} is indecomposable). Besides, as G is indecomposable, then n. . . . n − 1 and by permuting n − 2 and n − 4, we get that G is isomorphic to one of the elements of G ′ .
-n ∈ N n−3 (v) where v ∈ N n−3 . First, assume that n n − 1. So, G[N n−3 ∪ {n − 1, n}] is indecomposable, that is, G − {n − 2} is indecomposable. By exchanging n − 2 and n, and applying Lemma 4.9, we obtain either v = n − 4 or v = n − 3 and n − 3. . . . n.
. . . n, so {n, n − 2} is an interval of G; impossible. * If u = n−4. If v = n−4, we may assume that n. . . . n−4 n−2 (because {n, n−2} is not an interval of G), and by permuting n − 2 and n − 4, G is isomorphic to one of the elements of G ′ . If v = n − 3 and n − 3. . . . n, then G is isomorphic to one of the elements of G ′ .
Then, assume that n . . . n − 1. We prove that v ∈ {n − 3, n − 4}. Indeed, we have to distinguish the two cases. ⊲ u = n − 3 and n − 2. . . . n − 3. Suppose that v / ∈ {n − 3, n − 4}. As {n, v} is not an interval of G, then n n − 2. If v = n − 5, we prove that G − {n − 5, n − 1} is indecomposable. If v < n − 5, we prove that G − {n − 5, n − 6} is indecomposable.
⊲ u = n − 4. If v = n − 5 (resp. v < n − 5), then n n − 2 (resp. n. . . . n − 2) because {n, v} is not an interval of G. In this case,we get G − {n − 4, n − 1} is indecomposable; impossible.
Hence, v ∈ {n − 3, n − 4}. * If u = n − 3. If v = n − 4, then n − 2. . . . n (otherwise {n, n − 4} is an interval of G; impossible), and G ∈ G ′ . If v = n − 3, then n − 2 n (otherwise {n, n − 3} is an interval of G; impossible). Besides, we prove that n − 3. . . . n (otherwise G − {2, 3} is indecomposable; contradiction). So, G ∈ G ′ . * If u = n − 4. If v = n − 4, we can assume that n. . . . n − 2 n − 4 (because {n, n − 4} is not an interval of G). By permuting n − 2 and n − 4, G is isomorphic to one of the elements of G ′ . If v = n − 3, then n − 2. . . . n (otherwise {n, n − 3} is an interval of G;impossible). Besides, by Lemma 4.9, n − 3. . . . n. Clearly, G is isomorphic to one of the elements of G ′ .
• Case 2: n − 1 N n−3 and n − 2 ∈ N n−3 (u) where u ∈ N n−3 . Lemma 4.9 implies that u = n − 3 where n − 2. . . . n − 3. As G − {n − 2, n − 1} is decomposable, we examine the following cases.
-If n ∈ N n−3 . Assume that n N n−3 . As {n, n−1} is not an interval of G, n n−2. Moreover, since N n−1 is not an interval of G, then n. . . . n − 1 and G ∈ G ′ . Assume now that n. . . . N n−3 . Necessarily, n n − 1 or n − 2 n. In both cases, G is isomorphic to one of the elements of G ′ .
-n ∈ N n−3 (v) where v ∈ N n−3 . First, we prove that n n − 1. Suppose that it is not so. We have G[N n−3 ∪ {n − 1, n}] is indecomposable and using Lemma 4.9, we obtain that v = n − 3 and n − 3. . . . n. Hence, {n, n − 2} is an interval of G which is impossible. Then, we show that v ∈ {n − 4, n − 3}. Suppose that v ≤ n − 5, we verify that G − {n − 4, n − 5} is indecomposable. In fact, as {n, v} is not an interval of G, n n − 2. Besides, n − 2 ∈ N − n−6 , n / ∈ N n−6 and n n − 2. So, G[W ] is indecomposable where W = N n−6 ∪ {n − 2, n}. Since n − 3 ∈ W − , n − 1 / ∈ W and n − 3 n − 1, then G[W ∪ {n − 3, n − 1}] is indecomposable. Therefore, we examine the two following cases: * If v = n− 4, then n. . . . n− 2 (because {n, n− 4} is not an interval of G), and G ∈ G ′ . * If v = n − 3, then n − 2 n (otherwise {n, n − 3} is an interval of G; impossible). Besides, we prove that n − 3. . . . n (otherwise G − {2, 3} is indecomposable; contradiction). Thus, G ∈ G ′ .
• Case 3: {n − 1, n − 2} ∩ N n−3 = ∅. In this case, n − 1 ∈ N n−3 (u) and n − 2 ∈ N n−3 (v) where u = v ∈ N n−3 . By Lemma 4.9, we have either u ∈ {1, 2} and v = n − 3 with n − 3. . . . n − 2, or u = 2 and v = 1 with 1. . . . n − 2. Moreover, if n ∈ N n−3 , then either G − {n − 1} or G − {n − 2} is indecomposable, which refers to one of the first two cases. Thus, we can assume that n ∈ N n−3 (γ) where γ ∈ N n−3 .
-v = n − 3 and u = 1. First, assume that γ / ∈ {u, v}. As {n, γ} is not an interval of G, then either G[N n−3 ∪ {n, n − 2}] or G[N n−3 ∪ {n, n − 1}] is indecomposable. Using Lemma 4.9, we may assume that γ = 2. In the first case, n − 2 {n − 1, n}. If n n − 1, G ∈ G ′ . If n. . . . n − 1, we prove that 1. . . . n − 1. Suppose that it is not so, it is easy to verify that G − {2, n − 2} is indecomposable; impossible. In this case, n − 1. . . . {1, n} and G ∈ G ′ . In the second case, we may assume that n. . . . n − 1 and n. . . . n− 2. In the same manner, as G− {2, n− 2} is decomposable, we obtain 1. . . . n− 1. By permuting n and 2, G is isomorphic to one of the elements of G ′ .
Presently, assume that γ = v = n − 3. As {n − 2, n} is not an interval of G, we have either n. . . . n − 1 or n n − 3. In the first case, n − 2 n (because {n − 3, n} is not an interval of G). Besides, as G − {n − 4, n − 5} is decomposable, n. . . . n − 3 and G ∈ G ′ . In the second case, we can suppose that n n − 1 and we verify that G − {n − 4, n − 2} is indecomposable; impossible. Now, assume that γ = u = 1. As {n − 1, n} is not an interval of G, we have either n. . . . n − 2 or 1 ∼ {n − 1, n} . In the first case, as {1, n} is not an interval of G, then by interchanging 1 with n, we may assume that n. . . . n − 1 1, and G ∈ G ′ . In the second case, we may assume that n − 2 n, n. . . . 1 n − 1 and G ∈ G ′ .
-v = n − 3 and u = 2. First assume that γ = {u, v}. As {n, γ} is not an interval of G then either G[N n−3 ∪ {n, n − 2}] or G[N n−3 ∪ {n, n − 1}] is indecomposable, and as previously seen, we may assume that γ = 1. In the first case, n n − 2. As seen above, we have either n n − 1 and G is isomorphic to one of the elements of G ′ , or n. . . . {1, n − 1} and G is isomorphic to one of the elements of G ′ . In the second case, we have n. . . . n − 1 and we can assume that n. . . . n − 2. Besides, as G − {2, n − 2} is decomposable, we have 1. . . . n. So, n. . . . {1, n − 1, n − 2} and G is isomorphic to one of the elements of G ′ .
Presently, assume that γ = n − 3. Since {n − 3, n} is not an interval of G, we have either n n − 1 or n n − 2. In the first case, G − {n − 4, n − 2} is decomposable implies that n. . . . n − 3 and {n, n − 2} is an interval of G; contradiction. Assume now that n − 1. . . . n and n n − 2. As G − {n − 4, n − 5} is decomposable, then n − 3. . . . n, and G ∈ G ′ .
Consider the case where γ = 2. If n n − 2, then as {n − 1, n} is not an interval of G, we may assume that n. . . . 2 n − 1. So, G ∈ G ′ . If n − 2 . . . n, by exchanging 2 and n, we may assume that n. . . . n − 1 2 (because {2, n} is not an interval of G) and G ∈ G ′ .
-v = 1 and u = 2. In this case,
, 2 ∈ Y (n − 1) and n − 2 2. Then, by interchanging n − 1 with 2, we may then return to the previous case where v = n − 3 and u = 2. 
The class P −5
We describe the class P −5 by the following proposition. Proposition 4.10 Up to isomorphism, the elements of P −5 are the graphs G defined on N n where n ≥ 14, such that empty (resp. complete) and the graph G X is isomorphic to the bipartite graph P 5 , with the bipartition {X − , X − (1)} or {X − , X + (1)}.
Proof .
Consider a graph G = (V, E) satisfying the hypotheses of Proposition 4.10. Assume, for instance, that the graph G X = ({n − 4, n − 3, n − 2, n − 1, n}, E X ) where either E X = {{n − 3, n − 4}, {n − 4, n − 1}, {n − 1, n − 2}, {n − 2, n}} when X(1) = {n − 3, n − 1, n} or E X = {{n − 4, n − 3}, {n − 3, n − 2}, {n − 2, n − 1}, {n − 1, n}} when X(1) = {n − 3, n − 1}.
We verify that
Clearly, there is k ∈ {i, j} such that G X − k is isomorphic to P 4 . Thus, by Theorem 3.3, G − k is critical according to G[X] and then, G − {i, j} is decomposable. It remains to prove that the graph G is indecomposable. Since
] is indecomposable, and using Theorem 2.1, it is easy to show that n ∈ Ext(N n−1 ).
Conversely, let G be a graph defined on N n where n ≥ 14. Assume that I(G) is {1, n − 5}-covered and G[N n−5 ] = P n−5 . Set X = N n−5 . Observe that from Corollary 2.2, there are x = y ∈ {n−4, n−3, n−2, n−1, n} such that G[X ∪{x, y}] is indecomposable. We may assume that x = n−4 and y = n − 3. Similarly, observe that there are z = t ∈ {n − 2, n − 1, n} such that G[N n−3 ∪ {z, t}] is indecomposable. Assume, for instance, that z = n − 2 and t = n − 1. Thus, G[N n−1 ] is indecomposable. Set H = G[N n−1 ]. Since the graph I(G) is {1, n − 5}-covered, then for each i ∈ N n−1 \ {1, n − 5}, i is a critical vertex of H. Thus, H is critical according to G[X]. Consider the graph H X defined on {n−4, n−3, n−2, n−1}. Corollary 3.4 claims that H X has no isolated vertex. Moreover, we have either H X is connected and by Theorem 3.3, H X ≃ P 4 or H X has two connected components and each of them is isomorphic to P 2 . Without loss of generality, we may assume that either E(H X ) = {{n−2, n−1}, {n−1, n−4}, {n−4, n−3}} or E(H X ) = {{n−2, n−1}, {n−4, n−3}}. In particular, H[X ∪ {n − 4, n − 3}] and H[X ∪ {n − 2, n − 1}] are indecomposable. Notice that if {α, β} ∈ E(H X ), then for each vertex i ∈ (X ∪ {α, β}) \ {1, n − 5}, i is a critical vertex of H[X ∪ {α, β}]. Otherwise, there exists a non critical vertex i ∈ (X ∪ {α, β}) \ {1, n − 5} of
is indecomposable and | V \ Z |= 4. It follows from Corollary 2.2 that there is {γ, δ} ⊆ V \ Z such that G − {γ, δ} is indecomposable which contradicts the fact that {γ, δ} ∩ {1, n − 5} = ∅. Consequently, we may assume using Lemma 4.5, that α ∈ X − and β ∈ X(µ) where µ ∈ {1, 2}. Indeed, if α ∈ X − and β ∈ X(n − 6) ∪ X(n − 5), then by considering the bijection f defined on N n−5 ∪ {α, β} by: for each i ∈ N n−5 , f (i) = n − i − 4, f (α) = α and f (β) = β, we can assume that α ∈ X − and β ∈ X(µ) where µ ∈ {1, 2}. If α ∈ X(1) and β ∈ X(2), it suffices to permute the vertices β and 2. Finally, if α ∈ X(n − 6) and β ∈ X(n − 5), we may easily return to the first case by permuting the vertices n − 6 and α. Now, we pose Y = X ∪ {n − 4, n − 3} and we distinguish the following cases according to E(H X ).
• Case 1: E(H X ) = {{n − 2, n − 1}, {n − 1, n − 4}, {n − 4, n − 3}}. We may assume, up to isomorphism, that n − 2 ∈ X − and n − 1 ∈ X(µ) where µ ∈ {1, 2}. By Theorem 3.3, we have to examine the two cases.
. By Theorem 3.3, n − 2. . . . {n − 4, n−3}. Clearly, as G−{n−2, n−1} is decomposable, then n / ∈ Ext(Y ). We distinguish the two following cases according to n. ֒→ n ∈ Y . If n. . . . Y . Since n − 1 n − 2. . . . Y and {n, n − 2} is not an interval of G, then n. . . . n − 1. Moreover, N n−1 is not an interval of G, then n n − 2, so that G − {n − 3, n − 4} is indecomposable and I(G) would not be {1, n − 5}-covered. If n Y , then either n. . . . n − 2 or n. . . . n − 1 and we verify that G − {n − 3, n − 4} is indecomposable. ֒→ n ∈ Y (u) where u ∈ Y . Since {n, u} is not an interval of G, we have either n − 2 ∼ {n, u} or n − 1 ∼ {n, u}. * u ∈ X. If n − 2 ∼ {n, u}, then n − 2 n. Moreover, as G − {n − 3, n − 4} is decomposable, we get u = 1. In this case, we verify that 1 ∼ {n, n − 1} (because G − {n − 3, n − 4} is decomposable) and n − 1 ∼ {1, n} (because G − {n − 3, n − 2} is decomposable). Thus, G is one of the graphs defined in Proposition 4.10. If n − 1 ∼ {n, u}, we may assume that n − 2 ∼ {n, u}, which means n − 2. . . . n. Similarly, we prove that G − {n − 3, n − 4} is indecomposable. * u = n − 4. We have n n − 3.
n, then we prove that G − {n − 1, n − 4} is indecomposable. If n − 1 ∼ {n, n − 4}, that is n. . . . n − 1 and we can assume that n. . . . n − 2. As G − {n − 3, n − 2} is decomposable, we verify that n. . . . n − 4 and so G is isomorphic to one of the graphs defined in Proposition 4.10. * u = n − 3. We have n − 4 n and 1 ∼ {n − 3, n}. If n − 2 ∼ {n, n − 3}, that is n n − 2. Suppose that n − 3 ∼ {n, n − 1}, then {n − 1, n} is a non-trivial interval of G. Besides, suppose that n − 3 ∼ {n, n − 1}, we prove that G − {n − 1, n − 4} is indecomposable. If n − 1 ∼ {n, n − 3}, then we prove that G − {n − 3, n − 4} is indecomposable.
We proceed in the same way as previously seen if n ∈ Y . If n ∈ Y (u), u ∈ Y , we have to examine the following cases. * u ∈ X. If n − 2 ∼ {n, u} and u = 2 (resp. u = 2), then we prove that G − {n − 3, n − 4} is indecomposable (resp. G − {2, n − 1} is indecomposable). If n − 1 ∼ {n, u}, we may assume that n − 2. . . . n and G − {n − 3, n − 4} would be indecomposable. * u = n − 4. If n − 2 ∼ {n, n − 4}, then n − 2 n and G − {n − 1, n − 4} is indecomposable. If n − 1 ∼ {n, n − 4}, we may assume that n − 2. . . . n and we verify that G − {2, n − 4} is indecomposable. * u = n−3. If n−2 ∼ {n, n−3}, then necessarily n−3 ∼ {n, n−1}. Otherwise, {n−1, n} would be a non-trivial interval of G. In this case, we prove that G − {n − 1, n − 4} is indecomposable. If n − 1 ∼ {n, n − 3}, then we prove that G − {n − 3, n − 4} is indecomposable.
• Case 2: E(H X ) = {{n − 2, n − 1}, {n − 4, n − 3}}. We can assume that n − 2 ∈ X − and n − 1 ∈ X(µ) where µ ∈ {1, 2}. We shall examine the following cases.
Case 2.1 : n − 4 ∈ X − , n − 3 ∈ X(ν) where ν ∈ {1, 2, n − 6, n − 5}.
-If µ = ν = 1, then {n − 2, n − 4} ⊆ X − and {n − 1, n − 3} ⊆ X(1). As seen in Case 1, n ∈ Y (u) where u ∈ Y and we have to distinguish the following cases. * If u ∈ X and n − 2 ∼ {n, u}, we prove that G − {n − 3, n − 4} is indecomposable if u = 1 or u = 1 and 1 ∼ {n, n − 1}. Therefore, u = 1 and 1 ∼ {n, n − 1}, that means {n − 1, n} would be a non-trivial interval of G. If u ∈ X and n − 1 ∼ {n, u}, then we prove that G − {n − 3, n − 4} is indecomposable. * u = n − 4. If n − 2 ∼ {n, n − 4}, then n − 2 n and G − {n − 1, n − 4} would be indecomposable. If n − 1 ∼ {n, n − 4}, then n − 1 n and we can assume that n − 2. . . . n. Suppose that n n − 4, we prove that G − {n − 2, n − 3} is indecomposable. Hence, n. . . . n−4 and G is isomorphic to one of the graphs defined in Proposition 4.10. * u = n − 3. We have 1 ∼ {n, n − 3}. If n − 2 ∼ {n, n − 3}, then n − 2 n. Suppose that n ∼ {1, n − 3}, we verify that G − {n − 1, n − 4} is indecomposable. Moreover, as G − {n − 3, n − 2} is decomposable, then n ∼ {1, n − 1}. Clearly, G is isomorphic to one of the graphs defined in Proposition 4.10. If n − 1 ∼ {n, n − 3}, then we prove that G − {n − 3, n − 4} is indecomposable.
-If µ = ν = 2, then we demonstrate easily that 2 is a non-critical vertex of H which contradicts the fact that I(G) is {1, n − 5}-covered.
-If µ = 1 and ν = 2, then {n − 2, n − 4} ⊆ X − , n − 3 ∈ X(2) and n − 1 ∈ X(1). Since 2 is a critical vertex of H, then necessarily, n − 1 ∈ X − (1). Similarly, we have n ∈ Y (u) where u ∈ Y and we distinguish the following cases. * If u ∈ X and n − 2 ∼ {n, u}, we prove that G − {n − 3, n − 4} is indecomposable if u = 1 or u = 1 and 1 n. Therefore, u = 1 and 1. . . . n, that means {n − 1, n} would be a non-trivial interval of G. If u ∈ X and n − 1 ∼ {n, u}, then we may assume that n − 2. . . . n and we prove that G − {n − 3, n − 4} is indecomposable. * u = n − 4. If n − 2 ∼ {n, n − 4}, then we prove that G − {n − 1, n − 4} is indecomposable. If n−1 ∼ {n, n−4}, then we prove that G−{n−2, n−4} is indecomposable. * u = n − 3. We have either n n − 2 or n. . . . n − 1. In both cases, we obtain that G − {n − 3, n − 4} is indecomposable.
-If µ = 1 and ν = n − 5 (resp. µ = 2 and ν ∈ {n − 6, n − 5}), then we have {n − 2, n − 4} ⊆ X − , n − 3 ∈ X(ν) and n − 1 ∈ X(µ). Similarly, n ∈ Y (u), u ∈ Y and we distinguish the following cases. * u ∈ X \{1} (resp. u ∈ X \{2}), we verify that G−{n−3, n−4} is indecomposable. * u = 1 (resp. u = 2). If n − 2 ∼ {n, u}, then n − 2 n and as G − {n − 3, n − 4} is decomposable, we get u ∼ {n − 1, n}. Therefore, {n, n − 1} would be a non-trivial interval of G. If n − 1 ∼ {n, u}, we can assume that n. . . . n − 2 and then, G − {n − 3, n − 4} would be indecomposable.
The class Q −5
The next proposition describes the class Q −5 . 
is empty (resp. complete) and the graph G X is isomorphic to the bipartite graph P 5 , with the bipartition {X − (n − 5), Z} where Z ∈ {X − , X + , X − (1), X + (1)}.
Proof .
Consider a graph G = (V, E) satisfying the hypotheses of Proposition 4.11. Assume, for instance, that the graph G X = ({n − 4, n − 3, n − 2, n − 1, n}, E X ) where either
We verify that I(G) is {1, n − 5}-covered. Indeed, given i < j ∈ N n \ {1, n − 5}, we prove that G − {i, j} is decomposable. If 3 ≤ j ≤ n − 6 and X = ∅, then N i−1 ∪ {n − 5} is a non trivial interval of G − {i, j}. If 3 ≤ j ≤ n − 7 (resp. j = n − 6) and X = ∅, then (N j−1 ∪ {n − 5, n − 4, n − 3, n − 2, n − 1, n}) \ {i} (resp. N n \ {i, j, n − 5}) would be a non trivial interval of G − {i, j}. It is obviously the case if j ≥ n − 4 and i ≥ n − 4. If j ≥ n − 4 and 2 ≤ i ≤ n − 6, we have to examine the two following cases.
• If X = ∅, then N i−1 ∪ {n − 5} is a non trivial interval of G − {i, j}.
• If X = ∅ and i = 2 then
Now, we show that G is an indecomposable graph. As previously seen, we get by Theorem 3.3 that G[N n−1 ] is indecomposable and we verify using Theorem 2.1, that n ∈ Ext(N n−1 ).
Conversely, let G be a graph defined on N n where n ≥ 12. Assume that I(G) is {1, n−5}-covered and G[N n−5 ] = Q n−5 . We pose X = N n−5 . As previously seen, notice that from Corollary 2.2, there are x = y ∈ {n − 4, n − 3, n − 2, n − 1, n} such that G[X ∪ {x, y}] is indecomposable. We may assume that x = n − 4 and y = n − 3. Similarly, notice that there are z = t ∈ {n − 2, n − 1, n} such that G[N n−3 ∪ {z, t}] is indecomposable. Assume, for instance, that z = n − 2 and t = n − 1. Thus, G[N n−1 ] is indecomposable. We pose H = G[N n−1 ]. Since the graph I(G) is {1, n − 5}-covered, then for each i ∈ N n−1 \ {1, n − 5}, i is a critical vertex of H. So, H is critical according to G [X] . Now, consider the graph H X defined on {n − 4, n − 3, n − 2, n − 1}. Corollary 3.4 claims that H X has no isolated vertex. Moreover, we have either H X is connected and by Theorem 3.3, H X ≃ P 4 or H X has two connected component and each of them is isomorphic to P 2 . Without loss of generality, we may assume that either E(
Similarly to the proof of Proposition 4.10, we apply successively Lemma 4.9 to both of the graphs W 1 and W 2 . We pose Y = X ∪ {n − 4, n − 3} and we distinguish the following cases according to E(H X ).
• Case 1: E(H X ) = {{n − 2, n − 1}, {n − 1, n − 4}, {n − 4, n − 3}}. Using Theorem 3.3 and Lemma 4.9, and up to isomorphism, we may examine the three cases.
Case 1.1 : n − 1 ∈ X(µ) where µ ∈ {1, 2} and n − 2 ∈ X − (n − 5).
-If µ = 1, then {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X(1) and by Theorem 3.3, G[{n − 1, n − 3, 1}] is empty or complete. Clearly, as G − {n − 2, n − 1} is decomposable, then n / ∈ Ext(Y ). We shall examine the two following cases according to n. ֒→ n ∈ Y . We simply verify that G − {n − 3, n − 4} is indecomposable; contradiction.
֒→ n ∈ Y (u) where u ∈ Y . Notice that since {n, u} is not an interval of G, we have either n − 2 ∼ {n, u} or n − 1 ∼ {n, u}. We distinguish the following cases. u = n − 5. If n − 1 ∼ {n − 5, n}, then G − {n − 3, n − 4} is decomposable gives that n. . . . n − 5. Consequently, {n, n − 2} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 5, n}, then n n − 2 and we may assume that n. . . . n − 1. We demonstrate that G − {n − 3, n − 4} is indecomposable; contradiction. u = 1. If n − 1 ∼ {1, n}, necessarily n n − 2 and 1 ∼ {n − 1, n} (otherwise G − {n − 3, n − 4} is indecomposable; contradiction). But in this case, G − {n − 3, n − 2} is indecomposable; impossible. If n − 2 ∼ {1, n}, then n n−2 and we can assume that n−1 ∼ {1, n}. Moreover, as G−{n−3, n−4} is decomposable, then 1 ∼ {n − 1, n}. Thus, G is one of the graphs defined in Proposition 4.11.
u ∈ X \{1, n−5}. Clearly, G−{n−3, n−4} is indecomposable; contradiction. u = n−3. If n−1 ∼ {n−3, n}, then n−1 ∼ {n, 1}. Besides, G−{n−3, n−4} is decomposable gives that n n − 2 and G − {n − 1, n − 4} is decomposable implies that n ∼ {n − 3, 1}. So, n − 3 ∼ {n, n − 1} and {n, n − 1} is a non trivial interval of G; contradiction. If n − 2 ∼ {n − 3, n}, then , n n − 2 and we can assume that n − 1 ∼ {n, n − 3}. We get as previously, n − 3 ∼ {n, n − 1} and thus, {n, n − 1} is a non trivial interval of G which is impossible. u = n − 4. If n − 1 ∼ {n − 4, n}, then n − 1. . . . n. As G − {n − 1, n − 4} is decomposable, we have n. . . . n − 2. Besides, G − {n − 2, n − 3} is decomposable implies that n. . . . n − 4. Hence, n. . . . {n − 2, n − 4} and G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, then n n − 2 and we may assume that n − 1 ∼ {n − 4, n}. We obtain that G − {n − 1, n − 4} is indecomposable; contradiction.
-If µ = 2, then {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X(2) and by Theorem 3.3, G[{n − 1, n − 3, 2}] is empty or complete. Similarly, we examine the two following cases according to n. ֒→ n ∈ Y . We verify that G − {n − 3, n − 4} is indecomposable; contradiction. ֒→ n ∈ Y (u) where u ∈ Y . We distinguish the following cases. u = 2. If n − 1 ∼ {2, n}, then G − {n − 3, n − 2} is indecomposable; contradiction. If n − 2 ∼ {2, n}, then n n − 2 and n − 1 ∼ {2, n}. Moreover, as G − {n − 3, n − 4} is decomposable, then 2 ∼ {n − 1, n}. But, in this case, we prove that G − {2, n − 1} is indecomposable; impossible. u = n − 5. If n − 1 ∼ {n − 5, n}, then n − 1 n. As G − {n − 3, n − 4} is decomposable, n. . . . n − 5. But, in this case, {n, n − 2} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 5, n}, we prove that G − {n − 3, n − 4} is indecomposable; contradiction.
u ∈ X \ {2, n − 5}. It is clear that G − {n − 3, n − 4} is indecomposable which is impossible. u = n − 3. If n − 1 ∼ {n − 3, n}, then as G − {n − 3, n − 4} is decomposable, we get n n − 2. Besides, as G − {n − 1, n − 4} is decomposable, then n − 3 ∼ {n, n − 1} and so {n, n − 1} is a non trivial interval of G; contradiction. If n − 2 ∼ {n − 3, n}, then n n − 2 and as previously seen, we verify that {n, n − 1} is an interval of G; impossible. u = n − 4. If n − 1 ∼ {n − 4, n}, then n. . . . n − 1. As G − {n − 3, n − 2} is decomposable, we have n. . . . n − 4. In this case, we prove that G − {2, n − 2} is indecomposable; contradiction. If n − 2 ∼ {n − 4, n}, then n n − 2. In this case, we prove that G − {n − 1, n − 4} is indecomposable which is impossible.
, we get {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X + . As previously seen, we have to distinguish the following cases.
֒→ If n. . . . Y . It is easy to verify that G−{n−3, n−4} is indecomposable; contradiction. If n Y and n n − 1, then n. . . . n − 2. So, G is isomorphic to one of the graphs defined in Proposition 4.11. If n Y and n. . . . n − 1, it suffices to prove that G − {n − 3, n − 2} is indecomposable; contradiction. ֒→ n ∈ Y (u), u ∈ Y . We distinguish the following cases.
u ∈ X. We demonstrate that G − {n − 3, n − 4} is indecomposable; impossible. u = n − 3. If n − 1 ∼ {n − 3, n}, then n. . . . n − 1. As G − {n − 3, n − 4} is decomposable, then n. . . . n − 2. Besides, G − {n − 4, n − 1} is decomposable implies that n n−3. But in this case, {n, n−1} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 3, n}, then , n − 2. . . . n and we may assume that n n − 1. Since G − {n − 1, n − 4} is decomposable, then n n − 3 and so {n, n − 1} is an interval of G; impossible. u = n − 4. If n − 1 ∼ {n − 4, n}, then as G − {n − 1, n − 4} and G − {n − 2, n − 3} are decomposable, we have n. . . . {n − 2, n − 4}. Therefore, G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, then n n − 2 and we obtain that G − {n − 1, n − 4} is indecomposable which is impossible.
where µ ∈ {n − 6, n − 5}.
-If µ = n − 6, then {n − 2, n − 4} ⊆ X(n − 6) and {n − 1, n − 3} ⊆ X − . Similarly, we shall examine the two following cases. ֒→ n ∈ Y . If n Y , we prove that G − {n − 3, n − 4} is indecomposable; contradiction. If n. . . . Y , then as G − {n − 3, n − 4} is decomposable we obtain that n n − 2. Moreover, we show that G − {n − 2, n − 3} is indecomposable if n n − 1 and G − {n − 6, n − 1} is indecomposable if n. . . . n − 1 which is impossible. ֒→ n ∈ Y (u) where u ∈ Y . We distinguish the following cases. u = n − 5. We have either n − 1 n or n − 2. . . . n. In both cases, we prove that G − {n − 4, n − 3} is indecomposable; impossible. u = n − 6. If n − 1 ∼ {n − 6, n}, then as G − {n − 3, n − 2} is decomposable, n − 6 ∼ {n, n − 4} that is, n − 6 ∼ {n, n − 2}. It follows that {n, n − 2} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 6, n}, then we can assume that n−1. . . . n which implies that G−{n−4, n−3} is indecomposable; contradiction.
u ∈ X \ {n − 5, n − 6}. We verify that G − {n − 4, n − 3} is indecomposable which is impossible. u = n − 3. If n − 1 ∼ {n − 3, n}, then n n − 1. Since G − {n − 3, n − 4} is decomposable, n − 2 n. Moreover, G − {n − 1, n − 4} is decomposable implies n − 3. . . . n. Consequently, {n, n − 1} would be a non trivial interval of G; contradiction. If n − 2 ∼ {n − 3, n}, then n n − 2 and we verify in the same way, that {n, n − 1} is a non trivial interval of G; contradiction. u = n − 4. If n − 1 ∼ {n − 4, n}, then n − 1. . . . n and G − {n − 4, n − 6} is indecomposable; impossible. If n − 2 ∼ {n − 4, n}, then G − {n − 4, n − 1} is indecomposable; contradiction.
-If µ = n − 5, then {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X − . We distinguish the two cases. ֒→ n ∈ Y . If n. . . . Y and n. . . . n − 1 (resp. n n − 1), then n n − 2 and G is one of the graphs defined in Proposition 4.11 (resp. we prove that G − {n − 3, n − 2} is indecomposable which is impossible). If n Y , we verify that G − {n − 3, n − 4} is indecomposable; contradiction. ֒→ n ∈ Y (u). Let us distinguish the following cases.
u ∈ X \ {n− 5}. It is easy to verify that G− {n− 3, n− 4} is indecomposable; impossible. u = n − 5. If n − 1 ∼ {n − 5, n}, then n. . . . n − 5 (because G − {n − 3, n − 4} is decomposable). We prove that {n, n − 2} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 5, n}, then G − {n − 3, n − 4} is indecomposable; impossible. u = n − 3. If n − 1 ∼ {n − 3, n}, then n n − 1. As G − {n − 3, n − 4} is decomposable, then n n − 2. Besides, G − {n − 4, n − 1} is decomposable implies that n. . . . n− 3. But in this case, {n, n− 1} is a non trivial interval of G; contradiction. If n − 2 ∼ {n − 3, n}, then n n − 2 and we may assume that n. . . . n − 1. As G − {n − 1, n − 4} is decomposable, then necessarily n. . . . n − 3 and {n, n − 1} is a non trivial interval of G; impossible. u = n − 4. If n − 1 ∼ {n − 4, n}, then n. . . . n − 1. As G − {n − 4, n − 1} is decomposable, then n. . . . n − 2. Besides, G − {n − 3, n − 2} is decomposable implies that n. . . . n−4. Therefore, n. . . . {n−1, n−2, n−4} and G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, we obtain G − {n − 1, n − 4} is indecomposable which is impossible. Case 2: E(H X ) = {{n − 2, n − 1}, {n − 4, n − 3}}. We proceed as previously and we apply Theorem 3.2 and Lemma 4.9. Besides, up to isomorphism, we can examine the three cases.
Case 2.1 : n−1 ∈ X(µ) where µ ∈ {1, 2} and n−2 ∈ X − (n−5). We have to distinguish the following cases.
-If n − 3 ∈ X(ν) where ν ∈ {1, 2} and n − 4 ∈ X − (n − 5), then we discuss the three cases. * If µ = ν = 1, we have {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X(1). By theorem 2.7, G[{n − 1, n − 3, 1}] is empty or complete. As seen in Case 1, we distinguish the two cases. ֒→ n ∈ Y . We simply verify that G − {n − 3, n − 4} is indecomposable; contradiction. ֒→ n ∈ Y (u), u ∈ Y . We examine the following cases. u = n − 5. If n − 1 ∼ {n − 5, n}, then G − {n − 3, n − 4} is decomposable gives that n. . . . n − 5. Consequently, {n, n − 2} is a non trivial interval of G; impossible. If n − 2 ∼ {n − 5, n}, then n n − 2 and we may assume that n. . . . n−1. We demonstrate that G−{n−3, n−4} is indecomposable; contradiction. u = 1. If n − 1 ∼ {1, n}, necessarily n n − 2 and 1 ∼ {n − 1, n} (otherwise G − {n − 3, n − 4} is indecomposable; contradiction). But in this case, {n, n − 1} is a non trivial interval of G; impossible. If n − 2 ∼ {1, n}, then n n − 2 and we can assume that n − 1 ∼ {1, n}. Moreover, as G − {n − 3, n − 4} is decomposable, then 1 ∼ {n − 1, n}. Thus, {n, n − 1} is a non trivial interval of G; impossible.
u ∈ X \ {1, n − 5}. Clearly, G − {n − 3, n − 4} is indecomposable; contradiction. u = n − 3. If n − 1 ∼ {n − 3, n}, then n − 1 ∼ {n, 1}. We prove that G − {n − 2, n − 3} is indecomposable; contradiction. If n − 2 ∼ {n − 3, n}, then , n n − 2 and we can assume that n − 1 ∼ {n, n − 3}. We get as previously, n − 3 ∼ {n, n − 1} and thus, G is isomorphic to one of the graphs defined in Proposition 4.11. u = n−4. If n−1 ∼ {n−4, n}, then n−1 n. As G−{n−1, n−4} is decomposable, we have n. . . . n − 2. Besides, G − {n − 2, n − 3} is decomposable implies that n. . . . n−4. Hence, n. . . . {n−2, n−4} and G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, then n n − 2 and we may assume that n − 1 ∼ {n − 4, n}. We obtain that G − {n − 1, n − 4} is indecomposable; contradiction. * If µ = ν = 2, we get {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X(2), then we prove that 2 is a non critical vertex of G which is impossible. * If µ = 2 and ν = 1, then {n − 2, n − 4} ⊆ X − (n − 5), n − 3 ∈ X(1) and n − 1 ∈ X(2), then necessarily 1. . . . n − 3 (otherwise we prove that 2 is a non critical vertex of G; contradiction). Thus, n − 3 ∈ X − (1). Let us distinguish the two cases.
implies that n n−3. But in this case, G−{n−2, n−3} is indecomposable; impossible. If n − 2 ∼ {n − 3, n}, then , n − 2. . . . n and we may assume that n n − 1. Since G − {n − 1, n − 4} is decomposable, then n n − 3 and so G is isomorphic to one of the graphs defined in Proposition 4.11. u = n−4. If n−1 ∼ {n−4, n}, then as G−{n−1, n−4} and G−{n−2, n−3} are decomposable, we have n. . . . {n − 2, n − 4}. Therefore, G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, then n n − 2 and we obtain that G − {n − 1, n − 4} is indecomposable which is impossible.
-If n − 3 ∈ X(2) and n − 4 ∈ X − (1), then it suffices to permute n − 3 and 2 and we may return to one of the previous cases. Case 2.3 : n − 1 ∈ X − and n − 2 ∈ X(µ) where µ ∈ {n − 6, n − 5}. Similarly to Case 2.2 and using Theorem 3.2, we have to distinguish the following cases.
-If n−3 ∈ X(ν) where ν ∈ {1, 2} and n−4 ∈ X − (n−5), we have either µ = n−6 and ν ∈ {1, 2} or µ = n − 5 and ν ∈ {1, 2}. It is clear that, in both cases, we may return to one of the cases treated above.
-If n − 3 ∈ X − and n − 4 ∈ X(ν) where ν ∈ {n − 6, n − 5}, then we examine the following cases. * If µ = ν = n − 6, we have {n − 2, n − 4} ⊆ X(n − 6) and {n − 1, n − 3} ⊆ X − and we verify that n − 6 is a non critical vertex of G; contradiction. * If µ = ν = n − 5, we get {n − 2, n − 4} ⊆ X − (n − 5) and {n − 1, n − 3} ⊆ X − . We distinguish the following cases. ֒→ If n. . . . Y . Suppose that n. . . . n − 1 (resp. n n − 1). So, n n − 2 because otherwise G is decomposable (resp. because otherwise G − {n − 3, n − 4} is indecomposable); impossible. But, {n, n − 1} is a non trivial interval of G which is impossible. If n Y . In this case, we verify that G − {n − 3, n − 4} is indecomposable; contradiction. ֒→ n ∈ Y (u), u ∈ Y . Let us distinguish the following cases.
u ∈ X. We proceed in the same manner as previously. u = n − 3. If n − 1 ∼ {n − 3, n}, then n n − 1. We prove that G−{n−3, n−2} is indecomposable which is impossible. If n−2 ∼ {n−3, n}, then , as previously, we have {n−1, n−3}. . . . n n−2 and G is isomorphic to one of the graphs defined in Proposition 4.11. u = n − 4. If n − 1 ∼ {n − 4, n}, then n n − 1. Similarly to the previous case, n. . . . {n − 4, n − 2} and G is isomorphic to one of the graphs defined in Proposition 4.11. If n − 2 ∼ {n − 4, n}, then n n − 2 and we obtain as previously that G − {n − 1, n − 4} is indecomposable which is impossible. * If µ = n − 6 and ν = n − 5, we have n − 4 ∈ X − (n − 5), n − 2 ∈ X(n − 6) and {n − 1, n − 3} ⊆ X − . Let us distinguish the two cases.
֒→ n ∈ Y . We proceed as in the last case and we verify that G−{n−3, n−4} is indecomposable which is impossible. ֒→ n ∈ Y (u), u ∈ Y . We examine the following cases. u = n − 6. If n − 1 ∼ {n − 6, n}, then n n − 1. As G − {n − 1, n − 4} is decomposable then n − 6 ∼ {n, n − 2}. But in this case, {n, n − 2} would be a non trivial interval of G; impossible. If n − 2 ∼ {n − 6, n}, we verify that G − {n − 3, n − 4} is indecomposable; contradiction.
u ∈ {n − 5, n − 4}. We have either n n − 1 or n. . . . n − 2. We verify that G − {n − 3, n − 4} is indecomposable; contradiction.
u ∈ X \{n−6, n−5}. We verify that G−{n−3, n−4} is indecomposable which is impossible. u = n − 3. If n − 1 ∼ {n − 3, n}, we prove that G − {n − 2, n − 3} is indecomposable; impossible. If n − 2 ∼ {n − 3, n}, then n n − 2.
As G − {n − 1, n − 4} is decomposable, we get n − 3. . . . n. It follows that {n, n − 1} would be a non trivial interval of G; impossible. * If n − 3 ∈ X(2) and n − 4 ∈ X − (1), then it suffices to permute n − 3 and 2 and we may return to one of the previous cases.
✷
