In this paper, we study the problem of exploration and navigation in an unknown environment from an evolutionary swarm robotics perspective. In other words, we search for an efficient exploration and navigation strategy for a swarm of robots, which exploits cooperation and self-organisation to cope with the limited abilities of the individual robots. The task faced by the robots consists in the exploration of an unknown environment in order to find a path between two distant target areas. The collective strategy is synthesised through evolutionary robotics techniques, and is based on the emergence of a dynamic structure formed by the robots moving back and forth between the two target areas. Due to this structure, each robot is able to maintain the right heading and to efficiently navigate between the two areas. The evolved behaviour proved to be effective in finding the shortest path, adaptable to new environmental conditions, scalable to larger groups and larger environment size, and robust to individual failures.
Introduction
Exploration and navigation in unknown environments represent basic activities for most animal species, and efficient strategies can make the difference between death and survival. For this reason, Nature presents a wide range of possibilities, each particularly adapted to the task to be accomplished and to the sensory-motor and cognitive abilities of the species under observation. In primates, as well as in other animals, navigation abilities are usually linked to mental representations of the environment, referred to as 'cognitive maps'. For instance, it has been found that specific neurons of the rodent hippocampus (called 'place cells') have a high firing rate in correspondence of specific locations in the environment (O'Keefe and Nadel 1978) . Neural representations seem to also characterise the behaviour of insects. A map-like organisation of spatial memory has been proposed for honeybees, which are able to retrieve the navigation path on the basis of learned landmarks around the hive (Menzel et al. 2005) . A similar strategy is also employed by the desert ants of the genus Cataglyphis. These ants couple the landmark-based strategy with their skylight polarisation compass and path integrator (i.e., ants integrate over time the path covered through a sort of vector summation). This strategy allows them to return to the nest following a straight line (Wehner 2003) . Ant species that forage in groups rely on a collective strategy for exploration and navigation, exploiting the well-known mechanism of pheromone trail formation: when moving from a foraging patch to the nest, ants lay a blend of pheromones that can be exploited by other ants to reach the same patch. Thanks to this strategy, ants can efficiently navigate in the environment and optimise the path between nest and food (Goss et al. 1989; Detrain and Denebourg 2009) .
In robotics too, much attention has been paid to the exploration and navigation problems, and several different strategies have been proposed. Probabilistic approaches are employed to solve the simultaneous localisation and mapping problem (SLAM, see Thrun 2003; Bailey and Durrant-Whyte 2006) . Map-based representations are also implemented with biologically inspired approaches (Filliat and Meyer 2003; Hafner 2005; Gigliotta and Nolfi 2008) . Similarly, landmark-based navigation and path integration have been exploited, often with a close look at biology (Zeil et al. 2009; Lambrinos et al. 1997; Vickerstaff and Di Paolo 2005) . When multiple robots are contemporaneously present, the exploration and navigation strategies can leverage on the collective effort. Maps can be built by putting together different pieces of information collected by different robots (Burgard et al. 2005; Thrun and Liu 2005; Pfingsthorn et al. 2008) . Also localisation through odometry and path integration can improve thanks to the shared effort of multiple robots exchanging structured information (Rekleitis et al. 2001; Martinelli et al. 2005) . In a swarm robotics context, however, the solution of the exploration and navigation problem needs to take into account the limited abilities of the individual robots, which are often characterised by local sensing and communication (Dorigo andŞahin 2004) . In this context, the focus is rather on the selforganising process that leads the group as a whole to overcome the individual limitations and to present an overall efficient behaviour.
In this paper, we take an evolutionary perspective to the synthesis of efficient exploration and navigation strategies for a swarm of robots. The goal is to find novel interaction and cooperation modalities that can cope with the limited abilities of the single robots. For this purpose, we design the swarm behaviour through evolutionary robotics techniques (Nolfi and Floreano 2000; Floreano et al. 2008) , which proved to be particularly useful to synthesise self-organising collective behaviours characterised by properties such as robustness, flexibility and scalability (Trianni 2008; Trianni and Nolfi 2011) . The task to be accomplished requires the robots to explore an unknown environment, find two distant target locations, and efficiently navigate between them. To allow the robots to cooperate and communicate, we provided them with the possibility to visually signal their relative position and orientation by exploiting just two LEDs-a blue and a red one-positioned in their front and rear side, respectively. The analysis of the obtained results indicates that the robots solve the navigation problem by moving between the two areas following a dynamic path formed by the robots themselves. The robots organise in two lines and keep moving between the two areas in opposite directions. This dynamic path forms as a result of the interactions among the robots, mediated by simple rules that regulate how each individual reacts to the local information provided by environmental and social cues. Once this collective structure is formed, it influences the local interactions among the agents in a way that ensures that the path is self-sustained, and that each robot moves directly toward the next target area. In other words, the formation of the dynamic path allows each individual robot to effectively travel back and forth between the two areas and allows the swarm, as a whole, to preserve the information on the location of the two areas. Interestingly, the evolved behaviour presents features that are similar to trail formation in ants, although it is realised through a different mechanism: robots form a trail between the target locations and robustly maintain it, also optimising the shape towards the shortest path. Such effective coordination and communication mechanisms evolve despite the fact that the evolutionary process does not explicitly request to solve the task in a cooperative manner. Additionally, by analysing how the group behaviour generalises with respect to the swarm and environment size, and to the distance between the targets, we observed that the evolved solution is robust and scalable.
The paper is organised as follows. In Sect. 2, we present a brief overview of the exploration and navigation strategies developed in swarm robotics. In Sect. 3, we describe the task in detail and the experimental setup devised to evolve the robot controllers. In Sect. 4, we discuss the obtained results and analyse the evolved behaviour. We also study the generalisation abilities of the evolved behaviour with respect to larger group size and larger distance between the targets, and we compare the swarm performance with a control experiment in which the same behaviour was evolved for a solitary robot. In Sect. 5, we study the dynamics of the collective behaviour introducing a metric based on information entropy. Finally, discussions and conclusions are reported in Sect. 6.
Related work
In the swarm robotics domain, the problem of exploration and navigation has been faced with a close look to biological examples, and particularly to mass recruitment through pheromone trails observed in many ant species. However, implementing a robotic system that replicates the ants' foraging behaviour suffers from the complex problem of finding an alternative to the pheromones, given that chemical substances are difficult to exploit in a robotic setup (for some attempts to disperse and sense chemicals, see Russell et al. 1994; Fujisawa et al. 2008) . Various approaches have been tested for the purpose of finding alternatives to pheromones. Instead of chemicals, Garnier et al. (2007) used the light of an overhead projector to highlight the passage of small robots, therefore simulating the deposited pheromones: robots used their ambient light sensors to detect the intensity of the simulated pheromone signal. A recent study investigated the use of fluorescent paint to simulate pheromones, given that the fluorescence activates and fades away with similar dynamics (Mayet et al. 2010) . RFID tags have also been proposed as devices to implement virtual pheromones. The devices store the pheromone information, and the robots spread and sense such information while passing by (Mamei and Zambonelli 2007) .
The need to use special environmental features like a fluorescent painted floor or RFID tags represents a limiting factor for many application scenarios. A different approach is therefore to rely on communication and message passing among robots, which therefore simulate pheromone attributes on a communication network (Payton et al. 2001; Vaughan et al. 2002; Sadat and Vaughan 2010) . In these studies, a virtual trail of pheromones is created and followed by the robots. In other studies, the robot themselves are used to form a path between target locations. In some cases, a bucket brigade method is used for transporting items between two locations. The robots therefore form a chain and transfer objects to one another (Drogoul and Ferber 1993; Østergaard et al. 2001) . In other studies, robots just act as markers for the trail. They remain static and signal a path between target locations, while explorer robots exploit this path to efficiently navigate. Werger and Matarić (1996) implemented a robotic chain that is maintained through physical contact between neighbouring robots. Nouyan et al. (2008 Nouyan et al. ( , 2009 ) devised a path formation algorithm in which robots in the chain communicate through light signals. Two methods are implemented. In the first method, robots signal one of three different colours, forming a cyclic directional pattern that allows them to determine the direction to follow along the robotic chain to reach the 'nest' or the 'goal' locations. In the second method, robots emit a light pattern that indicates the direction towards the 'nest'. Stirling et al. (2010) present a similar study, in which flying robots are employed for exploration and coverage of indoor environments. The robots form graph-like structures by maintaining wireless links between neighbours. Such structures can be exploited by exploring robots to reach different places in the environment. Ducatelle et al. (2011a) demonstrate path formation in heterogeneous swarms of robots, in which wheeled and flying robots cooperate for exploration and navigation in a complex environment.
Other approaches tackle the exploration and navigation problem by taking inspiration from trophallaxis, the direct exchange of food items commonly observed in social insects. When implemented in a robotic swarm, robots do not exchange food items but rather exchange the available information about the distance and direction of the target locations (Schmickl and Crailsheim 2008; Gutiérrez et al. 2010 ). This allows them to rapidly spread through communication the information about the presence of target areas, or to improve the quality of the available information. In a recent work, Ducatelle et al. (2011b) use a similar framework for navigation in unknown environments. When all robots in the swarm have to navigate between two targets, the resulting collective behaviour is similar to the one presented in this paper, although obtained exploiting a more structured and long-range communication.
The above studies are representative of a common methodology in swarm robotics, which starts from a biological example, distills its relevant features and transposes the identified mechanisms in the robotic system. In this respect, our methodology strongly differs, because the self-organising behaviour of the robotic swarm is synthesised through artificial evolution, without a specific biological inspiration (Nolfi and Floreano 2000; Trianni 2008; Trianni and Nolfi 2011) . The use of this methodology allows us to discover solutions that might be otherwise difficult to imagine and/or implement by the experimenter, even by taking inspiration from available knowledge on natural behaviour. Indeed, as we will see in Sect. 4, this approach leads to a qualitatively different solution with respect to those described above. A similar approach has been taken by Hauert et al. (2009a) , who developed a path formation behaviour for micro air vehicles (MAVs). In this experiment, MAVs are capable of hovering by flying in circles, and form a communication network that extends in the environment, always keeping the connection with the launching station.
Besides the methodological aspects, the studies presented above differ from our approach in many other ways. Unlike the studies that adopt structured communication (Payton et al. 2001; Vaughan et al. 2002; Sadat and Vaughan 2010; Schmickl and Crailsheim 2008; Gutiérrez et al. 2010; Ducatelle et al. 2011b ), we adopt a minimalist approach, using subsymbolic signalling and neural computation. This minimalist approach adapts well to the evolutionary methodology, and allows the definition of simple control rules that exploit the fine-grained interactions among robots for the emergence of a collective strategy. Moreover, unlike previous work in which robots are dedicated explicitly to signalling the path between the target locations (Werger and Matarić 1996; Nouyan et al. 2008 Nouyan et al. , 2009 Stirling et al. 2010; Ducatelle et al. 2011a ), the dynamic path described in this paper involves all robots, which continuously move between the two areas. This solution potentially enables to better exploit the available resources (e.g., robots may transport objects from one area to another while participating in the dynamic path; see also the discussions in Sect. 6). Additionally, the proposed solution does not need to allocate different roles in the swarm, and to define when and how many robots are needed for a specific role.
Experimental setup
In this section, we describe the experimental setup designed to evolve efficient navigation in an unknown environment within a swarm robotics context. The goal of each robot is to move back and forth as quickly as possible between two target areas, located within a rectangular arena surrounded by walls. Since no explicit map of the environment is available, and since the robots' sensory range is limited (i.e., targets can be perceived only from a short distance), robots have to explore the environment in order to find the targets and to preserve, in some way, the information concerning the locations of the areas, without relying on continuous time-consuming exploratory actions. We investigate how this task can be solved relying only on a collective strategy that leverages on the coordination and communication abilities of the robots in the swarm.
In order to develop such self-organising behaviour, the robot controller is synthesised through a simple evolutionary algorithm. We show in Sect. 4 that the evolutionary process produces a very interesting collective strategy: the swarm self-organises forming a dynamical structure composed of two rows of robots moving in opposite directions. This dynamical structure connects the targets' locations and allows the agents to navigate between them, overcoming their individual limitations. In the following, we give a detailed description of the experimental setup, we specify the characteristics of the agent and of its controller, we describe the ecological niche in which the robots evolve, and finally we introduce the evolutionary algorithm used to evolve the swarm behaviour.
The robot and the controller
The experiments have been performed in simulation, using a customised version of Evorobot, an open-source software developed for evolutionary robotics experiments.
1 The simulated agent models the e-puck robot, a small wheeled robot with a cylindrical body, having a diameter of 7 cm (see Fig. 1 (a) and Mondada et al. 2009 ). The robot has two independent motors controlling two wheels, which provide a differential drive motion and a maximum speed of ω M = 8.2 cm/s. Additionally, the robot is equipped with eight infrared proximity sensors placed around the body, which allow it to detect obstacles up to a distance of 2.5 cm. An additional infrared sensor-the ground sensor-is placed beneath the agent, on the front part, allowing it to detect the floor colour: we use it in a binary way to perceive dark areas (the targets), within the white-coloured experimental arena. The robot has a modular architecture that permits to add hardware extensions (turrets). In this work, we used the coloured LED turret, which provides signalling abilities through eight RGB LEDs, and the omni-directional vision turret, used to detect the coloured signals emitted by neighbouring robots (see Fig. 1 (a) and Floreano et al. 2010) . We use only two coloured signals: a blue LED placed in the front of the body, and a red LED placed in the rear (respectively represented as white and grey circles in Fig. 1(b) ). The two LEDs can be switched on and off at will, and can be perceived by other robots through the omni-directional camera. We limit the field of view of the robots to two sectors with a width of 72
• and a perceptual range of 35 cm, as shown in Fig. 1(b) . The robot can detect just the presence of blue or red LEDs within these sectors, for a total of four binary sensory inputs. Notice that the LEDs can be perceived only when the robots are facing them; otherwise they are occluded by the robot's body. In this way, they provide information about the heading of the signalling robot: a blue LED corresponds to the robot's front, a red LED to its rear.
The controller of the robot is a feed-forward neural network, whose structure is displayed in Fig. 1(c) . The network is provided with 13 input neurons that relay the normalised sensor values (8 from the proximity sensors, 1 binary ground sensor and 4 binary visual inputs), 3 hidden neurons, and 4 output neurons (2 controlling the angular speed of the wheels, 2 controlling the activation of the red and blue LEDs). The activation O j of the j th output neuron is computed as the weighted sum of all input and hidden neurons and a bias term, filtered through a sigmoid function:
where ij are the weights of the synaptic connections, respectively from the input and the hidden neurons. The three internal neurons are leaky integrators, i.e., they maintain a fraction of the previous activation, according to the following equation: 
The environment
The ecological niche in which the robots evolve is a white rectangular arena surrounded by walls (height H = 250 cm; width W ∈ [250, 290] cm; the variable width removes some environmental regularities that could be exploited to solve the exploration problem, and therefore makes the evolution of the behaviour more robust). The arena contains two circular target areas (diameter d = 32 cm), each characterised by the dark colour of the floor, and by a red LED placed over the centre (see Fig. 1(d) ). This LED is always on, and is indistinguishable from the one provided to the robots. Target areas can be perceived by the robots up to a distance of 35 cm, thanks to the camera sensors. Additionally, a robot can detect being within one of the target areas because of the ground sensor. The target areas are always positioned symmetrically with respect to the arena centre, and the distance D between them is chosen systematically, trial by trial, in the set D set = {70, 90, 110, 130, 150} cm. Note that, given these parameters and considering the field of view of the robot cameras, the target areas are never detectable at the same time by a single robot.
The evolutionary algorithm
The parameters of the neural network controller-connections weights, biases, and time constants-are obtained using artificial evolution (Nolfi and Floreano 2000; Floreano et al. 2008) . These parameters are encoded in a binary genotype, using 8 bits for each real number. Evolution works on a population of 100 randomly generated genotypes. After fitness evaluation, the 20 best genotypes survive in the next generation (elitism), and reproduce asexually by generating four copies of their genes with a 3% mutation probability of flipping each bit. The evolutionary process lasts 500 generations.
Fitness function
In order to evaluate its fitness, a genotype is translated into N identical neural controllers which are downloaded onto N identical robots (i.e., the group is homogeneous, see Floreano et al. (2007) for a discussion on the advantages of genetic relatedness for the evolution of cooperative behaviours). The genotype fitness F is computed by evaluating the behaviour of the robotic group for M = 15 trials. All the possible distances between targets are equally experienced, each value in D set being tested for 3 trials. Each trial lasts T = 6000 time steps corresponding to 10 simulated minutes. Robots are evaluated only during the second part of a trial (T b = 5400 time steps); during the first part of the trial (T a = 600 time steps) robots can freely move to achieve coordination without contributing to the fitness computation.
The fitness measure we devised rewards the robots for efficiently travelling between the target areas. This measure is based on a simple idea. When a robot arrives in a target area, it virtually loads a fixed amount of energy, which is consumed along the travel proportionally to the robot speed. When a robot arrives at the second target area, the remaining energy is stored, and a new load is assigned to the robot for another travel. To maximise the amount of energy stored, the robot must efficiently navigate between the target areas, therefore choosing the shortest path between the two. Moreover, robots must maximise the number of travels between target areas in the limited time available. The interplay of these two drives-minimising energy consumption and maximising the number of travels-leads to efficient navigation strategies. In fact, long travels are discarded in favour of short ones, in order to save as much energy as possible. However, fast motion on short paths is rewarded in order to maximise the number of travels.
In order to formalise this concept, a robot i is endowed with a virtual energy e i . In each time step t , the energy level is decreased by a quantity δ i , dependent on the robot speed:
where ω il and ω ir represent the angular speed of the wheels of robot i, ω M is the maximum speed, and k = 400 is a constant stating that a robot moving at maximum speed consumes one unit of energy in k time steps. The energy level is updated as follows:
Here, 1+E D is a constant amount of energy provided to the robot when it enters a target area different from the one previously visited, and E D is the energy that a robot would consume to move in a straight line at maximum speed from one area to the other, that is, what we consider an optimal behaviour. The energy left to the robot when entering a new target area contributes in computing its individual fitness f i :
This equation states that for each time step t , if robot i has just entered a target area different from the one previously visited, the remaining energy e i is added to the fitness f i . In this way, a robot displaying optimal behaviour would save exactly a quantity e = 1 each time it enters a correct target area, independently of the distance D between the two. Consequently, f i would be incremented by 1. At the end of the trial, f i is scaled with respect to the maximum number of travels that can be performed in T b time steps:
where r is the radius of the robot wheel, and D m = D − d is the minimum distance that must be covered between two target areas. The fitness F of the genotype is computed as the average of the individual fitnesses F i , computed over all trials:
It is important to notice that this fitness computation does not explicitly reward any coordination or cooperation among the agents to achieve their goal. Nevertheless, as we discuss in the following, the evolved behaviour strongly exploits communication and cooperation.
Obtained results and behavioural analysis
In this section, we report the results obtained in ten replications of the experiment, in which we evolved the neural controller for a group of N = 10 robots. The obtained results are presented in Sect. 4.1. In Sect. 4.2, we investigate whether the evolved solutions generalise with respect to the distance between the two areas and the number of robots forming the swarm. To verify the extent to which the task can be solved by a single robot and to compare the individual and collective solutions, we performed a control experiment in which the behaviour of a solitary robot is evolved (N = 1) ; the results are reported in Sect. 4.3.
Collective solution
We performed ten replications of the evolutionary experiment, each starting with a different randomly generated population of genotypes. Each evolutionary run lasted 500 generations. At the end of the evolutionary process, we selected the best genotype of each evolutionary run by choosing among the best solutions of the last 100 generations. To do so, we computed the performance of each of these 100 genotypes by re-evaluating the group behaviour for 500 different trials, and we selected the one with the highest average fitness. A qualitative analysis of the behaviours produced by the best evolved genotypes from the different evolutionary runs revealed that 6 out of 10 result in a good collective exploration and navigation behaviour (roughly corresponding to F ≥ 0.30). Two runs produced sub-optimal strategies, and two others resulted in unsatisfactory behaviours both at the individual and collective level (see Sperati et al. 2010) . The six successful evolutionary runs produced similar collective strategies. In the following, we analyse in detail one of them, namely the one that presents the best generalisation abilities with respect to larger group size and larger distance between the targets, 2 as described in Sect. 4.2. The chosen solution was obtained in evolutionary run 7 and corresponds to the best genotype of generation 488. To appreciate the performance of the group, we tested the collective behaviour by systematically varying the distance between the target areas D ∈ D set . The obtained results are presented in Fig. 2(a) . We notice that the behaviour seems adapted mostly for an intermediate distance, in which the group scores the highest average performance. With longer distances, the performance across different trials presents a higher variability. This suggests that the group may be able to coordinate in some cases, and not in others. This variability depends on the limited duration of the trial, which is stopped after a fixed number of time steps. In some cases, the trial length is not sufficient for the robots to coordinate, especially in the most difficult cases in which the target areas are farther away. To check this hypothesis, we performed an identical test increasing the duration of the initial coordination period (T a = 18600, T b = 5400 time steps). The results plotted in Fig. 2(b) confirm that for all distances the group attains a good score, which is also very stable across different trials. Moreover, the results indicate that the group behaves better for long distances. In fact, with short distances, the path between the two target areas is overcrowded, and robots interfere with each other, therefore scoring a lower performance. In these conditions, a smaller group behaves better (data not shown).
The visual inspection and the qualitative analysis of the evolved strategy reveal how robots cooperate to efficiently navigate between the target areas. The sequence displayed in Fig. 3 shows how a typical successful trial unfolds in time. Initially robots move independently and explore the environment. In doing so, they signal their relative position and heading to other robots, keeping the front blue LED always switched on. The red LED is switched on when the robots visually detect a blue LED or a red LED on the left visual field. However, in the latter case the red light flashes (i.e., it repeatedly goes on and off). The visual interactions mediated by these signals allow the group to converge to a coherent motion between the two target areas. Eventually, the robots assemble into two rows moving in opposite directions, from one target to the other. We refer to this structured spatio-temporal pattern formed by the robots as a dynamic chain. The term dynamic well illustrates two interesting features of this structure. First, each robot within the chain is not static, but moves continuously along it, swinging between the target areas as requested by the fitness function. Second, the chain connecting the two targets adapts its shape according to the current distance D between areas: the chain direction is optimised, choosing the shortest path between the two areas (a straight line in our setup), and the inter-robot distance varies to fit all robots in the chain, as shown in Fig. 4 . This collective behaviour is the result of simple rules followed by each individual robot and encoded in the neural controller. When a robot has no objects in its perceptual field, it moves clockwise in large circles (with a radius of about 35 cm), the front blue LED always switched on. When a target area is in sight, a robot approaches it in a straight line, making a tight U-turn once reaching it, as a response to the perception of the dark floor. When two robots encounter, they avoid each other by always dodging to the left, exploiting the blue visual signal. This simple action constitutes the basic mechanism for the formation of the dynamic chain: in fact, for a while this interaction straightens the circular path of the agents, and repeated interactions with multiple robots in a row result in an almost straight line motion. As a consequence of mutual influences, a stable path can be created as soon as there is a sufficient number of robots that move in two opposite rows. This can happen when the robots from one row pass to the other. Actually, this is the case when robots perform U-turns at the target areas. In other words, a robot within the chain manages to maintain the right route, not necessarily by exploiting the red signals emitted by the robots in front that move in the same direction, but rather by exploiting the blue signals emitted by the robots belonging to the opposite row. This can be explained by considering that a row of robots moving in the opposite direction provides a cue both of the fact that the next target is located frontally and that a dynamic chain passing between the two target areas has been formed. It is interesting to note that the same mechanism responsible for the formation of the dynamic chain is also responsible for the initial exploration phase. In fact, by avoiding each The tests were performed forcing either the blue or the red LEDs off other exploiting the blue visual signals, robots spread in the arena and explore it thoroughly. From a cognitive point of view, it is possible to speculate that the dynamic chain increases the spatial cognition of the individual robot, as it works as a "collective representation" of the relative direction between the two targets. This information, as already stated, is not directly available given the limited sensory-motor and processing abilities of the individual robot.
As discussed above, the role of the blue LEDs is essential to support the swarm behaviour. To quantitatively assess the role of blue signals, we ran a series of tests in which the blue LEDs were forced off during the whole trial, and measured the corresponding performance. We found that without the use of blue signals, the group is not capable of cooperating to navigate between the two target areas, as indicated by the low performance in Fig. 5(a) and 5(b), respectively for trials with a standard (T a = 600, T b = 5400) and extended duration (T a = 18600). The role of communication through red signals is less definite. Undoubtedly, the red LEDs inside the target areas provide a cue about the direction to follow. However, what is the functional role of the red signals emitted by the robots themselves? To verify the relevance of these signals, we tested the swarm in a control set-up in which the robots' red LEDs are always switched off, during standard and extended duration trials (see Fig. 5 (c) and 5(d)). Compared to the data obtained in normal conditions shown in Fig. 2(a) and 2(b) , the results obtained suggest that the dynamic chain can still be formed despite the absence of red signals-as indicated by the high performance scored in many trials-but with lower efficiency-as indicated by the higher variability in the scored performance. We suggest that the functional role of the red signals is to accelerate the formation of the dynamic chain and to make the chain more stable. In fact, in standard duration trials the performance is in general lower for all distances, in particular for longer ones (compare Fig. 5(c) with Fig. 2(a) ). This means that the formation of the dynamic chain is faster in normal conditions with respect to the system deprived of red signals. Additionally, tests in extended duration trials show that the performance varies considerably with respect to the standard conditions (compare Fig. 5(d) with Fig. 2(b) ), in which performance was high and constant. In this case, either chains are not formed at all, or, once formed, they are rather unstable and easily break, especially for longer distances.
Generalisation abilities
In the previous section, we have described the features of the evolved behaviour, and observed how the system always converges to a dynamic path formation if enough time is granted for coordination. In this section, we test the ability of the system to generalise to different conditions never met during the evolutionary optimisation. In particular, we want to understand whether robots are able to form a path with longer distances and with larger groups. We tested the performance of the group in 16 new conditions, which correspond to 4 group sizes (N ∈ {20, 30, 40, 50} robots) coupled with 4 distances (D ∈ {200, 250, 300, 350} cm). These tests have been performed in a larger arena (fixed height H = 350 cm, variable width W ∈ [350, 390] cm), and in longer trials (T b = 5400, T a = 36600). The quantitative results are shown in Fig. 6 .
We immediately notice that, when the number of robots is sufficiently large, the swarm is successful even when the distance between the two target areas is much wider compared to the conditions experienced during the evolutionary process. With distance D = 200 cm, groups with 20 and 30 robots perform best, while larger groups are less efficient. With distance D = 250 cm it is possible to notice a similar pattern. However, this time N = 30 is the optimal group size. For D = 300 cm the size N = 40 performs best, while for D = 350 cm N = 40 and N = 50 present good performance, this time with a larger variability. This analysis confirms that the larger the distance between the target areas, the larger the number of robots required to form a stable chain. In fact, as mentioned above, the dynamic chain is maintained as long as there are constantly robots moving in opposite directions uniformly distributed along the path, which implies larger groups for longer distances. The analysis also confirms that a minimum number of robots is necessary to form a path over a certain distance. Similarly, large groups suffer overcrowding when the distance D is too short, as there is no space available to distribute all the robots along the path. However, the dynamic chain can adapt to a wide range of distances. For instance, groups of 30 robots present good performance up to D = 300 cm; only with longer distances the performance does systematically drop. The larger number of robots and the longer distances allow us to better appreciate the dynamics of the chain formation, as shown in Fig. 7 . It is possible to notice that robots are first attracted around the target areas, where temporary, unstable structures begin to form. Then a stable structure forms connecting the target areas, which afterwards changes shape, optimising the chain direction and the robot positions within the chain.
Large swarms are also robust to individual failures. We have performed a series of tests (N = 30, D = 250) in which part of the robots are prevented from turning their blue LEDs on, either at the beginning of the trial or after 36600 time steps, when the dynamic chain is presumably already formed. As shown in Fig. 8 , the performance starts to deteriorate only when more than 6 out of 30 robots are damaged at the beginning of the trial (white bars in the figure). Even with 10 damaged robots-one third of the group-it is possible to observe a majority of the trials in which the chain is formed, as indicated by the median. In short, the dynamic chain formation is a very robust behaviour with respect to individual failures. This is further confirmed by tests performed by damaging the robots after 36600 time steps (grey bars in Fig. 8 ). In this condition, even with nearly 50% of damaged robots one can observe that the group is capable of scoring a good performance.
Individual solution
In order to understand how good the collective strategy is with respect to what can be done individually, we have performed a control experiment in which a neural network controller is evolved for the same task but with a solitary robot (N = 1). We have replicated the experiment in 30 evolutionary runs, each lasting 1000 generations. All other parameters and methodological aspects (i.e., controller architecture, environmental variability, fitness function, evolutionary algorithm) are kept constant. At the end of the evolutionary process, we selected the best evolved genotype among the 30 evolutionary runs for detailed analysis, using the same methodology described in Sect. 4.1. The best evolved genotype in this case corresponds to the one obtained in evolutionary run 27, generation 971.
The evolved behaviour is very simple. At the beginning of a generic trial the robot performs an almost straight trajectory, allowing the robot to explore the arena while avoiding collisions with walls. Once the red LED in a target area is detected, the robot moves towards it, maintaining the beacon between the two visual fields. Then, once the target is reached, the dynamics of the neural network make the robot produce a wide counterclockwise turn. If in doing so it encounters the second target area, the robot performs a further counterclockwise turn that allows it to head back and find, with high probability, the first target area. The trajectories performed in this condition are plotted in Fig. 9 . However, this strategy works only when targets are not too distant, and even in these cases the produced trajectories are not straight. Additionally, when D = 150, the agent continually gets lost, being unable to maintain the correct route. The quantitative results plotted in Fig. 10(a) confirm the performance drop when target areas are too distant. This performance drop is somehow similar to what we observed with the collective strategy, shown in Fig. 2(a) . The differences between the two approaches appear when we test the behaviour in longer trials (T a = 18600, see Fig. 10(b) ), in which the extra time granted for the task has evident benefits only for short distances. In this case, it is evident that the individual solution is sub-optimal and properly works only for small distance values. Therefore, we can conclude that the solitary robot cannot produce a navigation strategy as efficient as the one obtained by the group.
Dynamics of chain formation
The analyses performed in the previous section showed how the formation of the chain is the outcome of a self-organising process that results solely from the robot-robot interactions. A qualitative analysis of the behaviour suggests that the dynamic chain forms rather abruptly out of a disordered group motion (see, for instance, Fig. 7) . In this section, we analyse the process of chain formation, introducing a measure capable of representing with an acceptable approximation the extent to which the chain is formed at every time step. As discussed above, the chain forms and is stable as soon as the group splits into two rows, heading to the two target areas. In this condition, the heading of each robot corresponds approximately to the direction between the two target areas (as shown in the top part of Fig. 11) . Therefore, we can use a measure that encodes statistical information about the variability in the heading directions of the robots within the arena, at every time step, to identify whether and when a chain between the two targets is formed.
If we consider the current directions of the N robots as N independent samples of a generic random variable X, we can measure the entropy H [X] (Shannon 1948) . This is a statistical measure that describes the probability distribution of this random variable: the entropy is maximised when all the possible values that X can take have the same probability to be observed, while it is null when just one value is systematically observed. According to Fig. 11 Top: the absolute directions followed by robots is plotted through time (grey lines) during a successful trial (N = 30, D = 250). It is possible to notice how all robots converge and maintain a heading similar to the direction between target areas once the dynamic chain is formed. The figure also shows how the heading direction is discretised in four states for the computation of the entropy H [X] . Bottom: the respective values of H [X] for each time step are drawn in grey, the moving average with a window of 600 time steps is drawn in black. The time step when the average drops to values lower than 1.75 corresponds to the formation of the chain this feature, when the group self-organises in the chain, H [X] has to decrease, because if we sample X in the group, it assumes just two values, corresponding to the two possible heading directions towards the target areas. In order to compute H [X], the robots' heading direction is discretised in K = 4 states (see Fig. 11, top) , obtaining for each time step N samples of X that are used to estimate the probability distribution. Then, the standard equation for entropy computation is applied:
where X is the observed random variable, k is the current observed state, and p(x k ) is the probability to observe X in the state k. Because of the size of K, we can expect an ideal H ≈ 2 when the team is not yet organised-i.e., all robots are moving in random directions-and an ideal H ≈ 1 when the chain is formed-i.e., all robots are moving in just two directions. The data about one successful trial (N = 30, D = 250 cm) confirm these expectations. The bottom part of Fig. 11 shows a clear decrease of the entropy H in correspondence of the polarisation of the robots into two rows (between time step 15000 and 19000), that is, when the chain is likely formed. The value of H [X] is obviously very noisy, because of the very small set of observations per time step (N = 30). However, a mobile average with a time window of 600 time steps still returns an appropriate entropy estimation, which highlights the sudden decrease in entropy as soon as the chain is formed. When the entropy decreases and remains below a value of H = 1.75, we can reasonably state that the dynamic chain is formed.
Once we empirically established the quality of the delivered measure, we performed an analysis for varying distance D among the target areas, and for the corresponding best group found during the generalisation tests (previously shown in Fig. 6) . We recorded 200 successful trials (T a = 36600), selecting those in which the group scored a fitness F ≥ 0.45, and for each trial we computed the entropy trend. Figure 12(a) shows the results for N = 30 and D = 250. As we can see, the chain always forms rather abruptly, but in different moments of the trial, due to the randomness of the spatial distribution of the robots.
3 The thick line in the graph represents the average across 200 successful trials in which the chain was formed. This measure is somehow linked to the probability of observing the group in a chain formation: the longer we wait, the higher is the probability that the chain is formed. This is confirmed by comparing the average entropy obtained for different distances D and different group sizes, shown in Fig. 12(b) . It is possible to observe that the entropy decay is similar in all cases. We can conclude that the chain formation behaviour is scale invariant, as soon as a sufficient number of robots is available to cover the distance D between the target areas. In fact, we have not observed particular differences in the dynamics of chain formation with varying D and N . Chain formation is not faster for shorter distances than for longer ones (if the proper size of the swarm is chosen), and it happens with the same probability at each time step, no matter what the size of the group is, as clearly shown in Fig. 12(b) . This is a very interesting feature for a self-organising artificial system, which further proves its robustness and scalability.
Discussion and conclusions
Path formation is a powerful means to collectively produce efficient exploration and navigation strategies. Similarly to pheromone trails in ants, dynamic chains allow a group of robots to efficiently navigate between two target areas. The parallel between pheromone trails and dynamic chains may be overstated, but it is worth noting that the two spatio-temporal structures share common features. For instance, in both cases the stability of the structure is a result of a sustained flux of individuals that support it, in one case by pheromone laying, in the other by coloured signals. Another common feature is the ability to identify the shortest path between two locations. Even though we only performed tests in an obstacle-free arena, we observed that dynamic chains may initially form in curved paths (especially with large groups), which slowly straighten until the shortest route is taken. In future work, we plan to analyse in more detail the evolved behaviour, in order to better understand the properties of the dynamic chain and its relationship with similar behaviours observed in Nature.
It is worth mentioning that the experimental setup we have devised was conceived without explicitly favouring cooperative behaviours. The robots are rewarded on the basis of the efficiency with which each single individual is able to accomplish the task (see Sect. 3.4), and the evolutionary process may potentially lead to the development of non-cooperative solutions in which being part of a swarm does not provide any advantage. However, implicit selective pressures are present, related to the ecological conditions in which the behaviour evolves. Since the distance between the target areas is larger than the individual perceptual range, robots need to explore the environment to find the target areas. Moreover, in order to navigate from one area to the other without relying on time-consuming exploratory behaviours, the robots should be able to preserve, in some way, the information about the relative location of previously visited areas. Another implicit pressure towards the emergence of coordinated behaviours might arise by the need to reduce the interferences caused by the other moving individuals. As a consequence, the evolutionary process leads to strategies in which robots coordinate and cooperate to find the target. More specifically, the robots coordinate to form a dynamic chain composed of robots that keep moving back and forth between the two areas along the discovered path. The ability to form dynamic chains allows the robots to preserve, at the level of the group, information concerning the relative positions of previously visited areas, which allows them to achieve a better performance than what can be achieved by individuals operating in isolation. Indeed, the ability to form and maintain a dynamic chain between the two areas allows each individual robot to access local information (constituted by blue and red signals) that provides a straightforward indication on what it has to do in order to navigate directly towards the next area and in order to preserve the chain.
In this process, communication plays a crucial role. In Sect. 4.1, we have described how the formation of the dynamic chain exploits the visual signals exchanged by the robots. The most important role, in this respect, is played by blue LEDs that are always switched on and that are used by the robots to dodge each other on the left. The interaction between the robots mediated by this signal, in fact, tends to lead to the formation of two rows of robots moving in opposite directions. This in combination with other individual skills, such as the ability to turn sharply about 180 degrees once a target area is reached, is one of the key mechanisms that enable the formation and the maintenance of dynamic chains between target areas. One interesting question in this respect concerns how such a communication form emerged evolutionarily (i.e., how the ability to always keep the blue LED on and to react to it by dodging on the left was evolved). A possible answer to this question, that we plan to verify in future studies, is that the tendency to react to blue light by turning to the left is initially evolved in order to reduce the interference between the robots, and is then reused to also produce and maintain dynamic chains (for a related work showing how communication forms can emerge as a side effect of the development of individual behavioural skills, see (De Greef and Nolfi 2010) ).
The situation is different for the red signals. We have explicitly designed the experiment to have the robot's red signal mimic the target area. This implies that, as soon as the robot develops an ability to move towards the target areas (i.e., towards the red LED located over the target areas), they will also tend to move towards the red LEDs located on the rear of the other robots. This behavioural bias can facilitate the emergence of a communication skill that consists in the ability of the robots to turn the red LED on when they detect a red LED (according to the receiver bias hypothesis in the evolution of communication by MaynardSmith and Harper (2003) ). The emergence of this form of communication is indeed observed in our experiments. However, the red signal is also turned on when a robot detects a blue LED. The analysis reported in Sect. 4.1 indicates that red signals emitted by the robots speed up the chain formation process and increase the stability of the dynamic chain. However, the limited impact of the presence/absence of this signal on the robots' performance indicates that it plays a minor role. This is probably due to several factors: (i) the interaction mediated by the blue signal is sufficient to lead to the formation of dynamic chains, (ii) the information provided by the red signal is noisy since the direction of the red LED of the robot located ahead might vary, within limits, with respect to the direction of the target area, and (iii) small variations of the orientations of the robot located in line towards a target area tend to reduce the chances that the red signal propagates along the chain through several robots.
It is worth noting that the evolved solution to the swarm exploration and navigation problem cannot be directly applied to different application scenarios, as it was not designed to generalise to different experimental setups (e.g., the presence of large obstacles, the need to perform some work at the target areas such as loading/unloading objects, or the need to recruit the optimal number of robots in order to build the chain). Nevertheless, the evolved solution could be taken as a reference for engineering swarm robotic systems that present similar dynamics. The evolutionary process actually identified a collective strategy that would have been otherwise difficult to design. The evolved strategy overcomes the limitations of comparable studies: the dynamic chain does not require the simulation of pheromones for the path formation process (Payton et al. 2001; Vaughan et al. 2002; Sadat and Vaughan 2010) , and exploits all the available resources without using robots as markers for the chain (Werger and Matarić 1996; Nouyan et al. 2008 Nouyan et al. , 2009 Ducatelle et al. 2011a) . Therefore, the dynamics of the discovered process could be reverse-engineered and adapted to different application scenarios (similarly to what was done by Hauert et al. (2009b) with the evolved relay network of MAVs). In this sense, evolutionary robotics can be considered a very useful design method to be combined with more conventional approaches, as it can point to solutions that would be otherwise difficult to obtain (Baldassarre and Nolfi 2009) .
In future work, we plan to test the evolved behaviour in hardware exploiting the foot-bot robotic platform (Bonani et al. 2010 ) developed within the European project Swarmanoid (grant IST-022888, see http://www.swarmanoid.org). We also aim to test coordinated behaviours among groups of heterogeneous robots. In particular, we plan to exploit the eye-bot robotic platform (Roberts et al. 2008 ) to work as 'smart' target areas. The eye-bot is an aerial robot with the ability to attach to the ceiling, from which it can monitor the environment and detect relevant areas. Foot-bots can perceive an eye-bot only when they are approximately underneath it, due to a camera pointing upward. As a consequence, eye-bots could be exploited by the foot-bots as target areas, and dynamic chains can be formed between them, creating for instance a delivery line from a target to a goal location, which is known by the eye-bots because of their privileged viewpoint. Moreover, eye-bots can move in the environment and exploit the robustness of the dynamic chain to purposely modify its length or its shape. Finally, we will investigate how to form more complex dynamic chains that can trace the shortest path between more than two eye-bots or target areas.
