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γ"	– crystallin is a 21 kDa protein found in the lens of the bovine eye, existing without turnover. 
It shares 76% sequence identity with a human lens protein, γ#	– crystallin, with a structural 
RMSD of 0.8 Å by Dali (174 residues, C$ atoms only)1. Damages to and abnormalities on 
crystallin proteins can lead to phase separation and aggregation in the lens, resulting from 
aberrant inter-protein interactions, which can lead to partial or total blindness by cataract. The 
purpose of this work is to elucidate global inter-protein interactions of wild-type γ"	– crystallin 
by T1 and T2 relaxation NMR spectroscopy experiments with increasing temperatures and 
protein concentrations. We determined that rotational diffusion is significantly slowed with 
increasing concentration, even when taking into consideration the viscosity changes. The 
primary focus of this work has been the investigation of the exponential fit of the T% decay, and 













Chapter 1:  
Introduction 
 
Crystallin protein behavior and structure 
The lens is one of the main anatomical components of the human eye. It is located behind the 
pupil and iris. The lens has a high refractive index and works with the cornea to focus light on 
the retina. It is essential that the lens maintains clarity so that light is not scattered away from the 
retina. Therefore, the cells in the lens have specific properties and proteins which aid in this 
function. The lens anatomy is comprised of three major components: the nucleus, concentric 
fibrous cells arranged outward from the nucleus, termed the lens cortex, and a layer of lens 
epithelial cells surrounding the fibrous cells (Fig. 1).2,3 A family of proteins, the crystallin 
proteins, helps to maintain clarity, a high refractive index, and structure in the lens.4 
 
 
Figure 1 Anatomy of the human eye and composition of the lens. The nucleus resides in the center of the lens and is surrounded 
by fiber cells. A ring of epithelial cells surrounds both. 
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Crystallin proteins make up 80-90% of the soluble portion of the lens and approximately 
40% of the total weight of the fibrous lens cells.4 The crystallin family of proteins is subdivided 
into α and βγ	– crystallins. The α – crystallin oligomers have a molecular weight 800-1200 
kDa.5,6 α – Crystallins may suppress aggregation of damaged or misfolded βγ	– crystallins, 
acting as a molecular chaperone.7 The β	– crystallins have a molecular weight distribution of 45 
to 250 kDa due to their tendency to associate, whereas the γ	– crystallins are considerably 
smaller at ~20 kDa.8 The βγ	– crystallins are both characterized by their Greek key motifs, 
leading them to be considered part of the same sub-family.9  
The crystallin proteins maintain close-range interactions in the lens that are believed to 
facilitate occurrence of a high and locally uniform refractive index.3 The crystallin proteins exist 
in the lens without turnover, meaning they are not replaced throughout an individual’s lifetime. 
Because of this, damage to these proteins can be devastating to lens function. When damage or 
other abnormalities, such as single point mutations, lead to phase separation or aggregation of 
crystallin proteins in the lens, light is scattered away from the retina, resulting in partial to total 
blindness from cataract. 
While α and βγ	– crystallins are present in the lens of the eye, the specific focus of this 
research is one of those proteins, the γ"	– crystallin. γ	– crystallins facilitate close-range 
interactions due to their unique structure, which are characterized by two domains each with a 
Greek key motif.9 The Greek key motif is named as such because of its visible similarity to the 
classic motif from Greek art (Fig. 2a). In the Greek key motif, four beta sheets are aligned 
antiparallel to one another, with adjacent N and C ends (Fig. b, c). This structure allows for 
relatively close packing of the residues in this domain. Thus, each of the two domains containing 
a Greek key motif form compact spheres which are attached by a short, flexible tethering region 
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(Fig. 2d).10,11 γ	– crystallin is of interest to the scientific community due to its clinical 
significance in cataracts. Specific single-point mutations, such as P23T, on human γ#	– crystallin 
have been linked to bilateral pediatric cataract.11,12  
 
Figure 2 The basic repeating element of the Greek key motif resembles a shepherd’s crook (a). In protein structure, the alignment 
of four beta sheets in a specific way takes on this shape. Notice that the N and C termini are located next to each other. This 
unique alignment allows each of the strands to be antiparallel to the adjacent strands (b). For simplicity, the rightmost image 
contains one Greek key motif present in ! – crystallin highlighted in red (c). Below, another angle shows the two Greek key 
motifs in red and the linker region in cyan (d).10,13 
 
γ" – crystallin has been used in this study as a bovine structural and functional 
homologue to human γ#	– crystallin. A structural alignment of the two proteins in Dali using C$ 
atoms only reveals that the two share 76% sequence identity over 174 amino acids and have a 
structural RMSD of 0.8 Å (Fig. 3).1  
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Figure 3  Alignment of bovine !!– crystallin (pdb ID: 1amm, red)10 and human !" – crystallin (pdb ID: 1hk0, blue)14.13,15  
 
Pediatric cataract 
Pediatric cataract is currently an important issue due to its ability to severely impair quality of 
life. Pediatric cataract can be subdivided into two major categories: juvenile and congenital. 
Congenital cataract is characterized by its genetic cause and can present at birth or during 
childhood. Juvenile cataract is typically characterized by childhood onset and is typically 
acquired through a non-genetic cause, although the term is sometimes also used to refer to 
childhood-onset cataract via a genetic cause in order to distinguish between childhood and 
infantile presentation.16,17 Congenital infantile cataract has an incidence of about 1-4 in 10,000.18 
Some cases of congenital cataract are associated with single point mutations on human γ# – 
crystallin due to variances in CRYGD, the gene encoding for human γ#	– crystallin.16,18 
Pediatric cataract cases are treated surgically in a similar manner to adult cataract. 
However, pediatric cataract cases have additional considerations. For example, some types of 
cataract present at birth should be treated by 8 weeks post-birth to ensure proper development of 
vision in the child. Additionally, most ophthalmologists who specialize in cataract are 
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predominantly trained in and exposed to the treatment of adult cataract, while the anatomy and 
considerations of an infant’s eye require specialized knowledge.17 
 
Cataracts as a global health issue 
Another important reason for studying cataract is the pervasiveness in underserved communities 
and the devastating effects they can have when untreated. Recent studies have shown that 
developed visual impairment has as much of an impact on one’s quality of life as a stroke.19 
Additionally, developed visual impairment can result in further disability when the impairment 
leads to a fall or accident.  
Cataract treatment is not always available to those who need it. Many areas of the world 
do not have adequate access to cataract treatment, and cultural perceptions of the surgery can 
prevent patients from seeking help. In Tonga, for example, cataracts account for 68.4% of 
bilateral and 30.3% of monocular blindness.20 The reasons preventing people from seeking help 
have been well studied by researchers, including cost, stigma, and pre-existing conditions. For 
example, in Paraguay, affordability and accessibility to surgical centers are two major challenges 
preventing patients from getting treatment, even though there is an adequate amount of surgeons 
capable of performing the procedure.21 A study performed in Campinas, Brazil found that a 
majority of patients who chose not to proceed with surgery were motivated by fear of the surgery 
or lack of awareness.22 Similarly, studies in Buenos Aires indicated that an additional major 
factor is lack of money.23  
However, surgical treatment of cataracts can also be a poor option for patients where 
surgery is culturally accepted and widespread. While the currently available treatment of 
cataracts has improved drastically over recent decades, it is not always an option for patients. 
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One out of every three patients have been found to have a pre-existing condition, which could 
severely negatively affect the outcome of cataract surgery.19  
When a population does not have access to treatment for cataracts, it can have an 
enormous impact on their economic, physical, and mental well-being. Despite the demonstrated 
significance of the disease, the fundamental cause of certain abnormalities is still unknown and 
requires investigation. 
Intermolecular interactions between ,	– crystallins 
The term protein interactions can refer to transient interactions between proteins of the same 
type or binding interactions between a protein and a ligand. Binding can occur as a result of 
intermolecular attractions such as electrostatic interactions, Van der Waals forces, and hydrogen 
bonding. The term inter-protein interactions will be used here to refer to contacts, which may be 
transient, between two or more proteins of the same type, in this case γ	– crystallin.  
Aberrant inter-protein interactions between γ#	– crystallin in the human lens are a 
potential instigator for phase separation and aggregation resulting in cataract. As contacts 
between proteins may be driven by various intermolecular forces in a compounding manner, the 
scope of this research is narrowed to focus on electrostatic interactions. It is hypothesized that 
interruptions to the normal electrostatics of wild-type γ	– crystallin, caused, for example, by a 
single-point mutation, may result in unfavorable protein association leading to phase separation 
and aggregation. 
The electrostatic interactions a protein is able to participate in are dictated by multiple 
factors, including its amino acid sequence. Each of the twenty amino acids that make up human 
proteins have chemically unique functional groups. Some of these functional groups are 
ionizable due to the presence of a proton that can be added or removed to change the charge of 
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the amino acid. The ease of ionizability is essentially quantified by the acid dissociation constant, 
pKa. Many factors can affect the ease with which that amino acid can be ionized, including the 
proximity of other ionizable groups.24  
Each ionizable group of a protein may be protonated or deprotonated at any given time. 
The probability of the group being protonated or deprotonated is based on a number of factors, 
including its chemical environment. Therefore, the protonation state of each residue has the 
ability to influence the protonation state of the other residues. Thus, it is possible to predict likely 
charge patterns for γ"	– crystallin, which has previously been modeled by Wahle et al.25  
Using this model, Wahle revealed the importance of each residue in determining the 
overall electrostatic profile of γ"	– crystallin at low concentrations. Due to the fact that each 
amino acid affects the likelihood of a charge pattern occurring, electrostatics could be drastically 
affected by a single point mutation in γ"	– crystallin. Similarly, Bucciarelli et al. demonstrated 
the importance of electrostatics as a driver of γ"	– crystallin inter-protein interactions in silico at 
high concentrations to mimic the environment of the cytoplasm.26 Bucciarelli modeled γ"	– 
crystallin as a spherical colloid and measured changes to the short time diffusion coefficient with 
increasing patches of charge on the surface. She found that the short time diffusion coefficient 
significantly increased for the patchy colloid. Although Bucciarelli did not find evidence of 
phase separation through the in silico testing of the patchy colloid, aberrant electrostatic 
interactions are a possible mechanism by which phase separation can occur.  
Biomolecular phase separation 
As previously mentioned, phase separation of crystallin proteins over time leads to light 
scattering away from the retina and can significantly impair vision. Phase separation is the 
reversible development of two distinct liquid phases from one liquid phase in which the materials 
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were previously soluble. The new liquid phases will contain one phase that is rich with 
macromolecules and one that is not.27 The study of phase separation is of interest due to its 
critical importance in normal cellular function and due to the implication of aberrant phase 
separation in devastating diseases, particularly neurodegenerative disease such as Alzheimer’s 
Disease (AD) and Amyotrophic lateral sclerosis (ALS).27   
One example of how phase separation can be of importance in healthy cells is in the 
formation of membraneless organelles, including stress granules and P-bodies. Phase separation 
can be used as a cellular mechanism to sequester mRNAs and other translational machinery as a 
stress response to regulate gene expression. The sequestered mRNA and other machinery are 
contained in phase separated bodies called stress granules. Stress granules are an essential part of 
how the healthy cells respond to stress.28  
While many factors are required for the formation of stress granules by phase separation, 
it is thought that in many cases, phase separation in a system can be initiated by a single type of 
protein, which acts as a scaffold.29 Some phase separating proteins have structural features in 
common. Many phase separating proteins have been found to be intrinsically disordered proteins 
or contain intrinsically disordered regions.30 These are regions of protein that lack secondary 
structure and are able to sample many conformations on a fast timescale. For example, tau, a 
phase separating protein involved in AD, is intrinsically disordered.30   
The mechanisms behind phase separation have been of interest to researchers for many 
years, and there are several mechanisms, in particular, which are being investigated at this time. 
Such mechanisms are induced when there is A) a change in a phase separating-protein’s 
solubility or localization in the cell, B) a change in how the protein can interact with other key 
phase separating biomolecules, or C) a change to the properties of the cell.27 When slight 
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changes occur to a phase separating-protein, for example- the protein exhibits a single-point 
mutation, aberrant and potentially harmful phase separations can occur. Two key parameters to 
consider when studying phase separation are temperature and protein concentration. A change in 
temperature or concentration could affect the composition of the observed phase.29,31  
 Exploring the role of γ" – crystallin in phase separation leading to cataract is valuable as 
it may shed light not only on cataract but other diseases which are fundamentally caused by this 
phenomenon by contributing to the knowledge-base of the mechanisms of phase separation. γ" – 
crystallin provides a nice model system by which to study phase separation due to its availability 
to be found in bovine lenses at high concentration and its well-studied properties. Our aim is to 
study the effect of varying concentration and temperature on the preliminary association between 
γ" – crystallin molecules at relatively low concentration. 
Nuclear Magnetic Resonance Spectroscopy 
Nuclear magnetic resonance (NMR) spectroscopy provides a way to elucidate biomolecular 
dynamics and interactions due to its powerful ability to probe dynamics of relatively large 
molecules. As such, NMR has been employed to probe the possible relationship between γ" – 
crystallin inter-protein interactions, perhaps indicative of early stage association, and protein 
concentration. A brief review for the basis of NMR and the specific experiments chosen for this 






Chapter 2:  
Materials and Methods for Protein Expression and Purification 
Section I. Materials 
*Note: materials are categorized first by type and then listed in order of appearance in the 
section 
 
Key chemicals  
§ 4-(1,1,3,3-Tetramethylbutyl)phenyl-polyethyleneglycol t-
Octylphenoxypolyethoxyethanol (Triton X-100), Sigma-Aldrich 
§ Isopropyl-beta-D-thiogalactoside (IPTG), GOLDBIO 
§ Ammonium chloride (15N 99%), Cambridge Isotope Laboratories Inc. 
 
Recipes 
5x M9 Salts 
 1 L nanopure water 
 34 g NaH2PO4 
15 g KH2PO4  
2.5 g NaCl 
1.0 g 15N NH4Cl 
Minimal media 
 2 mL 1 M MgSO4  
 100 μl 1 M CaCl2 
  5 g of glucose 
Sonication buffer 
80 mL nanopure water, 0.3168g NaH2PO4, 0.7396g Na2HPO4, 0.2468g DTT, 0.016 
sodium benzoate, 1% Triton-X detergent 
pH 6.8 50 mM sodium phosphate buffer 
50 mM sodium phosphate, 0.2 M NaCl, 2.5 mM DTT, 1.0 mM EDTA, 0.02% sodium 
benzoate 
pH 4.8 sodium acetate buffer 
 4 L nanopure water, 66.0 g acetic acid, 0.4 g sodium benzoate, 26.8 g NaOH 
pH 4.8 sodium acetate buffer, with salt 
 Same as pH 4.8 sodium acetate buffer with addition of 38.05 g NaCl 
2x Sample Buffer  
0.12 M Tris-Cl pH 6.8 
4% SDS 
20% glycerol 
0.01% bromphenol blue 
10% SDS-PAGE Separating Gel 
3.27 mL 30% acrylamide/bis-acrylamide  
3.33 mL Tris/SDS pH=8.0 
1.28 mL H2O 
2.12 mL 50% glycerol 
 11 
100 μl 10% APS  
10 μl TEMED  
10% SDS-PAGE Stacking Gel 
405 μl 30% acrylamide/bis-acrylamide 
775 μl Tris/SDS pH=8.0 
1.95 mL H2O 
20 μl 10% APS (100mg/ml). 
5 μl TEMED. 
Coomassie stain 
200 mg Coomassie blue 
100 mL Methanol 
20 mL Glacial Acetic Acid 
80 mL H2O 
Destain 
100 mL Methanol 
20 mL Glacial Acetic Acid 
80 mL H2O 
NMR buffer 




Beckmann Coulter DU 740 Life Science UV/Vis Spectrophotometer  
500 MHz NMR Spectrometer (Bruker, Avance III 500), Rochester Institute of Technology 
Varian Unity INOVA 600 MHz spectrometer with Varian Protein Pack experiment library, 
University of Rochester 
Model CML-4 sonicator tip with Qsonica XL-2000 sonicator control 
Branson Sonifier 450 with a model 102C (CE) microtip  
Beckman Coulter Microfuge 16 Centrifuge 
Beckman Coulter Allegra 25R Centrifuge, TA-10-250 rotor 
 
Purification Equipment 
5 kDa Amicon filter 
Amicon filtration cell 
GE XK 16/100 Column 
Sephracryl S-100 resin 
GE XK 16/60 Column 
SP Sepharose fast flow resin 
 
Software 
nmrPipe package, version mac1132 
Computer Aided Resonance Assignment (CARA), Release 1.9.1.7 Date: 2016-09-2833 
Wolfram Mathematica, 11th edition34 




Section II. Expression 
All protein was expressed in kanamycin resistant BL21(DE3) Star Escherichia coli (E. coli) cells 
with the pET30a plasmid containing the bovine γ" – crystallin gene (UniProtKB ID P02526). 
The cells were grown on Luria Broth (LB) with 50 µg/mL kanamycin at 37°C for 12-16 hours.  
Isolated colonies were used to inoculate 25 mL of sterile LB containing 50 µg/mL 
kanamycin; small cultures were incubated at 37°C and shaken at 180 rpm for 12-16 hours. 
Small cultures were used to inoculate 1 L sterile LB or minimal media and M9 salts 
(supplemented with 50 µg/mL kanamycin); large cultures were incubated at 37°C, 140 rpm until 
they reached an optical density at 600 nm of 0.6-0.8, as monitored by visible spectroscopy. Over-
production of γ" – crystallin was induced by the addition of IPTG (1 mM), and the cultures were 
incubated for an additional 3 hours. Minimal media were used only for preparing isotopically 
labeled samples for NMR experiments, including the T% and T& NMR experiments.  
The cells are harvested by centrifugation (5,000 xg, 25 minutes, 4°C). The cell pellets 
were stored at -20°C for a minimum of 24 hours.  
Samples were collected for SDS-PAGE analysis immediately before induction, at hours 
1, 2, and 3 past induction, and immediately before harvesting (250-500 µL). The samples were 
briefly centrifuged to obtain cell pellets and frozen for future analysis. 
 
Section III. Sonication 
Frozen pellets were thawed on ice, resuspended in 20 mL sonication buffer with 1% triton 
detergent, and vortexed until fully dissolved. The resulting mixture was sonicated using the 
Model CML-4 sonicator tip with Qsonica XL-2000 sonicator control 
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 at power level 3 on ice for fifteen rounds of fifteen second bursts (waiting forty-five seconds 
between each burst). The sonicated sample was centrifuged (~17,000xg, 25 minutes, 4°C), and 
the supernatant was separated from the pellet. The pellet was stored at -20°C for future analysis, 
and the cell lysate was immediately purified, as described in Section IV.  
Section IV. Purification   
Section IV.a. Sample preparation for size exclusion chromatography 
An Amicon 5kDa filter unit was prepared by soaking with gentle mixing for thirty minutes in a 
5% sodium chloride solution with the active side submerged. The filter unit was rinsed for five 
minutes under a gentle flow of distilled water. A final rinse was performed with nanopure water. 
The cell lysates were concentrated in the Amicon concentration unit using the Amicon 
5kDa filter. In each experiment, the supernatant from three one-liter growths was concentrated at 
one time. The supernatant was concentrated to below twenty milliliters and syringe filtered with 
a 0.45 μM syringe filter. The concentrated supernatant was then immediately loaded onto the 
size exclusion column for the initial purification step. 
 
Section IV.b. Preparation of column for size exclusion chromatography 
The size exclusion column used for purification contained Sephacryl S-100HR XK (16/100) and 
controlled with a Pharmacia Biotech P-50 Protein pump. The column was washed with 600 mL 
of sodium hydroxide (0.5 M) and equilibrated with 1800 mL of pH 6.8, 50 mM sodium 
phosphate buffer. This was done prior to the cell lysis and concentration step to ensure that the 
column was ready to load immediately. 
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Section IV.c. Purification by size exclusion chromatography 
The concentrated cell lysate was loaded onto the equilibrated size exclusion column. The pH 6.8, 
50 mM sodium phosphate buffer was used to elute the protein, using a flow rate of 2.5 mL/min, 
collecting in 20 mL fractions for approximately 1400 mL. The exact amount of buffer used was 
dependent on the elution profile. Each fraction was analyzed in the UV/Visible 
spectrophotometer at 280 nm; the absorption data were plotted to create an elution profile and 
determine where the protein eluted. Samples for SDS-PAGE (500 μL) are collected from 
fractions corresponding to peaks on the elution profile to confirm which fractions contained our 
protein (see Section V). 
 
Section IV.d. Sample preparation for ion exclusion chromatography 
The fractions determined by SDS-PAGE analysis to contain γ" – crystallin were combined and 
buffer exchanged into pH 4.8, sodium acetate buffer using a 5 kDa Amicon filter and Amicon 
filtration set-up.  
 
Section IV.e. Preparation of column for ion exchange chromatography 
The cation exchange column contained SP Sepharose fast flow resin and was controlled using 
Pharmacia Biotech P-50 Protein pump. The column was washed with 500 mL of sodium 
hydroxide (1 M) and equilibrated with 1500 mL of pH 4.8, sodium acetate buffer.  
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Section IV.f. Purification by ion exchange chromatography 
The partially purified protein sample was loaded onto the cleaned ion exchange column, and 
eluted in pH 4.8, sodium acetate buffer by increasing the sodium chloride concentration in the 
following manner, collecting 22 mL fractions at 10 mL/min (Table 1): 
Table 1 Breakpoints used for cation exchange 
Breakpoint (mL) Sodium Chloride  
(% Acetate buffer with 









An elution profile was prepared as described in Section IV.c, and samples were collected for 
analysis by SDS-PAGE (see Section V). 
 
Section V. Identification and Quantification 
Samples collected during protein expression, cell lysis, and protein purification steps were 
prepared for analysis by SDS-PAGE in the following manner: if the samples were frozen, they 
are thawed at room temperature. The sample was vortexed gently, and 20 µL of sample was 
combined with 10 µL of sample buffer in a new microcentrifuge tube. The sample was boiled for 
10 minutes.  
 The samples were loaded onto a 10% SDS polyacrylamide gel (12 µL for a 15 well gel, 
15+ µL for a 10 well gel). The gel was run for 15 minutes at 120 V, then at 150 V until the 
sample front reached the bottom of the gel. 
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 The gel was stained for 45 minutes – 1 hour using Coomassie stain. The sample was then 
destained overnight, for no longer than 16 hours, in destain. A picture of the gel was taken using 
a gel imager or a camera. 
 The protein was quantified in two ways, using a standard Bradford Assay and UV/Visible 
spectroscopy. The Bradford Assay using Bio-Rad reagents was run repeatedly throughout the 
purification process to approximate the protein concentration and to calculate protein losses at 
each step. The final protein concentration was determined using UV/Visible spectrophotometry 
(280 nm) and a previously determined extinction coefficient (2.18 L/(mol*cm)) for γ" – 
crystallin. UV samples were prepared by diluting 5 12 of protein sample to 1000 µL using NMR 

















Chapter 3:  
Nuclear Magnetic Resonance Spectroscopy: Background and 
Methods 
 
Section I. NMR Basis 
NMR spectroscopy is a technique that exploits the properties of elements with nuclear spin to 
provide information about the chemical environments of specific nuclei. Nuclear spins with a 
total spin quantum number ½  arise from unpaired nucleons present in an atom.35 The most 
useful nuclei with non-zero nuclear spin in biological molecules are 1H, 15N, and 13C.  
 During an NMR experiment, the sample is surrounded by a uniform, high-energy 
magnetic field, which aligns the average nuclear spins to be parallel to the direction of the 
magnetic field. Once exposed to the magnetic field, the nucleus can be in one or a mixture of two 
states, the high-energy state or the low-energy state. In the high-energy state, the magnetic 
moment associated with the spin points in the direction opposing the magnetic field. In the low-
energy state, the spin is aligned with the magnetic field. Energy is added to the system in the 
form of a radiofrequency pulse. The energy or frequency (E=hf, where E= energy, h= Planck’s 
constant and f=frequency) needed to interact with spins is known as the Larmor frequency.  
 At equilibrium, in the absence of a radiofrequency pulse, the vector describing net 
magnetization is considered to be non-zero and along the +z-axis (Figure 4). 
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Figure 4 The arrow in blue represents the direction of "#, or the applied magnetic field. The direction of the z-axis is 
conventionally chosen to be parallel to the applied magnetic field. The vector in orange represents the net magnetization vector. 
At equilibrium, the net magnetization has a non-zero value along the same axis as the applied magnetic field. 
 
When a radiofrequency pulse is applied to the system (in the xy plane), the net 
magnetization vector is partially or completely tipped into the transverse plane. Once the 
radiofrequency pulse is “off,” the net magnetization vector will relax back to the equilibrium 
(+z) state. There are two primary processes that allow the net magnetization vector to relax back 
to equilibrium: the longitudinal and transverse processes. Each process has a characteristic time 
constant associated with it, called T1 and T2, respectively. As will be discussed in Section II, 
studying these processes allows us to indirectly probe global protein-protein associations.  
 
Section II. T1 and T2 relaxation and rotational correlation time 
T1 is the time constant associated with the recovery of net magnetization along B0 after a 
radiofrequency pulse that has decreased the z-component of magnetization to zero (Figure 5). 
This recovery occurs through longitudinal, or spin lattice, relaxation. Simply, this is the 
relaxation of the nuclear spins by releasing energy to the bulk, called the lattice, that surrounds 
the nucleus. The recovery to equilibrium is typically described by a single exponential function 
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where M' is the magnitude of magnetization in z, M( is the magnitude of magnetization in z at 
equilibrium, and t is time (Eq. 1).35 
 
Figure 5 The net magnetization begins in equilibrium, as in Figure 4. After a radiofrequency pulse of a specific energy, the net 
magnetization vector has been decreased to zero. Over time, the net magnetization returns to equilibrium. The time it takes for 
this recovery is called T1. 
 
M' = M((1 − e
) !"#)						(1)                                        
Transverse relaxation is a bulk process with associated time constant T2. To visualize 
transverse relaxation, we could imagine that a radiofrequency pulse is applied that places the net 
magnetization vector in the transverse plane. While in the transverse plane the individual 
magnetization vectors for nuclei in the sample lose coherence due to phenomena such as 
inhomogeneities in the magnetic field and interactions between spins (Fig. 6).35 The decay of 
signal due to T2 is described in Eq. 2, where M*+ is the component of magnetization in the 
transverse plane. The physical origin of both longitudinal and transverse relaxation will be 
described in more detail below. 
 
Figure 6 If the net magnetization vector is tipped and held in the transverse plane, the vector will dephase due to loss of 
coherence. 
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M*+ = M(e),/.$ 						(2) 
 
Since we are studying the relaxation of 15N in our experiments, we will discuss the 
relaxation of a backbone 15N nucleus with its attached 1H here. The primary cause of relaxation 
is the rotational diffusion of the protein, but conformational flexibility can also influence 
relaxation. Both the rotational diffusion and conformational flexing stem from very frequent 
collisions occurring between the protein and solvent due to thermal kinetic energy. This tumbling 
can change the direction of the vector between a backbone 15N and its attached 1H relative to the 
applied field. Changing the position of the 1H relative to the 15N causes fluctuations in the local 
magnetic field experienced by the 15N. By affecting the direction of the vector mentioned above, 
the protein’s motions result in nearby nuclei experiencing random fluctuations in the local 
magnetic field.   
As seen in Fig. 6, the average directions of the magnetic moments of the nuclei are 
primarily determined by B0. In this figure, one can see that the magnetic field at the 15N nucleus 
depends strongly on the direction from the 1H to the 15N, which changes rapidly as the protein 
tumbles. This directional dependence causes noise in the local magnetic field experienced by the 
15N nucleus.  Therefore, the faster the molecule is tumbling, the more rapidly the noisy part of 




Figure 6 An 15N nucleus (blue) is shown with a neighboring 1H (red). The relative positions of the two nuclei can change due to 
molecular motions such as tumbling. The local magnetic field experienced by the 15N due to the 1H changes based on the position 
of the 1H, as illustrated by the directional impact of the magnetic field emanating from the 1H (red loops). 36,37 
 
At the same time, transverse relaxation is occurring. In the bulk, fluctuations in the local 
magnetic field are occurring to different extents for equivalent 15N nuclei. Because they are all 
experiencing different variations in their local magnetic fields, they will lose coherence, or their 
precession around the applied field will slow down to different extents. This loss of coherence 
generally also decays exponentially, with time constant T2 (Eq. 2).  Both T1 and T2 can be related 
to the rotational correlation times, :/, which characterize the average amount of time it takes the 
protein to diffusively rotate by one full radian.38  
The rotational correlation time is related to an autocorrelation function for the dipole-
dipole interactions. To describe the autocorrelation function, we could imagine taking snapshots 
of the molecule’s position as it tumbles at an initial time t, and a later time, t + τ. If t + τ is short 
compared to how fast the molecule is tumbling, the position of the molecule at t and t + τ will 
appear correlated. When t + : is long compared to how fast the molecule is tumbling, the 
positions at each point will appear random. This phenomenon can be described by an 
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autocorrelation function for the dipole-dipole interactions, which is often approximated as an 
exponential decay in the case of spheres, where 〈B*&〉 is the mean square field or magnitude of the 
fluctuating field (Eq. 3).38 For anisotropic diffusers, this is more complicated.39  
=(t) = 	 〈B*&〉e)|1|/1% 							(3) 
 The autocorrelation function describes this process in terms of time, but the relationship 
can also be described in terms of frequency using a Fourier Transform. Twice the Fourier 
Transform of the autocorrelation function is called the spectral density function. For rotational 
diffusion of spheres, the normalized spectral density function, J(ω) is related to the rotational 





The spectral density function yields a Lorentzian curve. When the noise in the field experienced 
by the 15N is very frequent, the spectral density function is broad with a short peak and thus a 
short rotational correlation time.37 This noise has frequency components that are capable of 
inducing transitions in the 15N spin states, i.e. physical processes relating to T1 and T2 correspond 
to combinations of certain points on the spectral density function: ω( and 2ω( for T1, and 0, ω( 
and 2ω( for T2. A description of T1 and T2 for dipolar interactions is seen in Equations 5-7. 
Shown in Eq. 5, d00 is a prefactor where µ( is the magnetic permeability in a vacuum, γ3 and γ4 
are the gyromagnetic ratios of the two nuclei, 1H and 15N, and rHN is the distance between the 





ħ&γ3& γ4& r34)5 								(5) 
T%)% = K
d((





{4J(0) + J(ω3 −ω4) + 3J(ω4) + 6J(ω3) + 6J(R6 +ω4)}							(7) 
By determining T1 and T2, and assuming that the proteins can be modeled as being spherical, we 
can approximate τ2 using Equation 8. This approximation is derived from Kay et al. by setting 
T2/T1 equal to the relevant expressions from Eq. 6 and 7 and omitting higher frequency terms 
(only considering terms with J(ω7) and J(0)) where ν4 is the regular frequency of 15N in cycles 









Recall that the aim of this study is to monitor protein association. As protein association occurs, 
the effective hydrodynamic radius, or the radius of a sphere that diffuses at the same rate as the 
biomolecule, would increase. The hydrodynamic radius can be related to the rotational diffusion 
through the Stokes-Einstein-Debye equation, where kB is the Boltzmann constant, T is 
temperature, rH is the hydrodynamic radius, and Z is the viscosity (Eq. 9). Because the rotational 
diffusion is very sensitive to the hydrodynamic radius, changes in the rotational diffusion and 





As described previously, the noise in the local magnetic field of 15N nuclei primarily 
responsible for its relaxation stems largely from rotational diffusion of the protein.38 This process 
can be described in bulk by the rotational correlation time, which describes the average time it 
will take the protein to rotate one full radian. For a sphere, the rotational correlation time and 
rotational diffusion are related as shown in Eq. 10. More generally, in most cases, if the 






 In this case, it may not be appropriate to approximate the rotational diffusion using Eq. 10, as 
when the protein aggregates or associates it is unlikely that a sphere will be a good model. For 
example, the associated proteins may be better modelled as an ellipsoid. An ellipsoid would have 
very different diffusive behavior than a sphere, as it would be easier for the ellipsoid to rotate 
along one axis. Therefore, an ellipsoid would need to be described by multiple rotational 
correlation times, hinting at the complexity of the future analysis.39 The work on anisotropic 
diffusion will be left for future analysis. With this caveat in mind, we hypothesized that if the 
proteins began to associate, there would be an increase in the rotational correlation time beyond 
what one would expect due to viscosity alone due to protein association creating a larger 
effective hydrodynamic radius. Thus, for this work, τ2 will be used as a measure of protein 
association. 
 
Section III. General procedure for preparing NMR sample  
Fractions containing γ" – crystallin were selected and combined, based on the results of the 
SDS-PAGE of the fractions collected during the cation exchange purification step. The protein 
sample was exchanged into NMR buffer (which contains 10% D2O), concentrated to ~500 µL 
using an Amicon centrifugal filter unit (10,000 Dalton molecular weight cut-off), and the 
concentration was quantified as described previously. 
 The protein sample was placed into a disposable NMR tube or a Shigemi tube if the 
volume of the sample was below 450 µl.  
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 To dilute the sample for further experiments, the sample was removed from the NMR 
tube, an appropriate amount of NMR buffer was added, and the sample was gently vortexed to 
mix. The actual protein concentration was verified by UV/Visible spectroscopy and the diluted 
sample was added to the appropriate NMR tube for data collection. 
 
Section IV. [15N,1H]-HSQC T1 and T2 NMR experiments 
1D [15N,1H]-HSQC T1 and T2 and 2D [15N,1H]-HSQC T1 NMR experiments were conducted. A 
simple heteronuclear single quantum coherence (HSQC) pulse sequence can be seen in Fig. 7. 
The purpose of the HSQC pulse sequence is to generate and observe magnetization on 1H, a 
sensitive nucleus, but to observe the relaxation of directly bonded backbone 15N. In general, the 
HSQC pulse sequence is comprised of an INEPT block which generates transverse 
magnetization on 1H and transfers magnetization to directly bonded 15N. After the INEPT block, 
a period in which magnetization on 15N can evolve occurs (2d0) in which a refocusing 180° pulse 
is applied after time d0. This is followed by a reverse INEPT block in which magnetization is 
transferred back to the 1H for detection. Modifications can be made to the HSQC experiment to 
observe longitudinal and transverse processes, allowing for the determination of the time 
constants T1 and T2, which will be described later. Additionally, the experiment can be 
performed as a 1D or 2D experiment by altering the evolution period. In a 1D experiment, the 




Figure 7 A pulse diagram for a simple HSQC experiment. This involves a delay between repetitions of the experiment, d1, 
followed by an INEPT sequence to generate magnetization in the transverse plane on 1H and subsequently transfer magnetization 
from the ‘H to the 15N,  followed by the sequence for studying T1 or T2 relaxation*, which is shown in Figures 8 and 9 
respectively , and a refocusing pulse. A reverse-INEPT is employed to transfer magnetization back to the 1H for detection. The 
free induction decay (FID) at the end of the pulse sequence represents the time in which signal is being recorded. 
 
The most common NMR experiment used to measure T1 is the inversion recovery 
experiment. In this experiment, a 180° pulse is applied to the net magnetization vector, causing it 
to invert to the -z direction. The net magnetization vector recovers back to its equilibrium 
position. After a given time, which we will call RelaxT, a 90° pulse is applied to the system. In a 
typical NMR experiment, signal can only be detected in the transverse plane. Therefore, the final 
90° pulse allows us to detect the recovered (or recovering) signal. Monitoring the decay in the 
transverse plane allows us to monitor the recovery into Mz, since magnetization in Mz can’t be 
directly detected.  
In the experiment, one parameter is varied: the relaxation time or RelaxT. Theoretically, a 
RelaxT of zero would result in no recovered signal along +z. The longer the RelaxT, the more 
time there is to allow the signal to recover back to equilibrium. Theoretically, we would expect a 
substantial amount of recovery into +z after a very long RelaxT.  Since we are detecting in the 
transverse plane, we would observe an exponential decrease in observed signal corresponding to 
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recovery of magnetization into +z. The exponential decrease in signal (with increased RelaxT 
values) can be quantified by integrating under the peaks from each RelaxT spectrum. Plotting 
and fitting the exponential decay of the signal will allow for determination of T1 based on 
equation 1.  
 
 
Figure 8 An inversion recovery sequence which could be inserted to the HSQC with varying RelaxT to observe T1 relaxation of 
15N. 
 A spin-echo sequence is used to detect transverse relaxation and measure its associated 
constant, T2 (Fig. 9). Due to the HSQC pulse sequence, magnetization in the transverse plane for 
the 15N nuclei already exists. Transverse relaxation is allowed to occur for a variable period, τ. A 
spin-echo, or a 180° pulse that partially or completely refocuses magnetization that has lost 
coherence in the previous step, is applied. Finally, another period of relaxation occurs.35 During 
each relaxation period in the spin-echo sequence, nuclei in the bulk lose coherence, resulting in 
an exponential decay of signal which can be observed to determine T2. The time before detection 
in which relaxation is allowed to occur, or RelaxT, is equal to 2τ. 
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Figure 9 Preceding this pulse sequence, magnetization exists in the transverse plane for the 15N nuclei.  A period of relaxation, $, 
is allowed to occur before a 180°pulse partially or completely refocuses magnetization. This is followed by a second period 
where transverse relaxation may develop. In this scenario, 2$ = RelaxT, or the variable amount of time in which the nuclei relax 
before detection. 
 
Section IV.a. General procedure for conducting 1D [15N,1H] – HSQC T1 and T2 experiments 
We used the following parameters (Tables 2, 3) to perform the 1D [15N,1H] – HSQC experiments 
with varying RelaxT values, with the goal of calculating global T1 and T2 values for γ" – 
crystallin at varying concentrations and temperatures. 
All 1D T1 and T2 [15N,1H] – HSQC T1 and T2 experiments were collected on the 600 MHz Inova 
Varian spectrometer at the University of Rochester using the pulse program gNHSQC. The 
spectra were centered on water (~4.75 ppm) with a sweep width (sw) of 13.3 ppm.  
 
Table 2 1D [15N,1H]-HSQC T1 parameters 
Parameter Value 




at 64 ms 
relaxT 0.01, 0.05, 0.09, 0.15, 
0.25, 0.5, 0.75, 1.0, 1.5, 
2.3, 3.0, 4.0, 5.0 seconds 
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Table 3 1D [15N,1H]-HSQC T2 parameters 
Parameter Value 




at 64 ms 
relaxT 0.01 0.03 0.05 0.07 0.09 
0.11 0.15 0.19 0.21 
seconds 
 
 A similar set of experiments were performed previously by the Michel group, specifically 
by Aaron Fadden, MS, in 2018.42 However, we made a key change to the parameters for our 
experiments: d1 was changed from 1 second to 5 seconds, since experimental T1 values 
determined by the group was on the order of one second. Therefore, we extended the delay time 
to 5 seconds to ensure that sufficient relaxation could occur before the start of a new scan.  
 
Section IV.b. Treatment of 1D Data on the Varian Spectrometer 
This section describes how we processed the T1 and T2 data using VNMRJ (or VNMR, 
depending on age of the software). The spectra were initially treated on the instrument by 
phasing and applying drift correction prior to the calculation of the τ2 values. We also used 
alternative methods to process and analyze the NMR data, which will be discussed in Chapter 5. 
 
Section IV.c. General procedure for conducting 2D [15N,1H] – HSQC T1 experiments 
We used the following parameters (in Table 4) to perform the 2D [15N,1H] – HSQC experiments 
with varying RelaxT values, with the goal of calculating T1 values for individual residues. 
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All 2D T1 [15N,1H] – HSQC T1 and T2 experiments were collected on the 600 MHz Inova 
Varian spectrometer at the University of Rochester using the pulse program gNHSQC. The 
spectra were centered on water (~4.75 ppm) with a sweep width in the direct dimension of 13.3 
ppm and a sweep width in the indirect dimension of 3.1 ppm.  
Table 4 2D T1 [15N,1H] – HSQC T1 
Parameter Value 




at 64 ms 
relaxT 0.01, 0.09, 0.50, 1.00, 
2.30, 3.20 seconds 
 
The long delay (d1) time resulted in long experiment times. Therefore, we used fewer RelaxT 
values compared to the 1D NMR experiments.  
All data from the 2D T1 [15N,1H] – HSQC experiments were processed later using 










Chapter 4:  
Optimization of Expression Procedure 
 
 
Section I. Motivation for optimizing the protein expression procedure 
The primary motivation for optimizing the protein expression procedure was many years of low 
protein yields. In the past, one liter of E. coli culture in minimal media typically yielded  ~7 mg 
of purified protein. While protein expression in Lysogeny Broth (LB) was usually more fruitful, 
protein yields were still lower than expected. Expressing isotopically labeled proteins in E. coli 
cultured on minimal media typically results in lower yields, even when using a highly effective 
expression system. Therefore, it is important to optimize the protein expression system to 
account for lower yields in minimal media, especially considering the expense of the materials 
and the time it takes from start to finish to obtain enough purified protein for NMR experiments. 
For the experiments described in this work, a single isotope (15N) was incorporated into the 
protein by culturing the E. coli on minimal media supplemented with 15N-labeled ammonium 
chloride.  Future work by the group may require doubly labeled protein (13C and 15N), therefore 
making it even more critical to update the protocols for optimal protein yields. For those reasons, 
the aim of this work was to identify areas for improvement in the current expression procedure 
and to verify that pure γ" – crystallin was actually being produced. 
 
Section II. Sequencing of ,< – crystallin plasmid DNA 
The recombinant plasmid used to produce γ" – crystallin in E. coli BL-21 cells was last 
sequenced by the group in 2015. We therefore decided to verify the DNA sequence of the γ" – 
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crystallin gene using the same glycerol stock used in our experiments to ensure that the desired 
protein (with no mutations) was being expressed. Although low proteins yields have been typical 
for our group, it was essential to rule out the possibility that a mutation in the gene or nearby 
plasmid was inhibiting the expression of the γ" – crystallin. 
 
Section II.a. Procedure for sequencing of _= – crystallin plasmid DNA 
Approximately 40 µg of plasmid DNA was isolated from E. coli cells cultured overnight on LB 
using a Qiagen QIAprep Spin Miniprep kit. The purified DNA sample was sent to GENEWIZ 
for Sanger sequencing using a standard T7 promoter.  
 
Section II.b. _= – Crystallin DNA sequence results 
The DNA sequence perfectly matched the original γ" – crystallin DNA sequence, which had also 
been confirmed in 2015 by someone in the Michel group. Both DNA sequences result in a 
protein sequence that is a perfect match for the known sequence of wild-type γ" – crystallin 




Figure 8 Sequence of !! – crystallin (174 amino acids) with secondary structure. Sequencing performed in 2015 and 2019 was 
identical and matched the sequence reported in literature. (PDB ID: 1amm) 10,15 
 
Because the protein sequences matched, we can assume that the γ" – crystallin protein we expect 
is being expressed by our E. coli stock. Therefore, our low protein yields are likely not due to 
abnormalities in the sequence. 
 
Section III. Varying the induction protocol 
The standard expression protocol used in the Michel group required a three-hour post-induction 
incubation at 37℃. However, optimal conditions for the induction of protein over-expression 
may vary between different systems (i.e. different proteins and expression sources). Therefore, 
we thought it was important to optimize the induction conditions for our protein. A shorter post-
induction incubation period has the benefit of reduced expression time, but for some proteins can 
lead to the formation of insoluble aggregates or inclusion bodies, thereby decreasing the protein 
yield. One possible way to rectify that situation is to lower the incubation temperature, thereby 
slowing down protein expression. In this case, it may be necessary to increase the incubation 
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period after induction with IPTG. In this section, the effect of lowering the temperature and 
providing a longer post-induction incubation period is discussed. 
 
Section III.a. Procedure for varying time after induction 
In general, the expression procedure was used as described in Chapter 2 Section II with a few 
alterations. In summary, 1-L of E. coli was cultured in LB at 37℃, shaking at 140 rpm, until it 
reached an optical density of 0.8, as monitored by UV/Visible spectroscopy at a wavelength of 
600 nm. A sample was collected for future analysis by SDS-PAGE: a few hundred microliters of 
culture were centrifuged at 8000 xg for 10 minutes and the supernatant discarded. The cell pellet 
was frozen at -80℃ (0-hour sample) for further analysis. 
At this point, the log-phase culture was divided into two 500-mL cultures in sterile 1-L 
flasks. One culture was induced with IPTG (1 mM) and incubated for three hours at 37℃. The 
second culture was induced with IPTG (1 mM) and incubated at 25℃. Both were shaken at 140 
rpm. Samples from both cultures were collected at 1, 2, and 3 hours post-induction. The second 
culture, however, was incubated for an additional 9 hours (overnight) at 25℃, after which a final 
sample was collected from the culture. The samples were analyzed via SDS-PAGE, and the 
protein expression levels were compared, as seen in Fig. 12. 
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Section III.b. SDS-PAGE results from post-induction samples 
 
Figure 9 The left-hand side of the gel contains samples from the standard induction protocol. The right-hand side of the gel 
contains samples from the new induction method with reduced temperature and an overnight incubation. The 0 lanes contain the 
pre-induced sample; subsequent lanes are labeled with the incubation time, post-induction with 1 mM IPTG. The “ON” lane 
contains the sample from the induced overnight culture. The darkest band at ~21 kDa is the putative !!	– crystallin band. The 
Thermo Scientific™ Spectra™ Multicolor Broad Range Protein Ladder (L) was loaded just to the left of the center of the gel. 
 
The SDS-PAGE results from the varied induction protocol experiment are shown in Figure 12. 
The lanes on the left side of the gel contain samples from the group’s traditional induction 
method (37℃). The lanes on the right side of the gel contain samples from the lower temperature 
(25℃) induction method. The putative γ" – crystallin bands travel to ~21 kDa, which falls 
between the 26 and 17 kDa ladder markers. In both sets of data, it is clear that induction of 
protein expression worked well. The protein bands are minimally darker in the left lanes, 
suggesting the higher temperature induction yielded more protein in the short-term (i.e., the first 
3 hours). The greatest protein yield was from the ON (overnight) culture at 25℃, suggesting the 
new protocol improved the overall protein expression yield. Further analysis is required, 
however, to determine which induction protocol yields the greatest amount of soluble protein 
from lysed cells. 
 
140 kDa 

















Section IV. Optimizing cell lysis 
The sonication step was also explored as a potential area for protein yield improvement. 
Sonication is a commonly used technique to lyse cells. Sonication of the cell pellet causes the 
release of soluble (and sometimes insoluble) proteins into the cell lysate. If the lysis step were 
ineffective or incomplete, it would result in protein being retained in the cell pellet and therefore 
not included in the purified protein sample. The effectiveness of our sonication protocol was 
investigated using SDS-PAGE and light microscopy. 
 
Section IV.a. Modifying the lysis protocol 
The first variable considered in the lysis procedure was the model and age of the sonicator. The 
Michel Lab has used a Qsonica XL-2000 sonicator with a CML-4 sonicator tip for the last ten 
years. We designed an experiment to compare the Qsonica to the newly purchased Branson 
Sonifier 450 with a model 102C (CE) microtip, all housed in a sound enclosure box. Cell pellets 
were thawed on ice, vortexed in Sonication buffer, and then lysed with one of the two sonicators. 
The cells were lysed on ice using the Branson microtip at power level 4 with a 25% duty cycle 
for 15 minutes or with the Qsonica at power level 3 for fifteen rounds of fifteen-second bursts 
(waiting forty-five seconds between each burst). Samples from both experiments were collected 
for analysis by SDS-PAGE every three minutes (Fig. 13 and Fig. 14). Separate samples of the 
cells were collected after 15 minutes of sonication for analysis by light microscopy and Gram-
staining (Fig. 15). 
We also tested effect of the power level on the Branson sonicator. A new sample was 
sonicated for 15 minutes at power level 4 with a 25% duty cycle and then for an additional 6 
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minutes on power level 5.5 with a 25% duty cycle. Power level 5.5 neared the maximum power 
allowed power for the microtip (Fig. 16). 
Section IV.b. Results of lysis study 
 
Figure 10 SDS-PAGE gel, which contains samples collected at different time points during the cell lysis experiment using the 
Branson sonicator (Power level 4, 25% duty cycle). Proteins from the cell pellets (lanes boxed in dark blue) and the supernatant 
(lanes boxed in light blue) were stained with Coomassie blue.  
 
As seen in Fig. 13, cell lysis using the Branson sonicator did not yield much soluble protein in 
the supernatant. If the cell lysis were effective, we would expect an increase in the band at 
approximately 21 kDa in the lanes boxed in light blue corresponding to the supernatant. Most of 
the total protein remains in the pellet, even with increasing sonication time. Interestingly, results 
suggest that most of the protein was released into the supernatant prior to sonication (time point 

















Figure 11 SDS-PAGE gel, which contains samples collected at different time points during the cell lysis experiment using the 
Branson sonicator (blue boxes) and the Qsonica XL (orange boxes). Proteins from the cell pellets (dark blue- Branson; dark 
orange- Qsonica) and the supernatant (light blue- Branson; light orange- Qsonica) were stained with Coomassie blue.  
  
 The gel in Figure 14 allows for a direct comparison between the Branson sonicator and 
the Qsonica XL. Unexpectedly, analysis of the SDS-PAGE data suggest that the Qsonica XL was 
more effective at lysing the cells and extracting protein. This finding was corroborated by 
looking at the cells with a light microscope (Fig. 15).  
 
 
Figure 12 Light microscope images of Gram-stained cells samples after 15-minutes of sonication using the new Branson 
sonicator (a) and the Qsonica XL (b).  
 As seen in Figure 15, the Qsonica image shows fewer Gram-stained cells compared to the 
Branson image, suggesting that the Qsonica did a superior job in lysing the cells.  
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 We proposed that one reason the Qsonica XL appeared to be more effective than the 
Branson sonicator was that the power levels may not actually be directly comparable. Therefore, 
we also tried lysing the cells using the Branson sonicator tip at the highest possible power level 
(5.5). Results from this experiment are shown in Figure 16.  
 
     
Figure 13 SDS-PAGE gel, which contains samples collected at different time points during the cell lysis experiment using the 
Branson sonicator. Proteins from the cell pellets (dark blue) and the supernatant (light blue) were stained with Coomassie blue.  
 
Again, sonication using the increased power level did not seem to extract more protein 
over time. The most protein appeared in the supernatant sample at time point 0, with minimal 
increases in protein extraction at later time points. In conclusion, we found that the Qsonica XL 
tip was more effective at lysing our cells than the Branson sonicator.  
Although it seemed sonication was a potential area where we could optimize to increase 
yields, the current protocol and equipment proved to be extremely effective. However, we 
acknowledge that we may not have been using the Branson sonicator with its optimal 
conditions/settings. 
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Section V. Monitoring protein concentrations using the Bradford Assay 
We were unable to identify a key step prior to purification where we were losing a significant 
amount of protein. Therefore, to track protein loss throughout the purification protocols, we 
collected samples after each purification step and measured protein concentrations using a 
Bradford Assay. 
A Bradford Assay is a standard spectrophotometric experiment used to measure the 
protein concentration in a sample. A calibration curve is prepared using a standard protein 
(bovine serum albumin) of known concentration and a dye that binds to the protein in proportion 
to its concentration.43 The dye bound to protein absorbs light at 595 nm. The unknown 
concentration of the protein sample is estimated using the calibration curve, for which we collect 
the absorbance values for each protein standard. The Bradford Assay was used to estimate 
protein concentrations and yields after purification on the size exclusion column and then after 
the ion exchange column.  
 
Section V.a. Monitoring concentrations using the Bradford Assay – Results 
 
Table 5 Protein estimates from 6 L E. coli culture in LB using the Bradford Assay. 
Step Total protein amount 
(mg) 
Size exclusion 94.3  
Ion exchange 65.0  
 
 Table 6 displays the results from the Bradford Assays, which were performed on the 
protein samples after the size exclusion chromatography column and the ion exchange column. 
Between size exclusion and ion exchange steps, there was also a buffer exchange step where the 
concentration was not determined. Therefore, between the buffer exchange and ion exchange 
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steps there was approximately a 30% loss of total protein. After the size exclusion column, there 
may be unwanted proteins of similar molecular weight as γ" – crystallin, so losing protein was 
not unexpected or undesired. These results suggest that while there were significant protein 
losses after each purification step, the loss of some total protein may be required to effectively 
purify the γ" – crystallin from other proteins.  
 
Section VI. Natural abundance [13C, 1H] - HSQC to check purity and concentration 
To confirm the presence of purified γ" – crystallin, we performed a natural abundance [13C, 1H] - 
HSQC experiment using our protein sample on the 500 MHz Bruker spectrometer at RIT. As 
seen in Figure 17, the [13C, 1H] - HSQC spectrum from the newly prepared sample overlaid 
nicely with the [13C, 1H] - HSQC spectrum of purified γ" – crystallin that was previously 
collected using an off-campus 900 MHz spectrometer.  
 
Figure 14 The natural abundance [13C, 1H] - HSQC spectrum of recently purified !% – crystallin (green) overlaid with a high-
quality [13C, 1H] - HSQC spectrum collected on a previously confirmed pure !% – crystallin sample (positive peaks: pink, 
negative peaks: red).  
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The expected result was that each peak from the new spectrum would align or overlay onto a 
peak from the previous high-quality spectrum. Two highly aligned spectra would indicate that 
our current protein sample was similar in quality and structure to the previous protein sample, as 
seen in Figure 17. 
 
Section VII. Conclusions from protein expression and purification optimization  
The work described in this chapter 1) confirmed that we have the correct wild-type DNA 
sequence for expression of recombinant γ" – crystallin; 2) suggested that decreased temperature 
during the post-induction incubation period allowed for greater protein over-expression 
compared to a shorter, higher temperature incubation; 3) showed that the our current sonication 
protocol was effective at lysing the E. coli cells and extracting protein into the cell lysate; and 4) 
verified that the chemistry, structure, and sequence of our recently purified γ" – crystallin were 
similar to those of a previously purified γ" – crystallin sample, on which we performed many 
high quality NMR experiments at the NMR Facility in Madison, Wisconsin. Although our 
estimated protein yield was not significantly improved by any of our efforts, we were able to 
conclude, through successive Bradford Assays, that the majority of protein loss occurred during 
the two chromatography purification steps. 
Therefore, we are currently working to refine the purification process and reduce protein 
loss. For example, we are flipping the order of the size exclusion and cation exchange columns. 
Notably, our current purification protocols do not require extrinsic tags on our protein. Although 
we considered the addition of such tags (eg. 6xHis tag), we were concerned that any non-natural 
structural element on the γ" – crystallin could significantly alter the protein interactions and 
associations, which we hope to elucidate. In summary, we aim to focus our final optimization 
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efforts on the two column chromatography steps, which we hope will result in better protein 



























Chapter 5:  
A deep dive into T1 and T2 experiments and processing 
 
Section I. Chapter overview: Unexplained double exponential fit to T1 recovery  
As previously mentioned, several T1 and T2 data sets with varied temperatures and protein 
concentrations had been collected in recent years by other group members, including Aaron 
Fadden in 2018.42 After analyzing the data, we found that the experimental T1 recovery data 
were fit better by a double exponential compared to a single exponential function. Recall that the 
theoretical recovery for T1 was described in Eq. 1 and is typically considered to be a single 
exponential process. Both experimental and processing factors have been considered to explain 
this behavior and will be described throughout this chapter. 
 
Section II.a. Preparation of sample for T1 and T2 experiments 
15N isotopically labelled γ" – crystallin was recombinantly expressed in 12-L of E. coli and 
purified as described in Chapter 2 Section II. An NMR sample was prepared with an initial 
concentration of 54 mg/mL, as described in Chapter 3 Section III. 
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Section II.b. Preparation of sample for T1 and T2 [15N,1H] – HSQC experiments results  
 
Figure 15 SDS-PAGE gels stained with Coomassie Blue to identify the purified !! – crystallin after the chromatography 
purification process.  
  
Fig. 18 contains images of SDS-PAGE gels, which show the separated proteins from the post-ion 
exchange chromatography fractions; as seen in the gels, we obtained purified γ" – crystallin ~21 
kDa. In both gels, a band at 21 kDa is the primary component of fractions 50-54. These fractions 
were combined and further prepared to use in our NMR experiments. 
 
 







































 The image in Figure 19 is the UV/Visible spectrum from 200-320 nm of the diluted γ" – 
crystallin sample. We used absorption data and the accepted extinction coefficient for γ" – 
crystallin to determine the starting concentration for our dilution series: 54 mg/mL.  
 
Section II.c. Acquisition of NMR data 
All NMR experiments were performed on the University of Rochester’s Varian Unity INOVA 
600 MHz spectrometer, as described in Chapter 3 Section IV. The T1 and T2 1D [15N,1H] – 
HSQC experiments were conducted on a series of γ" – crystallin samples at the following 
concentrations: 54, 25, 15, and 10 mg/mL. The T1 and T2 experiments were conducted at three 
temperatures, 25, 20, and 15℃, for each concentration. The data for all samples except the 25 
mg/mL sample were collected using disposable 5 mm NMR tubes. The 25 mg/mL sample was 
placed in a Shigemi tube due to sample loss during transfer that necessitated using a smaller 
volume sample. The :/ values were calculated using the approximation equation described in Eq. 
8; we focused our analysis on the amide region between 8-10 ppm. The 2D T1 [15N,1H] – HSQC 
experiments were performed using the 54 and 15 mg/mL samples. The 2D T1 [15N,1H] – HSQC 
experiment for the 54 mg/mL sample was conducted at 20℃, while the 15 mg/mL sample 2D T1 
[15N,1H] – HSQC data were collected at 25℃. Compared to previous experiments performed by 
the Michel group, these experiments were much longer due to the increase in parameter d1 from 
1 to 5 seconds. The initial processing of the data is described in Chapter 3 Section IV. 
  
 47 
Section III. Fitting T1 and T2 spectra 
In 2018, NMR experiments were performed in a similar manner to that described in this work.42 
In addition to data analysis using VNMRJ, T1 and T2 decay data were also manually fit in 
Mathematica to calculate the :/ values. This additional data check was performed to determine 
how the Varian software performed its data analysis.  
This analysis showed that the T1 recovery data were better fit by a double exponential. 
The statistical test used to monitor goodness of fit was the Akaike Information Criterion (AIC) 
with finite sample adjustment, which also takes into consideration overfitting (Eq. 11).44,45 
AIC = 	−2 log(maximum	likelihood) + 2	(number	of	parameters)						(11) 
 The T1 and T2 decay data were fit in Mathematica (11th edition) using a single 
exponential with a zero-baseline and a double exponential with a zero-baseline. The relative 
goodness of fit was compared using the finite sample AIC. Lower finite sample AIC values are 
indicative of a better fit. Two AIC values can be compared for their relative likelihood using 
equation 5 below, where AIC>?@ is the smaller of the two finite sample AIC values and AIC>A* is 
the larger of the two finite sample AIC values (Eq. 12). In this case, a smaller relative likelihood 





Based on this discovery, we also fit all of our T1 data using both the built-in Varian analysis 
software and Mathematica. Our Mathematica analysis is shown below (Fig. 20). While the T1 
decays are fit better using double exponentials, as seen visually in Figure 20 and by comparing 




Figure 17 A comparison of the single exponential fit and double exponential fit for the 54 mg/mL !! – crystallin sample at 20℃. 
The finite sample adjusted AIC for the single exponential was 23.06 and for the double exponential was -7.00902, giving a 
relative likelihood of 3 ∗ 10&', indicating that the double exponential fit was much more likely. 
 
Fig. 20 shows the single and double exponential fits for the 54 mg/mL γ" – crystallin sample at 
20℃. Although the single exponential appears to be a good fit by eye, comparing the relative 
likelihoods of the AIC values suggest that the double exponential fit is far better. The time 
constant generated by the single exponential fit is 1.07 seconds. The double exponential fit 
generated two times constants, a longer time constant (1.21 seconds) and a shorter time constant 
(0.17 seconds).  
The shorter time constant is shorter than what is expected for a typical biomolecular 
process. This anomaly led us to focus on identifying potential experimental or processing errors 
that could result in the double exponential fit. We used the relative likelihood values between the 
single and double exponential fits to monitor how changes in the experiment or processing 






Section IV. Increasing the d1 delay time 
 
The T1 data were fit using single and double exponential functions with zero-baselines, and the 
goodness of fit was determined using the relative likelihood value. The statistical preferences for 
the single or double fits, as selected by their relative likelihood values, are displayed in Table 7.  
 
Table 6 Preferred single vs. double exponential fits with zero-baselines, according to the relative likelihood values. 
Concentration (mg/mL) Temp, °C Fit Relative likelihood 
54 15 single 6.4E-01 
 20 double 3.0E-07 
 25 double 7.2E-09 
25 15 double 5.9E-02 
 20 single 3.2E-02 
 25 double 3.9E-06 
15 15 double 1.2E-02 
 20 single 6.4E-01 
 25 single 3.8E-02 
10 15 double 1.9E-02 
 20 single 1.9E-01 
 25 double 1.9E-02 
 
We considered the possibility that a shorter delay constant, d1, could lead to incomplete 
relaxation in the sample by the end of the pulse sequence, thus resulting in a second exponential. 
In all previous experiments, d1 was 1 second, which is on the same timescale as our calculated 
T1 values. We therefore hypothesized that increasing d1 from 1 second to 5 seconds could 
eliminate the second exponential decay. To test this hypothesis, our entire data set was collected 
using this increased d1 value. However, out of the twelve T1 experiments collected in total, only 
five of the T1 decays were better fit by a single exponential according to the AIC relative 
likelihood than the corresponding double exponential, as seen in Table 7. In addition, a 
comparison of the relative likelihood values for the single exponentials and the double 
exponentials suggest that the confidence for the single exponential fit was still poor even in the 
cases in which the single exponential was a better fit.  
Because the double exponential fit was a better fit as determined by the AIC for most of 
the T1 decays, we concluded that the short d1 time constant was not the cause of the second 
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exponential. Although the increased d1 time significantly increased the experiment times, we 
believe that the change was an improvement to the experimental protocol, because it ensured that 
sufficient relaxation occurred between scans. The calculated T1 times using both the single and 
double exponential fits are in Table 8.  
Table 7 T1 values for as determined using the single and double exponential fits. 
Concentration 
(mg/mL) Temp, °C T1 single (s) Error (s) 
T1 double 
long (s) Error (s) 
T1 double 
short (s) Error (s) 
54 15 1.2 3.1E-02 1.2 3.1E-02 3.6E-02 3.0E-02 
  20 1.1 3.2E-02 1.2 2.0E-02 1.7E-01 2.4E-02 
  25 1.0 2.2E-02 1.1 1.1E-02 1.7E-01 1.9E-02 
25 15 1.1 3.4E-02 1.2 4.4E-02 1.2E-01 5.3E-02 
  20 1.0 1.8E-02 1.0 5.3E-02 2.0E-01 2.4E-01 
  25 0.9 2.6E-02 1.0 2.6E-02 1.8E-01 3.2E-02 
15 15 1.1 4.3E-02 1.2 4.9E-02 1.1E-01 4.3E-02 
  20 1.0 7.6E-02 1.5 3.7E-01 3.0E-01 1.7E-01 
  25 1.0 3.6E-02 1.1 1.3E-01 2.3E-01 2.4E-01 
10 15 1.0 6.3E-02 3.2 1.7E+00 6.3E-01 1.2E-01 
  20 0.8 2.3E-02 0.9 5.7E-02 1.5E-01 1.2E-01 
  25 1.0 6.3E-02 3.2 1.7E+00 6.3E-01 1.2E-01 
 
τ2 values were estimated for each sample concentration and temperature on the instrument using 
the estimation described in Equation 4 (Table 9, Fig. 21). 
Outside of effects from protein association, we expected τ2 to slow down to some extent 
with both increased protein concentration and decreased temperature due to a viscosity increase 
in the sample. Recall that viscosity is a contributor to the rate of rotational diffusion, and thus 
also the rotational correlation time (Eq. 9). However, if protein associations are also occurring, 
the rotational correlation time may slow down beyond what would be expected from viscosity 
changes alone. Significant protein associations would result in a larger effective hydrodynamic 
radius, thus increasing the time it takes to rotate one full radian.   
In order to eliminate effects from viscosity changes from temperature, we used the 
relationship between viscosity and τ2 for a sphere (Eq. 13). If there were no slowdown beyond 
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what was expected from viscosity changes due to temperature alone, we would expect that the 
trend from 1%
D





We observed a relatively constant trend when considering error, suggesting that the slowdown in 
the rotational correlation time with temperature was due to a viscosity change in the buffer (data 
not shown). We also studied the effect of increasing concentration on viscosity. Fig. 21b displays 
the predicted viscosity for each protein concentration using the intrinsic viscosity of a similarly 
sized protein as the intrinsic viscosity for γ" – crystallin was not available.46 The expected 
slowdown due to viscosity changes from concentration was far less than what we observed 
experimentally, suggesting that suggesting more inter-protein interactions at higher protein 
concentrations. 




(℃) sE (ns) Error (ns) 
2 15 15.1 1.0 
2 20 14.0 1.5 
2 25 10.3 0.9 
10 15 12.8 0.6 
10 20 12.2 0.4 
10 25 10.4 0.4 
15 15 15.2 0.5 
15 20 12.4 0.8 
15 25 12 0.3 
25 15 17.7 0.5 
25 20 15.5 0.3 
25 25 13.3 0.3 
54 15 20.5 0.6 
54 20 16.9 0.5 





Figure 18 The rotational correlation times for the temperature series increased with increasing 
concentration and decreasing temperature (a). The change in viscosity from temperature alone 
accounted for the slowdown seen with temperature. The change in viscosity with concentration, 
however, did not account for the slowdown seen with increasing concentration. In black one can 
see predicted values at each concentration using an arbitrary starting point and the intrinsic 
viscosity of a similarly sized protein. The slowdown observed experimentally far exceeds the 
predicted slowdown (b).46 
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For future work, the rotational correlation time will be calculated by hand, using the T1 and T2 
exponentials calculated in Mathematica. However, we need to further investigate the double 
exponential behavior of T1 in order to calculate reliable rotational correlation times. 
Section V. Baseline processing overview 
We hypothesized that the baseline correction of the T1 data may be a potential contributor to the 
double exponential behavior of the T1 decays. We did not explicitly implement a baseline 
correction to any of the data. However, we were unsure whether or not the built-in function for 
calculating rotational correlation time using the Varian software applied a baseline prior to 
integration. Therefore, we performed a baseline correction on the spectra using nmrDraw, and 
then integrated under the amide region “by hand” using Mathematica. This approach allowed us 
to determine whether the baseline and/or a more careful selection of the integration bounds had a 
significant effect on the calculated exponential decays.  
 
Section V.a. Baseline processing protocol 
The T1 experimental data are processed as a pseudo-2D experiment, because each of the relaxT 
values is a separate experiment but treated as pseudo-second dimension. Therefore, processing 
these data was slightly different than processing a typical 1D or 2D NMR experiment. First, we 
converted the data into a file that was readable by the nmrDraw program. In doing so, the data 
were also converted from an unreadable 1D file into a pseudo-2D file, with the nine relaxT 
values as the second dimension. The parameters we used for this pseudo-2D processing can be 
found in the script below. Several parameters that would normally be important for processing 
NMR data, such as sweep width, are dummy variables, because the y-dimension is simply used 
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to segregate the experiments based on their relaxT values and therefore does not have a sweep 
width or carrier frequency. 
NMRPipe Script: Var2Pipe 
-noaswap                   \ 
-xN 1024 -yN 13            \ 
-xT 512 -yT 13             \ 
-xMODE Complex -yMODE Real \ 
-xSW 8000.000 -ySW 9.000   \ 
-xOBS 599.966 -yOBS 1.000  \ 
-xCAR 4.983 -yCAR 1.000    \ 
-xLAB H1 -yLAB F1          \ 
-ndim 2 -aq2D Complex.     \ 
 
After the conversion of the file, the spectra were processed in nmrDraw. The spectra from a 
single experiment must all be processed in the exact same manner, which is a major limitation to 
this method of processing. Each spectrum was phased and baseline corrected in the exact same 
manner, which was not ideal, but necessary for further analysis. The parameters used for 
processing in nmrDraw can be found in the script below.  
 
NMRPipe Script: NMRDraw, 1D 
-fn SP -off 0.5 -end 0.98 -pow 1 -c 1.0    \ 
-fn ZF -size 2048                          \ 
-fn FT                                     \ 
-fn PS -p0 195.0 -p1 0.0 -di               \ 
-fn BASE -nw 3 -nl 0% 5% 10% 90% 95% 100%  \ 
 
We used a three-point baseline correction in nmrDraw, where we identified three points on the 
right-hand side of the spectrum and three points on the left-hand side of the spectrum that 
appeared relatively flat and did not contain any peaks. The points provided for baseline 
correction (0, 5, 10, 90, 95, 100%) and for phasing (p0 195.0) are to show model input and not 
necessarily the points used, as this was unique to each spectrum. The software used these six 
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points to impose a flat baseline for the entire spectrum. The user can increase or decrease the 
number of points used in the correction. When we used four total points, we were unable to get 
an adequate baseline correction. When we used six total points, there seemed to be a good 
balance between providing an adequate baseline correction and over-imposing a flat baseline. 
After the processing was complete, the pipe2txt tool incorporated into the nmrPipe 
software was used to generate a text file containing the processed data for each of the nine 
spectra. The text file contained the data points and their respective intensities for each data set. 
We then used Mathematica to view the spectra. We focused our analysis on the left-hand side of 
the spectrum, from 8.5-7 ppm, since that area of the spectrum was mostly unaffected by the 
water peak (Fig. 22).  
 
Figure 19 1D NMR spectra extracted from pseudo-2D T1 data, showing the upper and lower bounds between which we 






Chemical shift (ppm) 
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The nine spectra contain peaks that decrease in intensity with increasing RelaxT values. The 
spectra were overlaid with the full extracted left-hand side shown for a better view the decay in 
peak intensities (Fig. 23). The spectrum with the peaks of lowest intensity are from the 
experiment with highest RelaxT value.  
 
Figure 20 Overlaid 1D spectra extracted from the pseudo-2D T1 experiment; peaks intensities decrease with increased relaxT 
times. More intense areas on the right and left hand side of the spectrum are areas that were not baseline treated, demonstrating 
the effect. These were not integrated for the T1 decay analysis, so it does not impact further analysis.  
 We integrated the area under the peaks between 8.5-7 ppm by imposing an interpolation 
function in Mathematica and integrating the interpolation function using numerical integration 
built into the software. The integrated areas were plotted against their respective relaxT values; 
these functions were fit using single and double exponentials.  
 






Section V.b. Baseline processing results and discussion 
We processed and analyzed two representative data sets, as described above, collected using the 
following samples: 25 mg/mL at 25℃ and 54 mg/mL at 20℃. These data sets were chosen, 
because they were both significantly better fit by the double exponential when the data were 
processed using the Varian software. We chose to perform this analysis on only two experiments, 
since each experiment involves processing nine spectra by hand, which is a time-consuming and 
arduous task. 
 If the lack of baseline processing was the cause of the double exponential behavior, we 
predicted that a single exponential would fit the data better after an additional baseline 
processing was performed in nmrDraw. Specifically, we would expect to get a higher relative 
likelihood for the single exponential fit compared to then double exponential fit. The results of 
our analysis can be seen in Fig. 21. 
 
Figure 21 Single and double exponential fits for the 25 mg/mL sample at 25℃ after baseline processing in nmrDraw and 
integration in Mathematica. The relative likelihood was 1.7 ∗ 10&), suggesting that the double exponential was a better fit.   
 
The double exponential fit was statistically preferred for the 25 mg/mL at 25℃ data set with a 
relative likelihood of 1.7 ∗ 10)F as determined by the AIC. This value is comparable to the 
relative likelihood of the double exponential fit when no baseline treatment was performed 
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(originally calculated as 3.9 ∗ 10)5). The long time constant for the double exponential was 1.02 
seconds when no baseline treatment was performed, and 1.07 seconds when the baseline 
treatment was performed. These similarities may indicate that some baseline correction was 
inexplicitly performed by the software, or that fluctuations in the baseline were small and did not 
necessitate a dramatic baseline correction. In conclusion, the data suggest that the baseline 
correction was likely not a significant contributor to the double exponential behavior of the T1 
decay.  
 
Figure 22 Single and double exponential fits for the 54 mg/mL sample at 20℃ with baseline processing in nmrDraw and 
integrated in Mathematica. The relative likelihood was 2.2 ∗ 10&*, suggesting that the double exponential was a better fit.  
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Similarly, the double exponential fit was statistically preferred to describe the T1 decay of the 54 
mg/mL, 20℃ sample. The relative likelihood of the double exponential fit was t. t ∗ uv)G for 
the baseline treated data and w. v ∗ uv)Hfor the untreated data, as determined by the AIC. The 
long time constant for the double exponential was 1.21 seconds when no baseline treatment was 
performed and 1.29 seconds when the baseline treatment was performed. Again, the differences 
between the analysis with and without baseline correction are very small, indicating that some 
baseline correction was performed by the Varian software, or that fluctuations in the baseline 
were insignificant. Taken together, our data suggest that the baseline correction was likely not a 
significant contributor to the double exponential behavior of the T1 decay. 
 While it is possible that a baseline correction could improve the quality of some of the 
other data sets, it did not have a significant effect on either of the data sets we tested. In the 
future, it may be necessary or preferred to baseline correct every spectrum, even if it does not 
alleviate the double exponential behavior of the T1 decay. 
Section VI. HSQC spectra overview 
Neither an experimental nor a processing modification seemed to have any effect on the double 
exponential behavior of the T1 decay. Therefore, we considered the possibility of localized 
protein dynamics. To test this theory, we used the 2D T1 [15N,1H] – HSQC experiment to 
determine the T1 values of individual residues. If the double exponential behavior were due to a 
physical phenomenon, such as one population of spins having a drastically different time 
constant than the others, it would be possible to observe this using the residue specific T1 values. 
In this section, we describe the processing and peak integration protocols for this experiment. 
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Section VI.a Processing 2D T1 [15N,1H] – HSQC spectra 
The HSQC spectra were viewed and processed in NMRPipe.32 The parameters used for 
processing the data are in the script below. 
NMRPipe Script: NMRDraw, 2D 
-fn SOL                                    \ 
-fn SP -off 0.5 -end 0.98 -pow 1 -c 1.0    \ 
-fn ZF -size 2048                          \ 
-fn FT                                     \ 
-fn PS -p0 0.0 -p1 0.0 -di                 \ 
-fn EXT -left -sw -verb                    \ 
-fn TP                                     \ 
-fn SP -off 0.5 -end 0.98 -pow 1 -c 1.0    \ 
-fn ZF -size 512                           \ 
-fn FT                                     \ 
-fn PS -p0 0.0 -p1 0.0 -di                 \ 
We used CARA to view the processed 2D spectra (Fig. 26) with the assignment peaklist that 
matches residues to resonances. The peaklist was generated by Dr. Jeffrey Mills and a former 
Michel research student, Kaylee Matthews. Each peak was carefully considered to see if it could 
be used for further analysis. Some peaks were excluded due to overlap or closeness to other 




Figure 23 Representative 2D [15N,1H] – HSQC spectrum (54 mg/mL, 20℃, 10 ms relaxT). Only peaks with no overlap were 
selected for further analysis. 
 
 
Figure 24 This is an example of a peak that was not selected for integration or further study, since it contained too much overlap 
that could throw off the integration of the individual peaks. 
 
Integration was performed in CARA by creating an integration model for the bounds of the 
integration. Parameters such as the width and gain of the model were changed to match the peak 
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shape by eye. The integration model was then carefully checked on each of the representative 
peaks to make sure it closely matched the peak shape (Fig. 28).  
 
Figure 25 An example of a representative peak with the integration model calibrated to it. The integration model is in cyan and 
the actual peak is in green.  
 
For each protein sample, we collected a series of 2D [15N,1H] – HSQC, each one with a different 
RelaxT value. Peak volumes were integrated for the individual residues in CARA. The decrease 
in peak volumes with increasing RelaxT values were fit using a single exponential function with 
a floating baseline or a double exponential function with a zero-baseline (Fig. 29). 
 
Figure 26 The single exponential fit with floating baseline and the double exponential fit for the T1 decay of residue E46. This 
was carried out for the entire set of suitable peaks. 
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Section VI.b. Results and discussion: 2D T1 [15N,1H] – HSQC data analysis 
After analyzing each residue, we chose the preferred fit based on the relative likelihood values, 
as described previously; the preferred fit and likelihood values are displayed in Table 13. For 
several residues in the 54 mg/mL γ" – crystallin sample, the relative likelihood of the single 
exponential fit was significant. One possible reason for this difference could be that we are 
comparing a single exponential with a floating baseline to a double exponential with a zero-
baseline. The only way to tell for sure would be to fit these peaks using a single exponential with 
a zero-baseline. However, it would be expected that if that were the sole reason, the majority of 
the 15 mg/mL peaks would also be better fit by a single exponential. A second possible reason is 
that there could be a physical phenomenon causing some of the peaks to be better fit by a single 
exponential and some of the peaks to be better fit by a double exponential. In other words, there 
could be dynamics or another physical phenomenon that affects some residues and not others, 
















Table 9 Preferential fits for individual residue T1 
  15 mg/mL 54 mg/mL 
Residue Fit Relative likelihood Fit Relative likelihood 
E46 double 2.4E-03 double 3.1E-05 
R36 double 1.7E-01 double 7.6E-07 
N161 double 8.2E-01 single 1.7E-02 
D73 double 4.5E-02 double 6.6E-02 
D172 double 2.9E-05 double 7.9E-06 
S123 double 3.0E-03 single 2.1E-02 
T87 double 6.4E-06 double 4.6E-03 
S111 double 8.6E-06 double 4.4E-08 
H122 double 1.4E-02 single 2.6E-02 
W42 double 3.0E-02 single 1.4E-02 
D107 double 4.1E-02 single 1.3E-02 
E120 double 1.1E-02 single 8.1E-03 
G149 double 2.7E-01 single 8.2E-02 
R153 double 1.7E-02 single 7.9E-03 
S30 double 1.5E-05 double 6.0E-01 
D97 single 3.4E-01 single 1.1E-01 
S130 double 2.0E-07 single 7.5E-02 
T119 double 5.0E-03 double 5.3E-03 
C78 double 7.9E-03 double 6.5E-04 
R79 double 3.3E-03 double 2.5E-02 
D8 double 6.5E-03 double 4.1E-03 
G100 double 2.1E-01 single 6.0E-03 
L118 double 1.4E-01 single 3.9E-03 
G141 double 3.3E-02 single 2.6E-02 
G86 double 8.5E-07 double 4.9E-07 
N72 double 4.2E-04 double 5.1E-04 
V126 double 2.4E-03 single 9.4E-03 
E17 double 1.3E-04 single 1.3E-03 
F88 double 8.5E-03 single 7.3E-02 
H84 double 3.1E-02 double 8.5E-02 
S166 double 1.2E-01 double 1.3E-02 
A159 double 1.0E-05 single 1.2E-02 
V164 double 2.5E-01 single 3.5E-02 
L124 double 2.7E-01 single 1.5E-01 
Y174 double 4.0E-03 double 2.4E-06 
G13 double 8.5E-01 single 6.5E-03 
R99 double 7.5E-02 double 1.0E-02 
I35 double 7.1E-04 single 4.5E-02 
D96 double 1.9E-05 single 4.3E-02 
G52 double 9.4E-03 single 3.6E-02 
M171 double 2.3E-01 single 1.1E-01 
 
However, we are unaware of a biological phenomenon that would result in such short time 
constants (T1 time constants are in Table 14), which are on the scale of hundreds of ms. These 
short time constants, though, are similar in scale to the short time constants that were calculated 
using the double exponential fits from the original T1 experiments.  
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Table 10 T1 Time constants calculated for individual residues using a series of [15N, 1H] - HSQC experiments. *Ratio refers to 
the ratio of single exponential T1 values for 54 mg/mL and 15 mg/mL. 
 15 mg/mL 54 mg/mL  













E46 824.0 1123.6 272.6 1088.6 1469.0 184.1 0.8 
R36 749.1 1012.6 401.4 1015.5 1346.3 380.5 0.7 
N161 831.9 976.5 298.1 1065.4 1169.5 1169.5 0.8 
D73 742.2 1087.7 387.6 988.7 1328.8 232.4 0.8 
D172 725.0 925.1 218.3 948.2 1131.2 158.2 0.8 
S123 782.3 916.0 221.1 1051.5 1124.0 1124.0 0.7 
T87 733.3 1129.4 191.5 981.7 1363.8 184.8 0.8 
S111 704.1 951.0 171.4 951.8 1318.1 182.7 0.7 
H122 913.7 1024.6 148.9 1133.5 1283.6 1283.6 0.8 
W42 769.3 991.2 234.3 1042.0 1110.1 1110.1 0.7 
D107 810.8 1073.6 342.3 1045.9 1181.5 1181.5 0.8 
E120 862.3 1059.9 256.8 1122.0 1247.7 1247.7 0.8 
G149 830 917.9 251.7 1178.4 1219.2 1219.2 0.7 
R153 831.3 957.5 269.1 1074.8 1177.3 1177.3 0.8 
S30 781.3 1075.2 264.2 989.9 1644.1 547.6 0.8 
D97 847.0 1217.4 541.4 1220.7 1289.4 1289.4 0.7 
S130 857.5 1013.5 178.9 1181.4 1267.8 1267.8 0.7 
T119 744.2 1257.8 294.7 1018.2 1406.1 169.6 0.7 
C78 724.8 857.9 208.7 996.5 1199.6 186.9 0.7 
R79 780.5 941.8 199.0 1078.1 1160.4 1160.4 0.7 
D8 752.7 924.3 303.6 990.5 1210.3 172.3 0.8 
G100 847.3 1107.2 406.1 1114.4 1227.6 1227.6 0.8 
L118 873.8 1025.4 296.4 1142.8 1238.0 1238.0 0.8 
G141 846.1 1058.0 254.6 1133.6 1284.4 1284.4 0.8 
G86 645.4 962.4 241.2 781.3 986.4 169.3 0.8 
N72 728.7 926.7 293.0 981.6 1303.0 289.2 0.7 
V126 839.4 934.2 234.8 1100.9 1223.6 1223.6 0.8 
E17 878.5 1038.1 221.6 1119.4 1279.0 1279.0 0.8 
F88 737.5 908.6 307.3 1053.0 1095.7 1095.7 0.7 
H84 615.9 975.4 313.6 790.7 1040.7 202.1 0.8 
S166 784.1 931.5 320.8 1019.7 162.7 1172.8 0.8 
A159 826.2 972.2 194.8 1053.1 1182.3 1182.3 0.8 
V164 858.8 1133.8 333.7 1139.3 1234.2 1234.2 0.8 
L124 783.1 931.1 374.7 1114.4 1138.1 1138.1 0.7 
Y174 632.4 699.0 187.8 700.5 774.1 167.8 0.9 
G13 900.0 1005 245.6 1178.2 1246.7 1246.7 0.8 
R99 884.1 1062.5 254.7 1136.0 1255.2 1255.2 0.8 
I35 762.6 928.9 318.8 1108.1 1146.2 1146.2 0.7 
D96 834.1 957.6 235.0 1101.9 1180.3 1180.3 0.8 
G52 798.1 968.7 217.3 1065.9 1150.8 1150.8 0.8 
M171 775.2 979.3 315.5 1063.1 1114.5 1114.5 0.7 
 
While it may not be immediately apparent from the Table 14 data set, we observed several 
distinct groupings of time constants. We first analyzed the single exponential fit T1 time 
constants for the 15 mg/mL sample. A cumulative distribution function was used to determine 
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the cutoffs for these groupings. Using this method, we noticed three distinct groups: a fast 
population, a moderate population, and a slow population (Fig. 30). The array of time constants 
was fairly dispersed, with the shortest time constant being approximately 615 ms and the longest 
being approximately 913 ms. 
 
 
Figure 27 The cumulative distribution of the T1 values determined by single exponential fits for individual residues in the 15 
mg/mL sample were grouped based on their time constants: fast, medium, and slow. The fast time constant region is boxed in 
red, the intermediate time constant region is boxed in green, and the slow time constant region is boxed in blue. 
 
The three groups (i.e. fast, moderate, and slow) were imaged on the protein structure (Fig. 31). 
This structural analysis led us to discover that the “fast” residues were localized to the linker 
region of the protein. The “slow” residues were localized to two distinct regions of the protein. 
These regions are the furthest away from the linker region. This would be expected if the 
molecular motions at the linker region were faster than the molecular motions of the two lobes, 
because the increased molecular motions would lead to a faster decay of signal as they contribute 
to the T1 decay process.  
Therefore, these results suggest the possibility of molecular motions in the γ" – crystallin protein 
where the linker region is wiggling more rapidly than the two Greek key domains, which may be 
loosely attached to one another and wiggling at a slightly slower rate.  
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Figure 28 Residues were grouped by the time constants determined by the single exponential fit for the 15 mg/mL sample; the 
residues with fast T1 values are shown in red, the residues with moderate T1 values are shown in green, and the residues with 
slow T1 values are shown in blue. 
 
We performed a similar analysis using the single exponential fit T1 values for the 54 mg/mL 
sample. The cumulative distribution function for grouping is shown in Fig. 32. 
 
 
Figure 32 The cumulative distribution of the T1 values determined by single exponential fits for individual residues in the 54 
mg/mL sample were grouped based on their time constants: fast, medium, and slow. The fast time constant region is boxed in 
red, the intermediate time constant region is boxed in green, and the slow time constant region is boxed in blue. 
 
The fast, medium, and slow time constants for residues in the 54 mg/ml sample appear in very 
similar regions as they did for the lower concentration (Fig. 33). Most notably, the linker region 
primarily contains residues with the fast time constants. This finding suggests that even at higher 
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protein concentration, the linker region still has relatively fast molecular motions compared to 
the Greek key regions. 
 
Figure 33 Residues were grouped by the time constants determined by the single exponential fit for the 54 mg/mL sample; the 
residues with fast T1 values are shown in red, the residues with moderate T1 values are shown in green, and the residues with 
slow T1 values are shown in blue. 
 
We also analyzed the residue placement for the longer time constant associated with the double 
exponential decay for the 15 mg/mL sample. The cutoffs for the fast, moderate, and slow regions 
were again based on the cumulative distribution function (Fig. 34). 
  
 
Figure 34 The cumulative distribution of the long T1 values determined by double exponential fits for individual residues in the 
15 mg/mL sample were grouped based on their time constants: fast, medium, and slow. The fast time constant region is boxed in 
red, the intermediate time constant region is boxed in green, and the slow time constant region is boxed in blue  
While the trend is less obvious than for the single exponential time constants, the residues with 
the fastest T1 values were once again localized to the linker region, while the residues with the 
slower time constants were localized to the upper lobe of the Greek key domain (Fig. 35) 
 69 
 
Figure 35 Residues were grouped by the long time constants determined by the double exponential fit for the 15 mg/mL sample; 
the residues with fast T1 values are shown in red, the residues with moderate T1 values are shown in green, and the residues with 
slow T1 values are shown in blue. 
 
We also sought to determine the influence of structure on whether the decay would be better fit 
by a single or double exponential function (Fig. 36). The residues that were better fit by a single 
exponential function are shown in purple, while the residues that were better fit by the double 
exponential function are shown in orange. Any residues with an ambiguous fit, as determined by 
an intermediate relative likelihood, are shown in cyan. 
 
Figure 36 The structure was mapped to display those residues in the 54 mg/mL sample that were better fit by a single exponential 
T1 decay (purple), a double exponential T1 decay (orange) or neither (cyan).  
 
Interestingly, all of the residues located at the linker region were better fit by the double 
exponential function. These findings suggest that there may be two distinct processes of decay 
present at the linker region. Therefore, there may indeed be two distinct subpopulations of 
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residues within the protein, and the double exponential fit may not merely be a relic of an 
experimental or processing error. However, a more exhaustive effort to corroborate this 
hypothesis is required, and we would also need to explain the source of the extremely short 
second time constant attributed to the double exponential decay. 
 
Section VI.c. Future work for processing 2D T1 [15N,1H] – HSQC spectra 
We suggest a few improvements that could be made to optimize how the 2D-HSQC spectra are 
processed. The first is that peaks which overlap could be analyzed if there was a way to 
deconvolute them. One simple way to do this would be to use the peak intensities instead of 
integrations. Another way would be to integrate each peak by hand in Mathematica rather than 
using the built-in function in CARA. Integrating each peak by hand in Mathematica may also 
provide other improvements to the 2D T1 [15N,1H] – HSQC results, as the same integration 
model is used to integrate each peak in a spectrum in CARA and thus is not peak-specific. 
Therefore, less error could be attributed to the integration of each peak, which could prove to be 
important for distinguishing between a single and double exponential fit.  
 Additionally, a single exponential with a zero-baseline should be fit to the data. This 
would provide a better comparison between the single and double exponential functions as a 
double exponential with a zero-baseline was applied. A single exponential fit with a zero-
baseline is a better fit for experimental considerations since the decay of the signal is expected to 
eventually proceed to zero. However, the single exponential fit with a floating baseline often fit 
the data better and was therefore used for our analysis. Ideally, all three fits would be compared.  
 Data were also collected on a 2 mg/mL sample. The 2 mg/mL data has not yet been 
analyzed due to poor signal to noise. A concentration in a similar range, but perhaps slightly 
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higher, with an increased number of scans would allow for a third data set for comparison. A 
new integration protocol may also allow for data analysis at the longer timepoints. 
 Ideally, individual residue T2 experiments would also be performed for a complete data 
set that probes multiple molecular motions. A T2 analysis would provide a more complete picture 
of the possible fluctuations in the linker region. 
 A molecular dynamic study of the γ" – crystallin protein would also be helpful to explain 
the double exponential behavior of the linker region. Simulated molecular dynamics could also 
lend insight into whether or not two subpopulations of motions exist in the linker region, which 
would give more credibility to the double exponential T1 decay. 
Section VII. Conclusions 
 
In summary, our work has shown that: 1) Increasing the d1 value from 1 to 5 seconds did not 
alleviate the double exponential behavior observed in the T1 decays; 2) Applying a careful 
baseline correction during post-processing did not alleviate the double exponential behavior 
observed in the T1 decays; and 3) We observed three distinct groupings of residues with similar 
time constants- fast, moderate, and slow- which were obtained from the individual residue T1 
analysis and the 2D T1 [15N,1H] – HSQC experiments. 
 Our findings suggest that the linker region moves faster than the upper lobes of the Greek 
key regions. An improved understanding of γ" – crystallin’s dynamics will help us better 
interpret its behaviors. This could prove important to how it interacts with itself in solution. In 
the future, it would be interesting to explore these dynamics closer to physiological 
concentration, as these were performed in a much more dilute solution.  
The overarching goal of this work was to monitor protein association. The slowdown of 
the rotational correlation times with increasing concentration even when accounting for viscosity 
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changes from concentration alone suggest that γ" – crystallin is beginning to associate at low 
concentrations relative to physiological concentrations. This finding is important to our 
understanding of the way γ" – crystallin interacts with other proteins of the same type. 
Elucidating the associations between γ" – crystallin proteins in response to varied temperature 
and concentration will contribute to our understanding of how this protein phase separates and 
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