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ABSTRACT
The kinematics of satellite galaxies moving in a dark matter halo are a direct probe of
the underlying gravitational potential. Thus, the phase-space distributions of satellites
represent a powerful tool to determine the galaxy–halo connection from observations.
By stacking the signal of a large number of satellite galaxies this potential can be
unlocked even for haloes hosting a few satellites on average. In this work, we test
the impact of various modelling assumptions on constraints derived from analysing
satellite phase-space distributions in the non-linear, 1–halo regime. We discuss their
potential to explain the discrepancy between average halo masses derived from satel-
lite kinematics and gravitational lensing previously reported. Furthermore, we develop
an updated, more robust analysis to extract constraints on the galaxy–halo relation
from satellite properties in spectroscopic galaxy surveys such as the SDSS. We test the
accuracy of this approach using a large number of realistic mock catalogues. Further-
more, we find that constraints derived from such an analysis are complementary and
competitive with respect to the commonly used galaxy clustering and galaxy–galaxy
lensing observables.
Key words: methods: statistical – galaxies: kinematics and dynamics – galaxies:
groups: general – cosmology: dark matter
1 INTRODUCTION
In 1933, Fritz Zwicky was one of the first astronomers to
find evidence for the existence of dark matter. He based his
conclusions on the observed velocity dispersion of galaxies in
the Coma cluster. Because galaxy kinematics directly probe
the underlying gravitational potential, Zwicky (1933) con-
cluded that most of the matter inside Coma could be dark.
Today, the Λ cold dark matter (ΛCDM) paradigm is
our current best cosmological model for the formation and
evolution of cosmic structure. In this scenario, dark matter
haloes provide the potential wells that enable the formation
of galaxies. Hence, constraining the link between galaxies
and dark matter haloes, which goes by the catch-all name
‘halo-occupation modelling’, can provide valuable insight re-
garding galaxy formation. Our current best constraints on
this galaxy-dark matter connection come from galaxy clus-
tering (e.g., van den Bosch et al. 2007; Zehavi et al. 2011;
Hearin & Watson 2013; Guo et al. 2015a,b, 2016; Zentner
? email: johannesulf.lange@yale.edu
et al. 2016; Moster et al. 2018; Campbell et al. 2018), galaxy-
galaxy lensing (e.g., Sheldon et al. 2009a,b; Zu & Mandel-
baum 2015, 2016; Mandelbaum et al. 2016; Sonnenfeld &
Leauthaud 2018), and combinations thereof (e.g., Cacciato
et al. 2009; Leauthaud et al. 2012; Cacciato et al. 2013;
Wibking et al. 2017; DES Collaboration et al. 2017). An-
other popular method used in halo occupation modelling is
abundance matching, which postulates a tight, monotonic
relation between halo mass and galaxy luminosity or stel-
lar mass. Abundance matching can be applied to individ-
ual galaxies, in which case one talks of subhalo abundance
matching (e.g., Vale & Ostriker 2004, 2006; Guo et al. 2010;
Hearin & Watson 2013), or to galaxy groups (e.g., Yang et al.
2005, 2007, 2008, 2009; Weinmann et al. 2006), in which case
one only uses host haloes. See Wechsler & Tinker (2018) for
an excellent review of the galaxy-halo connection.
Somewhat surprisingly, despite being the original
method used by Zwicky to reveal the presence of dark mat-
ter, satellite kinematics has hitherto been little utilized in
halo occupation modelling. Although various studies have
used the kinematics of satellite galaxies as tracers of their
c© 2018 The Authors
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dark matter potential wells (McKay et al. 2002; Prada et al.
2003; Brainerd & Specian 2003; Conroy et al. 2007; Norberg
et al. 2008; More et al. 2009b,a, 2011; Li et al. 2012; Wojtak
& Mamon 2013), very few have done so within the frame-
work of halo occupation modelling. One reason for this is
that most previous studies applied highly restrictive isola-
tion criteria to select central (or ‘host’) and satellite galaxies
and, consequently, these samples can no longer be consid-
ered representative of the galaxy population as a whole. In
addition, the strictness severely limited the total number
of central-satellite pairs, and hence the signal-to-noise and
dynamic range of the data. The goal of this paper is to rec-
tify this situation and to promote satellite kinematics as a
halo-occupation modelling tool on par with clustering and
lensing.
Following pioneering efforts by Erickson et al. (1987)
and Zaritsky et al. (1993, 1997), the first attempt to use
satellite kinematics to infer the galaxy–halo connection from
a large redshift survey was by McKay et al. (2002), who used
the Sloan Digital Sky Survey (SDSS) to study the veloc-
ity distribution of 1225 satellites around 618 central galaxy
candidates. The main finding was that the average host halo
masses scale roughly linearly with the luminosity of the cen-
tral galaxies, confirming previous results from McKay et al.
(2001) using galaxy-galaxy lensing. A similar study was per-
formed by Prada et al. (2003) utilizing up to 2734 satel-
lites in the SDSS. They found that the velocity dispersion
of satellites decreases with the distance to the central candi-
date, in good agreement with predictions from dark matter
simulations. They also confirmed the results of McKay et al.
(2002) that dark matter halo mass increases with the lumi-
nosity of the central. Brainerd & Specian (2003) analysed
the kinematics of 1556 satellites in the Two-Degree Field
Galaxy Redshift Survey (2dFGRS). They mostly confirmed
previous results by McKay et al. (2002) and additionally
found that the dark matter halo mass seems to be indepen-
dent of luminosity for spiral galaxies. Conroy et al. (2007)
expanded the use of satellite kinematics to higher redshifts,
z ∼ 1, using ∼ 1000 satellites in the DEEP2 Galaxy Redshift
Survey (Davis et al. 2003). By comparing results from both
DEEP2 and SDSS at lower redshifts they found the stellar-
to-halo mass ratio to be mostly independent of stellar mass
and redshift. Norberg et al. (2008) analysed the motions of
1003 satellites around 571 central candidates in 2dFGRS.
By comparing their findings to the previous studies, they
pointed out that most satellite kinematics studies thus far
had produced quantitatively very discrepant results. They
argued that these discrepancies arise from the use of differ-
ent isolation criteria, and different estimators of the satellite
velocity dispersion, and concluded that the interpretation of
satellite kinematics data remains “questionable” unless one
applies the same methods to a set of realistic mock galaxy
catalogues. Finally, Wojtak & Mamon (2013) were the first
to try and constrain the anisotropy of satellite orbits; by
modelling both the line-of-sight velocities and projected dis-
tances of more than 10, 000 satellite galaxies in the SDSS
Data Release 7 (DR7 Abazajian et al. 2009), with respect
to their centrals, they were able to simultaneously constrain
the halo masses and the orbital anisotropy of the satellites
(but see below).
A commonality among the satellite kinematic studies
listed above is that they have been extremely conservative
in their selection of centrals and satellites. In particular,
centrals were selected to be significantly brighter than any
other galaxy within their neighborhood (typically defined as
a cylindrical region in redshift-space, see below), and satel-
lites typically had to be at least 4 to 8 times fainter than
their corresponding central. This not only severely limits the
number of central-satellite pairs, it also introduces a selec-
tion bias against haloes with bright satellites. This in turn
could introduce a significant bias in halo mass. These short-
comings were circumvented by van den Bosch et al. (2004),
who introduced an iterative, adaptive method to select cen-
trals and satellites. This drastically increased the number of
central-satellite pairs, while simultaneously decreasing the
fraction of interlopers (galaxies unassociated with the dark
matter halo of the central) and increasing the dynamic range
of the galaxy-halo connection probed.
Another important point made by van den Bosch et al.
(2004) is the impact of mass-mixing: because there is no one-
to-one relation between central luminosity or stellar mass
and dark matter halo mass, stacking implies that one com-
bines the kinematics of satellites orbiting in haloes of differ-
ent masses. If this is not properly accounted for in the analy-
sis, one can make large errors in the inferred (mean) masses,
or, as in the case of Wojtak & Mamon (2013), the inferred
orbital anisotropy (see also Becker et al. 2007; Norberg et al.
2008). More et al. (2009b) developed a method that accounts
for this mass mixing when stacking central galaxies. In par-
ticular, they demonstrated that one can actually measure
the amount of scatter in halo mass by comparing the satel-
lite kinematics obtained using different weighting schemes.
One of the most comprehensive studies to date con-
straining the global galaxy-halo connection from satellite
kinematics is that by More et al. (2011). This study is a
continuation of the work by van den Bosch et al. (2004) and
More et al. (2009a,b). Using data of ∼ 6000 satellite galaxies
selected from a volume-limited subsample of the SDSS DR4
(Adelman-McCarthy et al. 2006), covering the redshift range
0.02 6 z 6 0.071, More et al. (2011) obtained constraints on
the galaxy-dark matter connection that were qualitatively
in good agreement with other investigations based on clus-
tering and/or lensing. Furthermore, More et al. (2011) con-
firmed previous findings by Conroy et al. (2007) that red
centrals live in more massive haloes than blue centrals of
the same luminosity (also see Norberg et al. 2008, for splits
by morphological type). They also found the same trend
using stellar mass samples, a result that has since been ver-
ified by other studies using gravitational lensing (Velander
et al. 2014; Mandelbaum et al. 2016; Zu & Mandelbaum
2016). However, despite this success, on a more quantitative
level, the results of More et al. (2011) imply average halo
masses that are significantly different (by a factor of two
to three) than those inferred from clustering and/or galaxy-
galaxy lensing (see e.g., Dutton et al. 2010; Leauthaud et al.
2012; Mandelbaum et al. 2016). Such a level of disagreement
is well beyond what is considered acceptable for numerous
applications of the galaxy-halo connection (see e.g., Wech-
sler & Tinker 2018), and is in dire need of an explanation.
This is the first paper in a series in which we seek
to significantly improve upon previous studies of satellite
kinematics, and to develop a methodology that is both
complementary to, and competitive with, other probes of
the galaxy-dark matter connection, such as clustering and
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galaxy-galaxy lensing. In this first paper we identify poten-
tial shortcomings in the analysis by More et al. (2009a,b,
2011), which we take as the starting point of our investiga-
tion. We use detailed mock galaxy redshift surveys to com-
pute a proper covariance matrix, to be used in the analysis,
and to demonstrate the importance of accounting for red-
shift incompleteness, in particular fibre-collisions, something
that was not accounted for in any previous satellite kine-
matic study with the exception of Wojtak & Mamon (2013).
We also improve upon the treatment of interlopers, and use
forward modelling to quantify small biases in the analyti-
cal model. Using realistic mock catalogues, we demonstrate
that these biases can be properly accounted for, resulting
in a method for analyzing satellite kinematics that yields
unbiased constraints on the galaxy-dark matter connection
that are both competitive with and complimentary to stud-
ies based on clustering or lensing. In Paper II (Lange et al.,
in prep.), we apply this improved method to the SDSS DR7,
finding constraints on the galaxy-halo connection that are
in good agreement with other independent studies, abating
the tension with the analysis by More et al. (2011) eluded
to above.
This paper is organized as follows. In §2 we start with a
broad outline of the methodology. §3 describes our model for
how galaxies occupy dark matter haloes, while §4 describes
our algorithm for creating realistic mock SDSS-like cata-
logues. The observables that we use to constrain the galaxy–
halo connection are detailed in §5 and a simplified analytical
model for those observables, for a given galaxy–halo connec-
tion, is described in §6. §7 describes the full analysis proce-
dure, which we apply to mock catalogues with known input
parameters in §8. Finally, in §9 we summarize our findings.
Throughout this work we assume a flat ΛCDM cos-
mology with Ωm = 0.307, Ωb = 0.048, σ8 = 0.823, and
h = 0.678. Here, h = H0/(100 km/s/Mpc) and H0 is the
Hubble constant (Planck Collaboration et al. 2014). All
magnitudes are given in the AB magnitude system. When
appropriate, quantities like comoving distance, halo mass or
luminosity are scaled by h to make results independent of
H0. Finally, throughout this paper we use r to denote 3D
radii, and R for projected 2D radii.
2 METHODOLOGY
This section provides a rough outline of our methodology.
We first describe how to measure satellite kinematics from a
galaxy redshift survey, and then detail how to use such data
to constrain the galaxy-dark matter connection. A more de-
tailed description of our methodology is given in §§3–7 be-
low.
The first step in measuring satellite kinematics from a
galaxy redshift survey is the selection of centrals and satel-
lites. The standard method of selecting centrals is based on
a cylindrical isolation criterion; i.e., a galaxy is identified as
a central if it is the brightest galaxy in some specified, cylin-
drical volume whose symmetry axis falls along the line-of-
sight. Satellite galaxies are defined as those galaxies that fall
within a similar cylindrical volume, centred on the central
galaxy, that meet a certain number of criteria. Ideally this
selection of centrals and satellites is optimized to maximize
completeness and minimize impurities (see §5.1 for details).
Using the centrals and satellites thus identified, the next
step is to quantify the kinematics of satellite galaxies within
the host haloes of their associated centrals. Since the typical
number of satellite galaxies per central is small, except in
nearby clusters, this requires stacking whereby one co-adds
all central-satellite pairs for centrals specified by n galaxy
properties G1,G2, ...,Gn (e.g., luminosity, color, size). The
satellite kinematics are then specified by the line-of-sight
velocity distribution (LOSVD) P (∆vz|G1,G2, ...,Gn), where
∆vz = c
(zsat − zcen)
1 + zcen
, (1)
with zsat and zcen the observed redshifts of the satellite and
central, and c the speed of light. The summary statistic that
is most often used in the study of satellite kinematics is the
satellite velocity dispersion, σsat(G1,G2, ...,Gn), which char-
acterizes the second moment of this LOSVD.
The main goal of the analysis of satellite kinematics en-
visioned in this paper, is to constrain the galaxy-dark matter
connection, which can be quantified in terms of the condi-
tional probability P (H|G1, ...,Gn). Here H is the halo prop-
erty of interest, which typically will be some measure of
halo mass. The aim of such an analysis is a translation of
σsat(G1,G2, ...,Gn), or more generally P (∆vz|G1,G2, ...,Gn),
into corresponding constraints on P (H|G1,G2, ...,Gn). Ide-
ally this is done using forward modelling based on mock
galaxy redshift surveys. This process consists of the follow-
ing steps:
(i) Using Monte Carlo techniques, populate the dark
matter halos in a dark-matter-only numerical simulation
of a cosmological volume according to a particular re-
alization of the model for the galaxy-halo connection,
P (H|G1,G2, ...,Gn).
(ii) Place a virtual observer in the cosmological volume,
define an angular coordinate system with respect to that ob-
server, and compute for each mock galaxy the corresponding
right ascension and declination, as well as its redshift (in-
cluding peculiar velocity) and apparent magnitude.
(iii) Apply the survey mask and sample selection of the
redshift survey, and mimic, insofar as is practical, survey
incompleteness effects such as fibre collisions.
(iv) Apply the same central/satellite selection criteria
as for the real data, and compute the corresponding
P (∆vz|G1,G2, ...,Gn) and/or σsat(G1,G2, ...,Gn).
(v) Compare to the data, and embed in a Bayesian infer-
ence engine to constrain the posterior distributions of the
parameters that quantify P (H|G1,G2, ...,Gn).
This forward modelling approach has a number of ad-
vantages. First of all, with forward modelling it is straight-
forward to account for biases that may arise from details
related to the selection of centrals and satellites, and for a
variety of observational complications, such as fibre colli-
sions. Secondly, it trivially allows one to use the full infor-
mation from the LOSVD, P (∆vz|G1,G2, ...,Gn), rather than
just its second moment.
Unfortunately, a full forward modelling approach as
outlined above is currently computationally infeasible. Tests
show that we need ∼ 108 model evaluations in order to reli-
ably constrain the posteriors of our model parameters that
quantify the galaxy-dark matter connection (see §3). Fur-
thermore, each model evaluation requires of order 100 mocks
MNRAS 000, 1–24 (2018)
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to suppress the realization noise from a single SDSS-size
mock. The construction of a single mock, and the subsequent
computation of P (∆vz|G1,G2, ...,Gn), is orders of magnitude
too slow to allow for the construction of Q(1010) mocks, and
we therefore have to rely on a less computationally-intensive
approximation to the aforementioned process.
As in previous studies (e.g van den Bosch et al. 2004;
More et al. 2009a, 2011; Wojtak & Mamon 2013), we there-
fore use an analytical model which relies on the Jeans equa-
tions to predict the satellite kinematics as a function of halo
mass. However, we improve upon these previous studies in a
number of ways: (i) we use a proper covariance matrix for all
the data, (ii) we account for fibre collisions and other survey
selection effects, and (iii) we use a new method to correct
for interlopers that does not rely on some ad-hoc assump-
tion regarding the functional form of P (∆vz|G1,G2, ...,Gn).
We also use detailed forward modelling as described above
to gauge the reliability of the analytical model. In particular,
we characterize its systematic bias, and use that to correct
the model. Finally, once we have obtained the posterior dis-
tribution for the model, we construct a set of mocks for the
best-fit model, and use forward modelling to verify that no
systematic error has seeped into our approach. If necessary,
we modify our treatment for the bias and iterate this entire
procedure until convergence. This strategy is an intermedi-
ate step, necessitated by computational limitations, between
previous analyses and more complete forward modelling.
Our model based on the Jeans equations only predicts
the second moment of the full LOSVD. Comparison with the
data therefore requires that we compute σsat(G1,G2, ...,Gn)
from the observed P (∆vz|G1,G2, ...,Gn), which, as we dis-
cuss in §6.5, is hampered by a systematic bias. Although
our method is codified to correct for this bias, an obvi-
ous downside is that our analytical model does not use
all information that is available from the detailed shape of
the LOSVD. However, we can access some of that infor-
mation by using a clever method, first proposed by More
et al. (2009b): by using two different weights for the central-
satellite pairs (host-weighting and satellite-weighting, see
§5.4), we obtain two different estimates of the second mo-
ment, σsat(G1,G2, ...,Gn). Their difference can be used to
constrain higher-order moments of P (H|G1,G2, ...,Gn), such
as the amount of scatter in the relation between halo mass
and galaxy luminosity.
3 GALAXY-HALO CONNECTION
When modelling satellite kinematics, and when constructing
mock galaxy catalogues from dark-matter-only simulations,
one needs to characterize the abundance, demographics, and
phase-space distributions of central and satellite galaxies as
a function of halo mass. In this section we describe the model
that we use to parametrize this ‘galaxy-halo connection’.
3.1 Galaxy Occupation Statistics
We model the galaxy occupation statistics using the con-
ditional luminosity function (CLF; Yang et al. 2003),
Φ(L|M)dL, which describes the average number of galax-
ies with luminosities in the range L± dL/2 that reside in a
dark matter halo of virial mass M . The CLF is composed of
a central and a satellite part,
Φtot(L|M) = Φc(L|M) + Φs(L|M), (2)
where subscripts ‘c’ and ‘s’ refer to central and satellite,
respectively. In what follows we describe each of these two
components in turn.
3.1.1 Centrals
Each halo hosts at most one central galaxy, which can be
either red or blue. We assume that the colour distribution
is governed by halo mass (see e.g. More et al. 2011; Man-
delbaum et al. 2016; Zu & Mandelbaum 2016), such that
Φc(L|M) = fr(M)Φc,r(L|M) + fb(M)Φc,b(L|M) , (3)
where subscripts ‘r’ and ‘b’ refer to red and blue, respec-
tively. Here fr(M) = 1 − fb(M) is the probability that a
central galaxy in a halo of mass M is red. Throughout we
assume that fr scales linearly with halo mass according to
fr(M) = min [1,max(0, f0 + αf logM12)] , (4)
where M12 = M/(10
12 h−1M). The CLFs of red and blue
centrals are parametrized separately by independent log-
normal distributions,
Φc,i(L|M)dL = log e√
2piσ2c,i
exp
(
− [logL− log L˜c,i(M)]
2
2σ2c,i
)
dL
L
.
(5)
The subscript i=r,b serves to distinguish the parameters for
red and blue galaxies. The median luminosity L˜c(M), is in
turn parametrized by a broken power-law:
L˜c,i(M) = L0,i
(M/M1,i)
γ1,i
(1 +M/M1,i)γ1,i−γ2,i
. (6)
Altogether, we have 12 free parameters to describe how cen-
tral galaxies populate dark matter haloes; f0, αf , L0,r, M1,r,
γ1,r, γ2,r, σr, L0,b, M1,b, γ1,b, γ2,b, and σb. This parametriza-
tion is identical to the one used in More et al. (2011).
3.1.2 Satellites
Each halo can have an arbitrary number of satellite galaxies.
We assume that the occupation is governed by a Poisson
distribution with expectation value
Ns(M) =
∞∫
Lth
Φs(L|M)dL, (7)
where Lth is the luminosity threshold. We model the satellite
CLF as a modified Schechter function:
Φs(L|M) = φ
∗
s (M)
L∗s (M)
(
L
L∗s (M)
)αs
exp
[
−
(
L
L∗s (M)
)2]
. (8)
In essence, the luminosities of satellites are drawn from a
power-law with slope αs with an exponential cut-off above a
critical luminosity, L∗s (M). The luminosity cut-off, L
∗
s (M), is
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related to the characteristic luminosity of red, central galax-
ies in haloes of the same mass according to
L∗s (M) = 0.562L˜c,r(M). (9)
This scaling is a good fit to the luminosity distribution
of central and satellite galaxies as inferred from the SDSS
galaxy group catalogue of Yang et al. (2009). Finally, the
normalization φ∗s (M) is parametrized by
log [φ∗s (M)] = b0 + b1 logM12 + b2(logM12)
2. (10)
As described in detail in §4, we assume that no satellite
galaxy is brighter than its corresponding central. For the
colour of satellite galaxies we choose the same parametriza-
tion as for the centrals. We find that with f0,sat = 0.44 and
αf,sat = 0.14 this is a very good approximation of the data
reported in Yang et al. (2008) as a function of both halo mass
and satellite luminosity. Also note that Yang et al. (2008)
use a red and blue colour cut that is slightly different from
the one used in More et al. (2011). Since we are mainly
interested in central galaxy colour, and ignore the colours
of satellites candidates, this negligible difference only mat-
ters for the small amount of impurity in our central sample,
as discussed in §5.1. We make no attempt to fit f0,sat and
αf,sat with our data and therefore keep their values fixed.
This leaves us with 4 free parameters to describe the satellite
CLF: αs, b0, b1, and b2. This parametrization is identical to
the one used by van den Bosch et al. (2013) and Cacciato
et al. (2013).
3.1.3 Summary
Table 1 lists all parameters that describe the galaxy occu-
pation. It also lists their prior ranges used when fitting data
and their default values used to create and analyse mock
catalogues in §8. These default values are taken from More
et al. (2011) and Cacciato et al. (2009, 2013) for centrals
and satellites, respectively. Note that we use a slightly dif-
ferent halo mass definition than More et al. (2011) or Cac-
ciato et al. (2013). Additonally, More et al. (2011) infer a
luminosity scatter of σr/b ∼ 0.20 dex, whereas other studies
(Yang et al. 2008; Cacciato et al. 2013) suggest σ ∼ 0.15 dex.
Since the main goal of this paper is to investigate our ability
to recover input parameters from complex mock catalogues,
these slight inconsistencies are not relevant.
3.2 Phase-space distributions
The CLF described above characterizes the abundance of
central and satellite galaxies as a function of halo mass. We
now describe our model for the phase-space coordinates of
these galaxies with respect to their host halo.
3.2.1 Centrals
Throughout we assume that central galaxies reside at rest
at the centre of their host haloes, which are assumed to be
spherically symmetric. While it is known that centrals are
not perfectly at rest relative to the centre-of-mass of their
host halo, (van den Bosch et al. 2005b; Behroozi et al. 2013;
Guo et al. 2015a,b, 2016; Ye et al. 2017), this motion does
not have a significant impact. The typical speed of a central
is ∼ 20% of the root-mean-square speed of its satellites (Ye
et al. 2017). Thus, neglecting the motion of centrals will
underestimate the central-satellite velocity dispersion by ≈√
1 + 0.22 − 1 = 2%. This is smaller than our measurement
uncertainties and other systematic contributions to our error
budget.
3.2.2 Satellites
Satellite galaxies are assumed to follow a radial profile,
nsat(r), that is also spherically symmetric. Since we stack
a large number of dark matter haloes with random orienta-
tions, this assumption of spherical symmetry is fair, despite
the fact that individual haloes, and their satellite popula-
tions, are known to be aspherical (e.g., Wang et al. 2008).
We follow van den Bosch et al. (2004) and assume that the
radial profile of satellite galaxies, as a function of the radial
distance r from the halo centre, is given by a generalized
Navarro–Frenk–White (NFW) profile (Navarro et al. 1996),
nsat(r) ∝
(
r
Rrs
)−γ (
1 +
r
Rrs
)γ−3
. (11)
Here R and γ are free parameters and rs is the scale radius
of the dark matter halo, which is related to the halo virial
radius via the concentration parameter cvir = rvir/rs. By
definition, no satellites are located outside the virial radius.
Although we acknowledge that some galaxies physically as-
sociated with the halo can have orbits that take them outside
the virial radius, for the purpose of this study we define them
as interlopers. Throughout this work we consider three dif-
ferent radial profiles for satellites. The first has γ = R = 1,
which implies that satellites follow an NFW profile with
the same concentration parameter as the dark matter; in
other words, satellite galaxies are unbiased tracers of the
dark matter within their host haloes. We also consider a
profile with γ = 1 and R = 2.0, for which the satellites still
follow an NFW profile, but with a concentration parameter
that is half that of the dark matter. The final profile that we
consider has γ = 0 and R = 2.5, which implies that the dis-
tribution of satellites has a core of constant number density,
and a concentration parameter that is 2.5 times smaller than
that of its dark matter. As we show in §8.3, this latter pro-
file is a good description of the distribution of subhaloes in
dark matter simulations. Altogether, these profiles roughly
bracket the range of observational constraints on the radial
distribution of satellite galaxies in groups and clusters (e.g.,
Carlberg et al. 1997; van der Marel et al. 2000; Lin et al.
2004; Yang et al. 2005; Chen 2008; More et al. 2009a; Guo
et al. 2012; Cacciato et al. 2013).
In our analytical model, we assume that the velocities
of satellites are isotropic, and obey the spherically symmet-
ric Jeans equation (Binney & Tremaine 1987). For satellite
galaxies with a radial profile given by Eq. (11), located in
an NFW halo with virial velocity Vvir and concentration pa-
rameter cvir, this implies a velocity dispersion given by
σ2(r|Vvir, cvir) = cvirV
2
vir
R2g(cvir)
(
r
Rrs
)γ (
1 +
r
Rrs
)3−γ
∞∫
r/rs
g(y)dy
(y/R)γ+2(1 + y/R)3−γ , (12)
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Name Description Prior Default
logL0,r/b normalization of mass–luminosity relation for red/blue centrals [9.0, 10.5] 9.99/9.55
logM1,r/b characteristic mass of mass–luminosity relation for red/blue centrals [10.0, 13.0] 11.50/10.55
γ1,r/b low-mass slope of mass–luminosity relation for red/blue centrals [0.0, 5.0] 4.88/2.13
γ2,r/b high-mass slope of mass–luminosity relation for red/blue centrals [0.0, 2.0] 0.31/0.34
σr/b scatter in luminosity at fixed halo mass for red/blue centrals [0.1, 0.3] 0.20/0.24
f0 red fraction of centrals at halo mass M = 1012 h−1M [0.0, 1.0] 0.70
αf linear dependence of the red fraction of centrals on logMvir [−0.5, 1.0] 0.15
αs low-luminosity slope of the satellite CLF [−1.5,−0.9] −1.18
b0 normalization of the satellite CLF [−1.5, 0.5] −0.766
b1 normalization of the satellite CLF [0.0, 2.0] 1.008
b2 normalization of the satellite CLF [−0.5, 0.5] −0.094
Table 1. Variables governing the occupation of dark matter haloes with galaxies. Note that the first 5 parameters exist independently
for red and blue centrals. Column (3) indicates the prior range used in our analysis, while column (4) lists the default values used for
the construction of our mock data. See the text for details.
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Figure 1. The average line-of-sight velocity dispersion of satel-
lites within a projected aperture of radius Rap implied by the
spherically symmetric Jeans equation. Generally, the velocity dis-
persion decreases for larger aperture radii, as does the difference
between the radial profiles. More extended radial profiles lead to
a higher overall velocity dispersion.
where
g(y) = ln(1 + y)− y
1 + y
. (13)
Figure 1 shows how our choice of the radial profile af-
fects the velocity dispersion. For each of our three radial
profiles we plot the average velocity dispersion inside a fixed
aperture centred on the halo. The concentration parameter
is set to cvir = 7 for this illustration. By scaling the aper-
ture radius by rvir and the dispersion by V
2
vir the relation
becomes independent of halo mass. Note that less centrally
concentrated satellite profiles imply a larger velocity disper-
sion. However, the differences decrease as the aperture en-
closes larger parts of the satellite population, declining from
∼ 50% to ∼ 20% when Rap/rvir increases from 0.1 to 1.0.
Our model for the velocities of satellite galaxies makes
two crucial assumptions: isotropy and virial equilibrium. It is
well known that dark matter subhaloes and satellite galaxies
have kinematics that are slightly radially anisotropic (e.g.,
Diemand et al. 2004; Wojtak & Mamon 2013). However, ve-
locity anisotropy mainly affects the radial profile of σ2(r);
not the total velocity dispersion averaged over the entire
satellite population (the latter appears in the virial theorem,
which is independent of velocity anisotropy). Since we are
measuring, and modelling, the velocity dispersion of satel-
lite galaxies inside a relatively large aperture centred on the
central galaxy, neglecting anisotropy only affects the result-
ing velocity dispersions by a few percent (see van den Bosch
et al. 2004; Mamon &  Lokas 2005; Conroy et al. 2007, for
details). The assumption of virial equilibrium is also sub-
ject to concern. After all, dark matter haloes are constantly
accreting matter, and new satellite galaxies, from their sur-
roundings. Hence, some satellite galaxies will be on first in-
fall, and their kinematics will not be in perfect virial equi-
librium. As shown by Ye et al. (2017) ignoring the resulting
time-dependence in the Jeans equations (which are based on
the assumption of a steady-state), may result in small biases
in the inferred velocity dispersion. We address this issue in
§8.3 by analysing mock catalogues where satellite galaxies
are placed on subhaloes. Those tests suggest that deviations
from the steady-state assumption do not cause a strong bias
in our inferred model parameters.
4 MOCK SDSS CATALOGUES
In order to test and validate our analytical model, we con-
struct mock SDSS-like galaxy redshift surveys. By treating
these mocks exactly as we treat the real data, we can test
the accuracy to which we can recover the galaxy-dark matter
connection, P (H|G1,G2, ...,Gn).
Our mocks are constructed using the SMDPL simula-
tions (Klypin et al. 2016), which traces the dark matter dis-
tribution in a cosmology that is based on the Planck Col-
laboration et al. (2014) cosmological parameters. It traces
the dark matter distribution inside a cubic volume of
(400 h−1Mpc)3 using 38403 particles, resulting in a parti-
cle mass of 1.0 × 108 h−1M. We construct mock redshift
surveys using the publicly available1 z = 0.05 ROCKSTAR
halo catalogues (Behroozi et al. 2013), and use halotools
(Hearin et al. 2017) to populate all dark matter haloes with
1 http://yun.ucsc.edu/sims/SMDPL/trees/index.html
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M > 3 × 1010 h−1M with mock galaxies according to our
fiducial CLF model (see §3.1 and Table 1).
For each host halo above this mass limit, we first decide
on the colour of the central by drawing a random number
between 0 and 1. The central is assumed to be red (blue)
if this random number is smaller (larger) than fr(M). Next
we draw the corresponding luminosity from Φc,r(L|M), if
red, or Φc,b(L|M), if blue. Any central galaxy with a lu-
minosity below a threshold of 109 h−2L is removed from
the catalogue. The remaining central galaxies are given the
position and velocity of their halo cores, which is defined as
the region that encloses the innermost 10 percent of the halo
virial mass. These positions and velocities are calculated by
ROCKSTAR as detailed in Behroozi et al. (2013).
Next we draw the number of satellite galaxies, under
the assumption that P (Ns|M) follows a Poisson distribu-
tion, whose mean is given by Eq. (7). Throughout, we adopt
a luminosity threshold of 109 h−2L for our mock galaxies.
For each of the Ns satellites in the halo in question we then
draw a luminosity from the satellite CLF, Φs(L|M), given by
equation (8) and a colour based on fr,sat(M). After draw-
ing satellites from the above CLF we remove all satellites
that are brighter than their respective centrals2. For the po-
sitions and velocities we assume the analytical model for
the phase-space coordinates of satellite galaxies described
in §3.2.2 above; we draw the positions from a spherical dis-
tribution with radial profile ns(r), given by Eq. (11), and
one-dimensional velocities from a Gaussian distribution with
dispersion σ(r), given by Eq. (12). Both the positions and
the velocities are with respect to the core of the host halo.3
After populating the dark matter haloes with mock
galaxies, we place a virtual observer inside the simulation
box. Both the position and the orientation are chosen ran-
domly. We then proceed to calculate angular coordinates,
redshifts and apparent magnitudes for all galaxies within
z < 0.15. If necessary, the simulation box is periodically
repeated out to that redshift. The apparent magnitudes in-
clude K and evolution correction effects. Next, an apparent
magnitude cut of mr 6 17.6 is applied, after which we add
redshift space distortions to the cosmological redshifts. In
addition, we also add a random scatter in redshift of the
order of 15 km s−1/c to simulate redshift uncertainties in
SDSS (Guo et al. 2015b). Subsequently, we apply the SDSS
DR7 survey mask4, rejecting galaxies outside of the survey
window or inside of masked regions.
Finally, we simulate the effect of spectroscopic incom-
pleteness, particularly fibre collisions. In the SDSS, on a
single plate spectroscopic fibres cannot be placed simultane-
2 By removing bright satellites the satellite occupation is slightly
lowered and has a small dependence on the actual central lumi-
nosity. However, we find this decrease and its impact on satellite
kinematics to be negligible. This is because it is generally unlikely
that any given satellite is brighter than the central in CLF models
(Skibba et al. 2011; Lange et al. 2018). In our fiducial mock, this
only removes 1% of all satellites.
3 A more realistic approach would be to express all phase-space
positions of satellites with respect to the bulk of the halo. How-
ever, this information is not available in the public halo cata-
logues. As discussed previously, the impact of this simplification
on the velocity dispersion should be negligible.
4 http://sdss.physics.nyu.edu/lss/dr72
ously for objects separated by less than 55′′ (Blanton et al.
2003). However, some galaxies are observed with multiple
plates, allowing spectroscopic redshifts even for close pairs.
This fibre collision effect leads to some objects missing spec-
troscopic redshifts. We follow the common practice of assign-
ing such ‘fibre-collided’ galaxies the redshift of its nearest
neighbour (Zehavi et al. 2005). To simulate this type of in-
completeness, we first construct a maximal ‘decollided’ set of
galaxy targets (Blanton et al. 2003). Within this set of decol-
lided galaxies, no two targets are within 55′′ of each other.
The remaining galaxies are potentially collided targets that
would not be assigned a redshift in SDSS if they would not
lie in regions of overlapping spectroscopic plates. We then
randomly choose 65% of those galaxies to be missing a spec-
troscopic redshift. This value is very close to what we ob-
serve in the New York University Value-Added Galaxy Cat-
alog (VAGC; Blanton et al. 2005). See appendix A for more
details. Additionally, we randomly remove an additional 1%
of all spectroscopic redshifts to simulate other failure modes
(Blanton et al. 2003). While this algorithm reproduces the
most salient features of fibre collisions in SDSS, it misses less
important details like the tiling algorithm and the accord-
ing correlation of fibre collision probability with large-scale
structure (Blanton et al. 2003). We test the impact of this
correlation on our observables in appendix A but find it
negligible. Thus, the fibre collision algorithm simulated here
suffices for our mock simulations.
5 OBSERVATIONS
In this section we first describe the detailed criteria used to
select primary (assumed to be central) and secondary (as-
sumed to be satellite) galaxies from a galaxy redshift survey.
We then describe how we use these galaxies to measure the
host- and satellite-weighted velocity dispersions and other
observables that we use to model the galaxy-dark matter
connection.
Throughout this study, we only use galaxies in a
volume-limited sample specified by 0.02 6 z 6 0.067, which,
for our adopted apparent magnitude limit of mr = 17.6, is
complete down to a r-band luminosity of 109.5h−2 L. The
main reason for using a volume-limited sample is to facili-
tate constraining the scatter in the galaxy-halo connection
via a comparison of host- and satellite-weighted velocity dis-
persions (see More et al. 2009b, for details). In addition, if
one were to use a flux-limited sample, one also needs to
model potential luminosity segregation, since haloes at a
lower redshift, are now sampled down to lower satellite lu-
minosity. Mainly for these two reasons, we accept the price
of a reduced dynamic range and a reduced signal-to-noise
that comes with using only a volume-limited subsample of
the full SDSS data. We hope to extent our methodology to
flux-limited samples in future work.
5.1 Sample selection criteria
We use cylindrical isolation criteria to select samples of cen-
trals and satellites. Due to interlopers and other impurities,
not every central (satellite) thus selected is indeed a central
(satellite). We therefore refer to galaxies that are selected as
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centrals and satellites as primaries and secondaries, respec-
tively.
A galaxy is considered a primary if it is at least fh times
brighter than any other galaxy within a cylindrical volume
specified by Rp < Rh and |∆vz| < (∆v)h. Here Rp is the
separation projected on the sky at the distance of the pri-
mary candidate and ∆vz is the line-of-sight (los) velocity
difference (Eq. [1]). We apply this isolation criterion in a
rank-ordered fashion, starting with the brightest galaxy. If
a galaxy is selected as a primary, we remove all other galax-
ies within its [Rh, (∆v)h] cylinder from the list of potential
primary candidates. Around each primary galaxy thus se-
lected, secondaries are defined as those galaxies that are at
least fs times fainter than their primary and located within
a cylindrical volume with Rp < Rs and |∆vz| < (∆v)s. Af-
ter having identified primaries, we remove those without a
spectroscopic redshift. Furthermore, to avoid complications
due to survey edge effects, we remove all primaries for which
more than 20% of a ring with radius Rh centred on the pri-
mary falls outside of the survey window or inside of the
mask.
In total, the selection of primaries and secondaries thus
depends on six free parameters: Rh, (∆v)h and fh to specify
the population of primaries, and Rs, (∆v)s and fs to specify
the secondaries. These parameters determine the complete-
ness and purity of the sample, both in terms of primaries
and secondaries. They also determine the interloper frac-
tion, which is defined as the fraction of secondaries that
are not satellite galaxies within the same halo as the cor-
responding primary. Minimizing the number of interlopers
requires sufficiently small Rs and (∆v)s, while maximizing
the purity of the primaries (i.e., minimizing the number of
satellites that are erroneously identified as centrals) requires
large Rh, (∆v)h and fh. Of course, each of these restric-
tions dramatically reduces the completeness of the samples,
thereby making the measurements more noisy.
Most previous studies of satellite kinematics have
adopted extremely conservative selection criteria, with both
fh and fs significantly larger than unity (e.g., Zaritsky
et al. 1993, 1997; McKay et al. 2002; Brainerd & Specian
2003; Prada et al. 2003; Conroy et al. 2007; Norberg et al.
2008; Wojtak & Mamon 2013). In addition, all these studies
adopted fixed values for the selection criterion parameters,
independent of the luminosity of the galaxy under consid-
eration. Since brighter centrals on average reside in more
extended haloes, van den Bosch et al. (2004) advocated an
aperture which scales with the virial radius of the primary’s
halo. They used an iterative criterion whereby the cylindri-
cal aperture scales with the velocity dispersion around the
primary obtained in the previous iteration. By using such
an adaptive, iterative selection criterion, they were able to
increase the number of secondaries by almost an order of
magnitude (using fh = fs = 1), while drastically reducing
the actual interloper fraction.
The same iterative method was later used in More et al.
(2009a) and More et al. (2011), who found that the satellite
velocity dispersion around red primaries scales with lumi-
nosity L as
log σ200 ≡ log
( σ
200 km s−1
)
= a+b logL10+c log
2 L10, (14)
where L10 = L/10
10 h−2L and a = −0.07, b = 0.38 and
c = 0.295. We base our selection of primaries on this scal-
ing relation. We follow van den Bosch et al. (2004) and
More et al. (2011) by setting fh = fs = 1, and scale
the dimensions of the cylinder used to select primaries as
Rh = 0.5σ200 h
−1Mpc and (∆v)h = 1000σ200 km s−1. This
value for Rh roughly corresponds to 1.25 times the virial ra-
dius. We have experimented with other cylinder sizes for the
isolation criterion, but typically find that increasing com-
pleteness results in a larger contamination (i.e., reduced pu-
rity). In the end, we decided on values that result in at least
∼ 99% purity in centrals for the primary sample.
Note that, contrary to the approach adopted here, More
et al. (2009a, 2011) did not remove galaxies located inside
the larger cylinder of a brighter galaxy from the list of po-
tential primary candidates. On the other hand, they used
Rh = 0.8σ200 h
−1Mpc instead of 0.5σ200 h−1Mpc. Coinci-
dentally, we find that both strategies result in very similar
completeness and purity. Contrary to More et al. (2011), we
choose the same cylinder sizes for red and blue primaries.
This is done primarily to not bias our selection towards ei-
ther blue or red primaries. In order to avoid excessive values
for σ200, which can occur for fibre-collided galaxies that are
accidentally assigned a too high redshift, we limit σ200 to a
maximum value of 5, i.e. σ 6 1000 km s−1.
The criterion for secondaries is that they must have a
spectroscopic redshift (i.e., they can not be fiber-collided
galaxies) and that they must lie in a cylinder centred
on a primary with Rs = 0.15σ200 h
−1Mpc and (∆v)s =
4000 km s−1. This value for Rs roughly corresponds to 0.375
times the virial radius, while the value for (∆v)s is large
enough to include the vast majority of all satellites, even
in massive clusters. Note that we do not scale this param-
eter with σ200; although this implies an increasing fraction
of interlopers with decreasing central luminosity, these in-
terlopers are easily identified as such. Furthermore, having
a pure sample of interlopers at large velocity offsets allows
us to better estimate interloper contamination at lower ve-
locities (see § 5.2).
Contrary to the selection of primaries, for the selection
of secondaries, we permit the cylinder sizes to differ as a
function of galaxy colour: for red primaries we use equa-
tion (14) with the parameters listed above, while for blue
primaries we use a = −0.19, b = 0.46 and c = −0.16. The
different cylinder dimensions for blue centrals account for
their different average dark matter halo masses (see More
et al. 2011). Finally, in order to alleviate the impact of im-
perfect correction for fibre-collisions (see §5.3), we exclude
secondaries that have a projected distance to their primaries
of Rp 6 Rc ≡ 60 h−1kpc.
We explore the efficiency of our selection criterion in
Figure 2. All quantities are inferred from SDSS-like mock
catalogues, constructed using the method described in §4 in
which satellites follow an NFW profile. The left-hand panel
displays the central completeness, defined as the fraction
of centrals that are ultimately selected as primaries. Ide-
5 Note that Eqs. (11) in More et al. (2009a) and (3) in More et al.
(2011) are incorrect, and inconsistent with the values of a, b and
c quoted in those papers. The equation presented here is the one
actually used by More et al. (2011) for their LR sample. (Surhud
More, priv. comm.)
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Figure 2. This plot shows the efficiency of our selection criterion as inferred from mock catalogues built with the default model. We
display the central completeness, the fraction of centrals in the survey volume selected as primaries (left panel), the central contamination,
the probability of a primary to not be a central (middle panel), and the interloper fraction, which is defined as the fraction of secondaries
not residing in the same halo as the primary (right panel). Note that we also include primaries without any secondaries when calculating
central completeness and purity. All probability are displayed as a function of primary luminosity. Additionally, we show them for red
primaries (red), blue primaries (blue) and all (black). The dotted line in the middle panel shows the contamination if there was 100%
spectroscopic completeness, e.g. no fibre collisions. On the other hand, the dashed line is the same fraction in a spectroscopic survey
with incompleteness where fibre collided galaxies are not assigned the redshift of the nearest neigbour (NN) and instead removed before
applying the selection criterion. Note that the central contamination is multiplied by 10 to fit into the same range as the other ratios.
ally, we want this to be close to unity. Our selection crite-
ria achieve a central completeness of around ∼ 60% for all
luminosities. Note that a significant fraction of incomplete-
ness at the high luminosity end, especially for red centrals,
is caused by spectroscopic incompleteness due to fibre colli-
sions. The increased occurrence of fibre collisions is expected
due to the stronger clustering of red or more bright galaxies.
The solid curve in the middle panel shows that the central
contamination, defined as the fraction of primaries that are
not centrals, is extremely low, less than 1% for all primary
luminosities. The dotted line shows the same quantity in
a mock with 100% spectroscopic completeness (i.e., no fi-
bre collisions), which results in a very similar contamination
fraction. Hence, central contamination is not dominated by
catastrophic failures in the nearest neighbour redshift as-
signment of fibre-collided galaxies, which can happen if the
fibre-collided central of a halo is assigned the redshift of a
fore- or background galaxy. Finally, the dashed line shows
the central contamination if one removes fibre collided galax-
ies before identifying primaries. This results in a contamina-
tion fraction that is roughly 5 times larger. This demon-
strates that assigning fibre-collided galaxies the redshift of
its nearest neighbour is reasonably accurate (see also Zehavi
et al. 2011), and that one should only remove fibre collided
galaxies after the primaries have been identified.
To close this subsection, we note that in our mocks cen-
trals are always the brightest galaxies in their haloes. This
is contrary to various studies showing that in a small frac-
tion of haloes a satellite will be the brightest galaxy (Skibba
et al. 2011; Hikage et al. 2013; Wang et al. 2014; Hoshino
et al. 2015; Lange et al. 2018). We have tested that, if that
is the case, our sample of primaries should be very pure in
brightest halo galaxies (hereafter BHGs), rather than cen-
tral galaxies. One might worry that some of our supposed
centrals being satellites would systematically bias our in-
ferences. For example, one might naively expect that the
measured velocity dispersion is
√
2 times higher when mea-
sured around satellites. However, in Lange et al. (2018), we
have shown that ignoring this complication does not have a
significant impact on our inferences (see also Skibba et al.
2011).
5.2 Interloper rejection
One of the main challenges in measuring satellite kinemat-
ics is that not all secondaries reside in the same halo as
their primary. Such interlopers have a very different veloc-
ity distribution than true satellites, making it crucial that
one corrects for this interloper contamination. The right-
hand panel of Figure 2 shows the fraction of interlopers
among secondaries. For this figure we only counted secon-
daries with |∆vz| < 600σ200 km s−1. Secondaries with larger
velocity differences are trivially identified as interlopers. We
first note the extremely high interloper fraction for low-
luminosity blue primaries. That is mainly due to the fact
that those galaxies have very few same-halo satellites in our
model. However, for the rest of the primaries, the selection of
secondaries results in interloper fractions as low as ∼ 15%.
The ∆vz distribution of secondaries consists of a satel-
lite component centred on ∆vz = 0 and an interloper com-
ponent that is close to flat. Most previous studies modelled
the ∆vz distribution of satellites as a single Gaussian and
the interloper distribution as flat (McKay et al. 2002; Prada
et al. 2003; Brainerd & Specian 2003; van den Bosch et al.
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2004; Conroy et al. 2007). In this case, the velocity dispersion
of the best-fit Gaussian is the estimate for the dispersion of
same-halo satellites. However, Becker et al. (2007) showed
that a single Gaussian fit significantly underestimates the
dispersion of same-halo satellites. More et al. (2009a) advo-
cated using a fit to a double-Gaussian plus a flat background
model to estimate the velocity dispersion of satellites. Still,
contrary to the claims by More et al. (2009a), we also find
this dispersion estimate to be biased. Similar to what was
estimated by Becker et al. (2007), we find that it under-
predicts the dispersion by roughly 3%. We have also tested
the bi-weight estimator (Beers et al. 1990), but encountered
similar biases. Here, we use a different method to reject in-
terlopers. While this technique does not significantly im-
prove the accuracy in the velocity dispersion estimate (i.e.,
it does not significantly reduce the bias), it does improve the
precision of the estimator slightly. We later correct for the
bias numerically using a large number of mock observations
for which the true velocity dispersions are known.
The main idea of our interloper rejection is to use the
distribution of galaxies in the ∆vz–Rp plane instead of just
using velocity information (also see Klypin & Prada 2009).
Thus, we model the total phase-space distribution of secon-
daries around primaries as the sum of an interloper com-
ponent Pint(∆vz, Rp) and a model for the phase-space dis-
tribution of satellites around centrals Psat(∆vz, Rp). Thus,
Ptot(∆vz, Rp) = fintPint(∆vz, Rp) + (1− fint)Psat(∆vz, Rp).
(15)
For the interloper model we assume a flat distribution in
∆vz and a constant projected number density, i.e.,
Pint(∆vz, Rp) ∝ Rp. (16)
Based on tests with our mock catalogues, we find the as-
sumption regarding the Rp distribution to be fairly accurate
(see also Wojtak & Mamon 2013; Zheng & Guo 2016). On
the other hand, similar to van den Bosch et al. (2004) and
More et al. (2009a), we find an increased number of inter-
lopers at ∆vz ∼ 0. However, this only has a minor impact
on the estimate of the satellite velocity dispersion, and this
offset is accounted for in our bias treatment described in §7.
Regarding the model for the satellites, we assume that
they have a spherically symmetric density profile and obey
the Jeans equation. See §3.2 for more details. Furthermore,
we assume that the host halo masses of satellites are drawn
from a log-normal distribution and that the concentration
parameter cvir at each host halo mass is the median concen-
tration for that mass extracted from SMDPL.
In each of the 20 bins of colour and luminosity of pri-
maries, we fit the ∆vz–Rp distribution of secondaries with
a 3-parameter model: the interloper fraction fint, the me-
dian halo mass M˜ and the spread in halo masses σlogM . We
determine the fit that maximizes the likelihood,
L ∝
n∏
i
Pwitot(∆vz,i, rp,i|fint, M˜ , σM ), (17)
where the product runs over all secondaries in the sam-
ple and w denotes an optional weight assigned to each sec-
ondary. The choice of weights is discussed in the next two
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Figure 3. The distribution of line-of-sight velocities of secon-
daries around red primaries with 10.70 < logL < 10.85. We show
all secondaries (black, solid), same-halo secondaries (blue, solid)
and our estimate for the latter (blue, dashed) using the distribu-
tion of all secondaries. See the text for details.
sections. Afterwards, a membership probability pmem is as-
signed to each secondary,
pmem(∆vz, Rp) =
(1− fint)Psat(∆vz, Rp)
Ptot(∆vz, Rp)
, (18)
based upon the best-fit model.
Those membership probabilities can then be used in
a straightforward manner to estimate the velocity disper-
sion of same-halo satellites, excluding interlopers. An ex-
ample is shown in Figure 3. For this plot we have popu-
lated SMDPL with galaxies and used the distant observer
approximation. No fibre collision effects were included and
the weights in Eq. (17) were set to unity. We show the line-
of-sight velocity difference of secondaries around red centrals
with 10.70 < log(L/h−2 L) < 10.85. The black solid line
is the distribution of all secondaries, whereas the blue solid
line only shows same-halo satellites. The blue dashed line is
our estimate for the latter by weighting each secondary by
its membership probability.
Finally, while the 3 best-fit parameters of the fit contain
information about average halo masses and their spread,
the true distribution in halo masses is more complicated
and will be discussed below. Thus, those best-fit parameters
are disregarded and not used for further analysis. In other
words, the model for pmem(∆vz, Rp) discussed here is solely
used to estimate membership probabilities.
5.3 Fibre collision correction
When running our selection criterion to identify primaries
and secondaries, we assign each galaxy missing a spectro-
scopic redshift that of its closest neighbour (see Blanton
et al. 2005; Zehavi et al. 2005). However, we stress that in
our subsequent analysis only primary-secondary pairs with
spectroscopic redshifts for both are used. Additionally, we
assign each galaxy a spectroscopic weight wspec to counter-
act the effect of fibre collisions. For each galaxy we count
the number of galaxies inside a radius of 55′′ around it. We
MNRAS 000, 1–24 (2018)
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Figure 4. The surface density of same-halo secondaries around
primaries with 10.6 < logL/( h−2L) < 10.8. The surface densi-
ties have been averaged over 100 mock SDSS-like catalogues. We
show the true surface density for surveys without fibre collisions
(black), surveys having fibre collisions but no correction (blue,
dashed) and surveys with fibre collisions and a correction applied
to it (blue, solid). Secondaries at separations less than 60h−1kpc,
as shown by the black dashed line, are excluded from our analysis.
See the text for details.
then determine for the entire survey what fraction fspec of
galaxies with exactly that number of neighbours within 55′′
have been assigned a spectroscopic redshift. The weight des-
ignated to the galaxy is then simply ws = 1/fspec. As dis-
cussed below, this correction works very well but not per-
fectly below the fibre collision scale. Thus, in order to be
conservative, we only consider secondaries separated from
the primary by at least Rc = 60 h
−1kpc, roughly the fibre
collision scale at the maximum redshift of our analysis. This
removes less than 10% of secondaries around primaries with
Lpri > 10
10 h−2L.
We test the fidelity of our correction using mock cata-
logues. Particularly, for this test we assume that satellites
follow the dark matter density distribution. In Figure 4 we
show the surface density of secondaries around primaries
with 10.6 < logL/( h−2L) < 10.8 in 100 simulated SDSS-
like surveys. Since we know true halo associations, we only
show same-halo satellites. The black line is the idealized
case of a spectroscopic survey without fibre collisions. The
blue dashed line is for a survey with fibre collisions where
we only consider galaxies with spectroscopic redshifts. We
see an overall decrease in the surface density. Furthermore,
there is a flattening of the profile around the fibre collision
scale which is at ∼ 60 h−1kpc at the maximum redshift of
our survey and shown by the black dashed line. Finally, the
blue solid line is the surface density estimate if the weight
of each secondary is set to the product of ws of itself and its
primary and the weight of each host is the primary weight.
We see that this correction rectifies the overall decrease and
also most of the effects below the fibre collision scale.
In addition to biasing the observed radial profile, fibre
collisions also slightly alter the average host halo masses of
observed primaries. The reason is that more massive haloes
have more satellites and thus a higher probability to have
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Figure 5. The line-of-sight velocity distribution of secondaries
around primaries with 10.6 < logL/( h−2L) < 10.8. The pri-
maries and secondaries are the same as in Figure 4, except for
excluding those secondaries with Rp < 60h−1kpc. As in Figure
4, we show the distributions for surveys without fibre collisions
(black), surveys having fibre collisions and no correction (blue,
dashed) and surveys with collisions and a correction (blue, solid).
a fibre collision between a primary and a secondary. Since
we exclude primaries with fibre collisions, this biases our
halo mass distribution at a fixed primary luminosity to lower
masses. This effect is shown in Figure 5 where we show the
line-of-sight velocities of the same secondaries as in Figure
4, excluding those below 60h−1kpc. The measured velocity
dispersion of secondaries if not correcting for fibre collisions
is ∼ 375km/s, whereas it is ∼ 388km/s without fibre colli-
sions or with our correction applied. Thus not correcting for
fibre collisions results in a velocity dispersion that is artifi-
cially lowered by around 5%. For other luminosity bins, we
find results that are qualitatively and quantitatively similar.
Finally, we note that the corrections discussed above
have not been applied in most other satellite kinematic stud-
ies (McKay et al. 2002; Prada et al. 2003; Brainerd & Spe-
cian 2003; Conroy et al. 2007; More et al. 2009a, 2011).
Based upon Figure 4, it is apparent that neglecting these
corrections can lead analysts to infer biased satellite den-
sity profiles and velocity dispersions. Particularly, this casts
some doubt on the result of More et al. (2009a) that satel-
lites are strongly anti-biased with respect to dark matter.
This can be very significant in kinematical analyses because
satellites have velocities that reflect their relative positions
within the potential well of the group, and such biases in
the spatial distributions of galaxies propagate into biases in
the velocity distributions of galaxies (see the our previous
discussion of the Jeans Equation as well as the discussion in
§8 for more details on the effect of the spatial distribution
of galaxies on observables). Specifically, the more extended
radial profile assumed by More et al. (2009a, 2011) could
lead to systematically underestimated halo masses. In addi-
tion to this radial profile bias, we have shown that there is
a further bias in the velocity dispersion of a few percent if
fibre collisions are not corrected. This can lead to an addi-
tional underestimation of average halo masses. Our analysis
corrects for each of these biases.
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5.4 Definition of Observables
We now describe the various observables that we use in
our analysis of satellite kinematics. In addition to the host-
and satellite-weighted velocity dispersions around red and
blue primaries, this includes the abundances of secondaries
around red and blue primaries, the fraction of primaries that
are red, and the overall number density of galaxies. The lat-
ter is important to constrain the overall normalization of the
CLF. For example, the best-fit model of More et al. (2011),
who did not include the overall abundance of galaxies as a
constraint, implies6 a number density of galaxies brighter
than 109.5 h−2L that is ∼ 2.9 × 10−2h3Mpc−3. However,
the observed number density is only ∼ 1.6× 10−2h3Mpc−3
(Zehavi et al. 2011; Guo et al. 2015b).
Given our volume-limited sample, the number density
in a luminosity bin defined by L1 and L2 is
ngal =
∑
ws,i
ΩSDSS
3
[d3com(zmax)− d3com(zmin)]
. (19)
Here dcom(z) is the comoving distance out to redshift z, the
sum goes over all galaxies with L1 6 L 6 L2, the angular
sky coverage of our sample is ΩSDSS = 2.27 steradians, and
ws,i is the weight of galaxy i used to compensate for spectro-
scopic incompleteness, as discussed above. Throughout this
paper we use 10 luminosity bins of 0.15 dex width covering
the range log[L/(h−2 L)] = [9.5, 11.0].
The fraction of red primaries in each luminosity bin,
fpri,r, is calculated according to
fpri,r =
∑
red primaries
ws,i∑
all primaries
ws,i
. (20)
An important constraint on the CLF is the number of
satellite galaxies per central. This is related to the average
number of same-halo secondaries per primary, which we es-
timate as
〈Ns〉 =
∑
secondaries
pmem,iwsw,i∑
primaries
ws,i
. (21)
Here the sum in the numerator goes over all secondaries hav-
ing primaries in that particular bin of luminosity and colour,
while the sum in the denominator goes over all primaries of
that bin. pmem,i is the membership probability of secondary
i, obtained from fitting the ∆vz–Rp distribution in each pri-
mary bin using the method described in §5.2, and wsw is
the weight assigned to each secondary, which is equal to the
product of the spectroscopic incompleteness weights of the
secondary and the corresponding primary, i.e.,
wsw = ws,pws,s, (22)
Following More et al. (2009b), we quantify the kine-
matics of satellite galaxies using both the satellite- and host-
weighted velocity dispersions, σsw and σhw, respectively. The
former is computed by giving equal weight to each central-
satellite pair, while the latter assigns equal weight to each
6 We have computed this using Colossus (Diemer 2015), using
the mass function of Tinker et al. (2008) and the cosmology
adopted by More et al. (2011).
central. Since more massive haloes, on average, contain more
satellites, the ratio σsw/σhw contains information regard-
ing the scatter in the galaxy-halo relation. In particular,
σsw/σhw increases with increasing scatter. We estimate the
satellite-weighted velocity dispersion as
σ2sw =
∑
secondaries
pmem,iwsw,i∆v
2
z,i∑
secondaries
pmem,iwsw,i
− σ2err . (23)
Here σerr =
√
2 × 15 km s−1 is the error on the velocity
difference between primary and secondary arising from the
redshift uncertainties in SDSS (e.g., Guo et al. 2015b). In
the case of host-weighting, we use the same equation, but
with wsw replaced by a new weight,
whw =
ws,pws,s
Nscd
, (24)
where Nscd is the number of secondaries hosted by each pri-
mary. Note that, when using these weights, we also use new
membership probabilities, pmem,i, that are appropriate for
calculating host-weighted quantities. These are computed
using equation (18), but with the weights in equation (17)
replaced by whw.
Finally, we note that we only use the resulting 〈Ns〉,
σ2sw and σ
2
hw for primary bins with at least an estimated 10
satellites, i.e., with
∑
pmem > 10.
6 ANALYTICAL MODEL FOR OBSERVABLES
Ideally one would want to forward-model all relevant ob-
servational effects to compute the expectation values of the
observables for a given set of model parameters. However, as
discussed in §2, this is computationally infeasible given the
large number of likelihood evaluations needed to estimate
parameter uncertainties. Instead, we estimate the expecta-
tion values for a given set of model parameters using an an-
alytical model that is similar to that used in van den Bosch
et al. (2004) and More et al. (2009b,a, 2011), and described
below.
6.1 Galaxy number density
The total number density of galaxies in a given luminosity
bin defined by L1 and L2 can be straightforwardly calculated
from the CLF according to
ngal(L1, L2) =
L2∫
L1
∞∫
Mmin
Φtot(L|M)nh(M) dM dL, (25)
where nh is the halo mass function. In this work, we extract
the mass function directly from the SMDPL z = 0.05 simula-
tion. Specifically, any integral over the halo mass function
is replaced by a sum over abundances of haloes in bins of
0.1 dex. As in the mocks, we assume a minimum halo mass
of Mmin = 3× 1010 h−1M to host a galaxy.
6.2 Red fraction of primaries
We estimate the expectation value for the red fraction of
primaries as the red fraction of centrals:
fpri,r(L1, L2) ≈ nc,r(L1, L2)
nc,r(L1, L2) + nc,b(L1, L2)
. (26)
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Here nc,r(L1, L2) and nc,b(L1, L2) are the total number den-
sity of red and blue centrals, respectively, which we com-
pute using equation (25), but with Φ(L|M) replaced with
fr(M)Φc,r(L|M) and fb(M)Φc,b(L|M), respectively.
This estimate underlies the assumptions that all pri-
maries are centrals, and that the completeness of red pri-
maries is identical to that of blue primaries. As we have
shown in the middle panel of Fig. 2, the impurity of our sam-
ple, defined as the fraction of primaries that are not centrals,
is very low, typically below 1%. In addition, the left-hand
panel of that figure shows that the completeness of centrals
has only a small colour dependence. This is mainly due to
fibre collisions which we correct for. In subsection §6.5 we
show that equation (26) does indeed give a good estimate
for the red fraction of primaries.
6.3 Number of same-halo secondaries
Using the same arguments as for the red fraction of pri-
maries, we can approximate the average number of same-
halo secondaries around primaries by the number of satel-
lites around centrals. Thus,
〈Ns〉(L1, L2) ≈
L2∫
L1
∞∫
Mmin
〈Ns|M〉nh(M)Φc(L|M)fap(L,M)dMdL
nc(L1, L2)
(27)
where fap(L,M) is the probability of halo members to fall
within the aperture, i.e. inside the hollow cylinder defined by
Rs, Rc and (∆v)s, as discussed in §5.1. Under the assump-
tion that the primary is indeed the central, this probability
is simply the expected fraction of satellites that lie in the
cylinder centred on the halo. Given that (∆v)s is much big-
ger than the extent of the halo in redshift space, we have
that
fap(L,M) = 4pi
rvir∫
0
n¯sat(r|M) [ζ(r,Rs(L))− ζ(r,Rc)] r2 dr ,
(28)
with n¯sat(r|M) the average radial profile of satellites around
haloes of mass M , normalized such that
4pi
rvir∫
0
n¯sat(r|M) r2 dr = 1 , (29)
and
ζ(r,R) =
{
1 if r 6 R
1−√1−R2/r2 otherwise. (30)
Note that this neglects the (small) possibility that some pri-
maries are satellites. Lange et al. (2018) have shown that
this leads to negligible differences. Finally, n¯sat(r|M) is the
average radial profile around halos of mass M , which we
approximate as a generalized NFW profile (Equation [11])
with the median concentration, cvir, as measured in the ap-
propriate halo catalogue.
6.4 Velocity dispersion
The observed velocity dispersion of same-halo secondaries
can be calculated analogously to their number. We approx-
imate
σ2(L1, L2) ≈
L2∫
L1
∞∫
Mmin
w(L,M)σ2ap(L,M)nh(M) Φc(L|M) dM dL
L2∫
L1
∞∫
Mmin
w(L,M)nh(M) Φc(L|M) dM dL
. (31)
The quantity w(L,M) is a weight function that enforces
either satellite-weighting or host-weighting of the velocity
dispersion. In the case of the satellite-weighted velocity dis-
persion the weight function is
wsw(L,M) = fap(L,M)〈Ns|M〉, (32)
the expected number of satellites inside the aperture. For
the host-weighted velocity dispersion the weight function,
assuming a Poisson distribution for the satellite occupation,
is
whw(L,M) = 1− exp [−fap(L,M) 〈Ns|M〉] , (33)
the probability of having at least one same-halo secondary
inside the aperture. Finally, σ2ap is the average velocity dis-
persion of satellites inside the aperture and depends on L,
and M . This can be calculated similarly to fap(L,M) in
equation (28) using equation (12),
σ2ap(L,M) =
rvir∫
0
n¯sat(r|M)σ2(r|M) [ζ(r,Rs(L))− ζ(r,Rc)] r2 dr
rvir∫
0
n¯sat(r|M) [ζ(r,Rs(L))− ζ(r,Rc)] r2 dr
. (34)
Again, we have neglected the spread in halo concentrations
and have used the median halo concentration for each halo
mass.
6.5 Accuracy of the analytic model
We can test the accuracy of our analytic model by com-
paring it to Monte-Carlo simulations. For the present test,
we populate the SMDPL simulation with galaxies accord-
ing to our default galaxy occupation model and a satellite
phase-space distribution implied by γ = R = 1; however,
the results of this test are qualitatively very similar for the
other two radial profiles. We create mock galaxy surveys
according to the recipe described in §4. We than measure
all quantities using the procedure outlined in §5 for making
measurements on observational data. In this sense, our tests
represent forward models of all observables. We repeat this
exercise 1000 times and calculate the average and disper-
sion for all observables among these different realizations. As
discussed earlier, we only use those 〈Ns〉, σhw and σ2hw/σ2sw
which could be measured for all 1000 realizations, i.e. there
were always at least an estimated 10 satellites to calculate
those quantities. Furthermore, we exclude measurements for
σ2hw/σ
2
sw if 〈Ns〉 < 0.01 on average. The reason is that the
resulting ratios are very non-Gaussian and could bias our
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inferences if we were to approximate them as being Gaus-
sian. In any way, σhw/σsw ≈ 1 if 〈Ns〉  1, so we do not
expect these measurements to contain much information.
Figure 6 compares the average values of the observables
obtained in this forward-modelling fashion with the analytic
predictions. The main panels directly show differences be-
tween the two, whereas the smaller panels show the abso-
lute values. Error bars denote the 68% scatter in those 1000
mock catalogues. We first note that the overall qualitative
agreement is good as all salient trends are recovered by the
analytic prediction. In the following, we will briefly discuss
some of the shortcomings.
The number density of galaxies is basically recovered
perfectly in the analytic model. This is not surprising as
both the analytic model and the mock catalogues use the
halo mass function of SMDPL. The analytic model generally
overpredicts the red fraction of primaries. However, in each
bin the difference is at most ∼ 1σ. The reason is that red
central galaxies reside, on average, in more massive haloes,
which are more strongly clustered. This explains why red
centrals have a slightly lower probably than blue centrals
to be considered isolated (cf. left-hand panel of Fig. 2).
Also, the analytic model underpredicts the average number
of same-halo secondaries for both red and blue primaries.
The main reason for that is that our analysis procedure in §5
does not perfectly reject interlopers. Particularly, we assume
P (∆vz) of interlopers to be flat, whereas they are slightly
more abundant at ∆vz ∼ 0 (see van den Bosch et al. 2004;
More et al. 2009a). Therefore, the membership probabilities
for ∆vz ∼ 0 secondaries and, accordingly, the overall num-
ber of satellites are overestimated. Given their much higher
interloper fraction (cf. right-hand panel of Fig. 2), it is also
evident why this effect is strongest for faint blue primaries.
Finally, the velocity dispersions are generally recovered very
well, while the ratio of host- to satellite-weighted velocity
dispersion is underestimated by at most around ∼ 0.5σ in
each bin.
When using the analytic model to fit observations, we
apply a correction to account for observational biases and
biases in the model. This is discussed in more detail in the
next section.
7 ANALYSIS PROCEDURE
When applying the analysis procedure described in §5 to a
spectroscopic catalogue we extract several observables. Par-
ticularly, we use ngal, fpri,r, 〈Ns〉, log σhw and σ2hw/σ2sw as
our data points from which we construct the data vector
D. Note that the latter 3 quantities are measured for red
and blue primaries separately. We have chosen log σhw and
σ2hw/σ
2
sw, as opposed to for example σhw and σsw, because
their distributions in a large number of mocks with the same
input models can be better, but not perfectly, described by
Gaussian distributions.
We construct covariance matrices using 1000 mock cat-
alogues derived from the same input model. In each mock
the observer is placed at a different, random location within
the simulation volume, thus accounting for sample variance.
In this paper, the covariance matrix is always constructed
using the default parameters described in Table 1. An esti-
mate Cˆ for the covariance matrix is calculated via
Cˆ =
1
NS − 1
NS∑
i
(Di − 〈D〉)(Di − 〈D〉)t, (35)
where NS = 1000 is the number of samples, Di is the data
vector of the i-th mock and 〈D〉 the average for all mock
catalogues. In Figure 7 we show the correlation matrix for all
observables. For this particular matrix, we used mocks were
satellites follow an NFW profile, γ = R = 1. Covariance
matrices for other profiles are very similar. Note that we
only show observables that can be measured for all mocks.
The first thing to note is the very strong correlation for
the ngal measurements in different bins. This well known cos-
mic variance (see e.g. Moster et al. 2011; Smith 2012) implies
that the overall number density of galaxies of all luminosities
has a large uncertainty, whereas the “shape” of the luminos-
ity function is very well constrained. In fact, when fitting a
model to observational data or mock catalogues, we will add
an additional 2% error, i.e. (0.02ngal)
2, to the diagonal el-
ements of the luminosity function covariance matrix. This
reduces the strong covariance and allows the abundances of
galaxies of different luminosities to vary independently. We
do this primarily to not bias our inference on the galaxy-
halo connection in case our parametrization, as described
in §3, cannot perfectly reproduce the observed luminosity
function. Next, the first column in Figure 7, which depicts
the correlation of ngal with other observables, shows that
ngal is weakly, positively correlated with 〈Ns〉 and log σhw,
and weakly anti-correlated with σ2hw/σ
2
sw. These trends are
expected because higher values of ngal should be associ-
ated with over-dense regions. Consequently, the average dark
matter halo masses will be slightly higher (e.g., Mo et al.
2004), even at fixed primary luminosity. Thus, 〈Ns〉 and
log σhw are expected to increase and σ
2
hw/σ
2
sw to decrease.
Finally, there is also a correlation of 〈Ns〉 with log σhw and
an anti-correlation of ngal and σ
2
hw/σ
2
sw at fixed colour and
luminosity of the primary. If all primaries of a given colour
and luminosity live in slightly more massive haloes, we ex-
pect 〈Ns〉 and log σhw to be higher and σ2hw/σ2sw to be lower.
We note that σhw and σsw in the same primary bin are
always highly positively correlated (not shown). For exam-
ple, for low-luminosity samples with primaries having only
0 or 1 secondaries, σhw ≡ σsw. Thus, there should be no
extra information in measuring σsw over just σhw alone. In
their analysis, however, More et al. (2009a, 2011) implicitly
assumed those measurements to be independent. Thus, es-
pecially for low-luminosity primaries where σhw and σsw are
highly correlated, this should lead to an underestimation of
the uncertainty in the average halo mass. On the other hand,
the uncertainties in the spread in halo mass at fixed lumi-
nosity which is characterized by the ratio of σhw and σsw is
likely overestimated. Thus, we expect better constraints on
the scatter in luminosity at fixed halo mass, σr and σb by
using the full covariance matrix.
The precision matrix Ψ is the inverse of the covariance
matrix C. In case of a noisy estimate of the latter, the un-
biased estimator Ψˆ for the precision matrix becomes
Ψˆ =
NS −ND − 2
NS − 1 Cˆ
−1
, (36)
where ND is the number of data points (Taylor et al. 2013).
We have shown in §6 that our analytic model has some
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Figure 6. Comparison of the different observables derived from direct forward modelling and our simple analytical model. The main
panels directly highlight differences between the two. Error bars show the 1σ spread observed in 1000 mock catalogues. The satellite
observables in the lower row have been measured for red and blue primaries separately, as indicated by the colour of the error bars. In
all cases, the dashed line indicates perfect agreement between the analytic model and the full forward-modelling approach. Finally, each
smaller panel shows the absolute values of those observables for the analytic model (solid) and the forward-modelling result (dashed).
small biases with respect to the full-forward modelling ap-
proach for a given set of parameters. We assume that those
biases do not change substantially across all models allowed
by the data. Under this assumption, we attempt to correct
for those systematic offsets by shifting the model predictions
as
M?(θ) = M(θ) +B(θ0), (37)
where
B(θ0) = 〈D〉(θ0)−M(θ0) (38)
is the bias between the average data vector of the 1000 mock
catalogues, 〈D〉(θ0) and the (uncorrected) analytic model,
M(θ0), for the default parameter set, θ0.
Given a set of observablesD, we calculate the likelihood
via
L ∝ exp
[
− (M
?(θ)−D)tΨ(M?(θ)−D)
2
]
= exp
[−χ2/2] .
(39)
We use MultiNest (Feroz & Hobson 2008; Feroz et al. 2009,
2013) to calculate the resulting posterior. We assume flat
priors in all parameters with the ranges shown in Table
1. We run MultiNest with 10, 000 live points and a tar-
get sampling efficiency of 0.5%. Constant efficiency mode is
turned off. We use ∆ lnZ = 10−4 as a stopping criterion,
where ∆ lnZ is the uncertainty in the estimate of the global
Bayesian evidence. We confirmed that our results are con-
verged by running MultiNest with 20, 000 live points and a
target efficiency of 0.2%. This exercise yielded very similar
posteriors.
Finally, we note that we have created an estimate for the
covariance matrix and the bias for the default parameter set
in Table 1. This makes sense since the mock catalogues that
we test our method on, as described in the next section, have
the same parameters. However, when applying our method
to observations, the input parameters are unknown. This
problem can be solved in an iterative fashion. One can start
out with the default model used here, calculate an estimate
for the bias and the covariance and use this to get a new best-
fit model. Afterwards, one then calculates a new bias and
covariance for this new model and so on. We find that this
algorithm converges sufficiently after only 3 iterations when
applied to SDSS (Lange et al., in preparation). In appendix
B, we test the iteration scheme on mock catalogues. We note
that such an iteration is only necessary if the initial model is
not a good fit to the data. As long as a good fitting model is
chosen, the estimate for the bias and covariance are rather
stable.
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Figure 7. The correlation matrix of different observables when
populating the mocks according to the default model and hav-
ing satellites follow an NFW profile. The correlation matrix has
been obtained from 1000 mock catalogues. The dashed lines sepa-
rate the different kinds of observables, whereas each single square
represents this kind of observable for a certain bin in primary
luminosity. The satellite statistics are measured for red and blue
primaries separately, as indicated by the colour of the labels.
8 APPLICATION TO MOCKS
We now validate our analysis procedure by applying it to
mock catalogues with known input parameters. In all cases,
those input values are the ones listed in Table 1.
8.1 Mocks with known satellite phase-space
distributions
First, we apply our analysis procedure to mock catalogues
where satellites obey analytical radial density profiles and
the spherically averaged Jeans equation without anisotropy,
as described in §3.2. Furthermore, we assume that we know
the true underlying radial profile of satellites perfectly. Thus,
we always use the same radial profile to model the data as
we used to create the mock catalogue in question.
In Figure 8 we show the best-fit model when fitting
to a mock SDSS catalogue where satellites follow an NFW
profile, i.e. R = γ = 1. As shown, we can fit all observations
in the mock catalogue very well with an overall χ2 of 35 for
54 − 16 = 38 degrees of freedom. The posterior predictions
for the galaxy-halo connection inferred from the same mock
catalogue are shown in Figure 9. We show the input model
as dashed lines and error bands denote the 68% and 95%
posterior prediction. We see that this analysis succeeded in
recovering the input model with all posteriors including the
input to within ∼ 2σ. We have also looked at all 16 free
model parameters and their 16×15/2 = 120 two-dimensional
distributions and also found a good agreement. Finally, we
have applied our analysis procedure to mocks produced with
the other two radial profiles, γ = 1, R = 2.0 and γ = 0,
R = 2.5, and were also able to recover the input parameters
to within reasonable uncertainties.
8.2 Mocks with unknown phase-space
distributions
So far, we have assumed that the underlying radial profile
of satellites is known a priori. This will not be the case for
actual observations as there is still debate whether satellite
galaxies follow the dark matter distribution (e.g., van der
Marel et al. 2000; van den Bosch et al. 2005a; Tal et al. 2012;
Cacciato et al. 2013; Guo et al. 2015a) or are more radially
biased (e.g., Yang et al. 2005; Chen 2008; More et al. 2009a;
Hoshino et al. 2015).
We show in Figure 10 how the different observables are
impacted by the choice of the radial profile. For this plot,
all parameters describing the galaxy occupation are fixed
to their default values. Only R and γ describing the ra-
dial profile of satellites have been changed. The observables
have been predicted from the analytical model. The results
from the forward-modelling approach are very similar but
cannot be inferred for all observables at all primary lumi-
nosities. The number density of galaxies and the red fraction
of primaries are not shown in this comparison as they have
no dependence on the radial profile of satellites. Note that
in the forward-modelling approach, the red fraction of pri-
maries does have a dependence on the radial profile due to
misidentification of satellites as primaries. But that effect is
insignificant.
Several of our observables are sensitive to the choice
of satellite distribution. The number of satellites inside the
aperture generally decreases for more extended radial pro-
files, e.g. R = 2.5 and γ = 0. The only exception is for low-
luminosity primaries where a substantial amount of satellites
are within 60h−1kpc and not counted due to potential issues
with fibre collisions, as discussed in §5.3. The velocity dis-
persion always increases for more extended radial profiles,
as expected from Figure 1. The difference is ∼ 0.05 dex be-
tween an unbiased profile, R = γ = 1, and the most radially
anti-biased profile, R = 2.5 and γ = 0, irrespective of the lu-
minosity or colour of the primary. Finally, the ratio of host-
and satellite-weighted velocity dispersion is generally lower
for more radially concentrated profiles. The reason is that
for those profiles the high-mass halos at a fixed luminosity
have a larger fraction of their satellites inside the aperture,
thereby increasing the satellite-weighted velocity dispersion.
Altogether, the different radial profiles predict significantly
different observables for a fixed galaxy-occupation model.
Thus, choosing a realistic model for the spatial distribution
of satellites is important in order to draw unbiased inferences
regarding the galaxy-halo connection.
So far, we have not used observations that would di-
rectly constrain the radial profile of satellites. Additionally,
we keep γ and R fixed when fitting the data. However, upon
obtaining model fits for all three different radial profiles us-
ing our analysis techniques, we can create mock catalogues
MNRAS 000, 1–24 (2018)
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Figure 8. The prediction of the best-fitting model against the measured observables in a mock catalogue where satellites follow an NFW
profile and predictions of the isotropic Jeans equation. Error bars denote the 1σ uncertainty derived from mock catalogues. In each panel,
we also show the χ2 of each set of observables. Note however that there is a weak correlation between different observables and the total
χ2 is not the sum of the individual χ2 values.
and directly compare the resulting observed radial profiles
to the observations.
Let us assume the radial profile of the mock catalogue
analysed in the previous subsection was unknown. In Figure
11, we show the projected surface number density of sec-
ondaries around primaries of different luminosities, where
the blue data points show the data from this specific mock
catalogue. We compare this to mock catalogues with known
radial distributions of satellites and the same parameters
for the galaxy–halo connection as bands. Those bands de-
note the 68% range in the mocks due to random fluctua-
tions. We make no attempt to correct for interlopers, in-
stead we only consider secondaries with |∆z| < 3σ, where
σ is given by equation (14). A correction for fibre collisions
has been applied in all mock catalogues and secondaries with
Rp < 60 h
−1kpc are also included in this analysis.
Based on this analysis of the projected surface densities
of secondaries, we would infer that galaxies in this mock
catalogue follow the NFW profile of the dark matter, i.e.
R = γ = 1. Thus, we would only consider the best-fitting
parameters and uncertainties for the galaxy-halo connection
under this assumption. Thus, as in the previous subsection,
we would get a good agreement between the derived and the
input parameters for the galaxy–halo relation. Note that
when analysing SDSS, the input parameters are unknown
and we would instead compare projected surface densities
to those from mocks derived with the best-fitting parame-
ters. However, this has no significant impact on the surface
number densities.
What would happen if we would assume the wrong ra-
dial profile when analysing the mock catalogue? To test this
we fitted the above mock catalogue with R = γ = 1 with a
model where R = 2 and γ = 1. We find that the resulting
shift in the posterior prediction for the galaxy–halo con-
nection is very modest. For example, the one-dimensional
posteriors for logL0, logM1, γ2 and the luminosity scatter
σ for both red and blue centrals all change by less than 0.2σ.
Finally, we note that when analysing the radial profile
we assumed that BHGs always reside exactly at their host
halo centres. This assumption is not true in general and
one might worry that violations of this assumption alter
the observed radial profile of secondaries around primaries,
i.e. BHGs. However, Lange et al. (2018) have shown that
the effect on the projected number density of secondaries is
negligible for the purposes of this analysis.
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Figure 9. The posterior predictions for the galaxy-halo connec-
tion when analysing a mock catalogue where satellite galaxies
follow an NFW profile and obey the isotropic Jeans equation.
Bands show the 1 and 2σ regions and the dashed lines input val-
ues. The solid lines in the upper right panel is a Gaussian kernel
density estimate of the posterior. We show the average luminos-
ity as a function of halo mass for red and blue centrals (top,
left), the scatter in luminosity at fixed halo mass (top, right), the
red fraction of centrals as a function of mass (bottom, left) and
the satellite occupation (bottom, right). Note that we eliminated
satellites that are brighter than centrals. Thus, the actual average
satellite occupation will have a small dependence on the colour
of the central. We have omitted that complication for clarity and
calculated the satellite occupation as if satellites brighter than
centrals were not removed.
8.3 Mocks with unknown and complex
phase-space distributions
We have so far assumed that satellites have a spherically
isotropic distribution and obey the Jeans equation without
anisotropies. In many ways, this is a gross simplification.
For example, subhaloes and satellite populations can have
various degrees of non-sphericity and there is a substantial
amount of substructure in phase-space. Furthermore, dark
matter haloes are not fully relaxed. Thus, there is no a pri-
ori reason to assume that they would obey the Jeans equa-
tion (Ye et al. 2017; Wang et al. 2018). Additionally, we
have neglected higher order moments of the velocity distri-
bution and velocity anisotropy in our calculation. Here, we
test whether or not these complications influence our infer-
ences regarding the galaxy-halo connection at a level that is
relevant compared to statistical uncertainties.
To evaluate this we create a mock catalogue where satel-
lite galaxies are placed on resolved dark matter subhaloes
in SMDPL. This addresses all the potential issues discussed
above because the subhalo distributions within individual
host halos are not spherically symmetric and their veloci-
ties distributions exhibit deviations from the form assumed
in a Jeans analysis. We use the SubhaloPhaseSpace module
of halotools to place satellites on subhaloes. We first de-
termine for each dark matter halo the number of satellites
that it hosts, according to the recipe described in §3 and
regardless of how many dark matter subhaloes we actually
find in SMDPL. Then we place the satellites on those sub-
haloes with the highest Mpeak, the maximum dark matter
halo mass achieved over the lifetime of each subhalo. In rare
cases where we have more satellites than subhaloes in the
same halo, we use the relative phase-space positions of ran-
dom subhaloes hosted by haloes of a similar mass. We then
proceed to generate a mock SDSS-like catalogue and analyse
it in the same way as the one in the previous section.
We start by analysing the radial profile of satellites, as
shown by the red crosses in Figure 11. When comparing the
mock catalogue to other mock catalogues with analytical
phase-space profiles, we see that it most closely resembles
the most radially anti-biased profile, R = 2.5, γ = 0. This
is another manifestation of the well-known result that sub-
haloes are spatially anti-biased with respect to dark mat-
ter (see e.g. Diemand et al. 2004; van den Bosch et al.
2016). Thus, for our posterior prediction on the galaxy–
halo connection, we would choose results when assuming
R = 2.5, γ = 0. In this case, we find a good fit with χ2 = 36
for 57− 16 = 41 degrees of freedom.
Using this mock catalogue, we can evaluate the im-
pact of orbital anisotropy on our velocity dispersion mea-
surements. We find that independent of luminosity satellites
have an anisotropy parameter of around β ∼ 0.3, indicating
slightly radially biased orbits. As discussed in van den Bosch
et al. (2004), the velocity dispersion of all satellites inside
rvir is expected to be almost independent of β. However,
because our cylindrical isolation criterion samples satellites
within small projected separations Rp, the line-of-sight ve-
locity is prefentially aligned with the radial velocity compo-
nent. The calculations in van den Bosch et al. (2004) suggest
that this preference, coupled with β ∼ 0.3, could lead to a
percent level increase in σ2los. Indeed, in the same mocks we
find that, irrespective of primary luminosity, σ2los is at most
∼ 2% larger than σ23D/3, where σ23D is the three-dimensional
velocity dispersion. This shows that orbital anisotropy has
a negligible effect on our measurements and can safely be
negelected in the modelling.
In Figure 12 we show the posterior predictions when
analysing the above mentioned mock catalogue assuming
R = 2.5, γ = 0. This Figure is analogous to Figure 9. Also,
similar to Figure 9, we find a good agreement of our pos-
terior prediction with the input model. We have repeated
this above experiment two more times (not shown), finding
similar results.
So far, we have shown a reasonable agreement be-
tween posterior predictions and input values for the galaxy–
halo connection when analysing single SDSS-like mock cat-
alogues, e.g. Figure 12. However, it is still possible that our
predictions are biased by 1 or 2σ. Due to statistical fluctua-
tions, such a bias would not necessarily show up when only
performing a single analysis. We address this issue by fitting
our model to 100 mock catalogues simultaneously. As usual,
each mock catalogue uses a different random realization of
the default CLF model, and a random position and orienta-
tion for the observer. For each mock catalogue, we extract
the data vector from which we can calculate the χ2 with re-
spect to a model according to Eq. (39). To calculate the total
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Figure 12. Similar to Figure 9, but now showing the posterior
predictions for the galaxy-halo connection when analysing a mock
catalogue where satellite galaxies are place on subhaloes. Bands
show the 1 and 2σ regions and the dashed lines input values. The
solid lines in the upper right panel is a Gaussian kernel density
estimate of the posterior.
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Figure 13. Similar to Figure 12, but this time we show the best-
fit model (solid lines) when analysing 100 mock catalogues where
satellites are placed on subhaloes.
likelihood of each model in the posterior estimation we add
the χ2 of all 100 mock catalogues, i.e. L ∝ exp[−∑χ2/2].
The result is shown in Figure 13. Since we simulate a fit
to 100 statistically independent mock catalogues, the poste-
rior uncertainties are mostly negligible. Thus, we only show
the best-fit model. We find that it is in excellent agreement
with the input model. Note that the disagreement for the
scatter in luminosity for red and blue centrals is still within
the statistical uncertainties when analysing 100 mock cat-
alogues. Altogether, we find that all biases in our analysis
when analysing a single mock catalogue should be within
the statistical uncertainty.
8.4 Competitiveness of Constraints
Let us further investigate how competitive our constraints
are. Guo et al. (2015b) constrain the halo occupation dis-
tribution (HOD) of galaxies above M0.1r < −19, corre-
sponding to roughly L0.1r > 10
9.5h−1M, from redshift-
space clustering. Among other things, they constrain the
satellite fraction in this sample to within ±1.0%. Similarly,
Sinha et al. (2018) using projected clustering and group cat-
alogues of the same sample obtained constraints of around
± ∼ 1.5%. On the other hand, in our mock analysis we
achieve constraints of the order of ±0.8%. Other quantities
are difficult to compare with due to the different functional
forms of the HOD parametrizations used by these studies
and the CLF employed here. Cacciato et al. (2013) con-
strained both the galaxy-halo connection and cosmological
parameters using observations of the luminosity function,
galaxy clustering and galaxy-galaxy lensing in the range
0.011 6 z 6 0.245 and logL0.1r > 8.7 in SDSS. For exam-
ple, they were able to constrain the scatter in luminosity at
fixed halo mass to within ±0.007 dex. This is comparable to
our constraint on the scatter for red centrals of ±0.012 dex.
Finally, Cacciato et al. (2013) constrain the median lumi-
nosity at logM/( h−1M) = 13 to within ∼ 0.02 dex, sim-
ilar to our constraints. Note however that this comparison
is only approximate given that Cacciato et al. (2013) also
constrained cosmological parameters and that our mock cat-
alogues might be substantially different from the actual Uni-
verse. Nevertheless, overall our constraints using only satel-
lite kinematics and galaxies with 0.02 6 z 6 0.067 and
logL > 9.5 seem to be competitive to results from a com-
bined analysis of clustering and lensing, redshift space clus-
tering or group catalogues.
8.5 Additional Caveats
Altogether, we have shown that certain simplifications in our
model, particularly assuming the radially symmetric Jeans
equation without anisotropy, seem to have a very small effect
on our inferred galaxy–halo relation.
However, other simplifications to the model may also
induce small biases in inferred galaxy–halo connection pa-
rameters, particularly assumptions regarding our primary
galaxy samples. One example is the assumption that all
BHGs are centrals. This assumption may cause small, but
insignificant biases in our inferences (Lange et al. 2018). Fur-
ther, the reader should be aware that we only analyse a sub-
set of all centrals (compare left panel of Fig. 2). This occurs
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because our isolation criterion will likely exclude centrals in
high density regions. Therefore, if the systems excluded by
this criterion exhibit systematically different kinematics or
a systematically different galaxy–halo relation, our inferred
parameters will be biased relative to the global galaxy–halo
relation. In previous work, Faltenbacher (2010) have shown
that the dynamics of subhaloes vary systematically with
environment at fixed halo mass. Haloes at fixed mass in
low density regions have a lower subhalo velocity disper-
sion. Confirming the results of Faltenbacher (2010), we find
that haloes whose centrals are identified as primaries have a
slightly lower velocity dispersion for their subhaloes. How-
ever, this effect is only significant for lower halo masses and
practically disappears for Mvir > 10
13 h−1M. Additionally,
this effect is already included in the mock catalogues where
satellites are placed on subhaloes. Finally, given how com-
petitive our constraints are compared to a combination of
clustering and lensing (Cacciato et al. 2013), it seems likely
that our results are also impacted by cosmological parame-
ters (see also Li et al. 2012). However, a framework that also
allows for variations in the cosmology is beyond the scope
of this work.
9 CONCLUSION
Satellite kinematics are a potentially powerful probe of the
galaxy–halo connection, which have hitherto been rarely uti-
lized, except for massive clusters with large numbers of satel-
lites. We developed a new method to analyse satellite kine-
matics that aims to rectify this shortcoming. This method
represents a continuation of the work by van den Bosch et al.
(2004) and More et al. (2009a,b, 2011). We test and validate
our analysis framework using mock catalogues of increasing
complexity. We demonstrate the need to accurately account
for interlopers and fibre-collision-induced incompleteness in
the spectroscopic survey. For the time being, practical limi-
tations on computational resources necessitate the use of a
semi-analytical method to model satellite kinematics; how-
ever, wider use of forward models for satellite kinematics is
a high priority for future work. In this work, we use forward-
modelling to construct covariance matrices, and to validate
and calibrate our analytical methods. We highlight a few
improvements with respect to More et al. (2011), which, as
we demonstrate in Paper II, alleviate the tension between
their results and alternative constraints on the galaxy–halo
connection from galaxy abundances, galaxy-galaxy lensing,
clustering, and group catalogues.
• We have shown in §5.3 that fibre collisions bias the mea-
sured velocity dispersion low by ∼ 5% if not corrected. Fur-
thermore, fibre collisions also lead to biased inferences of the
radial profiles of satellites, which further alter the expected
relation between velocity dispersion and halo mass. Both ef-
fects will likely lead to an underestimation of the average
halo mass at fixed central luminosity. We have introduced
a framework to correct for fibre collisions in §5.3. We have
demonstrated that this method is highly effective in cor-
recting the spectroscopic incompleteness for all observables
considered in this work.
• §7 describes a framework to specifically correct for the
biases introduced by the analysis pipeline and the analytic
model. Specifically, we use detailed mock SDSS-like mock
catalogues including the effects of fibre collisions and the
survey mask to calibrate our model. For example, contrary
to the results by More et al. (2009a), we do not find that
the velocity dispersion of satellites can be extracted in an
unbiased manner in the presence of interlopers. Instead, we
find the “measured” velocity dispersion to be biased low,
similar to the results by Becker et al. (2007).
• By using detailed mock catalogues we are also able to
create realistic covariance matrices that include the non-
negligible correlations between different observables. For ex-
ample, the host-weighted and satellite weighted velocity dis-
persion estimates σhw and σsw are highly correlated. Thus,
their ratio is much better constrained than if they were sta-
tistically independent. Since this ratio is a measure of scat-
ter in halo mass at fixed luminosity (More et al. 2009b),
this should lead to much stronger constraints on the latter
compared to the results by More et al. (2009a, 2011).
• We now use the galaxy luminosity function as a con-
straint. As shown by Li et al. (2012), the combination of
number density and average velocity dispersion can con-
strain, for example, the scatter in galaxy luminosity or stel-
lar mass at fixed halo mass.
We have tested our method by applying it to detailed
mock catalogues with increasing complexity. One might
worry that our assumption that satellites obey the spher-
ically symmetric Jeans equation might bias our inferences.
For example, subhaloes that host satellites are known to
have radial anisotropy, phase-space substructure and are not
spherically symmetric. However, we have demonstrated that
this does not bias our inferences, at least in the case of Mpeak
selected subhaloes.
We have also demonstrated that the constraints de-
rived from our analysis are competitive with respect to
studies utilizing galaxy clustering, galaxy-galaxy lensing or
a combination thereof. A more detailed analysis will be
conducted in Paper II by applying the framework devel-
oped here to SDSS. Beyond constraining a traditional mass-
dependent CLF model, there are many exciting applications
of satellite kinematics that would also benefit from an im-
proved understanding of satellite kinematics. For example,
galaxy clustering might be affected by assembly bias (Zent-
ner et al. 2014, 2016), the dependence of clustering on halo
properties other than mass. While it is not clear whether
or not satellite kinematics will be significantly influenced
by this, naive theoretical considerations suggest that they
may. Thus, the combined analysis of satellite kinematics
and clustering might further strengthen our observational
constraints on the galaxy–halo relationship, particularly as-
sembly bias. As an even more ambitious goal, satellite kine-
matics may be used to constrain cosmological parameters in
a manner that is quite distinct from traditional probes (Li
et al. 2012). The quantity and quality of data are rapidly
improving, so the tools that we use to interpret data must
mature at a commensurate pace if we are to make the most
of this data. This work is the first step toward using the
kinematics of galaxies on nonlinear scales to interpret galaxy
surveys and use them to inform the galaxy–halo connection
and constraint cosmology.
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Figure A1. The recovery fraction, defined as the fraction of tar-
gets with other targets within 55′′ that receive spectroscopic red-
shifts, as a function of density. The density is defined as the num-
ber of targets within 1.5 deg. We show the results of SDSS (black)
against those of a mock catalogue with our standard implementa-
tion of fibre collisions (green) and an alternative scheme (purple).
APPENDIX A: EFFECTS OF THE SDSS
TILING ALGORITHM
As detailed in Blanton et al. (2003), the SDSS fibre spec-
trograph can at most observe 592 science targets on a single
spectroscopic plate. Due to the overall large-scale structure
of galaxies and the resulting large variance of target den-
sity, a naive uniform placement of these tiles on the sky
would lead to a significant spectroscopic incompleteness in
high density regions. To circumvent this problem, the SDSS
tiling algorithm perturbs the tile positions slightly such that
the fraction of decollided targets that receive spectroscopic
redshifts is maximised. Particularly, this results in high den-
sity regions on the sky having a higher density of tiles and
a larger fraction of overlapping tile areas. Although this op-
timal set of tiles is constructed using only the decollided
targets (Blanton et al. 2003), it results in a higher spec-
troscopic completeness for potentially collided galaxies, i.e.
galaxies not in the decollided set, in overdense regions.
Implementing the entire SDSS tiling algorithm in our
mock catalogues is beyond the scope of this work. We can
however estimate its impact by comparing with the actual
SDSS data. In Figure A1 we show the fraction of targets with
neighbours within 55′′ that receive spectroscopic redshifts.
We plot this recovery fraction as a function of the overall
large scale density. Particularly, we calculate for each ob-
ject the number of other targets within 1.5 deg, i.e. the size
of the SDSS spectroscopic plates. The recovery fraction is
plotted as a function of the overall percentile of this over-
density with respect to all other potentially collided targets.
For the SDSS, we see a roughly linear dependence with the
recovery fraction increasing from ∼ 63% to ∼ 69% when go-
ing from underdense to overdense regions. We tested other
radii for measuring the density but found similar or smaller
dependences.
This overall scaling of the recovery fraction with large-
scale density is not included in our default mock catalogues.
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The concern is that average halo masses will be positively
correlated with this overall large-scale density. Particularly,
our fibre collision correction method implicitly assumes the
recovered galaxies to be representative of those lost due to fi-
bre collisions. However, the results in Figure A1 suggest that
the SDSS tiling algorithm will be slightly biased towards re-
solving collisions (i.e., assigning fibres to collided galaxies)
for high-mass haloes, which, on average, reside in denser
environments. We can address this concern using mock cat-
alogues. For our regular mocks we assumed that 35% of all
potentially collided targets receive spectroscopic redshifts,
irrespective of the overall large-scale density. The resulting
recovery fraction is shown by the green line in Figure A1.
In a different set of mocks, we assume this fraction to lin-
early increase with the rank of the overdensity on 1.5 deg
from 15% to 55%. The resulting recovery fraction is shown
by the purple line and clearly more pronounced than the
SDSS data. We create 100 mock catalogues where for each
mock we run the two different fibre collision algorithms. Af-
terwards, we analyse these mocks with our analysis pipeline
and compare the differences in the observables, e.g. the ve-
locity dispersion, between these two sets of mocks. We do
not find any significant difference in the observables for these
two kind of mock making algorithms. This suggests that the
overall modulation of the fibre collision recovery fraction
with large-scale density is negligible and does not impact
our results.
APPENDIX B: ITERATIVE BIAS AND
COVARIANCE ESTIMATION
Throughout §8 we have used the bias and covariance
estimate derived from the input model. However, when
analysing any galaxy survey, this input model is unknown.
Instead, one can estimate the bias and covariance from the
best-fit model. Since the parameters of this model also de-
pend on the bias and covariance, an iterative scheme has to
be used.
Figure B1 outlines the general procedure. We start out
with an initial guess for the galaxy–halo connection given by
θ0. We then create mock catalogues for this particular choice
of parameters and construct the bias vector Bˆ, precision and
covariance matrix from them. These are then used to find a
new best-fit model θ1 using the analytic model plus the bias
correction that maximizes the likelihood. From this model
we create another series mock catalogues and re-compute
the bias and covariance. This process is repeated until a
convergence criterion is reached, signalling that the best-fit
models do not change significantly.
How do we asses the convergence of this algorithm? We
have a series of best-fit models θ0,1,...,n based upon different
estimates for the bias and covariance. We now take the latest
estimate for the latter and compute the χ2 of all θ0,1,...,n.
By construction, θn will have the lowest χ
2. On the other
hand, previous iterations will have higher values because
they used different estimates for the bias and covariance
for the minimization. If the posterior of θ were described
by a multivariate Gaussian distribution with 16 degrees of
freedom, 68% of all models would lie within ∆χ2 = 18 of the
best-fit model. Thus, if χ2 (θn−1)− χ2 (θn) < 18, the best-
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Bias Bˆ(θn) Covariance Cˆ(θn) Data D
Best-fit Model θn+1
Convergence?
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Figure B1. Diagram outlining our analysis procedure of the
SDSS data. We start out with an initial model θ0 and create
mock catalogues. These mock catalogues are used to estimate the
covariance of the data and the offset between the analytical model
for the constraints and the forward-modelling results. Using these
estimates, the analytical model and the observations, a new best-
fitting model θ1 is obtained. This process is repeated until the
sequence of best-fitting models θ0,1,...,n is reasonably converged.
fitting model did not change significantly from the previous
iteration and we regard the result as converged.
Here, we test the iteration scheme using the mock cat-
alogue analysed in §8.1. Instead of choosing an arbitrary
starting model θ0, we choose a starting bias and covariance.
For the bias, we simply assume no bias, i.e. B(θ0) = 0. Fur-
thermore, we assume a diagonal covariance matrix with a
5% error on ngal and 〈Ns〉, a 1% error on fpri,r and an error
of 0.05 for log σhw and (σ
2
hw/σ
2
sw). Convergence is achieved
at the third iteration. The resulting posterior predictions are
virtually indistinguishable from the ones presented in §8.1.
For example, none of the 16 one-dimensional posteriors shifts
by more than 0.3σ in the mean.
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