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Let G,, be a graph selected at random from the set of all labeled graphs of order n. We show 
that for many a type, the number of induced subgraphs of that type in Gn is asymptotically 
normally distributed as n tends to infinity. 
I. Introduction 
The presence of subgraphs of a given type (trees, cycles of given order, 
complete subgraphs etc.) in a random graph is considered by Erd6s and R6nyi 
[3]. And the asymptotic distribution of their number has been also studied, see 
e.g. [1-4, 6]. In this note we consider the asymptotic distribution of the number 
of induced subgraphs of a given type in a random graph. 
Let Gn be a random labeled graph of order n, that is, Gn be a graph selected at 
random from the set ~O~ of all graphs on the vertex set { 1, 2 , . . . ,  n } with uniform 
probability distribution. Let U(m) be a set of unlabeled graphs of order m > 2. 
For a labeled graph H, we mean by H ~ U(m) that H is isomorphic with some 
element of U(m). Define ~ = ~(U(m)) to be the average number of edges of the 
graphs H in ~Om with H"  U(m); and let r = r(U(m)) be the ratio r = 22/('~). 
We will prove the following theorem by a simple application of a limit theorem 
proved in [5]. 
Theorem. Let x = x(n, U(m)) be the number of induced subgraphs of Gn such 
that each is isomorphic with some element of U(m). If r ~ 1, then the distribution 
of x is asymptotically normal as n---> oo with mean (g)p and asymptotic variance 
p2(1 -- r 2) n2m-2, 
2( (m -- 2)!) 2 
where p = Prob(Gm - U(m)). 
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For example, if U(m) is a set (~)  of trees of order m, then of course 
= m - 1, hence x(n, U(m)) is asymptotically normally distributed for m ~ 4. 
Notations. For a set S, [SI denotes the cardinality of S and [S] m denotes the set of 
all m-subsets of S, that is, 
[S] m= {T: T c:S, ITI =m}.  
For a positive integer n, [n] denotes the set {1 ,2 , . . . ,n}  and [[n]] m is 
abbreviated to [n] m. 
2. A limit theorem 
We recall here a limit theorem proved in [5]. Let N denote the set of all 
positive integers. Suppose that for each element A of [N] 'n (m is a fixed integer 
>0) there is associated a random variable XA with common mean p on a common 
probability space. We impose three conditions on XA, A ~ [N]'. 
(a) For any finite number of elements A, B, . . . ,  D of [N] m, the expectation 
E(XAXn ' "Xo)  exists, and for any one to one map f:N--- ,N, 
E(X/tA)""" Xf(o))= E(XA-"" Xo) holds. 
(b) If (AU. . .UB)N(CL J . . .UD) - ( J ,  then E(XA. . .Xo)=E(XA. . .Xa)x  
E(Xc  • • • xo). 
The third condition is slightly complicated. If the condition (a) is satisfied then 
the covariance of XA and XB 
Cov(X , E( (XA -p )}  = E(XAX )-f 
is a function c(k) of the cardinality k = ]AN B]. Let t be the minimum value of k 
such that c(k) ~ O. 
(c) If IAn(BU...UD)I t and IanBl<t,...,IanDl<t, then 
E(XAXn ' "  Xo) = E(XA)E(XB • • • Xo). Note that if t = 1, then (c) follows from 
(b) and is unnecessary. 
Limit theorem ([5]). Under the conditions (a), (b), (c), the distribution of the sum 
Sn = ~ XA(A runs over [n] m) is asymptoticaffy normal as n---* oo with asymptotic 
mean ("m)P and asymptotic variance 
c(t)n 2m-t 
t! ((m - t)[)  2" 
3. Proof of the theorem 
Let G® be the random infinite graph on N defined by joining each pair {i, j} of 
[N] 2 independently with common probability ½. (Since [N] 2 is countable. G~ is 
considered as an outcome of infinite sequence of Bernoulli trials with unchanged 
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probability ½ for success.) Then the random graph Gn is identical with the 
subgraph of Go, induced by the vertex set [n] c N. Now for each A of [N] m, 
denote by GA the subgraph of G® induced by A, and define a random variable XA 
by 
1 if GA-U(m) ,  
XA = 0 otherwise 
Then XA, A e [N] m are identically distributed random variables with common 
mean p and satisfy the conditions (a), (b) of the previous section. Further, 
x = x(n, U(m)) is expressed as the sum x = ~ XA for A ~ [n] m. Since each pair 
{i, j} of IN] 2 is independently joined with probability ½, it follows that if 
[AN B I < 2 , . . . ,  IA tq D[ < 2 for A,  B , . . . ,  D ~ [N] m, then XA and the product 
XB " • • Xo  are independent, and so 
E(XA . . . Xo)= E(XA)E(Xs . . . Xo). 
Therefore, if c(2)#:0 (that is, CoV(XA, XB):#0 for [AtqB[ =2) then the 
condition (c) is also satisfied. So, we show that c(2)=p2(1- - r )  2. Suppose 
[A fq B I = 2 and let A tq B = {i, j}. We write i a~j if i and j are adjacent, and i f l j  if 
i and j are nonadjacent. First consider the conditional probability 
Prob(i a~jlXA = 1). 
Prob(i o jIXA = 1) = Prob(1  ~ 2 lX im 1 = 1) 
=Prob( lo l2 [Gm~U(m))=e/ (2 )=½r .  
Hence 
Prob(XA = 1 ]i = Prob(XA = 1)Prob(i tY j lXa  = 1)/Prob(i o~j) 
1 1 = ~pr /~ = pr .  
Similarly we have 
Prob(XA = l l i f l j)  =p(1  -1  ~r ) /~=p(2- - r ) .  
Now 
Hence 
E(XAXa)  = Prob(XaXa = 1) 
= Prob(XAXa = 1 [i otj)½ + Prob(XAXa = l li/~j)½ 
= {Prob(XA = 1 [i a~j)}2½ + {erob(XA = 1 l i flj)}2½ 
= ½(pr )  2 + ½(p(2- r))2=p2(r2-- 2r + 2). 
c(2) = Cov(XA, XB) = E(XAXB) - p2 
= pE(r2 - 2r + 2) --p2 =p2(1 - r) 2. 
Thus the theorem follows from our limit theorem. 
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