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Abstract In this article, we will formulate a mathematical
framework that allows us to treat character animations as
points on infinite dimensional Hilbert manifolds. Construct-
ing geodesic paths between animations on those manifolds
allows us to derive a distance function to measure similari-
ties of different motions. This approach is derived from the
field of geometric shape analysis, where such formalisms
have been used to facilitate object recognition tasks.
Analogously to the idea of shape spaces, we construct
motion spaces consisting of equivalence classes of anima-
tions under reparametrizations. Especially cyclic motions can
be represented elegantly in this framework.
We demonstrate the suitability of this approach in mul-
tiple applications in the field of computer animation. First,
we show how visual artifacts in cyclic animations can be
removed by applying a computationally efficient manifold
projection method. We next highlight how geodesic paths
can be used to calculate interpolations between various an-
imations in a computationally stable way. Finally, we show
how the same mathematical framework can be used to per-
form cluster analysis on large motion capture databases, which
can be used for or as part of motion retrieval problems.
Keywords Riemannian shape analysis · elastic metric ·
character animation · parametric motion · motion capture ·
motion retrieval
1 Introduction
Skeletal animation is a cornerstone of modern computer graph-
ics, used in movie special effects, tv series and video games.
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Even with the major advances in graphical fidelity achieved
in the last few years, creating convincing animations, par-
ticularly of human characters, remains a challenge. Motion
capturing, where an actor’s motions are recorded and su-
perimposed on a virtual model, remains one of the most
popular ways of creating realistic animations. However, it
is an inherently static process, requiring extensive algorith-
mic work to adapt it to interactive applications. Furthermore,
as motion capture databases grow bigger, methods of effi-
ciently querying those databases become a concern. Given
this background, we believe there to be unexplored potential
to use methods from geometric shape analysis in the field of
computer animation.
Tasks in shape analysis, such as comparing different curves
to measure their similarity (given a suitable definition of
“similar”), can be elegantly formulated using tools from dif-
ferential geometry. For example, a popular approach to com-
paring two planar curves, consists of first gathering all curves
satisfying certain criteria1 in a Riemannian manifold and
then finding minimal geodesics between the two given curves
on this manifold [8]. Measuring the length of such a geodesic
can then give a value indicating the similarity of the two
curves. If we think of the 2 dimensional outline of an ob-
ject as that object’s “shape”, represented by a planar curve,
we can answer simple classification tasks, such as “What
class of object does this shape most likely represent?”. Sim-
ilar constructions can be considered for surfaces represent-
ing 3D shapes [11]. Such methods can be further extended
and generalized to deal with tasks in, e.g., protein structure
comparison [13].
In this paper, we want to highlight how similar tech-
niques can be advantageously applied in the field of com-
puter animation, and more specifically skeletal animation.
By considering a character’s motion as a high-dimensional
1 Such as arclength parametrization, open/closed curves etc.
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curve in Tn, the n-dimensional torus, we can bring to bear
the machinery of differential geometry to computer anima-
tion. This formalism can then be used for tasks as varied
as motion synthesis, motion interpolation as well as motion
recognition (or retrieval).
Even though we will only consider examples of human
locomotion, the methods discussed here can be applied to
much more diverse problems.
We will proceed as follows: In Section 3, we formulate
the mathematical framework necessary to treat animations
as points on manifolds and review some basic notions from
shape analysis that we will use later on.
In Sect. 4, we investigate multiple applications:
– In Sect. 4.1, we present a manifold projection algorithm
to compute cyclic approximations of existing non-cyclic
animations. (Cyclic animations are periodic, i.e., they
can be repeated continuously, such as for example a walk-
ing motion.)
– Motion blending, i.e., weighted combinations between
two animations, is often achieved by linear or spherical
linear interpolations for translations or rotations respec-
tively. This is often used to generate smooth transitions
from one animation to another or to generate a combina-
tion of two different animations. In Sect. 4.2, we demon-
strate how geodesics on animation spaces can be used
for such tasks.
– Using a geodesic distances, we show in Sect. 4.3 how
the manifold modelling approach can be used to classify
animations robustly.
2 Previous Work
The mathematical techniques used in this work are largely
derived from the field of shape-analysis of curves. Most of
the algorithms and mathematical formulations we use in the
following sections are derived from [2] and [19] and refer-
ences therein. For more information on the use of differen-
tial geometry in shape and image analysis, we refer to the
overview papers [20] and [22].
The modelling of motions on manifolds has previously
been investigated in [1], where human gestures were treated
as a series of outlines of characters. The idea of a shape
space for entire triangular meshes was used in [7] in tasks
such as shape exploration, shape deformation and deforma-
tion transfer.
The problem of modelling cyclic animations has been
covered in, among others, [15] and [6]. The authors of [15]
use a timeseries representation and Fourier analysis tech-
niques, while the authors of [6] apply PDE methods to gen-
erate cyclic animations for humans as well as fish locomo-
tion. In Sect. 4.1, we will present a geometric way of work-
ing with such motions.
Motion blending has long been used to combine multiple
animations in various ways, either to create transitions from
one animation to another or to create a simple interpolation
between two distinct but similar motions. Typical challenges
include time synchronization and root alignment. A detailed
treatment of this topic can be found in [9]. Note especially
the use of “timewarp curves” to synchronize two different
animations, somewhat similar to the reparametrizations we
discuss in the next section.
Tackling problems in motion retrieval has spawned a
large body of work, using techniques such as time-series
analysis to compare motions, indexing and search algorithms
as well as work on dimensionality reduction for motions. We
refer to the review paper [17] for an overview of this field of
research.
3 Mathematical Formulation
3.1 Skeletal Animation
When we talk about animations, we mean skeletal anima-
tion, where the motions of characters are defined by a skele-
ton and an animation curve. The skeleton, just like the name
suggests, is a hierarchy of bones connected by joints that
defines transformation relationships. This hierarchy is rep-
resented by a directed acyclic graph in which every node
has at most one parent. Figure 1 shows the skeleton we will
be using in our example applications in Section 4. Every
bone is connected to its parent by a joint, which represents a
transformation with respect to the parent bone. By traversing
the graph starting at a root bone and composing all transfor-
mations along the path, we get a global transformation for
every bone. 2
The transformation from a parent to a child bone is anal-
ogous to a joint in a real skeleton. Note however, that the
skeletons used in computer animation are generally much
simpler than real life skeletons. They are designed to repli-
cate or model a given range of human motions, while keep-
ing in mind computational performance. Therefore bones or
joints are often left out, grouped together, or new, artificial
bones are introduced.
Every bone has a fixed length3 and there are one to three
degrees of rotational freedom associated with it.4 Taking for
example a person’s right leg, we see that the tibia (shinbone)
is a child bone of the femur (thigh bone), with a single de-
gree of rotation between them - the knee. The tibia, in turn,
is the parent bone to the “foot bone” which has two degrees
of freedom - pitch and yaw.
2 The root bone can also have rotational and translational transfor-
mations with respect to a global coordinate system.
3 i.e., translation w.r.t to its parent.
4 By a bone’s degrees of freedom we mean, more precisely, the cor-
responding joint’s degrees of freedom.
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Furthermore, degrees of freedom can have constraints
placed on them - we don’t want a knee to bend backwards
for example. But for now, we will ignore such constraints.
We can collect all bones in the set B and denote a bone’s
number of degrees of freedom by dof(b) for b ∈B. We can
then define joint space J as:
J := Tn = S1×·· ·×S1︸ ︷︷ ︸
n
,
where n=∑i∈B dof(i) is the total number of degrees of free-
dom in the skeleton, Tn is the n-dimensional torus and S1
denotes the unit circle. Any given pose of the skeleton then
corresponds to a single point in joint space J . We have
chosen this Euler angle representation in order to simplify
computations in the numerical examples in Sect. 4. Future
work could include using elements in the special orthogonal
group SO(3) to represent every bone.
An animation curve β is a function that assigns, for ev-
ery point in a given time interval, a transformation to every
bone in a skeleton:
β : [0,T ]→J .
In practice, an animation is often only specified by joint
angles at discrete intervals of time, in between which in-
terpolation is used to determine character poses. This is for
example the case in motion captured animations, where an
actor’s motions are recorded at a given sampling rate.
While joint space J is well suited to describing anima-
tions, rendering character models and physics calculations
such as collision detection require positions in world space,
i.e., R3. We denote the map computing a given bone’s posi-
tion in the root’s coordinate system by
W : B×J → R3. (1)
In our particular case, this is just the multiplication of suc-
cessive transformation matrices along the bone hierarchy.
The final 3d world-space position is then determined by adding
translation and rotation of the root bone.
3.2 Manifolds of curves
In this section, we will review methods from curve analysis,
based on [2], [3] and [19]. We assume that our curves are im-
mersions, i.e., smooth maps which have injective derivatives
everywhere. For curves, this means having a non-vanishing
derivative, so we can write the space as
Imm(M,Rn) := {q ∈C∞(M,Rn) : q˙(t) 6= 0 ∀t ∈M},
where M is either the interval [0,T ] for open curves or the
unit circle S1 for closed curves.
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Fig. 1 The human skeleton used for computer animation in our exam-
ples. Based on the CMU Graphics Lab Motion Capture Database [5].
Note that this is not to scale
Given a unit length curve c∈ Imm(M,Rn), we define the
mapping
R[c] :=
c˙√
‖c˙‖
, (2)
and we refer to R[c] as the representation of c. The rationale
behind this mapping will become clear soon. The inverse of
R is defined up to a translation:
R−1[β ](t) := c0 +
∫ t
0
β (s)‖β (s)‖ds. (3)
The following constructions can be extended to curves of
arbitrary length with only minor modifications.
The image of unit length immersions under R coincides
with
C o := {q ∈C∞([0,T ],Rn) :
∫ T
0
‖q(t)‖2dt = 1}. (4)
The image of closed unit length immersion under R coin-
cides with [19]
C c := {q ∈C∞(S1,Rn) :
∫
S1
‖q(t)‖2dt = 1 (5)
∧
∫
S1
q(t)‖q(t)‖dt = 0}.
Tangent vectors to points in the manifolds C o and C c
are vector fields along the corresponding curves. They can
be interpreted as infinitesimal deformations of the curves.
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For the manifold of unit length open curves, elements in the
tangent space need to preserve the unit length:
TqC o := {v ∈C∞([0,T ],Rn) : 〈v,q〉L2([0,T ],Rn) = 0}.
For the manifold of closed curves, tangent vectors be-
come a bit more complicated. The easiest way to describe
the tangent space to C c is via its normal space [19]:
NqC c := span{q,(
qi
‖q‖
q+ ‖q‖ei)i=1,...,n}, (6)
where ei denotes the i’th unit basis vector in Rn and qi is the
i’th component of the vector valued function q, and so
TqC c := {v ∈C∞(S1,Rn) :
〈v,w〉= 0 ∀w ∈NqC c}.
We will use the standard L2([0,T ],Rn) inner product, re-
stricted to C o and C c respectively, as a metric. Note that this
metric will, when pulled back to Imm(M,Rn) via the map-
ping (2), result in a Sobolev type metric5 [2]. Such metrics
can be used to measure bending and stretching deformations
in a curve. Intuitively, this point of view arises by thinking
of a curve as an elastic string and considering the changes
in elastic energy in the string under such mechanical defor-
mations. These Sobolev type metrics6 are popular choices
for shape analysis applications, but depending on parameter
choices and order of the metric, they can be computation-
ally expensive to use. The advantage then, of representing
curves using the mapping (2), is that we can perform calcu-
lations using the simpler, location-invariant L2 inner prod-
uct, instead of the more complicated elastic metric.
Given this geometric setup, we can calculate geodesic
paths on C o and C c. Since C o is geometrically a sphere
(see Definition (4)), there exists a simple explicit expression
for the geodesic between β ,γ ∈ C o [19]:
α : [0,1]→ C o
α(τ)(t) :=
1
sin(θ ) (sin(θ (1− τ))β (t)+ sin(θτ)γ(t)),
where θ = cos−1(〈β ,γ〉). This is simply spherical linear in-
terpolation [18].
For the space of representations of closed curves, C c, we
need a numerical method to calculate the geodesic distance
between β ,γ ∈ C c. Two different approaches can typically
be used. Whereas the authors of [19] use a gradient descent
method which they call path-straightening, an ODE based
shooting method can also be employed to solve the geodesic
boundary value problem - see [2] and references therein.
5 Also known as elastic metric.
6 They are parametrized by weights balancing the influences of
bending vs. stretching forces.
For our applications we employ the gradient descent method.
We refer to [19], Section 4.3, for details on the algorithm.
Finally, given a geodesic path α from β to γ on either
C o or C c, we can compute the length of the geodesic via
the functional
L[α] :=
∫ 1
0
‖
d
dτ α(τ)‖dτ, (7)
by noting that, in a sufficiently small neighborhood, L[α] is
minimized by a unique geodesic.
We will refer to the value of this integral as the geodesic
distance between β and γ .
3.2.1 Shape spaces of closed curves
If we look at the manifold of closed curves (5), we see that
curves that have the same image, but different parametriza-
tions7, are considered distinct in C c, i.e., there is no reparametriza-
tion-invariance. In many applications, this is undesirable.
For example in shape analysis, a circle
t → (cos(t + p),sin(t + p)),
is a circle, no matter what value we pick for the phase p.
Similarly, for example when searching in a motion capture
database for a cyclic walking animation, we might choose
not to care if the animation starts with the left foot or the
right foot moving forward.
Such symmetries can be taken into account by introduc-
ing so-called shape spaces. Note that we have already ac-
counted for translational symmetries (i.e., a circle is a cir-
cle, no matter where it is located) by using the mapping (2),
where only first order derivatives of the original function ap-
pear.
We can model reparametrizations as diffeomorphisms
on the unit circle S1, i.e., smooth invertible maps from S1
onto S1, which we denote by Diff(S1). The group Diff(S1)
acts on the manifold C c from the right:
C c×Diff(S1)→ C c : (β ,ϕ) 7→ β ◦ϕ .
See Figure 2 for an example.
We can then define the shape space S as the quotient
space
S := C c/Diff(S1). (8)
This means that points in S are equivalence classes of closed
curves under reparametrizations, i.e., where we have fac-
tored out starting point and speed along the curve.8 Going
back to our circle analogy, this means that we consider two
7 See Fig. 2
8 We could also construct a similar space over the space of open
curves C o, where the start point remains fixed but the sampling rate
along the curve varies.
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Fig. 2 Reparametrization of a curve by composition with a diffeomorphism on the unit circle S1. Both curves evolve clockwise. Note the changed
starting point (the diamond) and increased density of sampling points close to the start
curves equivalent, if we can find a starting point and a speed
function to match one to another.
The space S inherits a Riemannian structure from C c
which allows for a simple characterization of geodesics in
S . We again refer to [19] and [3] for details. The geodesic
distance between two elements [β ] and [γ] in S can then be
found by
dS ([β ], [γ]) = inf
ϕ∈Diff(S1)
dC c(β ,γ ◦ϕ), (9)
where dC c denotes the distance function on C c defined by
minimizing the length functional (7). We see that, not sur-
prisingly, finding a geodesic path between the equivalence
classes [β ] and [γ] in S is more involved than finding a
geodesic path on C c.
We refer to [19] and [2] for two example approaches to
solving this optimization problem.
In Section 4.3, we will use this framework to calculate
the similarities of different animations. As we will see, using
the quotient structure as outlined in this section enables us
to get useful results for a wide range of different animations.
3.3 Manifolds of animation curves
We now apply the concepts of the previous section to high
dimensional animation curves.
The general curves of Sect. 3.2 will now be replaced
by animation curves. Cyclic animations then correspond to
closed curves, represented by points on C c. If we look at the
mapping (2) in this context, we can interpret it as a scaled
angular velocity function.
As we have seen, given two curves c and d, we look for
a geodesic distance under an elastic metric, which penalizes
stretching and bending. In the context of animations, this
can be seen as finding a continuous deformation of one ani-
mation into another, such that the sum of changes in angular
velocity and angular acceleration are minimized. One can
think of this as the most energy efficient way of changing
from one motion to another.
While this is a fairly simple model, it turns out to nev-
ertheless give convincing results in multiple applications -
from the generation of animations to the classification and
recognition of motions.
The more general shape space S (8) can also be used
in the computer animation setting. In that context, we will
refer to it as motion space. Applying reparametrizations on
animations can have a big effect. While the starting point
just shifts the motion, reparametrizations can also change
the speed at which parts of the animation progress, just like
the sampling rate is changed along the curve in Fig. 2. Such
changes can for example strongly slow down some parts of
an animation while speeding up others. This way, a walking
animation can be turned into a limping walk and vice versa.
Whether or not such equivalencies are desirable depends on
the specific application. For example both in blending be-
tween two different animations and in animation classifica-
tion, factoring out the starting points and playback speeds of
cyclic animations can be useful; see Sections 4.2 and 4.3.
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4 Applications
We will now look at a few concrete examples of how the
manifold framework from Section 3 can be used in computer
animation problems. In 4.1, we propose a simple strategy
to improve the periodicity of an animation (e.g., reducing
discontinuities or “jerks” when repeating a given motion). In
4.2, we use the notion of geodesic paths as outlined above
to blend between two different animations. Finally, in 4.3,
we use geodesic distances to measure similarities between
animations. This allows us to perform cluster analysis on a
motion capture database.
4.1 Cyclic Animations
Assume that we want to animate a character running forward
for an unspecified amount of time. Given only a finite set of
pre-recorded animations, we will need to repeat those in a
periodical manner. However, animations generated by mo-
tion capturing are limited in time and typically non-cyclic.
In order to have a continuous forward running motion,
we therefore need to generate a cyclic animation based on
the motion captured running animation. Cyclic means that
the animation can be played repeatedly without visible ar-
tifacts (jumps/jerks etc.) when it repeats. While there are
many ways of calculating suitable cutoff/transition points
(see, e.g., [10]), finding reasonably gapless motion segments
in motion recordings is improbable.
Therefore, animators often need to manually adjust an-
imations in an effort to remove artifacts when continuously
looping through the same animation. As an alternative to
this, we propose to use manifold projection techniques to
automate this process.
Mathematically, we are looking at the following prob-
lem:
We are given a fixed time T and an animation c : [0,T ]→
J , that is almost periodic, i.e., the errors,
‖c(T )− c(0)‖ (10)
‖c˙(T )− c˙(0)‖, (11)
are small but not 0. Conditions (10) and (11) express our
desire to have sufficiently smooth periodicity (in a visual
sense). As an alternative to (10), which measures the differ-
ence in joint angles between the start and the end poses, one
could consider the R3 world space positions of the joints to
measure the similarities in character poses using the Func-
tion (1):
‖W (b,c(T ))−W (b,c(0))‖ ∀b ∈B, (12)
where B denotes the set of all bones in the animation skele-
ton.
Our goal now is to improve the periodicity of the anima-
tion by finding an approximation c¯ : [0,T ]→ J of c, such
that:
‖c¯(T )− c¯(0)‖→ 0 (13)
‖ ˙c¯(T )− ˙c¯(0)‖→ 0. (14)
As before, conditions (13) and (14) express our desire to
avoid rapid changes in angles or angular velocities as the
animation repeats.
We propose to solve this problem by formulating it in
terms of the manifolds of open and closed curves, C o and
C c, respectively. A periodic animation then corresponds to
an element in C c, whereas a non-periodic animation will
correspond to an element in C o.
We first map the curve c, specified above, into its repre-
sentation under the map (2):
β := R[c].
This β will in general be a curve in C o.
Remember now that C c was defined by the integral con-
straint (5), such that for q ∈ C o:
q ∈ C c ⇐⇒
∫
S1
q(t)‖q(t)‖dt = 0.
This means we can project β onto C c by enforcing this con-
straint. In practice, this is done by iteratively minimizing the
integral [19]. We denote this operation by
Pc : C o → C c. (15)
In every iteration, the projection calculates a correction
vector along the normal space (6). See Algorithm 1 and [19]
for more details.
Finally, we construct the actual animation c¯ using the
Inverse Mapping (3):
c¯ := R−1[ ¯β ].
Algorithm 1 Projection from L2 into C c. (Taken from [19]).
Require: q ∈ L2([0,T ],Rn) {Curve to project}
Require: {(bi)i=1,...,n} {Basis of the normal space NqC c, see Defini-
tion (6)}
while ‖R−1[q](T )‖ ≥ ε do
Ji, j ← δ ij +3
∫
S1 qi(s)q j(s)ds, i, j = 1, . . .,n {Jacobian}
r ← R−1[q](T ) {Residual}
β ← −J−1r {Correction}
q← q+∑ni=1 βibi {Update}
end while
Figures 3 and 4 show the application of this method to
running and jumping animations with noticeable jerks when
repeating the motion. We can see how the projection onto
the manifold of closed curves manages to produce a much
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Fig. 3 Optimization of the periodicity of a running animation. For simplicity, only half the character is shown. The top figure shows the original
animation, played two times, with a noticeable gap. The bottom figure shows a more cyclic animation derived using the projection defined in
Sect. 4.1 and Algorithm 1
Fig. 4 Optimization of the periodicity of a jumping animation. For simplicity, only half the character is shown. The top figure shows the original
animation, played two times, with a noticeable gap between repetitions. The bottom figure shows a more cyclic animation derived using the
projection defined in Sect. 4.1 and Algorithm 1
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smoother repeated playback, while maintaining the original
running motion without noticeable distortions.
As a further development, the use of higher-order con-
tinuity conditions to smooth transitions even more could be
considered.
4.2 Animation Blending
Motion capturing can only provide a finite set of animation
samples. In order to achieve a larger variety of animations
or to continuously transition from one animation to another,
various forms of motion blending (interpolations between
animations) can be used. In its simplest form, this can be just
a spherical interpolation between, for example, two walk-
ing animations to avoid too repetitive looking motions. In
order to combine more diverse animations such as walking
and running, either manual modeling or more sophisticated
methods are required to deal with, among others, synchro-
nization problems [9].
We can use geodesic paths with respect to a Rieman-
nian metric on C o and C c (we will use the symbol C when
we mean either of those two spaces) to interpolate between
different animations. Recall the notion of the geodesic path
α : [0,1]→ C between two animations c and d as defor-
mations from one to the other using a minimal amount of
energy. We found that in many cases, such a path gives rise
to visually convincing blends α(s) between c and d where
the blend parameter s ∈ [0,1] specifies the closeness of the
interpolation to either c or d. This can be a simple but use-
ful method to blend between two animations that are just
slightly too different to be suitable for simple linear blend-
ing. Note that if α(s) is a path on C c, every point along α
corresponds to a closed curve, i.e., a cyclic animation.
As outlined in Sect. 3, there are various ways to calculat-
ing this geodesic path. For our examples, we have used the
“path-straightening” method [8], where the set of all valid
paths from c to d on C is treated as a manifold H itself, on
which we then try to minimize the energy functional:
E[α] =
1
2
∫ 1
0
〈
d
dτ α(τ),
d
dτ α(τ)〉dτ,
where α : [0,1]→ C is a path on C such that α(0) = c and
α(1) = d. Critical points of E are geodesics on C [14], [19].
By using a special metric9 on H , it becomes easy to calcu-
late the gradient of E , which can then be used to efficiently
determine geodesic paths on C . We refer to [8,19] for more
details on this algorithm.
Figure 5 shows two such interpolated animations be-
tween a walking and a running motion.
For cyclic animations, this scheme can be extended by
employing the animation space concept outlined in Sect. 3.2.1
9 The Palais-metric; see, e.g., [16].
to calculate the geodesic path on S instead of C c. By factor-
ing out the starting point and the sampling rate along a cyclic
animation, a wider variety of animations can be blended to-
gether, albeit at higher computational cost. This can be seen
as somewhat analogous to timewarp curves that are used to
synchronize motions [4,10].
Indeed, animation curves can be annotated with addi-
tional information [21]. For example, points in time where
parts of a body should be stationary, such as a foot touch-
ing a ground, could be marked to improve matching per-
formance. This should allow for better alignment of out of
sync animations, again similar to how the timewarp curves
are used to synchronize multiple animations. This will be
covered in future work in this area.
Another extension to this scheme would be to use the
manifold structure to create combinations of multiple ani-
mations. As an example use, by using randomly weighted
interpolations between several distinct walking animations,
one could generate a continuous stream of non-repetitive
forward motion. Such weighted averages could be computed
analogously to the computation of average shapes via Karcher
Mean in [12].
4.3 Classification
Similar to curve analysis, we can try to classify animations
using the geodesic distance as defined in Sect. 3. This could
be used for or as part of motion retrieval applications.
Given two animations c,d, we map them into C (either
C o or C c) using (2): β := R[c], γ := R[d]. (We account for
differences in the lengths of animations by rescaling along
the time axis.) We can then calculate the geodesic distance
between their corresponding equivalence classes [β ] and [γ]
in the motion space S using Eq. (9).
By calculating these distances for a large set of anima-
tions, we can construct a distance matrix, which lends itself
to further statistical analysis, such as cluster identification.
As a test, we have taken the entire set of animations for
“subject 16” in the CMU motion capture database [5]. This
is a set of 58 walking, jogging, running and jumping ani-
mations, with variations such as “walk, veer left” or “run,
90-degree right turn” performed by the same actor. Every
pair of animations was compared by first scaling them to
a common (time) length and then calculating the geodesic
distance between the two animation curves. As a compari-
son test, the linear normed distance between animations was
also calculated.
A hierarchical clustering method was then used on the
resulting distance matrix to identify subsets of similar mo-
tions. Some typical results of this can be seen in Figure 6.
On the left side of that figure, we see a results for the linear
case, i.e., where the distance matrix was calculated using lin-
ear distances using the L2 norm, whereas geodesic distances
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Fig. 5 Interpolation between a walking (top plot) and a running animation (bottom plot) using a geodesic path. For simplicity, only half the
character is shown
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were used on the right side. The same clustering method
was used in both cases. In these tests, we used the space of
cyclic animations, C c, to perform the underlying geodesic
computations. All animations were projected into that space
using the projection operator Pc (15). It is interesting to
note, that this works surprisingly well for non-cyclic anima-
tions as well, as can be seen in Figure 6.
We can immediately see that the geodesic distance mea-
sure results in more discrete and clearly delineated clus-
ters of similar motions, whereas the linear distance results
in some non-optimal matches, such as a perceived similar-
ity of jumping and walking motions. Additional tests with
other clustering algorithms provided similar results to those
in Figure 6. Tests using the geodesic distance on C c, i.e.,
without accounting for reparametrization, produced slightly
worse results than using geodesic distances on motion space
M , but still avoided erroneous outliers such as the jumping
motions and the animation “16 walk” in the normed linear
distances test.
5 Conclusion
In this paper, we have proposed the use of a mathematical
framework that treats animations as points on infinite dimen-
sional Riemannian manifolds. This formalism allows us to
calculate geodesic paths between animations on those man-
ifolds. The lengths of such paths can be used to quantify the
difference between animations from an energy minimizing
point of view.
As we have demonstrated in our examples, this has very
widespread applications, while maintaining an elegant sim-
plicity and generality.
In Section 4.1, we used only the formal definition of
manifolds of open and closed curves10 to derive a simple and
efficient method that can be used to improve the periodicity
of animations. In order to blend between two different ani-
mations in Sect. 4.2, we then used the concept of geodesic
paths on the previously defined manifolds to generate an en-
tire range of blended animations. Both of these applications
use only very general mathematical concepts, but are never-
theless able to produce visually pleasing results.
Finally, in Sect. 4.3, we demonstrated how the manifold
modeling approach can be used effectively to analyze and
cluster animations. This has many possible applications, not
only in the field of computer graphics, but also for example
in biomedical applications, where it could be used in topics
such as biometrics and gait recognition.
We believe that the differential geometric approach to
processing computer animation, with a focus on energy min-
imization, has many interesting features to offer and are con-
10 Corresponding to general and cyclic animations respectively.
fident that many applications can profit from the manifold
formalism.
Future work on this topic could include handling con-
straints within the manifold formalism - both joint-angle
constraints, as well as physical world space constraints. The
right choice of basis, compatible with the manifold struc-
ture, should also be investigated further. Also the annota-
tion of animation curves with information, e.g., “left foot is
down”, to facilitate the blending of more widely different
animations deserves further study.
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