A matrix called Varchenko matrix associated with a hyperplane arrangement was de ned by Varchenko in 1991. Matrices that we shall call q-matrices are induced from Varchenko matrices. Many researchers are concerned on the invariant factors of these q-matrices. In this paper, we put this problem to a graph theory model. We will discuss some general properties and give some methods for nding the invariant factors of q-matrices of some graphs. The proofs are elementary. The invariant factors of complete graphs, complete bipartite graphs, even cycles, some hexagonal systems, and some polygonal trees are found.
Introduction and background
Let H = fH 1 ; : : : ; H t g be a set of hyperplanes in R n . It is called an arrangement (or a con guration) of hyperplanes. Let r(H) = fR 1 ; : : : ; R m g be the sets of regions in the complement of the union of H. Let E(H) be the set of nonempty intersections of hyperplanes in H. For any regions R i ; R j 2 r(H), let s(R i ; R j ) be the set of hyperplanes in H which separate R i from R j . where a X is the product of the a H over hyperplanes H containing X and where`(X) is a nonnegative integer which was described explicitly in 15, section 2].
It is known that the dimension of the nullspace is not greater than the sum of the exponents (X) taken over intersections X with a 2 X = 1. But in general it is hard to get more information.
The special case is where all the weights are equal, i.e., a H = q for all H 2 H. In this case any Varchenko matrix, say B, becomes a matrix over Q q] (sometimes we consider this matrix over the eld C (q)), which is an Euclidean domain. Let us call this matrix a q-matrix of B. We can de ne the Smith normal form y of the q-matrix. More information can be obtained from the exponents of each irreducible factor appearing in the diagonal of the Smith normal form, especially the factor (1?q 2 ). Denham (1 ? q 2h(X) )`( X) ; where h(X) is the number of hyperplanes in H which contain X.
We are going to put the consideration of the q-matrices of hyperplane assignments into graph theory model. All graphs under consideration are nite, connected and simple. Any unde ned graph theoretic and algebraic terminologies and notations used in this paper may be found in any textbook, for example 1, 5, 16].
q-matrices of graphs
Let H be an arrangement of hyperplanes in R n and r(H) be de ned above. Let B be the Varchenko matrix of H. If we set a H = q for all H 2 H, then B becomes a matrix, say Q, whose entries are in Q q] (in fact in Z q]). For any R i ; R j 2 r(H), the (i; j)-entry (or the (R i ; R j )-entry) of Q is given by Q i;j = q n(R i ;R j ) , where n(R i ; R j ) is the number of hyperplanes in H which separate R i from R j . We de ne a graph G(H) whose vertex set is r(H). graph. Moreover, G(H) contains a cycle except all the hyperplanes which are parallel. For any R i ; R j 2 r(H) = V (G(H)), let x 2 R i and y 2 R j . Any connected curve joining x and y must pass through all the hyperplanes in H which separate R i and R j at least once and there is a connected curve joining x and y passing through those hyperplanes exactly once. Thus n(R i ; R j ) is the distance between R i and R j in G(H). Let 
The graph G = G(H) is described in 12 q 3 q 212 q 3 q 2 q 2 q 2 q 12 q 33 q 2 q 12 q 2 q 2 q 3 q 2 q 12 q 3 q 2 q 1 q 2222 1 Example 2.3: For 1 i < j n, let H i;j = H j;i = f(x 1 ; : : : ; x n ) 2 R n j x i = x j g. Let A n = fH i;j j 1 i < j ng (see 2, 3] ). It is called the braid arrangement. Then r(A n ) has n! regions and can be indexed by permutations 2 S n .
corresponds to the region R = f(x 1 ; : : : ; x n ) j x (1) < x (2) < < x (n) g. Then the graph of A n is isomorphic to the Cayley graph ?(S n ; T), where T is the generating set which is the set of all transpositions.
Let Q G (q) = Q be a q-matrix of a connected graph G of order n. Then Q is an n n (symmetric) matrix over Q q]. There exist two invertible matrices U and V over Q q] such that UQV = diagfs 1 (q); s 2 (q); ; s n (q)g = S(q) and s i (q)js i+1 (q), 1 i n ? 1 There is a well-known method for computing the invariant factors of an m n matrix over a principal ideal domain. This method can be found in many linear algebra or algebra textbooks, for example 5, p.175-179]. Before we state that theorem, we have to introduce some notation and terminology. Let A be an m n matrix over a principal ideal domain, r 1 < < r t , c 1 < < c t , t minfm; ng. Let Note that the invariant factors are invariant up to equivalence. Also the invariant factors do not change if we consider A as a matrix over any principal ideal domain containing D.
Let A be an n n matrix over a principal ideal domain. If A is equivalent to a diagonal matrix B. We call the multiset of entries in the diagonal of B a pre-invariant factor set of A. If A is a q-martrix of a graph G, then we call it a pre-invariant factor set of G. The sequence a 1 ; a 2 ; : : : ; a r is called the multiplicity sequence of with respect to ff 1 ; : : : ; f r g. 3. Computational results of some bipartite graphs (1) In this section, we give some examples to illustrate how to use Corollary 2.6 to nd the invariants factors of some graphs.
Complete bipartite graphs
Let J m;n be the m n matrix whose entries are 1 and let J n = J n;n . The q-matrix of K m;n is 
E(H).
Consider C 2s N n , where C 2s is the cycle of order 2s and N n is the null graph of order n.
We write the vertex set of C 2s N n as Z n Z 2s = f(i; j) j 0 i n ? 1; 0 j 2s ? 1g. f(x 1 ; y 1 ); (x 2 ; y 2 )g is an edge if and only if y 1 y 2 1 (mod 2s). Before computing the spectrum of the q-matrix of C 2s N n we introduce some notations. where is a primitive n-th root of unity over F .
Let q be an indeterminant. For = (a 0 ; : : : ; a n?1 ) 2 Z n we write q = (q a 0 ; : : : ; q a n?1 ). We shall consider R(q ) as a matrix over C (q). Now we come back to consider the graph G = C 2s N n . If we arrange the vertices in lexicographic order (0 is the rst), then the distance matrix of G is a right cyclic matrix of order 2sn whose rst row is = ((0; 1; 2; 3; ; s; ; 3; 2; 1); Therefore, for k 6 0 (mod n), f s;n (q; k ) = 1 ? q 2 ; and for 0 k 2s ? 1, f s;n (q; nk ) =1 + (n ? 1) We want to know whether q = 1 or q = ?1 is a multiple root of f s;n (q; k ). Since f s;n (?q; k ) = f s;n (q; n(k+s) ) and f s;n (q; k ) = 1 ? q 2 if k 6 0 (mod n), we only need to consider the multiplicity of q = 1 in f s;n (q; nk ) when 1 k 2s ? 1 (1 is not a root of f s;n (q; 1) 1 . In general, the invariant factors of C 2s N n seems di cult to express when n 2. For n = 1, it can be expressed. We will consider this case in the following subsection.
Even cycles
The invariant factors of even cycle C 2s was computed in 2, Theorem 5.2]. In this subsection we shall use an elementary method to compute the invariant factors of C 2s . C 2s is a special case of C 2s N n when n = 1. We try to factorize the polynomials f s;1 (q; k ). Note that deg(f s;1 ) = s.
Suppose k + j 6 0 (mod 2s) and k + j is even. For 0 j 2s ? 1, 
Reductive methods
The natural question to ask is: Can we nd the invariant factors of a graph G if the invariant factors or pre-invariant factors of some subgraphs of G are known? In other word, can we reduce the nding invariant factors problem of G to some of its subgraphs? We have some results below. Theorem 4.1: Let H and K be two subgraphs of G such that G = H K and H \ K = P 2 , the path of order 2. If H is bipartite, then Inv(K) Inv(H) n f1; 1 ? q 2 g is a pre-invariant factor set of G.
Proof: Let uw be the common edge of H and K. Let 
Computation results of some bipartite graphs (2)
In this scetion we will compute some bipartite graphs, for example the hexagonal trees, which is a class of famous molecular graphs.
A graph G is called a polygonal tree if it consists of nitely many regular polygons (we assume any two distinct polygons are not coplanar) and has the following two properties.
1. Any two distinct polygons are disjoint or have exactly one edge in common (such edge can be a common edge of several polygons). 2. The diagram obtained by joining the centroids of the polygons to the mid-point of the common edge has no closed curve.
If all polygons of a polygonal tree G are the same, say s-gons, then G is called a s-gonal tree. 6-gonal tree is called hexagonal tree. Consider the diagram de ned in the condition 2. If we let the centroids and the midpoints of common edges of some polygons as \red" vertices and \green" vertices respectively and the straight line segments as edges of a bipartite graph. Then this graph is a tree. One can compute some pericondensed benzenoid molecular system graphs by using Theorem 4.4. For example, hexagonal nets, hexagonal parallelisums etc., which were de ned in 9-14]. Finally, we consider the rst example (Example 2.1) again. 
Conclusion
This paper has presented some methods to nd the invariant factors of graphs. This is the initial work on that problem. Invariant factors of most graphs come from hyperplane arrangements have not been found yet, for example n-cube or in general P s 1 P s 2 P s n , the Cayley graph described in Example 2.3, C 2s P n , etc. We are also interested on other bipartite graphs (or general graphs), for exmple, C 2s C 2t , complete n-partite graphs, etc.
