We introduce collective geometric phases of bosons and fermions interfering on a linear unitary multiport, where each phase depends on the internal states of the particles, not affected by the multiport, and corresponds to a cycle of the symmetric group. We show that quantum interference of N particles in generic pure internal states, i.e., with no pair being orthogonal, is governed by (N − 1)(N − 2)/2 independent triad phases (each involving only three particles). The deterministic distinguishability, preventing quantum interference with two or three particles, allows for the genuine (N ≥ 4)-particle interference on a multiport: setting each particle to be distinguishable from all others except two by their internal states allows for a novel (circle-dance) interference of N ≥ 4 particles, while simultaneously preventing the R-particle interference for 3 ≤ R ≤ N − 1. The genuine N -particle interference manifests the N th order quantum correlations between the particles, it cannot be observed if at least one of the particles is lost, or if the internal states are resolved by a particle counting detection. The results can be useful for quantum computation, quantum information, and other quantum technologies with single photons.
I. INTRODUCTION
The Hong-Ou-Mandel experiment [1] with single photons, recently repeated with neutral atoms [2] , manifests the proportionality relation between the visibility of interference with two bosons and the degree of their partial distinguishability due to their internal states [3] . To extend this fundamental relation for N identical bosons and fermions [4] is an important fundamental problem with applications in the fields of quantum information and computation, quantum state engineering, and quantum metrology [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The theory has advanced considerably in recent years [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , however our understanding of the relation between partial distinguishability of N identical particles and their interference on a multiport is still not complete. Non-trivial quantum-to-classical transition of more than two photons [25] [26] [27] and the recent observation of a collective (triad) phase in the genuine three-photon interference [28] add to the complexity of the problem. The triad phase can be understood as a multi-particle realization of the Pancharatnam-Berry phase [29, 30] in the internal Hilbert space, it is also defined quite similarly to the Bargmann geometric invariant [31, 32] for three quantum states. The existence of the triad phase attributed to three photons as a whole means that the notion of state distinguishability is a global property that cannot be reduced to considering distinguishability of only pairs of states [33] . There is also similarity to the fully entangled N -particle state, which exhibits the genuine N -particle interference with a collective phase [34] [35] [36] (due to phases in the individual Mach-Zehnder interferometers), demonstrated in another recent experiment [37] . In view of these important relations, the existence of a collective phase due to the partial distinguishability deserves to be thoroughly investigated. Is it possible to have the genuine multiparticle interference with a collective phase for more than three identical particles and how to arrange for it? How to approach the characterisation of interferences in the general multiparticle case? We formulate a general framework able to provide answers to the above questions and explore the relation of distinguishability due to the internal state discrimination [38, 39] of identical particles and their interference on a multiport. We also find that weighted graph theory allows one to better visualize the relation between partially distinguishability and interference and simplify proofs for some of the presented results.
In section II we introduce the general framework for analysis of multiparticle phases, with the novel feature being graph representation of partial distinghuishability of independent identical particles. In section III we concentrate on interference of identical particles in pure internal states, formulate two theorems and analyze in detail the case of N = 4 giving an example of the circledance interference with single photons in Gaussian spectral states. In section IV we discuss the link between collective multiparticle phases and correlations. Section V contains the conclusion. Some mathematical details from sections II-IV are relegated to the appendices A-E.
II. DISTINGUISHABILITY OF INDEPENDENT IDENTICAL PARTICLES: CYCLE WEIGHTS AND GRAPH REPRESENTATION
Consider N non-interacting identical particles impinging on a unitary 2M -port U , see fig. 1 (a). Though single photons on an optical multiport as in Refs. [5, [8] [9] [10] [11] [12] [13] , are the main application of the theory, to show that our approach is applicable both to bosons and fermions we consider them simultaneously. In the main text only the input with up to one particle per port is considered, with the input ports fixed to be k = (1, . . . , N ), fig. 1(a) . Identical particles on a linear multiport can be discriminated by the degrees of freedom not affected by the multiport (internal states). To separate the degrees of freedom acted upon by a multiport and the internal states we use two-index notation, thus for a multiport U we have a The graph representation of the N -particle interference, where the particles are vertices, whereas the mutual phases (see the text) are directed edges. An R-particle collective phase is represented by a closed oriented loop passing R vertices (e.g., the loops (1, 2, 3), (1, 3, 4) , and (1, 2, 4), shown by the arrows, are a basis for all oriented loops on the vertices 1, 2, 3, 4).
put or output ports of a linear multiport and the second |j , j = 1, 2, 3, . . ., to the basis in the Hilbert space H of the internal states. If the states in H are also not discriminated by detectors attached to the output ports of a multiport, a complex-valued function on the symmetric group S N for N particles accounts for the effect of partial distinguishability [16] (a general input configuration n = (n 1 , . . . , n M ) and particle counting with discrimination of the internal states are considered in appendix A). For independent particles in internal states ρ (1) , . . . , ρ (N ) the probability to have occupations m = (m 1 , . . . , m M ) of the output ports reads [16, 22] 
where
. . , l N ) are output ports (generally, repeated), and the J-function accounts for particle distinguishability. In our case it factorizes [16] according to the disjoint cycle decomposition [40] of its argument. Denoting by cyc(σ) the set of disjoint cycles of a permutation σ, we get
where ν = (k 1 , . . . , k |ν| ), k α ∈ {1, . . . , N }, stands for the cycle k 1 → k 2 → . . . → k |ν| → k 1 and |ν| for its length, the minus sign is due to the signature of a cycle sgn(ν) = (−1) |ν|−1 [40] and applies for fermions.
Eqs. (1) and (2) can be understood as follows (detailed derivation is in appendix A). Since the particles are identical, the probability p N (l|k) of Eq. (1) must be symmetric under permutations of the indices l or k. A permutation σ of the particles over the output ports in the N -particle amplitude of the transition k → l,
, gives another such an amplitude. The probability, linear in the amplitude and its complex conjugate, is given by the summation over two permutations σ, τ ∈ S N in the two amplitudes, Eq.
(1). For particle detection at the multiport output nonresolving the internal states, there is a factor equal to the scalar product in H ⊗N of the internal states, similarly permuted, with the result dependent only on the relative permutation, hence J(τ −1 σ). By the same reason, the disjoint cycles of σ −1 τ contribute independent factors, Eq. (2). Finally, m! in the denominator is equal to the number of identical terms in the numerator.
One can prove an important upper bound on the Rcycle g-weight by the 2-cycle g-weights with the same particles (see appendix B)
where α is mod R. Eq. (3) shows that if a 2-cycle has zero weight, then the d-cycles which contain the same two particles all have zero weight. This fact suggests the weighted graph theory approach, see fig. 1 
, with g(ν) being its complex weight. Reversing the loop orientation complex conjugates the weight due to g(ν −1 ) = g * (ν). For example, for a fixed point we have g(k) = 1, the loop on a single edge kl corresponds to the transposition (k, l) with a real-valued g(k, l) = ±Tr(ρ (k) ρ (l) ). In the graph representation the extreme cases (defined in [16, 22] ) are as follows. The deterministically distinguishable particles J(σ) = δ σ,I (the classical case; here I(1, . . . , N ) = (1, . . . , N )) is mapped to the set of N disconnected vertices (since g(ν) = 0 for |ν| > 1). The completely indistinguishable bosons J(σ) = 1 or fermions J(σ) = sgn(σ) map to the fullyconnected graph with the cycle weight g(ν) = (±1) |ν|−1 . Below we explore to what extent the N -particle gweights are independent on the R-particle ones, 3 ≤ R ≤ N − 1, i.e., the relation between the N -particle and Rparticle interference for 3 ≤ R ≤ N − 1. We focus mainly on particles in pure internal states.
III. PARTICLES IN PURE INTERNAL STATES AND GENUINE N -PARTICLE INTERFERENCE
Consider particles in pure internal states ρ (k) = |φ k φ k |, k = 1, . . . , N , assuming that none of φ k |φ l ≡ r kl e iθ kl is zero, i.e., the internal states are only partially distinguishable by the state discrimination [38, 39] . In this case, the mutual phase θ kl can be associated with the directed edge k → l between particles k and l, fig. 1(b) . For N = 2, the only 2-cycle (1, 2) has g(1, 2) = ±r 2 12 , the two-particle phase θ (1,2) ≡ θ 12 + θ 21 = 0 (the two directed edges 1 → 2 and 2 → 1 cancel each other). For N = 3 all permutations in S 3 are cycles themselves. Since the triad phases on the same vertices can differ only by a sign (transposition of two particles reverses the loop orientation, or θ (i,j,k) = sgn(σ)θ (1, 2, 3) , for σ(1, 2, 3) = (i, j, k)), consider the 3-cycle ν = (1, 2, 3) . We have g(ν) = r 12 r 23 r 31 exp{iθ (1, 2, 3) } with the triad phase θ (1,2,3) ≡ θ 12 + θ 23 + θ 31 . This phase appears in the genuine three-particle interference of Ref. [28] , observed experimentally by keeping r kl fixed, while varying the mutual phases θ kl . Is this type of genuine N -particle interference possible for N ≥ 4? In other words, if the (N ≥ 4)-particle interference with a control phase not observable in any interference with less than N particles possible? The existence of such an interference for all r kl = 0 is equivalent to the existence of a N -particle collective phase
corresponding to a N -cycle (k 1 , . . . , k N ) in Eq. (2), independent of all the R-particle collective phases θ (l1,...,lR) for 3 ≤ R ≤ N − 1. We can now state our first result.
Theorem 1.-No genuine (N ≥ 4)-particle interference with identical particles in only partially distinguishable pure internal states. The proof of this theorem follows from the following observation. The set of all cycles may contain only as many independent phases as the number of independent mutual phases θ kl , i.e., exactly (N − 1)(N − 2)/2 phases, since N − 1 mutual phases can be set to zero by employing the phase-invariance |φ k → e −iθ k |φ k of the state ρ (k) = |φ k φ k |, resulting in a phase shift θ kl → θ kl +θ k −θ l . Due to the linear relations between the collective phases and the mutual phases, Eq. (4), we can state the following lemma, which also implies theorem 1. Lemma 1.-For N particles in non-orthogonal pure internal states there are (N −1)(N −2)/2 independent triad phases, e.g., θ (1,k,l) for 2 ≤ k < l ≤ N . Therefore, all Rparticle phases, 3 ≤ R ≤ N , are linear combinations of the triad phases.
Proof.-Let us start with N = 4 particles, which corresponds to the fully-connected subgraph on the vertices 1, 2, 3, 4 in fig 1(b) . In general, there are [40] . For N = 4 we have eight different 3-cycles, i.e., closed oriented loops with three vertices, which result into two groups of four phases, θ (1, 2, 3) , θ (1, 3, 4) , θ (1, 2, 4) , and θ (2, 3, 4) and the signinverted of these (obtained by transposition of two particles in a loop). Moreover, we have
We need to show that we can express three independent mutual phases as functions of the triad phases θ (1, 2, 3) , θ (1, 3, 4) and θ (1, 2, 4) . Selecting the mutual phases θ 12 , θ 23 , and θ 34 as the basis (while setting the rest mutual phases to zero, by using the arbitrariness of the phase factor of an internal state) we obtain the explicit expression of the independent mutual phases as functions of the above triad phases:
Thus all R-particle phases are expressed through the phases θ (1, 2, 3) , θ (1, 3, 4) and θ (1, 2, 4) , which concludes the proof for N = 4. Consider now N > 4 particles. We have to show that the set of phases θ (1,k,l) is the basis for all possible triad phases. For any triad phase θ (i,k,l) , in the graph representation, its loop lies on the fully-connected subgraph with vertices 1, i, k, l, which returns us to N ≤ 4 particles 1, i, k, l, i.e., to the case considered above. Q.E.D.
A. Genuine N -particle interference and distinguishability Surprisingly, it is the deterministic distinguishability of particles (not covered by theorem 1), preventing quantum interference with two [1, 3] or three particles [44] , that allows for the genuine (N ≥ 4)-particle interference, while simultaneously "switching off" the R-particle one for 3 ≤ R ≤ N −1. Such an interference differs conceptually from both the three-particle interference observed in Ref. [28] (by "switching off" the three-particle interference) and from the genuine N -particle interference from the fully-entangled N -particle state [34, 36] reported in Ref. [37] with three photons (by requiring the deterministic distinguishability of particles).
Let us consider N = 4 particles in the pure states such that φ 1 |φ 3 = φ 2 |φ 4 = 0, while φ k |φ k±1 = r k,k±1 e iθ k,k±1 = 0 mod 4. There is an orthonormal basis |e 1 , |e 2 , |e 3 , |e 4 , such that the state-vector matrix Φ kl ≡ e k |φ l reads [45] : 
The matrix elements must satisfy the normalization condition
One can verify that the latter follows from 4 k=1 r 2 k,k+1 < 1 (for general case and details, see appendix C).
Besides the deterministic distinguishability of not-theneighbour particles (i.e., in the cyclic order, see fig. 1(b) ), the genuine 4-particle interference requires the statevectors to remain linearly independent (similar as in three-particle case [28] ), i.e., unambiguously distinguishable [39] . The three-particle interference is not possible with the states in Eq. (7), since any 3-cycle ν 3 contains an inner product φ k |φ k+2 = 0, giving g(ν 3 ) = 0. But there is the four-particle interference due to the cycle ν 4 = (1, 2, 3, 4) with the g-weight g(ν 4 ) = ± 4 k=1 φ k |φ k+1 = ±r 12 r 23 r 34 r 14 e iθ (1, 2, 3, 4) , (8) where the four-particle phase is defined in Eq. (4). The three-particle interference is forbidden also with linearly dependent state-vectors (Φ 44 = 0), however, the linear dependence locks the four-particle phase θ (1, 2, 3, 4) to be a function of the parameters r k,k+1 , k = 1, . . . , 4. This type of genuine interference generalizes to N ≥ 4 particles as is summarized in the following.
Theorem 2.-Identical particles in linearly independent internal states |φ 1 , . . . , |φ N , each state being orthogonal to all others except two,
can realize the genuine N -particle interference on a multiport, governed by the collective N -particle phase Eq. (4) due to the permutation cycle 1 → 2 → . . . → N → 1 and its inverse (independent from the two-particle interference parameters), whereas there is no R-particle interference for 3 ≤ R ≤ N − 1.
Proof.-From the above discussion it is clear that theorem 2 follows if there are state vectors with the inner products as in Eq. (9) and a free collective phase (4). Theorem 2 is therefore is equivalent to a statement on the properties of state vectors in a linear N -dimensional Hilbert space. In appendix C we find that there are state vectors that satisfy the conditions in the theorem when their nonzero inner products are constrained as follows
Due to the graphical representation by a polygon with the particles as the vertices and no internal edges, see fig. 1 , the interference of theorem 2 can be termed the circle-dance interference.
We have tacitly assumed the existence of a multiport that realizes the N -particle circle-dance interference. Any generic multiport, i.e., with no matrix element being zero, can be used to realize the interference. Let us consider, as an example, single photons in the symmetric four-port of Ref. [42] corresponding to the diamondshaped arrangement of four balanced beamsplitters with one phase plate ϕ inserted into one of the internal paths,
The symmetric group S 4 contains six 2-cycles, eight 3-cycles, and six 4-cycles, therefore, there are three permutations which are not cycles themselves, but products of disjoint 2-cycles. Since only the neighbour particles in the cyclic order (1, 2, 3, 4) are connected by the edges with a nonzero weight in the corresponding graph representation, only the following eight permutations, besides the trivial I, contribute to the probability (divided into groups according to their cycle structure):
The probability formula for independent particles in Eqs. (1) and (2) can also be recast as follows
(12) where the symbol "•" denotes the Hadamard (byelement) product of matrices, U α,β (σ) ≡ U k σ(α) ,l β , and
For N = 4 photons on the symmetric multiport of Eq. (10) with any of the phase values ϕ ∈ {0, π, ±π/2} and the coincidence detection, l = k = (1, 2, 3, 4), for the cycles given in Eq. (11) we get
Using that (for bosons)
(8), and that g(4, 3, 2, 1) = g * (1, 2, 3, 4), we obtain from Eqs. (12) and (14) the probability for the coincidence count as follows r k,k+1 cos θ (1, 2, 3, 4) . (15) For fermions, the only change in formula (15) is in the sign at the last two terms, due to the minus sign at g(k, k + 1) and g (1, 2, 3, 4) . Finally, we note that the circle-dance interference is possible also with identical particles in mixed internal states, if only the neighbor edges have nonzero g-weights.
If Tr(ρ (k) ρ (l) ) = 0, then by Eq. (3) the loops passing the edge kl have zero g-weights, which fact can be used to "switch off" the R-particle interference with 3 ≤ R ≤ N − 1.
Let us analyze in more detail the case of single photons having Gaussian spectral shapes and different polarizations. We consider each photon in a pure state |Φ k = |ϕ k |P k , where |P k = α k |v + β k |h , with |v and |h being the polarization basis (see figure 2 below) ,
, and (in the frequency basis |ω )
with
(17) Here we use the polarization state |P k to satisfy the necessary orthogonality conditions of Theorem 2, thus we introduce an angle χ and set
The polarization states illustrated in figure 2.
FIG. 2:
The polarization states |P1 , |P2 , |P3 e |P4 used in the text.
We also have
From 
Let us analyze the possibility of a free four-particle collective phase (and, hence, the circle-dance interference) by assuming that all spectral width are the same, ∆ k = ∆. We have in this case
and
From Eqs. (4), (21) and (23) the four-particle collective phase becomes
Note the obvious relations between the parameters in Eqs. (22) and (24) (ω 0k − ω 0j ) = (τ k − τ j ) = 0, thus they contain six real parameters, additionally to the polarization angle χ of Eq. (18) . By varying ω 0k and τ k we can arrange for the parameters η kj (22) (and, hence, for the two-particle interference parameters r kj (21)) to remain fixed, whereas the four-particle collective phase (24) to vary (on a three-parameter manifold). Therefore, the four-particle circle dance interference can be observed with the photons in Gaussian spectral profiles when one can arrange for variable central frequencies of the spectral states and the photon arrival times.
The above example serves only for illustration, since it may be experimentally challenging. There are other possible ways to arrange for the circle dance interference, one such way is reported elsewhere [43] .
IV. THE CIRCLE-DANCE INTERFERENCE AND MULTIPARTICLE CORRELATIONS
Above, the absence of the R-particle interference with 3 ≤ R ≤ N − 1 is understood for R of the N particles impinging on a multiport. However, the same applies to an input with N particles, when at the output the information on N − R particles is discarded or lost. Indeed, for an input of N ≥ R particles, the probability of an output configuration of just R < N of them depends only on the d-cycles with d ≤ R. By the permutation symmetry of p N (l|k), the probability of an output of R < N particles
, summing up over l ′′ , and averaging over all such (R, N − R)-partitions (k ′ , k ′′ ) of the input ports (see the details in appendix D)
is the probability of R particles at the input ports k ′ (a subset of k) to end up at the output ports l ′′ , given similarly as in Eqs. (1) and (2) with R particles, thus it depends only on d-cycles with d ≤ R.
The collective phase of the circle-dance interference of N particles is a signature of the N th-order quantum correlations between them. The non-normalized Rth order correlation function Q R (l) (containing both the classical and quantum correlations) in R output ports l ′ = (l 1 , . . . , l R ) can be defined following the general approach of Ref.
[41]
where we sum over the basis states in H ⊗R , since the detectors do not discriminate the internal states. For the N -particle input k the corresponding function Q R (l ′ |k), as the probability p N (l ′ |k) above, depends only on the d-cycles with d ≤ R, since the two are proportional (see appendix E)
where the summation is over all subsets k ′ of the particles in the input ports k = (1, . . . , N ). By Eq. (27) all Q R (l ′ |k) for R ≤ N −1 are independent of the N -particle collective phase of Eq. (4).
A. Discrimination of internal states and multiparticle interference
Up to now we have assumed that particle detection at the output of a linear multiport does not resolve the internal states of particles. Let us now discuss an internal state resolving detection.
Recall that the genuine N -particle interference requires the internal states to be linearly independent, i.e., unambiguously distinguishable [39] , moreover, with each state to be deterministically distinguishable from all others except just two. By our assumption on detectors at a multiport output, the state-discrimination distinguishability is not used for discrimination of the particles. If a detector resolves an internal state, the genuine N -particle interference, the result of the N th order quantum correlations, is not observed. The internal states in theorem 2 allow for the unambiguous discrimination scheme of Ref. [39] , which we now briefly consider. The state |φ k is identified with some probability p k , the corresponding measurement operator being Π k = p k |φ
k |φ l = δ kl , whereas an inconclusive result corresponds to Π 0 = 1 1 − N k=1 Π k (see appendix A for the details of state resolving detection). In the graph representation, even a single such an internal state detection with a conclusive result (Π k ) implies that vertex k has no edges in the respective graph, i.e., the N -particle interference is not observed (neither the (R ≥ 3)-particle interference in case of the states of theorem 2). The inconclusive result (Π 0 ), on the other hand, does not affect the terms in the probability coming from the N -cycles (due to φ k |Π 0 |φ l = φ k |φ l for k = l, the edges of the respective graph retain their weights) simultaneously attenuating the permutations with fixed points, since for each fixed point we have in this case φ k |Π 0 |φ k = 1 − p k , instead of g(k) = 1 in the state non-resolving detection. Therefore, such a generalized detection separates the outcomes with either destructed or enhanced circle-dance interference.
V. CONCLUSION
We have provided a general framework which allows to study the complex relation between particle distinguishability and higher-order interference effects of independent identical bosons or fermions on a linear multiport. We relate the collective geometric phases of identical particles, which govern multiparticle interferences, to the quantum correlations, acquired between them on a multiport, of the same order as the number of particles participating in an interference. We also open the discussion of the exact relation between the state-discrimination distinguishability and the distinguishability in the multiparticle interference, by discovering that the genuine N -particle interference for N ≥ 4 independent particles requires each particle has to be deterministically distinguishable from all others except two. On the other hand, we show that the unambiguous internal state discrimination by detectors is detrimental to the interference. However, the latter gets an enhanced visibility, if the measurement result is inconclusive. Our work has implications for higher-order interference with single photons, quantum computation, such as Boson Sampling, and multiparticle scattering into a finite set of channels, providing a suitable general approach with a simple weighted graph interpretation. Appendix A: Detailed derivation of Eqs. (1) and (2) Here we provide derivation of the probability formula which reduces to Eqs. (1) and (2) for particle counting nonresolving the internal states. We follow Ref. [16] and the Supplemental Material to Refs. [22, 23] . Below we consider simultaneously bosons and fermions using the fact that the respective probability is identical for the same J-function (the internal states for the same Jfunction are obviously not the same).
The general possible mixed state of N partiallydistinguishable particles impinging at k = (k 1 , . . . , k N ) input ports of a 2M -port, generally repeated, corresponding to the occupations n = (n 1 , . . . , n M ), can always be cast as follows
whereâ † k,j is the creation operator of a boson (fermion) in port k a and an internal basis state |j a ∈ H, and j = (j 1 , . . . , j N ), p i ≥ 0, i p i = 1. The permutation symmetry (anti-symmetry) of the operators for bosons (fermions) allows one to chose the expansion coefficients C (i) j to be symmetric (anti-symmetric) with respect to the symmetry subgroup S n ≡ S n1 ⊗ . . . ⊗ S nM of the symmetric group S N , where S n k corresponds to the permutations of the internal states of the particles in an input port k between themselves. These symmetric (antisymmetric) coefficients are normalized by j |C
A linear multiport U performs the unitary transformationâ † k,j = M l=1 U klb † l,j . Consider a particle counting at the multiport output capable of not only the particlenumber, but also the internal state resolution. First, let us assume that the internal states are resolved by the projective measurement in some orthogonal basis (let it be the same as in Eq. (A1)). The probability of the output (l 1 , j 1 ) , . . . , (l N , j N ) in the b-basis, with the corresponding generally multiple counts s l,j ≥ 1, reads
Using the following identity
with ε(σ) = 1 for bosons and ε(σ) = sgn(σ) for fermions, one obtains
where the J-function reads
with Π j = |j j| and the internal state ρ (int) given as
Note the symmetry property of J-function. The permutation symmetry (anti-symmetry) of the internal state (A7) for bosons (fermions), i.e.,
the expression for the J-function in Eq. (A6) can be simplified. Using that
we get for J(j; τ −1 , σ):
where ν = (α 1 , . . . , α |ν| ) is from the disjoint cycle decomposition of σ −1 τ , we have used that ε(ν) = (±1) |ν|−1 [40] and the identity
Though we have considered above the specific projective measurement, Π j = |j j|, by the linearity property Eq. (A6) applies also for arbitrary POVM elements Π j , where j Π j = 1 1.
For the particle counting not resolving their internal states, i.e., when no information is gained on the internal states of particles or the information is lost, which is mathematically equivalent to summation of the probabilities with all possible Π j elements in Eq. (A5) for a fixed set of the output ports l = (l 1 , . . . , l N ), the probability reads
with m = (m 1 , . . . , m M ) being the corresponding occupations and
For independent particles from Eqs. (A11), (A12) and (A13) we obtain Eqs. (1)- (2) of section II.
Appendix B: Bound on the g-weight
The bound is valid for arbitrary positive semi-definite Hermitian operators A 1 , . . . , A n , i.e.,
where k is mod n. Note that Tr(A k A k+1 ) is real and positive. Eq. (B1) can be proven by using the Cauchy-Schwartz inequality for the Hilbert-Schmidt 1 to the right, we have
where we have used Eq. (B2), the submultiplicativity of the Frobenius norm ||AB|| ≤ ||A|| · ||B|| and the effective commutativity in the trace of a product of two operators.
Appendix C: Existence of the state vectors with prescribed inner products as in Theorem 2
Consider N identical particles in linearly independent internal states |φ 1 , . . . , |φ N . Let |e 1 , . . . , |e N be an orthonormal basis in the N -dimensional Hilbert space of the internal states. Theorem 2 specifies that there are such state vectors that φ k |φ k±1 = r k,k+1 e iθ k,k+1 , mod N , with an arbitrary phase θ (1,...,N ) given in Eq. (4), whereas the scalar product is zero otherwise. Let us choose the basis states |e j in such a way that |φ 1 = |e 1 and
for 2 ≤ k ≤ N − 1, where a k,l are some coefficients. Eq. (C1) is the consequence of the condition φ k |φ l = 0 for l = k ± 1 for k = 1, . . . , N − 1. The sought for state vectors therefore are given as
(C3) The arbitrariness of the phase factor of a state vectors allows us to set a kk = 1 − |a k−1,k | 2 , whereas the collective phase is defined by the coefficients a k−1,k : θ (1,2,. ..,N ) = arg(a 12 a 23 . . . a N −1,N a * 1,N ). Theorem 2 would be proven, if we show existence of the coefficients in Eq. (C2) that
(mod N ) for some r k,k+1 = 0 and a free θ k,k+1 ,
and N l=1 |a kl | 2 = 1. Consider the rows from 2 to N − 1 of the matrix in Eq. (C2). Eqs. (C2) and (C4) give for
where a 11 = 1. Denoting q k ≡ r 2 k,k+1 and using a 2 kk = 1 − |a k−1,k | 2 one can derive the continuous-fraction representation for the absolute value of the amplitude in Eq. (C6)
where the lowest-level denominator contains 1 − q 1 . The continuous fraction in Eq. (C7) can be rewritten as a recursive formula. Denoting
and bringing consequentially the continuous fraction in Eq. (C7) to the common denominator, starting from the lowest level, we obtain
Since q k > 0, from Eq. (C10) it is seen that the normalization condition a kk ≤ 1, k = 2, . . . , N − 1 for the first N − 1 state-vectors in Eq. (C2) is equivalent to
Now, let us consider the last row in the matrix in Eq. (C2) and show that Eq. (C5) can be satisfied. We have from Eq. (C5) for k = 2, . . . , N − 2
Using in Eq. (C12) the expressions from Eqs. (C9) and (C10) and |a 1N | 2 = q N we get
Finally, for k = N − 1 we have from Eq. (C4)
where θ = θ N −1,N + θ N −2,N . Using into Eq. (C14) Eqs. (C10) and (C13) we get
where F 1 and F 2 are independent of q N and q N −1 . This fact allows us to satisfy the normalization condition for the state-vector |φ N , i.e.,
By Eq. (C15) a sufficient condition for Eq. (C16) has the form
and can be satisfied by an appropriate choice of q N and q N −1 . Note that the collective phase θ (1,...,N ) = θ 12 + . . .+θ N −1,N −θ 1,N is free, since the mutual phases θ k,k+1 have remained free parameters in the above construction. This proves theorem 2 of section III. Now, having proved the existence of the necessary state vectors, let us use the cyclic-symmetry argument to find the sufficient condition on r k,k+1 in a simple form. Since the enumeration of the state vectors from 1 to N is arbitrary within the cyclic order (the order of the state vectors in Eq. (A2) can be changed by the cyclic permutation 1 → 2 → . . . → N → 1, whereas the matrix M (C3) retains its form in another basis selected as above), the set of the conditions for φ k |φ k = 1, k = 1, . . . , N , is the set of equations similar to Eq. (C11) for all ordered subsets of N − 2 state vectors: (C18)
Appendix D: The probability to detect R out of N particles
Here we give a direct mathematical derivation of the probability formula in Eq. (25) . First of all, since identical particles bear no labels, we have (see also the note in section II)
where σ(l) = (l σ(1) , . . . , l σ(N ) ) (and similar for k). For definiteness, let us assume both k and l to be ordered:
Consider now a symmetric function in N variables f (l). Denote by m k the number of occurrences of l α = k and set m = (m 1 , . . . , m M ).
where the summation runs over the outputs satisfying |m| = N , |m ′ | = R, and |m ′′ | = N −R. Eq. (D2) applied to the probability p N (l|k) supplies the expression for the probability to detect R particles out of N , corresponding to m ′ :
where l is partitioned as above. Since the probability p N (l|k) is symmetric in both k and l, we can rearrange l such that l ′ = (l 1 , . . . , l R ). Now we plug the general formula Eq. (A12) (in an equivalent form) into Eq. (D3):
where we have used the unitarity of the multiport matrix U . Let us decompose the permutations σ 1,2 as follows
i.e., we define τ i ∈ S N /(S R S N −R ), the permutation choosing two subsets of R and N − R indices from 1 ≤ α ≤ N without changing the proper order of the indices in each subset. Then τ i (k) ≡ (k τi(1) , . . . , k τi(N ) ) = (k ′(i) , k ′′(i) ) with k 
is the symmetry group of the input configuration k ′′ with the occupations n ′′ . Note that for a π ∈ S n and an arbitrary σ ∈ S N we have from Eq. (A8) J(σπ) = J(πσ) = J(σ).
(D7)
In our case
with π ≡ I ⊗ π ′′ ∈ S n . Now we can use the following identity, valid for any symmetric function f (k ′ ), σ1,2
since exactly n! n ′ !n ′′ ! of τ 2 give the same set of values k ′ (2) as in k ′(1) , the summation over τ 1 is equivalent to that over the ordered subsets k ′ ⊂ k (or over all choices of R particles from N ), and there are exactly n ′′ ! permutations in S n ′′ , to obtain from Eqs. (D4)-(D8):
where we have introduced the probability of the particles from input k ′ to be detected at the output ports l
Here J n ′ -function is defined as in Eq. (2) of section II for the internal states of the particles labelled by k ′ . Hence, the probability is given by averaging the respective probabilities p R (l ′ |k ′ ) with input of R particles selected arbitrarily from N which depend only on the cycles of length d ≤ R. ). Using the fact that the correlation function is computed for an N -particle state ρ(n) (symmetric or anti-symmetric under particle permutations, respectively, for bosons and fermions) by inserting the projector of Eq. (E1) into the expression in Eq. (26) we get 
i.e., the first formula in Eq. (27) , where the second formula follows from Eq. (D9).
