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ABSTRACT
Stencil loops are a common motif in computations including con-
volutional neural networks, structured-mesh solvers for partial
differential equations, and image processing. Stencil loops are easy
to parallelise, and their fast execution is aided by compilers, li-
braries, and domain-specific languages. Reverse-mode automatic
differentiation, also known as algorithmic differentiation, autodiff,
adjoint differentiation, or back-propagation, is sometimes used to
obtain gradients of programs that contain stencil loops. Unfortu-
nately, conventional automatic differentiation results in a memory
access pattern that is not stencil-like and not easily parallelisable.
In this paper we present a novel combination of automatic dif-
ferentiation and loop transformations that preserves the structure
and memory access pattern of stencil loops, while computing fully
consistent derivatives. The generated loops can be parallelised and
optimised for performance in the same way and using the same
tools as the original computation. We have implemented this new
technique in the Python tool PerforAD, which we release with
this paper along with test cases derived from seismic imaging and
computational fluid dynamics applications.
CCS CONCEPTS
• Mathematics of computing → Automatic differentiation;
• Software and its engineering → Source code generation; •
Theory of computation → Parallel computing models; Shared
memory algorithms.
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Figure 1: Stencils with gather access occur in convolutions
and many other applications and are easy to parallelise.
Automatic differentiation or back-propagation transforms
this operation into a scatter update, which is hard to paral-
lelise without race conditions. With adjoint stencils, back-
propagation can be performed by using only easily paral-
lelisable stencils with gather access.
1 INTRODUCTION
Derivatives are an important ingredient for optimisation, inverse
modelling, error analysis, and related methods. Reverse-mode auto-
matic differentiation (AD) is used to compute these derivatives in
applications including climate modelling [11], fluid dynamics [7],
machine learning [3], and image processing [19]. Starting from an
implementation of a differentiable function, referred to as primal,
AD generates a new program that computes the derivative of that
function. This is achieved by using operator overloading [9, 12],
source-to-source [8, 10, 22, 27], or just-in-time compilation [16, 25].
In this paper, we focus on the differentiation of stencil loops,
which appear, for example, in convolutional neural networks and
structured-mesh PDE solvers. Stencil loops are characterised by
a memory access pattern where each index in an output array is
updated based on data gathered from a neighbourhood around
that index in one or more input arrays. Stencil computations are
straightforward to parallelise. For example, when OpenMP is used,
each thread is guaranteed to have a different value for the counter
in the parallel loop, and hence the write operations will occur at
unique memory locations. The read operations, on the other hand,
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occur at neighbourhoods around that index, and more than one
thread can read data from the same memory location. Techniques
to execute stencils efficiently on multicore CPUs or GPUs have
been studied extensively; see for example [17, 24].
We aim to apply reverse-mode automatic differentiation by source-
to-source transformation to such stencil loops. We will refer to this
approach as AD for the remainder of this work. AD, also known as
back-propagation or adjoint differentiation, allows the computation
of gradients with respect to an arbitrary number of function inputs,
at a cost that is independent of the number of inputs. Thus, one can
generate high-resolution seismic images, perform industrial-scale
shape optimisation, or train large neural networks. The derivatives
generated by AD are also sometimes called adjoint programs.
Reverse-mode AD traces derivatives backwards through a pro-
gram, from the outputs to the inputs. In other words, the adjoint
program is reading data from variables corresponding to the output
of the primal program and is writing data to variables correspond-
ing to the inputs of the primal. This data flow reversal also means
that a concurrent read access in the primal program (i.e., a gather
operation) can result in a concurrent write access in the derivative
program (i.e., a scatter operation). Consequently, a parallelisation
or vectorisation strategy that is valid for the primal program may
not be valid for its derivative, and reverse-differentiating parallel
programs without introducing data races (while maintaining par-
allel efficiency) is a hard problem. Previous approaches work only
for a small class of well-structured programs where array indices
or pointer targets of input variables can be statically shown to be
non-overlapping [6, 15].
To avoid data races and therefore undefined program behaviour,
one could safeguard every potentially conflicting write access with
atomic pragmas or critical sections. Doing so, however, causes
the write updates to be sequentialised, reducing parallel efficiency.
Additionally, such constructs incur overheads due to the necessary
thread synchronisation. The cost of executing the atomic updates
may slow the program execution significantly, as we demonstrate
in the test cases in this paper.
Another option is to use sum-reductions as implemented, for
example, in the OpenMP runtime. In nontrivial scenarios, these
require a private copy of the output array for each thread, which
significantly increases the memory footprint of the program. Other
approaches include colouring schemes, which incur an overhead in
computing the colouring, as well as introducing synchronisation
barriers for each colour, thus reducing parallel performance.
Our adjoint stencils technique solves this problem by implement-
ing back-propagation using only gather operations obtained via
loop transformations of the scatter operator. It requires no addi-
tional memory and performs the bulk of the computation with no
additional synchronisation barriers. All transformations are applied
at compile time. The idea is illustrated in Figure 1.
The paper is organised as follows. We summarise related work
and background in Section 2. Following this, we describe the steps
to generate adjoint stencils in Section 3 and present test cases in
Section 4.We present experimental performance results in Section 5,
and in Section 6, we summarise our conclusions and briefly describe
future work.
2 RELATEDWORK
AD differs from numerical differentiation or finite differences in that
it computes exact derivatives of the implemented computation,
with no truncation errors and without the need to choose any
finite step size. Automatic differentiation also differs from symbolic
differentiation in that it can handle large computations including
loops, branches, and function calls efficiently.
AD for parallel programs has been addressed for distributed-
memory MPI programs [13], exploiting the fact that message pass-
ing between parallel instances is explicit in the program source code
and often limited to a relatively small, carefully defined interface. In
this work, we focus on stencils, and not any specific parallelisation
technique. Stencil compilers (e.g., YASK) can parallelise in MPI or
shared memory but need the stencil structure.
Our approach is similar to that of autodiff for Halide [19]. For
simple stencils, we expect both approaches to yield identical results.
However, whereas the approach in [19] is intimately tied to Halide
and relies on zero padding and sum reductions, our approach can
be applied to any stencil compiler, such as Devito [20], HOSTS [26],
and Tiramisu [2], and requires neither padding nor reductions.
While ourwork uses some concepts from polyhedral compilers, it
does so in a targeted way that is tailored to generating stencil loops
that compute adjoints. Our framework supports nonrectangular
iteration spaces, avoiding some of the overapproximation required
in an interval-based representation like Halide.
A core aspect of our work is a gather-scatter conversion, simi-
lar to that described in [26]. That paper, however, deals only with
performance optimisation of stencil operations, and AD is not con-
sidered. To work with AD, the transformation must recognise that
some inputs of the original function, as well as inputs to the adjoint
computation, need to be gathered from the appropriate indices.
In a separate paper [14], we describe Transposed Forward-Mode
AD (TF-MAD) to transform the adjoint of a stencil back into a
stencil loop.We applied this to a structured PDE solver and observed
equally good scalability for the primal and adjoint. While that paper
has an aim similar to the work presented here, it did not provide an
implementation to automate the necessary transformations, and
it was restricted to stencils with a symmetric data flow; that is, if
the output array at index i depends on the input array at index j,
then the output at j must also depend on the input at i . This is not
the case for most stencil loops in practice, where the input space is
slightly larger than the output space because of boundary effects.
Other authors have presented automatic differentiation for vari-
ous domain-specific languages [5, 23]. These have in common that
the differentiation needs to operate only on a high level of abstrac-
tion and assemble hand-optimised building blocks that perform
efficient adjoint operations, for example, on neural network layers,
partial differential equations, or linear algebra operators. In con-
trast, our work is not tied to any particular application domain and
can differentiate any computation that has a stencil-like structure.
3 METHOD AND IMPLEMENTATION
In this section we describe the procedure to generate adjoint stencils
and its implementation in the stencil differentiation tool PerforAD,
which we release with this work.1
1PerforAD v1.1, https://github.com/jhueckelheim/PerforAD/releases/tag/1.1
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Before describing the transformations for arbitrary loop nest
depths and stencil shapes, we begin with a brief summary of AD,
followed by a simple example to illustrate adjoint stencils.
3.1 Automatic Differentiation
AD computes partial derivatives of each individual statement in
a given primal computer program and implements a new adjoint
program that accumulates those partial derivatives, following the
chain rule, to obtain the derivative of the entire primal program.
For example, if the original program contains a statement such as
r = sin(u);
then the adjoint program will contain the corresponding statement
ub = cos(u)*rb;
where ub is used to store the derivative of the program output with
respect to u and rb holds the derivative of the program output with
respect to r. The multiplication of the derivative of this statement
(cos(u)) with the output adjoint rb is an application of the chain
rule of calculus. If a primal expression contains nonlinear functions
(in this case sin()), the computation of the partial derivatives of
that expression needs to access the original primal value (in this
case, u).
An AD tool often distinguishes between active and passive vari-
ables. For example, a user may be interested only in the derivatives
of some outputs with respect to some inputs. The inputs and out-
puts of interest are called independent and dependent, respectively.
All intermediate variables that depend on an independent input
and that influence a dependent output are called active; all other
variables are called passive. Only active variables require a deriv-
ative counterpart variable, and only expressions that involve an
active variable need to be differentiated. PerforAD supports these
requirements by allowing a user to specify which arrays are active.
PerforAD is not a general-purpose AD tool. Rather, it can be
seen as an AD-aware loop transformation tool that focuses on the
efficient creation of adjoint stencil loops. A general-purpose AD tool
is currently necessary to differentiate the entire program, except
for the stencil loops that can be handled by PerforAD. The tool
does not contain its own parser front-end and instead relies on the
caller to supply a high-level description of the stencil computation.
In the test cases in our paper, this description was manually created.
Automating this process remains future work. PerforAD is designed
in a modular fashion to simplify the creation of new front-ends (for
example, to parse Fortran or C code) and back-ends (for example,
to print Fortran or C code). PerforAD is written in Python and
makes extensive use of the symbolic math library SymPy [21] for
its internal computation, as well as for its user interface.
3.2 1D Example
This section explains the adjoint stencil transformation step by step
using a one-dimensional example. This explanation is accompanied
by the illustration in Figure 2.
Suppose that a primal program contains the following parallel
gather operation for an iteration space i ∈ [1,n − 1]:
#pragma omp parallel for private(i)
for ( i=1; i<=n - 1; i++ ) {
r[i] = c[i]*(2.0*u[i-1] -3.0*u[i]+4*u[i+1]);
}
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Figure 2: Adjoint stencil transformation step by step, for a
one-dimensional three-point stencil. This illustration does
not show the read accesses to the primal array u that may
still be needed in the derivative code. Red arrows in the pri-
mal and adjoint show a group of updates that is performed
in the same loop iteration. Those same updates are then
highlighted in the split, shifted, and core loop. After regen-
eration, the red updates are distributed among several iter-
ations, and one iteration in the core loop performs a set of
updates as shown by green arrows.
A straightforward reverse-mode differentiation of this loop to com-
pute the derivatives of rwith respect to uwould yield the following
scatter operation, where ub and rb represent the adjoint variables
that correspond to u and r:
for ( i=1; i<=n-1; i++ ) {
ub[i-1] += 2.0 * c[i] * rb[i];
ub[i] -= 3.0 * c[i] * rb[i];
ub[i+1] += 4.0 * c[i] * rb[i];
}
If we assume that floating-point summation is associative (we come
back to this point in Section 3.5), we can split this into three loops.
for ( i=1; i<=n-1; i++ ) {
ub[i-1] += 2.0 * c[i] * rb[i];
}
for ( i=1; i<=n-1; i++ ) {
ub[i] -= 3.0 * c[i] * rb[i];
}
for ( i=1; i<=n-1; i++ ) {
ub[i+1] += 4.0* c[i] * rb[i];
}
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We can now substitute the loop counter i in the first, second, and
third loop with j:=i-1, j:=i, and j:=i+1, respectively, and obtain
three loops that each use the loop counter j as write index and have
iteration spaces j ∈ [0,n − 2], j ∈ [1,n − 1] and j ∈ [2,n].
for ( j=0; j<=n-2; j++ ) {
ub[j] += 2.0 * c[j+1] * rb[j+1];
}
for ( j=1; j<=n-1; j++ ) {
ub[j] -= 3.0 * c[j] * rb[j];
}
for ( j=2; j<=n; j++ ) {
ub[j] += 4.0 * c[j-1] * rb[j-1];
}
We observe that the iteration space of the three loops intersects
for j ∈ [2,n − 2]. Only the iteration space of the first loop contains
j = 0, that of the first and second loops contain j = 1, that of the
second and third contain j = n − 1, and the iteration space of the
third loop contains j = n. We can therefore compute the same result
using the following parallel loop and remainder statements.
ub[0] += 2.0 * c[1] * rb[1];
ub[1] += 2.0 * c[2] * rb[2];
ub[1] -= 3.0 * c[1] * rb[1];
ub[n-1] -= 3.0 * c[n-1] * rb[n-1];
ub[n-1] += 4.0 * c[n-2] * rb[n-2];
ub[n] += 4.0 * c[n-1] * rb[n-1];
#pragma omp parallel for private(j)
for ( j=2; j<=n-2; j++ ) {
ub[j] += 2.0 * c[j+1] * rb[j+1];
ub[j] -= 3.0 * c[j] * rb[j];
ub[j] += 4.0 * c[j-1] * rb[j-1];
}
Assuming that n is sufficiently large, the time spent executing the
remainder statements will be insignificant compared with that
spent inside the loop, which contains only updates to ub[j] that
can easily be merged into a single statement to obtain
#pragma omp parallel for private(j) shared(rb,ub,c)
for ( j=2; j<=n-2; j++ ) {
ub[j] += 4.0 * c[j-1] * rb[j-1]
- 3.0*c[j] * rb[j]
+ 2.0 * c[j+1] * rb[j+1];
}
This adjoint stencil loop has the same set of read and write in-
dices and can be parallelised in the same way as the primal stencil
loop. Note that the constant factors 4.0 and 2.0 have swapped their
position compared with the primal stencil.
3.3 Multidimensional Stencils
We now present the generation of adjoint stencil loops for any
number of dimensions and for any stencil shape, as implemented
in PerforAD.
3.3.1 From Inputs to Adjoint Statements. The tool requires as input
a symbolic expression that represents the computation performed
by a single iteration of the innermost loop. In addition, a list of sym-
bolic objects representing loop counters and symbolic expressions
for loop bounds is required. Also, the user must provide a list of
active variables for which counterpart derivative variables will be
generated. Two complete examples of PerforAD input scripts are
given in Section 4.
If the loop body is sufficiently simple, the provided expression is
differentiated with respect to all active input variables separately
using SymPy’s symbolic differentiation capabilities. We note that
even though we use symbolic differentiation for the statement in-
side the innermost loop, the overall derivative is assembled by using
automatic differentiation techniques. For large loop bodies where
symbolic differentiation is too inefficient, instead of providing a
concrete expression such as
ri, j = ui−1, j + 2ui, j−1,
the user can provide an uninterpreted function such as
ri, j = f (a,b)(a = ui−1, j ,b = ui, j−1).
PerforAD will then generate adjoint code where the derivatives of
f are also uninterpreted function calls. For example, the derivative
of f with respect to its input a, evaluated at (ui−1, j ,ui, j−1), would
be written as
ri, j = derivative(f (a,b),a)(a = ui−1, j ,b = ui, j−1).
A back-end could easily replace this expression by the appropriate
call to a derivative function that was created manually or by AD.
Each of these generated expressions represents the partial de-
rivative of the stencil with respect to one input (for example, ∂f∂L ).
The derivative expressions that are generated in this way will be
denoted by S1, S2, . . . , SM , where the number of such expressions
M is bounded by the stencil size. For example, the above two-point
stencil would yieldM = 2. In order to implement back-propagation,
each expression needs to be multiplied with the adjoint variable
that is associated with the output of the primal loop body (in this
example, r¯i, j ), and the result must be assigned to the adjoint vari-
able that is associated with the input with respect to which this
expression was differentiated (in this example, u¯i−1, j ). This yields
the expression u¯i−1, j + = ∂f∂a · r¯i, j . Without the following steps,
the derivative expressions would collectively implement the scatter
operation that is typical for conventional adjoints of stencil loops.
3.3.2 Shifting the Indices. To transform the scatter into a gather
operation, PerforAD determines the constant offset o that is used by
each derivative expression (in the above example, a two-dimensional
vector o = [−1; 0]). All indices of that expression are increased by
−o. In our example, this yields u¯i, j+ = ∂f∂L · r¯i+1, j . In order to pre-
serve the semantics of the adjoint computation, the offset is stored
along with the shifted expression and is later used to adjust the
loop bounds accordingly. The result of this step is a list of tuples,
each containing an expressions and an offset. All expressions now
write to the same output index.
If the output of the primal stencil function depends on its inputs
in a nonlinear way, then the derivative computation requires read
access to the primal input, and any array accesses also need to occur
with shifted indices. For our example with
derivative(f (a,b),a)(a = ui−1, j ,b = ui, j−1),
the derivative with offsets shifted by o = [−1; 0] would become
derivative(f (a,b),a)(a = ui, j ,b = ui+1, j−1).
In some cases, the shifted derivative functions will read data from
indices that did not occur in any primal expression (here, i+1, j−1).
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Figure 3: Iteration spaces of adjoint stencil loop nests for a
five-point stencil in two dimensions (that is, reading from
[i−1, j], [i+1, j], [i, j], [i, j−1], [i, j+1]). Each of the large squares
represents one point in the iteration space. Areas with uni-
form colour are part of the same loop nest. The core loop
is represented by the dark area in the centre of the image.
Within each loop nest, a stencil gather operation is imple-
mented. The read indices are a subset of the original five-
point star stencil. The subset that is actually implemented
in that particular loop nest is shown by filled red boxes; the
expressions that are not valid in this area are shown with
empty red boxes.
3.3.3 Generating the Core Loop Nest. The offsets are now used to
identify the largest iteration space in which it is legal to execute
all shifted derivative expressions generated in the previous step.
We will refer to the loop that covers this space as the core loop nest.
The loop bounds of the core loop nest depend on the bounds of
the primal loop nest supplied by the user, as well as the offsets of
the shifted expressions. In each dimension i , the iteration space
of the primal loop will be denoted as i ∈ [si , ei ] where si , ei refer
to the primal lower and primal upper bound, respectively. The i
component of the offset vector of a given adjoint expression Slwill
be denoted as oi (Sl ). The lower core loop bound is then given by
the original lower loop bound given by the user, plus the maxi-
mum offset in that dimension. Conversely, the upper loop bound is
given by the original upper loop bound minus the minimum offset.
Formally, the adjoint core loop bounds in i-dimension are[
si + max
l ∈[1,M ]
(oi (Sl )), se − min
l ∈[1,M ]
(oi (Sl ))
]
.
The core loop nest implements a gather operation with as many
distinct read indices as the primal loop. If the iteration space is much
larger than the stencil size, this loop nest will perform most of the
adjoint computation. The core loop nest can be easily parallelised.
3.3.4 Boundary Treatment. In addition to the core loop nest, we
need to generate boundary loop nests that execute the appropriate
subset of derivative expressions wherever they are valid outside the
core area. To achieve these, we split the set of derivative expressions
into subsets such that each subset contains only expressions with
the same iteration space. Usually more than one correct splitting
exists. In the current implementation, the loop nests are generated
such that their iteration spaces are disjoint; that is, every output
index is accessed only within one loop nest that contains all state-
ments that update this location. As a result, no synchronisation
barriers are needed between the generated loop nests. Note that
the boundary loops are also stencil gather operations, albeit with
smaller numbers of read indices, and can be easily parallelised; see
Figure 3.
The current splitting strategy results in a relatively large code
size: with a primal stencil that gathers data from n points in each of
d dimensions, the number of generated adjoint loop nests is at most
(2n−1)d . For the one-dimensional three-point stencil in Section 3.2,
this resulted in five adjoint loops, of which all but the core loop
could be unrolled, since they performed only one iteration. For a
dense 3 × 3 stencil in two dimensions, the number of adjoint loops
would be 25, and for a dense three-dimensional 3× 3× 3 stencil, 125.
If the primal stencil is not dense but instead a star-shaped stencil
such as the one shown in Section 4.1, then 53 loop nests are needed.
To avoid generating such a large amount of code, the strategy
could be changed to instead generate only one remainder loop on
each side of the core loop in each dimension, containing all deriva-
tive expressions. Since not all expressions are valid throughout the
whole remainder, each statement would need to be guarded by an
if-condition. While this might not be ideal for performance, the
effect would be limited to the remainder loop nests, which are at
most d − 1-dimensional. A polyhedral compiler could be used to
implement many other strategies, with different trade-offs between
the code size and the number of branches.
Another strategy is possible if the primal stencil is always ex-
ecuted on entire arrays and the AD tool can control the memory
allocation for both primal and adjoint code. In this case, the input
arrays could be padded with zeroes, which would allow all shifted
adjoint expressions to be executed throughout the entire domain.
3.4 Restrictions
The transformation implemented in PerforAD requires that there
be a set of input arrays from which data is read and a set of output
arrays that arewritten in an assignment or incremented by using the
+= operator. The sets of read andwrite arraysmust not intersect; that
is, no array can be both input and output (with the aforementioned
exception of the += operator). In addition, read access is allowed
from constants that are not active for differentiation. All output
arrays are accessed only by using the loop counters as indices. For
a nested loop with counter variables [i1, i2, . . .], a multidimensional
array may be written or incremented by using a permuted subset of
the counter variables as indices, for example, r[i_1][i_4][i_3].
All input arrays are read at indices that are constant integer offsets
of the loop counters, for example, u[i_1+3][i_3-2][i_4-1]. The
offsets must be known at compile time for expressions to be shifted
and remainder loops to be generated. The loop nest must be perfect;
that is, no statement may appear other than inside the innermost
loop. All loop bounds must be affine functions.
3.5 Associativity of Floating-Point Summation
We assume that the contributions to each adjoint output index
can be reordered arbitrarily without affecting the final result. This
assumption would be true for real numbers but is not true for
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floating-point numbers because of roundoff effects. If this effect
is important for some application, PerforAD could be modified to
respect a particular ordering that the user chooses. The ordering
would still be deterministic if the adjoint code is executed in parallel.
This is possible because all updates to a given index are collected
within the same iteration. In contrast, the scatter operation gener-
ated by a conventional AD tool could not be easily parallelised in a
way that produces a deterministic floating-point result.
3.6 Verification
To verify the correctness of the adjoint code generated by PerforAD,
we compared it with adjoint code generated by theAD tools ADIC [22]
and Tapenade [10]. We used the test cases described in Section 4
and checked for equality of the computed adjoints. For all the input
test cases in this paper, the outputs of all the three approaches were
in full agreement.
4 TEST CASES
We have selected two test cases to demonstrate the performance of
adjoint stencils in PerforAD. Both test cases are structured-mesh
discretisations of partial differential equations. The generated ad-
joint stencil code faces two performance challenges. First, a large
number of remainder loops may cause large adjoint code sizes
and potentially slow the execution. Second, the use of symbolic
differentiation applied to the loop body may cause unnecessary
computations for complicated primal loop bodies, especially since
PerforAD makes no attempt to identify common sub-expressions
within the same loop nest. We selected a test case with a deep loop
nest and another one with a complicated loop body to test our tool
in the presence of these challenges.
The first test case is a solver for wave equations with spatially
varying wave propagation speed. The computation is performed in
a three-deep loop nest, corresponding to the three spatial dimen-
sions. A large number of iterations is typically performed with this
type of solver, which makes this a good showcase for performance
evaluations.
The second test case is a one-dimensional Burgers equation
solver. The loop body is more challenging to differentiate, because
it is nonlinear and only piecewise differentiable. As a result, the
generated adjoint is more complex and contains branches.
For both test cases, we generate adjoint stencils using PerforAD
and generate conventional adjoint code with scatter memory ac-
cess using the Tapenade [10] AD tool. Tapenade generates serial
output code. We thus additionally create a parallelised version of
the conventional adjoint code by adding OpenMP pragmas to the
Tapenade-generated code, safeguarding the scattered memory ac-
cess with atomic pragmas to avoid data races.
4.1 Wave Equation
The wave equation and its adjoint are solved numerically in ap-
plications including seismic imaging, where performance on high-
performance computing systems has been identified as a bottle-
neck [1]. We perform one single time step on a 1000 × 1000 × 1000
import sympy as sp
from perforad import *
######## 3D Wave Equation Example ########
# Define symbols
c = sp.Function("c")
u_1 = sp.Function("u_1"); u_1_b = sp.Function("u_1_b")
u_2 = sp.Function("u_2"); u_2_b = sp.Function("u_2_b")
u = sp.Function("u") ; u_b = sp.Function("u_b")
i,j,k,C,D,n = sp.symbols("i,j,k,C,D,n")
# Build stencil expression
u_xx = u_1(i-1,j,k) - 2*u_1(i,j,k) + u_1(i+1,j,k)
u_yy = u_1(i,j-1,k) - 2*u_1(i,j,k) + u_1(i,j+1,k)
u_zz = u_1(i,j,k-1) - 2*u_1(i,j,k) + u_1(i,j,k+1)
expr = 2.0* u_1(i,j,k) - u_2(i,j,k) + c(i,j,k)*D*(u_xx+u_yy+u_zz)
# Build LoopNest object for this expression
lp = makeLoopNest(lhs=u(i,j,k), rhs=expr , counters = [i,j,k],
bounds ={i:[1,n-2],j:[1,n-2],k:[1,n-2]})
# Output primal and adjoint files
printfunction(name="wave3d", loopnestlist =[lp])
printfunction(name="wave3d_perf_b",
loopnestlist=lp.diff({u:u_b , u_1:u_1_b , u_2: u_2_b }))
Figure 4: Python script that uses the PerforAD package to
generate C code, which implements a three-dimensional
wave equation solver. The input and output arrays are repre-
sented in PerforADusing SymPy function objects. All scalars,
including loop counters and bounds, are represented by
SymPy symbol objects. The SymPy expression object expr,
a list of loop counters, and a dictionary with bounds asso-
ciated with each counter are passed to the makeLoopNest()
function, which is part of PerforAD. It returns a LoopNest
object, which encapsulates all necessary data to represent a
stencil computation, and provides functions to generate the
primal and adjoint C code.
three-dimensional grid. The wave equation is given by
∂2u
∂t2
= a2 ·
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)
for ®x ∈ Ω ⊂ R3, t ∈ (0,T ].
By using finite differences to discretise the differential operators in
space and time with spatial and temporal resolution dx and dt and
by letting c := a2 and
D :=
(
dt
dx
)2
=
(
dt
dy
)2
=
(
dt
dz
)2
,
a primal solver to solve this equation, as well as its adjoint, can be
generated with the Python script shown in Figure 4.
The primal and adjoint stencil loop shown in Figure 5 are gener-
ated by PerforAD and shown alongside the conventional adjoint
generated by Tapenade, which is not a stencil loop and thus had to
be manually parallelised.
4.2 Burgers Equation
Computational fluid dynamics (CFD) is another application that
routinely uses adjoints and relies on efficient parallelisation to
compute industrial-scale test cases. The Burgers equation is often
used as a prototype in CFD solver development, because it is scalar
and thus relatively easy to implement, but it still shows some of
the challenging nonlinear behaviour that makes CFD simulations
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// Stencil primal
#pragma omp parallel for private(k,j,i)
for ( i=1; i<=n - 2; i++ )
for ( j=1; j<=n - 2; j++ )
for ( k=1; k<=n - 2; k++ ) {
u[i][j][k] += D*(-6*u_1[i][ j][ k] + u_1[i][ j][ k - 1]
+ u_1[i][ j][ k + 1] + u_1[i][ j - 1][ k]
+ u_1[i][ j + 1][ k] + u_1[i - 1][ j][ k]
+ u_1[i + 1][ j][ k])*c[i][ j][ k]
+ 2.0* u_1[i][ j][ k] - u_2[i][ j][ k];
}
// PerforAD stencil adjoint
for ( i=2; i<=n - 3; i++ )
for ( j=2; j<=n - 3; j++ )
for ( k=2; k<=n - 3; k++ ) {
u_1_b[i][j][k] += D*c[i][ j][ k + 1]*u_b[i][ j][ k + 1];
u_1_b[i][j][k] += D*c[i][ j + 1][ k]*u_b[i][ j + 1][ k];
u_1_b[i][j][k] += D*c[i + 1][ j][ k]*u_b[i + 1][ j][ k];
u_1_b[i][j][k] += (-6*D*c[i][ j][ k] + 2.0)* u_b[i][ j][ k];
u_2_b[i][j][k] += -u_b[i][ j][ k];
u_1_b[i][j][k] += D*c[i - 1][ j][ k]*u_b[i - 1][ j][ k];
u_1_b[i][j][k] += D*c[i][ j - 1][ k]*u_b[i][ j - 1][ k];
u_1_b[i][j][k] += D*c[i][ j][ k - 1]*u_b[i][ j][ k - 1];
}
// Tapenade adjoint , manually parallelised
#pragma omp parallel for private(i, j, k, tempb)
for (i = n-2; i > 0; --i)
for (j = n-2; j > 0; --j)
for (k = n-2; k > 0; --k) {
tempb = D*c[i][j][k]*ub[i][j][k];
#pragma omp atomic
u_1b[i][j][k - 1] = u_1b[i][j][k - 1] + tempb;
#pragma omp atomic
u_1b[i][j][k] = u_1b[i][j][k] + 2.0*ub[i][j][k] - 6*tempb;
#pragma omp atomic
u_1b[i][j][k + 1] = u_1b[i][j][k + 1] + tempb;
#pragma omp atomic
u_1b[i][j - 1][k] = u_1b[i][j - 1][k] + tempb;
#pragma omp atomic
u_1b[i][j + 1][k] = u_1b[i][j + 1][k] + tempb;
#pragma omp atomic
u_1b[i - 1][j][k] = u_1b[i - 1][j][k] + tempb;
#pragma omp atomic
u_1b[i + 1][j][k] = u_1b[i + 1][j][k] + tempb;
u_2b[i][j][k] = u_2b[i][j][k] - ub[i][j][k];
}
Figure 5: One single time step for the primal and adjoint
wave equation solver implemented in C, as generated by
PerforAD. The output array is written to at the central index
i,j,k, while the input arrays are read in the neighbourhood
around that centre. The loop is parallelised. In contrast, the
conventional adjoint implements a scatter operation to a
neighbourhood around the centre and was manually paral-
lelised by using atomic updates.
difficult. In one spatial dimension, it can be written as
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
.
An interesting challenge in the context of this work is that the
convective term is nonlinear. A common way of discretising this
term is upwinding, where the finite difference formula depends on
the sign of u as
u
∂u
∂x
≈ 1
dx
· (max(ui , 0) · (ui − ui−1) + min(ui , 0) · (ui+1 − ui )) .
import sympy as sp
from perforad import *
######## 1D Burgers Equation Example ########
# Build stencil expression
ap = sp.functions.Max(u_1(i),0)
am = sp.functions.Min(u_1(i),0)
uxm = u_1(i)-u_1(i-1)
uxp = u_1(i+1)-u_1(i)
ux = ap*uxm+am*uxp
expr = u_1(i) - C * ux + D * (u_1(i+1) + u_1(i-1) - 2.0* u_1(i))
# Build LoopNest object for this expression
lp = makeLoopNest(lhs=u(i), rhs=expr , counters = [i],
bounds ={i:[1,n-2]})
# Output primal and adjoint files
printfunction(name="burgers1d", loopnestlist =[lp])
printfunction(name="burgers1d_perf_b",
loopnestlist=lp.diff({u:u_b , u_1:u_1_b }))
Figure 6: Python script to generate the Burgers equation
solver. An upwinding scheme is implemented by using min
and max functions, which are piecewise differentiable and
correctly handled by SymPy and PerforAD.
// Stencil Primal
for ( i=1; i<=n - 2; i++ ) {
u[i] += -C*((-u_1[i] + u_1[i + 1])* fmin(0, u_1[i])
+ (u_1[i] - u_1[i - 1])* fmax(0, u_1[i]))
+ D*( -2.0* u_1[i] + u_1[i - 1] + u_1[i + 1])
+ u_1[i];
}
// PerforAD Stencil Adjoint
for ( i=2; i<=n - 3; i++ ) {
u_1_b[i] += (C*fmax(0, u_1[i + 1]) + D)*u_b[i + 1];
u_1_b[i] += (-C*((-u_1[i] + u_1[i + 1])*(( - u_1[i] >=0)?1.0:0.0)
+ (u_1[i] - u_1[i - 1])*(( u_1[i] >=0)?1.0:0.0)
+ fmax(0, u_1[i]) - fmin(0, u_1[i]))
- 2.0*D + 1)*u_b[i];
u_1_b[i] += (-C*fmin(0, u_1[i - 1]) + D)*u_b[i - 1];
}
Figure 7: Primal and adjoint stencil solvers for the Burgers
equation in one dimension. The upwinding scheme results
in the use of ternary operators in the adjoint code.
By lettingC := dtdx and D := ν ∗ dtdx 2 , the primal and adjoint stencils
can be implemented by using the PerforAD script shown in Figure 6,
yielding the C code shown in Figure 7.
The stencil is nonlinear, and the value of u is required at various
points in the derivative computation. The adjoint code generated
by Tapenade handles the min and max functions differently from
PerforAD. Instead of evaluating these functions within the adjoint
code, Tapenade creates a loop that evaluates the functions sep-
arately and pushes the results onto a stack. These precomputed
values are popped from the stack during the adjoint computation.
The resulting code cannot easily be parallelised, since the order in
which values are added and removed from the stack is crucial.
To exclude this effect and compare PerforAD with a parallelised
adjoint code that uses scatter operations, we manually modified the
Tapenade output to instead evaluate the min and max functions
within the adjoint computation itself, and we removed the stack
access. Following this, we made the loop OpenMP-parallel and
added atomic pragmas. We ran the primal and all adjoint solvers
on a one-dimensional problem with one time step on 1 billion cells.
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Figure 8: Speedups for the wave equation solver on a
Broadwell processor, using up to 12 threads. The Tapenade-
generated code with manual parallelisation does not scale
at all. The primal and PerforAD-generated adjoint benefit
from using all 12 cores.
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Figure 9: Speedups for the Burgers equation solver. The
PerforAD-generated adjoint has near-perfect scalability.
5 EXPERIMENTAL RESULTS
We obtained timing results on two test systems for the primal
and adjoint, as well as conventional adjoint solvers for the wave
equation, and the Burgers equation. The first test system, referred
to as Broadwell, uses a dual socket system with 12-core Intel Xeon
E5-2650 v4 Broadwell CPUs, with a combined total of 24 physical
cores. To eliminate NUMA effects on our experiments, we limited
the number of threads to 12, and used numactl to restrict memory
and computation to a single socket and OMP_PROC_BIND to ensure
thread pinning. The other test system, referred to as KNL, runs an
Intel XeonPhi Knights Landing 7210 processor with 64 physical
cores and up to 256 threads, in KMP_AFFINITY=scatter mode. The
examples are compiled using the Intel C Compiler version 18 using
the flags -O3 -fopenmp -xHost.
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Figure 10: Absolute runtimes for wave equation primal and
adjoint stencils and conventional adjoints in serial, as well
as best observed primal and adjoint stencil run time in par-
allel. The best-observed performance of adjoint stencils was
with 12 threads and is faster than the conventional adjoint
by a factor of 3.4×.
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Figure 11: Absolute runtimes for the Burgers equation pri-
mal and adjoint stencils and conventional adjoints in serial,
as well as best observed primal and adjoint stencil runtime
in parallel. Despite being slower in serial, the adjoint stencil
outperforms conventional adjoints by a factor of 5.7×.
5.1 Broadwell
Since PerforAD introduces overhead by differentiating the loop
body separately for each function input using SymPy, we expect the
serial performance of the generated adjoint stencils to beworse than
that of Tapenade-generated adjoint code. On the other hand, we
expect adjoint stencils to have parallel scalability at least equivalent
to that of the primal stencil.
All of this is indeed confirmed in our experiments. Figure 10
shows absolute runtimes for our wave equation test case on Broad-
well. The serial runtime of adjoint stencils is 64% higher than that
of Tapenade adjoints, at 8.52s compared with 5.43s . However, using
atomic pragmas on the conventional adjoint slows that code, and
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Figure 12: Speedups for thewave equation solver onKNL, us-
ing up to 64 threads. The primal loop scales well only up to
16 threads. The adjoint stencil loop generated by PerforAD
continues to scale up to 32 threads. The manually paral-
lelised adjoint solver scales only up to 2 threads.
1 2 4 8 16 32 64 128 256
1
2
4
8
16
32
64
128
256
Number of Threads
Sp
ee
du
p
Scalability of the Burgers Equation on KNL
Primal
Adjoint
Atomics
PerforAD
Ideal
Figure 13: Speedups for the Burgers equation solver, show-
ing near-perfect scalability up to 64 threads for the primal
and adjoint stencil solver on a KNL processor. The scatter
adjoints with atomics do not scale at all.
it requires 91s even if only one thread is used, and it slows down
further with any additional thread that is added to the computation.
This result is in agreement with the reported slowdown of using
atomics in [24]. In contrast, the adjoint stencil code scales well and
performs slightly better than the conventional adjoint if 2 threads
are used, and significantly better if more threads are added. Simi-
larly, Figure 11 shows absolute runtimes for the Burgers equation
test case, where the serial performance of adjoint stencils is worse
but, because of the improved scalability, outperforms the conven-
tional adjoint solver if at least 2 threads are used. The scalability
of all wave equation solvers on Broadwell is presented in Figure 8,
and for the Burgers equation solvers in Figure 9.
5.2 Knights Landing (KNL)
On the KNL system, the primal wave equation solver scales up to
16 threads, then plateaus. The solver cannot efficiently scale to the
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Figure 14: Absolute runtimes for wave equation solvers. The
fastest primal stencil used 128 threads, while the fastest ad-
joint stencil used 256 threads.Since the conventional adjoint
code does not scale well, adjoint stencils lead to a much-
reduced runtime in parallel, over 19× faster than the best
runtime of the conventional adjoint code.
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Figure 15: Absolute runtimes for the Burgers equation
solvers. The adjoint stencil loop is faster than the conven-
tional adjoint code generated by Tapenade. The latter is
slowed by the access to the intermediate value stack that is
used to store the results of the min and max functions. This,
combinedwith the differences in scalability, results in a 125×
run time difference between Tapenade and PerforAD.
full number of threads, probably because the memory bandwidth
is saturated. Adjoint stencils scale better than the primal stencils
do (up to 32 threads), probably because the loop body contains
more operations. The better scalability means that the performance
gap between the primal and adjoint stencil is slightly smaller for
parallel than for the serial execution.
The Tapenade wave equation adjoint is not parallelised and
hence does not scale. The manually parallelised scatter adjoint
with atomics scales up to 2 threads, then becomes slower with any
additional thread. Its absolute runtime is always worse than that of
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the serial adjoint. The best-observed runtime for stencil adjoints is
more than 19× better than that of the conventional adjoint code.
For the Burgers equation, adjoint and primal stencils scale well
up to 64 threads. Parallelised conventional adjoints with atomics
always perform worse than serial conventional adjoints in our
experiment. On KNL, we used the original Tapenade output that
precomputes min and max functions on a stack for our serial run
times. Hence, the PerforAD-generated adjoint stencil is faster even
in serial. The manually parallelised Tapenade adjoint is identical
to that used on Broadwell, with no stack access. Adjoint stencils
outperform conventional adjoints by a factor of 125×.
6 CONCLUSION AND FUTUREWORK
We have presented adjoint stencils, a method for automatic differ-
entiation or back-propagation of gather stencil loops in a way that
uses only gather stencil operations. This method is implemented
in the open source tool PerforAD, which we release together with
this paper. The test cases in our work demonstrate that adjoint
stencils are as scalable on CPU and XeonPhi systems as are the
original computations, and can outperform programs generated by
conventional automatic differentiation by orders of magnitude.
We plan to test our method also on GPU systems, and to explore
similar transformations not only for stencil computations but more
generally for programs that have been performance-optimised. We
aim to extend PerforAD by combining it with conventional auto-
matic differentiation tools, as well as polyhedral compilers [2, 4],
to target more applications. It would also be useful to integrate our
tool with domain-specific language compilers [17, 18, 20] to make
these transformation available to a larger audience.
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