Abstract. Driven by new regulations and animal welfare, the need to develop in silico models has increased recently as alternative approaches to safety assessment of chemicals without animal testing. This paper describes a novel machine learning ensemble approach to building an in silico model for the prediction of the Ames test mutagenicity, one of a battery of the most commonly used experimental in vitro and in vivo genotoxicity tests for safety evaluation of chemicals. Evolutionary random neural ensemble with negative correlation learning (ERNE) [1] was developed based on neural networks and evolutionary algorithms. ERNE combines the method of bootstrap sampling on training data with the method of random subspace feature selection to ensure diversity in creating individuals within an initial ensemble. Furthermore, while evolving individuals within the ensemble, it makes use of the negative correlation learning, enabling individual NNs to be trained as accurate as possible while still manage to maintain them as diverse as possible. Therefore, the resulting individuals in the final ensemble are capable of cooperating collectively to achieve better generalization of prediction. The empirical experiment suggest that ERNE is an effective ensemble approach for predicting the Ames test mutagenicity of chemicals.
Introduction
The Ames test in Salmonella typhimurium is an in vitro biological assay to assess the mutagenic potential of chemical compounds. It is also considered as a quick assay to estimate the carcinogenic potential of a compound. Hence it serves as one of a battery of the most commonly used experimental in vitro and in vivo genotoxicity tests for safety evaluation of chemicals. Nevertheless, driven by new regulations and animal welfare, recently the needs of development of in silico models as alternative approaches to mutagenicity assessment of chemicals without animal testing is constantly increasing, and has attracted much attention from researchers in both fields of toxicology and computer science. Machine learning technique inevitably plays a major role in establishing relationships between chemical structural descriptors and mutagenicity for reducing, refining or replacing (3R) animal testing.
The classification problem addressed in this paper is to predict whether an Ames test of a chemical is positive or negative. A positive test outcome means that the chemical tested is more likely to be a mutagen whilst a negative test outcome means that the chemical is more likely a non-mutagen. Application of different classification methods to the prediction of Aems test mutagenicity has been studied already. While most of studies use single learner based classification methods such as decision trees, k -nearest neighbors, neural networks [2, 3] , and support vector machine [4] , few use ensemble methods such as bagging, boosting, and random forest [5] . However, ensemble approaches have generally been shown to be superior to their corresponding base classifiers for most of the classification problems in machine learning [6] . The preliminary analysis using a variety of classifiers also showed us similar scenarios. First, ensemble approaches of bagging, boosting and random forests using the decision tree as a base classifier outperform non-ensemble classifiers. Second, random forest approach performs best among three ensemble approaches [7] . The superiority of random forest approach is largely due to that it uniquely adopts the feature subset selection, which is particularly of value for handling a data set with a large amount of feature variables [8] . Nevertheless, randomization of both data and features taken in random forests seems to pay more attention to diversity than to accuracy of individual classifiers in an ensemble, which may degrade the performance of the generated ensemble. Both theoretical [9] and empirical studies [10] demonstrated that the generalization ability of ensemble depends crucially on both accuracy and diversity among individual classifiers in the ensemble. In this study, we focus on a novel machine learning ensemble approach based on NNs and evolutionary computation, which has the potential to pay attention to both diversity and accuracy of individuals within an ensemble. We are particularly interested in an investigation of its efficacy of the approach to building in silico models for the prediction of the Ames test mutagenicity of chemicals.
It is non-trivial to design an accurate yet diverse ensemble due to a trade-off between accuracy and diversity in the ensemble. In [1] , we have proposed to incorporate evolutionary random neural network ensemble with negative correlation learning [11] (ERNE) to design accurate and diverse ensemble for machine learning problems. Experimental results of ERNE have shown improvement over the existing ensemble algorithms, i.e. Bagging, Adaboost and random forests. Since ERNE employs bootstrap sampling and random subspace method to generate the initialized neural ensemble and maintains the randomization in the evolving stage, diversity in the ensemble is encouraged/kept in ERNE. Evolutionary algorithm with negative correlation learning is adopted to search for a population of diverse and accurate individual NNs that collectively solve a problem. In negative correlation learning, the individual networks are trained simultaneously, rather than independently or sequentially. Evolving the ensemble with negative correlation learning emphasizes not only the accuracy of individual NNs but also the cooperation among different individual NNs and thus improve the generalization. In ERNE, as each member in the ensemble is learned from bootstrap sample of the training examples, which typically omits 1/e ≈ 37% of the training examples, out-of-bag (OOB) estimation, based on recording the votes of each member on those training examples omitted from its bootstrap sample and aggregating the votes for each training examples for an estimation of the generalization error, serves as another benefits of the algorithm.
The aim of this paper is to apply ERNE to the prediction of the Ames test mutagenicity of chemicals. The rest of this paper is organized as follows: The proposed algorithm is present in Section 2. Experimental results and discussion are reported in Section 3. Finally, Section 4 concludes the paper with future work.
Evolving Random Neural Ensembles with Negative Correlation Learning (ERNE)
It is widely believed that the success of ensemble algorithms depends on the accuracy and diversity among these base classifiers [12] . In general, the individual classifiers in ensemble are designed to be accurate and diverse among each other. For example, Bagging relies on bootstrap that produces different subsets of the training data; Ensemble of features employs different features instead of training data to generate diverse ensemble [8] . Random forests [13] combines Bootstrap sampling and random subspace method to generate more diverse ensembles. However, the predictions of random forests may fluctuate because of randomization of data and features simultaneously. Although the disadvantage of this could be slightly offset by including more and more decision trees in the ensemble, this of course leads to extended training times and more resources consumed. The existing methods, random sampling of data and features, may promote the diversity but degrade the accuracy. How to improve the accuracy and simultaneously maintain the diversity for individual ensemble members to make sure that the obtained ensemble is both accurate and diverse is a key factor for ensemble algorithms. Chen et. al [1] proposed ERNE algorithm that offers a natural way to optimize accuracy and simultaneously maintain the diversity among the individuals in the ensemble. In this algorithm, randomization of both data and features has been adopted/kept to generate/maintain the diversity in the ensemble. Evolutionary ensemble with negative correlation learning provides the opportunities for these individual NNs to negatively correlated with each other and thus improve the accuracy of these individual NNs.
ERNE firstly generates an initial population of Neural Networks (NNs), each of which is trained on bootstrap of training data and random feature subspace. Then the diverse population is evolved with negative correlation learning to improve the accuracy of individual NN.
The whole process could be illustrated as following.
1. Sampling the original training set and obtain M replications of training set
Generate an initial population of M Neural Networks (NNs), the number of hidden nodes for each NN, n i (i = 1, ..., M ) is specified randomly restricted by the maximal number of hidden nodes. The random initial weights are distributed uniformly inside a small range. 3. Train each NN on each bootstrap set B i with randomly selected feature sub-
for a certain number of epochs that is proportional to the number of hidden number of neural network using negative correlation learning and calculate the out-of-bag estimation as the ensemble fitness function. 4. In each generation, randomly choose s NNs to create offspring NNs 1 . For each offspring s i , evolve each s NNs with Gauss mutation 2 , and train it with its corresponding parent's bootstrap set B i and feature subset F i . s is specified by the user. 5. Compare the fitness of each s i NN with their respective parents and include the better one in the population and recalculate the out-of-bag error as the fitness. 6. Go to the next step if the maximum number of generations has been reached.
Otherwise, and go to Step 3. 
Negative Correlation Learning
Negative Correlation Learning (NCL), a successful neural network ensemble learning technique developed in the evolutionary computation literature [11, 14] , has shown a number of empirical successes and varied applications, including regression problems [15] and classification problems [16] . It has consistently shown promising results compared with other techniques like Mixtures of Experts, Bagging, and Boosting [11, 17] .
NCL introduces a correlation penalty term into the error function of each individual network in the ensemble so that all the networks can be trained simultaneously and interactively on the same training data set. Liu et al. [16] implemented NCL by gradient descent method for training neural network. In fact, negative correlation learning provides a novel way to decompose the learning task of the ensemble into a number of subtasks for different individual networks.
Out-of-Bag Fitness Evaluation
In ERNE, out-of-bag (OOB) estimation error is taken as the objective to be optimized. As each member in the ensemble is learned from bootstrap sample of the training examples, which typically omits 1/e ≈ 37% of the training examples. The out-of-bag estimate is based on recording the votes of each member on those training examples omitted from its bootstrap sample and aggregating the votes for each training examples for an estimation of the generalization error. Out-ofbag estimates is proposed as an ingredient in estimates of generalization error, which has been empirically supported by [18] that the out-of-bag estimate is as accurate as using a test set of the same size as the training set. However, out-ofbag estimate requires considerably less time than the 10-fold cross-validation.
Experiments
In this section, we shall evaluate ERNE for the Ames test problem by comparing with some traditional classifiers, i.e. classification and regression tree (CART), and multilayer perceptions (MLP), as well as their corresponding ensemble learning algorithms respectively, i.e. Bagging of CART/MLP, Adaboost.M1 of CART/MLP and random forests/MLP.
Chemical Data Set
The chemical data used in this study were obtained from a paper of Kirkland et al. [19] . The total number of chemicals is 691, which consists of 357 chemicals with positive results from Ames tests and 334 chemicals with negative results. Performance comparison of ERNE against CART and three other tree-based ensemble approaches in predicting the Ames test mutagenicity based on two-fold cross validation. The differences between ERNE and other classifiers are significant at the 5% significance level, see Table 2 .
The variables that are used as features to build models are a set of 197 descriptors, which consist of atom/fragment counts, graph descriptors, topological descriptors and chemical structural descriptors [7] .
Experimental Setup
As we know, the experimental results depend on the partitions of data set. In this paper, two-fold cross validation, allowing a sufficient test set to estimate the generalization error, is employed to evaluate these algorithms.
We prepossess all 197 features by normalizing them into values between 0.0 and 1.0. The network we used in this paper is three layer feedback NN. The number of hidden nodes will be initialized randomly but restricted in the range 3 to 8. Initial connection weights for individual NNs in an ensemble are randomly chosen. The parameter λ is set to 0.8 and the variance of Gaussian mutation is 0.1. The parameters in use are set to: the population size M (varied from 1 to 200), the number of offspring s (max [20, M] ), the number of generations (100). These parameters are chosen after some preliminary experiments. They are not meant to be optimal.
Experimental Results
The MLPs used in Bagging, Adaboosting.M1 and random MLPs are three-layer feedback NN with five hidden nodes. These MLPs are trained using scaled conjugate gradient (SCG) algorithm for 200 epoches. Fig. 3 . Performance comparison of ERNE against MLP and three other MLP-based ensemble approaches in predicting the Ames test mutagenicity based on two-fold cross validation. The differences between ERNE and other classifiers are significant at the 5% significance level, see Table 2 . of ERNE over 40 independent cross validations. In each figure, we record the performance of these algorithms with respect to the size of the ensemble, i.e. the number of classifiers in this ensemble. For comparison, Table 1 lists the the average errors of all kinds of classifiers over the 40 runs and Table 2 gives the result of two-tail pared t-test in terms of prediction error between ERNE and other classifiers. From Figure 2 and 3, ERNE consistently outperforms other algorithms in terms of cross validation error. This is understandable since the performance of random forests is better than or similar as the other ensemble algorithms in most of the cases, and ERNE maintains good diversity by adopting bootstrap and random feature subspace, which is similar as random forests, and evolves the ensemble to optimize the accuracy and cooperation. Generally speaking, ERNE will perform no worse than random forests.
In the preliminary analysis for Ames test problem, random forest approach performs best among a variety of approaches [7] , including Decision Tree (C4.5), Naive Bayesain, K-NN, Logistic Regression, support vector machine (SVM), Bagging and Boosting. The state-of-the-art performance of random forest approach is largely due to that it uniquely adopts both bootstrap of data and feature subset selection, which is particularly of value for handling a data set with a large amount of feature variables [8] . ERNE not only keeps the benefits of random forests but also improves its performance by optimizing the accuracy. The superiority of ERNE over random forests can be observed in the experimental results. In our experiments, we found that Adaboost.M1 of trees sometimes will overfit when adding more and more trees in the ensemble, which can be found in Figure 2 but for neural network ensemble, Adaboost.M1 algorithm behaves better when adding more and more MLPs in the ensemble. Another interesting point to say is that MLP-based ensemble, (Bagging, Adaboosting and random MLP), is not so stable as tree based ensemble. This is because tree can be seen as a deterministic algorithm and MLP would output differently given the same input because of randomization of initialization of weight vectors. In this experimental results, all of the NNs are ensembled to constitute the final classifier. However, from Figure 2 and 3, ensembling some effective combination of NNs would be better than ensembling all of them. This will be considered as the future work.
The following two reasons might explain why the performance of our algorithm is better than that of others.
-ERNE generates a diverse ensemble. Firstly, bootstrap sampling of data and random feature subsets generate a diverse ensemble in the initial population, which inherits the merits of random forests. Secondly, in the evolving stage, the diversity is maintained by only mutating the weight of individual NN but not changing the bootstrap of data and the feature subset used by this individual NN. -Evolving ensembles with negative correlation learning has a potential to simultaneously optimize both the accuracy and cooperation of the existing individual NNs in the ensemble , resulting in reducing the generalization error. The potential is indicated by our empirical results of this study.
Conclusions
This paper describes a novel machine learning ensemble approach, called ERNE, to building an in silico model for the prediction of the Ames test mutagenicity. In silico models serve major roles in reducing, refining and replacing animal testing for the risk assessment of the safety of chemicals. ERNE was developed based on neural networks and evolutionary algorithms. Technically, it firstly combines the method of bootstrap sampling on training data with the method of random subspace feature selection to ensure diversity in creating individuals within an initial ensemble. Secondly, while evolving individuals within the ensemble, it makes use of the negative correlation learning, enabling individual NNs to be trained as accurate as possible while still manage to maintaining them as diverse as possible. Finally, it takes out-of-bag estimation as the fitness functions of individual NNs, which potentially enhances the generalization capabilities of individual NNs. Consequently, the resulting individuals in the final ensemble are capable of cooperating collectively well to achieve better generalization of prediction. Empirical experiments have been carried out in this paper to evaluate ERNE on the Ames test mutagenicity prediction problem in comparison with other ensemble algorithms. ERNE has shown promising performance. The reasons to explain the superiority of ERNE are also given in this paper.
An immediate future work regarding the algorithm is to develop an ensemble subset selection method to choose a subset of individual NNs rather than all of individuals in the population to form the final ensemble, The hope is to improve the generalization performance and reduce computational complexity. We would also like to carry out some work to further understand the trade-off between accuracy and diversity of individual NNs in an ensemble in the context of improving overall generalization performance of ERNE.
For Ames test mutagenicity and other similar applications in chemoinformatics, the common characteristic of these problems is that there are plenty of features, each of which denotes a descriptor (graph descriptor, topological descriptor, chemical structural descriptor and so on). Although ensemble approaches, including ERNE, could achieve a high predict accuracy, they lack interpretability and thus make them less interesting from the viewpoint of toxicity decision making. The following work will focus on interpretability of approaches, e.g. feature selection and decision rules extraction.
