Abstract-In this paper, we address how to design a distributed movement strategy for mobile collectors, which can be either physical mobile agents or query/collector packets periodically launched by the sink, to achieve successful data gathering in wireless sensor networks. Formulating the problem as general random walks on a graph composed of sensor nodes, we analyze how much data can be successfully gathered in time under any Markovian random-walk movement strategies for mobile collectors moving over a graph (or network), while each sensor node is equipped with limited buffer space and data arrival rates are heterogeneous over different sensor nodes. In particular, from the analysis, we obtain the optimal movement strategy among a class of Markovian strategies so as to minimize the data loss rate over all sensor nodes, and explain how such an optimal movement strategy can be made to work in a distributed fashion. We demonstrate that our distributed optimal movement strategy can lead to about two times smaller loss rate than a standard random walk strategy under diverse scenarios. In particular, our strategy results in up to 70 percent cost savings for the deployment of multiple collectors to achieve the target data loss rate than the standard random walk strategy.
D
ATA gathering or harvesting is a generic research problem in wireless sensor networks (WSNs)-how to collect observed (or measured) data or information from sensor nodes, and so has been actively studied in the literature. For the data gathering process, a sink (or base station) periodically generates query packets or collector packets to gather certain information of interest from sensor nodes [2] , [3] , [4] , [5] , [6] , or each sensor, instead, directly informs the sink node about its observed data or events [7] , [8] , [9] , [10] . In addition, mobile sinks (agents), e.g., data mules, can move around the sensor field and collect information observed at each sensor node [11] , [12] , [13] , [14] , [15] , [16] , [17] .
A random walk has been widely used as a means of randomized routing or probabilistic packet forwarding in the data gathering process thanks to its inherent distributed nature and other preferable properties such as simplicity of implementation, scalability, robustness to topology changes, and avoiding critical points of failure (or hot-spot formation) [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . The random walk has been also popularly used as a mobility pattern for physical mobile agents collecting information over sensor nodes [11] , [12] .
As to the random walk-based routing for data gathering, the existing research studies have mainly focused on the performance of the following metrics: delay-the time for a random walk (a data or query packet) to reach its destination (a sink node or a sensor having certain information of interest) [2] , [7] , [8] , [9] , [10] , and cover time or its partial cover time-the time for the random walk until to visit all or partial set of sensors [3] , [4] . These metrics are suitable for one-shot information delivery or search/query. In contrast, in this paper, we look at the problem of data gathering using the random-walk agent(s) from a different, but important perspective. Note that WSNs are composed of low-cost, low-power sensors, each of which is equipped with limited buffer/storage space for data. Also, the random walk-based data gathering is typically for delay-insensitive applications in which the collected data is mainly used for post-processing or other research studies later. It is thus more important to measure how much data can be collected before it is lost due to limited buffer space, when the sink periodically generates query packets or collector packets moving over the network in a random walk fashion to gather measured data or its aggregated/compressed version from sensor nodes [2] , [3] , [4] , [5] , [6] .
There is another set of research work on exploiting physical mobile agents (e.g., data mules) for data harvesting over the sensor field [11] , [12] , [13] , [14] , [15] , [16] , [17] rather than relying on multi-hop communication over sensor nodes. The reason of using the mobile agents is to save the limited battery power of each sensor and to overcome possible network isolation. In this regard, much research is based on traveling salesman problem, i.e., finding a Hamiltonian cycle (a NP-hard problem), or its variants, and their solutions are, in general, only globally solvable or require global network information such as sensor location/distance information [13] , [14] , [15] , [16] , [17] . In this paper, we focus on Markovian randomwalk movement strategies without such global information. A crucial reason of using the random walk is its distributed nature, as it is desirable or sometimes imperative not to rely on global (or near-global) information.
On the other hand, the previous research [11] , [12] , closely related to our work in this paper, analyzed how much data can be successfully collected by the agents in time under the mathematical framework of the standard random walks on the grid (torus) [11] or by directly taking into account the time interval between successive visits of any of the random-walk agents to a sensor node [12] . Their performance analysis was done from a single node's point of view, as the data arrival rate is the same over all nodes. In contrast, we investigate the problem under a general network (graph) setting, while allowing different data arrival rates to sensor nodes. More importantly, our focus is on the design of the distributed optimal movement strategy for such mobile agents among a class of Markovian randomwalk movement strategies, as opposed to the performance analysis under the standard random walk strategy.
Specifically, we formulate the data harvesting problem under the framework of random walks on a graph composed of sensor nodes, as similarly used in [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . This framework can be a viable discrete-time/space approximation for the continuous trajectory of a mobile agent over the sensor field. Each sensor has limited buffer space, while mobile collectors (the query packets periodically launched at the sink or the physical mobile agents) move over the graph (network) for data gathering. Our performance metric is network loss probability-the network-wide long-term fraction of data lost over all data generated due to the limited buffer space, whose formal definition will be given later along with the system model (including the data arrival process).
We develop an analytical framework to evaluate the network loss probability under any Markovian random walk strategy. From the framework, we obtain the distributed optimal movement strategy for mobile collectors requiring only local information so as to minimize the network loss probability, which is essentially to come to each sensor i with long-term visit frequency (stationary distribution) p i / Àlogð1 À p i =BÞ, where p i is the data arrival rate to sensor i and B is the buffer size at sensors. Here the distributed implementation is made possible via the famous Metropolis-Hastings (MH) algorithm [18] , [19] . We then demonstrate that our distributed optimal movement strategy leads to remarkable performance improvement over the standard random walk strategy under various settings of network topology, buffer size, and the number of deployed mobile agents, in addition to diverse data arrival scenarios in the sensor field. In particular, our strategy reduces the network loss probability by about 50 percent, while at the same time becoming more cost-effective in term of the required buffer size or the required number of mobile collectors to achieve a target loss probability under various scenarios.
The rest of this paper is organized as follows. Section 2 describes the system model employed in this paper. Section 3 provides the definition of our performance metric-network loss probability, and its mathematical analysis. We then find the optimal movement strategy of a mobile collector among a class of Markovian random-walk movement strategies in minimizing the network loss probability under a simple yet non-trivial setting, and explain how such an optimal movement strategy can be made to work in a distributed fashion in Section 4. We further discuss its extension to more general settings in Section 5. We provide various numerical simulation results on the performance of our distributed optimal movement strategy in Section 6, and finally conclude in Section 7.
SYSTEM MODEL
There are a set of sensor nodes N ¼ f1; 2; . . . ; ng and one mobile collector (or possibly, multiple mobile collectors) for data gathering in the network. We consider a discrete-time system (t ¼ 0; 1; 2; . . .) with each slot of unit length. Each sensor node i 2 N monitors its local area, observes events, which belong to a certain phenomenon of interest, and stores the observed events in its buffer size B ¼ Oð1Þ. We assume that such an event (or a piece of data) arrives to each node i with some probability p i 2 ð0; 1Þ at time slot t and the data arrivals are independent over i and t. Also, when new data is collected and the buffer is full, the oldest data is deleted to store the new. In other words, the buffer management is done in a FIFO fashion.
Consider a connected, undirected graph G ¼ ðN ; EÞ, where N is a set of vertexes (sensor nodes) and E is a set of edges. The mobile collector moving over G can be a collector packet or an actual physical mobile agent. So, the existence of an edge between nodes i; j can be different for each case. In the former, we say that if sensor node i 2 N can reliably communicate with other sensor node j 2 N (i 6 ¼ j), then there exists an edge between nodes i; j, i.e., ði; jÞ 2 E. In this set-up, the collector packet at current node i moves to one of its neighbors at next time slot. This model, for example, has been similarly used, but in the context of a data persistence problem in [5] , [6] where a collector packet moves over the graph (or network) until enough data packets of interest have been collected from sensor nodes. A similar framework has been adopted in [3] , [4] . See Fig. 1a for illustration.
On the other hand, when the mobile collector is a physical agent, we assume that the mobile agent can visit a single sensor node (or its proximity) at time t, and then move to one of its neighbors within its detection range r, at time t þ 1, as depicted in Fig. 1b . Thus, if sensor nodes i and j are within distance r, then there is an edge between them, i.e., ði; jÞ 2 E. This model can be a reasonable discretetime/space approximation for the continuous trajectory of a mobile agent (e.g., data mule) over the sensor field [11] . One critical reason to use the mobile agent(s) for data gathering is due to low energy budget at each sensor. Specifically, in the presence of mobile agent(s), each sensor can Fig. 1 . Illustrating our system model in which each sensor has limited buffer space and data arrival rate to each node is heterogeneous, while a mobile collector, which can be either a query/collector packet or a physical mobile agent, moves over the graph to collect the data.
significantly reduce the power of its RF transceiver (for idle listening and data transmission/reception), while waiting for the mobile agent to come by for reliable communication. This way, each sensor needs not spend much power to reach distance r; instead, it just needs to wait until the mobile agent gets close enough (much shorter than r) to save its power. In either case, the mobile collector can visit only a single sensor and communicate with the sensor at a given time instant.
Given a graph G with n sensor nodes, we consider a class of Markovian random walk strategies, each of which can be the movement strategy for a mobile collector traveling over G and visiting each sensor i to collect all of the currently stored data (or its summarized or compressed version) in the buffer of size B. Let XðtÞ be the location of the mobile collector over G at time t. By definition, the random sequence fXðtÞg t!0 is a discrete-time Markov chain on a finite state space N with its transition probability given by
for all t ! 0. Let P , fP ij g i;j2N be its transition matrix. We assume that the Markov chain fXðtÞg is ergodic, having a unique stationary distribution, denoted as p p ¼ ðp 1 ; p 2 ; . . . ; p n Þ [20] . In this set-up, we tackle the following problems: (i) what is the optimal transition matrix P for the movement strategy of the mobile collector to minimize the data loss over all sensor nodes?; and (ii) how can the mobile collector find the transition matrix P in a distributed manner?
PERFORMANCE METRIC AND ITS ANALYSIS
We first define a performance metric-network loss probability, denoted as P L , and then analyze this performance metric for any given movement strategy of the random walk (mobile collector), or its transition matrix P. Let fA i ðtÞg t!0 be the data arrival process into the buffer of node i. Since a unit of data arrives at node i with probability p i , which is assumed to be independent over i and t, the arrival process fA i ðtÞg is an independent Bernoulli process with PfA i ðtÞ ¼1g ¼ p i ¼ 1 À PfA i ðtÞ ¼ 0g. Let S i ðtÞ ¼ P t k¼1 A i ðkÞ be the total number of data arrivals at node i till time t, and L i ðtÞ be the total number of data losses at sensor node i until time t. Then, we have
Fix the transition matrix P of an irreducible Markov chain (or random walk) fXðtÞg. Let p p ¼ ðp 1 ; p 2 ; . . . ; p n Þ be its stationary distribution. Observe that
where p , P n i¼1 p i =n. We define the following return time of the random walk to node i:
Then, it is well known that EfR i g ¼ 1=p i . Further, by strong Markov property [21] , this return time R i forms a regenerative cycle for the random walk (mobile collector) between two successive visits to node i. Recall that once the mobile collector visits node i, it gathers all the data currently in the buffer of size B. Let Y i and Z i be the number of data arrivals into the buffer at node i and the number of lost data at node i during a regenerative cycle R i , respectively. Then, we have
where ½x þ ¼ maxfx; 0g. Since R i (movement strategy of data collector) and A i ðtÞ for each i (data arrivals) are independent, we get
Then, we can interpret Z i as a reward during a regenerative cycle R i , and thus from the standard renewal theory on the (delayed) renewal reward process [20] , we have
which is independent of the initial position Xð0Þ for all i. Therefore, from (2), (3), and (8), the network loss probability P L can be written as
First, since ½y À B þ y for all y ! 0, we have
where the equalities are from (7) and
inequality [20] , we have
This gives
where the second inequality in (11) is again from the convexity of ½y À B þ in y ! 0 and P n i¼1 p i ¼ 1. From this lower bound, we note that B=n p ¼ Oð1Þ should be obeyed in order for the problem (i.e., finding P to minimize P L ) to be non-trivial. If B=n p ¼ oð1Þ (i.e., p is orderwise larger than Oð1=nÞ), then from (11), the lower bound of P L gets close to one as n increases, regardless of any choice of transition matrix P. In this case, the network is 'overloaded' and there are simply too many data arrivals to the network in that the buffer of size B and one mobile collector cannot handle such load. Even for a network of reasonable size, if B=n p is too small to satisfy P L P Ã L for a given desired network loss probability P Ã L , we can consider a method of network partitioning, i.e., each mobile collector covers a partitioned sub-network area, or the use of multiple mobile collectors to drive the network loss probability below P Ã L . We will address the case of using multiple mobile collectors later in Section 5. From now on, for analytical tractability and to avoid triviality, we focus on the case of n p ¼ C, where C is some positive constant.
DISTRIBUTED OPTIMAL MOVEMENT STRATEGY
In this section, we formally define the optimization problem in order to find the movement strategy of the mobile collector (random walk) in minimizing the network loss probability P L , and then explain how the mobile collector can adjust its movement strategy to achieve the optimal strategy in a distributed manner.
In our scenarios, sensors are low-cost, low-power devices, each of which is equipped with very small amount of storage space available for data. To properly capture such limited buffer space, we first consider the case of B ¼ 1, where B is the buffer size at each sensor, and develop our analytical framework for a single mobile collector. We will later discuss more general settings with the case of B > 1 and multiple mobile collectors in Section 5.
First, when B ¼ 1, the term Ef½Y i À B þ g in the RHS of (8) can be written as
Also, from (5), we have
where the last equality is from PfA i ðtÞ ¼ 0g ¼ 1 À p i and the independence of A i ðtÞ and R i . From (7), and (12)- (13), (9) becomes
Observe that P L is governed by R i and p i that clearly depend on the movement strategy or the transition matrix P. The return time R i of any reversible Markov chain is known to have exponentially decaying tail, and when the mixing time 1 is not so large, it is known to be well approximated by an exponentially distributed random variable [22] . The exponential (or geometric) approximation for the return time or first passage time of a random walk has been adopted and shown to be well supported in many research problems such as data harvesting in WSNs [11] , [12] , detection of a mobile target in a mobile sensor network [23] , peer-to-peer file search [24] , [25] , overlay topology construction [26] , to name a few. We thus similarly assume that R i is exponentially distributed with mean EfR i g ¼ 1=p i for tractable analysis throughout the rest of this paper. Under this setting, we have Efð1 (14) can be written as
Now, P L is solely dependent on p i , and the problem of finding the optimal transition matrix P is equivalent to finding the transition matrix P achieving the optimal p (15) . Since n p is a global constant, optimizing P L over p p is equivalent to the following problem: for a function fðx xÞ : R n ! R,
subject to
where x x ¼ ðx 1 ; x 2 ; . . . ; x n Þ. Here, the optimal solution x x $ for the problem ðP1Þ is the optimal p $ p $ to minimize P L in (15). We then have the following.
Proof. The function fðx xÞ is clearly convex, as fðx xÞ ¼ P n i¼1 f i ðx i Þ has a separable form and each term
The constraint set is also a convex set. Thus, the problem ðP1Þ is a welldefined convex optimization problem, enabling us to employ the Karush-Kuhn-Tucker optimality conditions [27] to find the optimal x $ i . Since x i > 0, the Lagrange multiplier for this constraint should be zero, so we set the Lagrangian for this problem as
! and setting rLðx x; Þ ¼ 0 gives
Rewriting ( ffiffiffiffiffiffiffiffiffiffi ffi 1 þ c p Þ. Thus, by noting that the constraint
The next question is how to construct the corresponding transition matrix P for the random walk (the movement strategy of the mobile collector) in a distributed manner 1 . Roughly speaking, the mixing time is the amount of time it takes for the Markov chain to converge to its stationary distribution starting from any initial distribution.
to [18] , [19] , which is the most popular Markov Chain Monte Carlo (MCMC) method for sampling a given probability distribution p p by constructing a Markov chain with p p as its unique stationary distribution. Specifically, start with any arbitrary irreducible Markov chain with its transition matrix Q ¼ fq ij g i;j2N defined on the same state space N . From the transition matrix Q, the MH algorithm then gives the transition matrix P so as to achieve the desired stationary distribution p $ p $ . Following the most popular version of the MH algorithm used in the networking literature [5] , [6] , [24] , [25] , [28] 
with P ii ¼ 1 À P j6 ¼i P ij . One can easily check that the transition matrix P is reversible with respect to p $ p $ or satisfies the reversibility condition (detailed balance equation), i.e., P ij p
As can be seen in (17), the transition probability from node i to its neighbor j depends only on the local information of node i, i.e., d i ; d j and p $ j =p $ i . Thanks to this preferable distributed nature of the MH algorithm, the mobile collector can easily adjust its movement strategy or the transition matrix P in a distributed fashion. In particular, the degree information can be easily obtained through a neighbor discovery process [29] . If the mobile collector is a physical mobile agent, the mobile agent can collect the degree information at its current position nearby a sensor node. Further, it is worth noting that the MH algorithm only requires the ratio of steady-state probabilities p Our solution based on the MH algorithm has also an interesting implication on the estimatep i -the estimated probability with which a unit of data arrives to node i during one time slot. Note that the mobile collector takes one step per time slot. In reality, such information on the length of a time slot may not be available for each sensor, although each sensor can maintain its own clock. Observe that if p i is small enough (a unit of data rarely arrives to node i as is often the case), p $ i / Àlogð1 À p i Þ % p i , and so p $ j =p $ i % p j =p i . Therefore, each sensor only needs to estimate the number of data arrivals during some pre-defined time duration T , without having to synchronize this clock with that of the mobile collector.
EXTENSION TO MORE GENERAL SETTING
In this section, we turn our attention to more general settings in which the buffer size of each sensor is B > 1 and/or there are multiple mobile collectors (M > 1) in the network.
B > 1 B > 1 with Single Mobile Collector
Fix M ¼ 1. When B > 1, we no longer have the simple form of the loss probability P L as in (14) and (15) . We here instead derive an upper bound of P L , which turns out to be in a similar form as (15) , and then find the optimal p $ p $ to minimize the upper bound. To proceed, we need the following.
Definition 1 ([30]
). For random variables U and V , we define a convex order, written as U cx V , if EffðUÞg EffðV Þg holds for any convex function f for which the expectation exists.
Clearly, if U cx V , then EfUg ¼ EfV g and VarfUg VarfV g by setting fðÁÞ ¼ ðÁÞ 2 .
Theorem 2 ([30]
). Let U 1 ; U 2 ; . . . and V 1 ; V 2 ; . . . each be a sequence of i:i:d: random variables. Let N be an integer-valued non-negative random variable that is independent of fU i g and
We then obtain the following upper bound of P L for B > 1.
whereũ i , Àlogð1 À p i =BÞ.
Proof. From (9), we can write
First, fix i 2 N . Let I i ð1Þ; I i ð2Þ; . . . be a sequence of i:i:d: Bernoulli random variables with PfI i ðtÞ ¼ 1g
Observe that for any convex function f, and for each t,
where the inequality is from Jensen's inequality. This means A i ðtÞ=B cx I i ðtÞ for all t from Definition 1. Since R i is independent of these Bernoulli random variables, from Theorem 2, we have
Since ½x À 1 þ is a convex function of x ! 0, from Definition 1 and (19)- (20), we have
Since R i is exponentially distributed with mean 1=p i , by repeating the aforementioned procedure to obtain (15), but now withỸ i , we obtain the upper bound of P L in (18) for B > 1. t u Similar to ðP1Þ, we can consider another optimization problem to find the optimal p $ i in minimizing the upper bound of P L in (18) . Note that the upper bound of P L in (18) has a similar form as (15), but withũ i . Thus, the optimal p $ p $ in minimizing the upper bound of P L should be again proportional toũ i ¼ Àlogð1 À p i =BÞ and following the same lines in the previous section using the MH algorithm, we can similarly construct an optimal, distributed movement strategy for the mobile collector.
Multiple Mobile Collectors
In this section, we first consider the case of B ¼ 1, while allowing the number of mobile collectors M > 1. We will then extend our analysis to B > 1 as well as M > 1. We here assume that each of mobile collectors is moving over G independently of the others. Similar to the case of a single mobile collector, whenever any mobile collector comes to sensor node i, it collects all the data currently in the buffer of size B. Fix B ¼ 1 and M > 1. From Section 3, recall that for a single mobile collector, the time instants at which the mobile collector visits node i form a renewal sequence whose interarrival times are simply i:i:d: copies of R i . Similarly, when there are M > 1 mobile collectors, we can consider the time interval between successive visits by any one of M random walks (mobile collectors) to node i, denoted byR i , as the interarrival time of M superposed renewal sequences (one sequence for each of M mobile collectors). Since the superposition of M i:i:d: renewal processes, after stretching out the time axis by M times, converges to a Poisson process as M increases [22] , [31] , we naturally expect thatR i behaves more likely an exponentially distributed random variable with its mean M times smaller than EfR i g, even when R i (for a given mobile collector) is not exponentially distributed. This suggests that our distributed optimal solution to ðP1Þ will be very close to the true optimal strategy without such an exponential R i assumption when there are multiple mobile collectors in the network.
In this setup, we observe that the analytical framework in Sections 3 and 4 holds for M > 1 except that one cycle period is nowR i instead of R i , whereR i is readily an exponential random variable with EfR i g ¼ 1=ðMp i Þ (even when R i is not). Specifically, from (9), the network loss probability P L now becomes, for M > 1,
where
Note that (21) has a similar form as (15) . Therefore, from the optimization problem ðP1Þ and Theorem 1, we can show that the optimal p $ i to minimize P L in (21) is also proportional to h i , i.e., p
Here, the constant M is the same for all i, implying that p
In other words, the optimal stationary distribution p $ i remains the same, regardless of any choice of M ! 1.
Finally, consider the case of B > 1 and M > 1. As done in Proposition 1, we can similarly derive the upper bound of P L , which is given by
whereh i , À logð1 À p i =BÞ=M. After repeating the same argument as earlier, we obtain the optimal steady-state probability p $ i / Àlogð1 À p i =BÞ in minimizing the upper bound of P L in (22) . In summary, for any B ! 1 and M ! 1, the proposed optimal stationary distribution p $ i should be proportional to Àlogð1 À p i =BÞ, which then feeds the MH algorithm to obtain the transition probability for each mobile collector in a distributed manner.
NUMERICAL SIMULATIONS
In this section, we present simulation results on the network loss probabilities of our distributed optimal movement strategy under various setting of buffer sizes and the number of mobile agents as well as different data arrival patterns to the network. In particular, we here demonstrate its considerable performance improvement over the standard random walk strategy in which a random walk at the current node moves to any one of its neighbors uniformly at random at the next time slot. As mentioned earlier, the standard random walk strategy has been widely used as a randomized routing for query/collector or data packets as well as the movement strategy for physical mobile agents in the data gathering process [2] , [3] , [7] , [8] , [9] , [10] , [11] .
For the performance evaluation, we implement a custom event-driven simulator using C language. The common simulation setups are the following. We consider random geometric graphs that have been widely used in the literature to model diverse wireless sensor or ad-hoc network topologies [3] , [4] , [5] , [6] , [9] , [10] . The random geometric graph, denoted as RGGðn; rÞ, is a graph where n nodes are uniformly and independently located in the unit square, and two nodes are connected (i.e., they become a neighbor of each other) if they are within distance of r. We first consider n ¼ 100; 200 and r ¼ 0:3; 0:3= ffiffi ffi 2 p (so that both settings have approximately the same node degree), respectively. We next repeat the same simulation under relatively sparse network settings with n ¼ 100; 200 and r ¼ 0:18; 0:18= ffiffi ffi 2 p , respectively. Fig. 2a shows one sample topology of RGGð100; 0:3Þ. Throughout the simulations, the connectivity of each sample topology of RGGðn; rÞ is ensured for our performance evaluations.
We consider geometrically correlated data arrival patterns. This is more realistic setting than purely random data arrivals, as geographically neighboring nodes are likely to observe/detect similar data/events from the sensor field [32] , [33] , [34] . To this end, let ðx i ; y i Þ 2 ½0; 1 2 , V be the location of node i 2 N over the unit square area. The data arrival rate at node i is now a function of its location ðx i ; y i Þ, denoted as p i ðx i ; y i Þ. To capture heterogeneous data arrivals to different sensor nodes, we consider the following three test-cases using different arrival patterns for p i ðx i ; y i Þ: 
where we set s x ¼ s y ¼ 0:15 throughout our simulations. Then, we set
where b 2 ð0; 1Þ is the peak value that will be specified later.
Here, x c and y c are uniformly and independently chosen over ½0; 1. Fig. 2b depicts an example pattern of data arrival rates based on (24).
Two-Gaussians. This is based on a superposition of two different 2-D Gaussian functions as follows:
where g 1 and g 2 are two different peak values with g 1 þ g 2 2 ð0; 1Þ. Similar to 'Gaussian', x c1 ; x c2 ; y c1 , and y c2 are uniformly and independently chosen over ½0; 1 with s x ¼ s y ¼ 0:15. Fig. 2c shows an example pattern of data arrival rates following (25) . For each sample topology of RGGðn; rÞ and a given arrival pattern with fixed B and M, we repeat 30 independent simulations, each of which runs for 10 5 time slots to measure the network loss probability P L -the ratio of total number of lost data to the total number of generated data over all nodes during the simulation time. We then report the average value for each data point in every simulation figure, unless otherwise stated. In each figure, 'SRW' labeled plot stands for the network loss probability P L when mobile collectors move in a standard random walk fashion, while 'MH' labeled plot corresponds to the result of our distributed optimal movement strategy that employs the MH algorithm with the optimal stationary distribution p $ i / Àlogð1Àp i =BÞ. We first present the simulation results for the case of B ¼ 1 and M ¼ 1 under each of RGGð100; 0:3Þ and RGGð200; 0:3= ffiffi ffi 2 p Þ topology settings. Fig. 3 shows the network loss probabilities of our MH-based distributed optimal movement strategy and standard random walk strategy for 'Rectangle' data arrival pattern with a 1 ¼ 0:005 and a 2 ¼ 0:0001 under 20 different sample topologies of RGGðn; rÞ. Here, dotted plots represent the statistical average of the network loss probabilities obtained over 20 different sample topologies. Figs. 4 and 5 show the similar results for 'Gaussian' and 'Two-Gaussians' arrival patterns, respectively. In all these simulations, we observe that the network loss probability under our distributed optimal strategy is about two times smaller than that of the standard random walk strategy. Note that the network loss probabilities for both the standard random walk strategy and our movement strategy tend to increase with a larger number of sensor nodes (n ¼ 200), since the number of sensor nodes to be covered by a mobile collector itself increases. The amount of reduction in the network loss probability that we achieve from our distributed optimal movement strategy (in comparison with the standard random walk strategy) also becomes larger for the increased number of nodes. However, the amount of reduction in ratio or percentage does not change much for different network sizes (n ¼ 100; 200) having approximately the same node degree. We turn our attention to the case of general buffer sizes B > 1 while we fix M ¼ 1. To properly capture the effect of relatively large buffer sizes, we here increase the overall data arrival intensity in each arrival pattern. Fig. 6 shows the network loss probability results for the three arrival patterns while we vary B from 1 to 10. For each arrival pattern (or each simulation figure), the data points are obtained by taking the average of the results under 30 different sample topologies of RGGð100; 0:3Þ and RGGð200; 0:3= ffiffi ffi 2 p Þ each. In each inset figure, we plot the ratio P are the network loss probabilities of the standard random walk strategy and our distributed optimal movement strategy based on the MH algorithm, respectively.
In all cases, our movement strategy is consistently better than the standard random walk strategy, and the ratio tends to decrease, implying that our strategy is increasingly more advantageous as the buffer size increases. An exception is that there is very little increase after some knee point in the ratio curves for 'Two-Gaussians' arrival pattern in Fig. 6c . It is because our movement strategy already achieves almost zero network loss probability around the knee point (B ¼ 6), after which the rate of reduction in the network loss probability under our strategy is getting smaller than that of the standard random walk strategy and the loss probability under the standard random walk strategy decreases to zero more quickly. Nonetheless, the ratios after the knee point are still below 0.4 (more than 60 percent improvement!) and the network loss probabilities under both strategies are close to zero at the largest buffer size (B ¼ 10), beyond which the performance comparison in ratio becomes insignificant.
It is also worth noting that our strategy leads to almost zero network loss probability even under a small amount of buffer size, while the standard random walk strategy would require much larger buffer space to achieve such a very small loss probability, especially for the larger network size n ¼ 200. For instance, if the target loss probability one would like to achieve is no larger than 0.1 (i.e., P L 0:1 is the requirement), then B ¼ 3 or 4 is enough under our strategy, while B ¼ 7 or 8 is required for the standard random walk strategy.
We now evaluate the effect of multiple collectors M > 1 on the network loss probability while we fix B ¼ 1. We here again consider relatively high data-arrival intensities, and use the same arrival patterns as above. Similar to the above case of large buffer sizes, Fig. 7 , obtained based upon 30 sample topologies of RGGð100; 0:3Þ and RGGð200; 0:3= ffiffi ffi 2 p ) each, shows that our movement strategy performs steadily better than the standard random walk strategy. As before, the ratio P MH L =P SRW L exhibits a decreasing trend as the number of mobile collectors M increases for all considered data arrival patterns. In addition, Fig. 7 reveals how many mobile collectors (e.g., physical mobile agents) we can save in order to achieve a given target network loss probability by switching to our strategy from the standard random walk strategy for each collector's movement strategy. For instance, for 'Rectangle' and 'Two-Gaussians' arrival patterns with n ¼ 200, if the requirement is P L 0:2, we would need about seven collectors following standard random walks, while about 3$4 collectors would suffice if they follow our strategy, as shown in Figs. 7a and 7c. In particular, for 'Gaussian' arrival pattern when n ¼ 200, the saving in the number of mobile collectors is more striking. From  Fig. 7b , we can see that for P L 0:2 requirement, about three collectors are enough under our strategy, while one would need 10 collectors under the standard random walk strategy (70 percent cost savings!).
We next present the same set of simulation results as above in Figs. 8, 9 , 10, and 11, which are now obtained under relatively sparse network settings with RGGð100; 0:18Þ and RGGð200; 0:18= ffiffi ffi 2 p Þ. Figs. 8 and 9 show the performance comparison between our movement strategy and standard random walk strategy in the network loss probability when B ¼ 1 and M ¼ 1, while Figs. 10 and 11 exhibit the effects of large buffer sizes and multiple collectors on the network loss probability, respectively. These figures Fig. 5 . The network loss probability P L for 'Two-Gaussians' data arrival pattern in (25) with g 1 ¼ 0:004 and g 2 ¼ 0:001. Fig. 6 . The network loss probability P L for M ¼ 1, while varying the buffer size B for each node from 1 to 10; each inset figure shows the ratio of the network loss probability of our distributed optimal movement strategy to that of standard random walk strategy, i.e., P collectively demonstrate that our movement strategy leads to considerable performance improvement over the standard random walk strategy, as we observed from the settings with RGGð100; 0:3Þ and RGGð200; 0:3= ffiffi ffi 2 p Þ. We finally explain the presence of some pathological case. Fig. 12 shows the network loss probability under a sample topology of Rð100; 0:3Þ for 'Two-Gaussians' arrival pattern, while varying the number of mobile collectors M, with B ¼ 1. In this figure, when there is a single collector (M ¼ 1), the performance of the standard random walk strategy is slightly better than our strategy. This is largely due to the error associated with our approximation of R i (return time) as an exponential random variable with mean 1=p i , in which case the amount of deviation of R i from being exponential dominates. In other words, our strategy that optimizes the 'exponentialized' (first-order approximated) term may not be true optimal. Nonetheless, as mentioned before, when multiple collectors are deployed, such an approximation becomes almost exact, i.e., the time interval between successive visits by any one of M random walks (mobile collectors) to node i is very close to an exponential random variable with mean 1=ðMp i Þ. Accordingly, as shown in Fig. 12 , when M gets larger, our movement strategy becomes true optimal and leads to superior performance over the standard random walk strategy. For example, in order to achieve P L < 0:1, our solution requires 6$7 mobile agents, while the standard random walk strategy necessitates 11$12 agents. In other words, our strategy gives about 50 percent cost savings for the deployment of multiple collectors. We also note that in most of our test cases, such a 'crossover' didn't take place, since the benefit of optimizing the first-order ('exponentialized') term significantly outweighes any negative effect from the higher-order terms caused by the approximation, which can be seen from Figs. 3, 4, 5, 6, 7, 8, 9, 10, and 11.
CONCLUSION
We have developed an analytical framework to evaluate the network loss probability as a performance metric for different Markovian movement strategies of mobile collectors moving over a graph (or network) for data harvesting in WSNs. Under this framework, we were able to find the optimal movement strategy for the mobile collectors under mild conditions so as to minimize the network loss probability. Our optimal strategy can be made distributed using only local information via the Metropolis-Hastings algorithm. We have demonstrated through extensive numerical simulations that our distributed optimal movement strategy remarkably outperforms the standard random walk strategy under various settings of network topology, buffer size, and the number of mobile collectors, as well as heterogeneous and spatially-correlated data arrival patterns. We expect that our reasoning behind the distributed optimal movement strategy can be applicable for the design of Markovian random walk-based applications in general networks beyond WSNs. 
