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Abstract
In this paper we study some classes of second order non-homogeneous nonlinear dif-
ferential equations allowing a specific representation for nonlinear Green’s function. In
particular, we show that if the nonlinear term possesses a special multiplicativity prop-
erty, then its Green’s function is represented as the product of the Heaviside function
and the general solution of the corresponding homogeneous equations subject to non-
homogeneous Cauchy conditions. Hierarchies of specific non-linearities admitting this
representation are derived. The nonlinear Green’s function solution is numerically justi-
fied for the sinh-Gordon and Liouville equations. We also list two open problems leading
to a more thorough characterizations of non-linearities admitting the obtained represen-
tation for the nonlinear Green’s function.
Keywords: nonlinear Green’s function; short time expansion; generalized separation
of variables; traveling wave solution; homogeneous solution; nonlinear distribution.
1 Introduction
One of the most effective methods of analysis of linear non-homogeneous ODEs and PDEs and
their coupled systems is the well-known Green’s function method [1]. If the Green’s function
of a differential equation, i.e., the general solution of the differential equation with the non-
homogeneities substituted by the Dirac delta function, is known, then its general solution is
represented in the form of the convolution of the Green’s function and the non-homogeneities.
Being based on the superposition principle, the Green’s function method is believed to be
applicable only to linear systems. However, an extension of the Green’s function method to
second order nonlinear differential equations has been developed by the first author of this paper
alost a decade ago and applied in derivation of important results in quantum field theory. It
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has been hypothesized and numerically justified in [2–4] that there exists a certain link between
the following second order nonlinear ordinary differential equations:
d2w
dt2
+N (w) = f (t) , t > 0, (1)
and
d2G
dt2
+N (G) = sδ (t) , t > 0, (2)
where N is a generic nonlinear function, f is a given function, s is a scaling factor and δ is the
Dirac distribution. That link has been made explicit in [4]. It turns out that the general solution
of (1) is expressed in terms of the general solution of (2) through the short time expansion
w (t) =
∞∑
k=0
αk
∫ t
0
(t− τ)kG (t− τ) f (τ) dτ, (3)
where αk, k = 0, 1, 2, . . . , are the unknown expansion coefficients determined in terms of the
quantities w(k) (0). Due to the similarity with the linear case, hereinafter, we will formally refer
to the solution of (2) as the nonlinear Green’s function of (1).
It has been shown in [3] that the cubic and sine non-linearities
N (w) = w3
and
N (w) = sinw,
allow explicit determination of nonlinear Green’s functions as follow:
G (t) = 2
1
4 θ (t) · sn
[
t
2
1
4
, i
]
and
G (t) = 2θ (t) · am
[
t√
2
,
√
2
]
,
respectively. Here θ is the Heaviside function
θ (t) =
{
1, t > 0,
0, t ≤ 0,
sn and am are the Jacobi snoidal and amplitude functions, respectively.
Moreover, it has been shown that the first term of (3) with α0 = 1 has been shown to
provide an efficient numerical approximation for the solution of (1) for small t [4–6].
Some new non-linearities admitting explicit and implicit determination of nonlinear Green’s
function have been considered in [5–7]. Furthermore, it has been shown that the short time
expansion (3) can be applied to represent the general solution of nonlinear PDEs in terms of
their Green’s function.
The main issue arising in consideration of Green’s functions for nonlinear differential equa-
tions is the mathematical sense in which the solution of (2) need to be considered. More
precisely, because of the presence of the Dirac delta function in the right-hand side of (2), it
becomes obvious that its solution is a distribution, rather than a proper function. This means
that the nonlinear term N must be justified for distributions. Some aspects of the nonlinear
theory of distributions can be found in [8–11].
2
2 Representation of the nonlinear Green’s function in
terms of the homogeneous solution
For the non-linearities above, the nonlinear Green’s function is determined as a product of
the Heaviside function and Jacobi functions. This form strongly depends on the form of N .
However, for instance, this does not hold for exponential non-linearity (see Section 3 below).
As we show in this section, this representation holds for a specific class of non-linearities.
In order to state our main result, we introduce the following notations:
Df =
{
w : R+ → R; d
2w
dt2
+N (w) = f (t) , t > 0, w (0) =
dw
dt
∣∣∣∣
t=0
= 0
}
,
Gs =
{
G : R+ → R; d
2G
dt2
+N (G) = sδ (t) , t > 0, G (0) =
dG
dt
∣∣∣∣
t=0
= 0
}
,
Hs =
{
w0 : R+ → R; d
2w0
dt2
+N (w0) = 0, t > 0, w0 (0) = 0,
dw0
dt
∣∣∣∣
t=0
= s
}
.
We also introduce the following set of functions possessing the generalized multiplicability
property:
N = {N : R→ R; N (θ · w) = θ (t) ·N (w)} .
In this terminology, the short time expansion (3) provides a link between the elements of Gs and
Df . The main result of this paper, stated in the following theorem, establishes a link between
Gs and Hs and, thus, relates the solutions of a non-homogeneous equation and its homogeneous
counterpart.
Theorem 1. If N ∈ N , then any element of Gs admits the following representation:
G (t) = θ (t)w0 (t) , (4)
where w0 ∈ Hs.
Proof. This is shown by a direct substitution of (4) into the homogeneous equation
θ (t) · d
2w0
dt2
+ θ (t) ·N (w0) = 0 (5)
which holds for any element w0 ∈ Hs. Then, since for any N ∈ N ,
θ (t) ·N (w0) = N (θ · w0) = N (G) ,
and for any w0 ∈ Hs,
d2 (θ · w0)
dt2
= w0 (0) δ
′ (t) +
dw0
dt
∣∣∣∣
t=0
δ (t) + θ (t) · d
2w0
dt2
= θ (t) · d
2w0
dt2
+ sδ (t)
(in the sense of distributions), then (5) is reduced to
d2G
dt2
+N (G) = sδ (t) .
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Taking into account that in the sense of distributions
dG
dt
= w0 (0) δ (t) + θ (t)
dw0
dt
,
and using the above definition of the Heaviside function, we see that G satisfies homogeneous
Cauchy conditions. Thus, any G defined by (4), belongs to Gs.
Remark 1. Note that (4) has theoretical and computational advantages. While the method of
the nonlinear theory of distributions must be employed for the characterization of the elements
of Gs, the characterization of the elements of Hs is much simpler. On the other hand, it is less
costly to approximate w0 ∈ Hs, than G ∈ Gs.
2.1 Particular forms of N ∈ N
In this section we find some families of N possessing the multiplicability property
N (θ · w0) = θ (t) ·N (w0) . (6)
The following theorem lists some particular forms of N satisfying (6).
Theorem 2. All the functions below possesses the generalized multiplicability property (6):
N (w) = wn, n ∈ N, (7)
N (w) = sinhw, (8)
N (w) = tanhw, (9)
N (w) = sinw, (10)
N (w) = tanw, (11)
N (w) = arcsinw, (12)
N (w) = arctanw, (13)
N (w) = arcsinhw, (14)
N (w) = arctanhw, (15)
N (w) = ln (1 + w) . (16)
Proof. Here we carry out the proof for (7) and (8), since for (9)–(16) it is carried put in the
same way as for (8).
In order to show that
[θ · w]n (t) = θ (t) · wn (t) , (17)
it suffices to show that
θn (t) = θ (t) . (18)
To this aim, we use the representation
θ (t) =
1
2
[1 + sign (t)] ,
4
where
sign (t) =
|t|
t
, t ∈ R,
is the sign function. Obviously, according to the definition,
signn (t) =
{
1, n is even,
sign (t) , n is odd.
(19)
Then, using the Newton’s binomial formula, we have
θn (t) =
1
2n
n∑
k=0
n!
k! (n− k)! sign
k (t) ,
which, in view of (19), can be transformed to the following:
n∑
k=0
n!
k! (n− k)! sign
k (t) =
n∑
even k=0
n!
k! (n− k)! +
n∑
odd k=0
n!
k! (n− k)! · sign (t) =
= 2n−1 [1 + sign (t)] .
Therefore, we eventually arrive at
θn (t) =
1
2
[1 + sign (t)] = θ (t) ,
which implies (7).
Remark 2. A direct consequence of (18) is the following relation:
dθn
dt
= nθn−1 (t)
dθ
dt
= δ (t) .
We find the last equality also in [10]. Thus, we reduce the constraint
nθn−1 (0) = 1.
Next, in order to show that
sinh [θ (t)w (t)] = θ (t) sinh [w (t)] ,
we use the series expansion
sinhx =
∞∑
n=0
x2n+1
(2n+ 1)!
.
Then, by virtue of (17), we have
sinh [θ (t)w (t)] =
∞∑
n=0
[θ (t)w (t)]2n+1
(2n+ 1)!
= θ (t) ·
∞∑
n=0
w2n+1 (t)
(2n+ 1)!
= θ (t) sinh [w (t)] .
Remark 3. Apparently, in all cases above, the multiplicative property (6) is not affected if
we add to N the linear term gw0, with a given g. Similarly, the linear combination of all the
particular functions above also possesses (6). Moreover, the product of any number of functions
(7)–(16) of any power n ∈ N, also possesses (6).
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2.2 Hierarchies of related nonlinear ODEs
Using the particular solutions of (6) derived in the previous section, we provide some hierarchies
of second order nonlinear equations allowing the representation (4).
The relation (17) provides that (4) is valid for the following sets equations:
d2w
dt2
± wn = f (t) , n ∈ N,
d2w
dt2
± wn ± wm = f (t) , n,m ∈ N,
d2w
dt2
± (wn ± wm)k = f (t) , n,m, k ∈ N.
The relations (8)–(16) provide that (4) is valid for the following sets equations:
d2w
dt2
± (sinhnw ± sinhmw)k = f (t) , n,m, k ∈ N,
d2w
dt2
± (sinhnw ± tanhmw)k = f (t) , n,m, k ∈ N,
d2w
dt2
± (tanhnw ± tanhmw)k = f (t) , n,m, k ∈ N,
d2w
dt2
± sinhnw · tanhmw = f (t) , n,m ∈ N, n ≥ m,
d2w
dt2
± sinh
nw
tanhmw
= f (t) , n,m ∈ N, n ≥ m,
d2w
dt2
± sinhnw ± wm = f (t) , n,m ∈ N,
d2w
dt2
± tanhnw ± wm = f (t) , n,m ∈ N,
d2w
dt2
± sinhnw · wm = f (t) , n,m ∈ N,
d2w
dt2
± tanhnw · wm = f (t) , n,m ∈ N,
d2w
dt2
± sinh
nw
wm
= f (t) , n,m ∈ N, n ≥ m,
d2w
dt2
± ln
nw
tanhmw
± sinhk w ± (sinpwq ± tanhr ws)l = f (t) , k, l, n,m, p, q, r, s ∈ N, n ≥ m,
and other combinations of power, sine, tangent, hyperbolic sine, hyperbolic tangent, inverse
sine, inverse tangent, logarithmic functions.
Remark 4. The representation (4) can be established for nonlinear PDEs that are reduced to
second order nonlinear ODEs of the form (1) using, for instance, the traveling wave ansatz, the
generalized separation of variables [5], etc.
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3 The case of Liouville equation
Apparently, the case N (w) = expw of the Liouville equation [12] seems to be at odd with the
preceding discussion. Indeed, one can incur in a difficulty like
exp [θ (t)w0 (t)] =
∞∑
n=0
[θ (t)w0 (t)]
n
n!
= 1 + θ (t) ·
∞∑
n=1
wn0 (t)
n!
= 1 + θ (t) · exp [w0 (t)] , (20)
and a direct solution does not seem to be available. The reason is that in this case there are
two contributions to the solution. This can be written as
G (t) = 2θ (t) ln
[ √
2
cosh (
√
t+ φ)
]
+ 2θ (−t) ln
[ √
2
cosh (
√
t− φ)
]
(21)
being  and φ two constants fixed in such a way that
− tanhφ = 1
4
√

. (22)
Consequences of this kind of solution could be that 2D quantum gravity is not confining
but this would take us too far away from the content of the paper.
4 Numerical analysis
In this section we are going to show how the representation (4) is applied to study particular
nonlinear equations. Consider the ODE
d2w
dt2
+ sinhw = f (t) . (23)
The general solution of the homogeneous equation
d2w0
dt2
+ sinhw0 = 0
subject to the following Cauchy conditions:
w0 (0) = 0,
dw0
dt
∣∣∣∣
t=0
= s,
reads as follows:
w0 (t) = −2i am
[
is
2
t,− 4
s2
]
,
where am is the Jacobi amplitude function. Therefore, the nonlinear Green’s function of the
non-homogeneous equation (23) reads as follows:
G (t) = −2iθ (t) · am
[
is
2
t,− 4
s2
]
.
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Thus, the general solution of (23) reads as follows:
w (t) = −2i
∞∑
k=0
αk
∫ t
0
τ kθ (τ) am
[
is
2
τ,− 4
s2
]
f (t− τ) dτ.
Now let us evaluate the numerical error of approximation of (23) by the finite sum
wK (t) ≈ −2i
K∑
k=0
αk
∫ t
0
τ kθ (τ) am
[
is
2
τ,− 4
s2
]
f (t− τ) dτ,
when t ∈ [0, 1]. To this aim, we quantify the logarithmic error
Er (K; t) = ln |wK (t)− wMoL (t)| ,
where wMoL is the numerical solution of (23) with the method of lines [13].
Figure 1 below shows the evolution of Er when K increases from 1 to 4, in the particular
case when s = 1 and f (t) = δ (t).
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Figure 1: Discrete plots of Er (1; t), Er (2; t), Er (3; t), and Er (4; t) (respectively) against t ∈
[0, 1] for f (t) = δ (t): (23)
We also aim to show that the nonlinear Green’s function of the Liouville equation derived
in the previous section:
d2w
dt2
+ expw = f (t) .
As it is seen from Fig. 2, expressing the evolution of Er when K increases from 1 to 4, higher
order terms of the short time expansion lead to significant improvement of the approximation.
The logarithmic error decreases significantly with increase of K also for other forms of f .
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Figure 2: Discrete plots of Er (1; t), Er (2; t), Er (3; t), and Er (4; t) (respectively) against t ∈
[0, 1] for f (t) = δ (t): Liouville equation
5 Two open problems
In this section we sum up some of the related open problems that we came across when studying
particular solutions of (6).
1. The non-linearity (7) is studied for n ∈ N. However, numerical simulations show that (7)
satisfies (6) for any positive real n. This fact remains rigorously unproved.
2. The same concerns given in Section 3 seem to hold also for cos, cosh, cot, coth, arccos,
arccot, arccosh, arccoth functions. Further work is needed here as in the case of Liouville
equation above.
Conclusions
We derive an equality type constraint for the nonlinear term of second order nonlinear ODEs
providing an important representation formula for the nonlinear Green’s function. More specif-
ically, if the constraint holds, then the nonlinear Green’s function is represented in the form of
product of the Heaviside function and the general solution of the corresponding homogeneous
equation. We also establish some particular solutions to the constraint allowing to represent
the nonlinear Green’s function of general hierarchies of ODEs in the mentioned form. The nu-
merical comparison of the Green’s function solution and the solution derived by the well-known
numerical method of lines supports the efficiency of the result.
9
We also outline some open problems that will make a significant progress in the future.
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