Let E = ((eij))n×n be a fixed array of real numbers such that eij = eji, eii = 0 for 1 ≤ i, j ≤ n. Let the symmetric group be denoted by Sn and the collection of involutions with no fixed points by Πn, that is, Πn = {π ∈ Sn :
Introduction
Let E = ((e ij )) be an n × n array of real numbers. The study of combinatorial central limit theorems, that is, central limit theorems for random variables of the form
e iπ(i) (1) usually focuses on the case where π is a permutation chosen uniformly from the set of all permutations of n elements. Approximating the distribution of Y E by the normal when π is chosen uniformly began with the work of Wald and Wolfowitz [14] , who, motivated by approximating null distributions for permutation test statistics, proved the central limit theorem as n → ∞ for the case where the factorization e ij = b i c j holds. In this special case, when b i are numerical characteristics of some population, and k of the c j 's are 1, and the remaining n − k are zero, Y E has the distribution of a simple random sample from the population. General arrays were handled in the work of Hoeffding [8] , and in Motoo obtained Lindeberg-type conditions which are sufficient for the normal limit in [10] . A number of later authors refined the limiting results and obtained information on the rate of convergence and bounds on the error in the normal approximation, typically in the supremum, or L ∞ , norm. Ho and Chen [7] and von Bahr [13] derived L ∞ bounds when the matrix E is random, the former using a concentration inequality approach and Stein's method, but which yield the correct rate O(n −1/2 ) only when certain boundedness conditions on sup i,j |e i,j | are satisfied. Bolthausen [1] obtained a bound of the right order in terms of third-moment type quantities on E, but with an unspecified constant. Goldstein [4] employing the zero bias version of Stein's method obtained bounds of the correct order with an explicit constant, but in terms of sup i,j |e i,j |. Overall then, the work of Bolthausen [1] , proceeding inductively, is the only one which yields a bound in terms of third moment quantities on E without the need for conditions on sup i,j |e i,j |. Though an explicit constant was not obtained in [1] , as we will see here for a related case, this inductive method can yield explicit constants when the calculations are tracked carefully.
The case where π is chosen uniformly from the symmetric group is not the only case of practical interest. In [11] a permutation test is considered for a certain matched pair experiment, which is designed to answer the question of whether there is an unusually high degree of similarity in a distinguished pairing, when there is some unknown background, or baseline, similarity between all pairs. In such a case one considers Y E as in (1) when π is chosen uniformly from Π n , the class of involutions without fixed points, Π n = {π ∈ S n : π 2 = id, ∀i :
where S n is the symmetric group of some n elements and id the identity permutation. Since the distribution of Y E is complicated, L ∞ bounds for the error in normal approximation enables one to test the significance of a matched pair. The interested reader can look into [6] for a discussion on similar applications.
A bound to the normal for this case was provided in the L ∞ norm by [6] , with explicit constants, but under a boundedness assumption. In this paper, we follow the method of [1] to refine the results of [6] and provide a bound to the normal for the involution case, with an explicit constant, in terms of third moment type quantities on the matrix E, and for all L p for 1 ≤ p ≤ ∞. In particular, with K p given explicitly by (14) , we show that the L p norm of the difference between W , the variable Y E standardized, and the normal satisfies
where β E is given in (11) . Although the constant K p is quite large in magnitude, it is the first of its kind in the literature. Also we improve upon Goldstein and Rinott's result by using the idea of zero bias transformations introduced in [5] and prove CLT of order O(n −1/2 ) under much milder conditions. It should be noted that the method applied here can be adopted to give L p estimates in Hoeffding's combinatorial CLT as well, and will yield a bound of the same from as the one obtained in [1] .
Other work where π is not uniform includes that of [9] , where the permutations are uniform over those having one long cycle, and [4] , where L ∞ bounds are derived under a boundedness condition for the case of a permutation distribution constant on conjugacy classes having no fixed points, which generalizes both the involution and long cycle cases.
The paper is organized as follows. In Section 2, we introduce some notation and state our main result. In Section 3 the basic idea of the zero bias transformation is reviewed, and an outline is provided that illustrates how to obtain zero bias couplings in some cases of interest. In Section 4, L 1 bounds are obtained. Lastly, in Section 5 we use the calculations in Section 4 along with the recursive argument of [1] to obtain L ∞ bounds. From the L 1 and L ∞ bounds, the following simple inequality allows for the computation of
2 Notation and statement of main result
For n an even positive integer, let π be a permutation chosen uniformly from Π n in (2), the set of involutions with no fixed points. Since for π ∈ Π n the terms e iπ(i) and e π(i)i always appear together in (1) , and e ii never appears, we may assume without loss of generality that e ij = e ji and that e ii = 0 for all i, j = 1, 2, . . . , n.
For an array E = ((e ij )) 1≤i,j≤n satisfying the conditions in (4), define
e ij and e ++ = n i,j=1
Then, as shown in [6] ,
Again following [6] , letting
The distribution of the random variate W * is called the zero bias transform of the distribution of W . From Stein's original lemma [12] , W is N (0, σ 2 ) if and only if W * is N (0, σ 2 ), that is, the normal distribution is the unique fixed point of the zero bias transformation. This gives rise to the intuition that if W and W * are close, in some appropriate sense, then the distribution of W should be close to the normal. That this intuition is indeed true can be seen, for instance, in the following result from [3] : if W and W * are on a joint space, with W * having the W zero bias distribution, then
In (13), F W and Φ denote the distribution functions of W and that of a standard normal variate respectively, and || · || p denotes the L p norm. We call a construction of W and W * on a joint space a zero bias coupling of W to W * . The following is our main result which we prove using zero bias coupling.
Theorem 2.1. Let E = ((e ij )) n×n be an array satisfying e ij = e ji , e ii = 0 ∀i, j, and let π be an involution chosen uniformly from Π n . If
and W = (Y E − µ E )/σ E , then for n ≥ 9 and p ∈ [1, ∞], with β E as in (11), we have
Here F W denotes the distribution function of W , Φ is the distribution function of a standard normal variate and
As W in the theorem is given by (10) with
we assume in what follows that all subsequent occurrences of ((d ij )) satisfy these conditions and instead of working with E work with the centered and scaled array D only.
In the next section, we review construction of zero bias couplings in certain cases of interest including the present problem.
Zero bias transformation
We prove Theorem 2.1 by constructing a zero bias coupling using a Stein pair, that is, a pair of random variables (W, W ′ ) which are exchangeable and satisfy
see [2] for more on Stein pairs. As shown in [5] , for any mean zero, variance σ 2 random variable W , there exists a distribution for a random variable W * satisfying (12) . Nevertheless, constructing useful couplings of W and W * for particular examples may be difficult. In some cases, however, as in ours, the following proposition from [3] may be applied.
Proposition 3.1. Let W, W ′ be an exchangeable pair with V ar(W ) = σ 2 ∈ (0, ∞) and distribution F (w, w ′ ) satisfying the linearity condition (16). Then
and when (W † , W ‡ ) has the joint distribution
has the W -zero biased distribution.
In particular, construction of zero bias couplings are typically possible when Stein pairs exist. We review the construction of (W † , W ‡ ) from (W, W ′ ) as outlined in [3] . Suppose we have a Stein pair (W, W ′ ) which is a function of some collection of random variables {Ξ α , α ∈ χ}, and that for a possibly random index set I ⊂ χ, independent of {Ξ α , α ∈ χ}, the difference W − W ′ depends only on I and on {Ξ α , α ∈ χ I }, where χ I ⊂ χ depends on I. That is, for some function b(i, Ξ α , α ∈ χ i ) defined on i ⊂ χ, and I a random index set,
We now show how, under this framework, the pair (W, W ′ ) can be constructed; the pair (W † , W ‡ ) will then be constructed in a similar fashion. First generate I, then independently generate {Ξ α , α ∈ χ I } and finally {Ξ α , α ∈ χ c I } conditioned on {Ξ α , α ∈ χ I }. That is, first generate the indices I on which the difference W − W ′ depends, then the underlying variables Ξ α , α ∈ χ I which make up that difference, and lastly the remaining variables. This construction corresponds to the following factorization of the joint distribution of I and {Ξ α , α ∈ χ} as the product
For dF † we consider the joint distribution of I and {Ξ α , α ∈ χ}, biased by the squared difference (w−w
From (17), (19) and the independence of I and {Ξ α , α ∈ χ} we obtain
Hence we can define a probability distribution for an index set I † by
From (19), (21) and (23), we obtain
where
‡ , use as much of the previously generated variables {Ξ α , α / ∈ χ i } as possible so that the pairs (W, W ′ ) and (W † , W ‡ ) will be close. We review the construction of (W, W ′ ) in [6] for the case at hand, and then show how it agrees with the outline above. For distinct i, j ∈ {1, . . . , n} let τ i,j be the permutation which transposes the elements i and j, that is,
Note that for any given π ∈ Π n , the permutation πα π i,j will again belong to Π n . In particular, whereas π has the cycle(s) (i, π(i)) and (j, π(j)), the permutation πα π i,j has cycle(s) (i, j) and (π(i), π(j)), and all other cycles in common with π. Now, with π chosen uniformly from Π n and W given by (10), we construct an exchangeable pair (W, W ′ ), as in [6] , as follows. Choose two distinct indices I = (I, J) uniformly from {1, 2, . . . , n}, that is, having distribution
and let
Since (I, J) is chosen uniformly over all distinct pairs, π and π ′ are exchangeable, and hence, letting
. Moreover, as π ′ has the cycle(s) (I, J) and (π(I), π(J)), and shares all other cycles with π, we have
Using (28) it is shown in [6] that
that is, (16) is satisfied with λ = 4/n. To put this construction in the framework above, so to be able to apply the decomposition (24) for the construction of a zero bias coupling, let χ = {1, 2, . . . , n} and Ξ α = π(α). From (28), we see that the difference W − W ′ depends on a pair of randomly chosen indices, and their images. Hence, regarding these indices, let i = (i, j) ∈ χ 2 and let I = (I, J) where I and J have joint distribution given in (26), specifying P (I = i), the first term in (20). Also, in this case χ i = i. Next, for given distinct i, j and π ∈ Π n , we have π(i) = π(j), π(i) = i and π(j) = j. As π is chosen uniformly from Π n , the distribution of the images k = ξ i and l = ξ j of distinct i and j under π is given by
specifying the second term of (20). The last term in (20) is given by
when i = j and k = l. The equality in (31) follows from the fact that π is an involution, implying ξ k = π(k) = π(π(i)) = i and similarly for ξ l = j, and thus
The conditional distribution in (31) can be simplified further by considering the two cases k = j or equivalently l = i and k = j or equivalently |{i, j, k, l}| = 4 separately. If k = j then we have l = i and thus we obtain
For (32), we note P (π(i) = j) = 1/(n − 1) since π is chosen uniformly from Π n . The last equality in (32) simply indicates that once we fix π(i) = j, that is the cycle (i, j) in π we have to choose an involution uniformly at random from the rest of the indices that is Π n−2 to obtain π in its entirety. This argument yields the recursion which we use in (33) later
When we have k = j and hence l = i or equivalently |{i, j, k, l}| = 4 in (31), we obtain
In (33) we have used the following equality which follows from the fact that π is an involution chosen uniformly at random.
.
From (33) we see that the conditional distribution dF i c |i is uniform over all values of ξ α for α ∈ χ for which ξ i = k, ξ j = l and P (π(α) = ξ α , α ∈ χ) > 0 when |{i, j, k, l}| = 4. Hence we may construct (W, W ′ ) following (20), that is, first choosing I = (I, J), then the images K = (K, L) of I and J under π and π ′ , then the remaining images uniformly over all possible values for which the resulting permutations lie in Π n .
We may construct (W † , W ‡ ) from (24) quite easily now. In view of (19) and (28), for pairs of distinct
The partition in display (37) is based on the possible values of (R 1 , R 2 ); it does not include the cases where (R 1 , R 2 ) = (2, 1) or (R 1 , R 2 ) = (1, 2) because these two events are impossible. If R 1 = 2 and
Similarly one can rule out (R 1 , R 2 ) = (1, 2). Similar arguments show us that the cases described above are indeed exhaustive.
Clearly any two cases in (37) with differing values of (R 1 , R 2 ) tuple are exclusive. Also, any two cases with the same tuple value, e.g. cases one and two, are also exclusive. For example, in case one we have π(I † ) = K † whereas in case two we have π(I † ) = K † making these two cases disjoint. In summary π † is well defined, and this construction specifies the pairs (π, π ′ ) and (π † , π ‡ ) on the same space. The following lemma shows that the π † so obtained is an involution.
Lemma 3.2. For π ∈ Π n , the permutation π † defined in (37) belongs to Π n and has the cycles (I †
, π(L † )}, and agree on the complement I c .
Proof. If we prove π † has the cycles (I † , K † ) and (J † , L † ), then from (37) and π ‡ = πα
† , π ‡ all agree on the complement of I, which proves the last claim in the lemma. Note that π maps I onto itself and is an involution when restricted to I. Therefore π is an involution when restricted to I c , and hence so are π † and π ‡ . So, we only need to prove π † has the cycles as claimed. Since π ‡ = πα π † I † ,J † , it suffices now to show that π † is an involution on I and has cycles (I † , K † ) and
Thus (39) now yields 
and in particular c n ≤ 1 n 3 when n ≥ 9.
Proof. From (28), we have
where (I, J) are two distinct indices selected uniformly from {1, 2, . . . , n}. Since π is an involution chosen uniformly, we have
Using (42), (17) and (29) and σ 2 D = 1, we obtain 4 n(n − 1) 2 (n − 3) |{i,j,k,l}|=4
On simplification, we obtain
proving (40). The verification of (41) is direct.
L 1 bounds
In this section we derive the L 1 bounds for the normal approximation of
, where π is chosen uniformly at random from Π n . The main theorem in this section is the following. Theorem 4.1. Let π be an involution chosen uniformly at random from Π n and D = ((d ij )) be an array satisfying (15). Then with β D as in (11) 
In particular,
We will need the following inequalities in order to prove Theorem 4.1. To avoid writing down the indices over which we are summing, unless otherwise specified the summation will be taken over the same index set as the one immediately preceding it.
With p(·) as in (36), in what follows, we will apply bounds such as |{i,j,k,l}|=4
The first nontrivial equality above uses the special form of the term inside squares. Whenever we encounter a cross term we always get a free index to sum over which gives us zero since d i+ = 0 ∀i. The second inequality uses the fact that for any choices ι 1 , ι 2 , κ 1 , κ 2 ∈ {i, j, k, l} with ι 1 = κ 1 and ι 2 = κ 2 , perhaps by relabelling the indices after the inequality,
Generally the exponent of n in such an inequality will be 2 less the number of indices over which we are summing up. For instance, if we are summing up over 5 indices the exponent of n will be 3 and so on. In particular, |{i,j,k,l,s}|=5
|d ιs |p(i, j, k, l) ≤ 4n 3 c n β D where ι ∈ {i, j, k, l} ≤ 4β D when n ≥ 9, using (41) and (44) |{i,j,k,l,s,t}|=6 
where I is as in Lemma 3.2. Also, W * has the W zero bias distribution and satisfies
In view of (13) Theorem 4.2 implies Theorem 4.1.
Proof. Lemma 3.1 guarantees that W * has the W -zero biased distribution. Recalling 
Using the fact that E(U ) = 1/2, and that U is independent of T † and T ‡ , we obtain
where the equality follows from the fact that π † , π ‡ , and therefore T † , T ‡ , are exchangeable. Thus our goal is to bound the L 1 norms of T and T † and we proceed in a case by case basis, much along the lines of Section 6 in [3] . In summary, we group the ten cases in (37) into the following five cases: R 1 = 1;
Computation on R 1 = 1: The event R 1 = 1, which we indicate by 1 1 , can occur in four different ways, corresponding to the first four cases in the definition of π † in (37). With V as in (50), we can decompose 1 1 to yield
where 
and is an involution restricted to I, hence
So, we obtain
Because of the indicator in (54) and (55), we need to consider the joint distribution
which includes the images of I † , J † under π, say s and t respectively. With c n as in Lemma 3.3, we claim p 2 (·) is given by
To justify (56), note first that s = j if and only if t = i, for example, s = j implies t = π(j) = π(s) = π(π(i)) = i, and therefore
Thus the second case of (56) has zero probability. The remaining trivial cases can be discarded using the fact that π ∈ Π n . Leaving these out, the first probability is derived using (57), since the image of I † under π is uniform over {I † } c and independent of (I
, so in particular takes the value s = j with probability 1/(n − 1). In the last case it is easy to see that t / ∈ {j, s, i} and s ∈ {i, t, j} are equivalent. The image of I † is uniform over all available n − 1 choices, and, conditional on π(I † ) = J † , the n − 3 remaining choices for the image of J † fall in {I † , π(I † ), J † } c uniformly. Next we bound each of the summands in (54) and (55) separately. First note that under 1 1,1 only the last form of p 2 (i, j, k, l, s, t) in (56) is relevant. In particular, s = t always, and since i, j, k, l are distinct, s = k implies s ∈ {i, j}. Hence, for the first summand in (54), we obtain
Similarly, we can estimate the second summand in (54) as
The last summand in (54) 
Thus combining the bounds in (58), (59), (60) we obtain the following bound on the term (54),
Now moving to (55), we note the first summand in (55) is the same as the first summand of (54), and so can be bounded by (58). We can bound E|d J † ,L † |1 1,1 , which is the second summand in (55) in a similar fashion as in (58) through the following calculation
Now we can bound E|d π(J † )π(L † ) |1 1,1 in the following way,
So, adding the bounds in (58), (62) and (65), and using (55) we obtain,
From (61) and (66), using the definition of V in (50), we obtain the following bound on the first term of (51),
Next, on 1 1,2 , indicating the event π(
} and hence, by definition (47),
We further observe,
which because of (61) yields
Furthermore, the distributional equality in (69) implies
yielding
Thus combining (70),(72) we obtain
Next on
On 1 1,3 , we have s = l, t = k which is equivalent to s = l and |{i, j, k, l, t}| = 5. Hence we may bound the first summand in (74) as follows
Continuing in this manner we arrive, as in (73), at
Symmetries between 1 1,1 and 1 1,2 such as (69) hold as well between 1 1,3 and 1 1,4 , yielding
Combining the bounds from (67), (73), (76) and (77), we obtain
To begin bounding E|TCombining (87) with (90) we obtain
Thus, using (92) and (93),we obtain
On 1 3,2 , we have
To obtain bounds for E(V 1 3,2 ), we bound the first summand in (95) as follows,
Similarly its easy to obtain bounds on the other summands also and conclude as in (94),
Combining (94) and (97), we obtain
Computation for R 1 = 0, R 2 = 2: This event is indicated by
. On 1 4 , we have
For the first term in (99),
Now consider the last summand of (105),
β D n when n ≥ 9, using (45).
(110)
So, using (109),(110) along with (111), we obtain
Combining (108) and (112), we obtain
Combining the bounds from (78), (91), (98), (103) and (113), we obtain
This completes the proof of Theorem 4.2.
L ∞ bounds
In this section we will use Theorem 4.2 obtained in the previous section to obtain L ∞ bounds using arguments similar to those in [1] . It is worth noting that we can use L 1 along with L ∞ bounds to obtain L p bounds for any p ≥ 1 using (3). The main theorem of this section is the following
where π is an involution chosen uniformly at random from Π n , then for n > 9
Here K = 61, 702, 446 is a universal constant.
Theorem 5.1 readily implies Theorem 2.1 by (3) and Theorem 4.1. We claim that to prove Theorem 5.1 it is enough to consider arrays with β D /n ≤ ǫ 0 = 1/90, and n ≥ n 0 = 1000. To prove the claim, first note that
which is greater than 1/2 for n ≥ 4. In (116), the first inequality follows from Hölder's inequality and the next equality follows from the fact that σ One useful inequality that will be used repeatedly in the proof is the following
The proof of Theorem 5.1 proceeds by first proving several auxiliary lemmas. The first lemma helps bound the error created when truncating the array as in [1] , page 382. For the array D = ((d ij ) ) n×n , we define
Inequality (120) has the following useful consequence, that is, 
and therefore
Proof. Using d ++ = 0 and (120), we have
Similarly, as d i+ = 0 for all i ∈ {1, . . . , n}, we obtain using (119),
Now, using (5) and (123),
To prove the last assertion, first note that by (124) we have
Similarly one can obtain
From (5) This completes the proof.
For E = ((e ij )) n×n let F E be the distribution function of Y E and
For γ > 0 let M n (γ) be the set of n × n matrices E = ((e ij )) satisfying σ 2 E = 1, e ij = e ji , e ii = e i+ = 0 ∀i, j and β E ≤ γ. Let us define δ(γ, n) = sup
Also, we define
This completes the proof.
Lemma 5.5. Consider a nonnegative sequence {a n , n ∈ Z} such that a n = 0 for all n ≤ 0 and a n ≤ c + α max as i / ∈i b iθ(i) , where B = ((b ij )) n−|i|×n−|i| is the matrix formed by removing rows and columns of D that occur in i and θ is chosen uniformly from Π n−|i| . Since |i| ≤ 8 and β D /n ≤ ǫ 0 /51 < ǫ 0 /50, Lemma 5.4 yields |µ B | ≤ 8.07 and σ 
Using (153), we obtain E(S 2 |I = i) = E|Y B | 2 ≤ 67 for all i.
Thus using (152) and (150), we obtain
Finally, we are left with bounding 
where to obtain equality in (155) we have used the fact that g r is measurable with respect to I for all r.
It remains only to bound P (S ∈ [z, z + λ]|I). In the following calculations b ij = b ij /σ B as before. Since
