ing and memory remains to be established, the strengthening of support for a leading candidate cellular substrate is an encouraging observation that can be followed up in several ways. Firstly, it should be possible to examine the same cell population at the molecular and cellular levels in order to elucidate the processes underlying these modifications. Secondly, the changes in spatiotemporal patterns hint at restructuring of KC odor representations that might reflect a correlate of information storage. It may now be feasible, using similar imaging approaches but at single cell resolution, to resolve the details of the changes. Finally, it should be possible, albeit technically challenging, to take advantage of the possibility of behavioral measurements in combination with imaging to try to directly link KC changes to memory storage itself.
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Faber, T., Joerges, J., and Menzel, R. (1999) Mormann et al. (2005) . In a continuous word recognition paradigm, the authors found that the presentation of a visual stimulus causes a simultaneous phase reset of ongoing oscillatory activity in the hippocampus and entorhinal cortex. Furthermore, the existence of independent theta rhythms plays an important role for a number of mechanisms related to gamma oscillations (Fries et al., 2007) , as gamma activity has been found to be coupled to the phase of ongoing theta oscillations (Canolty et al., 2006; Demiralp et al., 2007; Mormann et al., 2005) .
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Independent delta/theta rhythms in the human hippocampus and entorhinal cortex
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. Elger and Klaus Lehnertz
Ever since the discovery of the electroencephalogram (EEG), brain oscillations have been a major focus of neuroscientific research. The perpetual interactions among multiple network oscillators enable the brain to perform global computations on multiple spatial and temporal scales. A prominent example of interacting oscillations is the phenomenon of phase precession of place cells in the rodent hippocampus (O' Keefe and Recce, 1993) . When the rat traverses a particular region in its environment, these cells fire periodic bursts at a slightly faster rhythm than the ongoing theta oscillation in the hippocampus. The firing thus occurs at increasingly early phase angles of the local field oscillations, and the spatial position of the animal can be decoded from these phase angles.
In this issue, Mormann et al. (2008) investigate oscillatory activity in the human hippocampus and in its main input structure, the entorhinal cortex. Using a unique data set of intracranial EEG signals directly recorded from the healthy medial temporal lobes of epilepsy patients with strictly unilateral seizure onset, the authors perform an elegant data analysis and provide evidence for the existence of independent theta generators in the human hippocampus and entorhinal cortex.
Of these two independent theta rhythms, the entorhinal rhythm is seen as being mediated by sensory and other cortical inputs, whereas the hippocampal rhythm is assumed to reflect theta activity autonomously generated within the hippocampus itself, mediated by inputs from the medial septum. Furthermore, the authors consider the hypothesis that the two independent rhythms represent the two oscillators of slightly different frequencies postulated by the interference model of theta phase precession (O'Keefe and Recce, 1993). Recent advances in recording technology that allow simultaneous recording of local field potentials and single-neuron activity in humans make this hypothesis an exciting and, more importantly, a testable one.
Previous studies on intracranial EEG recordings have shown that successful memorization of presented words is associated with an increase in entorhinalhippocampal theta coherence (Fell et al., by other cognitive factors such as momentary attention.
Nobre et al. (2008), building on their and others' earlier work, have conducted a very interesting study that does just this; they have investigated, using behavioral and physiological measures, the effects of attention on representations held in one form of mental store -visual short term memory (VSTM). VSTM is a short-term (a few seconds) limited-capacity store of visual information (e.g., Zhang and Luck, 2008) . Nobre et al. (2008) investigated whether the retrieval of information from VSTM could be influenced by focused attention. The authors utilized a paradigm similar to those used in studies of the effects of covert selective attention on vision using predictive precues (e.g., Mangun and Hillyard, 1991) . However, instead of precuing the location to which attention should be directed in future, the authors used retrodictive cues (spatial retro-cues) that indicated the location of a relevant target in an array presented in the past (1-2 s previously) with 100% probability. In comparison to neutral retro-cues that gave no information about the likely location in the array of the relevant item, performance to indicate whether a subsequently presented probe stimulus had in fact been anywhere in the array was improved with the spatial retro-cues. Importantly, the Over the course of the ensuing century, especially in the past 60 years, researchers investigating the mechanisms of attention have identified important behavioral and neural correlates of attention, which include the findings that attention influences the processing of sensory stimuli by improving perception and performance for attended stimuli versus unattended stimuli (e.g., Cherry, 1953; Posner, 1978) , and that such effects can involve changes in sensory-neural signals early in the sensory hierarchy for auditory (e.g., Hillyard et al., 1973), visual (e.g., Van Voorhis and Hillyard, 1977) and somatosensory (e.g., Desmedt and Robertson, 1977) stimuli.
However, as James' quote makes it clear, selective attention not only involves selecting between competing external signals, but also acting to select between internal and external signals, and perhaps as well between competing internal signals held in short-or long-term memory stores. I recall vividly that my late father George H. Mangun, a biochemist, could withdraw almost completely from the welter of our living room when my brother, sister and I were engaged in childhood mischief and mayhem. When he was focused on a difficult scientific problem, we had to physically leap on him to capture his attention. I asked him about this once, in amazement of his formidable mental sound-proofing, and he told me that he perfected the skill in college in order to study without being distracted. As a child I was not wholly convinced, but as an attention researcher (and a parent of two young boys myself!), I now understand the powerful nature of the human attention system for modulating sensory processing. Surprisingly, in contrast to work on the effects of attention on sensory inputs, very little work has addressed how attention can be turned inward to select from purely mental representations. There is no doubt that this paucity of research has to do with the simple fact that it is challenging to develop reliable measures of mental representations in the first place, and still harder to measure how such representations may be affected
