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SUMMARY SOME INCOMPLETE AND BOUNDEDLY COMPLETE FAMLIES OF DISTRIBUTIONS
Let P be a family of distributions on a measurable space such that (t) Ju i dP =c i ' i = 1, ••• ,k , for all P € P , and which is sufficiently rich; for example, P consists of all distributions dominated by a a-finite measure and satisfying (t). It is known that when conditions (t) are not present, no nontrivial symmetric unbiased estimator of zero (s.u.e.z.) based on a random sample of any size n exists. Here it is shown that (I) if 
I
u. dP = c.
-2-implies g(X l , ••• ,X n ) = 0 a.e. (Q) Here g is called symmetric if it is invariant under all permutations of its arguments. The family Q will be said to be boundedly complete relative to the permutation group if the same conclusion holds under the additional condition that g is bounded.
Informally, Q is It is well known (Halmos 1946 , Fraser 1953 ) that if the conditions (1.1)
are absent and P is sufficiently rich then pen) is complete relative to the permutation group. This is not true in the presence of conditions (1.1) (unless the u i and c i are such that the conditions impose no restriction). 
J-J+
n i=l j=l is a symmetric unbiased estimator of zero.
In this paper two theorems (each in two versions) are proved. The first theorem shows that if P is sufficiently rich then a symmetric unbiased estimator of zero is necessarily of the form (1.2). The second theorem shows that although pen) -3- is not complete relative to the permutation group it is boundedly complete if all nontrivial linear combinations of u I ' ••. ,Uk are unbounded.
To state the theorems, we introduce the following notation. If A contains the one-point sets, let Po be the family of all distributions P concentrated on finite subsets of X which satisfy conditions (1.1). If p is a a-finite measure on (X,A) , let Po(p) be the family of all distributions absolutely continuous with respect to p whose densities dP/dp are simple functions (finite linear combinations of indicator functions of sets in A)
and which satisfy conditions (1.1).
Theorem lA: Let A contain the one-point sets and let P be a convex family of distributions on (X,A) which satisfy conditions (1.1), such that Po c P • If g is a symmetric A(n)-measurable function such that fg dp n = 0 for all P € P then there exist k symmetric A(n-l)-measurable functions hI' ,h k which are pn-I-integrable for all P € P , such that (1.2) is satisfied for all (xl' ... ,x n ) € X n . e- 
where Ci(P) = covp(w,u i ) and 0ij(P) = covp(ui,u j )
It is straightforward to minimize varp(t) with respect to hI' .
•. ,h k • Let Q be a distribution in P such that the matrix (Dij(Q)) is nonsingular, and let (oij(Q)) be its inverse. Then the unbiased estimator which has minimum variance when the distribution is Q is t(x) with hi = t j Oij(Q)Cj(Q) , and its variance at
2. lemmas. The following lemmas will be used in the proofs of the theorems.
emma~: (Halmos) . A homogeneous polynomial on R n which is zero on a nondegenerate n-dimensional interval, is identically zero on R n •
The proof is by induction on n, just as Halmos' proof in [2] for the case where the n-dimensional interval is the positive orthant. 
This implies, by continuity, that the same is true in a neighborhood of the point (PI' ••• ,P n ) , and the lemma will be proved. 
and columns C 1 , ••• ,C r of the matrix A such that column C 1 has exactly mel) maximal elements (the specified elements in column C 1 ) and, for g = 1, ..
• ,r -1 , the meg) elements in column C g + 1 which are in the same rows as the meg) specified elements in column C g contain exactly meg + 1) maximal elements (the specified elements in column C g + 1 ).
We may assume that C is the g-th column of the matrix A and that the We denote by u the column vector with k components u 1
Lemma 3A: If, for (xl'
where each h. is symmetric in its n -1
is nonsingular, then, for (2.6) where
, x m ' z. ,
In particular, with m =n -1 , , z. )} .
where T =Tn,r(X l , ... ,x n ) , and R differs from T only in that n,r m n,n-m-l g( .•• ,z. , ,z.
) is replaced by f. ( ... , z. , ... ,z. ) + ... e-(2.14)
replaced by 1 n-m with g(x. , Jl (2.16) f B .
The same is true with the phrase "for all (xl' .
•. ,X n ) € X n " replaced by Ii a.e. v(n) II in the two places where it occurs.
The proof of Lemma 3B closely parallels that of Lemma 3A. The only dif- f u i dP = 0, i = 1, •.. ,k , and P is a convex family of distributions P on (X,A) which satisfy (3.1), such that P :::> Po • Let g be a symmetric An-measurable function such that f g dp n = 0 for all P E: P • We must show that there exist symmetric A n -l _ measurable functions hI' ,h k such that (3.2) < 00 , i = 1, ... ,k , if P E: P and, for all We note that (3.12) We now show that for every point (Xl' .
•. ,x n ) in X n there is an eLet P be a distribution in P. The u i are P-integrable by assumption.
Hence to show that the h. are pn-I-integrable it is sufficient to show that 1 .
for m = 0, 1, ..• ,n -1 and all P € P • By (3.7) the distribution Po is in Po and hence in P. If P is in P, so is Q =~(Po + P) , due to the convexity of P. Hence ,uk is unbounded. We must show that g(x l , •.. ,x n ) =0 for all
We again assume that c l = 
, s'
for s = n -1, n -2, ••• ,1. In particular,
We now show that
•. ,x s ) = 0 for all (4.11) (n-s+l) ( ( f Igi dv n is finite since g is bounded.) Hence the representation (2.15) of g(x 1 , .
•. ,x n ) holds a.e. (~(n)). Let AI' ... ,An be n sets in A+ .
Integrating both sides of (2.15) over the product set Al x ••• x An in iAw ith respect to v n , we obtain (6.1) 
