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Abstract
We prove existence, uniqueness and comparison theorems for a class of semilinear stochastic
partial dierential equations driven by space{time white noise. The class of equations we investi-
gate contains as special cases the stochastic Burgers equation and the reaction{diusion equations
perturbed by space{time white noise. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the semilinear stochastic partial dierential equation
@
@t
u(t; x) =
@2
@x2
u(t; x) + f(t; x; u(t; x)) +
@
@x
g(t; x; u(t; x))
+(t; x; u(t; x))
@2
@t@x
W (t; x) (1.1)
with Dirichlet boundary condition
u(t; 0)= u(t; 1)=0; t 2 [0; T ]
and the initial condition
u(0; x)= u0(x); x2 [0; 1];
where (@2=@t@x)W is a space{time white noise, and u0 2L2([0; 1]), the space of square
integrable functions. The functions f=f(t; x; r); g= g(t; x; r); = (t; x; r) are Borel
functions of (t; x; r)2R+[0; 1]R. The solution of the above problem is an L2([0; 1])-
valued continuous process which is adapted to a ltration given together with the
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Brownian sheet W , and which satises the above problem in its integral form dened
through test functions. (See the rigorous formulation in Section 2).
We refer to this problem as Eq(u0;f; g; ). If f= =0 and g(t; x; r)= 12 r
2 then the
above equation is called Burgers equation. It arose in connection with the study of
turbulent uid motion and it has got signicant attention in the literature (see Burgers,
1974; Hopf, 1950, and the references therein). The Burgers equation perturbed by
space{time white noise (i.e., when f=0; g= 12 r
2 and  6= 0) has recently become the
subject of intensive investigations (see e.g. Bertini et al., 1995; Da Prato et al. 1995; Da
Prato and Gatarek, 1995, and the references therein). When g=0 then Eq(u0;f; g; )
is a stochastic reaction{diusion equation which has also been studied intensively (see
e.g. Funaki, 1983; Walsh, 1986).
Our aim is to study the class of equations Eq(u0;f; g; ). We assume linear growth
on f and quadratic growth on g. Thus our class of equations contains both the stochas-
tic Burgers equation and the diusion{reaction equations as special cases. We prove
an existence and uniqueness theorem when f; g and  are Lipschitz functions. This
theorem (Theorem 2.1 below) generalises the results on existence and uniqueness from
Bertini et al. (1995), Da Prato et al. (1995) and Da Prato and Gatarek (1995). Our
paper is inspired by Da Prato et al. (1995). The regularisation property of the heat
kernel described in Lemma 3.1 plays a key role in our method. Part (i) of this lemma
is essentially the same property which is used also in Da Prato et al. (1995). We de-
rive it immediately by estimating the kernel without assuming that the space variable
is from a bounded interval. Thus, Lemma 3.1 opens the way to treat Eq. (1.1) also in
the whole real line in place of the nite interval in the space variable x (see Gyongy
and Nualart, 1997). Moreover, in the case of coloured noise in place of space{time
white noise we can treat equations like Eq. (1.1) with polynomial growth instead of
the quadratic growth condition (see Gyongy and Rovira, 1997a,b).
We present also a comparison theorem which extends known comparison theorems
for stochastic reaction{diusion equations (see e.g. Donati-Martin and Pardoux, 1995)
to the case of Eq(u0;f; g; ). Finally, we show that the space{time white noise has a
regularisation eect on the above type of equations. Namely, we prove that, even if
f is only a measurable function, Eq(u0;f; g; ) has a unique solution provided  is
separated from 0. Similar results are proved in the special case g=0 in Bally et al.
(1994) and Gyongy (1995). The proof of the regularisation eect in these papers is
based on estimates of the density of the solutions (at t > 0; x2 (0; 1)) with respect to
the Lebesgue measure. Such an estimate is obtained in Bally et al. (1994) by Malli-
avin calculus through quite laborious computations. In the present paper we show that
the regularisation eect is due to the existence of an arbitrary Borel measure  with
respect to which the occupation measure of the solution un to Eq(u0;fn; g; ) is asymp-
totically equi-absolutely continuous when fn converges to f (see Denition 6.1 and
Lemma 6.3). The existence of such a measure  is immediate by Girsanov theorem.
Finally, we remark that an Lp-theory of stochastic partial dierential equations is
developed in Krylov (1996) for a broad class of equations in several space dimension,
which is applied, in particular, to the stochastic reaction{diusion equations driven by
space{time white noise. However, it cannot be directly applied to the equations we
consider in the present paper.
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The paper is organised as follows. In the next section we state the rigorous for-
mulation of the problem and we formulate the existence and uniqueness theorems
(Theorems 2.1 and 2.2) for both the degenerate and nondegenerate equations. In Sec-
tion 3 we present the estimates (Lemma 3.1) playing the key role in obtaining Theorem
2.1 in Section 4. In Section 5 we prove the comparison theorem. In the last section
we introduce the notion of asymptotically equi-absolutely continuous sequence of mea-
sures with respect to a given measure. Using this notion we establish an approximation
theorem (Theorem 6.6), from which we immediately derive not only the existence but
also the uniqueness of the solution of Eq(u0;f; g; ).
2. Formulation of the problem and the results
Let (
;F;Ft ; P) be a stochastic basis carrying an Ft-Brownian sheet fW (t; x):
t>0; x2Rg. We recall that W is a continuous centered Ft-adapted Gaussian random
eld with covariance
E(W (s; x)W (t; y))= (s ^ t)(x ^ y);
such that W (s; x) − W (r; x) − W (s; y) + W (r; y) and Ft are independent for every
06t6r6s; x; y2 [0; 1]. We use the notation B(V ) for the Borel -algebra on V (for
a topological space V ) and P for the predictable -algebra R+  
.
Let  be anFt-stopping time. We say that an L2([0,1])-valued continuousFt-adapted
random eld u= fu(t; :) : t 2R+g is a solution of Eq(u0;f; g; ) in the interval [0; )
if for every ’2C2([0; 1]); ’(0)=’(1)= 0Z 1
0
u(t; x)’(x) dx =
Z 1
0
u0(x)’(x) dx +
Z t
0
Z 1
0
u(s; x)
@2
@x2
’(x) dx ds
+
Z t
0
Z 1
0
f(s; x; u(s; x))’(x) dx ds−
Z t
0
Z 1
0
g(s; x; u(s; x))
@
@x
’(x) dx ds
+
Z t
0
Z 1
0
(s; x; u(s; x; u(s; x))’(x)W (ds; dx) a:s:
for all t 2 [0; ), where the last integral is a stochastic Ito integral. For nite  the
solution in the closed interval [0; ] is dened in the same manner. When the initial
condition u0 is given at t0> 0 in place of t0 = 0, then the solution is understood in
the same sense with the obvious modication in the above equality.
To formulate our main result we assume the following assumptions:
(1) The function g is of the form g(t; x; r)= g1(t; x; r) + g2(t; r), where g1 and g2 are
Borel functions of (t; x; r)2R+[0; 1]R and of (t; r)2R+R, respectively. The
function g1 satises the linear growth and the function g2 satises the quadratic
growth conditions, i.e., for every T>0 there is a constant K such that
jg1(t; x; r) j6K(1+ jr j); jg2(t; r) j6K(1+ jr j2);
for all t 2 [0; T ]; x2 [0; 1]; r 2R.
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(2) The functions f=f(t; x; r); = (t; x; r) are Borel functions, f satises the linear
growth condition and  is bounded.
(3)  is globally Lipschitz in r and f;  are locally Lipschitz functions with linearly
growing Lipschitz constant, i.e., for every T>0 there exists a constant L such that
j(t; x; p)− (t; x; q) j6L jp− q j;
jg(t; x; p)− g(t; x; q) j6L(1+ jp j + jq j) jp− q j;
jf(t; x; p)− f(t; x; q) j6L(1+ jp j + jq j) jp− q j;
for all t 2 [0; T ]; x2 [0; 1]; p; q2R:
(4) The initial value u0 is an F0-measurable Lp([0; 1])-valued random element for
some p>2.
Theorem 2.1. Assume (1){(4). Then Eq(u0;f; g; ) has a unique solution u in the in-
terval [0;1). Moreover, u is an Lp([0; 1])-valued continuous stochastic process, and
if the initial value u0 has a continuous modication, then u(t; x) has a modication
which is continuous in (t; x)2 [0;1) [0; 1].
If the noise in the equation is nondegenerate then we need not require any smoothness
from the nonlinear drift f.
Theorem 2.2. Assume conditions (1), (2) and (4). Suppose that  is globally
Lipschitz in r 2R and that g is locally Lipschitz in r with linearly growing Lipschitz
constant. Assume, moreover, that  is separated from 0, i.e., for every T>0 there
is a constant > 0 such that j (t; x; r) j>  for all t 2 [0; T ]; x2 [0; 1]; r 2R. Then
Eq. (u0;f; g; ) has a unique solution u in the interval [0;1). Moreover, u is an
Lp([0; 1])-valued continuous stochastic process, and if the initial value u0 has a con-
tinuous modication, then u(t; x) has a modication which is continuous in (t; x)2
[0;1) [0; 1].
3. Preliminaries
Let T be a positive number and let H (s; t; x; y) be a real function of 06s< t6T;
x; y2R. Assume that there are some positive constants K; a; b; c such that for all
06s< t6T; x; y2 [0; 1]
(A) jH (s; t; x; y) j6K 1j t − s j exp

−a jx − y j
2
j t − s j

;
(B)
 @@xH (s; t; x; y)
6K 1j t − s j3=2 exp

−b jx − y j
2
j t − s j

;
(C)
 @@t H (s; t; x; y)
6K 1j t − s j2 exp

−c jx − y j
2
j t − s j

:
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Dene the linear operator J by
J (v)(t; x) :=
Z t
0
Z 1
0
H (r; t; x; y)v(r; y) dy dr t 2 [0; T ]; x2 [0; 1] (3.1)
for every v2L1([0; T ]; L1([0; 1])). In the sequel we use the notation j h jp for the
Lp([0; 1])-norm of a function h dened on [0; 1].
Lemma 3.1. Assume (A){(C). Let 2 [1;1]; q2 [1; ) and set  := 1 + 1= − 1=q.
Then J is a bounded linear operator from L([0; T ]; Lq([0; 1])) into C([0; T ]; L([0; 1])
for > 2−1. Moreover, the following estimates hold:
(i) For every T>0 there are some constants C1, C2 such that
jJ (v)(t; ) j 6C1
Z t
0
(t − r)(1=2)−1 jv(r; ) jq dr6C2t(1=2)−(1=)

Z t
0
jv(r; ) jq dr
1=
(3.2)
for all t6T , > 0 and > 2−1.
(ii) For T>0; 0<< 12, for each > (
1
2− )−1 there is a constant C such that
jJ (v)(t; )− J (v)(s; ) j 6C j t − s j
Z t_s
0
jv(r; )jq dr
1=
(3.3)
for all s; t 2 [0; T ].
(iii) For every T > 0; 2 (0; ), for each > 2(k − )−1 there is a constant C such
that
jJ (v)(t; )− J (v)(t; + z) jL(R) 6C jz j
Z t
0
jv(r; )jq dr
1=
(3.4)
for all t 2 [0; T ]; z 2R, where we set ](v)(t; y) := 0 when y =2 [0; 1].
Proof. By assumption (A) for all t 2 [0; T ] we have
jJ (v)(t; ) j6K
Z t
0
(Z 1
0
 Z 1
0
1
j t − r j exp

−a jx − y j
2
j t − r j

v(r; y) dy
!
dx
)1=
dr
6C1
Z t
0
j t − r j(1=2)−1jv(r; ) jq dr6C2t(1=2)−1=
Z t
0
jv(r; )jq dr
1=
with some constant C1; C2, using Minkowski’s inequality then Young’s inequality with
1==1=p + 1=q − 1, and nally Holder’s inequality with exponent > 2−1. So we
have obtained (3.2). To prove (ii) we may assume that 06s< t6T . Then clearly,
jJ (v)(t; )− J (v)(s; ) j 6C(A+ B); (3.5)
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where C is a constant and
A :=

Z t
s
Z 1
0
1
j t − r j exp

−a j  − y j
2
j t − r j

jv(r; y)jdy dr


B :=
Z s
0

Z 1
0
jH (r; t; ; y)− H (r; s; ; y)j jv(r; y)jdy


dr:
As we have already seen above for > 0; > 2−1 there is a constant C such that
A6C j t − s j(1=2)−1=
Z t
0
jv(r)jq dr
1=
(3.6)
for all 06s< t6T . By Taylor’s formula and using the simple inequalities
jh1 − h2 j6 jh1 − h2 j (jh1 j1− + jh2 j1−); exp(− jd j)6(j j = jd j)jj;
with h1 :=H (r; t; x; y); h2 :=H (r; s; x; y) and d := jx − yj2 = j # − r j, for each T > 0,
0<< 1; > 0 we get
B6C1 j t − s j
Z s
0

Z 1
0
1
(#− r)2 exp

−c j  − y j
2
j#− r j

1
(s− r)1− v(r; ) dy


dr
6C2 j t − s j
Z s
0

Z 1
0
1
(#− r)+1−
1
j  − y j2 v(r; ) dy


dr
for all 06s< t6T , by taking into account assumptions (C) and (A), where #=#(s; t;
x; y) is between s and t, and C1; C2 are some constants. Hence, by Young’s inequality
B6C2 j t − s j
Z s
0
1
(s− r)1+−
 Z 1
0
jy j−2p dy
!1=p
jv(r; )jq dr:
For every 2 (0; 12); > ( 12−)−1 we can nd < 1=2p suciently close to 1=2p,
such that
B6C3 j t − s j
Z t
0
1
(s− r)+1− jv(r) jq dr6C4 j t − s j

Z T
0
jv(r)jq dr
1=
(3.7)
for all 06s< t6T with some constants C3 and C4. From (3.5){(3.7) we get (3.3)
immediately. Now, we are going to prove (iii). Clearly,
j J (v)(t; )− J (v)(t; + z) j 6A1 + A2 + R; (3.8)
where R is the expression in the right-hand side of (3.4),
A1 :=
Z t
0
(Z 1
0
1x+z2[0;1]
 Z 1
0
1jx−yj6jzj jH (r; t; x + z; y)
−H (r; t; x; y)j v(r; y) dy
!
dx
)1=
dr
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A2 :=
Z t
0
(Z 1
0
1x+z2[0;1]
 Z 1
0
1jx−yj> jzj jH (r; t; x + z; y)
−H (r; t; x; y)j v(r; y) dy
!
dx
)1=
dr
and 1S denotes the indicator function of the set S. By condition (A)
A16K
Z t
0
(Z 1
0
 Z 1
0
1
j t − r j1jx−yj6jzj

exp
−a jx + z − y j2
j t − r j

+ exp

−a jx − y j
2
j t − r j

v(r; y) dy

dx
)1=
dr
for all t 2 [0; T ]; z 2 [0; T ]. Using here rst Young’s and then Holder’s inequalities we
have
A16K jz j
Z t
0
(t − r)1=2(1=−1=q)−(+1)=2 jv(r) jq dr:
for all t 2 [0; T ]. Hence using Holder’s inequality, for every 0<<; > 2(−)−1
we get a constant C such that
A16C jz j
Z t
0
jv(r)jq dr
1=
: (3.9)
By assumptions (B) and (A) for every < 1 we have a constant C such that
A26C jz j
Z t
0
(t − r)−1−=2

(Z 1
0
 Z 1
0
1jx−yj> jzj exp

−b j#− y j
2
j t − r j

v(r; y) dy
!
dx
)1=
dr;
where # is between x and x+ z. Notice that if jx− y j> jz j and # is between x and
x + z, then either j#− y j>1=p2 jx − z − y j or j#− y j>1=p2 jx + z − y j. Thus,
by simple estimates and using Young’s inequality we have
A26C jz j
Z t
0
(t − r)1=2(−)−1 jv(r; ) jq dr
with some constant C. Hence by Holder’s inequality for every 2 (0; ) and > 2(−
)−1 we get a constant L such that
A26CL jz j
Z t
0
jv(r) jq dr
1=
(3.10)
for all t 2 (0; T ]; z 2R. Now, from (3.8){(3.10) we get estimate (3.4). The rest of the
lemma is obvious from (i){(iii).
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We will use the following remark to show that the solution of Eq. (1.1) is continuous
in (t; x) if the initial value u0 is continuous. 2
Remark 3.2. Taking =1 in Lemma 3.1 we get, in particular, that J is a bounded lin-
ear operator from L([0; T ]; Lq([0; 1])) into C;([0; T ] [0; 1]) for every T > 0; q> 1;
2 (0; =2); 2 (0; ) and > 2−1, where =1− 1=q.
Lemma 3.3. Let n(t; y) be a sequence of random elds on [0; T ]  [0; 1] such that
supt6T jn(t; ) jq 6n, where n is a nite random variable for every n. Assume that
the sequence n is bounded in probability, i.e.
lim
c!1 supn
P(n>C)= 0:
Assume moreover (A){(C). Then the sequence J (n) is uniformly tight in V :=
C([0; T ]; L([0; 1])).
Proof. By the Arzela{Ascoli theorem one knows that the closure of a set   is compact
in V if it is uniformly equi-continuous in t 2 [0; T ] and the closure of  (t) := fv(t; ) :
v2 g is compact in L([0; 1]) for every t 2 [0; T ]. By a result of Kolmogorov one
knows that the closure of a bounded set S in L is compact if
lim sup
z!0
sup fjh()− h(+ z) j: h2 Sg=0
Therefore by Lemma 3.1 the closure of the set
 R := fJ (h) : h2L1([0; T ]; L([0; 1]); sup
t6T
jh(t) jq 6Rg
is compact in V for every positive number R. Hence for every > 0
1− 6 inf
n
P(n6R)6 inf
n
P(J (n)2 R)
for suciently large R, which proves the lemma.
Let G=G(t; x; y) t>0; x; y2 [0; 1] denote the heat kernel with Dirichlet boundary
condition. One knows that
G(t; x; y) =
1p
4t

exp

−jx − y j
2
4t

− exp

−jx + y j
2
4t

−exp

−jx + y − 2 j
2
4t

+ L(t; x; y);
where L is a smooth function of (t; x; y)2R+[0; 1][0; 1]. Hence, one can easily see
that the kernel H dened by H (s; t; x; y):=G(t−s; x; y) or by H (s; t; x; y):=(@=@y)G(t−
s; x; y) satises conditions (A){(C). Thus from Lemmas 3.1 and 3.2 we get the fol-
lowing corollary.
2 The author was asked the question about the continuity of the solution of Eq. (1.1) by P.L. Morien after
the author gave a talk based on Gyongy, (1996) about the methods and main results of the present paper.
I. Gyongy / Stochastic Processes and their Applications 73 (1998) 271{299 279
Corollary 3.4. The statements of Lemmas 3:1 and 3:3 and Remark 3:2 hold
true if the operator J is dened by H (s; t; x; y) :=G(t − s; x; y) or by H (s; t; x; y) :=
(@=@y)G(t − s; x; y) in Eq. (3.1).
Next, we reformulate the notion of solution in deterministic intervals [0; T ]. For the
sake of generality, needed in a truncation procedure later, we assume in the following
proposition that f; g and  are P⊗B(L2([0; 1]))-measurable functions mapping R+

  L2([0; 1]) into L2([0; 1]; L1([0; 1]) and L2([0; 1]), respectively.
Proposition 3.5. Assume that u0 is an F0-measurable random variable in L2([0; 1]).
Assume moreover that for every T>0 there is a constant K such that
jf(t; v) j2 + j(t; v) j2 6K(1+ jv j2) jg(t; v) j1 6K(1+ jv j22)
for all t 2 [0; T ] and v2L2([0; 1]). Then an L2-valued Ft-adapted locally bounded
stochastic process fu(t); t 2 [0; T ]g has a continuous modication, satisfyingZ 1
0
u(t; x)’(x) dx =
Z 1
0
u0(x)’(x) dx +
Z t
0
Z 1
0
u(s; x)
@2
@x2
’(x) dx ds
+
Z t
0
Z 1
0
f(s; u(s))(x)’(x) dx ds−
Z t
0
Z 1
0
g(s; u(s))(x)
@
@x
’(x) dx ds
+
Z t
0
Z 1
0
(s; u(s))(x)’(x)W (ds; dx) (a:s:) (3.11)
for every test function ’2C2([0; 1]); ’(0)=’(1)= 0 and for all t 2 [0; T ] if and
only if one of the following conditions is met:
(a) For every test function ’2C1([0; 1]); ’(0)=’(1)= 0 and for all t 2 [0; T ] Eq.
(3.11) holds.
(b) For every t 2 [0; T ] and  2C1;1([0; t] [0; 1]);  (s; 0)=  (s; 1)=0; s2 [0; t]Z 1
0
u(t; x) (t; x) dx=
Z 1
0
u0(x) (0; x)dx
+
Z t
0
Z 1
0
u(s; x)

@2
@x2
 (s; x) +
@
@t
 (s; x)

dx ds
+
Z t
0
Z 1
0
f(s; u(s))(x) (s; x) dx ds
−
Z t
0
Z 1
0
g(s; u(s))(x)
@
@x
 (s; x) dx ds
+
Z t
0
Z 1
0
(s; u(s))(x) (s; x)W (ds; dx) (3.12)
holds almost surely.
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(c) For almost every !2
 for all t 2 [0; T ]
u(t; x) =
Z 1
0
G(t; x; y)u0(y) dy +
Z t
0
Z 1
0
G(t − s; x; y)f(s; u(s))(y) dy ds
−
Z t
0
Z 1
0
Gy(t − s; x; y)g(s; u(s))(y) dy ds
+
Z t
0
Z 1
0
G(t − s; x; y)(s; u(s))(y) dW (s; y) (3.13)
for dx-almost every x2 [0; 1].
Proof. The equivalence of (a) and (b) is obvious. One gets (c) from (b) by taking
 (s; y) :=
Z 1
0
G(t − s; z; y)’(z) dz (s; y)2 (0; t] [0; 1]
for functions ’2C2([0; 1]); ’(0)=’(1)= 0. Having Eq. (3.13) for u in (c) one can
directly verify (a). The existence of a continuous L2-valued modication of u follows
from (c) by Corollary 3.4. For the detailed proof we refer to Gyongy, (1996).
4. Equations with degenerate noise
In order to prove Theorem 2.1 rst we prove the uniqueness of the solution and
then we construct the solution by approximation using a general approach based on
Skorokhod’s representation and the following simple observation from Gyongy and
Krylov (1996).
Lemma 4.1. Let E be a Polish space equipped with the Borel -algebra. A sequence
of E-valued random elements zn converges in probability if and only if for every pair
of subsequences zl; zm there exists a subsequence wk := (zl(k); zm(k)) converging weakly
to a random element w supported on the diagonal f(x; y)2 E E : x=yg.
To carry out our approximation procedure we need some lemmas on the weak com-
pactness and on the convergence of stochastic integrals. The proof of these lemmas is
an exercise left to the reader. (The detailed proofs can be found in Gyongy (1996).)
Let fk : k 2g be an orthonormal subset of H := L2([0; 1]). Dene
Wk(t) :=
Z t
0
Z 1
0
k(x) dW (s; x); k 2; (4.1)
where W is an Ft-Brownian sheet. Then Wk; k 2 are independent Ft-Wiener pro-
cesses.
Lemma 4.2. Let h(t) be an Ft-adapted H -valued random process such that
Q := sup
t6T
sup
x2 [0;1]
E(jh(s; x)j2p)<1;
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for some numbers p>1; T>0. Then for the stochastic integral
(t; x) :=
X
k
Z t
0
Z 1
0
G(t − s; x; y)h(s; y)k(y) dy dWk(s)
the following estimate holds:
E(j(t; x)− (s; y)j2p)6CQ(jt − sj1=4 + jx − yj1=2)2p (4.2)
for all s; t 2 [0; T ]; x; y2 [0; 1]; where C is a constant depending only on p and T .
The following special case of this estimate is well-known.
Corollary 4.3. Estimate Eq. (4.2) holds for the process
(t; x) :=
Z t
0
Z 1
0
G(t − s; x; y)h(s; y) dW (s; y);
where h is an H-valued Ft-adapted process satisfying the condition in Lemma 4.2.
Proof. Take an orthonormal basis fk : k 2g in Lemma 4.2 and note that in this case
X
k 2
Z t
0
 Z 1
0
h(s; x)k(x) dx
!
dWk(s)=
Z t
0
Z 1
0
h(s; x) dW (s; x):
In order to formulate a lemma on convergence of stochastic integrals let Wn(t; x) be
an Fnt -Brownian sheet and let hn= hn(t) be an F
n
t -adapted L
2([0; 1])-valued stochastic
process for every integer n>1 such thatZ T
0
Z 1
0
jhn(t; x)j2 dx ds<1 (a:s:):
Let (k)k>1 be an orthonormal basis in L2([0; 1]) and dene
Win :=
Z t
0
Z 1
0
i(x) dWn(s; x)
n(t) :=
X
i2n
Z t
0
 Z 1
0
hn(s; x)i(x) dx
!
dWin (s);
where n is a subset of the positive integers for every n>1.
Lemma 4.4. Assume that for n !1Z T
0
Z 1
0
jhn(t; x)− h(t; x)j2 dx dt ! 0;
sup
t6T
sup
x2 [0;1]
jWn(t; x)−W (t; x)j ! 0
in probability, where W =W (t; x) is an Ft-Brownian sheet and h= h(t; x) is an Ft-
adapted random eld such that
R T
0
R 1
0 jh(t; x)j2 dx ds<1 (a.s.). Assume moreover
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that n is an increasing sequence of sets such that
S1
n= 1 n= f1; 2; : : :g. Then for
every > 0
P
 
sup
t6T
n(t)−
Z t
0
Z 1
0
h(s; x) dW (s; x)
>
!
! 0:
Taking here n= f1; 2; : : :g for every n we get following generalisation of a result
from Skorokhod (1982) on the convergence of stochastic integrals.
Corollary 4.5. Let hn; h;Wn(s; x) and W (s; x) be the same processes, satisfying the
same conditions as in Lemma 4.4. Then for every > 0
P
 
sup
t6T

Z t
0
Z 1
0
hn(s; x) dWn(s; x)−
Z t
0
Z 1
0
h(s; x) dW (s; x)
>
!
! 0
for n !1.
Lemma 4.6. Let fn= ffn(t; x; r): t>0; x2 [0; 1]; r 2Rg be a random eld for every
integer n>1 such that for every R>0 for n !1Z T
0
Z 1
0
sup
jrj6R
jfn(t; x; r)− f(t; x; r)j dx dt ! 0 (a:s:);
where f is some random eld. Assume moreover that for some constant K
jfn(t; x; r)j+ jf(t; x; r)j6K(1 + jrj2);
jfn(t; x; p)− fn(t; x; r)j6K(1 + jpj+ jrj)jp− rj
for all t>0; x2 [0; 1]; p; r 2R and for all n. Let un= fun(t; x): t 2 [0; T ]; x2 [0; 1]g
be a random eld for every n>1 such thatZ T
0
Z 1
0
ju(t; x)j2 dx dt <1
Z T
0
Z 1
0
jun(t; x)− u(t; x)j2 dx dt ! 0 (a:s:):
Then for n !1
I :=
Z T
0
Z 1
0
jfn(t; x; un(t; x))− f(t; x; u(t; x))j dx dt ! 0 (a:s:):
Next, we prove an existence and uniqueness theorem for the equation obtained from
the problem Eq(u0;f; g; ) by truncating the operators determined by f and g. Let R
be a positive number and consider the equation
@
@t
u(t; x) =
@2
@x2
u(t; x) + R(ju(t)j2)f(t; x; u(t; x))
+
@
@x
R(ju(t)j2)g(t; x; u(t; x)) + (t; x; u(t; x)) @
2
@t @x
W (t; x) (4.3)
with Dirichlet boundary condition
u(t; 0)= u(t; 1)=0; t 2 [0; T ] (4.4)
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and the initial condition
u(0; x)= u0(x); x2 [0; 1]; (4.5)
where R= R(r) is a C1(R) function such that R(r)= 1 for r 2 [−R; R]; R(r)= 0
for jrj>R+ 1 and j(d=dr)R(r)j62 for all r 2R.
Proposition 4.7. Assume that u0; fand g satisfy the conditions of Theorem 2.1. Then
for every R> 0 there is a unique solution of the problems (4.3){(4.5).
Proof. First we prove the uniqueness of the solution. Let u and v be two solutions in
[0; T ]. Then by Proposition 3.5 we have
u(t; x)− v(t; x)= 1(t; x) + 2(t; x) + 3(t; x); (4.6)
where
1(t; x) :=
Z t
0
Z 1
0
G(t − s; x; y)(R(juj2)f(u)(s; y)− R(jvj2)f(v)(s; y)) dy ds;
2(t; x) := −
Z t
0
Z 1
0
Gy(t − s; x; y)(R(juj2)g(u)(s; y)− R(jvj2)g(v)(s; y)) dy ds:
3(t; x) :=
Z t
0
Z 1
0
G(t − s; x; y)((u)(s; y)− (v)(s; y)) dW (y; s):
Clearly there is a constant C such that
Z 1
0
Ej3(t; x)j2 dx6C
Z 1
0
E
 Z t
0
Z 1
0
G2(t − s; x; y)ju(s; y)− v(s; y)j2
!
ds dy dx
by the Lipschitzness of . Hence there is a constant C such that
E
Z 1
0
23(t; x) dx6C
Z t
0
(t − r)−1=2Eju(r)− v(r)j22 dr: (4.7)
By Lemma 3.1 (part (i)) and Corollary 3.4 there is a constant C such that for all
t 2 [0; T ]
E
Z 1
0
22(t; x) dx6CE
Z t
0
(t − r)−3=4j(r)j1 dr
2
6CT 1=4
Z t
0
(t − r)−3=4E(j(r)j21) dr; (4.8)
where
(r; y) := jR(ju(r)j2)g(u)(r; y)− R(jv(r)j2)g(v)(r; y)j:
Note that for every R> 0 there exists a constant CR such that
D := jR(jpj2)g(p)− R(jqj2)g(q)j216CRjp− qj22 (4.9)
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for all p; q2L2([0; 1]) and for all r 2 [0; T ]. (For notational simplicity we omit the
variable r in the expression.) It suces to see this when jpj26jqj2. Then by the
growth condition and Lipschitz condition on g there is a constant K such that
D6 jR(jpj2)− R(jqj2)jjg(p)j1 + R(jqj2)jg(p)− g(v)j1
6K jR(jpj2)− R(jqj2)j(1 + jpj22) + R(jqj2)K jp− qj2(1 + jpj2 + jqj2)
6 2K jp− qj2(1 + (R+ 1)2) + K jp− qj2(2R+ 3);
which proves (4.9). Hence by (4.8) there is a constant K such that
E
Z 1
0
22(t; x) dx6K
Z 1
0
(t − r)−3=4Eju(r)− v(r)j22 dr (4.10)
for all t 2 [0; T ]. Similarly, we can show the existence of a constant C such that
E
Z 1
0
21(t; x) dx6C
Z t
0
(t − r)−3=4Eju(r)− v(r)j22 dr (4.11)
for all t 2 [0; T ]. By (4.6), (4.7), (4.10) and (4.11) we have a constant K such that
E(ju(t)− v(t)j22)6K
Z t
0
(t − r)−3=4Eju(r)− v(r)j22 dr
for every t 2 [0; T ]. Hence the uniqueness follows by a well-known Gronwall{Bellman-
type lemma. To prove the existence of the solution let H denote the Banach space of
L2([0; 1])-valued Ft-adapted random processes v(t); t 2 [0; T ], with the norm
jvjH := sup
t6T
fE(wjv(t)j22)g1=2<1;
where w := exp(−ju0j2). Dene the operator A on H by
A(v)(t; x) :=
4X
i= 1
Ai(t; x);
where
A1(t; x) :=
Z 1
0
G(t; x; y)u0(y) dy;
A2(t; x) :=
Z t
0
Z 1
0
G(t − r; x; y)R(jv(r)j2)f(v)(r; y) dy dr;
A3(t; x) := −
Z t
0
Z 1
0
Gy(t − r; x; y)R(jv(r)j2)g(v)(r; y) dy dr;
A4(t; x) :=
Z t
0
Z 1
0
G(t − r; x; y)(v)(r; y) dW (r; y):
Clearly,
E(wjA(v)(t)j22)64
4X
i= 1
Fi;
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where Fi :=E(wjAi(t)j22). By Young’s inequality there is a constant C such that
jA1j2H= sup
t6T
F16CE
 
w
Z 1
0
ju0(y)j2 dy
!
<1;
where the expectation in the right-hand side is nite because of the weight w. By
Lemma 3.1 (part (i)) and Corollary 3.4 there is a constant C such that
F36CE
 
w
Z t
0
(t − r)−3=4R(jv(r)j2)jg(v)(r)j1 dr
2!
:
Hence by the growth condition on g we have jA3j2H<1. We can easily verify that
jA2j2H<1 and jA4j2H<1. Thus A is an operator mapping the Banach space H
into itself. Let u; v be from H. Then repeating the same calculation as in the proof of
the uniqueness we get a constant K such that
E(wjA(u)(t)−A(v)(t)j22)6KE
 
w
Z t
0
(t − r)−3=4ju(r)− v(r)j2 dr
2!
6 4KT 1=2 sup
t6T
E(wju(r)− v(r)j22)
holds for every t 2 [0; T ]. Hence A is a contraction on H if T < 1=16K2. Conse-
quently, there exists a unique solution in the interval [0; 1=32K2]. Note that the constant
K here does not depend on the initial condition. Considering next the initial condition
u(t1; ) at time t1 (in place of that of u0 at 0) we get a solution of Eq. (4.3) in the
interval [t1; 2t1] in the same way with the obvious modication of the Banach space
H and the operator A. Continuing this procedure we can construct the solution in the
whole interval [0; T ] for every T > 0. The proof of the proposition is complete.
Corollary 4.8. Let  and  be stopping times bounded by some constant T. Let u
and v be solutions of Eqs. (4.3){(4.5) in the stochastic intervals [0; ] and [0; ] re-
spectively. Assume the conditions of Theorem 2.1. Then almost surely u(t)= v(t) in
L2 for all t 2 [0;  ^ ].
Proof of Theorem 2.1. To prove the uniqueness of the solution let us consider two
solutions u and v of Eq(u0;f; g; ) in the interval [0; T ]. We can easily see that u and
v are solutions of the problem (4.3){(4.5) in the stochastic interval [0; R ^ R] for
every positive number R, where
R := infft>0: ju(t)j2>Rg ^ T;
R := infft>0: jv(t)j2>Rg ^ T:
By Corollary 4.8 we have u(t)= v(t) in the stochastic interval [0; R ^ R]. Hence,
we get that almost surely u(t; x)= v(t; x) for almost every x2 [0; 1] (with respect to
the Lebesgue measure) for all t 2 [0; T ] since P(R ^ R <T ) ! 0 as R ! 1. In
order to prove the existence of the solution we take sequences of bounded Borel
functions fn=fn(t; x; r) and gn(t; x; r) such that they are globally Lipschitz in r 2R
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and fn=f; gn= g for jrj6n; fn= gn=0 for jrj>n+1. Moreover, fn and gn= g(1)n +
g(2)n satisfy the same Lipschitz conditions and the conditions on growth as f and g,
respectively, with constants independent of n. Then in the same way as in the proof of
Proposition 4.7 we can prove the existence of a unique solution un of Eq(u0;fn; gn; ).
Set vn := un − n, where
n(t; x) :=
Z t
0
G(t − s; x; y)(s; y; un(s; y)) dW (s; y):
Since  is bounded uniformly in n, by Corollary 4.3 for every p>1; T > 0 there is
a constant C such that for all n>1
E(jn(t; x)− n(s; y)j2p)6C(jt − sj1=4 + jx − yj1=2)2p
for all s; t 2 [0; T ]; x; y2 [0; 1]. Hence by a well-known lemma of Garsia et al. (1970)
(or see e.g. in Walsh, 1986) one can easily deduce that
sup
n>1
E
 
sup
(t; x)2 [0;T ][0;1]
jn(t; x)jp
!
<1:
Consequently, ?n := sup(t; x)2 [0; T ][0;1] jn(t; x)j is bounded in probability, uniformly
in n. Next, we prove that supt6T jun(t)j2 is also bounded in probability, uniformly
in n. To this end we note rst that v= vn := un − n is a solution of the equation
@
@t
v(t; x)=
@2
@x2
v(t; x) + fn(t; x; v(t; x) + n(t)) +
@
@x
gn(t; x; v(t; x) + n(t)) (4.12)
with Dirichlet boundary condition
v(t; 0)= v(t; 1)=0 t 2 [0; T ]; (4.13)
and the initial condition
v(0; x)= u0(x) x2 [0; 1]: (4.14)
Clearly for every n one has a constant C =C(n) such that

Z 1
0
 0(x)0(x) dx
6j 0j2j0j2; (4.15)

Z 1
0
fn( )(t; x)(x) dx
6Cjj2; (4.16)

Z 1
0
gn( )(t; x)0(x) dx
6Cj0j2 (4.17)
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for every  ; 2V :=H 1, where 0 denotes the derivative of , and H 1 stands for the
Hilbert space of absolutely continuous functions in [0; 1] vanishing at 0 and at 1 with
the norm jjV= j0j2. Thus the operator A(t;  ) dened by
hA(t;  ); i :=−
Z 1
0
 0(x)0(x) dx +
Z 1
0
fn( + n)(t; x)(x) dx
−
Z 1
0
gn( + n)(t; x)0(x) dx
maps V into its dual space V? such that with a constant K
jA(t;  )jV?6K(1 + j jV )
for all  2V, for all t 2 [0; T ]. Thus, we can see that the problem Eqs. (4.12){(4.14)
can be cast in the evolution equation
v(t)= u0 +
Z t
0
A(s; v(s)) ds
in the triplet V ,! H  H? ,! V? of spaces based on the Hilbert space H := L2([0; 1])
identied with its dual H by the scalar product (; ) in H. From Eqs. (4.15){(4.17) for
every n we have a constant K such that
hA(t; ); i6K(1 + jj2H)− 12 jj2V
for all 2V. This means the operator A is coercive. By the Lipschitz condition on
fn and gn for every n there is a constant L such that
hA(t;  )−A(t; );  − i6− j − j2V + Lj − j2H
+L( − ;  0 − 0)6(4L2 + L)j − j2V
for all  ; 2V for all t 2 [0; T ], which means A satises also the monotonicity con-
dition. Consequently, by a well-known result (see e.g. Lions, 1969) problem (4.12){
(4.14) has a (unique) solution v in C([0; T ];H) such thatZ T
0
j v(t)j2V dt <1 (a:s:):
Moreover, the energy equality
j v(t)j2H= ju0j2 + 2
Z t
0
h v(s);A(s; v(s))i ds (a:s:) (4.18)
holds for all t 2 [0; T ]. Since vn solves problem (4.12){(4.14) and one can easily show
that there is no more continuous L2-valued solution in the interval [0; T ] we get v= vn.
Thus by Eq. (4.18)
jvn(t)j22 = ju0j22 − 2
Z t
0
jv0n(r)j22 dr + 2A(t)− 2B(t)− 2C(t);
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where
A(t) :=
Z t
0
(fn(s; vn(s) + (s)); vn(s)) ds;
B(t) :=
Z t
0
(gn(s; vn(s)); v0n(s)) ds;
C(t) :=
Z t
0
(gn(s; vn(s) + n(s))− gn(s; vn(s)); v0n(s)) ds:
By the linear growth condition on fn, and the Lipschitz condition on gn, which are
uniform in n, we have a constant K such that
jA(t)j6K
Z t
0
(1 + jvn(s)j+ jn(s)j; jvn(s)j) ds6K
Z t
0
(2 + jn(s)j2)(jvn(s)j22 + 1) ds;
jC(t)j6K
Z t
0
(jn(s)j(1 + jvn(s)j+ jn(s)j); jv0n(s)j) ds
6
Z t
0

3
4
jv0n(s)j22 + 4K2jn(s)j22 + 4K2jnvnj22 + 4K2jnj44

ds;
using Holder’s inequality. Clearly,
B(t)=B1(t) + B2(t);
where
B1(t) :=
Z t
0
(g(1)n (s; vn(s)); v
0
n(s)) ds;
B2(t) :=
Z t
0
(g(2)n (s; vn(s)); v
0
n(s)) ds:
By the linear growth condition on g(1)n we have a constant K such that
jB1(t)j6K
Z t
0
(1 + jvn(s)j; jv0n(s)j) ds6
Z t
0

1
4
jv0n(s)j22 + 8K2 + 8K2jvn(s)j22

ds:
Dene the function
hn(t; r) :=
Z r
0
g(2)n (t; z) dz t 2 [0; T ]; r 2R:
Then
B2(t)=
Z t
0
Z 1
0
@
@y
hn(s; vn(s; y)) dy ds=0;
because of the boundary condition. Summing up we get a constant K such that almost
surely
jvn(t)j226 ju0j22 + K
Z t
0
(1 + jn(s)j22 + jn(s)j44 + jvn(s)j22 + jn(s)vn(s)j22) ds
6 ju0j22 + K
Z t
0
(2 + 2j?n j4 + jvn(s)j22 + j?n j2jvn(s)j22) ds
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for all t 2 [0; T ]. Hence by the Gronwall{Bellman lemma we have a constant K such
that
jvn(t)j226[ju0j22 + KT (1 + j?n j4])exp(K(1 + j?n j2)t)
holds for all n>1 and t 2 [0; T ]. Consequently, the sequence supt6T jvn(t)j2 is bounded
in probability, since the sequence ?n is bounded in probability. Thus the sequence
supt6T jun(t)j2 is also bounded in probability. Hence by Lemma 3.3 and Corollary 3.4,
the sequences of the L2([0; 1])-valued stochastic processes I (1)n (t); I
(2)
n (t) dened by
I (1)n (t) :=
Z t
0
Z 1
0
G(t − s; x; y)fn(s; un(s)) dy ds;
I (2)n (t) :=
Z t
0
Z 1
0
Gy(t − s; x; y)gn(s; un(s)) dy ds; t 2 [0; T ]
are weakly compact in E :=C([0; T ]; L2([0; 1])). It is well-known that for u0 2L2
([0; 1]) the process
I (0)(t) :=
Z t
0
G(t − s; x; y)u0(y) dy; t 2 [0; T ]
is in E, and that the sequence of processes
I (3)n (t; x) :=
Z t
0
Z 1
0
G(t − s; x; y)(s; un(s)) dW (s; y); t 2 [0; T ]; x2 [0; 1]
is weakly compact in C([0; T ] [0; 1]). Therefore, the sequence of processes
un(t)= I (0)(t) + I (1)n (t)− I (2)n (t) + I (3)n (t); t 2 [0; T ]
is weakly compact in E. Thus, by Skorokhod’s theorem for a given pair of subsequences
um and ul there exist subsequences m(k); l(k) of the indices m; l and a sequence of
random elements
zk := ( ~uk ; uk ; W^ k); k := 1; 2; 3; : : :
in B := E  E  C([0; T ]  [0; 1]), carried by some probability space (
^; F^; P^), such
that zk converges almost surely in B to a random element z := ( ~u; u; W^ ) for k ! 1
and the distributions of zk and (um(k); ul(k); W ) coincide. The random elds W^ and
W^k are Brownian elds carried by the stochastic basis ^ := (
^; F^; (F^t)t>0; P^) and
(
^; F^; (F^
k
t )t>0; P^), respectively, where F^ t and F^
k
t are the completion of the -elds
generated by z(s; x) s6t; x2 [0; 1] and by zk(s; x) s6t; x2 [0; 1], respectively. For ev-
ery 2C2([0; 1]); (0)=(1)= 0Z 1
0
un(t; x)(x) dx =
Z 1
0
u0(x)(x) dx +
Z t
0
Z 1
0
un(s; x)00(x) dx ds
+
Z t
0
Z 1
0
fn(s; x; un(s; x))(x) dx ds−
Z t
0
Z 1
0
gn(s; x; un(s; x))0(x) dx ds
+
Z t
0
Z 1
0
(s; x; un(s; x))(x) dW (s; x) (a:s:) (4.19)
290 I. Gyongy / Stochastic Processes and their Applications 73 (1998) 271{299
for all t 2 [0; T ]. Note that this equation holds with ~uk and W^ k in place of un and W ,
where taking the limit k ! 1 by using Corollary 4.5 and Lemma 4.6 we get that
~u solves Eq( ~u0;f; g; ) on the stochastic basis ^ with the Wiener process W^ . In the
same way we see that u also solves Eq( ~u0;f; g; ) also on ^ and with W^ . Hence, by
the uniqueness of the solution ~u= u and by Lemma 4.1 we conclude that un converges
in E in probability to some random element u2 E. Taking now the limit n ! 1 in
Eq. (4.19) we see, using Corollary 4.5 and Lemma 4.6 again, that u is a solution
of Eq(u0;f; g; ). Assume now that u0 is almost surely in Lp for some p>2. By
Proposition 3.5 we have u(t; x)=A + B − C + D almost surely for dx-every x2 [0; 1]
for all t 2 [0; T ], where
A :=
Z t
0
G(t; x; y)u0(y) dy; B :=
Z t
0
Z 1
0
G(t − s; x; y)f(s; u(s; y)) dy ds;
C :=
Z t
0
Z 1
0
Gy(t − s; x; y)g(s; u(s; y)) dy ds;
D :=
Z t
0
Z 1
0
G(t − s; x; y)(s; u(s; y)) dW (s; y):
It is well-known that A has a continuous Lp([0; 1])-valued modication. Applying
Lemma 3.1 with  :=p and q := 1, by virtue of Corollary 3.4 we get that B and
C have continuous Lp([0; 1])-valued modications for every p>1. It is well-known
that D has a modication, which is continuous in (t; x), in particular, it has a modi-
cation which is an Lp([0; 1])-valued continuous process. Hence u(t; ) has a contin-
uous Lp([0; 1])-valued modication. By virtue of Remark 3.2, Corollary 3.4, if for
some p> 2 we have u2L1([0; T ]; Lp([0; 1])) a.s., then B and C admit modications,
which are continuous in (t; x)2 [0; t] [0; 1]. Consequently, if u0 is in Lp([0; 1]) almost
surely, for some p> 2, then B; C have continuous modication in (t; x)2 [0; T ][0; 1].
For continuous u0 one can easily see (and it is well-known) that A has a continuous
modication in (t; x). Hence it immediately follows that u has a modication which
is continuous in (t; x), when u0 has a continuous modication. The proof of the theorem
is now complete.
5. A comparison theorem
Let u0; v0 be F0-measurable random elements in L2([0; 1]) and let f; g;  be Borel
functions satisfying the assumptions of Theorem 2.1. Let F =F(t; x; r) be a Borel
function satisfying the same condition on growth and Lipschitzness as the function f
in Theorem 2.1. Then we have the following comparison theorem.
Theorem 5.1. Assume that almost surely u0(x)6v0(x) for dx-almost every x2 [0; 1].
Suppose that for dtdx-almost every (t; x)2 [0; T ][0; 1] we have f(t; x; r)6F(t; x; r)
for all r 2R. Then Eq(u0;f; g; ) and Eq(v0;f; g; ) has a unique solution u and v, re-
spectively in the interval [0; T ], and almost surely u(t; x)6v(t; x) for all t 2 [0; T ] for
dx-almost every x2 [0; 1].
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Proof. By Theorem 2.1 the problems Eq(u0;f; g; ) and Eq(v0;F; g; ) admit a unique
solution u and v, respectively. Let fn; Fn; gn be bounded Borel functions of (t; x; r)2
[0; T ]  [0; 1]  R for every integer n>1 such that they are globally Lipschitz in
r; fn(t; x; r)6Fn(t; x; r) for dt  dx-every (t; x) and for all r; fn=f; Fn=F; gn= g for
j r j 6n; fn=Fn= gn=0 for j r j >n + 1. Assume moreover that fn; Fn and gn sat-
isfy the same Lipschitz condition and growth condition as f; F and g, respectively,
with constants independent of n. Let fkg be an orthonormal basis in H := L2([0; 1])
such that k is bounded uniformly in k>1, and dene the Wiener process Wk(t) by
Eq. (4.1). Fix n and consider the evolution equation
dun(t)=An(t; un(t)) dt +
nX
k = 1
Bk(t; un(t)) dWk(t); un(0)= u0 (5.1)
in the triplet H 1 ,! H  H ,! H−1, where An(t) and Bk(t) are nonlinear operators
mapping H 1 into H−1 and into H, respectively, dened by
hAn(t;  ); i :=−
Z 1
0
 0(x)0(x) dx +
Z 1
0
fn( )(t; x)(x) dx
−
Z 1
0
gn( )(t; x)0(x) dx;
(Bk(t;  ); h) :=
Z 1
0
(t; x;  (x))k(x)h(x) dx
for  ; 2H 1; h2H. (We use the notation h ; i for the pairing between H 1, H−1
and (; ) for the scalar product in H= L2([0; 1]).) As in the proof of Theorem 2.1
we can easily see that the monotonicity and coercivity conditions on (An;Bk) and
the semicontinuity and linear growth conditions on An are satised, so for every n,
Eq. (5.1) has a unique solution un 2C([0; T ];H) such thatZ T
0
Z 1
0
jun(s; x) j2H 1 dx ds<1 (a:s);
(see e.g. Pardoux, 1979; Rozovskii, 1990). Let vn denote the solution of Eq. (5.1) with
v0 and Fn in place of u0 and fn, respectively. Set wn := un − vn. Our aim is to show
that almost surely for all t 2 [0; T ]
jwn(t; x) j+ =0 for dx − almost every x2 [0; 1]; (5.2)
where jp j+ := max(p; 0). To this end we use the following device from Donati-Martin
and Pardoux (1993). For every integer k>1 we dene the functional 	k : H! R by
	k(h) :=
Z 1
0
 k(h(x)) dx;
where
 k(x) := 1x>0
Z x
0
Z y
0
k(z) dz dy;
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and k(z) := 2kz for z 2 [0; 1=k]; k(z) := 21z>0 for z =2 [0; 1=k]. Then
06 0k(x)62 jx j+; 06 00k (x)621x>0
and  k 2C2(R) such that  k(x) %j x j2+ for k ! 1. One can easily show that 	k
is twice Frechet dierentiable at every h2H, the rst Frechet derivative 	0k(h) is a
continuous linear functional on H, and the second derivative 	00k (h) is a continuous
symmetric bilinear form on HH given by
(	0k(h); h1)=
Z 1
0
 0k(h(x))h1(x) dx
and
	00k (h); (h1; h2)=
Z 1
0
 00k (h(x))h1(x)h2(x) dx;
respectively, for h1; h2 from H. By the Ito^ formula from Pardoux (1979)
	k(wn(t))=	k(wn(0)) +
Z t
0
A(s) ds+
1
2
Z t
0
B(s) ds+Mnk(t); (5.3)
where
A(s) :=
〈
An(s; un(s))− An(s; vn(s));  0k(wn(s))

;
B(s) :=
nX
i= 1
( 00k (wn(s))((un(s))− (vn(s)))i; ((un(s))− (vn(s)))i);
An is dened like An with Fn in place of fn, and Mnk(t) is a continuous local mar-
tingale starting from zero. By the denition of A
A(s)= − A(1) + A(2) − A(3); (5.4)
where
A(1) :=

@
@x
wn(s; x);
@
@x
( 0k(wn(s; x)))

=
Z 1
0

@
@x
wn(s; x)
2
 00k (wn(s; x)) dx;
A(2) := (fn(s; un(s))− Fn(s; vn(s));  0k(wn(s)));
A(3) :=

gn(s; un(s))− gn(s; vn(s)); @@x  
0
k(wn(s))

=
Z 1
0
(gn(un)(s; x))− gn(vn)(s; x) 00k (wn(s))
@
@x
wn(s; x) dx: (5.5)
Since fn6Fn; 06 0k(x)6 j x j+ and Fn is Lipschitz in r, there is a constant K such
that
A(2)6
Z 1
0
j(Fn(un)− Fn(vn))(s; x) 0k(wn)(s; x) j dx6K
Z 1
0
jwn(s; x) j2+ dx: (5.6)
Since 06 00(x)621x>0, by the Lipschitz condition on g there is a constant L such
that
jA(3) j6L
Z 1
0
jwn(s; x) j2+ dx +
1
2
Z 1
0

@
@x
wn(s; x)
2
 00k (wn(s; x)) dx: (5.7)
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By the Lipschitz condition on  we get a constant L such that
B(s)6L
Z 1
0
jwn(s; x) j2+ dx; (5.8)
using the boundedness of i and the estimates on  00k . From Eqs. (5.3){(5.8) for every
n we have a constant K such that for all k
E(	k(wn(t ^ )))6K
Z t
0
E
 Z 1
0
jwn(s ^ ; x) j2+ dx
!
ds
for all t 2 [0; T ] and every stopping time . Letting here k !1 we get
E(	(wn(t ^ )))6K
Z t
0
E(	(wn(s ^ ))) ds;
where
	(wn(t)) :=
Z 1
0
jwn(t; x) j2+ dx:
Hence we get Eq. (5.2) by the Gronwall{Bellman lemma, replacing  by a sequence
of stopping times, which localises the process 	(wn(t)). Consequently, almost surely
un(t; x)6vn(t; x) for all t 2 [0; T ] and for dx-almost every x2 [0; 1]. It remains to
prove that un and vn converge to the solutions u and v of Eq(u0;f; g; ) and of
Eq(v0;F; g; ), respectively. To this end note that we can easily get the tightness of
un in E :=C([0; T ]; L2([0; 1])) using Corollary 3.4 and Lemma 4.2. Hence, we get
the convergences un(t) ! u(t); vn(t) ! v(t) in probability, uniformly in t 2 [0; T ] re-
peating the same argument based on Lemma 4.1 and on Skorokhod representation,
which we used in the proof of Theorem 2.1. The proof of the comparison theorem is
complete.
6. Equations with nondegenerate noise
In order to prove Theorem 2.2 we present a lemma which describes the technique we
are going to use in passing to the limit through measurable functionals. This lemma is
a very useful modication of Lemma 3.3 from Gyongy (1995), which generalises
a method from Krylov (1969) (see also Krylov, 1980). To formulate it we need
to introduce some notation rst. We use the notation d for the Lebesgue measure
in Rd.
Denition 6.1. Let D be a domain in Rm and let = f(z) : z 2Dg be a random eld
taking values in Rd. The measure dened on B(Rd) by
(A) :=E
Z
D
A((z)) dz
is called the occupation measure of .
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Denition 6.2. Let fng be a sequence of measures on B(Rm). We say that n
is asymptotically equi-absolutely continuous with respect to a given measure  on
B(Rm) if
lim
!0
lim sup
n!1
sup fn(A) : A2B(Rd); (A)<g=0:
Let n := fn(z) : z 2Dg be a sequence of Rd-valued random elds on a bounded
domain DRm, let fhng1n= 1 be a sequence of Borel functions hn : Rd ! R, sat-
isfying the linear growth condition with the same constant for every n. Let  be a
-nite measure on the Borel sets of Rd. Assume that the following conditions are
satised:
(i) n converges to a random eld  in probability for m-almost every z 2D such
that j  jpp :=
R
D j (z) jp dz<1 a.s. and the sequence j n jp is bounded in
probability for some p> 1.
(ii) the occupation measure n of n is asymptotically equi-absolutely continuous with
respect to  on Rd.
(iii) hn converges to h in the measure  on the compacts, i.e.,
lim
n!1 (fx2R
d : jx j6R; jhn(x)− h(x) j>g)= 0
for every > 0 and R> 0.
Lemma 6.3. Assume (i){(iii). Then for n !1Z
D
jhn(n(z))− h((z)) j dz ! 0
in probability.
Proof. Note that the occupation measures n of n converge weakly to the occupation
measure  of . Hence,  is absolutely continuous with respect to the measure v by (ii).
Fix R> 0. Then there exists a sequence fh(k)g1k = 1 of uniformly bounded continuous
functions such that for every > 0
lim
k!1
v(fx2Rd : jx j6R; jh(k)(x)− h(x) j>g)= 0:
Let  be a non-negative smooth function supported on [−1; 1] such that (0)= 1 and
61. Set
An; ; R := fx2Rd : jhn(x)− h(x) j>; jx j6Rg;
A(k); R := fx2Rd : jh(k)(x)− h(x) j>; jx j6Rg
for every > 0, R> 0 and n; k 2N. Clearly
P
Z
D
jhn(n(z))− h((z)) j dz>

6
5X
i= 1
I (i);
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where
I (1) :=P
Z
D
(1− (n(z)=R)((z)=R)) jhn(n(z))− h((z)) j dz>5

;
I (2) :=P
Z
D
(n(z)=R) jhn(n(z))− h(n(z)) j dz>5

;
I (3) :=P
Z
D
(n(z)=R) jh(n(z))− h(k)(n(z)) j dz>5

;
I (4) :=P
Z
D
((z)=R) jh(k)((z))− h((z)) j dz>
5

;
I (5) :=P
Z
D
((z)=R)(n(z)=R) jh(k)(n(z))− h(k)((z)) j dz>5

:
By Holder’s and Chebychev’s inequalities and by simple estimates
I (1)6 P
 
K
Z
D
(1− (n(z)=R)((z)=R))q dz
1=q
(1+ jn jp + j jp)>5
!
6 P
 Z
D
(1− (n(z)=R)((z)=R))q dz
1=q
>

5KL
!
+P(jn jp + j jp >L− 1);
I (2)6
5

E
Z
D
(n(z)=R) jhn(n(z))− h(n(z)) j dz

6
5

(m(D) + 2Cn(An;;R));
I (3)6
5

E
Z
D
(n(z)=R) jh(n(z))− h(k)(n(z)) j dz

6
5

(m(D) + 2Cn(A
(k)
;R));
I (4)6
5

E
Z
D
((z)=R) jh(k)((z))− h((z)) j dz

6
5

m(D) + 2C(A
(k)
;R);
I (5)6
5

E
Z
D
((z)=R)(n(z)=R) jh(k)(n(z))− h(k)((z)) j dz

for all L> 0, where C := sup fj h(z) j + j hn(z) j + j h(k)(z) j : j z j 6R; n; m>1g; K
is a constant and q is the conjugate number of p. Letting rst n ! 1 then k ! 1,
then  ! 0 then R ! 0 and, nally, L ! 1 in both sides of these estimates, we get
limn!1 I (j) = 0 for every j=1; 2; : : : ; 5. The proof of the lemma is complete.
In the case when g=0 the solution to the corresponding stochastic reaction{diusion
equation with non-continuous non-linear drift f is constructed via approximation by
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making use of an estimate for the density of the law of the approximation un(t; x) with
respect to the Lebesgue-measure. Such an estimate is obtained by Malliavin calculus
through rather complicated computations (see Bally et al., 1995). In our more general
case to get any estimate of that sort is an even more laborious task. However, making
use of the above lemma one does not even need these densities to exist. To explain
this let u0 be an F0-measurable random element in L2([0; 1]), and let g;  be Borel
functions satisfying the conditions in Theorem 2.2. Let  be the occupation measure
of the R3-valued random eld (t; x) := (t; x; v(t; x)); (t; x)2D := [0; T ]  [0; 1], where
v= v(t; x) is the solution of Eq(u0; 0; g; ). Let un be a solution of Eq(u0; ~fn; g; ), where
~fn(t; x) is a P ⊗ B([0; 1])-measurable random eld for every integer n>1 such that
the sequence of random variablesZ T
0
Z 1
0
j ~fn(t; x) j2 dx dt
is bounded in probability. Consider a sequence of Borel functions hn= hn(t; x; r) and
assume that the following conditions are met:
(A) un(t; x) converges to a random eld u(t; x) in probability for every t 2 [0; T ];
x2 [0; 1], such that R T0 R 10 ju(t; x) j dx dt <1 a.s. and the sequence of random
variables
R T
0
R 1
0 jun(t; x) j dx dt is bounded in probability.
(B) hn satises the linear growth condition with a constant K independent of n, and
it converges to a Borel function h in the measure  on the compacts of [0; T ]
[0; 1] R.
Proposition 6.4. Assume (A) and (B). Then for n !1Z T
0
Z 1
0
jhn(t; x; un(t; x))− h(t; x; u(t; x)) j dx dt ! 0
in probability.
Proof. Dene
n := exp
 
−
Z T^Ln
0
Z 1
0
~fn(s; x)=(s; x; un(s; x)) dW (s; x)
− 1
2
Z T^Ln
0
Z 1
0
( ~fn(s; x)=(s; x; un(s; x)))
2 dx ds
!
;
where
Ln := inf
(
t>0 :
Z t
0
Z 1
0
j ~fn(s; x) j2 dx ds>L
)
:
Note thatZ T^Ln
0
Z 1
0
( ~f(t; x)=(t; x; un(t; x)))2 dx dt6L=2:
Therefore, En=1 and moreover En6C() for every 2R, with a constant C(),
which is independent of n. Thus dP := n dP denes a probability measure d ~P and
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d ~W (t; x) := 1t6Ln
~fn(t; x)=(t; x; un(t; x)) dx dt + dW (t; x) denes an Ft-Brownian sheet
under the measure ~P by Girsanov’s theorem. Moreover,
E= ~E(−1n )6( ~E
−2
n )
1=2( ~E2)1=26
p
C(−2)( ~E2)1=2
for every non-negative random variable , where ~E denotes the expectation with respect
to ~P. Consequently, un solves the problem
@
@t
un(t; x)=
@2
@x2
un(t; x) +
@
@x
g(t; x; un(t; x)) + (t; x; un(t; x))
@2
@t@x
~W (t; x);
un(t; 0)= un(t; 1)=0 t 2 [0; T ]; un(0; x)= u0(x) x2 [0; 1]
in the stochastic interval [0; T ^ Ln]. Moreover, for every A2B(R3)
E
Z T
0
Z 1
0
A(t; x; un(t; x)) dx dt
6
p
C(−2)
 
~E
Z T^Ln
0
Z 1
0
A(t; x; v(t; x)) dx dt
!1=2
+TP(Ln6T )6
p
C(−2) ((A))1=2 + TP(Ln6T ):
Hence, for the occupation measure n of n(t; x) := (t; x; un(t; x)); (t; x)2D := [0; T ] 
[0; 1] we get
lim sup
n!1
sup fn(A) : (A)<g6
p
C(−2)1=2
for every > 0. Consequently, n is asymptotically equi-absolutely continuous with
respect to the measure , and we can nish the proof of the proposition by applying
Lemma 6.3.
Proposition 6.5. Let u0 be an F0-measurable random element in L2([0; 1]) and let g
and  be Borel functions satisfying the conditions of Theorem 3.2. Let fn=fn(t; x; r)
be a sequence of Borel functions mapping R+  [0; 1]R into R and let n= n(t; x)
be a sequence of P⊗B([0; 1])-measurable random elds. Assume that
(a) Eq(u0;fn + n; g; ) admits a solution un converging to a random eld u in the
measure dP⊗dt⊗dx on 
[0; T ][0; 1], such that supt6T
R 1
0 ju(t; x) j2 dx dt <1
(a.s), and the sequence of random variables
R T
0
R 1
0 jun(t; x) j2 dx dt is bounded in
probability.
(b) fn(t; x; r)! f(t; x; r) in the measure  and n(t; x)! 0 in the measure dP ⊗ dt ⊗
dx, where f is a Borel function.
(c) fn has linear growth with the same constant for all n, and j n(t; x) j 6(t; x)
(a.s) for every t>0; x2 [0; 1] where  is a P⊗B([0; 1])-measurable random eld
which is almost surely square-integrable on [0; T ] [0; 1] with respect to dt⊗ dx.
Then u solves Eq(u0;f; g; ), i.e., there is a modication u of u on [0; T ]  [0; 1],
such that u is a continuous L2([0; 1])-valued stochastic process which is the solution
of Eq(u0;f; g; ).
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Proof. Passing to the limit in the equation for un one can easily see, using
Proposition 6.4 and Lemma 4.6 that u solves Eq(u0;f; g; ). The existence of the con-
tinuous modication of u is obvious by Girsanov’s transformation, since Eq(u0; 0; g; )
admits a unique L2([0; 1])-valued continuous solution.
Making use of the comparison theorem and the above proposition one can get the
following statement in the same manner as Theorem 2.1 in Gyongy (1995) is proved.
Theorem 6.6. Let g and  be Borel functions satisfying the conditions of Theo-
rem 2.2. Let fn=fn(t; x; r) and n= n(t; x) be a sequences of Borel functions and of
P ⊗ B([0; 1])-measurable random elds, respectively, satisfying conditions (b), (c)
from Corollary 6.5. Assume moreover that fn is Lipschitz continuous in r 2R for
every n>1. Then Eq(u0;fn + n; g; ) admits a unique solution un, which converges
dP ⊗ dt ⊗ dx-almost everywhere to a random eld u(t; x). Moreover u is a solution
of Eq(u0;f; g; ).
Proof of Theorem 2.2. We call a solution u of Eq(u0;f; g; ) constructible if there
exists a sequence of Lipschitz functions fn=fn(t; x; r) and a sequence of P⊗B([0; 1])-
measurable random elds n satisfying conditions (b) and (c) from Corollary 6.5 such
that the solution un of Eq(u0;fn + n; g; ) converges dP ⊗ dt ⊗ dx-almost every-
where to u. It is easy to show that for any Borel function f=f(t; x; r) satisfying
the linear growth condition there is a sequence of Lipschitz functions fn=fn(t; x; r)
satisfying the linear growth condition with the same constant for all n such that
it converges -almost everywhere to f. (We recall that  is the occupation mea-
sure of (t; x) := (t; x; v(t; x)); (t; x)2D := [0; T ]  [0; 1], where v is the solution of
Eq(u0; 0; g; )). Indeed, since every Borel function f is a pointwise limit of a se-
quence from the space of -integrable functions L1(Rd; ), and C10 (R
d) is dense in
L1(Rd; ), for any Borel function f we can take a sequence of C10 functions f
(n)
converging  { almost everywhere to f. Moreover, when j f j 6l for a Lipschitz
function l, then fn := (f(x)^ l) _ (−l) is a sequence of Lipschitz functions converging
-almost everywhere to f, and jfn j 6l for all n. Hence, we get the existence of a
constructible solution to Eq(u0;f; g; ) from Theorem 6.6 by taking the sequence fn
and n := 0. Theorem 6.6 implies also the uniqueness of the solution in the class of
constructible solutions. To see this let u(1) and u(2) be constructible solutions obtained
as the limit of the solutions u(1)n of Eq(u0;f
(1)
n + 
(1)
n ; g; ) and of the solutions u
(2)
n
of Eq(u0;f
(2)
n + 
(2)
n ; g; ), respectively, where f
(1)
n ; f
(2)
n and 
(1)
n ; 
(2)
n are sequences
of Lipschitz functions and random elds satisfying the same conditions as fn and
n in Proposition 6.5. Dene fn :=f
(1)
n ; n := 
(1)
n for odd n and fn :=f
(2)
n ; n := 
(2)
n
for even n. Then by Theorem 6.6 the solution un of Eq(u0;fn + n; g; ) converges
to the solution u of Eq(u0;f; g; ) and since u(1) and u(2) are subsequences of un
we have u(1) = u= u(2). Hence, for the uniqueness in the whole class of solutions we
need only to show that every solution u of Eq(u0;f; g; ) is constructible. To this
end let fn be a sequence of Lipschitz functions converging for -almost every (t; x; r)
to f such that fn satises the linear growth condition with a constant independent
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of n. Set n :=f(t; x; u(t; x))− fn(t; x; u(t; x)). Then by Proposition 6.4 we have nk !
0 dP⊗dt⊗dx-almost everywhere for a subsequence nk !1. Note that un := u solves
Eq(u0;fn + n; g; ) for every n. Hence u is a constructible solution. The statements
on the existence of the modications in Lp([0; 1]) or in C([0; T ]  [0; 1]) when u0 is
almost surely in Lp([0; 1]) or in C([0; 1]), respectively, can be proved in exactly the
same way as in the case of Theorem 2.1.
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