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In twistor theory, the canonical quantization procedure, called twistor quantiza-
tion, is performed with the twistor operators represented as ZˆA = ZA (∈ C) and
ˆ¯ZA = −∂/∂ZA. However, it has not been clarified what kind of function spaces
this representation is valid in. In the present paper, we intend to find appropriate
(pre-)Hilbert spaces in which the above representation is realized as an adjoint pair
of operators. To this end, we define an inner product for the helicity eigenfunc-
tions by an integral over the product space of the circular space S1 and the upper
half of projective twistor space. Using this inner product, we define a Hilbert space
in some particular case and indefinite-metric pre-Hilbert spaces in other particular
cases, showing that the above-mentioned representation is valid in these spaces. It is
also shown that only the Penrose transform in the first particular case yields positive-
frequency massless fields without singularities, while the Penrose transforms in the
other particular cases yield positive-frequency massless fields with singularities.
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I. INTRODUCTION
Twistor theory was first proposed by Penrose in 1967 as a novel approach to finding a
unified framework for general relativity and quantum physics, aiming at establishing a theory
of quantum gravity.1 In twistor theory,2–8 a complex space called twistor space is considered
to be a primary object for expressing physics, while 4-dimensional space-time is treated as a
secondary object. One of the common motivations in early studies on twistor theory is thus
to describe 4-dimensional space-time, gravity, and even the elementary particles in an equal
footing on the basis of the complex geometry of twistor space. Such an ambitious attempt
in twistor theory has been summarized by Penrose himself as the twistor programme.7,8
Although twistor theory has provided various interesting ideas, it cannot be said that
this theory has succeeded at physics in accordance with the twistor programme. From the
viewpoint of physics, recent impressive progress related to twistor theory is only the discovery
of a twistor string theory by Witten,9 which leads to the twistor approach to explaining
scattering amplitudes in Yang-Mills theory.10,11 (An earlier twistor approach to Yang-Mills
scattering amplitudes was considered by Nair.12) On the other hand, twistor theory has
yielded skillful geometrical tools for solving nonlinear partial differential equations such as
the anti-self-dual Yang-Mills equation,13,14 the anti-self-dual equations for gravity15 and the
Bogomolny equation.16 Also, there have been many other mathematical developments in
twistor theory; see, e.g., Refs. 17-20, and 24.
It seems that one of the reasons why twistor theory has not developed well in physics and
therefore the twistor programme has not been accomplished is that the quantum-theoretical
framework of twistor theory has not yet been established sufficiently. In fact, in comparison
with the standard quantum theory, mathematical settings such as Hilbert spaces have not
been investigated satisfactorily in the canonical quantization procedure in twistor theory,
called twistor quantization. To be precise, in twistor quantization, the twistor operators ZˆA
(A = 0, 1, 2, 3) and their adjoint twistor operators ˆ¯ZA are naively represented as Zˆ
A = ZA
and ˆ¯ZA = −∂/∂ZA, with the twistor variables ZA (∈ C). However, it has not been clarified
what kind of function spaces this representation is valid in. One of the main purposes of
this paper is to find appropriate function spaces (or more precisely, appropriate (pre-)Hilbert
spaces) in which the above representation holds true as an adjoint pair of operators.
Until now, there have been a few attempts to define Hilbert spaces in twistor quantization.
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In fact, Penrose gave an inner product of two holomorphic functions of ZA that have the
same degree of homogeneity.2,21 With this inner product, Penrose defined a Hilbert space and
showed that the representation ZˆA = ZA, ˆ¯ZA = −∂/∂ZA is valid on this space. However, in
his argument, the details on the inner product, such as the finiteness of the inner product,
are unclear. Hence, there is room to doubt the presence of the Hilbert space. Penrose’s inner
product was modified by himself so that it can directly be derived from the scalar product
between two massless fields in 4-dimensional space-time.22 Even after the modification, the
representation ZˆA = ZA, ˆ¯ZA = −∂/∂ZA holds, but the details on the inner product still
remain unclear.
A mathematically elegant method for defining an inner product in twistor theory has
been studied by Eastwood and co-workers.23,24 This approach uses cohomologies skillfully
in such a manner that consistency with the Penrose transform is manifestly ensured. Using
the twistor elementary states and their density, Eastwood and Pilato showed positive defi-
niteness of the U(p, q)-invariant inner product in the cohomological formulation.25 Another
cohomological approach was given by Mu¨ller to obtain a SU(2, 2)-invariant inner product.26
In these cohomological approaches, however, representations of the twistor operators ZˆA
and ˆ¯ZA are not still considered.
In the present paper, we propose an alternative inner product of two holomorphic func-
tions of ZA. Here the two functions may have different degrees of homogeneity. Essentially,
our approach follows the construction of ordinary quantum mechanics, without referring to
cohomologies. To define the inner product, we first construct linear combinations of ZˆA,
denoted later by aˆA, and linear combinations of ˆ¯ZA, denoted later by ˆ¯a
A˙, in such a manner
that aˆA and ˆ¯aA˙ satisfy a Weyl-Heisenberg algebra of indefinite-metric type. The commu-
tation relations of this algebra are unitarily equivalent to what ZˆA and ˆ¯ZA satisfy. Next,
we provide a coherent state27,28 defined as a simultaneous eigenstate of the operators ˆ¯aA˙
and consider the helicity eigenvalue equation written in terms of aˆA and ˆ¯aA˙. This equa-
tion can easily be solved in the coherent-state basis to obtain the helicity eigenvalues and
their corresponding eigenfunctions. In the present paper, we assume that the holomorphic
parts of the helicity eigenfunctions are transformed into positive-frequency massless fields
in complexified Minkowski space via the Penrose transform.2–5 (The holomorphic parts are
precisely the so-called twistor functions.) This assumption is realized if the holomorphic
parts are functions on the upper half of twistor space. Taking into account this fact, we de-
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fine an inner product of two arbitrary helicity eigenfunctions by an integral over the product
space of the circular space S1 and the upper half of projective twistor space. (This inner
product can also be regarded as the one defined for the corresponding holomorphic parts.)
Carrying out the integration in the inner product, we obtain an expression that includes the
orthogonality condition for the helicity eigenfunctions and a multiplicative factor consisting
of gamma functions. The multiplicative factor is evaluated by making use of the method
of analytic continuation for the gamma function. We particularly examine the inner prod-
uct for the helicity eigenfunctions each of whose holomorphic parts has singularities on two
hyperplanes in twistor space. Such holomorphic parts are especially important in twistor
theory from a practical viewpoint related to twistor diagrams.2,22,29–31 It is then shown that
the helicity eigenfunctions in a particular case can be normalized to unity, while the helicity
eigenfunctions in other particular cases can be normalized to either 1 or −1.
In our approach, a Hilbert space for twistor quantization is defined as a set of the linear
combinations of the helicity eigenfunctions in the first particular case mentioned above. In
each of the other particular cases, it is possible to define an indefinite-metric pre-Hilbert
space (or an indefinite inner product space) as a set of the finite linear combinations of
the relevant helicity eigenfunctions. We show that the twistor operators represented as
ZˆA = ZA and ˆ¯ZA = −∂/∂ZA + Z¯A/2 are realized, in each of the (pre-)Hilbert spaces, as an
adjoint pair of operators. Then, it is seen that ˆ¯ZA = −∂/∂ZA is recognized as the adjoint
operator of ZˆA = ZA by choosing the holomorphic parts of the helicity eigenfunctions to be
basis functions, instead of the helicity eigenfunctions themselves. In this way, we can define
(pre-)Hilbert spaces appropriate for twistor quantization.
We also perform the Penrose transforms2–6 of twistor functions in each of the particular
cases to find the corresponding positive-frequency massless fields in complexified Minkowski
space. We point out that only the massless fields derived in the first particular case have no
singularities, while those derived in the other particular cases have singularities.
The present paper is organized as follows. In Sec. II, we briefly review twistor quan-
tization by following popular literature on twistor theory. Section III provides a coherent
state for twistor operators and gives the representation of twistor operators with respect
to the coherent-state basis. In Sec. IV, we consider the helicity eigenvalue equation and
solve it in the coherent-state basis. It is verified there that the helicity eigenfunctions are
simultaneous eigenfunctions of the Cartan generators of SU(2, 2). In Sec. V, we propose
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an inner product defined for the helicity eigenfunctions and examine it in particular cases
after using the method of analytic continuation for the gamma function. In Sec. VI, we
define (pre-)Hilbert spaces in twistor quantization and show that the adjointness relations
between twistor operators are valid in these spaces. In Sec. VII, we perform the Penrose
transforms of the simplest twistor functions in each of the particular cases and investigate
singularities of the massless fields derived by these transforms. Finally, Sec. VIII is devoted
to a summary and discussion. Appendix A provides the Schwinger representation of the
SU(2, 2) Lie algebra. Appendix B demonstrates the Penrose transform of a general twistor
function in the first particular case.
II. BRIEF REVIEW OF TWISTOR QUANTIZATION
In this section, we briefly review the twistor quantization procedure explained in Refs. 2,
3, and 6-8.
Let ZA (A = 0, 1, 2, 3) be a twistor and Z¯A its dual twistor. In terms of 2-component
spinors, ZA and Z¯A are expressed as
ZA = (ωα, πα˙) , Z¯A = (π¯α, ω¯
α˙) , (2.1)
where ωα (α = 0, 1) and πα˙ (α˙ = 0˙, 1˙) are 2-component Weyl spinors, and ω¯
α˙ and π¯α
are their complex conjugate spinors. The spinors ωα and πα˙ are related by ω
α = izαα˙πα˙,
where the zαα˙ constitute coordinates of a point in complexified compactified Minkowski
space CM♯. (Here, M denotes 4-dimensional Minkowski space.) The space coordinatized
by (ZA) is called twistor space and is denoted by T. Twistor space is a normed complex
vector space with the pseudo-Hermitian norm squared Z¯AZ
A of signature (2, 2). With this
norm squared, the helicity of a massless particle propagating in 4-dimensional Minkowski
space M is simply represented as
s =
1
2
Z¯AZ
A. (2.2)
The conformal group of M is represented linearly in T as the linear group SU(2, 2).35,36
Then, the conformal invariance of the helicity is evident from Eq. (2.2), because Z¯AZ
A
is invariant under the SU(2, 2) transformations. It can be said that twistors are SU(2, 2)
spinors for the conformal group of M.
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In quantizing the classical system of twistors, ZA and Z¯A are replaced by the correspond-
ing twistor operators ZˆA and ˆ¯ZA satisfying the commutation relations[
ZˆA, ˆ¯ZB
]
= δAB , (2.3a)[
ZˆA, ZˆB
]
=
[ ˆ¯ZA, ˆ¯ZB] = 0 . (2.3b)
So-called twistor quantization is carried out on the basis of the commutation relations (2.3a)
and (2.3b). [The expression (2.2), as well as the commutation relations (2.3a) and (2.3b), can
systematically be derived from the gauged Shirafuji action.32–34] By analogy with standard
quantum mechanics, we can naively take the representation in which ZˆA reduces to ZA:
ZˆA
.
= ZA, ˆ¯ZA
.
= − ∂
∂ZA
. (2.4)
(Here, the symbol
.
= stands for “is represented by”.) This representation has actually been
introduced in popular literature on twistor theory. A wave function appropriate for the
representation (2.4) is to be holomorphic in ZA. Such a wave function, f(Z), is referred to
as the twistor (wave) function. In the twistor quantization procedure, the helicity s is also
treated as an operator. After having considered the Weyl ordering, the helicity operator
reads
sˆ =
1
4
(
ˆ¯ZAZˆ
A + ZˆA ˆ¯ZA
)
. (2.5)
The eigenvalue equation sˆf = sf can be written in the representation (2.4) as
−1
2
(
ZA
∂
∂ZA
+ 2
)
f(Z) = sf(Z) , (2.6)
where s is understood as a helicity eigenvalue. Obviously, Eq. (2.6) is satisfied by a homo-
geneous twistor function of degree −2s−2. This degree must be an integer so that f can be
a single-valued function on T. In this way, s is restricted to integer and half-integer values.
III. A COHERENT STATE REPRESENTATION OF TWISTOR
OPERATORS
From Eq. (2.1), we see that the complex conjugate of ZA, i.e., Z¯A˙ := ZA (A˙ = 0˙, 1˙, 2˙, 3˙),
is related to Z¯A by Z¯
A˙ = Z¯BJ
BA˙, with the inverse metric JAB˙ on T defined by
(
JAB˙
)
:=

 0 I2
I2 0

 . (3.1)
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Here, I2 denotes the 2×2 unit matrix. In the twistor quantization procedure, Z¯A˙ is replaced
by the adjoint operator ˆ¯ZA˙ = ˆ¯ZBJ
BA˙ of ZˆA satisfying [ZˆA, ˆ¯ZB˙ ] = JAB˙. (At present, the
adjointness relation between ZˆA and ˆ¯ZA˙ is just a formality.) This commutation relation is,
of course, essential for twistor quantization. However, it is inconvenient for our analysis,
because (JAB˙) is not a diagonal matrix. Desirable commutation relations are provided for
the operators
aˆ0 :=
1√
2
(
Zˆ0 + Zˆ2
)
,
aˆ2 :=
1√
2
(
−Zˆ0 + Zˆ2
)
,
aˆ1 :=
1√
2
(
Zˆ1 + Zˆ3
)
,
aˆ3 :=
1√
2
(
−Zˆ1 + Zˆ3
)
,
(3.2)
and their adjoint operators
ˆ¯a0˙ :=
1√
2
(
ˆ¯Z0 +
ˆ¯Z2
)
,
ˆ¯a2˙ :=
1√
2
(
ˆ¯Z0 − ˆ¯Z2
)
,
ˆ¯a1˙ :=
1√
2
(
ˆ¯Z1 +
ˆ¯Z3
)
,
ˆ¯a3˙ :=
1√
2
(
ˆ¯Z1 − ˆ¯Z3
)
.
(3.3)
In fact, using the commutation relations (2.3a) and (2.3b), we can show that
[
aˆA, ˆ¯aB˙
]
= IAB˙ , (3.4a)[
aˆA, aˆB
]
=
[
ˆ¯aA˙, ˆ¯aB˙
]
= 0 , (3.4b)
where IAB˙ is the diagonal inverse metric of the form (IAB˙) = diag(1, 1,−1,−1). From
this, we see that T possesses the pseudo-Hermitian metric of signature (2, 2), defined by
(IA˙B) = diag(1, 1,−1,−1). The commutation relations (3.4a) and (3.4b) constitute a Weyl-
Heisenberg algebra of indefinite-metric type.
Now, we construct a coherent state that is defined to be a simultaneous eigenstate of the
operators ˆ¯aA˙. For this purpose, we first introduce the unitary operator27
Uˆ(α, α¯) := exp
(
ˆ¯aA˙IA˙Bα
B − α¯B˙IB˙AaˆA
)
, (3.5)
where αA are complex numbers and α¯A˙ are their complex conjugates. The operator Uˆ =
Uˆ(α, α¯) generates translations of aˆA and ˆ¯aA˙ in the following manner:
Uˆ †aˆAUˆ = aˆA + αA, Uˆ †ˆ¯aA˙Uˆ = ˆ¯aA˙ + α¯A˙. (3.6)
We introduce the vacuum state |0¯〉 specified by
ˆ¯aA˙|0¯〉 = 0 , 〈0¯|0¯〉 = 1 . (3.7)
7
Then, it is readily verified that the vector |α¯〉 := Uˆ |0¯〉 fulfills the eigenvalue equation
ˆ¯aA˙|α¯〉 = α¯A˙|α¯〉. This demonstrates that |α¯〉 is actually a coherent state for the opera-
tors ˆ¯aA˙. The normalization condition 〈α¯|α¯〉 = 1 is guaranteed by the unitarity of Uˆ . By
using the Campbell-Baker-Hausdorff formula, |α¯〉 can be expressed as
|α¯〉 = exp
(
1
2
‖α‖2
)
exp
(
−α¯A˙I A˙BaˆB
)
|0¯〉 , (3.8)
where ‖α‖2 := α¯A˙I A˙BαB = |α0|2 + |α1|2 − |α2|2 − |α3|2. (When two operators X and Y
commute with [X, Y ], the Campbell-Baker-Hausdorff formula reads eX+Y = eXeY e−
1
2
[X,Y ].)
Using 〈0¯|aˆA = 0, we can also show that the dual vector 〈α¯| = 〈0¯|Uˆ † satisfies28
〈α¯|aˆA = αA〈α¯| , (3.9a)
〈α¯|ˆ¯aA˙ =
(
− ∂
∂αB
IBA˙ +
1
2
α¯A˙
)
〈α¯| . (3.9b)
The complex numbers αA and the twistor variables ZA = (ωα, πα˙) are related by the
relations that are obtained by replacing aˆA and ZˆA in Eq, (3.2) with αA and ZA, respectively:
α0 =
1√
2
(
Z0 + Z2
)
,
α2 =
1√
2
(−Z0 + Z2) ,
α1 =
1√
2
(
Z1 + Z3
)
,
α3 =
1√
2
(−Z1 + Z3) , (3.10)
or equivalently,
α0 =
1√
2
(
ω0 + π0˙
)
,
α2 =
1√
2
(−ω0 + π0˙) ,
α1 =
1√
2
(
ω1 + π1˙
)
,
α3 =
1√
2
(−ω1 + π1˙) . (3.11)
With these relations, it is easy to see that ‖α‖2 = Z¯AZA = π¯αωα + ω¯α˙πα˙. Since αA are
related to ZA by a unitary transformation specified by Eq. (3.10), we may call αA a twistor
(defined with respect to another basis of T). Correspondingly, we may call aˆA and ˆ¯aA˙ twistor
operators.
In terms of the twistor variables ZA and Z¯A and their corresponding operators, Eq. (3.9)
can be written as
〈Z¯|ZˆA = ZA〈Z¯| , 〈Z¯| ˆ¯ZA =
(
− ∂
∂ZA
+
1
2
Z¯A
)
〈Z¯| , (3.12)
where 〈Z¯| := 〈0¯| exp( − ˆ¯ZAZA) exp(12Z¯AZA) (= 〈α¯|). Apart from the additive factor 12 Z¯A,
Eq. (3.12) leads to the representation given in Eq. (2.4). If 〈Z¯| is defined by 〈Z¯| = 〈0¯| exp(−
8
ˆ¯ZAZ
A
)
without the multiplicative factor exp
(
1
2
Z¯AZ
A
)
, we have 〈Z¯| ˆ¯ZA = −∂〈Z¯|/∂ZA, and
hence immediately find Eq. (2.4). However, in general, this 〈Z¯| is not a unit vector, because
it satisfies 〈Z¯|Z¯〉 = exp(− Z¯AZA).
IV. SIMULTANEOUS EIGENFUNCTIONS FOR THE HELICITY
OPERATOR AND THE CARTAN GENERATORS OF SU(2, 2)
The procedure in Sec. III is a mere formality at present, because function spaces in which
Eq. (3.9) is realized are still unclear. Therefore, we now try to find functions suitable for
defining desirable function spaces that can be shown to be (pre-)Hilbert spaces.
In terms of aˆA and ˆ¯aA˙, the helicity operator (2.5) can be written as
sˆ =
1
4
(
ˆ¯aA˙I A˙B aˆ
B + aˆB ˆ¯aA˙I A˙B
)
=
1
2
(
ˆ¯a0˙aˆ0 + ˆ¯a1˙aˆ1 − ˆ¯a2˙aˆ2 − ˆ¯a3˙aˆ3
)
+ 1 . (4.1)
With this form of sˆ, we consider the helicity eigenvalue equation
sˆ|Φ〉 = s|Φ〉 , (4.2)
where s is a helicity eigenvalue and |Φ〉 is its corresponding helicity eigenvector. Multiplying
both sides of Eq. (4.2) by 〈α¯| on the left and using Eq. (3.9), we have(
αA
∂
∂αA
− 1
2
‖α‖2
)
Φ(α) = (−2s− 2)Φ(α) , (4.3)
where Φ(α) is the helicity eigenfunction defined by Φ(α) := 〈α¯|Φ〉. This equation can easily
be solved to yield the particular solution
Φk,l,m,n(α) = fk,l,m,n(α) exp
(
1
2
‖α‖2
)
, (4.4)
with the holomorphic function
fk,l,m,n(α) := Ck,l,m,n(α
0)k(α1)l(α2)m(α3)n . (4.5)
Here, Ck,l,m,n is an undetermined coefficient, and k, l, m and n are constants satisfying
s = −1
2
(k + l +m+ n)− 1 . (4.6)
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Clearly, fk,l,m,n is a homogeneous twistor function of degree −2s− 2. The single-valuedness
of Φk,l,m,n, or equivalently that of fk,l,m,n, is valid if and only if k, l, m and n are integers.
Then, from Eq. (4.6), the helicity eigenvalue s is determined to be either integer or half-
integer values. The helicity of a massless particle is thus quantized as a result of twistor
quantization.
Now, we note that the helicity operator sˆ commutes with all the generators of SU(2, 2)
represented as Eq. (A6); see Appendix A. The Lie group SU(2, 2) has rank 3, and in the
Schwinger representation (A6), its Cartan generators are given by
Λˆ3 =
1
2
(
ˆ¯a0˙aˆ0 − ˆ¯a1˙aˆ1
)
, Λˆ6 = −1
2
(
ˆ¯a2˙aˆ2 − ˆ¯a3˙aˆ3
)
,
Λˆ15 =
1
2
√
2
(
ˆ¯a0˙aˆ0 + ˆ¯a1˙aˆ1 + ˆ¯a2˙aˆ2 + ˆ¯a3˙aˆ3
)
.
(4.7)
Because sˆ, Λˆ3, Λˆ6, and Λˆ15 commute with each other, they have a simultaneous eigenfunction
Φ(α) satisfying
〈α¯|sˆ|Φ〉 = sΦ(α) , (4.8a)
〈α¯|Λˆ3|Φ〉 = KΦ(α) , (4.8b)
〈α¯|Λˆ6|Φ〉 = LΦ(α) , (4.8c)
〈α¯|Λˆ15|Φ〉 = 1√
2
MΦ(α) , (4.8d)
where s, K, L and M/
√
2 are eigenvalues of sˆ, Λˆ3, Λˆ6 and Λˆ15, respectively. (Equation
(4.8a) is identical with Eq. (4.2) multiplied by 〈α¯|.) Using Eq. (3.9), we can show that
Φk,l,m,n(α) is a solution of the simultaneous equations (4.8a)-(4.8d) provided that Eq. (4.6)
and
K =
1
2
(−k + l) , L = 1
2
(−m+ n) , M = 1
2
(−k − l +m+ n) (4.9)
are fulfilled. In this way, Φk,l,m,n is confirmed to be a simultaneous eigenfunction for sˆ, Λˆ3, Λˆ6
and Λˆ15. From Eq. (4.9), it follows that K, L, M , as well as s, take integer and half-integer
values. The set of Eqs. (4.6) and (4.9) can inversely be solved as
k = −1
2
(s+ 2K +M + 1) ,
m = −1
2
(s+ 2L−M + 1) ,
l =
1
2
(−s + 2K −M − 1) ,
n =
1
2
(−s + 2L+M − 1) .
(4.10)
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This fact demonstrates that the combination of eigenvalues (s,K, L,M/
√
2 ) is in bijective
correspondence with the combination of integers (k, l,m, n). For this reason, we can use
(s,K, L,M) to uniquely specify the simultaneous eigenfunction Φk,l,m,n, which fact enables
us to denote Φk,l,m,n as Φs,K,L,M , and correspondingly fk,l,m,n as fs,K,L,M , namely,
Φs,K,L,M := Φk,l,m,n , fs,K,L,M := fk,l,m,n . (4.11)
The helicity eigenvalue s labels an irreducible representation of SU(2, 2). This can be un-
derstood from the fact that the eigenvalue of the quadratic Casimir operator of SU(2, 2)
is determined to be 3(s2 − 1)/2, as seen from Eq. (A10) in Appendix A. The eigenfunc-
tion Φs,K,L,M is classified into the irreducible representation of SU(2, 2) labeled by s and is
completely specified by the remaining eigenvalues K, L, and M .35
Now, we consider application of the operators aˆA to Φk,l,m,n. This can be evaluated by
using Eq. (3.9a) as follows:
〈α¯|aˆ0|Φk,l,m,n〉 = α0Φk,l,m,n(α) = Ck,l,m,n
Ck+1,l,m,n
Φk+1,l,m,n(α) , (4.12a)
〈α¯|aˆ1|Φk,l,m,n〉 = α1Φk,l,m,n(α) = Ck,l,m,n
Ck,l+1,m,n
Φk,l+1,m,n(α) , (4.12b)
〈α¯|aˆ2|Φk,l,m,n〉 = α2Φk,l,m,n(α) = Ck,l,m,n
Ck,l,m+1,n
Φk,l,m+1,n(α) , (4.12c)
〈α¯|aˆ3|Φk,l,m,n〉 = α3Φk,l,m,n(α) = Ck,l,m,n
Ck,l,m,n+1
Φk,l,m,n+1(α) . (4.12d)
Also, using Eq. (3.9b), we can evaluate application of the operators ˆ¯aA˙ to Φk,l,m,n :
〈α¯|ˆ¯a0˙|Φk,l,m,n〉 = −e‖α‖2/2 ∂fk,l,m,n
∂α0
= − Ck,l,m,n
Ck−1,l,m,n
kΦk−1,l,m,n(α) , (4.13a)
〈α¯|ˆ¯a1˙|Φk,l,m,n〉 = −e‖α‖2/2 ∂fk,l,m,n
∂α1
= − Ck,l,m,n
Ck,l−1,m,n
lΦk,l−1,m,n(α) , (4.13b)
〈α¯|ˆ¯a2˙|Φk,l,m,n〉 = e‖α‖2/2 ∂fk,l,m,n
∂α2
=
Ck,l,m,n
Ck,l,m−1,n
mΦk,l,m−1,n(α) , (4.13c)
〈α¯|ˆ¯a3˙|Φk,l,m,n〉 = e‖α‖2/2 ∂fk,l,m,n
∂α3
=
Ck,l,m,n
Ck,l,m,n−1
nΦk,l,m,n−1(α) . (4.13d)
It is seen from Eqs. (4.12) and (4.13) that the aˆA behave as creation operators, while the
ˆ¯aA˙ behave as annihilation operators.
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V. AN APPROPRIATE INNER PRODUCT FOR THE
EIGENFUNCTIONS Φs,K,L,M
If we follow the argument of coherent states,27,28 it is quite natural to naively define the
inner product of two arbitrary eigenfunctions, Φs,K,L,M and Φs′,K ′,L′,M ′, as
〈Φs,K,L,M|Φs′,K ′,L′,M ′〉naive
:=
∫
T
Φs,K,L,M(α)Φs′,K ′,L′,M ′(α)d
8µ(α, α¯) (5.1)
=
∫
T
fs,K,L,M(α)fs′,K ′,L′,M ′(α) exp‖α‖2d8µ(α, α¯) ,
where
d8µ(α, α¯) := dα0 ∧ dα1 ∧ dα2 ∧ dα3 ∧ dα¯0˙ ∧ dα¯1˙ ∧ dα¯2˙ ∧ dα¯3˙ . (5.2)
Obviously, d8µ is invariant under SU(2, 2) transformations. Although Eq. (5.1) might seem
to be well-defined, actually, 〈Φs,K,L,M |Φs,K,L,M〉naive diverges because the integrand contains
the multiplicative factor exp(|α0|2 + |α1|2), which strictly increases fast as |α0| → ∞ or as
|α1| → ∞. Hence, the inner product (5.1) is not well-defined and we cannot use it in our
approach.
Before providing an appropriate inner product, we recall that in twistor theory, projective
twistors are considered to be more essential than twistors themselves. From this point of
view, it is sufficient to define an inner product of Φs,K,L,M and Φs′,K ′,L′,M ′ in such a manner
that projective twistors are taken to be integration variables. For a nonzero twistor αA, the
projective twistor [αA] is defined as the proportionality class [αA] :=
{
υαA
∣∣ υ ∈ C \ {0}}.
The projective twistor space PT(∼= CP3) is a 3-dimensional complex space coordinatized
by [(αA)] :=
{
(υαA)
∣∣ υ ∈ C \ {0}}, that is, PT := {[(αA)] ∣∣ (αA) ∈ T \ {0}}. Clearly, the
projective twistor [αA] is invariant under the complexified scale transformation αA → υαA,
and hence the functions of [αA] remain invariant under this transformation. Conversely,
the functions of αA that are invariant under the complexified scale transformation can be
treated as functions of [αA], that is, functions on PT. Similarly, the functions of αA that
are invariant under the (pure) scale transformation αA → |υ|αA can be treated as functions
on S1 × PT. Here, S1 denotes the circular space parametrized by a phase common to the
twistor variables.
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Now, we assume that the twistor functions fs,K,L,M and fs′,K ′,L′,M ′ are transformed into
positive-frequency massless fields in complexified Minkowski space CM via the Penrose
transform.2–5 In this case, fs,K,L,M and fs′,K ′,L′,M ′ are realized as functions on the upper half
of twistor space, namely T+ :=
{
(αA) ∈ T ∣∣ ‖α‖2 > 0}. Considering this, we propose the
following inner product:
〈Φs,K,L,M |Φs′,K ′,L′,M ′〉
:= lim
ǫ→+0
−ǫ
Γ (s+ s′ + 2ǫ− 1)
∫
S1×PT+
Φs+ǫ,K,L,M(α)Φs′+ǫ,K ′,L′,M ′(α)
× (‖α‖2)s+s′+2ǫ+2 exp(− ‖α‖2)d7µ(α, α¯) (5.3a)
= lim
ǫ→+0
−ǫ
Γ (s+ s′ + 2ǫ− 1)
∫
S1×PT+
fs+ǫ,K,L,M(α)fs′+ǫ,K ′,L′,M ′(α)
× (‖α‖2)s+s′+2ǫ+2d7µ(α, α¯) , (5.3b)
with the 7-form
d7µ(α, α¯)
:=
1
12
(‖α‖2)4
(
dα0 ∧ dα1 ∧ dα2 ∧ dα3 ∧ εA˙B˙C˙D˙α¯A˙dα¯B˙ ∧ dα¯C˙ ∧ dα¯D˙
+ εABCDα
AdαB ∧ dαC ∧ dαD ∧ dα¯0˙ ∧ dα¯1˙ ∧ dα¯2˙ ∧ dα¯3˙
)
, (5.4)
where PT+ :=
{
[(αA)] ∈ PT ∣∣ ‖α‖2 > 0}, and ε0123 = ε0˙1˙2˙3˙ = 1. The integrand
fs,K,L,M(α) fs′,K ′,L′,M ′(α)
(‖α‖2)s+s′+2 can be regarded as a function on the product space
S1 ×PT+, because it remains invariant under the (pure) scale transformation αA → |υ|αA,
and also fs,K,L,M and fs′,K ′,L′,M ′ are functions on T
+. (When s = s′, this integrand re-
mains invariant under the complexified scale transformation αA → υαA and therefore is
treated as a function on PT+.) Adding the infinitesimal positive number ǫ to s and s′ is
necessary for making Eq. (5.3) well-defined. The 7-form d7µ is invariant under SU(2, 2)
transformations and under the complexified scale transformation; thus, d7µ is recognized as
an integration measure on S1×PT+. From the facts stated above, it is clear that the inner
product 〈Φs,K,L,M|Φs′,K ′,L′,M ′〉 is invariant under the (pure) scale transformation. [The pro-
jective twistor subspace PT+ is isomorphic to the coset space SU(2, 2)/S
(
U(2, 1)×U(1)).37
Similarly, S1 ×PT+ is isomorphic to SU(2, 2)/SU(2, 1).]
To see more precisely that d7µ is an integration measure on S1×PT+, here we introduce
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the inhomogeneous coordinates (ζ1, ζ2, ζ3) of PT+ defined by
ζ1 :=
α1
α0
, ζ2 :=
α2
α0
, ζ3 :=
α3
α0
. (5.5)
[Strictly speaking, (ζ1, ζ2, ζ3) is a local coordinate system on the open set PT+0 :=
{
[(αA)] ∈
PT+
∣∣α0 6= 0}.] With these coordinates, d7µ can be expressed as
d7µ = dθ ∧ d6µ , (5.6)
where θ is the phase common to the twistor variables
θ := −1
4
i log
(
3∏
A=0
αA
|αA|
)
= −i log
(
α0
|α0|
)
− 1
4
i log
(
3∏
A=1
ζA
|ζA|
)
. (5.7)
The range of θ is determined to be [0, 2π). The 6-form d6µ is given by
d6µ :=
i
K4
dζ1 ∧ dζ2 ∧ dζ3 ∧ dζ¯ 1˙ ∧ dζ¯ 2˙ ∧ dζ¯ 3˙ , (5.8)
with K := 1 + |ζ1|2 − |ζ2|2 − |ζ3|2. The 6-form d6µ is precisely the volume element of
PT+. [This volume element can be derived from the Ka¨hler form Ω := i∂∂¯ logK as d6µ =
(3!)−1Ω∧Ω∧Ω.38,39 The Ka¨hler form Ω itself is independent of the choice of local coordinate
system, so that d6µ is also coordinate independent.] In this way, Eq. (5.6) demonstrates
that d7µ is indeed an integration measure on S1 ×PT+.
For evaluating the inner product (5.3), it is convenient to use the hyperbolic polar coor-
dinates (‖α‖, η, χ, ψ, θ, ϑ, φ, ϕ) defined by ‖α‖ :=√‖α‖2 and
α0 = ‖α‖ei(θ+ϑ+φ) cosh η cosχ , (5.9a)
α1 = ‖α‖ei(θ+ϑ−φ) cosh η sinχ , (5.9b)
α2 = ‖α‖ei(θ−ϑ+ϕ) sinh η cosψ , (5.9c)
α3 = ‖α‖ei(θ−ϑ−ϕ) sinh η sinψ . (5.9d)
Here, by virtue of ‖α‖2 > 0, it follows that ‖α‖ takes values in the coordinate range 0 <
‖α‖ <∞. The other coordinate ranges are determined to be
0 ≤ η <∞ , 0 ≤ χ, ψ ≤ π
2
, 0 ≤ θ < 2π , −π < ϑ, φ, ϕ < π . (5.10)
Equations (5.9) and (5.10) can be found through the polar decomposition αA = |αA|eiθA
(0 ≤ |αA| <∞, 0 ≤ θA < 2π). In the hyperbolic polar coordinate system, d7µ is expressed
as
d7µ = dθ ∧ 2(sinh 2η)3 sin 2χ sin 2ψdη ∧ dχ ∧ dψ ∧ dϑ ∧ dφ ∧ dϕ . (5.11)
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Substituting Eqs. (5.9) and (5.11) into Eq. (5.3b) and carrying out the integration over
S1 ×PT+, we obtain
〈Φs,K,L,M |Φs′,K ′,L′,M ′〉
=
1
2
(4π)4|Cs,K,L,M|2δss′δKK ′δLL′δMM ′
× lim
ǫ→+0
−ǫ
Γ (s+M + ǫ)Γ (−s−M + 1− ǫ)
× Γ
(−s + 2K −M + 1− ǫ
2
)
Γ
(−s− 2K −M + 1− ǫ
2
)
× Γ
(−s + 2L+M + 1− ǫ
2
)
Γ
(−s− 2L+M + 1− ǫ
2
)
. (5.12)
Here, the integration formulas∫ ∞
0
(sinh η)2x−1(cosh η)2y−1dη =
Γ (x)Γ (−x − y + 1)
2Γ (−y + 1) , (5.13a)
ℜ(x) > 0 , ℜ(x+ y) < 1 ,∫ π/2
0
(sinχ)2x−1(cosχ)2y−1dχ =
Γ (x)Γ (y)
2Γ (x+ y)
, (5.13b)
ℜ(x) > 0 , ℜ(y) > 0
have been used. Also, an analytic continuation of the gamma function Γ (2s + 2ǫ− 1) that
occurs in calculating the inner product has been considered. The orthogonality denoted by
δss′ has been found by the integration over S
1; thus, 〈Φs,K,L,M|Φs,K ′,L′,M ′〉, the inner product
restricted within the subspace specified by s, turns out to be given as an integral over PT+.
In terms of (k, l,m, n), Eq. (5.12) can be written as
〈Φk,l,m,n|Φk′,l′,m′,n′〉
= (4π)4|Ck,l,m,n|2δkk′δll′δmm′δnn′
× lim
ε→+0
−εΓ (k + 1− ε)Γ (l + 1− ε)Γ (m+ 1− ε)Γ (n+ 1− ε)
Γ (−k − l − 1 + 2ε)Γ (k + l + 2− 2ε) , (5.14)
where ε := ǫ/2. In deriving Eqs (5.12) and (5.14), the arguments of the gamma functions
have been assumed to be positive. Accordingly, it follows that Eq. (5.14) is valid only for
the small region
{(k, l,m, n)| k, l,m, n > −1 + ε, −2 + 2ε < k + l < −1 + 2ε} . (5.15)
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In this region, k and l can never be integers, and m and n can be only natural numbers
including 0. In order that k, l, m and n can be integers, now we perform an analytic
continuation of Eq. (5.14) by using the formula40
Γ (−n± ε) = (−1)
n
n!
[
± 1
ε
+ ψ1(n+ 1) +O(ε)
]
, n ∈ N0 , (5.16)
with ψ1(n + 1) :=
∑n
p=1 p
−1 − γ. Here, γ is the Euler-Mascheroni constant. [We can also
perform an analytic continuation of Eq. (5.14) by using the reflection formula Γ (x)Γ (1−x) =
π/ sin πx (x ∈ C\Z). This analytic continuation leads to the same results as those obtained
by using Eq. (5.16).] Applying Eq. (5.16) to either of the two gamma functions in the
denominator of Eq. (5.14), we can simplify Eq. (5.14) as
〈Φk,l,m,n|Φk′,l′,m′,n′〉
= 2(4π)4(−1)k+l |Ck,l,m,n|2δkk′δll′δmm′δnn′
× lim
ε→+0
ε2Γ (k + 1− ε)Γ (l + 1− ε)Γ (m+ 1− ε)Γ (n+ 1− ε) . (5.17)
Then, by applying Eq. (5.16) to Eq. (5.17), it becomes possible to evaluate 〈Φk,l,m,n|Φk′,l′,m′,n′〉
when some or all of k, l, m and n are negative integers. Obviously, the orthogonality con-
dition for the eigenfunctions Φk,l,m,n is fulfilled in Eq. (5.17).
Now, we focus our attention on the cases in which two of k, l, m and n in the twistor
function fk,l,m,n take negative integer values, while the other two take non-negative integer
values. These cases are especially important in the practical sense that the Penrose transform
of such a twistor function yields a massless field in CM that is referred to in the literature
on twistor theory as an elementary state.2,22,29–31 (Sometimes such a twistor function itself
is referred to as an elementary state.) Also, twistor functions of this form fit well into the
framework of twistor diagrams.2,22,29–31 Before evaluating 〈Φk,l,m,n|Φk′,l′,m′,n′〉, we note that
the combination of gamma functions in Eq. (5.14) is unchanged under the interchange of
k and l and under that of m and n. This interchange symmetry originates in the fact that
α0 and α1 have been assigned the same metric signature “+”, while α2 and α3 have been
assigned the same metric signature “−”, as seen from the definition of ‖α‖2 given under
Eq. (3.8). By virtue of the interchange symmetry, it is sufficient for the moment if the
following three of the possible six cases are investigated: (a) k, l ∈ Z−, m,n ∈ N0 , (b)
k, l ∈ N0 , m,n ∈ Z−, and (c1) k, n ∈ Z−, l, m ∈ N0 . The remaining three cases, that is,
(c2) l, m ∈ Z−, k, n ∈ N0 , (c3) k,m ∈ Z−, l, n ∈ N0 , and (c4) l, n ∈ Z−, k,m ∈ N0 , can be
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immediately found from the case (c1) by the interchange of k and l and/or that of m and
n. It should be stressed here that in all of the six cases, the helicity eigenvalue s can take
arbitrary integer and half-integer values. In the following, we examine Eq. (5.17) in each of
the cases (a), (b) and (c1) individually.
A. Case (a)
In this case, k, l, m, and n take the values
k, l = −1,−2,−3, · · · , m, n = 0, 1, 2, · · · . (5.18)
Applying Eq. (5.16) to Γ (k + 1− ε) and Γ (l + 1− ε) contained in Eq. (5.17), we have
〈Φk,l,m,n|Φk′,l′,m′,n′〉
= 2(4π)4|Ck,l,m,n|2δkk′δll′δmm′δnn′ m!n!
(−k − 1)!(−l − 1)! . (5.19)
By choosing Ck,l,m,n to be
Ck,l,m,n =
1
(4π)2
√
(−k − 1)!(−l − 1)!
2m!n!
, (5.20)
the eigenfunction Φk,l,m,n is normalized to unity and Eq. (5.19) reduces to the orthonormality
condition
〈Φk,l,m,n|Φk′,l′,m′,n′〉 = δkk′δll′δmm′δnn′ . (5.21)
B. Case (b)
In this case, k, l, m, and n take the values
k, l = 0, 1, 2, · · · , m, n = −1,−2,−3, · · · . (5.22)
Applying Eq. (5.16) to Γ (m + 1 − ε) and Γ (n + 1 − ε) contained in Eq. (5.17) and using
Eq. (4.6), we have
〈Φk,l,m,n|Φk′,l′,m′,n′〉
= 2(4π)4|Ck,l,m,n|2δkk′δll′δmm′δnn′ (−1)
2sk!l!
(−m− 1)!(−n− 1)! . (5.23)
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By choosing Ck,l,m,n to be
Ck,l,m,n =
1
(4π)2
√
(−m− 1)!(−n− 1)!
2k!l!
, (5.24)
Eq. (5.23) reduces to the indefinite orthonormality condition
〈Φk,l,m,n|Φk′,l′,m′,n′〉 = (−1)2sδkk′δll′δmm′δnn′ . (5.25)
Thus, Φk,l,m,n is normalized to 1 or −1 according to whether the helicity eigenvalue s is
integer or half-integer.
C. Case (c1)
In this case, k, l, m, and n take the values
k, n = −1,−2,−3, · · · , l, m = 0, 1, 2, · · · . (5.26)
Applying Eq. (5.16) to Γ (k + 1− ε) and Γ (n+ 1− ε) contained in Eq. (5.17), we have
〈Φk,l,m,n|Φk′,l′,m′,n′〉
= 2(4π)4|Ck,l,m,n|2δkk′δll′δmm′δnn′ (−1)
l−n l!m!
(−k − 1)!(−n− 1)! . (5.27)
By choosing Ck,l,m,n to be
Ck,l,m,n =
1
(4π)2
√
(−k − 1)!(−n− 1)!
2l!m!
, (5.28)
Eq. (5.27) reduces to the indefinite orthonormality condition
〈Φk,l,m,n|Φk′,l′,m′,n′〉 = (−1)l−nδkk′δll′δmm′δnn′ . (5.29)
In this case, Φk,l,m,n is normalized to 1 or −1 according to the values of l and n, even if the
value of s is fixed. It is now clear that the eigenfunctions Φk,l,m,n in the cases (c2), (c3), and
(c4) are also normalized to 1 or −1.
VI. (PRE-)HILBERT SPACES IN TWISTOR QUANTIZATION
In this section, we provide (pre-)Hilbert spaces valid for each of the cases (a), (b), and
(c i) (i = 1, 2, 3, 4). These spaces are function spaces consisting of linear combinations of
Φk,l,m,n defined on T
+. We also verify that ˆ¯aA˙ is represented in the (pre-)Hilbert spaces as
the adjoint operator of aˆA.
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A. Case (a)
In the case (a), we consider the linear combination
Φ(a)(α) :=
∑
k,l∈Z−,m,n∈N0
ck,l,m,nΦk,l,m,n(α) , ck,l,m,n ∈ C . (6.1)
Then, as a set of functions of this form, we define the normed linear space
H(a) :=
{
Φ(a)(α)
∣∣∣∣∣ 〈Φ(a)|Φ(a)〉 = ∑
k,l∈Z−,m,n∈N0
|ck,l,m,n|2 <∞
}
(6.2)
so as to be consistent with the orthonormality condition (5.21). Using the inequality |z1 +
z2|2 ≤ 2(|z1|2 + |z2|2) (z1, z2 ∈ C), we can show for all Φ(a)1 , Φ(a)2 ∈ H(a) and for all c1, c2 ∈ C
that c1Φ
(a)
1 + c2Φ
(a)
2 ∈ H(a). Also, using |z1z2| ≤ 12(|z1|2 + |z2|2), it is readily seen that the
inner product 〈Ψ (a)|Φ(a)〉 =∑k,l∈Z−,m,n∈N0 bk,l,m,nck,l,m,n is well-defined. Here, the bk,l,m,n ∈ C
are coefficients of Ψ (a) ∈ H(a). Evidently 〈Ψ (a)|Φ(a)〉 = 〈Φ(a)|Ψ (a)〉 and 〈Ψ (a)|c1Φ(a)1 +c2Φ(a)2 〉 =
c1〈Ψ (a)|Φ(a)1 〉 + c2〈Ψ (a)|Ψ (a)2 〉 are satisfied. Furthermore, we can prove the completeness of
H(a) with respect to the norm
√
〈Φ(a)|Φ(a)〉, which vanishes if and only if Φ(a) = 0. In this
way, H(a) is established as a Hilbert space.
Application of the operators aˆA to Φ(a) can be evaluated by using Eqs. (4.12) and (5.20)
as
〈α¯|aˆ0|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√−k ck−1,l,m,nΦk,l,m,n(α) , (6.3a)
〈α¯|aˆ1|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√−l ck,l−1,m,nΦk,l,m,n(α) , (6.3b)
〈α¯|aˆ2|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√
mck,l,m−1,nΦk,l,m,n(α) , (6.3c)
〈α¯|aˆ3|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√
nck,l,m,n−1Φk,l,m,n(α) . (6.3d)
Here, it should be noted that 〈α¯|aˆ0|Φ−1,l,m,n〉 = 〈α¯|aˆ1|Φk,−1,m,n〉 = 0. Because each of the
〈α¯|aˆA|Φ(a)〉 is expressed as a linear combination of the basis functions {Φk,l,m,n}k,l∈Z−,m,n∈N0
of H(a), it follows that the domain of aˆA, denoted by D(a)(aˆA), is a linear subspace of H(a).
For example, D(a)(aˆ0) is given by D(a)(aˆ0) :=
{
Φ(a)(α) ∈ H(a)∣∣∑k,l∈Z−,m,n∈N0(−k)|ck,l,m,n|2 <
∞}. Using Eqs. (4.12a) and (5.20), we see that |〈α¯|aˆ0|Φk,l,m,n〉|2 = −k−1→∞ as k → −∞.
This implies that aˆ0 is an unbounded operator,41–43 and hence it cannot be defined on the
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whole of H(a). In a similar manner, we can show that the remaining operators aˆA (A = 1, 2, 3)
are also unbounded; hence, they cannot also be defined on the whole of H(a). We therefore
need to treat aˆA as a well-defined operator on the subspace D(a)(aˆA) ⊂ H(a), not on the
whole Hilbert space H(a). It is not difficult to prove that D(a)(aˆA) is dense (in H(a));41–43 that
is, an arbitrary element of H(a) can be approximated by an element of D(a)(aˆA) to any level
of accuracy.
Application of the operators ˆ¯aA˙ to Φ(a) can be evaluated by using Eqs. (4.13) and (5.20)
as follows:
〈α¯|ˆ¯a0˙|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√−k − 1ck+1,l,m,nΦk,l,m,n(α) , (6.4a)
〈α¯|ˆ¯a1˙|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√−l − 1ck,l+1,m,nΦk,l,m,n(α) , (6.4b)
〈α¯|ˆ¯a2˙|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√
m+ 1ck,l,m+1,nΦk,l,m,n(α) , (6.4c)
〈α¯|ˆ¯a3˙|Φ(a)〉 =
∑
k,l∈Z−,m,n∈N0
√
n+ 1ck,l,m,n+1Φk,l,m,n(α) . (6.4d)
Here, we should note that 〈α¯|ˆ¯a2˙|Φk,l,0,n〉 = 〈α¯|ˆ¯a3˙|Φk,l,m,0〉 = 0. It is clear from Eq. (6.4) that
the domain of each ˆ¯aA˙, denoted by D(a)(ˆ¯aA˙), is a linear subspace of H(a). As easily seen,
D(a)(ˆ¯aA˙) is identical to D(a)(aˆA), i.e., D(a)(ˆ¯aA˙) = D(a)(aˆA). In common with aˆA, the operator
ˆ¯aA˙ is unbounded and hence is treated as a well-defined operator on the subspace D(a)(aˆA),
not on the whole of H(a). Since we treat all the operators aˆA and ˆ¯aA˙ simultaneously, we have
to consider the domain D(a) :=
⋂3
A=0D
(a)(aˆA) common to these operators. Evidently D(a) is
dense (in H(a)), and for this reason, we may regard aˆA and ˆ¯aA˙ as operators on H(a).
Using Eqs. (6.3a) and (5.21), we can show that
〈Ψ (a)|aˆ0|Φ(a)〉 =
∑
k′,l′,k,l∈Z−
m′,n′,m,n∈N0
bk′,l′,m′,n′
√−k ck−1,l,m,n〈Φk′,l′,m′,n′|Φk,l,m,n〉
=
∑
k,l∈Z−,m,n∈N0
√−k bk,l,m,n ck−1,l,m,n . (6.5)
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Also, using Eqs. (6.4a) and (5.21), we have
〈Φ(a)|ˆ¯a0˙|Ψ (a)〉 =
∑
k′,l′,k,l∈Z−
m′,n′,m,n∈N0
ck′,l′,m′,n′
√−k − 1 bk+1,l,m,n〈Φk′,l′,m′,n′|Φk,l,m,n〉
=
∑
k,l∈Z−,m,n∈N0
√−k ck−1,l,m,n bk,l,m,n . (6.6)
Then, it is obvious that 〈Ψ (a)|aˆ0|Φ(a)〉 = 〈Φ(a)|ˆ¯a0˙|Ψ (a)〉. In addition to this, similar relations
can be found for the remaining operators aˆA and ˆ¯aA˙ (A = 1, 2, 3). Thus, for A = 0, 1, 2, 3,
we have
〈Ψ (a)|aˆA|Φ(a)〉 = 〈Φ(a)|ˆ¯aA˙|Ψ (a)〉 , Φ(a), Ψ (a) ∈ D(a). (6.7)
This shows that ˆ¯aA˙ is represented on D(a) as the adjoint operator of aˆA.
B. Case (b)
In the case (b), we consider the linear combination
Φ(b)(α) :=
∑
k,l∈N0,m,n∈Z−
ck,l,m,nΦk,l,m,n(α) , ck,l,m,n ∈ C , (6.8)
whose norm squared is defined from Eq. (5.25) as
〈Φ(b)|Φ(b)〉 =
∑
k,l∈N0,m,n∈Z−
(−1)2s|ck,l,m,n|2 . (6.9)
Obviously this is an indefinite norm squared. Following the case (a), one may naively choose
W(b) :=
{
Φ(b)(α)
∣∣ |〈Φ(b)|Φ(b)〉| <∞} as an appropriate function space. However, W(b) is not
a linear space, because it does not close under the addition of two arbitrary elements of W(b).
(In fact, we can give the elements Φ
(b)
1 and Φ
(b)
2 such that 〈Φ(b)1 |Φ(b)1 〉 = 〈Φ(b)2 |Φ(b)2 〉 = 0, while
〈Φ(b)1 + Φ(b)2 |Φ(b)1 + Φ(b)2 〉 → ∞.) Instead of W(b), now we consider the function space
H′(b) :=
{
Φ(b)(α)
∣∣∃k0 ∈ N0, ∃m0 ∈ Z− s.t.
∀k, l ≥ k0, ∀m,n ≤ m0 ⇒ ck,l,m,n = 0
}
. (6.10)
This is precisely the set of all possible finite linear combinations of the basis functions
{Φk,l,m,n}k,l∈N0,m,n∈Z−. Hence, we can simply express H′(b) as
H′(b) :=
{
Φ(b)(α)
∣∣∣∣∣ Φ(b)(α) = ∑′
k,l∈N0,m,n∈Z−
ck,l,m,nΦk,l,m,n(α)
}
, (6.11)
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where
∑′ denotes a finite sum. Clearly, H′(b) is a linear space. By equipping H′(b) with the
inner product 〈Ψ (b)|Φ(b)〉 = ∑′k,l∈N0,m,n∈Z−(−1)2s bk,l,m,n ck,l,m,n compatible with the norm
squared (6.9), H′(b) is established as an indefinite-metric pre-Hilbert space (or an indefi-
nite inner product space). Here, the bk,l,m,n ∈ C are coefficients of Ψ (b) ∈ H′(b). To make
a scrupulous analysis, we need to consider the Hilbert space that is defined as a comple-
tion of H′(b). However, we cannot define such a Hilbert space by using only the indefinite
norm squared (6.9), because this norm squared does not lead to the notions of conver-
gent sequence, Cauchy sequence and completeness. For this reason, we have to make do
with H′(b) for the present to proceed with our investigation in spite of the lack of strict-
ness. [In addition to 〈Ψ (b)|Φ(b)〉, we can equip H′(b) with the positive-definite inner prod-
uct (Ψ (b)|Φ(b)) := 〈Ψ (b)|J (b)|Φ(b)〉 = ∑′k,l∈N0,m,n∈Z− bk,l,m,n ck,l,m,n, provided that the metric
J (b) defined by 〈Φk,l,m,n|J (b)|Φk′,l′,m′,n′〉 = (−1)2s〈Φk,l,m,n|Φk′,l′,m′,n′〉 is given to H′(b). The
indefinite-metric pre-Hilbert space H′(b) with J (b) is recognized as a Krein space.44–46 With
the aid of J (b), we can define a Hilbert space H(b) as the completion of H′(b) with respect to
the norm
√
(Φ(b)|Φ(b)). Then it becomes possible to develop an argument similar to that in
the case (a).]
By using Eqs. (4.12) and (5.24), application of the operators aˆA to Φ(b) can be evaluated
as
〈α¯|aˆ0|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
√
k ck−1,l,m,nΦk,l,m,n(α) , (6.12a)
〈α¯|aˆ1|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
√
l ck,l−1,m,nΦk,l,m,n(α) , (6.12b)
〈α¯|aˆ2|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
√−mck,l,m−1,nΦk,l,m,n(α) , (6.12c)
〈α¯|aˆ3|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
√−nck,l,m,n−1Φk,l,m,n(α) . (6.12d)
Here, we should note that 〈α¯|aˆ2|Φk,l,−1,n〉 = 〈α¯|aˆ3|Φk,l,m,−1〉 = 0. Similarly, using Eqs. (4.13)
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and (5.24), we obtain
〈α¯|ˆ¯a0˙|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
(−1)√k + 1ck+1,l,m,nΦk,l,m,n(α) , (6.13a)
〈α¯|ˆ¯a1˙|Φ(b)〉 =
∑′
k,l∈N0,m,n∈Z−
(−1)√l + 1ck,l+1,m,nΦk,l,m,n(α) , (6.13b)
〈α¯|ˆ¯a2˙|Φ(a)〉 =
∑′
k,l∈N0,m,n∈Z−
(−1)√−m− 1ck,l,m+1,nΦk,l,m,n(α) , (6.13c)
〈α¯|ˆ¯a3˙|Φ(a)〉 =
∑′
k,l∈N0,m,n∈Z−
(−1)√−n− 1ck,l,m,n+1Φk,l,m,n(α) . (6.13d)
Here, it should be noted that 〈α¯|ˆ¯a0˙|Φ0,l,m,n〉 = 〈α¯|ˆ¯a1˙|Φk,0,m,n〉 = 0. As seen from Eqs. (6.12)
and (6.13), each of the 〈α¯|aˆA|Φ(b)〉 and 〈α¯|ˆ¯aA˙|Φ(b)〉 is expressed as a finite linear combination
of the basis functions {Φk,l,m,n}k,l∈N0,m,n∈Z− of H′(b). This implies that aˆA and ˆ¯aA˙ are well-
defined operators on H′(b). Also, using Eqs. (6.12) and (6.13), it can be verified that
〈Ψ (b)|aˆA|Φ(b)〉 = 〈Φ(b)|ˆ¯aA˙|Ψ (b)〉 , Φ(b), Ψ (b) ∈ H′(b). (6.14)
We thus see that ˆ¯aA˙ is represented on H′(b) as the adjoint operator of aˆA. [As mentioned
above, we can define the Hilbert space H(b) from H′(b) with the aid of the metric J (b). Then,
aˆA and ˆ¯aA˙ can be treated as well-defined operators on their common domain D(b)(aˆA) =
D(b)(ˆ¯aA˙) ⊂ H(b), not on the whole of H(b). Here, for instance, D(b)(aˆ0) is given by D(b)(aˆ0) :={
Φ(b)(α) ∈ H(b)∣∣∑k,l∈N0,m,n∈Z− k |ck,l,m,n|2 <∞}.]
C. Case (c1)
In the case (c1), we consider the linear combination
Φ(c1)(α) :=
∑
k,n∈Z−, l,m∈N0
ck,l,m,nΦk,l,m,n(α) , ck,l,m,n ∈ C , (6.15)
whose norm squared is defined from Eq. (5.29) as
〈Φ(c1)|Φ(c1)〉 =
∑
k,n∈Z−, l,m∈N0
(−1)l−n|ck,l,m,n|2 . (6.16)
This is an indefinite norm squared. Therefore, as in the case (b), we now make do with the
pre-Hilbert space
H′(c1) :=
{
Φ(c1)(α)
∣∣∣∣∣ Φ(c1)(α) = ∑′
k,n∈Z−, l,m∈N0
ck,l,m,nΦk,l,m,n(α)
}
(6.17)
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equipped with the inner product 〈Ψ (c1)|Φ(c1)〉 = ∑′k,n∈Z−, l,m∈N0(−1)l−n bk,l,m,n ck,l,m,n.
Here, the bk,l,m,n ∈ C are coefficients of Ψ (c1) ∈ H′(c1). [In common with the case (b),
we can define a Hilbert space H(c1) as the completion of H′(c1) with respect to the norm√
〈Ψ (c1)|J (c1)|Φ(c1)〉, provided that the metric J (c1) satisfying 〈Φk,l,m,n|J (c1)|Φk′,l′,m′,n′〉 =
(−1)l−n〈Φk,l,m,n|Φk′,l′,m′,n′〉 is given to H′(c1).]
Application of the operators aˆA to Φ(c1) can be evaluated by using Eqs. (4.12) and (5.28)
as
〈α¯|aˆ0|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√−k ck−1,l,m,nΦk,l,m,n(α) , (6.18a)
〈α¯|aˆ1|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√
l ck,l−1,m,nΦk,l,m,n(α) , (6.18b)
〈α¯|aˆ2|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√
mck,l,m−1,nΦk,l,m,n(α) , (6.18c)
〈α¯|aˆ3|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√−nck,l,m,n−1Φk,l,m,n(α) . (6.18d)
Here, we should note that 〈α¯|aˆ0|Φ−1,l,m,n〉 = 〈α¯|aˆ3|Φk,l,m,−1〉 = 0. Similarly, using Eqs. (4.13)
and (5.28), we have
〈α¯|ˆ¯a0˙|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√−k − 1ck+1,l,m,nΦk,l,m,n(α) , (6.19a)
〈α¯|ˆ¯a1˙|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
(−1)√l + 1ck,l+1,m,nΦk,l,m,n(α) , (6.19b)
〈α¯|ˆ¯a2˙|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
√
m+ 1ck,l,m+1,nΦk,l,m,n(α) , (6.19c)
〈α¯|ˆ¯a3˙|Φ(c1)〉 =
∑′
k,n∈Z−, l,m∈N0
(−1)√−n− 1ck,l,m,n+1Φk,l,m,n(α) . (6.19d)
Here, it should be noted that 〈α¯|ˆ¯a1˙|Φk,0,m,n〉 = 〈α¯|ˆ¯a2˙|Φk,l,0,n〉 = 0. As seen from Eqs. (6.18)
and (6.19), each of the 〈α¯|aˆA|Φ(c1)〉 and 〈α¯|ˆ¯aA˙|Φ(c1)〉 is expressed as a finite linear combination
of the basis functions {Φk,l,m,n}k,n∈Z−, l,m∈N0 of H′(c1). In this way, aˆA and ˆ¯aA˙ are verified to
be well-defined operators on H′(c1). By using Eqs. (6.18) and (6.19), it can be proved that
〈Ψ (c1)|aˆA|Φ(c1)〉 = 〈Φ(c1)|ˆ¯aA˙|Ψ (c1)〉 , Φ(c1), Ψ (c1) ∈ H′(c1). (6.20)
We thus see that ˆ¯aA˙ is represented on H′(c1) as the adjoint operator of aˆA.
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The other possible three cases, namely (c2), (c3), and (c4), can be discussed within the
framework of the case (c1) by the interchange of k and l and/or that of m and n. The
pre-Hilbert spaces for these three cases are found from Eq. (6.17) to be
H′(c2) : =
{
Φ(c2)(α)
∣∣∣∣∣ Φ(c2)(α) = ∑′
l,m∈Z−,k,n∈N0
ck,l,m,nΦk,l,m,n(α)
}
, (6.21)
H′(c3) : =
{
Φ(c3)(α)
∣∣∣∣∣ Φ(c3)(α) = ∑′
k,m∈Z−, l,n∈N0
ck,l,m,nΦk,l,m,n(α)
}
, (6.22)
H′(c4) : =
{
Φ(c4)(α)
∣∣∣∣∣ Φ(c4)(α) = ∑′
l,n∈Z−,k,m∈N0
ck,l,m,nΦk,l,m,n(α)
}
, (6.23)
where each set is equipped with the inner product that is defined from 〈Ψ (c1)|Φ(c1)〉 by an
appropriate permutation of k, l, m, and n under the summation symbol
∑′. The relation
〈Ψ (ci)|aˆA|Φ(ci)〉 = 〈Φ(ci)|ˆ¯aA˙|Ψ (ci)〉 holds for arbitrary elements Φ(ci) and Ψ (ci) of H′(ci) (i =
2, 3, 4). This shows that ˆ¯aA˙ is represented on H′(ci) as the adjoint operator of aˆA.
We have demonstrated that in the spaces D(a), H′(b), and H′(ci), the operator ˆ¯aA˙ is rep-
resented as the adjoint operator of aˆA. Its proof has been accomplished by basically using
Eqs. (3.9a) and (3.9b), via Eqs. (4.12) and (4.13). This fact implies that the operators
represented as
aˆA
.
= αA , ˆ¯aA˙
.
= − ∂
∂αB
IBA˙ +
1
2
α¯A˙ (6.24)
are realized in D(a), H′(b), and H′(ci) as an adjoint pair of operators. Correspondingly, the
twistor operators represented as
ZˆA
.
= ZA , ˆ¯ZA
.
= − ∂
∂ZA
+
1
2
Z¯A (6.25)
are also realized in D(a), H′(b), and H′(ci) as an adjoint pair of operators. If we adopt the
twistor functions {fk,l,m,n} as basis functions instead of {Φk,l,m,n}, the differential operators
ˆ¯aA˙
.
= − ∂
∂αB
IBA˙ , ˆ¯ZA
.
= − ∂
∂ZA
(6.26)
are recognized in D(a), H′(b), and H′(ci) as the adjoint operators of aˆA
.
= αA and ZˆA
.
= ZA,
respectively. Thus, it turns out that the representation (2.4) is valid in D(a), H′(b), and H′(ci),
provided {fk,l,m,n} are taken to be their basis functions.
Now, let ◦ and • be any of the symbols a, b and ci (i = 1, 2, 3, 4). Then, by virtue of
the orthogonality condition for the eigenfunctions Φk,l,m,n, it follows that 〈Φ(◦)|Φ(•)〉 = 0 for
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◦ 6= •. We can therefore consider the direct sum of the (pre-)Hilbert spaces:
H′ := H(a) ⊕ H′(b) ⊕
4⊕
i=1
H′(ci). (6.27)
This space contains all the eigenfunctions Φk,l,m,n that have two subscript indices being
negative integers and have two subscript indices being non-negative integers. The operators
aˆA and ˆ¯aA˙ are well-defined on
D′ := D(a) ⊕ H′(b) ⊕
4⊕
i=1
H′(ci) (6.28)
and form an adjoint pair of operators there. Then it follows that the twistor operators
represented as Eq. (6.24), or equivalently as Eq. (6.25), form, in D′, an adjoint pair of
operators. By choosing {fk,l,m,n} as basis functions, the twistor operators represented as
Eq. (2.4) are recognized in D′ as an adjoint pair of operators. [If the positive-definite inner
products are equipped with H′(b) and H′(ci) with the aid of the associated metrics J (b) and
J (ci), we can define the total Hilbert space H := H(a) ⊕ H(b) ⊕⊕4i=1 H(ci). This is precisely
the completion of H′.]
VII. PENROSE TRANSFORMS OF THE SIMPLEST TWISTOR
FUNCTIONS
In Secs. V and VI, we have essentially treated the twistor functions fk,l,m,n on T
+. The
Penrose transforms of these functions yield positive-frequency massless fields in CM, or in
other words, massless fields in the forward tube in CM:
CM+ :=
{
(zµ) ∈ CM ∣∣ zµ = xµ − iyµ, yµyµ > 0, y0 > 0}, (7.1)
where xµ and yµ (µ = 0, 1, 2, 3) are real numbers, and yµy
µ := (y0)2 − (y1)2 − (y2)2 −
(y3)2.2–6 [Strictly speaking, the forward and backward tubes are defined in the conformal
compactification CM♯ of CM. In this paper, however, we do not consider the α-planes at
infinity, and accordingly we use the (restricted) forward tube defined in Eq. (7.1). This
restriction is represented in T and PT as the condition (πα˙) 6= 0.] The bispinor notation
zαα˙ and the 4-vector notation zµ are related by
 z00˙ z01˙
z10˙ z11˙

 = 1√
2

 z0 + z3 z1 + iz2
z1 − iz2 z0 − z3

 . (7.2)
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Note that zαα˙ is Hermitian if and only if zµ is real. As is known in twistor theory, a point
z = (zαα˙) in CM+ corresponds to the complex projective line
Lz :=
{
[(αA)] ∈ PT ∣∣ωα = izαα˙πα˙ , (πα˙) 6= 0} (7.3)
lying entirely in PT+. Here, recall that αA and (ωα, πα˙) are related by Eq. (3.11). The
geometrical relation between CM+ and PT+ can elegantly be formulated in terms of the
Klein correspondence.17 In the following, we actually demonstrate the Penrose transform of
the simplest twistor function in each of the cases (a), (b) and (ci) (i = 1, 2, 3, 4).
A. Case (a)
The simplest twistor function in the case (a) is found from Eqs. (4.5) and (5.20) to be
f−1,−1,0,0(α) =
1√
2(4π)2α0α1
. (7.4)
The singularities of f−1,−1,0,0 lie on the two hyperplanes in T that are specified by α
0 = 0
and α1 = 0. These equations define the following two planes in PT:
Q0 :=
{
[(αA)] ∈ PT ∣∣α0 = 0}, Q1 := {[(αA)] ∈ PT ∣∣α1 = 0}. (7.5)
Obviously, they are not parallel. Recalling Eq. (3.11), we can write the simultaneous
equations α0 = 0 and α1 = 0 in terms of the twistor variables (ωα, πα˙) as
ωα = iuαα˙πα˙ , (u
αα˙) :=

 i 0
0 i

 . (7.6)
With this expression, the intersection of Q0 and Q1 can be expressed as
Lu =
{
[(αA)] ∈ PT ∣∣ωα = iuαα˙πα˙ , (πα˙) 6= 0}. (7.7)
[Here, we mention necessity of the condition (πα˙) 6= 0 in Eq. (7.7). Let Q0 and Q1 be the
hyperplanes in T that are specified by α0 = 0 and α1 = 0, respectively. The intersection
Q0 ∩Q1 contains the origin 0 := (0, 0, 0, 0) in T, and therefore 0 must be removed from
Q0 ∩Q1 to define the intersection of Q0 and Q1. In fact, the intersection Q0 ∩ Q1 can
be written as
(
(Q0 ∩Q1) \ {0})/ ∼ , with the equivalence relation (αA) ∼ (υαA) for all
υ ∈ C \ {0}. The condition (πα˙) 6= 0 in Lu is thus necessary to state that 0 is removed
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FIG. 1. A layout drawing of geometrical objects in the case (a). The planes Q0 and Q1 consist
of the singularities of f−1,−1,0,0 that are evaluated in PT. The complex projective line Lz is
homeomorphic to a sphere S2, on which the contour Γz is chosen in such a manner that one of the
points Q0 ∩ Lz and Q1 ∩ Lz lies on either side of Γz.
in defining Q0 ∩Q1.] The set Lu is precisely the complex projective line corresponding to
the point u = (uαα˙) ∈ CM. Writing (uαα˙) as (uµ) = (√2i, 0, 0, 0) in 4-vector notation, we
immediately see that the point u is in the backward tube in CM:
CM− :=
{
(zµ) ∈ CM ∣∣ zµ = xµ − iyµ, yµyµ > 0, y0 < 0}. (7.8)
Just as the forward tube CM+ corresponds to PT+, the backward tube CM− corresponds
to PT− :=
{
[(αA)] ∈ PT ∣∣ ‖α‖2 < 0}. Then, since u is in CM−, it follows that Lu lies
entirely in PT−. In fact, the condition ‖α‖2 = −|α2|2 − |α3|2 < 0 is valid for an arbitrary
element of Lu. We thus see that Lz corresponding to an arbitrary point z ∈ CM+ never
meets Lu.
In terms of zαα˙, π0˙ and ζ := π1˙/π0˙ , the twistor function f−1,−1,0,0 can be written as
f−1,−1,0,0(z, π0˙, ζ)
=
√
2
(4π)2(π0˙)
2iz01˙(iz11˙ + 1)
(
ζ +
iz00˙ + 1
iz01˙
)(
ζ +
iz10˙
iz11˙ + 1
) . (7.9)
This is a function on T+, as long as z is a point in CM+. The ratio ζ can be regarded as
an inhomogeneous coordinate of a point on Lz (∼= CP1 ∼= S2). Although Lz does not meet
Lu, it meets the planes Q
0 and Q1 at distinct points in PT+; see Fig. 1. These intersection
points, that is, Q0 := Q0 ∩ Lz and Q1 := Q1 ∩ Lz are poles of f−1,−1,0,0. Noting this, now
we consider the Penrose transform of f−1,−1,0,0. Since f−1,−1,0,0 is a twistor function in the
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case s = 0, its Penrose transform is given by
φ(a)(z) :=
1
2πi
∮
Γz
f−1,−1,0,0(z, π0˙, ζ)πα˙dπ
α˙ , (7.10)
where Γz denotes a closed contour on Lz. To carry out the contour integration so that it
can yield a non-trivial result, we choose Γz to be a topological circle such that only one of
Q0 and Q1 lies on either side of Γz. Then, after using πα˙dπ
α˙ = (π0˙)
2dζ , Cauchy’s theorem
gives
φ(a)(z) =
1
4
√
2π2(zµ − uµ)(zµ − uµ)
. (7.11)
Here, Q0 or Q1 has been chosen as a simple pole surrounded by Γz, and accordingly an
appropriate orientation of Γz has been considered. Because Lz does not meet Lu, the point
z is not null-separated from u; that is, (zµ − uµ)(zµ − uµ) 6= 0 holds for z ∈ CM+. [The
null-separated condition (zµ−z′µ)(zµ−z′µ) = 0 (z, z′ ∈ CM♯) holds if and only if Lz∩Lz′ 6= ∅
(Lz,Lz′ ⊂ PT). This implies that meeting lines in PT correspond to null-separated points
in CM♯, and vice versa.] In this way, φ(a) is proven to be a regular function on CM+. Noting
the regularity of φ(a), we can readily verify by a direct calculation that φ(a) is a solution of
the complexified Klein-Gordon equation ∂µ∂
µφ(z) = 0 with ∂µ := ∂/∂z
µ.
More generally, we can perform the Penrose transform of the twistor function
fk,l,m,n(α) = Ck,l,m,n
(α2)m(α3)n
(α0)−k(α1)−l
, k, l ∈ Z−, m, n ∈ N0 , (7.12)
where Ck,l,m,n is given in Eq. (5.20). As is demonstrated in Appendix B, the massless field
obtained by this transform takes the form of a sum of monomial functions each of which is
proportional to a negative power of (zµ − uµ)(zµ − uµ). Then the resulting massless field
can be shown to be regular on CM+.
B. Case (b)
Next we consider the simplest twistor function in the case (b):
f0,0,−1,−1(α) =
1√
2(4π)2α2α3
. (7.13)
The singularities of f0,0,−1,−1 lie on the two hyperplanes in T that are specified by α
2 = 0
and α3 = 0. These equations define the following non-parallel planes in PT:
Q2 :=
{
[(αA)] ∈ PT ∣∣α2 = 0}, Q3 := {[(αA)] ∈ PT ∣∣α3 = 0}. (7.14)
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We can write the simultaneous equations α2 = 0 and α3 = 0 as
ωα = ivαα˙πα˙ , (v
αα˙) :=

−i 0
0 −i

 . (7.15)
The intersection of Q2 and Q3 is the complex projective line corresponding to the point
v = (vαα˙) ∈ CM:
Lv =
{
[(αA)] ∈ PT ∣∣ωα = ivαα˙πα˙ , (πα˙) 6= 0}. (7.16)
Here, the condition (πα˙) 6= 0 is necessary to state that the origin 0 ∈ T is removed in defining
the intersection Q2 ∩ Q3. Writing (vαα˙) as (vµ) = (−√2i, 0, 0, 0) in 4-vector notation, we
immediately see that the point v is in the forward tube CM+, and hence Lv lies entirely in
PT+. In fact, the condition ‖α‖2 = |α0|2 + |α1|2 > 0 is valid for an arbitrary element of Lv.
For this reason, Lz (z ∈ CM+) may meet Lv.
In terms of zαα˙, π0˙ and ζ , the twistor function f0,0,−1,−1 can be written as
f0,0,−1,−1(z, π0˙, ζ)
=
√
2
(4π)2(π0˙)
2(−iz01˙)(−iz11˙ + 1)
(
ζ +
−iz00˙ + 1
−iz01˙
)(
ζ +
−iz10˙
−iz11˙ + 1
) . (7.17)
Suppose now that Lz does not meet Lv. Then the intersection points Q
2 := Q2 ∩ Lz and
Q3 := Q3∩Lz are distinct, being two poles of f0,0,−1,−1. To carry out the Penrose transform
of f0,0,−1,−1, we choose a closed contour Γz on Lz in such a manner that only one of Q
2 and
Q3 lies on either side of Γz . Thereby, we have
φ(b)(z) :=
1
2πi
∮
Γz
f0,0,−1,−1(z, π0˙, ζ)πα˙dπ
α˙
=
1
4
√
2π2(zµ − vµ)(zµ − vµ)
,
(7.18)
where an orientation of Γz has been taken appropriately in accordance with the choice of a
simple pole surrounded by Γz. If Lz meets Lv, as seen in Fig. 2, then the two points Q
2
and Q3 degenerate into the single point denoted by Lz ∩ Lv. In this situation, the contour
integral in Eq. (7.18) is not well-defined, and correspondingly φ(b) becomes infinite owing to
the fact that z is null-separated from v. Thus, φ(b) turns out to have singularities in CM+.
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Q2
Q3
Lv
Lz Γz
L ∩z Lv
FIG. 2. A layout drawing of geometrical objects in an exceptional situation in the case (b). The
complex projective line Lz meets the intersection Lv of Q
2 and Q3, and correspondingly the two
points Q2 ∩Lz and Q3 ∩Lz on S2 degenerate into the single point Lz ∩Lv on Γz. As a result, the
contour integral in Eq. (7.18) becomes ambiguous.
We can also perform the Penrose transform of the twistor function
fk,l,m,n(α) = Ck,l,m,n
(α0)k(α1)l
(α2)−m(α3)−n
, k, l ∈ N0 , m, n ∈ Z−, (7.19)
where Ck,l,m,n is given in Eq. (5.24). The massless field derived by this transform is a sum of
monomial functions each of which is proportional to a negative power of (zµ − vµ)(zµ − vµ).
This implies that the resulting massless field has singularities in CM+.
C. Case (c1)
In the case (c1), the simplest twistor function is given by
f−1,0,0,−1(α) =
1√
2(4π)2α0α3
. (7.20)
The singularities of f−1,0,0,−1 constitute the planes Q
0 and Q3 defined in Eqs. (7.5) and
(7.14), respectively. These planes are not parallel, so that their intersection can be defined
as
Lw =
{
[(αA)] ∈ PT ∣∣ωα = iwαα˙πα˙ , (πα˙) 6= 0}, (7.21)
with
(wαα˙) :=

 i 0
0 −i

 . (7.22)
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Writing (wαα˙) as (wµ) = (0, 0, 0,
√
2i) in 4-vector notation, we see that ℑwµℑwµ = −2 for
the imaginary part of (wµ) specified by wµ = ℜwµ − iℑwµ. The imaginary part (ℑwµ) is
thus shown to be a spacelike vector. Then, it can be proven that Lw meets all three of PT
+,
PT− and PN :=
{
[(αA)] ∈ PT ∣∣ ‖α‖2 = 0}.3 This is also understood from the fact that
‖α‖2 for an arbitrary element of Lw takes the indefinite form |α1|2 − |α2|2. In this way, we
see that Lz (z ∈ CM+) may meet Lw.
In terms of zαα˙, π0˙ and ζ , the twistor function f−1,0,0,−1 can be written as
f−1,0,0,−1(z, π0˙, ζ)
=
√
2
(4π)2(π0˙)
2iz01˙(−iz11˙ + 1)
(
ζ +
iz00˙ + 1
iz01˙
)(
ζ +
−iz10˙
−iz11˙ + 1
) . (7.23)
If Lz does not meet Lw, then the intersection points Q
0 and Q3 are distinct, being two poles
of f−1,0,0,−1. The Penrose transform of f−1,0,0,−1 is carried out by choosing a closed contour
Γz such that only one of Q
0 and Q3 lies on either side of Γz. Using Cauchy’s theorem, we
have
φ(c1)(z) :=
1
2πi
∮
Γz
f−1,0,0,−1(z, π0˙, ζ)πα˙dπ
α˙
=
1
4
√
2π2(zµ − wµ)(zµ − wµ)
,
(7.24)
where an appropriate orientation of Γz has been considered. If Lz meets Lw, then the contour
integral in Eq. (7.24) is not well-defined, and correspondingly φ(c1) becomes infinite. Hence,
in common with φ(b), the field φ(c1) has singularities in CM+.
We can perform the Penrose transform of the twistor function
fk,l,m,n(α) = Ck,l,m,n
(α1)l(α2)m
(α0)−k(α3)−n
, k, n ∈ Z−, l, m ∈ N0 , (7.25)
where Ck,l,m,n is given in Eq. (5.28). It turns out that the massless field derived by this
transform has singularities in CM+ that are specified by (zµ − wµ)(zµ − wµ) = 0.
D. Case (c2)
In the case (c2), the simplest twistor function is given by
f0,−1,−1,0(α) =
1√
2(4π)2α1α2
. (7.26)
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The singularities of f0,−1,−1,0 constitute the non-parallel planes Q
1 and Q2, whose intersec-
tion can be expressed as
L−w =
{
[(αA)] ∈ PT ∣∣ωα = −iwαα˙πα˙ , (πα˙) 6= 0}, (7.27)
with (wαα˙) given in Eq. (7.22). Now it is clear that just like Lw in the case (c1), the line
L−w meets all three of PT
+, PT− and PN. In fact, ‖α‖2 for an arbitrary element of L−w
takes the indefinite form |α0|2 − |α3|2. For this reason, Lz (z ∈ CM+) may meet L−w.
If Lz does not meet L−w, then the intersection points Q
1 and Q2 are distinct, and the
Penrose transform of f0,−1,−1,0 can be carried out by choosing a closed contour Γz and its
orientation appropriately:
φ(c2)(z) :=
1
2πi
∮
Γz
f0,−1,−1,0(z, π0˙, ζ)πα˙dπ
α˙
=
1
4
√
2π2(zµ + wµ)(zµ + wµ)
.
(7.28)
If Lz meets L−w, then the contour integral in Eq. (7.28) is not well-defined, and correspond-
ingly φ(c2) becomes infinite. Hence, φ(c2) also has singularities in CM+.
We can also show that the Penrose transform of fk,l,m,n in the case (c2) yields a massless
field possessing singularities in CM+ that are specified by (zµ + wµ)(z
µ + wµ)=0.
E. Case (c3)
In the case (c3), the simplest twistor function is given by
f−1,0,−1,0(α) =
1√
2(4π)2α0α2
. (7.29)
The singularities of f−1,0,−1,0 constitute the non-parallel planesQ
0 andQ2. Using Eq. (3.11),
we see that α0 = α2 = 0 is equivalent to ω0 = π0˙ = 0. Then the intersection of Q
0 and Q2
is found to be
L02 :=
{
[0, ω1, 0, π1˙ ] ∈ PT
∣∣ (ω1, π1˙) 6= (0, 0)}. (7.30)
This cannot be regarded as a complex projective line corresponding to a point in CM,
because the relation ωα = iw˜αα˙πα˙ applied to L
02 does not uniquely determine a point w˜ in
CM. More precisely, this relation leaves w˜00˙ and w˜10˙ undetermined, whereas it determines
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w˜01˙ and w˜11˙ to be 0 and −iω1/π1˙, respectively. The norm squared ‖α‖2 for an arbitrary
element of L02 takes the indefinite form |α1|2 − |α3|2, which fact implies that L02 meets all
three of PT+, PT−, and PN. For this reason, Lz (z ∈ CM+) may meet L02.
If Lz does not meet L
02, then the intersection points Q0 and Q2 are distinct, and the
Penrose transform of f−1,0,−1,0 can be carried out by choosing a closed contour Γz and its
orientation appropriately:
φ(c3)(z) :=
1
2πi
∮
Γz
f−1,0,−1,0(z, π0˙, ζ)πα˙dπ
α˙
=
1√
2(4π)2iz01˙
.
(7.31)
Although φ(c3) has an unusual form, it indeed satisfies the complexified Klein-Gordon equa-
tion provided that z01˙ 6= 0. If Lz meets L02, then the contour integral in Eq. (7.31) is not
well-defined, and correspondingly φ(c3) becomes infinite. In fact, z01˙ = 0 holds at the points
corresponding to Lz ∩ L02. Thus we see that φ(c3) has singularities in CM+.
We can also show that the Penrose transform of fk,l,m,n in the case (c3) yields a massless
field possessing singularities in CM+ that are specified by z01˙ = 0.
F. Case (c4)
In the case (c4), the simplest twistor function is given by
f0,−1,0,−1(α) =
1√
2(4π)2α1α3
. (7.32)
The singularities of f0,−1,0,−1 constitute the non-parallel planes Q
1 and Q3, whose intersec-
tion is found to be
L13 =
{
[ω0, 0, π0˙, 0] ∈ PT
∣∣ (ω0, π0˙) 6= (0, 0)}. (7.33)
In common with L02, the intersection L13 cannot be regarded as a complex projective line
corresponding to a point in CM. In the present case, the relation ωα = iw˜αα˙πα˙ leaves w˜
01˙
and w˜11˙ undetermined, whereas it determines w˜10˙ and w˜00˙ to be 0 and −iω0/π0˙, respectively.
The norm squared ‖α‖2 for an arbitrary element of L13 takes the indefinite form |α0|2−|α2|2,
which fact implies that L13 meets all three of PT+, PT−, and PN. For this reason, Lz
(z ∈ CM+) may meet L13.
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If Lz does not meet L
13, then the intersection points Q1 and Q3 are distinct, and the
Penrose transform of f0,−1,0,−1 can be carried out by choosing a closed contour Γz and its
orientation appropriately:
φ(c4)(z) :=
1
2πi
∮
Γz
f0,−1,0,−1(z, π0˙, ζ)πα˙dπ
α˙
= − 1√
2(4π)2iz10˙
.
(7.34)
It can readily be verified that φ(c4) satisfies the complexified Klein-Gordon equation provided
that z10˙ 6= 0. If Lz meets L13, then the contour integral in Eq. (7.34) is not well-defined, and
correspondingly φ(c4) becomes infinite. In fact, z10˙ = 0 holds at the points corresponding to
Lz ∩ L13. Thus we see that φ(c4) has singularities in CM+.
We can also show that the Penrose transform of fk,l,m,n in the case (c4) yields a massless
field possessing singularities in CM+ that are specified by z10˙ = 0.
We conclude this section with the following remarks: Recalling the Penrose transforms
carried out in this section, we observe that only the twistor functions in the case (a) lead
to massless fields without singularities in CM+, while the twistor functions in the other
cases always lead to massless fields with singularities in CM+. In this situation, we should
consider only the massless fields obtained in the case (a) to be genuine positive-frequency
massless fields in CM.2–5
VIII. SUMMARY AND DISCUSSION
We have accomplished our central goal of finding (pre-)Hilbert spaces in twistor quanti-
zation, showing that the twistor operators aˆA and ˆ¯aA˙ (or equivalently, ZˆA and ˆ¯ZA˙) form an
adjoint pair of operators in all these spaces. We first provided a coherent state defined as a
simultaneous eigenstate of the operators ˆ¯aA˙ and gave an explicit representation of the twistor
operators by choosing the coherent-state vectors 〈α¯|, satisfying 〈α¯|aˆA = αA〈α¯|, as basis vec-
tors. Then, solving the helicity eigenvalue equation written in terms of αA, we obtained
the eigenfunctions Φk,l,m,n(α) of the helicity operator. Also, it was shown that Φk,l,m,n are
simultaneous eigenfunctions of the Cartan generators of SU(2, 2). This fact made it possible
to denote Φk,l,m,n as Φs,K,L,M using the combination of eigenvalues (s,K, L,M/
√
2).
An appropriate inner product for the helicity eigenfunctions Φs,K,L,M was precisely de-
fined as an integral over S1 × PT+ in the case that the twistor functions fs,K,L,M =
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Φs,K,L,M exp
(−1
2
‖α‖2) are realized as functions on the twistor subspace T+. We performed
the integration in the inner product by expressing it in terms of hyperbolic polar-coordinate
variables and obtained an expression of the inner product that includes a multiplicative fac-
tor consisting of gamma functions (cf. Eq. (5.14)). By analytic continuation of the gamma
functions, it became possible to use this expression when some or all of k, l, m and n take
negative integer values. We also saw that the orthogonality condition for the eigenfunctions
Φk,l,m,n is guaranteed with this inner product. In particular, the orthogonality with respect
to different helicity eigenvalues is valid for the helicity eigenfunctions with different degrees
of homogeneity. We actually examined the inner product in the particular cases in which
two of k, l, m and n are negative integers and the other two are non-negative integers. This
was done by classifying the permissible combinations of (k, l,m, n) into six cases, namely,
(a), (b) and (ci) (i = 1, 2, 3, 4). It was shown that the eigenfunctions Φk,l,m,n in the case
(a) are normalized to unity, while Φk,l,m,n in the cases (b) and (ci) are normalized to either
1 or −1. As seen from Eq. (4.6), the helicity eigenvalue s can take an arbitrary integer
or half-integer value in all the six cases. This is due to the twistor quantization procedure,
because the helicity at the classical level, given in Eq. (2.2), can take only positive values
when (ZA) ∈ T+.
(Pre-)Hilbert spaces appropriate for twistor quantization were defined in each of the cases
(a), (b), and (ci) as function spaces consisting of linear combinations of Φk,l,m,n. We found
that the linear combinations in the case (a) have positive-definite norm squared, and hence
the function space in this case is established as a Hilbert space. In contrast, the linear
combinations in the cases (b) and (ci) have indefinite norm squared, and therefore we had
to make do with indefinite-metric pre-Hilbert spaces to proceed with our investigation. (As
was mentioned in Sec. VI, it is possible to define Hilbert spaces in the cases (b) and (ci)
with the aid of the additional metrics J (b) and J (ci)). In the case (a), we proved that ˆ¯aA˙ is
represented on a linear subspace of the Hilbert space as the adjoint operator of aˆA. In each
of the cases (b) and (ci), similar proof was given for aˆA and ˆ¯aA˙ defined on the corresponding
pre-Hilbert space. These results imply that the twistor operators represented as Eq. (6.24),
or equivalently as Eq. (6.25), form, on the relevant function spaces, an adjoint pair of
operators. Correspondingly, the twistor operators represented as Eq. (2.4) are realized as
an adjoint pair of operators by taking the twistor functions {fk,l,m,n} as basis functions.
Thus, we accomplished our purpose of finding appropriate (pre-)Hilbert spaces in which the
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representations (6.24), (6.25) and (2.4) hold true.
We also argued the Penrose transforms of twistor functions on T+ in each of the cases
(a), (b), and (ci) and derived the corresponding massless fields in CM+. In particular,
the Penrose transforms of the simplest twistor functions were demonstrated in detail by
examining singularities of these functions closely. (In Appendix B, the Penrose transform of
a general twistor function in the case (a) is demonstrated.) Then we observed that only the
twistor functions in the case (a) lead to massless fields without singularities in CM+, while
the twistor functions in the other cases lead to massless fields with singularities in CM+.
We should therefore consider only the massless fields derived in the case (a) to be genuine
positive-frequency massless fields. Even if we treat only the case (a), the helicity eigenvalue
s can take an arbitrary integer or half-integer value.
It should be emphasized that only in the case (a), we can define a (positive-definite)
Hilbert space and also can obtain positive-frequency massless fields without singularities.
Although the case (a) has these two remarkable properties, it is not clear at present whether
these two are related by some profound reason. It is also not clear whether twistor quantiza-
tion involves the probabilistic interpretation of twistor (wave) functions. If the probabilistic
interpretation is required to twistor quantization, only the case (a) would be allowed. Oth-
erwise, all the cases should be considered on an equal footing, and accordingly the total
pre-Hilbert space defined by Eq. (6.27), or its completion, may be adopted as a function
space appropriate for twistor quantization.
Now, it is still left to investigate whether the inner product defined in this paper re-
produces the scalar product on massless fields. This investigation will lead to finding rela-
tionship between Penrose’s inner product22 and ours, because Penrose’s inner product can
be obtained from the scalar product of massless fields in M. Another possible method for
this investigation is to compare our approach to the cohomological approach,24 because the
cohomological approach ensures consistency with the Penrose transform. Also, comparing
the two approaches is necessary for formulating our approach in terms of cohomologies. In
particular, it is interesting to verify density of the bases twistor functions {fk,l,m,n} in each
of the cases (a), (b), and (ci) by means of the cohomological method.25 We hope to clarify
these points, together with the above-mentioned unclear points, in the near future.
Finally, we note that the present paper has mainly treated twistor functions on T+
so that positive-frequency massless fields in CM can be obtained by the Penrose trans-
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form. Of course, it is possible to treat twistor functions on the lower half of twistor space,
namely, T− :=
{
(αA) ∈ T ∣∣ ‖α‖2 < 0}. The Penrose transforms of such twistor functions
yield negative-frequency massless fields in CM. We can immediately apply the arguments
provided in this paper to constructing the (pre-)Hilbert spaces that consist of linear combi-
nations of the helicity eigenfunctions on T−.
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Appendix A: The Schwinger representation of the SU(2, 2) Lie algebra
In this appendix, we provide the Schwinger representation of the Lie algebra of SU(2, 2),
in which aˆA and ˆ¯aA˙ are used as constituent operators.
An orthonormal basis of the SU(2, 2) Lie algebra, or a set of generators of SU(2, 2), is
given by
Λ1 =
1
2


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , Λ2 =
1
2


0 −i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

 ,
Λ3 =
1
2


1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0

 , Λ4 =
1
2


0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

 ,
Λ5 =
1
2


0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0

 , Λ6 =
1
2


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1

 ,
Λ7 =
1
2


0 0 i 0
0 0 0 0
i 0 0 0
0 0 0 0

 , Λ8 =
1
2


0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

 ,
Λ9 =
1
2


0 0 0 0
0 0 i 0
0 i 0 0
0 0 0 0

 , Λ10 =
1
2


0 0 0 0
0 0 0 i
0 0 0 0
0 i 0 0

 ,
Λ11 =
1
2


0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0

 , Λ12 =
1
2


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0

 ,
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Λ13 =
1
2


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

 , Λ14 =
1
2


0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0

 ,
Λ15 =
1
2
√
2


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 . (A1)
These generators actually satisfy the following two conditions necessary for them to be
generators of SU(2, 2): The pseudo-Hermitian condition
Λb
† = IΛbI , b = 1, 2, . . . , 15 , (A2)
with I := diag(1, 1,−1,−1), and the traceless condition
TrΛb = 0 . (A3)
Also, the generators Λb fulfill the orthonormality condition
Tr(ΛbΛc) =
1
2
ηbc , (A4)
where (ηbc) := diag(
6︷ ︸︸ ︷
1, . . . , 1,
8︷ ︸︸ ︷
−1, . . . ,−1, 1). Since SU(2, 2) has rank 3, it possesses 3 diagonal
generators, namely, Λ3, Λ6, and Λ15. These are precisely the Cartan generators of SU(2, 2)
in the present matrix representation.
Using the generators Λb and the twistor operators aˆ
A and ˆ¯aA˙, now we define the operators
Λˆb := ˆ¯a
A˙(Λb)A˙
B˙I B˙C aˆ
C , (A5)
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which can be written more precisely as
Λˆ1 =
1
2
(
ˆ¯a0˙aˆ1 + ˆ¯a1˙aˆ0
)
, Λˆ2 = − i
2
(
ˆ¯a0˙aˆ1 − ˆ¯a1˙aˆ0
)
,
Λˆ3 =
1
2
(
ˆ¯a0˙aˆ0 − ˆ¯a1˙aˆ1
)
, Λˆ4 = −1
2
(
ˆ¯a2˙aˆ3 + ˆ¯a3˙aˆ2
)
,
Λˆ5 =
i
2
(
ˆ¯a2˙aˆ3 − ˆ¯a3˙aˆ2
)
, Λˆ6 = −1
2
(
ˆ¯a2˙aˆ2 − ˆ¯a3˙aˆ3
)
,
Λˆ7 = − i
2
(
ˆ¯a0˙aˆ2 − ˆ¯a2˙aˆ0
)
, Λˆ8 = − i
2
(
ˆ¯a0˙aˆ3 − ˆ¯a3˙aˆ0
)
,
Λˆ9 = − i
2
(
ˆ¯a1˙aˆ2 − ˆ¯a2˙aˆ1
)
, Λˆ10 = − i
2
(
ˆ¯a1˙aˆ3 − ˆ¯a3˙aˆ1
)
,
Λˆ11 = −1
2
(
ˆ¯a0˙aˆ2 + ˆ¯a2˙aˆ0
)
, Λˆ12 = −1
2
(
ˆ¯a0˙aˆ3 + ˆ¯a3˙aˆ0
)
,
Λˆ13 = −1
2
(
ˆ¯a1˙aˆ2 + ˆ¯a2˙aˆ1
)
, Λˆ14 = −1
2
(
ˆ¯a1˙aˆ3 + ˆ¯a3˙aˆ1
)
,
Λˆ15 =
1
2
√
2
(
ˆ¯a0˙aˆ0 + ˆ¯a1˙aˆ1 + ˆ¯a2˙aˆ2 + ˆ¯a3˙aˆ3
)
. (A6)
Using the commutation relations (3.4a) and (3.4b), together with the commutation relations
at the matrix level
[Λb, Λc ] = ifbc
dΛd , (A7)
we can prove that
[Λˆb, Λˆc ] = ifbc
dΛˆd . (A8)
Here, the fbc
d denote the structure constants of the SU(2, 2) Lie algebra. The commutation
relations in Eq. (A8) show that the operators Λˆb constitute a basis of the Schwinger represen-
tation of the SU(2, 2) Lie algebra. In this way, the Schwinger representation of the SU(2, 2)
Lie algebra is established by the use of the Weyl-Heisenberg algebra of indefinite-metric type
that is defined by Eq. (3.4).
In the Schwinger representation of the SU(2, 2) Lie algebra, the quadratic Casimir oper-
ator is defined by
Cˆ := Λˆbη
bcΛˆc (A9)
with (ηbc) := diag(
6︷ ︸︸ ︷
1, . . . , 1,
8︷ ︸︸ ︷
−1, . . . ,−1, 1). Substituting Eq. (A5) into Eq. (A9) and using
Eq. (3.4), we obtain
Cˆ =
3
2
(
sˆ2 − 1) , (A10)
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where sˆ is the helicity operator given in Eq. (4.1), i.e.,
sˆ =
1
2
(
ˆ¯a0˙aˆ0 + ˆ¯a1˙aˆ1 − ˆ¯a2˙aˆ2 − ˆ¯a3˙aˆ3
)
+ 1 . (A11)
Because sˆ commutes with all the operators Λˆb, it follows that Cˆ commutes with all of the
Λˆb. It is obvious that sˆ, Λˆ3, Λˆ6, and Λˆ15 commute with each other. The operators Λˆb and sˆ
constitute a basis of the Schwinger representation of the U(2, 2) Lie algebra.
Appendix B: The Penrose transform of fk,l,m,n in the case (a)
In this appendix, we demonstrate the Penrose transform2–5 of the following twistor func-
tion in the case (a):
fk,l,m,n(α) = Ck,l,m,n
(α2)m(α3)n
(α0)−k(α1)−l
, k, l ∈ Z−, m, n ∈ N0 , (B1)
where Ck,l,m,n is given in Eq. (5.20). This function can be written, in terms of ω
α and πα˙,
as
fk,l,m,n(ω
α, πα˙) = Ck,l,m,n
2s+1(−ω0 + π0˙)m(−ω1 + π1˙)n
(ω0 + π0˙)
−k(ω1 + π1˙)
−l
, (B2)
or, in terms of zαα˙, π0˙ and ζ := π1˙/π0˙ , as
fk,l,m,n(z, π0˙, ζ) = Ck,l,m,n
2s+1(−iz01˙)m(−iz11˙ + 1)n
(π0˙)
2s+2(iz01˙)−k(iz11˙ + 1)−l
×
(
ζ +
−iz00˙ + 1
−iz01˙
)m(
ζ +
−iz10˙
−iz11˙ + 1
)n
(
ζ +
iz00˙ + 1
iz01˙
)−k(
ζ +
iz10˙
iz11˙ + 1
)−l . (B3)
Here, Eq. (4.6) has been used. In what follows, we individually perform the Penrose
transform of fk,l,m,n in the cases of zero helicity (s = 0), positive helicity (s > 0), and
negative helicity (s < 0).
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1. Case s = 0
In this case, the Penrose transform is readily carried out by using Cauchy’s theorem:
φ
(a)
k,l,m,n(z) :=
1
2πi
∮
Γz
fk,l,m,n(z, π0˙, ζ)πβ˙dπ
β˙
= Ck,l,m,n
2(−iz01˙)m(−iz11˙ + 1)n
(iz01˙)−k(iz11˙ + 1)−l
1
(−l − 1)!
×
(
d
dζ
)−l−1
(
ζ +
−iz00˙ + 1
−iz01˙
)m(
ζ +
−iz10˙
−iz11˙ + 1
)n
(
ζ +
iz00˙ + 1
iz01˙
)−k
∣∣∣∣∣
ζ=ζ1
, (B4)
where ζ1 := −iz10˙/(iz11˙ + 1). This expression has been found by choosing the intersection
point Q1 as the only pole surrounded by Γz.
2. Case s > 0
In this case, s takes either positive integer or positive half-integer values, and accordingly
the Penrose transform of fk,l,m,n is given by
φ
(a)
k,l,m,n; α˙1...α˙2s
(z) :=
1
2πi
∮
Γz
πα˙1 · · ·πα˙2sfk,l,m,n(z, π0˙, ζ)πβ˙dπβ˙ . (B5)
Because φ
(a)
k,l,m,n; α˙1...α˙2s
is a totally symmetric spinor of rank 2s, it is sufficient if we consider
the components such that α˙1 = · · · = α˙2s−r = 0˙ and α˙2s−r+1 = · · · = α˙2s = 1˙ (r =
0, 1, . . . , 2s). The integrand in Eq. (B5) can explicitly be written as
πα˙1 · · ·πα˙2sfk,l,m,n(z, π0˙, ζ)
= Ck,l,m,n
2s+1ζr(−iz01˙)m(−iz11˙ + 1)n
(π0˙)
2(iz01˙)−k(iz11˙ + 1)−l
×
(
ζ +
−iz00˙ + 1
−iz01˙
)m(
ζ +
−iz10˙
−iz11˙ + 1
)n
(
ζ +
iz00˙ + 1
iz01˙
)−k(
ζ +
iz10˙
iz11˙ + 1
)−l . (B6)
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Then, its contour integration around Q1 leads to
φ
(a)
k,l,m,n; α˙1...α˙2s
(z)
= Ck,l,m,n
2s+1(−iz01˙)m(−iz11˙ + 1)n
(iz01˙)−k(iz11˙ + 1)−l
1
(−l − 1)!
×
(
d
dζ
)−l−1 ζr
(
ζ +
−iz00˙ + 1
−iz01˙
)m(
ζ +
−iz10˙
−iz11˙ + 1
)n
(
ζ +
iz00˙ + 1
iz01˙
)−k
∣∣∣∣∣
ζ=ζ1
. (B7)
3. Case s < 0
In this case, s takes either negative integer or negative half-integer values, and accordingly
the Penrose transform of fk,l,m,n is given by
φ
(a)
k,l,m,n;α1...α−2s
(z) :=
1
2πi
∮
Γz
∂
∂ωα1
· · · ∂
∂ωα−2s
fk,l,m,n(z, π0˙, ζ)πβ˙dπ
β˙ . (B8)
Because φ
(a)
k,l,m,n;α1...α−2s
is a totally symmetric spinor of rank −2s, it is sufficient if we consider
the components such that α1 = · · · = α−2s−r = 0 and α−2s−r+1 = · · · = α−2s = 1 (r =
0, 1, . . . ,−2s). For our calculation, it is convenient to exploit the formula(
∂
∂ω
)h
(−ω + π)p
(ω + π)q
= (−1)hh!
h∑
ıˆ=0
(
p
h− ıˆ
)(
q + ıˆ− 1
ıˆ
)
(−ω + π)p−h+ıˆ
(ω + π)q+ıˆ
(B9)
valid for h, p ∈ N0, and q ∈ Z+. Here(
p
h− ıˆ
)
= 0 for p < h− ıˆ (B10)
is to be understood. Using Eq. (B9), we can obtain
∂
∂ωα1
· · · ∂
∂ωα−2s
fk,l,m,n(ω
α, πα˙)
= Ck,l,m,n2
s+1
(
∂
∂ω0
)−2s−r
(−ω0 + π0˙)m
(ω0 + π0˙)
−k
(
∂
∂ω1
)r
(−ω1 + π1˙)n
(ω1 + π1˙)
−l
= Ck,l,m,n2
s+1(−1)−2s(−2s− r)!r!
×
−2s−r∑
ıˆ=0
r∑
ˆ=0
(
m
−2s− r − ıˆ
)(−k + ıˆ− 1
ıˆ
)(
n
r − ˆ
)(−l + ˆ− 1
ˆ
)
× (−ω
0 + π0˙)
m+2s+r+ıˆ(−ω1 + π1˙)n−r+ˆ
(ω0 + π0˙)
−k+ıˆ(ω1 + π1˙)
−l+ˆ
. (B11)
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In terms of zαα˙, π0˙ and ζ , Eq. (B11) can be written as
∂
∂ωα1
· · · ∂
∂ωα−2s
fk,l,m,n(z, π0˙, ζ)
= Ck,l,m,n2
s+1(−2s− r)!r!
×
−2s−r∑
ıˆ=0
r∑
ˆ=0
(
m
−2s− r − ıˆ
)(−k + ıˆ− 1
ıˆ
)(
n
r − ˆ
)(−l + ˆ− 1
ˆ
)
× (−1)
m+r+ıˆ(iz01˙)m+2s+r+k(−iz11˙ + 1)n−r+ˆ
(π0˙)
2(iz11˙ + 1)−l+ˆ
×
(
ζ +
−iz00˙ + 1
−iz01˙
)m+2s+r+ıˆ(
ζ +
−iz10˙
−iz11˙ + 1
)n−r+ˆ
(
ζ +
iz00˙ + 1
iz01˙
)−k+ıˆ(
ζ +
iz10˙
iz11˙ + 1
)−l+ˆ . (B12)
Then, its contour integration around Q1 leads to
φ
(a)
k,l,m,n;α1...α−2s
(z)
= Ck,l,m,n2
s+1(−2s− r)!r!
×
−2s−r∑
ıˆ=0
r∑
ˆ=0
(
m
−2s− r − ıˆ
)(−k + ıˆ− 1
ıˆ
)(
n
r − ˆ
)(−l + ˆ− 1
ˆ
)
× (−1)
m+r+ıˆ(iz01˙)m+2s+r+k(−iz11˙ + 1)n−r+ˆ
(iz11˙ + 1)−l+ˆ
1
(−l + ˆ− 1)!
×
(
d
dζ
)−l+ˆ−1
(
ζ +
−iz00˙ + 1
−iz01˙
)m+2s+r+ıˆ(
ζ +
−iz10˙
−iz11˙ + 1
)n−r+ˆ
(
ζ +
iz00˙ + 1
iz01˙
)−k+ıˆ
∣∣∣∣∣
ζ=ζ1
. (B13)
From Eqs. (B4), (B7), and (B13), we see that in the case (a), the massless field obtained
by the Penrose transform of any arbitrary fk,l,m,n takes the form of a sum of monomial
functions each of which is proportional to a negative power of (zµ − uµ)(zµ − uµ). Then it
can be shown that the resulting massless field possesses no singularities other than those
specified by (zµ−uµ)(zµ−uµ) = 0. Therefore, the massless fields derived here are recognized
as a regular function on CM+. An analysis similar to what has been done in this appendix
can be performed in the cases (b) and (ci). In these cases, it can be shown that the Penrose
transform of fk,l,m,n yields a massless field that possesses singularities in CM
+.
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