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1 Introduction
Nonpolynomial finite element methods for Helmholtz problems have seen much at-
tention in recent years in the engineering and mathematics community. The idea is
to use instead of standard polynomials Trefftz-type basis functions that already sat-
isfy the Helmholtz equation, such as plane waves [17], Fourier-Bessel functions [8]
or fundamental solutions [4]. To approximate the inter-element interface conditions
between elements several possibilities exist, such as the ultra-weak variational for-
mulation (UWVF [6]), plane wave discontinuous Galerkin methods (PWDG [15]),
partition of unity finite elements (PUFEM [3]), least-squares methods [18, 5], or
Lagrange-multiplier approaches [10].
The advantage of Trefftz methods is that they often require fewer degrees of
freedom than standard polynomial finite element methods since the basis functions
already oscillate with the correct wavenumber. The disadvantage is that the result-
ing linear systems are often significantly ill-conditioned, making direct solvers or
efficient preconditioning for iterative solvers necessary. For very large problems,
especially in three dimensions, direct solvers become prohibitively expensive, and
preconditioning iterative solvers is a difficult problem for the Helmholtz equation as
demonstrated in [9].
Domain decomposition methods, in particular optimized Schwarz methods, have
proven to still be effective iterative solvers for finite elements and discontinuous
Galerkin methods with polynomial basis functions; for the Helmholtz equation, see
[11, 12], and for Maxwell’s equation, see [1, 7].
In this paper we consider block Jacobi relaxation methods for the PWDG method.
In the classical finite element case a block Jacobi relaxation is equivalent to a clas-
sical Schwarz method with Dirichlet transmission conditions, see for example [13].
This is however not necessarily the case for discontinuous Galerkin methods, see
[14]. We investigate in this short paper what kind of domain decomposition meth-
ods one obtains when simply performing a block Jacobi relaxation in a PWDG
discretization of the Helmholtz equation, and also show how one can obtain op-
timized Schwarz methods for such discretizations. Motivated by the block Jacobi
relaxation we present a simple algebraic decomposition approach of the system ma-
trix in PWDG methods and demonstrate for an example problem with plane wave
basis functions its performance for iterative solvers.
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While in this paper we focus on plane wave basis functions the results are cer-
tainly more generally applicable for other Trefftz basis functions, and also for stan-
dard polynomial basis functions.
We consider the following model problem: find u ∈ C 2(Ω)∩H1(Ω), such that
−∆u− k2u = f in Ω , ∂u
∂n
−Su = g on ∂Ω . (1)
Here, Ω ⊂ Rd , d = 2,3, is a bounded domain with Lipschitz boundary Γ := ∂Ω
and g ∈ H−1/2(Γ ). The operator S is often an exact or approximate Dirichlet to
Neumann (DtN) map, e.g. S = ik.
We will use the following notation: the triangulation into finite elements of max-
imum diameter h is denoted by Th. Let K ∈ Th be an element of the triangulation.
The outward normal direction to K is denoted by n. On an edge e between two ele-
ments K− and K+ we define for a scalar quantity v the jumps [[v]] := v−n−+ v+n+
and averages {{v}} := 12 (v−+ v+). Similarly, for a vector quantity σ we define
[[σ ]] := σ− · n−+σ+ · n+ and {{σ}} := 12 (σ−+σ+). On boundary edges we de-
fine [[v]] = vn and {{σ}}= σ .
The set of all interior edges is denoted by E (int) and the set of all eges is denoted
by E . Also, let Ω˜ be defined by Ω˜ :=
⋃
K∈Th K.
2 Plane Wave Discontinuous Galerkin Methods
In the following we give a brief overview of the Plane Wave Discontinuous Galerkin
Method (PWDG). For a more detailed introduction and convergence results see
[15, 16]. For each element Ki ∈ Th we define a local approximation space Vi :=
span{Ψ (i)1 , . . . ,Ψ (i)Ni }, whereΨ
(i)
` ∈ C 2(Ki)∩H1(Ki) and satisfies ∆Ψ (i)` + k2Ψ (i)` =
0, ` = 1, . . . ,Ni. A frequent choice is the plane wave basis set PW
(Ni)
i defined by
Ψ (i)` (x) := e
ikd`·x, where the d` are direction vectors with ‖d`‖2 = 12. In two dimen-
sions, typically d`=
2pi(`−1)
Ni
, that is we take equally spaced directions on the unit cir-
cle. In three dimensions several possibilities exist to choose approximately equally
spaced directions on the unit sphere (see e.g. [17]). By V := {v ∈ L2(Ω) : v|Ki ∈
Vi ∀Ki ∈Th} we denote the global approximation space.
Let K ⊂ Th. By multiplying (1) with a test function v ⊂ V on K and integrating
by parts we obtain∫
K
∇u ·∇vdV − k2
∫
K
uvdV −
∫
∂K
∇u ·nvdS =
∫
K
f vdV.
A further integration by parts yields∫
K
(−∆v− k2v)u+
∫
∂K
u ·∇v ·ndS−
∫
∂K
∇u ·nvdS =
∫
K
f vdV.
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Define σ := 1ik∇u and note that −∆v− k2v = 0. It follows that∫
∂K
u ·∇v ·ndS− ik
∫
∂K
σ ·nvdS =
∫
K
f vdV.
Using the DG summation formula, see [2],
∑
K∈Th
∫
∂K
qKφK ·nK =
∫
E
[[q]] · {{φ}}dS+
∫
E (int)
{{q}} [[φ ]]dS,
where q is a scalar and φ a vector quantity we obtain∫
E
[[u]] ·
{{
∇v
}}
dS+
∫
E (int)
{{u}}
[[
∇v
]]
dS− ik
∫
E
{{σ}} · [[v]]dS
− ik
∫
E (int)
[[σ ]]{{v}}dS =
∫
Ω˜
f vdV. (2)
We now approximate u and σ on the edges in terms of their numerical fluxes uˆh and
σˆh, defined by
σˆh :=
1
ik
{{∇huh}}−α [[uh]]− τik [[∇huh]] , uˆh := {{uh}}+τ · [[uh]]−
β
ik
[[∇huh]] (3)
for interior edges, and by
σˆh :=
1
ik
∇huh− (1−δ )ik (∇huh−Suhn−gn) , uˆh := uh−
δ
ik
(∇huh ·n−Suh−g)
(4)
for boundary edges. Choices for the parameters α , β , τ and δ are discussed in
[15]. In particular, it is shown there that with the choice α = β = δ = 0.5, τ =
0 the PWDG is equivalent to the UWVF. By replacing u and σ in (2) with their
corresponding numerical fluxes, noting that
{{uˆh}}= uˆh, {{σˆh}}= σˆh, [[uˆh]] = [[σˆh]] = 0,
on interior edges and using [[uˆh]] = uˆhn, {{σh}} = σˆh on boundary edges we arrive
at the following variational problem: find uh ∈V , such that
a(uh,vh) = `(vh)−b(g,vh) ∀vh ∈V, (5)
where
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a(uh,vh) :=
∫
E (ext)
uh∇hvh ·ndS− δik
∫
E (ext)
∇huh ·n∇hvh ·ndS+ δik
∫
E (ext)
Suh∇hvh ·ndS
+
∫
E (int)
{{uh}}
[[
∇hvh
]]
dS+
∫
E (int)
τ · [[uh]]
[[
∇hvh
]]
dS− β
ik
∫
E (int)
[[∇huh]]
[[
∇hvh
]]
dS
− δ
∫
E (ext)
∇huh ·nvhdS− (1−δ )
∫
E (ext)
SuhvhdS−
∫
E (int)
{{∇huh}} · [[v]]dS
+ αik
∫
E (int)
[[uh]] · [[vh]]dS+
∫
E (int)
[[∇huh]]τ · [[vh]]dS,
b(g,vh) :=
δ
ik
∫
E (ext)
g∇vh ·ndS− (1−δ )
∫
E (ext)
gvhdS,
`(vh) :=
∫
Ω˜
f vhdV.
3 A natural Schwarz iteration for the UWVF
In this section we show that a simple block relaxation of the UWVF gives rise
to a Schwarz algorithm with Robin transmission conditions, and not the classical
Schwarz algorithm with Dirichlet transmission conditions. We consider a simple
example problem of a domain Ω decomposed into two subdomains Ω1 and Ω2
with interface Γ12 =Ω1∩Ω2. We start by defining the following optimized Schwarz
iteration with Robin transmission conditions and optimization parameter p:
−∆u(n+1)1 − k2u(n+1)1 = f in Ω1,
−∆u(n+1)2 − k2u(n+1)2 = f in Ω2,
∂u(n+1)1
∂n1
+ pu(n+1)1 =
∂u(n)2
∂n1
+ pu(n)2 on Γ12,
∂u(n+1)2
∂n2
+ pu(n+1)2 =
∂u(n)1
∂n2
+ pu(n)1 on Γ12,
∂u(n+1)1
∂n1
+ iku(n+1)1 = g on Γ ∩∂Ω1,
∂u(n+1)2
∂n2
+ iku(n+1)2 = g on Γ ∩∂Ω2.
(6)
Discretizing each of the subproblems with the PWDG and UWVF flux parameters,
and setting p = ik gives the sequence of discrete equations
a1(u
(n+1)
h,1 ,vh) = `1(vh)−bΓ∩∂Ω1(g,vh)−bΓ12
(
∂u(n)2
∂n1
+ iku(n)2 ,vh
)
, vh ∈V (h)1 ,
a2(u
(n+1)
h,2 ,vh) = `1(vh)−bΓ∩∂Ω2(g,vh)−bΓ21
(
∂u(n)1
∂n2
+ iku(n)1 ,vh
)
, vh ∈V (h)2 .
Theorem 1. A classical block-Jacobi relaxation applied to the global variational
problem (5) discretized with PWDG and UWVF flux parameters, i.e. setting
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σˆn+11 ·n1 =
1
ik
{{∇u}}n+1,n ·n1− 12 [[u]]
n+1,n ·n1, (7)
σˆn+12 ·n2 =
1
ik
{{∇u}}n+1,n ·n2− 12 [[u]]
n+1,n ·n2, (8)
uˆn+11 = {{u}}n+1,n−
1
2ik
[[∇u]]n+1,n , (9)
uˆn+12 = {{u}}n+1,n−
1
2ik
[[∇u]]n+1,n ,
(10)
where
{{∇u}}n+1,n := 1
2
((∇u−)n+1+(∇u+)n), [[u]]n+1,n :=
1
2
((u−)n+1n−+(u+)nn+),
leads precisely to the optimized Schwarz method (6) discretized with PWDG and
UWVF, provided the the optimization parameter is set to p = ik.
Proof. The classical Robin condition for the Helmholtz equation in this formulation
uses the flux term
σˆn+11 =
1
ik
∇un+11 −
1
ik
(1−δ )(∇un+11 + ikun+11 ·n1− (∇un2+ ikun2 ·n1)) ,
and similarly for the second flux term. We have to show that this is precisely the flux
(7) given by natural algebraic relaxation. We calculate
σˆn+11 ·n1 =
δ
ik
∇un+11 ·n1− (1−δ )un+11 +
1−δ
ik
∇un2 ·n1+(1−δ )un2
=
δ
ik
[[∇u]]n+1,n− (1−δ ) [[u]]n+1,n ·n1+ 1ik∇u
n
2 ·n1
and choosing δ = 12 , and using the relation
∇un2 ·n1 = {{∇u}}n,n ·n1−
1
2
[[∇u]]n,n
we obtain
σˆn+11 ·n1 =
1
2ik
[[∇u]]n+1,n− 1
2
[[u]]n+1,n ·n1+ 1ik ({{∇u}}
n,n ·n1− 12 [[∇u]]
n,n)
=
1
ik
{{∇u}}n,n ·n1− 12 [[u]]
n+1,n ·n1+ 12ik [[∇u]]
n+1,n− 1
2ik
[[∇u]]n,n
=
1
ik
{{∇u}}n+1,n ·n1− 12 [[u]]
n+1,n ·n1
and the proof for σˆn+11 is complete. The proof for the other flux terms follows along
the same lines.
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The choice p = ik corresponds to a low frequency approximation of the optimal
transmission condition, see for example [11]. Optimized Schwarz methods use how-
ever a different value for the complex parameter p, in order to obtain faster conver-
gence. The question is how to modify the natural relaxation in order to obtain an
optimized Schwarz method. In the following this is described for the σˆ -flux param-
eter. The result for the uˆ-flux follows similarly.
Theorem 2. Performing the modified algebraic relaxation
σˆn+11 ·n1 =
1
ik
{{∇u}}n+1,n ·n1− 12 [[u]]
n+1,n ·n1+ 12 (1−
p
ik
)(un+11,r −un2), (11)
σˆn+12 ·n2 =
1
ik
{{∇u}}n+1,n ·n2− 12 [[u]]
n+1,n ·n2+ 12 (1−
p
ik
)(un+12,l −un1), (12)
where we needed to introduce for subdomain Ω1 the additional variable un+11,r to
represent the quantity from the other side of the interface corresponding to u2, and
on Ω2 the additional variable un+12,l which represents the quantity from the other side
of the interface corresponding to u1, we obtain a discretization of the transmission
conditions
∂u(n+1)1
∂n1
+ pu(n+1)1 =
∂u(n)2
∂n1
+ pu(n)2 , (13)
∂u(n+1)2
∂n2
+ pu(n+1)2 =
∂u(n)1
∂n2
+ pu(n)1 . (14)
Proof. With the new variables before relaxation, we can write the flux at the inter-
face as
σˆn+11 =
1
ik
∇un+11 −
1
ik
(1−δ )
(
∇un+11 + iku
n+1
1 ·n1− (∇un+11,r + ikun+11,r ·n1)
)
.
In order to substitute the Robin condition from the right, we compute from (13) by
adding and subtracting the same term
∂u(n+1)1,r
∂n1
+ iku(n+1)1,r =
∂u(n)2
∂n1
+ pu(n)2 +(ik− p)u(n+1)1,r ,
which we insert into the flux to obtain
σˆn+11 ·n1 =
δ
ik
∇un+11 ·n1− (1−δ )un+11 +
1−δ
ik
∇un2 ·n1+(1−δ )
p
ik
un2+(1−δ )
ik− p
ik
un+11,r
=
δ
ik
[[∇u]]n+1,n− (1−δ ) [[u]]n+1,n ·n1+ 1ik∇u
n
2 ·n1+
1
2
(1− p
ik
)(un+11,r −un2)
=
1
ik
{{∇u}}n+1,n ·n1− 12 [[u]]
n+1,n ·n1+ 12 (1−
p
ik
)(un+11,r −un2),
where we used the same simplification as in the proof of Theorem 1 to complete the
proof for σˆn+11 . The proof for σˆ
n+1
2 is analogous.
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Fig. 1 Left: Convergence of GMRES for the solution of (15) for various wavenumbers k. Right:
GMRES convergence for the solution of (16) for various k.
4 Discrete system and numerical results
In this section we present preliminary results for the natural decomposition accord-
ing to Theorem 1. Results for optimized flux parameters are in preparation. We
consider as example a problem partitioned into two subdomains. The global system
matrix can be decomposed in the following form.
Ae1,e1 Ae1,e2 Ae1,i1 0
Ae2,e1 Ae2,e2 0 Ae2,i2
Ai1,e1 0 Ai1,i1 0
0 Ai2,e2 0 Ai2,i2


ue1
ue2
ui1
ui2
=

ge1
ge2
gi1
gi2
 . (15)
Here, e1, and e2 denote degrees of freedom associated with the interface elements
from both sides, and i1 and i2 denote the interior degrees of freedom. Assume that
a fast direct solver is available on each subdomain. Eliminating interior degrees of
freedom we arrive at the Schur complement system[
Ae1,e1 −Ae1,i1A−1i1,i1Ai1,e1 Ae1,e2
Ae2,e1 Ae2,e2 −Ae2,i2A−1i2,i2 Ai2,e2
][
ue1
ue2
]
=
[
ge1
ge2
]
−
[
Ae1,i1A
−1
i1,i1
gi1
Ae2,i2A
−1
i2,i2
gi2
]
.
(16)
From Theorem (1) it follows that a classical block Jacobi method applied to (15) re-
covers the Schwarz iteration with Robin transmission conditions for the case p= ik.
Instead of iterating this system via block Jacobi we apply a Krylov subspace iter-
ation and demonstrate the performance of this simple algebraic decomposition at
the example of the solution of a Helmholtz equation −∆u− k2u = 0 on the unit
square [0,1]2. The mesh is a regular triangular mesh with 200 elements. The ba-
sis on each mesh consists of 16 equally spaced plane wave directions leading to an
overall system size of n = 3200. On the boundary of the domain impedance condi-
tions are applied, such that the exact solution is a Hankel source H0(k|x− yˆ|) with
yˆ = (−1,−1). The GMRES convergence for the solution of the full system (15)
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for various wavenumbers k is shown in the left plot of Figure 1. The convergence
tolerance is set to 10−5. For the simple algebraic decomposition approach in (16)
the results become significantly better. The right plot of Figure 1 shows the results
for various wavenumbers for the solution of (16). The subdomain solves were per-
formed with UMFPACK as fast sparse direct solver. The overall system size of (16)
is n = 320. As expected the results deteriorate for higher wavenumbers, which is
due to p = ik only being a good parameter for low-frequency problems.
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