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We study the problem of estimating a sparse vector β ∈ Rp from
the response variables y = Xβ + w, where w ∼ N(0, σ2wIn×n), un-
der the following high-dimensional asymptotic regime: given a fixed
number δ, p → ∞, while n/p → δ. We consider the popular class of
`q-regularized least squares (LQLS), a.k.a. bridge estimators, given
by the optimization problem:
βˆ(λ, q) ∈ arg min
β
1
2
‖y −Xβ‖22 + λ‖β‖qq,
and characterize the almost sure limit of 1
p
‖βˆ(λ, q) − β‖22, and call
it asymptotic mean square error (AMSE). The expression we derive
for this limit does not have explicit forms and hence is not useful in
comparing LQLS for different values of q, or providing information
in evaluating the effect of δ or sparsity level of β. To simplify the
expression, researchers have considered the ideal “error-free” regime,
i.e. w = 0, and have characterized the values of δ for which AMSE is
zero. This is known as the phase transition analysis.
In this paper, we first perform the phase transition analysis of
LQLS. Our results reveal some of the limitations and misleading fea-
tures of the phase transition analysis. To overcome these limitations,
we propose the small error analysis of LQLS. Our new analysis frame-
work not only sheds light on the results of the phase transition anal-
ysis, but also describes when phase transition analysis is reliable, and
presents a more accurate comparison among different regularizers.
1. Introduction.
1.1. Objective. Consider the linear regression problem where the goal is
to estimate the parameter vector β ∈ Rp from a set of n response variables
y ∈ Rn, under the model y = Xβ+w. This problem has been studied exten-
sively in the last two centuries since Gauss and Legendre developed the least
squares estimate of β. The instability or high variance of the least squares
estimates led to the development of the regularized least squares. One of
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2 HAOLEI WENG, ARIAN MALEKI AND LE ZHENG
the most popular regularization classes is the `q-regularized least squares
(LQLS), a.k.a. bridge regression [1, 2], given by the following optimization
problem:
(1.1) βˆ(λ, q) ∈ arg min
β
1
2
‖y −Xβ‖22 + λ‖β‖qq,
where ‖β‖qq =
∑p
i=1 |βi|q and 1 ≤ q ≤ 2.1 LQLS has been extensively stud-
ied in the literature. In particular, one can prove the consistency of βˆ(λ, q)
under the classical asymptotic analysis (p fixed while n→∞) [4]. However,
this asymptotic regime becomes irrelevant for high-dimensional problems in
which n is not much larger than p. Under this high dimensional setting, if
β does not have any specific “structure”, we do not expect any estimator
to perform well. One of the structures that has attracted attention in the
last twenty years is the sparsity, that assumes only k of the elements of β
are non-zero and the rest are zero. To understand the behavior of the esti-
mators under structured linear model in high dimension, a new asymptotic
framework has been proposed in which it is assumed that Xij
iid∼ N(0, 1/n),
k, n, p → ∞, while n/p → δ and k/p → , where δ and  are fixed numbers
[5, 6, 7, 8, 9].
One of the main notions that has been widely studied in this asymptotic
framework, is the phase transition [5, 6, 7, 10]. Intuitively speaking, phase
transition analysis assumes the error w equals zero and characterizes the
value of δ above which an estimator converges to the true β (in certain
sense that will be clarified later). While there is always error in the response
variables, it is believed that phase transition analysis provides reliable in-
formation when the errors are small. In this paper, we start by studying
the phase transition diagrams of LQLS for 1 ≤ q ≤ 2. Our analysis reveals
several limitations of the phase transition analysis. We will clarify these
limitations in the next section. We then propose a higher-order analysis of
LQLS in the small-error regime. As we will explain in the next section, our
new framework sheds light on the peculiar behavior of the phase transition
diagrams, and explains when we can rely on the results of phase transition
analysis in practice.
1.2. Limitations of the phase transition and our solution. In this section,
we intuitively describe the results of phase transition analysis, its limitations,
and our new framework. Consider the class of LQLS estimators and suppose
1Bridge regression is a name used for LQLS with any q ≥ 0. In this paper we focus on
1 ≤ q ≤ 2. To analyze the case 0 ≤ q < 1, [3] has used the replica method from statistical
physics.
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that we would like to compare the performance of these estimators through
the phase transition diagrams. For the purpose of this section, we assume
that the vector β has only k non-zero elements, where k/p →  with  ∈
(0, 1). Since phase transition analysis is concerned with w = 0 setting, it
considers limλ→0 βˆ(λ, q) which is equivalent to the following estimator:
arg min
β
‖β‖qq,
subject to y = Xβ.(1.2)
Below we informally state the results of the phase transition analysis. We
will formalize the statement and describe in details the conditions under
which this result holds in Section 3.
Informal Result 1. For a given  > 0 and q ∈ [1, 2], there exists a number
Mq() such that as p→∞, if δ ≥Mq() +γ (γ > 0 is an arbitrary number),
then (1.2) succeeds in recovering β, while if δ ≤Mq()− γ, (1.2) fails.2
The curve δ = Mq() is called the phase transition curve of (1.2). We will
show that Mq() is given by the following formula:
Mq() =
{
1 if 2 ≥ q > 1,
infχ≥0(1− )Eη21(Z;χ) + (1 + χ2) if q = 1,
(1.3)
where η1(u;χ) = (|u|−χ)+sign(u) denotes the soft thresholding function and
Z ∼ N(0, 1). While the above phase transition curves can be obtained with
different techniques, such as statistical dimension framework proposed in [7]
and Gordon’s lemma applied in [30, 21], we will derive them as a simple
byproduct of our main results in Section 3 under message passing frame-
work. Also, the phase transition analysis of the regularized least squares
has already been performed in the literature [17, 6, 31]. Hence, we should
emphasize that the presentation of the phase transition results for bridge
regression is not our main contribution here. We rather use it to motivate
our second-order analysis of the asymptotic risk, which will appear later in
this section. Before we proceed further let us mention some of the properties
of M1() that will be useful in our later discussions.
Lemma 1. M1() satisfies the following properties:
(i) M1() is an increasing function of .
(ii) lim→0M1() = 0.
2Different notions of success have been studied in the phase transition analysis. We will
mention one notion later in our paper.
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(iii) lim→1M1() = 1.
(iv) M1() > , for  ∈ (0, 1).
Proof. Define F (χ, ) , (1−)Eη21(Z;χ)+(1+χ2). It is straightforward
to verify that F (χ, ), as a function of χ over [0,∞), is strongly convex and
has a unique minimizer. Let χ∗() be the minimizer. We write it as χ∗() to
emphasize its dependence on . By employing the chain rule we have
dM1()
d
=
∂F (χ∗(), )
∂
+
∂F (χ∗(), )
∂χ
· dχ
∗()
d
=
∂F (χ∗(), )
∂
= 1 + (χ∗())2 − Eη21(Z;χ∗()) > 1 + (χ∗())2 − E|Z|2
= (χ∗())2 > 0,
which completes the proof of part (i). To prove (ii) note that
0 ≤ lim
→0
min
χ≥0
(1− )Eη21(Z;χ) + (1 + χ2)
≤ lim
→0
(1− )Eη21(Z; log(1/)) + (1 + log2(1/))
= lim
→0
2(1− )
∫ ∞
log(1/)
(z − log(1/))2φ(z)dz
= lim
→0
2(1− )
∫ ∞
0
z2φ(z + log(1/))dz
≤ lim
→0
2(1− )e− log
2(1/)
2
∫ ∞
0
z2φ(z)dz = 0,
where φ(·) is the density function of standard normal. Regarding the proof
of part (iii), first note that as → 1, χ∗()→ 0. Otherwise suppose χ∗()→
χ0 > 0 (taking a convergent subsequence if necessary). Since Eη21(Z;χ∗()) ≤
E|Z|2 = 1, we obtain
lim
→1
F (χ∗(), ) = 1 + χ20 > 1.
On the other hand, it is clear that
lim
→1
F (χ∗(), ) ≤ lim
→1
F (0, ) = 1.
A contradiction arises. Hence the fact χ∗()→ 0 as → 1 leads directly to
lim
→1
M1() = lim
→1
F (χ∗(), ) = 1.
Part (iv) is clear from the definition of M1().
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Fig 1. Phase transition curves of LQLS for (i) q < 1: these results are derived in [3]
by the non-rigorous replica method from statistical physics. We have just included them
for comparison purposes. In this paper we have focused on q ≥ 1. (ii) q = 1: the blue
curve exhibits the phase transition of LASSO. Below this curve LASSO can “successfully”
recover β. (iii) q > 1: The magenta curve represents the phase transition of LQLS for any
q > 1. This figure is based on Informal Result 1 and will be carefully defined and derived
in Section 3.
Figure 1 shows Mq() for different values of q. We observe several peculiar
features: (i) As is clear from both Lemma 1 and Figure 1, q = 1 requires
much fewer observations than all the other values of q > 1 for successful
recovery of β. (ii) The values of the non-zero elements of β do not have any
effect on the phase transition curves. In fact, even the sparsity level does
not have any effect on the phase transition for q > 1. (iii) For every q > 1,
the phase transition of (1.2) happens at exactly the same value.
These features raise the following question: how much and to what extent
are these phase transition results useful in applications, where at least small
amount of error is present in the response variables? For instance, intuitively
speaking, we do not expect to see much difference between the performance
of LQLS for q = 1.01 and q = 1. However, according to the phase transi-
tion analysis, q = 1 outperforms q = 1.01 by a wide margin. In fact the
performance of LQLS for q = 1.01 seems to be closer to that of q = 2 than
q = 1. Also, in contrast to the phase transition implication, we may not
expect LQLS to perform the same for β with different values of non-zero
elements. The main goal of this paper is to present a new analysis that will
shed light on the misleading features of the phase transition analysis. It will
also clarify when and under what conditions the phase transition analysis is
reliable for practical guidance.
6 HAOLEI WENG, ARIAN MALEKI AND LE ZHENG
In our new framework, the variance σ2w of the error w is assumed to be
small. We consider (1.1) with the optimal value of λ for which the asymptotic
mean square error, i.e., limp→∞
‖βˆ(λ,q)−β‖22
p , is minimized. We first obtain
the formula for the asymptotic mean square error (AMSE) characterized
through a series of non-linear equations. Since σw is assumed small, we then
derive the asymptotic expansions for AMSE as σw → 0. As we will describe
later, the phase transition of LQLS for different values of q can be obtained
from the first dominant term in the expansion. More importantly, we will
show that the second dominant term is capable of evaluating the importance
of the phase transition analysis for practical situations and also provides a
much more accurate analysis of different bridge estimators. Here is one of
the results of our paper, presented informally to clarify our claims. All the
technical conditions will be determined in Sections 2 and 3.
Informal Result 2. If λ∗ denotes the optimal value of λ, then for any
q ∈ (1, 2), δ > 1, and  < 1
lim
p→∞
1
p
‖βˆ(λ∗, q)− β‖22 =
σ2w
1− 1/δ − σ
2q
w
δq+1(1− )2(E|Z|q)2
(δ − 1)q+1E|G|2q−2 + o(σ
2q
w ),
where Z ∼ N(0, 1) and G is a random variable whose distribution is specified
by the non-zero elements of β. We will clarify this in the next section. Finally,
the limit notation we have used above is the almost sure limit.
As we will discuss in Section 3, the first term σ
2
w
1−1/δ determines the phase
transition. Moreover, we have further derived the second dominant term in
the expansion of the asymptotic mean square error. This term enables us to
clarify some of the confusing features of the phase transitions. Here are some
important features of this term: (i) It is negative. Hence, the AMSE that is
predicted by the first term (and phase transition analysis) is overestimated
specially when q is close to 1. (ii) Fixing q, the magnitude of the second
dominant term grows as  decreases. Hence, for small values of σw all values
of 1 < q < 2 benefit from the sparsity of β. Also, smaller values of q seem to
benefit more. (iii) Fixing  and δ, the power of σw decreases as q decreases.
This makes the absolute value of the second dominant term bigger. As q
decreases to one, the order of the second dominant term gets closer to that
of the first dominant term and thus the predictions of phase transition anal-
ysis become less accurate. We will present a more detailed discussion of the
second order term in Section 3. To show some more interesting features of
our approach, we also informally state a result we prove for LASSO.
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Informal Result 3. Suppose that the non-zero elements of β are all larger
than a fixed number µ. If λ∗ denotes the value of λ that leads to the smallest
AMSE, and if δ > M1(), then
lim
p→∞
1
p
‖βˆ(λ∗, 1)− β‖22 −
δM1()σ
2
w
δ −M1() = O(exp(−µ˜/σ
2
w)),(1.4)
where µ˜ is a constant that depends on µ.
As can be seen here, compared to the other values of q, q = 1 has smaller
first order term (according to Lemma 1), but much smaller (in magnitude)
second order term. The first implication of this result is that the first domi-
nant term provides an accurate approximation of AMSE. Hence, phase tran-
sition analysis in this case is reliable even if small amount of noise is present;
that is one of the main reasons why the theoretically derived phase transi-
tion curve matches the empirical one for LASSO. Furthermore, note that in
order to obtain Informal Result 3, we have made certain assumption about
the non-zero components of β. As will be shown in Section 3, any violation
of this assumption has major impact on the second dominant term.
In the rest of the paper, we first state all the assumptions required for
our analysis. We then present the formal statements of aforementioned and
related results and provide a more comprehensive discussion.
1.3. Organization of the paper. The rest of the paper is organized as
follows: Section 2 presents the asymptotic framework of our analysis. Section
3 discusses the main contributions of our paper. Section 4 compares our
results with the related work. Section 5 shows some simulation results and
discusses some open problems that require further research. Section 6 and
Supplementary material are devoted to the proofs of all the results.
2. The asymptotic framework. The main goal of this section is to
formally introduce the asymptotic setting under which we study LQLS. In
the current and next sections only, we may write vectors and matrices as
β(p), X(p), w(p) to emphasize the dependence on the dimension of β. Sim-
ilarly, we may use βˆ(λ, q, p) as a substitute for βˆ(λ, q). Note that since we
assume n/p → δ, we do not include n in our notations. Now we define a
specific type of a sequence known as a converging sequence. Our definition
is borrowed from other papers [11, 12, 13] with some minor modifications.
Definition 1. A sequence of instances {β(p), X(p), w(p)} is called a
converging sequence if the following conditions hold:
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- The empirical distribution3 of β(p) ∈ Rp converges weakly to a prob-
ability measure pβ with bounded second moment. Further,
1
p‖β(p)‖22
converges to the second moment of pβ.
- The empirical distribution of w(p) ∈ Rn converges weakly to a zero
mean distribution with variance σ2w. And,
1
n‖w(p)‖22 → σ2w.
- The elements of X(p) are iid with distribution N(0, 1/n).
For each of the problem instances in a converging sequence, we solve the
LQLS problem (1.1) and obtain βˆ(λ, q, p) as the estimator. The interest is
to evaluate the accuracy of this estimator. Below we define the asymptotic
mean square error.
Definition 2. Let βˆ(λ, q, p) be the sequence of solutions of LQLS for the
converging sequence of instances {β(p), X(p), w(p)}. The asymptotic mean
square error is defined as the almost sure limit of
AMSE(λ, q, σw) , lim
p→∞
1
p
p∑
i=1
|βˆi(λ, q, p)− βi(p)|2,
where the subscript i is used to denote the ith component of a vector.
Note that we have suppressed δ and pβ in the notation of AMSE for
simplicity, despite the fact that the asymptotic mean square error depends
on them as well. In the above definition, we have assumed that the almost
sure limit exists. Under the current asymptotic setting, the existence of
AMSE can be proved. In fact we are able to derive the asymptotic limit for
general loss functions as presented in the following theorem.
Theorem 2.1. Consider a converging sequence {β(p), X(p), w(p)}. For
any given q ∈ [1, 2], suppose that βˆ(λ, q, p) is the solution of LQLS defined
in (1.1). Then for any pseudo-Lipschitz function4 ψ : R2 → R, almost surely
(2.1) lim
p→∞
1
p
p∑
i=1
ψ
(
βˆi(λ, q, p), βi(p)
)
= EB,Z [ψ(ηq(B + σ¯Z; χ¯σ¯2−q), B)],
where B and Z are two independent random variables with distributions pβ
and N(0, 1), respectively; the expectation EB,Z(·) is taken with respect to
3It is the distribution that puts a point mass 1/p at each of the p elements of the vector.
4A function ψ : R2 → R is pseudo-Lipschitz of order k if there exists a constant L > 0
such that for all x, y ∈ R2, we have |ψ(x)− ψ(y)| ≤ L(1 + ‖x‖k−12 + ‖y‖k−12 )‖x− y‖2. We
consider pseudo-Lipschitz functions with order 2 in this paper.
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both B and Z; ηq(·; ·) is the proximal operator for the function ‖ · ‖qq5; and
σ¯ and χ¯ satisfy the following equations:
σ¯2 = σ2ω +
1
δ
EB,Z [(ηq(B + σ¯Z; χ¯σ¯2−q)−B)2],(2.2)
λ = χ¯σ¯2−q
(
1− 1
δ
EB,Z [η′q(B + σ¯Z; χ¯σ¯2−q)]
)
,(2.3)
where η′q(·; ·) denotes the derivative of ηq with respect to its first argument.
The result for q = 1 has been proved in [13]. The key ideas of the proof
for generalizing to q ∈ (1, 2] are similar to those of [13]. We describe the
main proof steps in Appendix J of the supplementary material. According
to Theorem 2.1, in order to calculate the asymptotic mean square error (or
any other loss) of βˆ(λ, q, p), we have to solve (2.2) and (2.3) for (σ¯, χ¯). The
following lemma shows these two nonlinear equations have a unique solution.
Lemma 2. For any positive values of λ, δ, σw > 0, any random variable
B with finite second moment, and any q ∈ [1, 2], there exists a unique pair
(σ¯, χ¯) that satisfies both (2.2) and (2.3).
The proof of this lemma can be found in Appendix D of the supplementary
material. Theorem 2.1 provides the first step in our analysis of LQLS. We
first calculate σ¯ and χ¯ from (2.2) and (2.3). Then, incorporating σ¯ and χ¯ in
(2.1) gives the following expression for the asymptotic mean square error:
(2.4) AMSE(λ, q, σw) = EB,Z(ηq(B + σ¯Z; χ¯σ¯2−q)−B)2.
Given the distribution of B (the sparsity level  included), the variance of
the error σ2w, the number of response variables (normalized by the number
of predictors) δ, and the regularization parameter λ, it is straightforward
to write a computer program to find the solution of (2.2) and (2.3) and
then compute the value of AMSE. However, it is needless to say that this
approach does not shed much light on the performance of bridge regression
estimates, since there are many factors involved in the computation and
each affects the result in a non-trivial fashion. In this paper, we would like
to perform an analytical study on the solution of (2.2) and (2.3) and obtain
an explicit characterization of AMSE in the small-error regime.
3. Our main contributions.
5Proximal operator of ‖ · ‖qq is defined as ηq(u;χ) , arg minz 12 (u − z)2 + χ|z|q. For
further information on these functions, please refer to the supplementary material.
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3.1. Optimal tuning of λ. The performance of LQLS, as defined in (1.1),
depends on the tuning parameter λ. In this paper, we consider the value of λ
that gives the minimum AMSE. Let λ∗,q denote the value of λ that minimizes
AMSE given in (2.4). Then LQLS is solved with this specific value of λ, i.e.,
(3.1) βˆ(λ∗,q, q, p) ∈ arg min
β
1
2
‖y −Xβ‖22 + λ∗,q‖β‖qq.
Note that this is the best performance that LQLS can achieve in terms of
the AMSE. Theorem 2.1 enables us to evaluate this optimal AMSE of LQLS
for every q ∈ [1, 2]. The key step is to compute the solution of (2.2) and (2.3)
with λ = λ∗,q. Since λ∗,q has to be chosen optimally, it seemingly causes an
extra complication for our analysis. However, as we show in the following
corollary, the study of Equations (2.2) and (2.3) can be simplified to some
extent.
Corollary 1. Consider a converging sequence {β(p), X(p), w(p)}. Sup-
pose that βˆ(λ∗,q, q, p) is the solution of LQLS defined in (3.1). Then for any
q ∈ [1, 2]
(3.2) AMSE(λ∗,q, q, σw) = min
χ≥0
EB,Z(ηq(B + σ¯Z;χ)−B)2,
where B and Z are two independent random variables with distributions
pβ and N(0, 1), respectively; and σ¯ is the unique solution of the following
equation:
σ¯2 = σ2ω +
1
δ
min
χ≥0
EB,Z [(ηq(B + σ¯Z;χ)−B)2].(3.3)
The proof of Corollary 1 is shown in Appendix E of the supplementary
material. Corollary 1 enables us to focus the analysis on a single equation
(3.3), rather than two equations (2.2) and (2.3). The results we will present
in the next section are mainly based on investigating the solution of (3.3).
3.2. Analysis of AMSE. In this paper since we are focused on the spar-
sity structure of β, from now on we assume that the distribution, to which
the empirical distribution of β ∈ Rp converges, has the form
pβ(b) = (1− )δ0(b) + g(b),
where δ0(·) denotes a point mass at zero, and g(·) is a generic distribution
that does not have any point mass at 0. Here, the mixture proportion  ∈
(0, 1) is a fixed number that represents the sparsity level of β. The smaller 
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is, the sparser β will be. The distribution g(b) specifies the values of non-zero
components of β. We will use G to denote a random variable having such
a distribution. Since our results and proof techniques look very different for
the case q > 1 and q = 1, we study these cases separately.
3.2.1. Results for q > 1. Our first result is concerned with the optimal
AMSE of LQLS for 1 < q ≤ 2, when the number of response variables is
larger than the number of predictors p, i.e., δ > 1.
Theorem 3.1. Suppose P(|G| ≤ t) = O(t) (as t → 0) and E|G|2 < ∞,
then for 1 < q < 2, δ > 1 and  ∈ (0, 1), we have
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ −
δq+1(1− )2(E|Z|q)2
(δ − 1)q+1E|G|2q−2 σ
2q
w + o(σ
2q
w ).(3.4)
For q = 2, δ > 1 and  ∈ (0, 1), if E|G|2 <∞, we have
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ −
δ3σ4w
(δ − 1)3E|G|2 + o(σ
4
w).
Note that Z ∼ N(0, 1) and G ∼ g(·) are independent.
The proof of the result is presented in Appendix F of the supplementary
material. There are several interesting features of this result that we would
like to discuss: (i) The second dominant term of AMSE is negative. This
means that the actual AMSE is smaller than the one predicted by the first
order term, especially for smaller values of q. (ii) Neither the sparsity level
nor the distribution of the non-zero components of β appear in the first
dominant term, i.e. σ
2
w
1−1/δ . As we will discuss later in this section, the first
dominant term is the one that specifies the phase transition curve. Hence,
these calculations show a peculiar feature of phase transition analysis we
discussed in Section 1.2, that the phase transition of q ∈ (1, 2] is neither
affected by non-zero components of β or the sparsity level. However, we see
that both factors come into play in the second dominant term. (iii) For the
fully dense vector, i.e.  = 1, (3.4) may imply that for 1 < q < 2,
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ + o(σ
2q
w ).
Hence, we require a different analysis to obtain the second dominant term
(with different orders). We refer the interested readers to [14] for further
information about this case. (iv) For  < 1, the choice of q ∈ (1, 2] does
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not affect the first dominant term. That is the reason why all the values of
q ∈ (1, 2] share the same phase transition curve. However, the value of q has a
major impact on the second dominant term. In particular, as q approaches
1, the order of the second dominant term in terms of σw gets closer to
that of the first dominant term. This means that in any practical setting,
phase transition analysis may lead to misleading conclusions. Specifically, in
contrast to the conclusion from phase transition analysis that q ∈ (1, 2] have
the same performance, the second order expansion enables us to conclude
that the closer to 1 the value of q is, the better its performance will be. Our
next theorem discusses the AMSE when δ < 1.
Theorem 3.2. Suppose E|G|2 <∞, then for 1 < q ≤ 2 and δ < 1,
lim
σw→0
AMSE(λ∗,q, q, σw) > 0.(3.5)
The proof of this theorem is presented in Appendix G of the supple-
mentary material. Theorems 3.1 and 3.2 together show a notion of phase
transition. For δ > 1, as σw → 0, AMSE = O(σ2w), and hence it will go to
zero, while AMSE 9 0 for δ < 1. In fact, the phase transition curve δ = 1
can be derived from the first dominant term in the expansion of AMSE. If
δ = 1, the first dominant term is infinity and there will be no successful
recovery, while it becomes zero when σw = 0 if δ > 1. A more rigorous
justification can be found in the proof of Theorems 3.1 and 3.2. Therefore,
we may conclude that the first order term contains the phase transition
information. Moreover, the derived second order term offers us additional
important information regarding the accuracy of the phase transition analy-
sis. To provide a comprehensive understanding of these two terms, in Section
5 we will evaluate the accuracy of first and second order approximations to
AMSE through numerical studies.
3.2.2. Results for q = 1. So far we have studied the case 1 < q ≤ 2. In
this section, we study q = 1, a.k.a. LASSO. In Theorems 3.1 and 3.2, we
have characterized the behavior of LQLS with q ∈ (1, 2] for a general class
of G. It turns out that the distribution of G has a more serious impact on
the second dominant term of AMSE for LASSO. We thus analyze it in two
different settings. Our first theorem considers the distributions that do not
have any mass around zero.
Theorem 3.3. Suppose P(|G| > µ) = 1 with µ being a positive constant
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and E|G|2 <∞, then for δ > M1()6
AMSE(λ∗,1, 1, σw) =
δM1()
δ −M1()σ
2
w + o
(
φ
(√δ −M1()
δ
µ˜
σw
))
,(3.6)
where µ˜ is any positive constant smaller than µ and φ(·) is the density
function of standard normal.
The proof of Theorem 3.3 is given in Section 6. Different from LQLS with
q ∈ (1, 2], we have not derived the exact analytical expression of second
dominant term for LASSO. However, since it is exponentially small, the
first order term (or phase transition analysis) is sufficient for evaluating
the performance of LASSO in the small-error regime. This will be further
confirmed by the numerical studies in Section 5. Below is our result for the
distributions of G that have more mass around zero.
Theorem 3.4. Suppose that P(|G| ≤ t) = Θ(t`) (as t → 0) with ` > 0
and E|G|2 <∞, then for δ > M1(),
−Θ(σ`+2w ) & AMSE(λ∗,1, 1, σw)−
δM1()
δ −M1()σ
2
w
& −Θ(σ`+2w ) ·
log log . . . log︸ ︷︷ ︸
m times
(
1
σw
)`/2 ,
where m is an arbitrary but finite natural number, and a & b means a ≥ b
holds for sufficiently small σw.
The proof of this theorem can be found in Appendix H of the supplemen-
tary material. It is important to notice the difference between Theorems 3.3
and 3.4. The first point we would like to emphasize is that the first dominant
terms are the same in both cases. The second dominant terms are different
though. As we will show in Section 6 and Appendix H, similar to LQLS
for 1 < q ≤ 2, the second dominant terms are in fact negative. Hence, the
actual AMSE will be smaller than the one predicted by the first dominant
term. Furthermore, note that the magnitude of the second dominant term
in Theorem 3.4 is much larger than that in Theorem 3.3. This seems intu-
itive. LASSO tends to shrink the parameter coefficients towards zero, and
hence, if the true β has more mass around zero, the AMSE will be smaller.
The more mass the distribution of G has around zero, the better the second
order term will be. Our next theorem discusses what happens if δ < M1().
6Recall M1() = infχ≥0(1− )Eη21(Z;χ) + (1 + χ2) with Z ∼ N(0, 1).
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Theorem 3.5. Suppose that E|G|2 <∞. Then for δ < M1(),
lim
σw→0
AMSE(λ∗,1, 1, σw) > 0.(3.7)
The proof is presented in Appendix I of the supplementary material. Sim-
ilarly as we discussed in Section 3.2.1, Theorems 3.3, 3.4 and 3.5 imply the
phase transition curve of LASSO. Such information can be obtained from
the first dominant term in the expansion of AMSE as well.
4. Related work.
4.1. Other phase transition analyses and n/p → δ asymptotic results.
The asymptotic framework that we considered in this paper evolved in a
series of papers by Donoho and Tanner [15, 16, 5, 17]. This framework was
used before on similar problems in engineering and physics [18, 19, 20].
Donoho and Tanner characterized the phase transition curve for LASSO and
some of its variants. Inspired by this framework, many researchers started
exploring the performance of different algorithms or estimates under this
asymptotic settings [10, 7, 21, 8, 22, 23, 24, 25, 9, 26, 3, 27, 28, 12, 13].
Our paper performs the analysis of LQLS under such asymptotic frame-
work. Also, we adopt the message passing analysis that was developed in a
series of papers [11, 6, 29, 12, 13]. The notion of phase transition we con-
sider is similar to the one introduced in [11]. However, there are three major
differences: (i) The analysis of [11] is performed for LASSO, while we have
generalized the analysis to any LQLS with 1 < q ≤ 2. (ii) The analysis of
[11] is performed on the least favorable distribution for LASSO, while here
we characterize the effect of the distribution of G on the AMSE as well.
(iii) Finally, [11] is only concerned with the first dominant term in AMSE of
LASSO, while we derive the second dominant term whose importance has
been discussed in the last few sections.
Another line of research that has connections with our analysis is pre-
sented in a series of papers [30, 31, 21]. In [21] the authors have derived a
minimax formulation that (if it has a unique solution and is solved) can give
an accurate characterization of the asymptotic mean square error. Compared
with Theorem 2.1 in our paper, that result works for more general penal-
ized M-estimators, while Theorem 2.1 holds for general pseudo-Lipschitz loss
functions. When applying the minimax formulation in [21] to bridge regres-
sion, the AMSE formula in (2.4) can be recovered. However, the derivation
of phase transition curves for bridge regression under optimal tuning is not
found in [21]. Furthermore, [30, 31] proposed a geometric approach to char-
acterize the risk of penalized least square estimates with general convex
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penalties. In particular, both papers obtained phase transition results based
on a key convex geometry quantity called “Gaussian squared-distences”.
However, [30] only rigorously proved the negative results (equivalent to The-
orems 3.2 and 3.5) and left the positive part as a conjecture. The phase
transition results in [31] are concerned with the prediction errors ‖y−Xβˆ‖22
and ‖Xβ −Xβˆ‖22, rather than the estimation error ‖βˆ − β‖22. Also, neither
of the two papers went beyond the first-order or phase transition analysis of
the risk.
Several researchers have also worked on the analysis of LQLS for q < 1 [32,
3, 27]. These analyses are based on non-rigorous, but widely accepted replica
method from statistical physics. The current paper extends the analysis of
[3] to q ≥ 1 case, makes the analysis rigorous by using the message passing
framework rather than the replica method, and finally provides a higher
order analysis.
4.2. Other analysis frameworks. One of the first papers that compared
the performance of penalization techniques is [33] which showed that there
exists a value of λ with which Ridge regression, i.e. LQLS with q = 2,
outperforms the vanilla least squares estimator. Since then, many more reg-
ularizers have been introduced to the literature each with a certain purpose.
For instance, we can mention LASSO [34], elastic net [35], SCAD [36], bridge
regression [1], and more recently SLOPE [37]. There has been a large body
of work on studying all these regularization techniques. We partition all the
work into the following categories and explain what in each category has
been done about the bridge regression:
(i) Simulation results: One of the main motivations for our work comes
from the nice simulation study of the bridge regression presented in
[2]. This paper finds the optimal values of λ and q by generalized cross
validation and compares the performance of the resulting estimator
with both LASSO and ridge. The main conclusion is that the bridge
regression can outperform both LASSO and ridge. Given our results
we see that if sparsity is present in β, then smaller values of q perform
better than ridge (in their second dominant term).
(ii) Asymptotic study: Knight and Fu [4] studied the asymptotic proper-
ties of bridge regression under the setting where n → ∞, while p is
fixed. They established the consistency and asymptotic normality of
the estimates under quite general conditions. Huang et al. [38] stud-
ied LQLS for q < 1 under a high-dimensional asymptotic setting in
which p grows with n but is still assumed to be less than n. They
not only derived the asymptotic distribution of the estimators, but
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also proved LQLS has oracle properties in the sense of Fan and Li
[36]. They have also considered the case p > n, and have shown that
under partial orthogonality assumption on X, bridge regression dis-
tinguishes correctly between covariates with zero and non-zero coef-
ficients. Note that under the asymptotic regime of our paper, both
LASSO and the other bridge estimators have false discoveries [39] and
possibly non-zero AMSE. Hence, they may not provide consistent es-
timates. We should also mention that the analysis of bridge regression
with q ∈ [0, 1) under the asymptotic regime n/p → δ is presented in
[3]. Finally, the performance of LASSO under a variety of conditions
has been studied extensively. We refer the reader to [40] for the review
of those results.
(iii) Non-asymptotic bounds: One of the successful approaches that has
been employed for studying the performance of regularization tech-
niques such as LASSO is the minimax analysis [41], [42]. We refer the
reader to [40] for a complete list of references on this direction. In this
minimax approach, a lower bound for the prediction error or mean
square error of any estimation technique is first derived. Then a spe-
cific estimate, like the one returned by LASSO, is considered and an
upper bound is derived assuming the design matrices satisfy certain
conditions such as restrictive eigenvalue assumption [41, 43], restricted
isometry condition [44], or coherence conditions [45]. These conditions
can be confirmed for matrices with iid subgaussian elements. Based
on these evaluations, if the order of the upper bound for the estimate
under study matches the order of the lower bound, we can claim that
the estimate (e.g. LASSO) is minimax rate-optimal. This approach
has some advantages and disadvantages compared to our asymptotic
approach: (i) It works under more general conditions. (ii) It provides
information for any sample size. The price paid in the minimax anal-
ysis is that the constants derived in the results are usually not sharp
and hence many schemes have similar guarantees and cannot be com-
pared to each other. Our asymptotic framework looses the generality
and in return gives sharp constants that can then be used in evaluating
and comparing different schemes as we do in this paper. Along similar
directions, [43] has studied the penalized empirical risk minimization
with `q penalties for the values of q ∈ [1, 1 + 1log p ] and has found up-
per bounds on the excess risk of these estimators (oracle inequalities).
Similar to minimax analysis, although the results of this analysis enjoy
generality, they suffer from loose constants that impede an accurate
comparisons of different bridge estimators.
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Fig 2. Plots of actual AMSE and its approximations for (a) δ = 1.1 and  = 0.7, (b)
δ = 1.1 and  = 0.25, (c) δ = 1.5 and  = 0.7, (d) δ = 1.5 and  = 0.25, (e) δ = 2 and
 = 0.7, (f) δ = 2 and  = 0.25.
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5. Numerical results and discussions.
5.1. Summary. The analysis of AMSE we presented in Section 3.2 is per-
formed as σw → 0. For such asymptotic analysis, it would be interesting to
check the approximation accuracy of the first and second order expansions
of AMSE over a reasonable range of σw. Towards this goal, this section per-
forms several numerical studies to (i) evaluate the accuracy of the first and
second order expansions discussed in Section 3.2, (ii) discover situations in
which the first order approximation is not accurate (for reasonably small
noise levels) while the second order expansion is, and (iii) identify situations
where both first and second orders are inaccurate and propose methods for
improving the approximations. Sections 5.2 and 5.3 study the performance
of LASSO and other bridge regression estimators with q > 1 respectively.
Finally, we should also mention that all the results presented in this paper
are concerned with the asymptotic setting n, p→∞ and n/p→ δ. To eval-
uate the accuracy of these results for finite sample sizes, we have performed
additional simulations whose results are presented in Appendix B of the
supplementary material.
5.2. LASSO. One of the conclusions from Theorem 3.3 is that the first
dominant term provides a good approximation of AMSE for the LASSO
problem when the distribution of G does not have a large mass around 0.
To test this claim we conduct the following numerical experiment. We set
the parameters of our problem instances in the following way:
1. δ can take any value in {1.1, 1.5, 2}.
2.  can take values in {0.25, 0.7}.
3. σw ranges within the interval [0, 0.25].
4. the distribution of G is specified as g(b) = 0.5δ1(b) + 0.5δ−1(b), where
δa(·) denotes a point mass at point a.
We then use the formula in Corollary 1 to calculate AMSE(λ∗,1, 1, σw). Fi-
nally, we compare AMSE(λ∗,1, 1, σw), computed numerically from (3.2) and
(3.3), with its first order approximation provided in Theorem 3.3. The re-
sults of this experiment are summarized in Figure 2. As is clear in this figure,
the first order expansion gives a very good approximation for AMSE over a
large range of σw.
5.3. Bridge regression estimators with q > 1. In this numerical experi-
ment, we would like to vary σw and see under what conditions our first order
or second order expansions can lead to accurate approximation of AMSE for
a wide range of σw. Throughout this section, we set the distribution of G
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Fig 3. Plots of actual AMSE and its approximations for (a) δ = 5,  = 0.7, q = 1.5, (b)
δ = 4,  = 0.7, q = 1.6, (c) δ = 5,  = 0.6, q = 1.8.
to g(b) = 0.5δ1(b) + 0.5δ−1(b), as we did in Section 5.2. We then investi-
gate different conditions by specifying various values of other parameters in
our problem instances. The expansion of AMSE for q > 1 is presented in
Theorem 3.1. For q ∈ (1, 2), recall the two terms in the expansion below
AMSE(λ∗,q, q, σw) =
σ2w
1− 1/δ −
δq+1(1− )2(E|Z|q)2
(δ − 1)q+1E|G|2q−2 σ
2q
w + o(σ
2q
w ).(5.1)
We expect the first order term to present a good approximation over a
reasonably large range of σw, when the second order term is sufficiently
small. According to the analytical form of the second order term in (5.1),
it is small if the following three conditions hold simultaneously: (i) δ is
not close to 1, (ii)  is not small, and (iii) q is not close to 1. Our first
numerical result shown in Figure 3 is in agreement with this claim. In this
simulation we have set three different cases for δ,  and q so that they satisfy
the above three conditions. The non-zero elements of β are independently
drawn from 0.5δ1(b) + 0.5δ−1(b). As demonstrated in this figure, the first
order term approximates AMSE accurately. Another interesting finding is
that the second order expansion provides an even better approximation.
To understand the limitation of the first order approximation, we consider
the cases in which the second order term is large and suggests that at least
the first order approximation is not necessarily good. This happens when
either δ decreases to 1,  decreases to 0 or q decreases to 1. The settings of
our experiments and the results are summarized below.
1. We keep q = 1.5 and  = 0.7 fixed and study different values of
δ ∈ {5, 2, 1.5, 1.1}. Figure 4 summarizes the results of this simula-
tion. As is clear in this figure (and is consistent with the message of
the second dominant term), as we decrease δ the first order approxima-
tion becomes less accurate. The second order approximation in these
20 HAOLEI WENG, ARIAN MALEKI AND LE ZHENG
0 0.05 0.1 0.15 0.2 0.25
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
σ
w
M
SE
 
 
true value
first order approximation
second order approximation
(a)
0 0.05 0.1 0.15 0.2 0.25
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
σ
w
M
SE
 
 
true value
first order approximation
second order approximation
(b)
0 0.05 0.1 0.15 0.2 0.25
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
σ
w
M
SE
 
 
true value
first order approximation
second order approximation
(c)
0 0.05 0.1 0.15 0.2 0.25
0
0.1
0.2
0.3
0.4
0.5
0.6
σ
w
M
SE
 
 
true value
first order approximation
second order approximation
(d)
Fig 4. Plots of actual AMSE and its approximations for q = 1.5,  = 0.7 with (a) δ = 5,
(b) δ = 2, (c) δ = 1.5 and (d) δ = 1.1.
cases is more accurate than the first order approximation. However
interestingly, the second order approximation becomes less accurate
as δ decreases too. These observations suggest that to have a good
approximation for the values of δ that are very close to 1, although
the second order approximation outperforms the first order, it may
not be sufficient and higher order terms are required. Such terms can
be derived with strategies similar to the ones we used in the proof of
Theorem 3.1. Note that the insufficiency of the second order expansion
partially results from the wide range of σw ∈ [0, 0.25]. If we evaluate
the approximation when σw is small enough, we will expect the success
of the second order expansion.
2. In our second simulation, we fix δ = 5,  = 0.4 and let q ∈ {1.8, 1.5, 1.1}.
All the simulation results are summarized in Figure 5. As we expected,
the first order approximation becomes less accurate when q decreases.
Furthermore, we notice that when q is very close to 1 (check q = 1.1
in the figure), even the second order approximation is not necessarily
good. This again calls for higher order approximation of the AMSE.
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Fig 5. Plots of actual AMSE and its approximations for δ = 5,  = 0.4 with (a) q = 1.8,
(b) q = 1.5, and (c) q = 1.1.
3. For the last simulation, we fix δ = 5, q = 1.8, and let  ∈ {0.7, 0.5, 0.3, 0.1}.
Our simulation results are presented in Figure 6. We see that as  de-
creases the first order approximation becomes less accurate. The sec-
ond order approximation is always better than the first one. Moreover,
we observe that when  is very close to 0 (check  = 0.1 in the figure),
even the second order approximation is not necessarily sufficient. As
we discussed in the previous two simulations, we might need higher
order approximation of the AMSE in such cases.
5.4. Discussion. Firstly, our numerical studies confirm that the first or-
der term gives good approximations of AMSE for LASSO in the case where
the distribution of non-zero elements of β is bounded away from zero. Sec-
ondly, as the numerical results for q > 1 demonstrate, while the second order
approximation always improves over the first order term and works well in
many cases, in the following situations it may not provide very accurate
evaluation of AMSE: (i) when δ is close to 1, (ii)  is close to zero, and (iii)
q is close to 1. In such cases, the value of the second order term becomes
large and hence the approximation is only accurate for very small value of
σw. The remedy that one can propose is to derive higher order expansions.
Such terms can be calculated with the same strategy that we used to obtain
the second dominant term.
6. Proof of Theorem 3.3. Due to the limited space in the main text,
we only present the proof of Theorem 3.3, one of our main results for LASSO,
in this section. The proofs of all the other results are deferred to the sup-
plementary material. Although some techniques used in the proofs are quite
different for LASSO and LQLS with q ∈ (1, 2], the roadmap remains the
same. Hence we suggest readers to first read the proof in this section. Once
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Fig 6. Plots of actual AMSE and its approximations for δ = 5 and q = 1.8 with (a)
 = 0.7, (b)  = 0.5, (c)  = 0.3, and (d)  = 0.1.
this relatively simple proof is clear, the other more complicated proofs will
be easier to read.
6.1. Roadmap of the proof. Since the proof of this result has several steps
and is long, we lay out the roadmap of the proof here to help readers navi-
gate through the details. According to Corollary 1 (let us accept Corollary
1 for the moment; its proof will be fully presented in Appendix E of the
supplement), in order to evaluate AMSE(λ∗,1, 1, σw) as σw → 0, the crucial
step is to characterize σ¯ from the following equation
σ¯2 = σ2ω +
1
δ
min
χ≥0
EB,Z [(η1(B + σ¯Z;χ)−B)2].(6.1)
To study (6.1), the key part is to analyze the term minχ≥0 EB,Z [(η1(B +
σ¯Z;χ)−B)2]. A useful fact that we will prove in Section 6.4 can simplify the
analysis of (6.1): The condition δ > M1() implies that σ¯ → 0, as σw → 0.
Hence one of the main steps of this proof is to derive the convergence rate of
minχ≥0 EB,Z [(η1(B+σZ;χ)−B)2], as σ → 0. Once we obtain that rate, we
then characterize the convergence rate for σ¯ as σw → 0 from (6.1). Finally
we connect σ¯ to AMSE(λ∗,1, 1, σw) based on Corollary 1, and derive the
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expansion for AMSE(λ∗,1, 1, σw) as σw → 0. We introduce the following
notations:
R(χ, σ) = EB,Z [(η1(B/σ + Z;χ)−B/σ)2], χ∗(σ) = arg min
χ≥0
R(χ, σ),
where we have suppressed the subscript B,Z in E for notational simplicity.
According to [46], R(χ, σ) is a quasi-convex function of χ and has a unique
global minimizer. Hence χ∗(σ) is well defined. It is straightforward to confirm
min
χ≥0
EB,Z [(η1(B + σZ;χ)−B)2] = σ2R(χ∗(σ), σ).
Throughout the proof, we may write χ∗ for χ∗(σ) when no confusion is
caused, and we use F (g) to denote the distribution function of |G|. The rest
of the proof of Theorem 3.3 is organized in the following way:
1. We first prove R(χ∗(σ), σ)→M1(), as σ → 0 in Section 6.2.
2. We further bound the convergence rate of R(χ∗(σ), σ) in Section 6.3.
3. We finally utilize the convergence rate bound derived in Section 6.3 to
characterize the convergence rate of σ¯ and then derive the expansion
for AMSE(λ∗,1, 1, σw) in Section 6.4.
6.2. Proof of R(χ∗(σ), σ) → M1(), as σ → 0. Our goal in this section
is to prove the following lemma.
Lemma 3. Suppose E|G|2 <∞, then limσ→0 χ∗(σ) = χ∗∗ and
lim
σ→0
R(χ∗(σ), σ) = (1− )E(η1(Z;χ∗∗))2 + (1 + (χ∗∗)2),
where χ∗∗ is the unique minimizer of (1 − )E(η1(Z;χ))2 + (1 + χ2) over
[0,∞), and Z ∼ N(0, 1).
Proof. By taking derivatives, it is straightforward to verify that (1 −
)E(η1(Z;χ))2 + (1 +χ2), as a function of χ over [0,∞), is strongly convex
and has a unique minimizer. Hence χ∗∗ is well defined.
We first claim that χ∗(σn) is bounded for any given sequence σn → 0.
Otherwise there exists an unbounded subsequence χ∗(σnk) → +∞ with
σnk → 0. Since the distribution of G does not have point mass at zero and
η1(G/σnk + Z;χ
∗(σnk)) = sign(G/σnk + Z)(|G/σnk + Z| − χ∗(σnk))+,
it is not hard to conclude that
|η1(G/σnk + Z;χ∗(σnk))−G/σnk | → +∞, a.s.
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By Fatou’s lemma, we then have
R(χ∗(σnk), σnk) ≥ E(η1(G/σnk + Z;χ∗(σnk))−G/σnk)2 → +∞.(6.2)
On the other hand, the optimality of χ∗(σnk) implies
R(χ∗(σnk), σnk) ≤ R(0, σnk) = 1,
contradicting the unboundedness in (6.2).
We next show the sequence χ∗(σn) converges to a finite constant, for any
σn → 0. Taking a convergent subsequence χ∗(σnk), due to the boundedness
of χ∗(σn), the limit of the subsequence is finite. Call it χ˜. Note that
E(η1(G/σnk + Z;χ
∗(σnk))−G/σnk)2
= 1 + E(η1(G/σnk + Z;χ
∗(σnk))−G/σnk − Z)2 +
2EZ(η1(G/σnk + Z;χ
∗(σnk))−G/σnk − Z).
Since η1(u;χ) = sign(u)(|u| − χ)+, we have the following three inequalities:
|η1(Z;χ∗(σnk))|2 ≤ |Z|2,
(η1(G/σnk + Z;χ
∗(σnk))−G/σnk − Z)2 ≤ (χ∗(σnk))2,
|Z(η1(G/σnk + Z;χ∗(σnk))−G/σnk − Z)| ≤ |Z|χ∗(σnk).
Furthermore, all the terms on the right hand side of the above inequalities
are integrable. Therefore we can apply the Dominated Convergence Theorem
(DCT) to obtain
lim
nk→∞
R(χ∗(σnk), σnk)
= lim
nk→∞
(1− )E(η1(Z;χ∗(σnk)))2 + E(η1(G/σnk + Z;χ∗(σnk))−G/σnk)2
= (1− )E(η1(Z; χ˜))2 + (1 + χ˜2).
Moreover, since χ∗(σnk) is the optimal threshold value for R(χ, σnk),
lim
nk→∞
R(χ∗(σnk), σnk) ≤ limnk→∞R(χ
∗∗, σnk) = (1−)E(η1(Z;χ∗∗))2+(1+(χ∗∗)2)
Combining the last two limiting results, we can conclude χ˜ = χ∗∗. Since
χ∗(σnk) is an arbitrary convergent subsequence, this implies that the se-
quence χ∗(σn) converges to χ∗∗ as well. This is true for any σn → 0, hence
χ∗(σ)→ χ∗∗, as σ → 0. limσ→0R(χ∗(σ), σ) can then be directly derived.
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6.3. Bounding the convergence rate of R(χ∗(σ), σ). In Section 6.2 we
have shown R(χ∗(σ), σ) → M1() as σ → 0. Our goal in this section is to
bound the difference R(χ∗(σ), σ)−M1(). For that purpose, we first bound
the convergence rate of χ∗(σ).
Lemma 4. Suppose P(|G| ≥ µ) = 1 with µ being a positive constant and
E|G|2 <∞, then as σ → 0
|χ∗(σ)− χ∗∗| = O(φ(−µ/σ + χ∗∗)),
where φ(·) is the density function of the standard normal.
Proof. Since χ∗(σ) minimizes R(χ, σ), we have ∂R(χ
∗(σ),σ)
∂χ = 0, which
gives the following expression for χ∗(σ):
χ∗(σ) =
2(1− )φ(χ∗) + Eφ(χ∗ −G/σ) + Eφ(χ∗ +G/σ)
2(1− ) ∫∞χ∗ φ(z)dz + E ∫∞χ∗−G/σ φ(z)dz + E ∫ −χ∗−G/σ−∞ φ(z)dz .
Letting σ go to zero on both sides in the above equation, we then obtain
χ∗∗ =
2(1− )φ(χ∗∗)
2(1− ) ∫∞χ∗∗ φ(z)dz +  ,
where we have applied Dominated Convergence Theorem (DCT). To bound
|χ∗(σ) − χ∗∗|, we first bound the convergence rate of the terms in the ex-
pression of χ∗(σ). A direct application of the mean value theorem leads to
φ(χ∗)− φ(χ∗∗) = (χ∗∗ − χ∗)χ˜φ(χ˜),(6.3) ∫ ∞
χ∗
φ(z)dz −
∫ ∞
χ∗∗
φ(z)dz = (χ∗∗ − χ∗)φ( ˜˜χ),(6.4)
with χ˜, ˜˜χ being two numbers between χ∗ and χ∗∗. We now consider the
other four terms. By the condition P(|G| ≥ µ) = 1, we can conclude that for
sufficiently small σ
Eφ(χ∗ −G/σ) ≤ Eφ(χ∗ − |G|/σ) ≤ φ(µ/σ − χ∗),(6.5)
Eφ(χ∗ +G/σ) ≤ Eφ(χ∗ − |G|/σ) ≤ φ(µ/σ − χ∗).(6.6)
Moreover, it is not hard to derive
1− E
∫ ∞
χ∗−G/σ
φ(z)dz − E
∫ −χ∗−G/σ
−∞
φ(z)dz(6.7)
=
∫ ∞
0
∫ χ∗−g/σ
−χ∗−g/σ
φ(z)dzdF (g) ≤
∫ χ∗−µ/σ
−χ∗−µ/σ
φ(z)dz ≤ 2χ∗φ(µ/σ − χ∗),
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where to obtain the last two inequalities we have used the condition P(|G| ≥
µ) = 1 and the fact χ∗ − µ/σ < 0 for σ small enough. We are now in the
position to bound |χ∗(σ)− χ∗∗|. Define the following notations:
e1 , E
∫ ∞
χ∗−G/σ
φ(z)dz + E
∫ −χ∗−G/σ
−∞
φ(z)dz − ,
e2 , Eφ(χ∗ −G/σ) + Eφ(χ∗ +G/σ),
S , 2(1− )φ(χ∗∗), T , 2(1− )
∫ ∞
χ∗∗
φ(z)dz + .
Using the new notations and Equations (6.3) and (6.4), we obtain
χ∗(σ) =
S + 2(1− )(χ∗∗ − χ∗)χ˜φ(χ˜) + e2
T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1
, χ∗∗ =
S
T
.
Hence we can do the following calculations:
χ∗(σ)− χ∗∗ = S + 2(1− )(χ
∗∗ − χ∗)χ˜φ(χ˜) + e2
T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1
− S
T
=
2(1− )(χ∗∗ − χ∗)χ˜φ(χ˜) + e2
T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1
−
S(2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1)
T (T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1)
=
2(1− )(χ∗∗ − χ∗)(χ˜φ(χ˜)− χ∗∗φ( ˜˜χ))
T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1
+
e2 − χ∗∗e1
T + 2(1− )(χ∗∗ − χ∗)φ( ˜˜χ) + e1
.(6.8)
From (6.8) we obtain
(χ∗(σ)− χ∗∗)
(
1 +
2(1− )(χ˜φ(χ˜)− χ∗∗φ( ˜˜χ))
T + 2(1− )(χ∗∗ − χ∗(σ))φ( ˜˜χ) + e1
)
(6.9)
=
e2 − χ∗∗e1
T + 2(1− )(χ∗∗ − χ∗(σ))φ( ˜˜χ) + e1
.
Note that in the above expression we have χ˜ → χ∗∗ and ˜˜χ → χ∗∗ since
χ∗(σ)→ χ∗∗. Therefore, we conclude that χ˜φ(χ˜)− χ∗∗φ( ˜˜χ)→ 0 and (χ∗∗ −
χ∗(σ))φ( ˜˜χ) → 0. Moreover, since (6.5), (6.6) and (6.7) together show both
e1 and e2 go to 0 exponentially fast, we conclude from (6.9) that (χ
∗(σ) −
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χ∗∗)/σ → 0. This enables us to proceed
lim
σ→0
|χ∗(σ)− χ∗∗|
φ(µ/σ − χ∗∗) = limσ→0
|χ∗(σ)− χ∗∗|
φ(µ/σ − χ∗)
(a)
= lim
σ→0
|e2 − χ∗∗e1|
Tφ(µ/σ − χ∗)
(b)
≤ lim
σ→0
2(1 + χ∗(σ)χ∗∗)φ(µ/σ − χ∗)
Tφ(µ/σ − χ∗) =
2(1 + (χ∗∗)2)
T
.
We have used (6.9) to obtain (a). We derived (b) by the following steps:
1. According to (6.7), |e1| ≤ 2χ∗φ(µ/σ − χ∗).
2. According to (6.5) and (6.6), |e2| ≤ 2φ(µ/σ − χ∗).
This completes the proof of Lemma 4.
The next step is to bound the convergence rate of R(χ∗(σ), σ) based on
the convergence rate of χ∗(σ) we have derived in Lemma 4.
Lemma 5. Suppose P(|G| ≥ µ) = 1 with µ being a positive constant and
E|G|2 <∞, then as σ → 0
|R(χ∗(σ), σ)−M1()| = O(φ(µ/σ − χ∗∗)),
where φ(·) is the density function of the standard normal.
Proof. We recall the two quantities:
M1() = (1− )E(η1(Z;χ∗∗))2 + (1 + (χ∗∗)2),(6.10)
R(χ∗(σ), σ) = (1− )E(η1(Z;χ∗))2 +
[1 + E(η1(G/σ + Z;χ∗)−G/σ − Z)2]
+2EZ(η1(G/σ + Z;χ∗)−G/σ − Z).(6.11)
We bound |R(χ∗(σ), σ) − M1()| by bounding the difference between the
corresponding terms in (6.11) and (6.10). From the proof of Lemma 4 we
know e1 < 0 and e2 > 0. Hence (6.9) implies χ
∗(σ) > χ∗∗ for small enough
σ. We start with
|E(η1(Z;χ∗))2 − E(η1(Z;χ∗∗))2|(6.12)
= |E(η1(Z;χ∗)− η1(Z;χ∗∗))(η1(Z;χ∗) + η1(Z;χ∗∗))|
≤ E[|χ∗ − χ∗∗ + χ∗I(|Z| ∈ (χ∗∗, χ∗))| · |η1(Z;χ∗) + η1(Z;χ∗∗)|]
(a)
≤ 2(χ∗ − χ∗∗) · E|Z|+ 2χ∗E[I(|Z| ∈ (χ∗∗, χ∗))|Z|]
≤ 2(χ∗ − χ∗∗) · E|Z|+ 4χ∗(χ∗ − χ∗∗)χ˜φ(χ˜) = O(φ(µ/σ − χ∗∗)),
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where we have used the fact |η1(u;χ)| ≤ |u| to obtain (a); χ˜ is a number
between χ∗(σ) and χ∗∗; and the last equality is due to Lemma 4. We next
bound the difference between E(η1(G/σ + Z;χ∗)−G/σ − Z)2 and (χ∗∗)2:
|(χ∗∗)2 − E(η1(G/σ + Z;χ∗)−G/σ − Z)2|(6.13)
≤ |(χ∗)2 − E(η1(G/σ + Z;χ∗)−G/σ − Z)2|+ |(χ∗∗)2 − (χ∗)2|.
To bound the two terms on the right hand side of (6.13), first note that
0 ≤ (χ∗)2 − E(η1(G/σ + Z;χ∗)−G/σ − Z)2
= E[I(|G/σ + Z| ≤ χ∗) · ((χ∗)2 − (G/σ + Z)2)]
≤ (χ∗)2
∫ ∞
0
∫ −g/σ+χ∗
−g/σ−χ∗
φ(z)dzdF (g)
(b)
≤ (χ∗)2
∫ −µ/σ+χ∗
−µ/σ−χ∗
φ(z)dz ≤ 2(χ∗)3φ(µ/σ − χ∗)
= O(φ(µ/σ − χ∗∗)),(6.14)
where (b) is due to the condition P(|G| ≥ µ) = 1, and the last equality holds
since (χ∗ − χ∗∗)/σ → 0 implied by Lemma 4. Furthermore, Lemma 4 yields
(χ∗)2 − (χ∗∗)2 = O(φ(µ/σ − χ∗∗)).(6.15)
Combining (6.13), (6.14), and (6.15), we obtain
(6.16) |(χ∗∗)2 − E(η1(G/σ + Z;χ∗)−G/σ − Z)2| = O(φ(µ/σ − χ∗∗)).
Regarding the remaining term in R(χ∗(σ), σ), we can derive
0 ≤ EZ(G/σ + Z − η1(G/σ + Z;χ∗))
(c)
= E(1− ∂1η1(G/σ + Z;χ∗))
= P(|G/σ + Z| ≤ χ∗) (d)= O(φ(µ/σ − χ∗∗)).(6.17)
We have employed Stein’s lemma (see Lemma 11 in the supplement) to
obtain (c). Equality (d) holds due to (6.7). Putting the results (6.12), (6.16),
and (6.17) together finishes the proof.
6.4. Deriving the expansion of AMSE(λ∗,1, 1, σw). In this section we uti-
lize the convergence rate result of R(χ∗(σ), σ) from Section 6.3 to derive the
expansion of AMSE(λ∗,1, 1, σw) in (3.6), and thus finish the proof of Theo-
rem 3.3. Towards that goal, we first prove a useful lemma.
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Lemma 6. Let σ¯ be the solution to the following equation:
(6.18) σ¯2 = σ2ω +
1
δ
min
χ≥0
EB,Z [(η1(B + σ¯Z;χ)−B)2].
Suppose δ > M1(), then
lim
σw→0
σ2w
σ¯2
=
δ −M1()
δ
.
Proof. We first claim that E(η1(α+Z;χ)−α)2 is an increasing function
of α, because
d
dα
E(η1(α+ Z;χ)− α)2 = 2E(αI(|α+ Z| ≤ χ)) ≥ 0.
Hence we obtain
E(η1(α+ Z;χ)− α)2 ≤ lim
α→∞E(η1(α+ Z;χ)− α)
2 = 1 + χ2.(6.19)
Inequality (6.19) then yields
R(χ, σ¯) = (1− )E(η1(Z;χ))2 + E(η1(G/σ¯ + Z;χ)−G/σ¯)2
≤ (1− )E(η1(Z;χ))2 + (1 + χ2).
Taking minimum over χ on both sides above gives us
R(χ∗(σ¯), σ¯) ≤M1().(6.20)
Moreover, since σ¯ is the solution of (6.18), it satisfies
σ¯2 = σ2w +
σ¯2
δ
R(χ∗(σ¯), σ¯).(6.21)
Combining (6.20) and (6.21) with the condition δ > M1(), we have
σ¯2 ≤ σ
2
w
1−M1()/δ ,
which leads to σ¯ → 0, as σw → 0. Then applying Lemma 3 shows
lim
σw→0
R(χ∗(σ¯), σ¯) = lim
σ¯→0
R(χ∗(σ¯), σ¯) = M1().
Diving both sides of (6.21) by σ¯2 and letting σw → 0 finishes the proof.
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To complete the proof of Theorem 3.3, first note that Corollary 1 tells us
AMSE(λ∗,1, 1, σw) = σ¯2R(χ∗(σ¯), σ¯), σ2w = σ¯
2 − σ¯
2
δ
R(χ∗(σ¯), σ¯).
We then have
AMSE(λ∗,1, 1, σw)− δM1()
δ −M1()σ
2
w(6.22)
= σ¯2R(χ∗(σ¯), σ¯)− δM1()
δ −M1() ·
[
σ¯2 − σ¯
2
δ
R(χ∗(σ¯), σ¯)
]
=
δ(R(χ∗(σ¯), σ¯)−M1())
δ −M1() σ¯
2 (a)= O(σ¯2φ(µ/σ¯ − χ∗∗)),
where (a) is due to Lemma 5. Finally, since limσw→0
σ2w
σ¯2
= δ−M1()δ according
to Lemma 6, it is not hard to see
O(σ¯2φ(µ/σ¯ − χ∗∗)) = o(φ(µ¯/σ¯)) = o
(
φ
(√δ −M1()
δ
µ˜
σw
))
,(6.23)
where µ¯ and µ˜ are any constants satisfying 0 ≤ µ˜ < µ¯ < µ. Results (6.22)
and (6.23) together close the proof of Theorem 3.3.
Remark: (6.20) and (6.22) together imply that the second dominant term
of AMSE(λ∗,1, 1, σw) is in fact negative.
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Supplementary material
APPENDIX A: ORGANIZATION
This supplement contains simulations and all the proof of lemmas and
theorems that have not been covered in the main text. We outline the struc-
ture of the supplement to help readers find the materials they are interested
in. The organization is as follows:
1. Appendix B contains additional simulation results. These numerical
experiments evaluate the accuracy of AMSE(λ∗,q, q, σw) as an asymp-
totic prediction for finite-sample mean square error (MSE). Along this
line, the convergence rate of MSE is empirically verified.
2. Appendix C covers several important properties of the proximal opera-
tor function ηq(u;χ). These properties will later be used in our proofs.
It includes Lemmas 7, 8, 9, 10 and their proofs.
3. Appendix D proves Lemma 2 from the main text. This lemma is con-
cerned with the uniquesness of the solution of (2.2) and (2.3). Lemmas
7, 8, 9, 10 from Appendix C are extensively used here.
4. Appendix E proves Corollary 1 in the main text. This corollary charac-
terizes AMSE when the regularization parameter λ is optimally tuned.
This appendix uses Lemma 12 from Appendix D.
5. Appendix F includes the proof of Theorem 3.1, one of the main re-
sults in this paper. The theorem derives the second order expansion of
AMSE(λ∗,q, q, σw) for q ∈ (1, 2]. We recommend interested readers to
read the proof in Section 6 before Appendix F.
6. Appendix G contains the proof of Theorem 3.2. This theorem identifies
the necessary condition for successful recovery with q ∈ (1, 2]. Phase
transition is implied by this theorem together with Theorem 3.1.
7. Appendix H proves Theorem 3.4. The proof of this theorem is along
the same lines as the proof of Theorem 3.3 presented in Section 6 of the
main text. We suggest the reader to study Section 6 before studying
this section.
8. Appendix I proves Theorem 3.5. The proof is essentially the same as
the proof of Theorem 3.2. Since we do not repeat the detailed argu-
ments, readers may want to study Appendix G first.
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9. Appendix J includes the proof of Theorem 2.1. Though Theorem 2.1
lays the first step towards analyzing the AMSE, we postpone the proof
to the end of the supplement. That is because the focus of this paper
is on the second order dominant term of AMSE and we do not want to
move the proof of this theorem ahead to potentially digress from the
highlights. Moreover, since the key ideas of this proof are similar to
those of [13], we will not detail out the entire proof and rather describe
several key steps. Note that in this proof we will use some results we
have developed in Appendices C and D.
APPENDIX B: ADDITIONAL NUMERICAL RESULTS
This section contains additional numerical studies to examine the relation
between AMSE and its finite-sample version. Throughout the simulations,
we fix the sparsity level  = 0.4 and the distribution of G to g(b) = 0.5δ1(b)+
0.5δ−1(b). We also let the elements of X be i.i.d from N(0, 1/n), and the
noise wi
i.i.d∼ N(0, σ2w). The other parameters of our problem instances are
set in the following way:
1. δ takes values in {1.5, 3, 5}
2. p takes any value in {20, 50, 200, 400}
3. q is chosen to be one of {1, 1.5, 1.8, 2}
4. σw ranges over [0, 0.15]
Given the values of ,G, δ, σw and q, we compute AMSE(λ∗,q, q, σw) accord-
ing to the formulas in Corollary 1 from the main text. We also generate sam-
ples from linear models by setting n = δp, {βi}pi=1 i.i.d∼ (1−)δ0+G. We then
calculate the finite-sample MSE (under optimal tuning): infλ≥0 ‖βˆ(λ, q) −
β‖22/p. The same experiment is repeated 200 times. For completeness, we
have included the first-order and second-order expansions of AMSE. The re-
sults are shown in Figures 7-15. We summarize our observations and findings
below.
• Figures 7-9 are about the case δ = 5. Figure 7 shows that the averaged
MSE is well matched with AMSE even when p is around 200 or 400.
This is true for different values of q as σw varies over [0, 0.15]. Even
for p = 20, the averaged MSE is already quite close to AMSE when
σw < 0.075. As confirmed by the simulations of Section 5 in the main
text, we see again that the first-order approximation for LASSO is very
accurate, and so is the second-order approximation for other values of
q.
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• Figure 8 draws the standard deviation of MSE against σ2w over the
range [0, 0.152]. The plots with different values of q and p all indicate
that the standard deviation scales linearly with the noise variance
σ2w. Intuitively speaking, due to the quadratic form of MSE, its linear
scaling with σ2w is somewhat expected.
• In Figure 9, we multiply the standard deviation (SD) by √p/20 and
plot the adjusted SD against σ2w. Interestingly, all the adjusted SD’s
(with the same value of q) are aligned around the same straight line.
It implies that the scaling of SD on the dimension p is 1/
√
p, and the
convergence rate of MSE is
√
n (recall n = δp). We leave a rigorous
proof of this empirical result for future research.
• Figures 10-12 are concerned with the case δ = 3. Compared with
Figures 7-9, it is seen that the observations we have made for δ = 5
still hold in δ = 3. We hence do not repeat the details.
• Figures 13-15 are for the scenario δ = 1.5. As the value of δ is decreased
to 1.5, the main messages we reveal in the case δ = 5 carry over. But
some details may change. For instance, only when p = 400 the differ-
ence between the averaged MSE and AMSE is negligible throughout
all the values of q and σw. Also, the linear pattern between SD (or
adjusted SD) and σ2w is less significant than when δ = 5. Given that
for a fixed p smaller values of δ lead to smaller number of observations
(and hence less number of random elements in the design matrix),
these changes should not come as a surprise. In the language of statis-
tical physics, since the the number of random elements in the system
decreases self averaging has not happened yet.
APPENDIX C: PRELIMINARIES ON ηq(u;χ)
This section is devoted to the properties of ηq(u;χ) defined as
ηq(u;χ) , arg min
z
1
2
(u− z)2 + χ|z|q.
We start with some basic properties of these functions. Since the explicit
forms of ηq(u;χ) for q = 1 and 2 are known: η1(u;χ) = (|u|−χ)sign(u)I(|u| >
χ), η2(u;χ) =
u
1+2χ , we focus our study on the case 1 < q < 2.
Lemma 7. ηq(u;χ) satisfies the following properties:
(i) u− ηq(u;χ) = χqsign(u)|ηq(u;χ)|q−1.
(ii) |ηq(u;χ)| ≤ |u|.
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Fig 7. Plots of actual AMSE, its approximations, and finite-sample MSE. The MSE is
averaged over 200 times. The setup is δ = 5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
(iii) limχ→0 ηq(u;χ) = u and limχ→∞ ηq(u;χ) = 0.
(iv) ηq(−u;χ) = −ηq(u;χ).
(v) For α > 0, we have ηq(αu;α
2−qχ) = αηq(u;χ).
(vi) |ηq(u;χ)− ηq(u˜, χ)| ≤ |u− u˜|.
Proof. To prove (i), we should take the derivative of 12(u − z)2 + χ|z|q
and set it to zero. Proofs of parts (ii), (iii) and (iv) are straightforward and
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Fig 8. Plots of the standard deviation of finite-sample MSE. The same experiment is
repeated 200 times. The setup is δ = 5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
are hence skipped. To prove (v), note that
ηq(αu;α
2−qχ) = arg min
z
1
2
(αu− z)2 + χα2−q|z|q
= arg min
z
α2
2
(u− z/α)2 + χα2|z/α|q
= α arg min
z˜
1
2
(u− z˜)2 + χ|z˜|q = αηq(u;χ).(C.1)
(vi) is a standard property of proximal operators of convex functions [47].
In many proofs, we will be dealing with derivatives of ηq(u;χ). For no-
tational simplicity, we may use ∂1ηq(u;χ), ∂
2
1ηq(u;χ), ∂2ηq(u;χ), ∂
2
2ηq(u;χ)
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Fig 9. Plots of the adjusted standard deviation of finite-sample MSE. The same experiment
is repeated 200 times. The setup is δ = 5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
to represent
∂ηq(u,χ)
∂u ,
∂2ηq(u,χ)
∂u2
,
∂ηq(u,χ)
∂χ ,
∂2ηq(u,χ)
∂χ2
, respectively. Our next two
lemmas are concerned with differentiability of ηq(u;χ) and its derivatives.
Lemma 8. For every 1 < q < 2, ηq(u;χ) is a differentiable function of
(u, χ) for u ∈ R and χ > 0 with continuous partial derivatives. Moreover,
∂2ηq(u;χ) is differentiable with respect to u, for any given χ > 0.
Proof. We start with the case u0, χ0 > 0. The goal is to prove that
ηq(u;χ) is differentiable at (u0, χ0). Since u0 > 0, ηq(u0;χ0) will be positive.
Then Lemma 7 part (i) shows ηq(u0;χ0) must satisfy
(C.2) ηq(u0;χ0) + χ0qη
q−1
q (u0;χ0) = u0.
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Fig 10. Plots of actual AMSE, its approximations, and finite-sample MSE. The MSE is
averaged over 200 times. The setup is δ = 3,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
Define the function F (u, χ, v) = u−v−χqvq−1. Equation (C.2) says F (u, χ, v)
is equal to zero at (u0, χ0, ηq(u0;χ0)). It is straightforward to confirm that
the derivative of F (u, χ, v) with respect to v is nonzero at (u0, χ0, ηq(u0;χ0)).
By implicit function theorem, we can conclude ηq(u;χ) is differentiable at
(u0, χ0). Lemma 7 part (iv) implies that the same result holds when u0 < 0.
We now focus on the point (0, χ0). Since ηq(0, χ0) = 0, we obtain
∂1ηq(0;χ0) = lim
u→0
|ηq(u;χ0)|
|u| ≤ limu→0
|u|1/(q−1)
(χ0q)1/(q−1)|u|
= 0.
where the last inequality comes from (C.2). It is straightforward to see that
the partial derivative of ηq(u;χ) with respect to χ at (0, χ0) exists and
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Fig 11. Plots of the standard deviation of finite-sample MSE. The same experiment is
repeated 200 times. The setup is δ = 3,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
is equal to zero as well. So far we have proved that ηq(u, χ) has partial
derivatives with respect to both u and χ for every u ∈ R, χ > 0. We next
show the partial derivatives are continuous. For u 6= 0, the result comes
directly from the implicit function theorem, because F (u, χ, v) is a smooth
function when v 6= 0. We now turn to the proof when u = 0. By taking
derivative with respect to u on both sides of (C.2), we obtain
∂1ηq(u;χ) + χq(q − 1)ηq−2q (u;χ)∂1ηq(u;χ) = 1,(C.3)
for any u, χ > 0. Moreover, it is clear from (C.2) that ηq(u;χ) → 0, as
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Fig 12. Plots of the adjusted standard deviation of finite-sample MSE. The same experi-
ment is repeated 200 times. The setup is δ = 3,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
(u, χ)→ (0+, χ0). This fact combined with (C.3) yields
lim
(u,χ)→(0+,χ0)
∂1ηq(u;χ) = lim
(u,χ)→(0+,χ0)
1
1 + χq(q − 1)ηq−2q (u;χ)
= 0.
Since ∂1ηq(u;χ) = ∂1ηq(−u;χ) implied by Lemma 7 part (iv), we conclude
lim
(u,χ)→(0,χ0)
∂1ηq(u;χ) = 0.
The same approach can prove that the partial derivative ∂2ηq(u;χ) is con-
tinuous at (0, χ0). For simplicity we do not repeat the arguments.
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Fig 13. Plots of actual AMSE, its approximations, and finite-sample MSE. The MSE is
averaged over 200 times. The setup is δ = 1.5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
We now prove the second part of the lemma. Because F (u, χ, v) is in-
finitely many times differentiable in any open set with v 6= 0, implicit func-
tion theorem further implies ∂2ηq(u;χ) is differentiable at any u 6= 0. The
rest of the proof is to show its differentiability at u = 0. This follows by
noting ∂2ηq(0;χ) = 0, and
lim
u→0
∂2ηq(u;χ)
u
(a)
= lim
u→0
−q|ηq(u;χ)|q−1
|u|(1 + χq(q − 1)|ηq(u;χ)|q−2)
= lim
u→0
−(|u| − |ηq(u;χ)|)
χ|u|(1 + χq(q − 1)|ηq(u;χ)|q−2) = 0,
where (a) is by taking derivative with respect to χ on both sides of (C.2),
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Fig 14. Plots of the standard deviation of finite-sample MSE. The same experiment is
repeated 200 times. The setup is δ = 1.5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
and the last two equalities above are due to Lemma 7 part (i) and (iii).
Lemma 9. Consider a given χ > 0, then for every 1 < q < 3/2,
∂1ηq(u;χ) is a differentiable function of u for u ∈ R with continuous deriva-
tive; for q = 3/2, it is a weakly differentiable function of u; for 3/2 < q < 2,
∂1ηq(u;χ) is differentiable at u 6= 0, but is not differentiable at zero.
Proof. As is clear from the proof of Lemma 8, the implicit function
theorem guarantees that ∂1ηq(u;χ) is differentiable at u 6= 0 with continuous
derivative for 1 < q < 2. Hence we will be focused on u = 0. In the proof of
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Fig 15. Plots of the adjusted standard deviation of finite-sample MSE. The same experi-
ment is repeated 200 times. The setup is δ = 1.5,  = 0.4, g(b) = 0.5δ1(b) + 0.5δ−1(b).
Lemma 8, we have derived
(C.4) ∂1ηq(u;χ) =
1
1 + χq(q − 1)|ηq(u;χ)|q−2 , for u 6= 0,
and ∂1ηq(0;χ) = 0. We thus know
∂21ηq(0;χ) = lim
u→0
1
u+ χq(q − 1)u|ηq(u;χ)|q−2 .(C.5)
Moreover, Lemma 7 part (i) implies
lim
u→0
u
χq|ηq(u;χ)|q−1sign(u) = 1 + limu→0
|ηq(u;χ)|2−q
χq
= 1.(C.6)
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For 1 < q < 3/2, (C.5) and (C.6) together give us
∂21ηq(0;χ) = lim
u→0
1
u+ χq(q − 1)u(|u|/(χq)) q−2q−1
= 0.
We can also calculate the limit of ∂21ηq(u;χ) (this second derivative can be
obtained from (C.4)) as follows.
lim
u→0
∂21ηq(u;χ) = lim
u→0
−χq(q − 1)(q − 2)|ηq(u;χ)|q−3sign(u)
(1 + χq(q − 1)|ηq(u;χ)|q−2)3 = 0.
Therefore, ∂1ηq(u;χ) is continuously differentiable on (−∞,+∞) for 1 <
q < 3/2. Regarding 3/2 < q < 2, Similar calculations yield
lim
u→0+
∂21ηq(0;χ) = +∞, lim
u→0−
∂21ηq(0;χ) = −∞.
Finally to prove the weak differentiability for q = 3/2, we show ∂1ηq(u;χ)
is a Lipschitz continuous function on (−∞,+∞). Note that for u 6= 0,
|∂21ηq(u;χ)| =
χq(q − 1)(2− q)|ηq(u;χ)|q−3
(1 + χq(q − 1)|ηq(u;χ)|q−2)3 ≤
8
9χ2
,
and ∂21ηq(0
+;χ) = −∂21(0−;χ) = 89χ2 . Mean value theorem leads to
|∂1ηq(u;χ)− ∂1ηq(u˜;χ)| ≤ 8
9χ2
|u− u˜|, for uu˜ ≥ 0.
When uu˜ < 0, we can have
|∂1ηq(u;χ)− ∂1ηq(u˜;χ)| = |∂1ηq(u;χ)− ∂1ηq(−u˜;χ)|
≤ 8
9χ2
|u+ u˜| ≤ 8
9χ2
|u− u˜|.
This completes the proof of the lemma.
The last lemma in this section presents some additional properties regard-
ing the derivatives of ηq(u;χ).
Lemma 10. The derivatives of ηq(u;χ) satisfy the following properties:
(i) ∂1ηq(u;χ) =
1
1+χq(q−1)|ηq(u;χ)|q−2 .
(ii) ∂2ηq(u;χ) =
−q|ηq(u;χ)|q−1sign(u)
1+χq(q−1)|ηq(u;χ)|q−2 .
(iii) 0 ≤ ∂1ηq(u;χ) ≤ 1.
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(iv) For u > 0, ∂21ηq(u;χ) > 0.
(v) |ηq(u;χ)| is a decreasing function of χ.
(vi) limχ→∞ ∂1ηq(u;χ) = 0.
Proof. Parts (i) (ii) have been derived in the proof of Lemma 8. Part
(iii) is a simple conclusion of part (i). Part (iv) is clear from the proof of
Lemma 9. Part (v) is a simple application of part (ii). Finally, part (vi) is
an application of part(i) of Lemma 10 and part (iii) of Lemma 7.
APPENDIX D: PROOF OF LEMMA 2
D.1. Roadmap. The goal of this section is to show that Equations
(2.2) and (2.3) (rewritten below) have a unique solution (σ¯, χ¯):
σ¯2 = σ2ω +
1
δ
EB,Z [(ηq(B + σ¯Z; χ¯σ¯2−q)−B)2],
λ = χ¯σ¯2−q
(
1− 1
δ
EB,Z [η′q(B + σ¯Z; χ¯σ¯2−q)]
)
.
Towards the goal we pursue the following two main steps:
1. We show the existence of the solution in Section D.2. In order to do
that, we first study the solution of Equation (2.2), and demonstrate
that for any χ ∈ (χmin,∞) (χmin is a constant we will clarify later),
there exists a unique σχ such that (σχ, χ) satisfies (2.2). The proof will
be presented in Section D.2.1. We then show that by varying χ over
(χmin,∞), the range of the value of the following term
χσχ
2−q(1− 1
δ
EB,Z [η′q(B + σχZ;χσ2−qχ )]
)
covers the number λ from Equation (2.3). That means Equations (2.2)
and (2.3) share at least one common solution pair (σχ, χ). We detail
out the proof in Section D.2.2.
2. We prove the uniqueness of the solution in Section D.3. The key idea
is to apply Theorem 2.1 to evaluate the asymptotic loss of the LQLS
estimates under two different pseudo-Lipschitz functions. These two
quantities determine the uniqueness of both σχ and χ in the common
solution pair (σχ, χ). Note that we have denoted this unique pair by
(σ¯, χ¯).
Before we start the details of the proof, we present Stein’s lemma [48]
that will be used several times in this paper.
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Lemma 11. Let g : R → R denote a weakly differentiable function. If
Z ∼ N(0, 1) and E|g′(Z)| <∞, we have
E(Zg(Z)) = E(g′(Z)),
where g′ denotes the weak-derivative of g.
D.2. Proving the existence of the solution of (2.2) and (2.3).
D.2.1. Studying the solution of (2.2). We first define a function that is
closely related to Equation (2.2):
(D.1) Rq(χ, σ) , EB,Z [ηq(B/σ + Z;χ)−B/σ]2.
Note that we have used the same definition for LASSO in Section 6. Here we
adopt a general notation Rq(χ, σ) to represent the function defined above
for any q ∈ [1, 2].
Lemma 12. For 1 ≤ q ≤ 2, Rq(χ, σ) is a decreasing function of σ > 0.
Proof. We consider four different cases: (i) q = 1, (ii) q = 2, (iii) 1 <
q ≤ 3/2, (iv) 3/2 < q < 2.
(i) q = 1: Since R1(χ, σ) is a differentiable function of σ, we will prove
this case by showing that ∂R1(χ,σ)∂σ < 0. We have
∂R1(χ, σ)
∂σ
= − 2
σ2
E [B(I(|B/σ + Z| > χ)− 1)(η1(B/σ + Z;χ)−B/σ)]
= − 2
σ2
E
[
I(|B/σ + Z| ≤ χ)(B2/σ)] < 0.
The first equality above is due to Dominated Convergence Theorem.
(ii) q = 2: Since η2(u;χ) =
u
1+2χ , we have
∂R2(χ, σ)
∂σ
= − 8χ
2E|B|2
(1 + 2χ)2σ3
< 0.
(iii) 1 < q ≤ 3/2: The strategy for this case is similar to that of the last
two cases. We show that the derivative
∂Rq(χ,σ)
∂σ < 0.
∂Rq(χ, σ)
∂σ
(a)
= 2E
[
(ηq(B/σ + Z;χ)−B/σ)(∂1ηq(B/σ + Z;χ)− 1)(−B/σ2)
]
= 2E
[
(ηq(B/σ + Z;χ)−B/σ − Z)(∂1ηq(B/σ + Z;χ)− 1)(−B/σ2)
]
+2E
[
Z(∂1ηq(B/σ + Z;χ)− 1)(−B/σ2)
]
.(D.2)
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To obtain Equality (a), we have used Dominated Convergence Theo-
rem (DCT); We employed Lemma 7 part (vi) to confirm the conditions
of DCT. Our goal is to show that the two terms in (D.2) are both neg-
ative. Regarding the first term, we first evaluate it by conditioning on
B = b for a given constant b > 0 (note that B and Z are independent):
EZ [(ηq(b/σ + Z;χ)− b/σ − Z)(∂1ηq(b/σ + Z;χ)− 1)]
(b)
=
∫ +∞
−∞
(ηq(z;χ)− z)(∂1ηq(z;χ)− 1)φ(z − b/σ)dz
=
∫ ∞
0
(ηq(z;χ)− z)(∂1ηq(z;χ)− 1)φ(z − b/σ)dz +∫ 0
−∞
(ηq(z;χ)− z)(∂1ηq(z;χ)− 1)φ(z − b/σ)dz
(c)
=
∫ ∞
0
(ηq(z;χ)− z)(∂1ηq(z;χ)− 1)(φ(z − b/σ)− φ(z + b/σ))dz
(d)
> 0,
where φ(·) is the density function of standard normal; (b) is obtained
by a change of variables; (c) is due to the fact ∂1ηq(−z;χ) = ∂1ηq(z;χ)
implied by Lemma 7 part (iv); (d) is based on the following arguments:
According to Lemmas 7 part (ii) and Lemma 10 part (iii), ηq(z;χ) < z
and ∂1ηq(z;χ) < 1 for z > 0. Moreover, φ(z − b/σ) − φ(z + b/σ) > 0
for z, b/σ > 0. Hence we have
EZ
[
(ηq(b/σ + Z;χ)− b/σ − Z)(∂1ηq(b/σ + Z;χ)− 1)(−b/σ2)
]
< 0.
Similarly we can show the above inequality holds for b < 0. It is clear
that the term on the left hand side equals zero when b = 0. Thus we
have proved the first term in (D.2) is negative. Now we should discuss
the second term. Again we condition on B = b for a given b > 0:
EZ [Z(∂1ηq(b/σ + Z;χ)− 1)] (e)= E(∂21ηq(b/σ + Z;χ))
=
∫ ∞
0
[∂21ηq(z;χ)(φ(z − b/σ)− φ(z + b/σ))]dz > 0.(D.3)
Equality (e) is the result of Stein’s lemma, i.e. Lemma 11. Note that the
weak differentiability condition required in Stein’s lemma is guaranteed
by Lemma 9. To obtain the last inequality, we have used Lemma 10
part (iv) and the fact that φ(z − b/σ)− φ(z + b/σ) > 0 for z, b/σ > 0.
Hence we obtain that
EZ
[
Z(∂1ηq(b/σ + Z; τ)− 1)(−b/σ2)
]
< 0.
HIGHER ORDER ANALYSIS OF REGULARIZATION TECHNIQUES 49
The same approach would work for b < 0, and clearly the left hand side
term of the above inequality equals zero for b = 0. We can therefore
conclude the second term in (D.2) is negative as well.
(iv) 3/2 < q < 2: The proof of this case is similar to the last one. The only
difference is that the proof steps we presented in (D.3) may not work,
due to the non-differentiability of ∂1ηq(u;χ) for q > 3/2 as shown in
Lemma 9. Our goal here is to use an alternative approach to prove:
EZ [Z(∂1ηq(b/σ + Z;χ)− 1)] > 0 for b > 0. We have
EZ [Z(∂1ηq(b/σ + Z;χ)− 1)] =
∫ ∞
−∞
z(∂1ηq(b/σ + z;χ)− 1)φ(z)dz
=
∫ ∞
0
z(∂1ηq(b/σ + z;χ)− ∂1ηq(b/σ − z;χ))φ(z)dz
=
∫ ∞
0
z(∂1ηq(|b/σ + z|;χ)− ∂1ηq(|b/σ − z|;χ))φ(z)dz,(D.4)
where the last equality is due to the fact ∂1ηq(u;χ) = ∂1ηq(|u|;χ) for
any u ∈ R. Since |b/σ − z| < |b/σ + z| for z, b/σ > 0 and according to
Lemma 10 part (iv), we obtain
∂1ηq(|b/σ + z|;χ)− ∂1ηq(|b/σ − z|;χ) > 0.(D.5)
Combining (D.4) and (D.5) completes the proof.
Lemma 12 paves our way in the study of the solution of (2.2). Define
χmin = inf
{
χ ≥ 0 : 1
δ
E(η2q (Z;χ)) ≤ 1
}
,(D.6)
where Z ∼ N(0, 1). The following corollary is a conclusion from Lemma 12.
Corollary 2. For a given 1 ≤ q ≤ 2, Equation (2.2):
σ2 = σ2ω +
1
δ
EB,Z [(ηq(B + σZ;χσ2−q)−B)2], σw > 0
has a unique solution σ = σχ for any χ ∈ (χmin,∞), and does not have any
solution if χ ∈ (0, χmin).
Proof. First note that since σw > 0, σ = 0 is not a solution of (2.2).
Hence we can equivalently write Equation (2.2) in the following form:
1 =
σ2w
σ2
+
1
δ
Rq(χ, σ) , F (σ, χ).(D.7)
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According to Lemma 12, F (σ, χ) is a strictly decreasing function of σ over
(0,∞). We also know that F (σ, χ) is a continuous function of σ from the
proof of Lemma 12. Moreover, it is straightforward to confirm that
lim
σ→0
F (σ, χ) =∞, lim
σ→∞F (σ, χ) =
1
δ
E(η2q (Z;χ)).(D.8)
Thus Equation (2.2) has a solution (the uniqueness is automatically guaran-
teed by the monotonicity of F (σ, χ)) if and only if 1δE(η
2
q (Z;χ)) < 1. Recall
the definition of χmin given in (D.6). Since E(η2q (Z;χ)) is a strictly decreas-
ing and continuous function of χ, 1δE(η
2
q (Z;χ)) < 1 holds if χ ∈ (χmin,∞)
and fails when χ ∈ (0, χmin).
D.2.2. Studying the common solution of (2.2) and (2.3). Corollary 2
from Section D.2.1 characterizes the existence and uniqueness of solution
for Equation (2.2). Our next goal is to prove that (2.2) and (2.3) share at
least one common solution. Our strategy is: among all the pairs (σχ, χ) that
satisfy (2.2), we show that at least one of them satisfies (2.3). We do this in
the next few lemmas.
Lemma 13. Let δ < 1. For each value of χ ∈ (χmin,∞), define σχ as
the value of σ that satisfies (2.2). Then,
lim
χ→∞χσ
2−q
χ
(
1− 1
δ
E[∂1ηq(B + σχZ;χσ2−qχ )]
)
= ∞,(D.9)
lim
χ→χ+min
χσ2−qχ
(
1− 1
δ
E[∂1ηq(B + σχZ;χσ2−qχ )]
)
= −∞.
Proof. We first show that
lim
χ→∞σ
2
χ = σ
2
w +
E|B|2
δ
, lim
χ→χ+min
σχ =∞.(D.10)
For the first part, we only need to show σ2χk → σ2w+
E|B|2
δ for any sequence
χk →∞. For that purpose, we first prove σχ = O(1). Otherwise, there exists
a sequence χn →∞ such that σχn →∞. Because
(ηq(B/σχn + Z;χn)−B/σχn)2 ≤ 2(B/σχn + Z)2 + 2B2/σ2χn ≤ 6B2 + 4Z2
for large enough n, we can apply Dominated Convergence Theorem (DCT)
to conclude
lim
n→∞Rq(χn, σχn) = E limn→∞[ηq(B/σχn + Z;χn)−B/σχn ]
2 = 0.
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On the other hand, since the pair (σχn , χn) satisfies (2.2) we obtain
lim
n→∞Rq(χn, σχn) = limn→∞ δ
(
1− σ
2
w
σ2χn
)
= δ.
This is a contradiction. We next consider any convergent subsequence {σχkn}
of {σχk}. The facts σxk ≥ σw and σχk = O(1) imply σχkn → σ∗ ∈ (0,∞).
Moreover, since
(ηq(B + σχknZ;χknσ
2−q
χkn
)−B)2 ≤ 6B2 + 5(σ∗)2Z2,
when n is large enough. We can apply DCT to obtain,
(σ∗)2 = lim
n→∞σ
2
χkn
= σ2w+
1
δ
E lim
n→∞(ηq(B+σχknZ;χknσ
2−q
χkn
)−B)2 = σ2w+
EB2
δ
.
Thus, we have showed any convergent subsequence of {σ2χk} converges to
the same limit σ2w+
EB2
δ . Hence the sequence converges to that limit as well.
Regarding the second part in (D.10), if it is not the case, then there exists
a sequence χn → χ+min such that σχn = O(1). Equation (D.7) shows,
1 =
σ2w
σ2χn
+
1
δ
Rq(χn, σχn)
(a)
≥ σ
2
w
σ2χn
+
1
δ
Rq(χn,∞) = σ
2
w
σ2χn
+
1
δ
E(η2q (Z;χn)),
where (a) is due to Lemma 12. From the definition of χmin in (D.6), it is clear
that 1δE(η
2
q (Z;χmin)) = 1 when δ < 1. Hence letting n → ∞ on the both
sides of the above inequaitiy leads to 1 ≥ Ω(1) + 1, which is a contradiction.
We are in position to derive the two limiting results in (D.9). To obtain
the first one, note that σ2χ → σ2w + E|B|
2
δ , as χ → ∞. Therefore, Lemma 10
part (vi) combined with DCT gives us
lim
χ→∞E∂1ηq(B + σχZ;χσ
2−q
χ ) = 0.
The first result of (D.9) can then be trivially derived. Regarding the second
result, we have showed that as χ→ χ+min, σχ →∞. We also have
E∂1ηq(B + σχZ;χσ2−qχ )
(b)
=
1
σχ
E(Zηq(B + σχZ;χσ2−qχ ))
(c)
= E(Zηq(B/σχ + Z;χ)),
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where (b) holds by Lemma 11 and (c) is due to Lemma 7 part (v). Hence
lim
χ→χ+min
E∂1ηq(B + σχZ;χσ2−qχ )
= lim
χ→χ+min
E(Zηq(B/σχ + Z;χ)) = E(Zηq(Z;χmin))
(d)
= E(η2q (Z;χmin)) + χminqE(|ηq(Z;χmin)|q)
= δ + χminqE(|ηq(Z;χmin)|q),
where (d) is the result of Lemma 7 part (i). We thus obtain
(D.11) lim
χ→χ+min
(
1− 1
δ
E∂1ηq(B + σχZ;χσ2−qχ )
)
= −1
δ
χminqE|ηq(Z;χmin)|q.
Combining (D.11) and the fact that χmin > 0, σχ →∞ finishes the proof.
Lemma 14. Let δ ≥ 1. For each value of χ ∈ (χmin,∞), define σχ as
the value of σ that satisfies (2.2). Then,
lim
χ→∞χσ
2−q
χ
(
1− 1
δ
E[∂1ηq(B + σχZ;χσ2−qχ )]
)
= ∞,(D.12)
lim
χ→χ+min
χσ2−qχ
(
1− 1
δ
E[∂1ηq(B + σχZ;χσ2−qχ )]
)
= 0.
Proof. The exactly same arguments presented in the proof of Lemma
13 can be applied to prove the first result in (D.12). We now focus on the
proof of the second one. Since E|∂1ηq(B + σχZ;χσ2−qχ )| ≤ 1, our goal will
be to show χσ2−qχ = o(1), as χ→ 0+ (note that χmin = 0 when δ ≥ 1).
We first consider the case δ > 1. To prove χσ2−qχ = o(1), it is sufficient
to show σχ = O(1). Suppose this is not true, then there exists a sequence
χn → 0 such that σχn →∞. Recall that (χn, σχn) satisfies (2.2):
σ2χn = σ
2
w +
1
δ
E(ηq(B + σχnZ;χnσ2−qχn )−B)2.(D.13)
Dividing both sides of the above equation by σ2χn and letting n→∞ yields
1 = 1δ < 1, which is a contradiction.
Regarding the case δ = 1, we first claim that σχ →∞, as χ→ 0. Other-
wise, there exists a sequence χn → 0 such that σχn → σ∗ ∈ (0,∞). However,
taking the limit n→∞ on both sides of (D.13) gives us (σ∗)2 = σ2w + (σ∗)2
where contradiction arises. Hence, if we can show χσ2χ = O(1), then χσ
2−q
χ =
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o(1) will be proved. Starting from (D.13) (replacing χn by χ) with δ = 1,
we can have for q ∈ (1, 2]
0 = σ2w + σ
2
χE(ηq(B/σχ + Z;χ)−B/σχ − Z)2 +
2σ2χEZ(ηq(B/σχ + Z;χ)−B/σχ − Z)
(a)
= σ2w + χσ
2
χ · E(χq2|ηq(B/σχ + Z;χ)|2q−2)︸ ︷︷ ︸
A
+
χσ2χ · E
−2q(q − 1)|ηq(B/σχ + Z;χ)|q−2
1 + χq(q − 1)|ηq(B/σχ + Z;χ)|q−2︸ ︷︷ ︸
B
,
where to obtain (a) we have used Lemma 7 part (i), Lemma 10 part (i) and
Lemma 11. Therefore we obtain
χσ2χ = −σ2w · (A+B)−1.(D.14)
Because σχ →∞ as χ→ 0, it is easily seen that
lim
χ→0+
A = 0, lim inf
χ→0+
|B| ≥ 2q(q − 1)E|Z|q−2.(D.15)
Combining results (D.14) and (D.15) we can conclude that χσ2χ = O(1).
Finally for the case q = 1, we do similar calculations and have
|A| = 1
χ
E(ηq(B/σχ + Z;χ)−B/σχ − Z)2 ≤ χ→ 0,
|B| = 2
χ
P (|B/σχ + Z| ≤ χ)→ 4√
2pi
.
This completes the proof.
According to the results presented in Lemmas 13 and 14, if the function
χσ2−qχ
(
1 − 1δE[∂1ηq(B + σχZ;χσ2−qχ )]
)
, is continuous with respect to χ ∈
(χmin,∞), then we can conclude that Equations (2.2) and (2.3) share at least
one common solution pair. To confirm the continuity, it is straightforward
to employ implicit function theorem to show σχ is continuous about χ.
Moreover, According to Lemma 8, ∂1ηq(u;χ) is also a continuous function
of its arguments.
D.3. Proving the uniqueness of the solution of (2.2) and (2.3).
The proof of uniqueness is motivated by the idea presented in [13]. Sup-
pose there are two different solutions denoted by (σχ1 , χ1) and (σχ2 , χ2),
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respectively. By applying Theorem 2.1 with ψ(a, b) = (a− b)2, we have
AMSE(λ, q, σw) = E[ηq(B + σχ1Z;χ1σ2−qχ1 )−B]2
(a)
= δ(σ2χ1 − σ2w),
where (a) is due to (2.2). The same equations hold for the other solution pair
(σχ2 , χ2). Since they have the same AMSE, it follows that σχ1 = σχ2 . Next
we choose a different pseudo-Lipschitz function ψ(a, b) = |a| in Theorem 2.1
to obtain
lim
p→∞
1
p
p∑
i=1
|βˆi(λ, q, p)| = E|ηq(B + σχ1Z;χ1σ2−qχ1 )|
= E|ηq(B + σχ2Z;χ2σ2−qχ2 )| = E|ηq(B + σχ1Z;χ2σ2−qχ1 )|
Since E|ηq(B + σχ1Z;χ)|, as a function of χ ∈ (0,∞), is strictly decreasing
based on Lemma 10 part (v), we conclude χ1 = χ2.
APPENDIX E: PROOF OF COROLLARY 1
According to Theorem 2.1, the key of proving Corollary 1 is to analyze
the following equations:
σ2 = σ2ω +
1
δ
E[(ηq(B + σZ;χσ2−q)−B)2],(E.1)
λ∗,q = χσ2−q
(
1− 1
δ
E[η′q(B + σZ;χσ2−q)]
)
,(E.2)
where λ∗,q = arg minλ≥0 AMSE(λ, q, σw). We present the main result in the
following lemma.
Lemma 15. For every 1 ≤ q ≤ 2 and a given optimal tuning λ∗,q, there
exists a unique solution pair (σ¯, χ¯) that satisfies (E.1) and (E.2). Further-
more, σ¯ is the unique solution of
(E.3) σ2 = σ2w +
1
δ
min
χ≥0
E(ηq(B + σZ;χ)−B)2,
and
(E.4) χ¯ ∈ arg min
χ≥0
E[(ηq(B + σ¯Z;χσ¯2−q)−B)2].
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Proof. The first part of this lemma directly comes from Lemma 2. We
focus on the proof of the second part. Recall the definition of Rq(χ, σ) in
(D.1). Define
Gq(σ) ,
σ2w
σ2
+
1
δ
min
χ≥0
Rq(χ, σ).
Then (E.3) is equivalent to Gq(σ) = 1. We first show that Gq(σ) is a strictly
decreasing function of σ over (0,∞). For any given σ1 > σ2 > 0, we can
choose χ1, χ2 such that
χ1 = arg min
χ≥0
E(ηq(B/σ1 + Z;χ)−B/σ1)2,
χ2 = arg min
χ≥0
E(ηq(B/σ2 + Z;χ)−B/σ2)2.
Applying Lemma 12 we have
Rq(χ1, σ1) = min
χ≥0
Rq(χ, σ1) ≤ Rq(χ2, σ1) ≤ Rq(χ2, σ2) = min
χ≥0
Rq(χ, σ2).
Hence we obtain that Gq(σ1) < Gq(σ2). We next show
lim
σ→0
Gq(σ) =∞, lim
σ→∞Gq(σ) < 1.(E.5)
The first result in (E.5) is obvious. To prove the second one, we know
lim
σ→∞Gq(σ) ≤ limσ→∞
σ2w
σ2
+
1
δ
Rq(χ, σ) =
1
δ
Eη2q (Z;χ),
for any given χ ≥ 0. Choosing a sufficiently large χ completes the proof for
the second inequality in (E.5). Based on (E.5) and the fact that Gq(σ) is a
strictly decreasing and continuous function of σ over (0,∞), we can conclude
(E.3) has a unique solution. Call it σ∗, and denote
χ∗ ∈ arg min
χ≥0
E[(ηq(B + σ∗Z;χ(σ∗)2−q)−B)2].
Note that χ∗ may not be unique. Further define
λ∗ = χ∗(σ∗)2−q
(
1− 1
δ
E[∂1ηq(B + σ∗Z;χ∗(σ∗)2−q)]
)
.
It is straightforward to see that the pair (σ∗, χ∗) satisfies (2.2) and (2.3)
with λ = λ∗. According to Theorem 2.1, we obtain
AMSE(λ∗, q, σw) = δ((σ∗)2 − σ2w).(E.6)
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Also we already know for the optimal tuning λ∗,q
AMSE(λ∗,q, q, σw) = δ(σ¯2 − σ2w) ≤ AMSE(λ∗, q, σw).
Therefore σ¯ ≤ σ∗. On the other hand,
σ¯2 = σ2w +
1
δ
E(ηq(B + σ¯Z; χ¯σ¯2−q)−B)2
≥ σ2w +
1
δ
min
χ≥0
E(ηq(B + σ¯Z;χ)−B)2 = σ¯2 ·Gq(σ¯).
Thus Gq(σ¯) ≤ 1 = Gq(σ∗). Since Gq(σ) is a strictly decreasing function, we
then obtain σ¯ ≥ σ∗. Consequently, we conclude σ¯ = σ∗. Finally we claim
(E.4) has to hold. Otherwise,
AMSE(λ∗,q, q, σw) = E(ηq(B + σ¯Z; χ¯σ¯2−q)−B)2
> min
χ≥0
E(ηq(B + σ¯Z;χ)−B)2 = E(ηq(B + σ∗Z;χ∗)−B)2
= AMSE(λ∗, q, σw),
contradicts the fact that λ∗,q is the optimal tuning.
Remark: Lemma 15 leads directly to the result of Corollary 1. Further-
more, from the proof of Lemma 15, we see that if E[(ηq(B+σZ;χσ2−q)−B)2],
as a function of χ, has a unique minimizer for any given σ > 0, then χ¯ = χ∗.
That means the optimal tuning value λ∗,q is unique. [46] has proved that
E[(ηq(B+σZ;χσ2−q)−B)2] is quasi-convex and has a unique minimizer for
q = 1. We conjecture it is true for q ∈ (1, 2] as well and leave it for future
research.
APPENDIX F: PROOF OF THEOREM 3.1
F.1. Roadmap of the proof. Different from the result of Theorem
3.3 that bounds the second order term in AMSE(λ∗,1, 1, σw), Theorem 3.1
characterizes the precise analytical expression of the second dominant term
for AMSE(λ∗,q, q, σw) with q ∈ (1, 2]. However, the idea of this proof is
similar to the one for Theorem 3.3 presented in Section 6 of the main text,
though the detailed proof steps are more involved here. We suggest interested
readers first going over the proof of Theorem 3.3 and then this section so
that both the proof idea and technical details are smoothly understood.
Recall the definition we introduced in (D.1):
Rq(χ, σ) = E(ηq(B/σ + Z;χ)−B/σ)2,
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where Z ∼ N(0, 1) and B with the distribution pβ(b) = (1− )δ0(b) + g(b)
are independent. Define
χ∗q(σ) = arg min
χ≥0
Rq(χ, σ).(F.1)
Based on Lemma 8 of Appendix C, it is straightforward to show Rq(χ, σ) is
a differentiable function of χ. It is also easily seen that
lim
χ→∞Rq(χ, σ) =
E|B|2
σ2
, lim
χ→0
Rq(χ, σ) = 1.
Therefore, the minimizer χ∗q(σ) exists at least for sufficiently small σ. If it
is not unique, we will consider the one having smallest value itself. As like
the proof of Theorem 3.3, the key is to characterize the convergence rate for
Rq(χ
∗
q(σ), σ) as σ → 0. After having that convergence rate result, we can
then obtain the convergence rate for σ¯ from Equation (3.3) and finally derive
the expansion of AMSE(λ∗,q, q, σw) based on Corollary 1. We organize our
proof steps as follows:
1. We first characterize the convergence rate of χ∗q(σ) in Section F.2.
2. We then obtain the convergence rate of Rq(χ
∗
q(σ), σ) in Section F.3.
3. We finally derive the second order expansion for AMSE(λ∗,q, q, σw) in
Section F.4.
As a final remark, once we show the proof for q ∈ (1, 2), since η2(u;χ) =
u
1+2χ has a nice explicit form, the proof for q = 2 can be easily derived. We
hence skip it for simplicity.
F.2. Characterizing the convergence rate of χ∗q(σ). The goal of
this section is to derive the convergence rate of χ∗q(σ) as σ → 0. We will
make use of the fact that χ∗q(σ) is the minimizer of Rq(χ, σ), to first show
χ∗q(σ) → 0 and then obtain the rate χ∗q(σ) ∝ σ2q−2. This is done in the
following three lemmas.
Lemma 16. Let χ∗q(σ) denote the minimizer of Rq(χ, σ) as defined in
(F.1). Then for every b 6= 0 and z ∈ R,
|ηq(b/σ + z;χ∗q(σ))| → ∞, as σ → 0.
Proof. Suppose this is not the case. Then there exist a value of b 6=
0, z ∈ R and a sequence σk → 0, such that |ηq(b/σk +z;χ∗q(σk))| is bounded.
Combined with Lemma 7 part (i) we obtain
χ∗q(σk) =
|b/σk + z| − |ηq(b/σk + z;χ∗q(σk))|
q|ηq(b/σk + z;χ∗q(σk))|q−1
= Ω
( 1
σk
)
.(F.2)
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We next show that the result (F.2) implies for any other b˜ 6= 0 and z˜ ∈ R,
|ηq(b˜/σk + z˜;χ∗q(σk))| is bounded as well. From Lemma 7 part (i) we know
|b˜/σk + z˜| = |ηq(b˜/σk + z˜;χ∗q(σk))|+ χ∗q(σk)q|ηq(b˜/σk + z˜;χ∗q(σk))|q−1.(F.3)
If |ηq(b˜/σk + z˜;χ∗q(σk))| is unbounded, then the right hand side of equation
(F.3) (take a subsequence if necessary) has the order larger than 1/σk. Hence
(F.3) can not hold for all the values of k. We thus have reached the conclusion
that |ηq(b/σk + z;χ∗q(σk))| is bounded for every b 6= 0 and z ∈ R. Therefore,
|ηq(G/σk + Z;χ∗q(σk))−G/σk| → ∞ a.s., as k →∞,
where G has the distribution g(·). We then use Fatou’s lemma to obtain
Rq(χ
∗
q(σk), σk) ≥ E|ηq(G/σk + Z;χ∗q(σk))−G/σk|2 →∞.
On the other hand, since χ∗q(σk) minimizes Rq(χ, σk),
Rq(χ
∗
q(σk), σk) ≤ Rq(0, σk) = 1.
Such contradiction completes the proof.
Lemma 16 enables us to derive χ∗q(σ)→ 0 as σ → 0. We present it in the
next lemma.
Lemma 17. Let χ∗q(σ) denote the minimizer of Rq(χ, σ) as defined in
(F.1). Then χ∗q(σ)→ 0 as σ → 0.
Proof. First note that
Rq(χ, σ) = (1− )E(ηq(Z;χ))2 + E(ηq(G/σ + Z;χ)−G/σ − Z)2 +
2EZ(ηq(G/σ + Z;χ)−G/σ − Z) + 
(a)
= (1− )E(ηq(Z;χ))2 + χ2q2E|ηq(G/σ + Z;χ)|2q−2 +
2E(∂1ηq(G/σ + Z;χ)− 1) + 
(b)
= (1− )E(ηq(Z;χ))2 + χ2q2E|ηq(G/σ + Z;χ)|2q−2 +
2E
(
1
1 + χq(q − 1)|ηq(G/σ + Z;χ)|q−2 − 1
)
+ .(F.4)
We have employed Lemma 7 part (i) and Lemma 8 to obtain (a); (b) is due to
Lemma 10 part (i). According to Lemma 16, |ηq(G/σ+Z;χ∗q(σ))| → ∞ a.s.,
as σ → 0. Hence, if χ∗q(σ) 9 0, the second term in (F.4) (with χ = χ∗q(σ))
goes off to infinity, while the other terms remain finite, and consequently
Rq(χ
∗
q(σ), σ) → ∞. This is a contradiction with the fact Rq(χ∗q(σ), σ) ≤
Rq(0, σ) = 1.
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So far we have shown χ∗q(σ) → 0 as σ → 0. Our next lemma further
characterizes the convergence rate of χ∗q(σ).
Lemma 18. Suppose P(|G| ≤ t) = O(t) (as t → 0) and E|G|2 < ∞.
Then for q ∈ (1, 2) we have
lim
σ→0
χ∗q(σ)
σ2q−2
=
(1− )E|Z|q
qE|G|2q−2 .
Proof. We first claim that χ∗q(σ) = Ω(σ2q−2). Otherwise there exists a
sequence σk → 0 such that χ∗q(σk) = o(σ2q−2k ). According to Lemma 19 (we
postpone Lemma 19 since it deals with Rq(χ, σ)),
lim
k→∞
Rq(χ
∗
q(σk), σk)− 1
σ2q−2k
= 0.
On the other hand, by choosing χ(σk) = Cσ
2q−2
k with C =
(1−)E|Z|q
qE|G|2q−2 , Lemma
19 implies that
lim
k→∞
Rq(χ(σk), σk)− 1
σ2q−2k
< 0,
which contradicts with the fact that χ∗q(σk) is the minimizer of Rq(χ, σk).
Moreover, this choice of C shows that for sufficiently small σ there exists
χ(σ) such that
Rq(χ
∗
q(σ), σ) ≤ Rq(χ(σ), σ) < Rq(0, σ) = 1.
That means χ∗q(σ) is a non-zero finite value. Hence it satisfies
∂Rq(χ∗q(σ),σ)
∂χ =
0. From now on we use χ∗ to denote χ∗q(σ) for notational simplicity. That
equation can be detailed out as follows:
0 = (1− )Eηq(Z;χ∗)∂2ηq(Z;χ∗) + E(ηq(G/σ + Z;χ∗)−G/σ)∂2ηq(G/σ + Z;χ∗)
(a)
= (1− )E −q|ηq(Z;χ
∗)|q
1 + χ∗q(q − 1)|ηq(Z;χ∗)|q−2︸ ︷︷ ︸
H1
+E(Z∂2ηq(G/σ + Z;χ∗))︸ ︷︷ ︸
H2
+χ∗ E
q2|ηq(G/σ + Z;χ∗)|2q−2
1 + χ∗q(q − 1)|ηq(G/σ + Z;χ∗)|q−2︸ ︷︷ ︸
H3
,(F.5)
where we have used Lemma 7 part (i) and Lemma 10 part (ii) to obtain (a).
We now analyze the three terms H1, H2 and H3, respectively. According to
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Lemma 17, we have that ηq(Z;χ
∗)→ Z as σ → 0. Lemma 7 part (ii) enables
us to bound the expression inside the expectation of H1 by q|Z|q. Hence we
can employ Dominated Convergence Theorem (DCT) to obtain
lim
σ→0
H1 = −qE|Z|q.(F.6)
For the term H3, we first note that
lim
σ→0
ηq(G+ σZ;σ
2−qχ∗) = G,
|ηq(G+ σZ;σ2−qχ∗)| ≤ |B|+ σ|Z|.
We also know that |ηq(G/σ+Z;χ∗)| → ∞, a.s. by Lemma 16. We therefore
can apply DCT to conclude
lim
σ→0
H3
σ2−2q
= E lim
σ→0
q2|ηq(G+ σZ;σ2−qχ∗)|2q−2
1 + χ∗q(q − 1)|ηq(G/σ + Z;χ∗)|q−2 = q
2E|G|2q−2.(F.7)
We now study the remaining term H2. According to Lemma 8, ∂2ηq(G/σ +
Z;χ∗) is differentiable with respect to its first argument. So we can apply
Lemma 11 to get
H2 = q(1− q)E |ηq(G/σ + Z;χ
∗)|q−2
(1 + χ∗q(q − 1)|ηq(G/σ + Z;χ∗)|q−2)3︸ ︷︷ ︸
J1
+q2(1− q)E χ
∗|ηq(G/σ + Z;χ∗)|2q−4
(1 + χ∗q(q − 1)|ηq(G/σ + Z;χ∗)|q−2)3︸ ︷︷ ︸
J2
.
It is straightforward to see that
J1 ≤ E 1|ηq(G/σ + Z;χ∗)|2−q + χ∗q(q − 1) ,
J2 ≤ E 1/(q(q − 1))|ηq(G/σ + Z;χ∗)|2−q + χ∗q(q − 1) .
We would like to prove H2 → 0 by showing
lim
σ→0
E
1
|ηq(G/σ + Z;χ∗)|2−q + χ∗q(q − 1) = 0.(F.8)
Note that DCT may not be directly applied here, because the function in-
side the expectation cannot be easily bounded. Alternatively, we prove (F.8)
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by breaking the expectation into different parts and showing each part con-
verges to zero. Let α1 be a number that satisfies ηq(α1;χ
∗) = (χ∗)
1
2−q , α2 =
(χ∗)
1
2 , and α3 a fixed positive constant that does not depend on σ. Denote
the distribution of |G| by F (g). Note the following simple fact about α1
according to Lemma 7 part (i):
α1 = ηq(α1;χ
∗) + χ∗qηq−1q (α1;χ
∗) = (q + 1)(χ∗)
1
2−q .
So α1 < α2 < α3 when σ is small. Define the following three nested intervals:
Ii(x) , [−x− αi,−x+ αi], i = 1, 2, 3.
With these definitions, we start the proof of (F.8). We have
E
1
|ηq(G/σ + Z;χ∗)|2−q + χ∗q(q − 1)
=
∫ ∞
0
∫
z∈I1(g/σ)
1
|ηq(g/σ + z;χ∗)|2−q + χ∗q(q − 1)φ(z)dzdF (g) +∫ ∞
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ∗)|2−q + χ∗q(q − 1)φ(z)dzdF (g) +∫ ∞
0
∫
z∈I3(b/σ)\I2(g/σ)
1
|ηq(g/σ + z;χ∗)|2−q + χ∗q(q − 1)φ(z)dzdF (g) +∫ ∞
0
∫
R\I3(b/σ)
1
|ηq(g/σ + z;χ∗)|2−q + χ∗q(q − 1)φ(z)dzdF (g)
, G1 +G2 +G3 +G4,
where φ(·) is the density function of standard normal. We now bound each
of the four integrals in (F.9) respectively.
G1 ≤
∫ ∞
0
∫
z∈I1(g/σ)
1
χ∗q(q − 1)φ(z)dzdF (g)
≤ 2α1φ(0)
χ∗q(q − 1) ≤
2(q + 1)(χ∗)
1
2−qφ(0)
χ∗q(q − 1) → 0, as σ → 0.
The last step is due to the fact that χ∗ → 0 by Lemma 17. For G2 we have
G2 ≤
∫ ∞
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ∗)|2−q φ(z)dzdF (g)
(b)
≤
∫ ∞
0
∫
z∈I2(g/σ)\I1(g/σ)
1
χ∗
φ(z)dzdF (g)
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≤
∫ σ log(1/σ)
0
∫
z∈I2(g/σ)\I1(g/σ)
1
χ∗
φ(z)dzdF (g) +∫ ∞
σ log(1/σ)
∫
z∈I2(g/σ)\I1(g/σ)
1
χ∗
φ(z)dzdF (g)
≤ P(|G| ≤ σ log(1/σ))2φ(0)α2
χ∗
+
2φ(log(1/σ)− α2)α2
χ∗
= P(|G| ≤ σ log(1/σ)) 2φ(0)
(χ∗)1/2
+
2φ(log(1/σ)− α2)
(χ∗)1/2
(c)
≤ O(1) · σ2−q log(1/σ) +O(1) · φ((log(1/σ))/2)
σq−1
→ 0, as σ → 0.
In the above derivations, (b) is because
|ηq(g/σ + z;χ∗)| ≥ ηq(α1;χ∗) = (χ∗)1/(2−q) for z /∈ I1(g/σ).
To obtain (c), we have used the condition P(|G| ≤ σ log(1/σ)) = O(σ log(1/σ))
and the result χ∗ = Ω(σ2q−2) we proved at the beginning. Regarding G3,
G3 ≤
∫ ∞
0
∫
z∈I3(g/σ)\I2(g/σ)
1
|ηq(α2;χ∗)|2−q φ(z)dzdF (g)
≤
∫ σ log 1/σ
0
∫
z∈I3(g/σ)\I2(g/σ)
1
|ηq(α2;χ∗)|2−q φ(z)dzdF (g)
+
∫ ∞
σ log 1/σ
∫
z∈I3(g/σ)\I2(g/σ)
1
|ηq(α2;χ∗)|2−q φ(z)dzdF (g)
≤ P(|G| ≤ σ log(1/σ)) 2φ(0)α3|ηq(α2;χ∗)|2−q +
2φ(log(1/σ)− α3)α3
|ηq(α2;χ∗)|2−q
(d)
≤ O(1) · σq2−3q+3 log(1/σ) +O(1) · φ((log(1/σ))/2)
σ(q−1)(2−q)
→ 0, as σ → 0.
The calculations above are similar to those for G2. In (d) we have used the
following result:
lim
σ→0
ηq(α2;χ
∗)
(χ∗)1/2
= lim
σ→0
ηq((χ
∗)1/2;χ∗)
(χ∗)1/2
= lim
σ→0
ηq(1; (χ
∗)q/2) = 1.
Finally we can apply DCT to obtain
lim
σ→0
G4 = E lim
σ→0
I(|G/σ + Z| > α3)
|ηq(G/σ + Z;χ∗)|2−q + χ∗q(q − 1) = 0.
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We have finished the proof of limσ→0H2 = 0. This fact together with (F.5),
(F.6) and (F.7) gives us
lim
σ→0
χ∗
σ2q−2
=
−(1− )H1 − H2
H3/σ2−2q
=
(1− )E|Z|q
qE|G|2q−2 .
F.3. Characterizing the convergence rate of Rq(χ
∗
q(σ), σ). Hav-
ing derived the convergence rate of χ∗q(σ) in Section F.2, we aim to obtain
the convergence rate for Rq(χ
∗
q(σ), σ) in this section. Towards that goal, we
first present a useful lemma.
Lemma 19. Suppose P(|G| ≤ t) = O(t) (as t → 0) and E|G|2 < ∞. If
χ(σ) = Cσ2q−2 with a fixed number C > 0, then for 1 < q < 2 we have
(F.9) lim
σ→0
Rq(χ(σ), σ)− 1
σ2q−2
= −2C(1− )qE|Z|q + C2q2E|G|2q−2.
Moreover, if χ(σ) = o(σ2q−2) then
(F.10) lim
σ→0
Rq(χ(σ), σ)− 1
σ2q−2
= 0.
Proof. We first focus on the case χ(σ) = Cσ2q−2. According to (F.4),
Rq(χ, σ)− 1 = (1− )E(η2q (Z;χ)− Z2)︸ ︷︷ ︸
R1
+ χ2q2E|ηq(G/σ + Z;χ)|2q−2︸ ︷︷ ︸
R2
−2χq(q − 1)E |ηq(G/σ + Z;χ)|
q−2
1 + χq(q − 1)|ηq(G/σ + Z;χ)|q−2︸ ︷︷ ︸
R3
.
Now we calculate the limit of each of the terms individually. We have
R1 = (1− )E(ηq(Z;χ) + Z)(ηq(Z;χ)− Z)
(a)
= −(1− )E(ηq(Z;χ) + Z)(χq|ηq(Z;χ)|q−1sign(Z))
= −(1− )χq(E|ηq(Z;χ)|q + E|Z||ηq(Z;χ)|q−1),
where (a) is due to Lemma 7 part (i). Hence we obtain
lim
σ→0
R1
σ2q−2
= −C(1− )q lim
σ→0
(E|ηq(Z;χ)|q + E|Z||ηq(Z;χ)|q−1)(F.11)
= −2C(1− )qE|Z|q.
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The last equality is by Dominated Convergence Theorem (DCT). For R2,
lim
σ→0
R2
σ2q−2
= lim
σ→0
χ2q2E|ηq(G/σ + Z;χ)|2q−2
σ2q−2
(F.12)
= C2q2 lim
σ→0
E|ηq(G+ σZ;χσ2−q)|2q−2
= C2q2E|G|2q−2.
Regarding the term R3, we would like to show that if χ(σ) = O(σ
2q−2), then
lim
σ→0
χ
σ2q−2
E
1
|ηq(G/σ + Z;χ)|2−q + χq(q − 1) = 0.(F.13)
Define α1 = 1 if 1 < q < 3/2 and α1 = σ
2q−3+c if 3/2 ≤ q < 2, where c > 0
is a sufficiently small constant that we will specify later. Let F (g) be the
distribution function of |G| and α2 > 1 a fixed constant. So α1 < α2 for
small σ. Define the following two nested intervals
Ii(x) , [−x− αi,−x+ αi], i = 1, 2.
Then the expression in (F.13) can be written as
χ
σ2q−2
E
1
|ηq(G/σ + Z;χ)|2−q + χq(q − 1)
=
χ
σ2q−2
∫ ∞
0
∫
z∈I1(g/σ)
1
|ηq(g/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (g) +
χ
σ2q−2
∫ ∞
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (g) +
χ
σ2q−2
∫ ∞
0
∫
R\I2(g/σ)
1
|ηq(g/σ + z;χ)|2−q + χq(q − 1)φ(z)dzdF (g)
, G1 +G2 +G3.
We will bound each of the three integrals above. The idea is similar as the
HIGHER ORDER ANALYSIS OF REGULARIZATION TECHNIQUES 65
one presented in the proof of Lemma 18. For the first integral,
G1 ≤ χ
σ2q−2
∫ ∞
0
∫ −g/σ+α1
−g/σ−α1
1
χq(q − 1)φ(z)dzdF (g)
≤ χ
σ2q−2
∫ σ log 1/σ
0
∫ −g/σ+α1
−g/σ−α1
1
χq(q − 1)φ(z)dzdF (g)
+
χ
σ2q−2
∫ ∞
σ log 1/σ
∫ −g/σ+α1
−g/σ−α1
1
χq(q − 1)φ(z)dzdF (g)
(b)
≤ P(|G| ≤ σ log 1/σ) 2α1φ(0)
q(q − 1)σ2q−2 +
2α1φ(log 1/σ − α1)
q(q − 1)σ2q−2
≤ O(1) · σc log(1/σ) α1
σ2q−3+c
+O(1) · α1φ((log 1/σ)/2)
σ2q−2
(c)→ 0, as σ → 0.
To obtain (b), we have used the following inequalities when σ is small:∫ −g/σ+α1
−g/σ−α1
φ(z)dz ≤ 2φ(0)α1, for g ≤ σ log(1/σ),∫ −g/σ+α1
−g/σ−α1
φ(z)dz ≤ 2α1φ(log(1/σ)− α1), for g > σ log(1/σ).
The limit (c) holds due to the choice of α1. Regarding the second term G2,
G2 ≤ χ
σ2q−2
∫ ∞
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ)|2−q φ(z)dzdF (g)
=
χ
σ2q−2
∫ σ log 1/σ
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ)|2−q φ(z)dzdF (g)
+
χ
σ2q−2
∫ ∞
σ log 1/σ
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(g/σ + z;χ)|2−q φ(z)dzdF (g)
(d)
≤ χ
σ2q−2
∫ σ log 1/σ
0
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(α1;χ)|2−q φ(z)dzdF (g)
+
χ
σ2q−2
∫ ∞
σ log 1/σ
∫
z∈I2(g/σ)\I1(g/σ)
1
|ηq(α1;χ)|2−q φ(z)dzdF (g)
(e)
≤ P(|G| ≤ σ log 1/σ) 2α2φ(0)χ
σ2q−2|ηq(α1;χ)|2−q +
2α2φ(log 1/σ − α2)χ
σ2q−2|ηq(α1;χ)|2−q
(f)
≤ O(1) · σc log(1/σ) 1
α2−q1 σc−1
+O(1) · φ((log 1/σ)/2)
α2−q1
(g)→ 0, as σ → 0,
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where (d) is due to the fact |ηq(g/σ+z;χ)| ≥ ηq(α1;χ) for z /∈ I1(g/σ); The
argument for (e) is similar to that for (b); (f) holds based on two facts:
1. limσ→0
ηq(α1;χ)
α1
= limσ→0 ηq(1;α
q−2
1 χ) = 1, since α
q−2
1 χ → 0. This is
obvious for the case α1 = 1. When α1 = σ
2q−3+c, we have αq−21 χ =
O(1) · σ2q2+(c−5)q+4−2c and 2q2 + (c − 5)q + 4 − 2c > 0 if c is chosen
small enough.
2. P(|G| ≤ σ log 1/σ) = O(σ log 1/σ). This is one of the conditions.
And finally (g) works as follows: it is clear that σc log(1/σ) 1
α2−q1 σc−1
goes to
zero when α1 = 1; when α1 = σ
2q−3+c, we can sufficiently small c such that
αq−21 σ
1−c = σ2q2+(c−7)q+7−3c = o(1). For the third integral G3, we are able
to invoke DCT to obtain
lim
σ→0
G3 = O(1) · lim
σ→0
E
I(|G/σ + Z| > α2)
|ηq(G/σ + Z;χ)|2−q + χq(q − 1) = 0.
Note that DCT works because for small σ
I(|G/σ + Z| > α2)
|ηq(G/σ + Z;χ)|2−q + χq(q − 1)
≤ I(|G/σ + Z| > α2)|ηq(G/σ + Z;χ)|2−q ≤
1
|ηq(α2;χ)|2−q ≤
1
|ηq(α2; 1)|2−q .
We hence have showned that
(F.14) lim
σ→0
R3
σ2q−2
= 0.
Combining the results (F.11), (F.12), and (F.14) establishes (F.9).
To prove (F.10), first note that (F.14) has been derived in the general
setting χ(σ) = O(σ2q−2). Moreover, we can use similar arguments to show
for χ(σ) = o(σ2q−2),
lim
σ→0
R1
σ2q−2
= lim
σ→0
R2
σ2q−2
= 0.
This completes the proof.
We are in position to derive the convergence rate of Rq(χ
∗
q(σ), σ).
Lemma 20. Suppose P(|G| ≤ t) = O(t) (as t → 0) and E|G|2 < ∞.
Then for q ∈ (1, 2) we have
lim
σ→0
Rq(χ
∗
q(σ), σ)− 1
σ2q−2
= −(1− )
2(E|Z|q)2
E|G|2q−2 .
Proof. According to Lemma 18, choosing C = (1−)E|Z|
q
qE|G|2q−2 in Lemma 19
finishes the proof.
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F.4. Deriving the expansion of AMSE(λ∗,q, q, σw). According to
Corollary 1 we know
AMSE(λ∗,q, q, σw) = σ¯2 ·Rq(χ∗q(σ¯), σ¯),(F.15)
where σ¯ satisfies the following equation:
σ¯2 = σ2w +
σ¯2
δ
Rq(χ
∗
q(σ¯), σ¯).(F.16)
Since χ∗q(σ¯) minimizes Rq(χ, σ¯) we obtain
Rq(χ
∗
q(σ¯), σ¯) ≤ Rq(0, σ¯) = 1.
Therefore, under the condition δ > 1,
(F.17) σ¯2 ≤ σ2w +
1
δ
σ¯2 ⇒ σ¯2 ≤ δ
δ − 1σ
2
w,
which implies that σ¯ → 0 as σw → 0. Accordingly, we combine Equation
(F.16) with the fact Rq(χ
∗
q(σ¯), σ¯)→ 1 as σ¯ → 0 from Lemma 20 to conclude
lim
σw→0
σ2w
σ¯2
= lim
σ¯→0
σ2w
σ¯2
= lim
σ¯→0
(
1− 1
δ
Rq(χ
∗
q(σ¯), σ¯)
)
=
δ − 1
δ
.(F.18)
We now derive the expansion of AMSE(λ∗,q, q, σw) presented in (3.4). From
(F.15) and (F.16) we can compute that
AMSE(λ∗,q, q, σw)− σ
2
w
1−1/δ
σ2qw
=
σ¯2Rq(χ
∗
q(σ¯), σ¯)− 11−1/δ · (σ¯2 − σ¯
2
δ Rq(χ
∗
q(σ¯), σ¯))
σ2qw
=
σ¯2δ(Rq(χ
∗
q(σ¯), σ¯)− 1)
σ2qw (δ − 1)
=
σ¯2q
σ2qw
· δ
δ − 1 ·
Rq(χ
∗
q(σ¯), σ¯)− 1
σ¯2q−2
.
Letting σw → 0 on both sides of the above equation and using the results
from (F.18) and Lemma 20 completes the proof.
APPENDIX G: PROOF OF THEOREM 3.2
From (F.15) and (F.16) we see that
AMSE(λ∗,q, q, σw) = δ(σ¯2 − σ2w).
Hence Theorem 3.2 can be proved by showing
lim
σw→0
σ¯ > 0.
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For that purpose we first prove the following under the condition E|G|2 <∞.
lim
σ→0
Rq(χ
∗
q(σ), σ) = 1.(G.1)
When q = 2, Rq(χ
∗
q(σ);σ) admits a nice explicit expression and can be
easily shown to converge to 1. For 1 < q < 2, since χ∗q(σ) is the minimizer
of Rq(χ, σ) we know
Rq(χ
∗
q(σ), σ) ≤ Rq(0, σ) = 1,
hence lim supσ→0Rq(χ∗q(σ), σ) ≤ 1. On the other hand, (F.4) gives us
Rq(χ
∗
q(σ), σ) ≥ (1− )E(ηq(Z;χ∗))2 − 
+2E
(
1
1 + χ∗q(q − 1)|ηq(G/σ + Z;χ∗)|q−2
)
where we have used χ∗ to denote χ∗q(σ) for simplicity. Based on Lemmas
16 and 17, we can apply Fatou’s lemma to the above inequality to obtain
lim infσ→0Rq(χ∗q(σ), σ) ≥ 1.
Next it is clear that
lim
σ→∞Rq(χ
∗
q(σ), σ) ≤ limσ→∞ limχ→∞Rq(χ, σ) = 0.(G.2)
We now consider an arbitrary convergent sequence σ¯n → σ∗. We claim
σ∗ 6= 0. Otherwise Equation (F.16) tells us
Rq(χ
∗
q(σ¯n), σ¯n) < δ < 1,
and letting n → ∞ above contradicts (G.1). Now that σ∗ > 0 we can take
n→∞ in (F.16) to obtain
Rq(χ
∗
q(σ
∗), σ∗) = δ < 1.
According to Lemma 12, it is not hard to confirm Rq(χ
∗
q(σ), σ) is a strictly
decreasing and continuous function of σ. Results (G.1) and (G.2) then imply
that σ∗ is the unique solution to Rq(χ∗q(σ), σ) = δ. Since this is true for any
sequence, we have proved limσw→0 σ¯ exists and larger than zero.
APPENDIX H: PROOF OF THEOREM 3.4
H.1. Roadmap. Theorem 3.4 differs from Theorem 3.3 in that the or-
der of the second dominant term of AMSE(λ∗,1, 1, σw) becomes polynomial
(ignore the logarithm term) when the distribution ofG has mass around zero.
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However, the proof outline remains the same. We hence stick to the same
notations used in the proof of Theorem 3.3. In particular, R(χ, σ), χ∗(σ)
represent Rq(χ, σ), χ
∗
q(σ) with q = 1, respectively. We characterize the con-
vergence rate of χ∗(σ) in Section H.2, and bound the convergence rate of
R(χ∗(σ), σ) in Section H.3. After we characterize R(χ∗(σ), σ), the rest of
the proof is similar to that in Section 6.4 from the main text. We therefore
do not repeat it here.
H.2. Bounding the convergence rate of χ∗(σ).
Lemma 21. Suppose P(|G| ≤ t) = Θ(t`) with ` > 0 (as t → 0) and
E|G|2 <∞, then for sufficiently small σ
αmσ
` ≤ χ∗(σ)− χ∗∗ ≤ βmσ` ·
√√√√log log . . . log︸ ︷︷ ︸
m times
(
1
σ
)
`
,
where m > 0 is an arbitrary integer number, αm, βm > 0 are two constants
depending on m, and χ∗∗ is the unique minimizer of (1 − )E(η1(Z;χ))2 +
(1 + χ2) over [0,∞).
Proof. According to Lemma 3, χ∗(σ) → χ∗∗ as σ → 0. To characterize
the convergence rate, we follow the same line of proof that we presented for
Lemma 4 and adopt the same notations. For simplicity we do not detail out
the entire proof and instead highlight the differences. The key difference is
that neither e1 or e2 are exponentially small in the current setting. We now
start by bounding e2. Let F (g) be the distribution function of |G| and define
logm(a) , log log . . . log︸ ︷︷ ︸
m times
(a).
Given an integer m > 0 and a constant c > 0, we then have
Eφ(χ∗ − |G|/σ)
=
m−1∑
i=1
∫ cσ(logm−i(1/σ))1/2
cσ(logm−i+1(1/σ))1/2
φ(χ∗ − g/σ)dF (g) +
∫ cσ(logm(1/σ))1/2
0
φ(χ∗ − g/σ)dF (g) +
∫ ∞
cσ(log(1/σ))1/2
φ(χ∗ − g/σ)dF (g)
≤
m−1∑
i=1
φ(c(logm−i+1(1/σ))
1/2 − χ∗) · P(|G| ≤ cσ(logm−i(1/σ))1/2) +
φ(0) · P(|G| ≤ cσ(logm(1/σ))1/2) + φ(c(log(1/σ))1/2 − χ∗).(H.1)
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The condition P(|G| ≤ t) = Θ(t`) leads to
m−1∑
i=1
φ(c(logm−i+1(1/σ))
1/2 − χ∗) · P(|G| ≤ cσ(logm−i(1/σ))1/2)
≤ e
(χ∗)2/2
√
2pi
m−1∑
i=1
e−(c
2 logm−i+1(1/σ))/4 ·Θ(σ`(logm−i(1/σ))`/2)
= O(1) ·
m−1∑
i=1
σ`(logm−i(1/σ))
`/2−c2/4,
where we have used the simple inequality e−(a−b)2/2 ≤ e−b2/4 · ea2/2. It is
also clear that
φ(c(log(1/σ))1/2 − χ∗) ≤ 1√
2pi
e(χ
∗)2/2 · σc2/4.
Therefore, by choosing a sufficiently large c we can conclude that the domi-
nant term in (H.1) is φ(0)P(|G| ≤ cσ(logm(1/σ))1/2) = Θ(σ`(logm(1/σ))`/2).
Furthermore, choosing a fixed constant C > 0 we have the following lower
bound
Eφ(χ∗+|G|/σ) ≥
∫ Cσ
0
φ(χ∗+g/σ)dF (g) ≥ φ(C+χ∗)·P(|G| ≤ Cσ) = Θ(σ`).
Because
Eφ(χ∗ + |G|/σ) ≤ Eφ(χ∗ ±G/σ) ≤ Eφ(χ∗ − |G|/σ),
We are able to derive
Θ(σ`) ≤ Eφ(χ∗ ±G/σ) ≤ Θ(σ`(logm(1/σ))`/2).
As a result we obtain the bound for e2:
Θ(σ`) ≤ e2 ≤ Θ(σ`(logm(1/σ))`/2)(H.2)
To bound e1, recall that
e1 = −E
∫ −G/σ+χ∗
−G/σ−χ∗
φ(z)dz = −2χ∗Eφ(aχ∗ −G/σ),
where |a| ≤ 1 depends on G. We can find two positive constants C1, C2 > 0
such that for small σ
C1Eφ(χ∗ + |G|/σ) ≤ Eφ(aχ∗ −G/σ) ≤ C2Eφ(χ∗ − |G|/σ).
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Hence we have
Θ(σ`) ≤ −e1 ≤ Θ(σ`(logm(1/σ))`/2).(H.3)
Based on the results from (H.2) and (H.3) and Equation (6.9), we can use
similar arguments as in the proof of Lemma 4 to conclude
Θ(σ`) ≤ χ∗(σ)− χ∗∗ ≤ Θ(σ`(logm(1/σ))`/2).
H.3. Bounding the convergence rate of R(χ∗(σ), σ).
Lemma 22. Suppose P(|G| ≤ t) = Θ(t`) with ` > 0 (as t → 0) and
E|G|2 <∞, then for sufficiently small σ
−βmσ` ·
√√√√log log . . . log︸ ︷︷ ︸
m times
(
1
σ
)
`
≤ R(χ∗(σ), σ)−M1() ≤ −αmσ`,
where m > 0 is an arbitrary integer number and αm, βm > 0 are two con-
stants depending on m.
Proof. We recall the two quantities:
M1() = (1− )E(η1(Z;χ∗∗))2 + (1 + (χ∗∗)2)
R(χ∗(σ), σ) = (1− )E(η1(Z;χ∗))2 + (1 + E(η1(G/σ + Z;χ∗)−G/σ − Z)2)
+2EZ(η1(G/σ + Z;χ∗)−G/σ − Z).
Since χ∗(σ) is the minimizer of R(χ, σ),
R(χ∗(σ), σ)−M1() ≤ R(χ∗∗, σ)−M1()
= [E(η1(G/σ + Z;χ∗∗)−G/σ − Z)2 − (χ∗∗)2] +
2EZ(η1(G/σ + Z;χ∗∗)−G/σ − Z)
(a)
≤ −2EI(|G/σ + Z| ≤ χ∗∗)
(b)
≤ −Θ(σ`).(H.4)
To obtain (a), we have used Lemma 11 and the fact |η1(u;χ) − u| ≤ χ. (b)
is due to the similar arguments for bounding e1 in Lemma 21. To derive the
lower bound for R(χ∗(σ), σ)−M1(), we can follow the same reasoning steps
as in the proof of Lemma 5 and utilize the bound we derived for |χ∗(σ)−χ∗∗|
in Lemma 21. We will obtain
|R(χ∗(σ), σ)−M1()| ≤ Θ(σ`(logm(1/σ))`/2).(H.5)
Putting (H.4) and (H.5) together completes the proof.
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APPENDIX I: PROOF OF THEOREM 3.5
The proof of Theorem 3.5 is essentially the same as that of Theorem 3.2.
We do not repeat the details. Note the key argument limσ→0R(χ∗(σ), σ) =
M1() has been shown in Lemma 3.
APPENDIX J: PROOF OF THEOREM 2.1
J.1. Roadmap of the proof. This appendix contains the proof of
Theorem 2.1. The proof for LASSO (q = 1) has been shown in [13]. We aim
to extend the results to 1 < q ≤ 2. We will follow similar proof strategy
as the one proposed in [13]. However, as will be described later some of the
steps are more challenging for 1 < q ≤ 2 (and some are easier). Motivated
by [13] we construct an approximate message passing (AMP) algorithm for
solving LQLS. We then establish an asymptotic equivalence between the
output of AMP and the bridge regression estimates. We finally utilize the
existing asymptotic results from AMP framework to prove Theorem 2.1. The
rest of the material is organized as follows. In Section J.2, we briefly review
approximate message passing algorithms and state some relevant results that
will be used later in our proof. Section J.3 collects two useful results to be
applied in the later proof. We describe the main proof steps in Section J.4.
J.2. Approximate message passing algorithms. For a function f :
R → R and a vector v ∈ Rm, we use f(v) ∈ Rm to denote the vector
(f(v1), . . . , f(vm)). Recall ηq(u;χ) is the proximal operator for the function
‖·‖qq. We are in the linear regression model setting: y = Xβ+w. To estimate
β, we adapt the AMP algorithm in [29] to generate a sequence of estimates
βt ∈ Rp, based on the following iterations (initialized at β0 = 0, z0 = y):
βt+1 = ηq(X
T zt + βt; θt),
zt = y −Xβt + 1
δ
zt−1〈∂1ηq(XT zt−1 + βt−1; θt−1)〉,(J.1)
where 〈v〉 = 1p
∑p
i=1 vi denotes the average of a vector’s components and
{θt} is a sequence of tuning parameters specified during the iterations. A
remarkable phenomenon about AMP is that the asymptotics of the sequence
{βt} can be characterized by one dimensional parameter, known as the state
of the system. The following theorem clarifies this claim.
Theorem J.1. Let {β(p), X(p), w(p)} be a converging sequence and ψ :
R2 → R be a pseudo-Lipschitz function. For any iteration number t > 0,
lim
p→∞
1
p
p∑
i=1
ψ(βt+1i , βi) = E[ψ(ηq(B + τtZ; θt), B)], a.s.,
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where B ∼ pβ and Z ∼ N(0, 1) are independent and {τt}∞t=0 can be tracked
through the following recursion (τ20 = σ
2 + 1δE|B|2):
τ2t+1 = σ
2
w +
1
δ
E[ηq(B + τtZ; θt)−B]2, t ≥ 0.(J.2)
Proof. According to Lemma 7 part (vi), ηq(u;χ) is a Lipschitz continu-
ous function of u. We can then directly apply Theorem 1 in [12] to complete
the proof.
Equation (J.2) is called state evolution. Theorem J.1 demonstrates that
the general asymptotic performance of {βt} is sharply predicted by the state
evolution. From now on, we will consider the AMP estimates {βt} with
θt = χτ
2−q
t in (J.1). The positive constant χ is the solution of (2.2) and
(2.3). Note we have proved in Section D.2 that the solution exists. We next
present a useful lemma that characterizes the convergence of {τt}. Recall
the definition in (D.6):
χmin = inf
{
χ ≥ 0 : 1
δ
E(η2q (Z;χ)) ≤ 1
}
.
Lemma 23. For any given χ ∈ (χmin,∞), the sequence {τt}∞t=0 generated
from (J.2) with θt = χτ
2−q
t converges to a finite number as t→∞.
Proof. Denote H(τ) = σ2w + 1δE[ηq(B + τZ;χτ2−q)−B]2. According to
Corollary 2, we know H(τ) = τ2 has a unique solution. Furthermore, since
H(0) > 0 and H(τ) < τ2 when τ is large enough, it is straightforward to
confirm the result stated in the above lemma.
Denote τt → τ∗ as t→∞. Lemma 23 and (J.2) together yield
τ2∗ = σ
2
w +
1
δ
E[ηq(B + τ∗Z;χτ2−q∗ )−B]2.(J.3)
This is the same as Equation (2.2). We hence see the connection between
AMP estimates and bridge regression. The main part of the proof for The-
orem 2.1 is to rigorously establish such connection. In particular we will
show the sequence {βt} converges (in certain asymptotic sense) to βˆ(λ, q) as
t→∞ in Section J.4. Towards that goal, we present the next theorem that
shows asymptotic characterization of other quantities in the AMP algorithm.
Theorem J.2. Define wt , 1δ 〈∂1ηq(XT zt−1 + βt−1;χτ2−qt−1 )〉. Under the
conditions of Theorem J.1, we have almost surely
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(i) lim
t→∞ limp→∞
‖βt+1−βt‖22
p = 0.
(ii) lim
t→∞ limp→∞
‖zt+1−zt‖22
p = 0.
(iii) lim
p→∞
‖zt‖22
n = τ
2
t .
(iv) lim
p→∞wt =
1
δE[∂1ηq(B+τt−1Z;χτ
2−q
t−1 )], where B,Z are the same random
variables as in Theorem J.1.
Proof. All the results for q = 1 have been derived in [13]. We here
generalize them to the case 1 < q ≤ 2. Since the proof is mostly a direct
modification of that in [13], we only highlight the differences and refer the
reader to [13] for detailed arguments. According to the proof of Lemma 4.3
in [13], we have almost surely
lim
p→∞
‖zt+1 − zt‖22
p
= lim
p→∞
‖βt+1 − βt‖22
p
= E[ηq(B + Zt; τ2−qt χ)− ηq(B + Zt−1; τ2−qt−1 χ)]2,
where (Zt, Zt−1) is jointly zero-mean gaussian, independent from B ∼ pβ,
with covariance matrix defined by the recursion (4.13) in [13]. From Lemma
8, we know ηq(u;χ) is a differentiable function over (−∞,+∞) × (0,∞).
Hence we can apply mean value theorem to obtain
E[ηq(B + Zt; τ2−qt χ)− ηq(B + Zt−1; τ2−qt−1 χ)]2
≤ E[∂1ηq(a; b) · (Zt − Zt−1) + ∂2ηq(a; b) · (τ2−qt − τ2−qt−1 )χ]2
≤ 2E[(∂1ηq(a; b))2 · (Zt − Zt−1)2] + 2E[(∂2ηq(a; b))2 · (τ2−qt − τ2−qt−1 )2χ2]
(a)
≤ 2E[(Zt − Zt−1)2] + 2(τ2−qt − τ2−qt−1 )2χ2q2E|a|2q−2,
where (a, b) is a point on a line that connects the two points (B+Zt, τ
2−q
t χ)
and (B+Zt−1, τ
2−q
t−1 χ); we have used Lemma 7 part (ii) and Lemma 10 part
(i)(ii) to obtain (a). Note that Lemma 23 implies the second term on the
right hand side of the last inequality goes to zero, as t→∞. Regarding the
first term, we can follow similar proof steps as for Lemma 5.7 in [13] to show
E(Zt − Zt−1)2 → 0, as t→∞.
The proof of part (iii) is the same as that of Lemma 4.1 in [13]. We
do not repeat the proof here. For (iv), Lemma F.3(b) in [13] implies the
empirical distribution of {((XT zt−1 +βt−1)i, βi)}pi=1 converges weakly to the
distribution of (B+τt−1Z,B). Since the function J(y, z) , ∂1ηq(y;χτ2−qt−1 ) is
bounded and continuous with respect to (y, z) according to Lemma 7 part
(i) and Lemma 8, (iv) follows directly from the Portmanteau theorem.
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J.3. Two useful theorems. In this section, we refer to two useful
theorems that have also been applied and cited in [13]. The first one is
regarding the limit of the singular values of random matrices taken from
[49].
Theorem J.3. (Bai and Yin, 1993). Let X ∈ Rn×p be a matrix having
i.i.d. entries with EXij = 0,EX2ij = 1/n. Denote by σmax(X), σmin(X) the
largest and smallest non-zero singular values of X, respectively. If n/p →
δ > 0, as p→∞, then
lim
p→0
σmax(X) =
1√
δ
+ 1, a.s.,
lim
p→0
σmin(X) =
∣∣∣ 1√
δ
− 1
∣∣∣, a.s.
The second theorem establishes the relation between `1 and `2 norm for
vectors from random subspace, showed in [50].
Theorem J.4. (Kashin, 1977). For a given constant 0 < v ≤ 1, there
exists a universal constant cv such that for any p ≥ 1 and a uniformly
random subspace V of dimension p(1− v),
P
(
∀β ∈ V : cv‖β‖2 ≤ 1√
p
‖β‖1
)
≥ 1− 2−p.
J.4. The main proof steps. As mentioned before we will use similar
arguments as the ones shown in [13]. To avoid redundancy, we will not
present all the details and rather emphasize on the differences. We suggest
interested readers going over the proof in [13] before studying this section.
Similar to [13], we start with a lemma that summarizes several structural
properties of LQLS formulation. Define F(β) , 12‖y −Xβ‖22 + λ‖β‖qq.
Lemma 24. Suppose β, r ∈ Rp satisfy the following conditions:
(i) ‖r‖2 ≤ c1√p
(ii) F(β + r) ≤ F(β)
(iii) ‖∇F (β)‖2 ≤ √p
(iv) sup0≤µi≤1
∑p
i=1 |βi + µiri|2−q ≤ pc2
(v) 0 < c3 ≤ σmin(X), where σmin(X) is defined in Theorem J.3
(vi) ‖r‖‖22 ≤ c4 ‖r
‖‖21
p . The vector r
‖ ∈ Rp is the projection of r onto ker(X)7
7It is the nullspace of X defined as ker(X) = {β ∈ Rp | Xβ = 0}.
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Then there exists a function f(, c1, c2, c3, c3, c4, λ, q) such that
‖r‖2 ≤ √pf(, c1, c2, c3, c4, λ, q).
Moreover, f(, c1, c2, c3, c4, λ, q)→ 0 as → 0.
Proof. First note that
∇F(β) = −XT (y −Xβ) + λq(|β1|q−1sign(β1), . . . , |βp|q−1sign(βp))T .
Combining it with Condition (ii) we have
0 ≥ F(β + r)−F(β)
=
1
2
‖y −Xβ −Xr‖22 + λ‖β + r‖qq −
1
2
‖y −Xβ‖22 − λ‖β‖qq
=
1
2
‖Xr‖22 − rTXT (y −Xβ) + λ(‖β + r‖qq − ‖β‖qq)
=
1
2
‖Xr‖22 + rT∇F(β) + λ
p∑
i=1
(|βi + ri|q − |βi|q − qri|βi|q−1sign(βi))
(a)
≥ 1
2
‖Xr‖22 + rT∇F(β) +
λq(q − 1)
2
p∑
i=1
|βi + µiri|q−2r2i ,(J.4)
where (a) is obtained by Lemma 25 that we will prove shortly and {µi} are
numbers between 0 and 1. Note that we can decompose r as r = r‖ + r⊥
such that r‖ ∈ ker(X), r⊥ ∈ ker(X)⊥. Accordingly Condition (v) yields
c23‖r⊥‖22 ≤ ‖Xr⊥‖22. This fact combined with Inequality (J.4) implies
c23
2
‖r⊥‖22 ≤
1
2
‖Xr⊥‖22 =
1
2
‖Xr‖22 ≤ −rT∇F(β) ≤ ‖r‖2 · ‖∇F(β)‖2 ≤ c1p,
where the last inequality is derived from Condition (i) and (iii). Hence we
can obtain
‖r⊥‖22 ≤
2c1p
c23
.
Our next step is to bound ‖r‖‖22. By Cauchy-Schwarz inequality we know
p∑
i=1
|ri| =
p∑
i=1
√
|βi + µiri|2−q ·
√
r2i |βi + µiri|q−2,
≤
√√√√ p∑
i=1
|βi + µiri|2−q ·
√√√√ p∑
i=1
r2i |βi + µiri|q−2.
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So
p∑
i=1
r2i |βi + µiri|q−2 ≥
‖r‖21∑p
i=1 |βi + µiri|2−q
.(J.5)
Combining Inequality (J.4) and (J.5) gives us
‖r‖21 ≤
−2rT∇F(β)
λq(q − 1) ·
p∑
i=1
|βi + µiri|2−q
(b)
≤ 2c1c2
λq(q − 1)p
2,
where we have used Conditions (i), (iii), and (iv) to derive (b). Using the
upper bounds we obtained for ‖r‖21 and ‖r⊥‖22, together with Condition (vi),
it is straightforward to verify the following chains of inequalities
‖r‖‖22 ≤
c4
p
‖r‖‖21 ≤
2c4
p
(‖r‖21 + ‖r⊥‖21) ≤
2c4
p
(‖r‖21 + p‖r⊥‖22)
≤ 2c4
p
·
( 2c1c2
λq(q − 1)p
2 +
2c1
c23
p2
)
=
( 4c1c2c4
λq(q − 1) +
4c1c4
c23
)
· p.
We are finally able to derive
‖r‖22 = ‖r‖‖22 + ‖r⊥‖22 ≤
( 4c1c2c4
λq(q − 1) +
4c1c4
c23
+
2c1
c23
)
· p.
This completes the proof.
Note that Lemma 24 is a non-asymptotic and deterministic result. It
sheds light on the behavior of the cost function F(β) around its global
minimum. Suppose β + r is the global minimizer (a reasonable assumption
according to Condition (ii)), and if there is another point β having small
function value (indicated by its gradient from Condition (iii)), then the
distance ‖r‖2 between β and the optimal solution β + r should also be
small. This interpretation should not sound surprising, since we already
know F(β) is a strictly convex function. However, Lemma 24 enables us
to characterize this property in a precise way, which is crucial in the high
dimensional asymptotic analysis. Based on Lemma 24, we will set β + r =
βˆ(λ, q), β = βt and then verify all the conditions in Lemma 24 to conclude
‖r‖2 = ‖βˆ(λ, q)− βt‖2 is small. In particular that small distance will vanish
as t→∞, thus establishing the asymptotic equivalence between βˆ(λ, q) and
βt. We perform the analysis in a sequel of lemmas and Proposition 1.
Lemma 25. Given a constant q satisfying 1 < q ≤ 2, for any x, r ∈ R,
there exists a number 0 ≤ µ ≤ 1 such that
(J.6) |x+ r|q − |x|q − rq|x|q−1sign(x) ≥ q(q − 1)
2
|x+ µr|q−2r2.
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Proof. Denote fq(x) = |x|q. When q = 2, since f2(x) is a smooth func-
tion over (−∞,+∞), we can apply Taylor’s theorem to obtain (J.6). For any
1 < q < 2, note that f ′′q (0) = ∞, hence Taylor’s theorem is not applicable
to all the values of x ∈ R. We prove the inequality above in separate cases.
First observe that if (J.6) holds for any x > 0, r ∈ R, then it is true for any
x < 0, r ∈ R as well. It is also straightforward to confirm that when x = 0,
we can always choose µ = 1 to satisfy Inequality (J.6) for any r ∈ R. We
therefore focus on the case x > 0, r ∈ R.
a. When x+ r > 0, since fq(x) is a smooth function over (0,∞), we can
apply Taylor’s theorem to obtain (J.6).
b. If x+r = 0, choosing µ = 0, Inequality (J.6) is simplified to (q−1)xq ≥
q(q−1)
2 x
q, which is clearly valid.
c. When x+ r < 0, we consider two different scenarios.
i. First suppose −x− r ≥ x. We apply (J.6) to the pair −r−x and
x. Then we know there exists 0 ≤ µ˜ ≤ 1 such that
|x+ r|q − |x|q ≥ q(q − 1)
2
|µ˜(−x− r) + (1− µ˜)x|q−2(2x+ r)2
−(2x+ r)q|x|q−1
It is also straightforward to verify that there is 0 ≤ µ ≤ 1 so that
µ(x+ r) + (1− µ)x = −µ˜(−x− r)− (1− µ˜)x. Denote
g(y) =
q(q − 1)
2
|µ˜(−x− r) + (1− µ˜)x|q−2y2 + q|x|q−1y.
If we can show g(−2x − r) ≥ g(r), we can obtain the Inequality
(J.6). It is easily seen that the quadratic function g(y) achieves
global minimum at
y0 =
−1
q − 1 |x|
q−1|µ˜(−x− r) + (1− µ˜)x|2−q ≤ −1
q − 1 |x| < −x.
Moreover, note that −2x− r ≥ 0, r < 0 and they are symmetric
around y = −x, hence g(−2x− r) ≥ g(r).
ii. Consider 0 < −x−r < x. We again use (J.6) for the pair −x−−r
and x to obtain
|x+ r|q − |x|q ≥ q(q − 1)
2
|µ˜(x+ r)− (1− µ˜)x|q−2(2x+ r)2
−(2x+ r)q|x|q−1 ≥ (−2x− r)q|x|q−1 + q(q − 1)
2
|x|q−2(2x+ r)2.
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Denote h(y) = q(q−1)2 |x|q−2y2 + q|x|q−1y. If we can show h(−2x−
r) ≥ h(r), Inequality (J.6) will be established with µ = 0. Since
h(x) achieves global minimum at y0 =
−1
q−1 |x| < −x and−2x−r >
r, we can get h(−2x− r) ≥ h(r).
The next lemma is similar to Lemma 3.2 in [13]. The proof is adapted
from there.
Lemma 26. Let {β(p), X(p), w(p)} be a converging sequence. Denote the
solution of LQLS by βˆ(λ, q), and let {βt}t≥0 be the sequence of estimates
generated from the AMP algorithm. There exists a positive constant C s.t.
lim
t→∞ limp→∞
‖βt‖22
p
≤ C, a.s.,
lim sup
p→∞
‖βˆ(λ, q)‖2
p
≤ C, a.s.
Proof. To show the first inequality, according to Theorem J.1 and Lemma
23, choosing a particular pseudo-Lipschitz function ψ(x, y) = x2 we obtain
lim
t→∞ limp→∞
‖βt‖22
p
= EB,Z [ηq(B + τ∗Z;χτ2−q∗ )]2 <∞, a.s.,
where B ∼ pβ and Z ∼ N(0, 1) are independent. For the second inequality,
first note that since βˆ(λ, q) is the optimal solution we have
λ‖βˆ(λ, q)‖qq ≤ F(βˆ(λ, q)) ≤ F(0) =
1
2
‖y‖22
=
1
2
‖Xβ + w‖22 ≤ ‖Xβ‖22 + ‖w‖22 ≤ σ2max(X)‖β‖22 + ‖w‖22.(J.7)
We then consider the decomposition βˆ(λ, q) = βˆ(λ, q)⊥ + βˆ(λ, q)‖, where
βˆ(λ, q)⊥ ∈ ker(X)⊥ and βˆ(λ, q)‖ ∈ ker(X). Since ker(X) is a uniformly
random subspace with dimension p(1 − δ)+, we can apply Theorem J.4 to
conclude that, there exists a constant c(δ) > 0 depending on δ such that the
following holds with high probability,
‖βˆ(λ, q)‖22 = ‖βˆ(λ, q)‖‖22 + ‖βˆ(λ, q)⊥‖22 ≤
‖βˆ(λ, q)‖‖21
c(δ)p
+ ‖βˆ(λ, q)⊥‖22
≤ 2‖βˆ(λ, q)
⊥‖21 + 2‖βˆ(λ, q)‖21
c(δ)p
+ ‖βˆ(λ, q)⊥‖22
≤ 2‖βˆ(λ, q)‖
2
1
c(δ)p
+
2 + c(δ)
c(δ)
‖βˆ(λ, q)⊥‖22.(J.8)
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Moreover, Ho¨lder’s inequality combined with Inequality (J.7) yields
‖βˆ(λ, q)‖1
p
≤
(
‖βˆ(λ, q)‖qq
p
)1/q
≤
(
σ2max(X)‖β‖22 + ‖w‖22
λp
)1/q
.(J.9)
Using the results from (J.8) and (J.9), we can then upper bound ‖βˆ(λ, q)‖22:
‖βˆ(λ, q)‖22
p
(a)
≤ 2
c(δ)
(
σ2max(X)‖β‖22 + ‖w‖22
λp
)2/q
+
2 + c(δ)
pc(δ)σ2min(X)
‖Xβˆ(λ, q)⊥‖22.
To obtain (a) we have used the fact ‖Xβˆ(λ, q)⊥‖22 ≥ σ2min(X)‖βˆ(λ, q)⊥‖22.
We can further bound
‖Xβˆ(λ, q)⊥‖22
(b)
≤ 2‖y −Xβˆ(λ, q)‖22 + 2‖y‖22
(c)
≤ 4‖y‖22
(d)
≤ 8σ2max(X)‖β‖22 + 8‖w‖22.
(b) is due to the simple fact Xβˆ(λ, q)⊥ = Xβˆ(λ, q); (c) and (d) hold since
‖y−Xβˆ(λ, q)‖22 ≤ 2F(βˆ(λ, q)) and inequalities in (J.7). Combining the last
two chains of inequalities we obtain with probability larger than 1− 2−p
‖βˆ(λ, q)‖22
p
≤ 2
c(δ)
(
σ2max(X)‖β‖22 + ‖w‖22
λp
)2/q
+
16 + 8c(δ)
c(δ)σ2min(X)
· σ
2
max(X)‖β‖22 + ‖w‖22
p
.
Finally, because both σmin(X) and σmax(X) converge to non-zero con-
stants by Theorem J.3 and (β,X,w) is a converging sequence, the right
hand side of the above inequality converges to a finite number.
Lemma 27. Let {β(p), X(p), w(p)} be a converging sequence. Denote the
solution of LQLS by βˆ(λ, q), and let {βt}t≥0 be the sequence of estimates
generated from the AMP algorithm.There exists a positive constant C˜ s.t.
lim sup
t→∞
lim sup
p→∞
sup
0≤µi≤1
∑p
i=1 |µiβˆi(λ, q) + (1− µi)βti |2−q
p
< C˜, a.s.
Proof. For any given 0 ≤ µi ≤ 1, it is straightforward to see
|µiβˆi(λ, q)+(1−µi)βti |2−q ≤ max{|βˆi(λ, q)|2−q, |βti |2−q} ≤ |βˆi(λ, q)|2−q+|βti |2−q.
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Hence using Ho¨lder’s inequality gives us
sup
0≤µi≤1
1
p
p∑
i=1
|µiβˆi(λ, q) + (1− µi)βti |2−q
≤ 1
p
p∑
i=1
|βˆi(λ, q)|2−q + 1
p
p∑
i=1
|βti |2−q ≤
(1
p
p∑
i=1
|βˆi(λ, q)|2
) 2−q
2
+
(1
p
p∑
i=1
|βti |2
) 2−q
2
.
Applying Lemma 26 to the above inequality finishes the proof.
The next lemma is similar to Lemma 3.3 in [13]. The proof is adapted
from there.
Lemma 28. Let {β(p), X(p), w(p)} be a converging sequence. Let {βt}t≥0
be the sequence of estimates generated from the AMP algorithm. We have
lim
t→∞ limp→∞
‖∇F(βt)‖22
p
= 0, a.s.
Proof. Recall the AMP updating rule (J.1):
βt = ηq(X
T zt−1 + βt−1; τ2−qt−1 χ).
According to Lemma 7 part (i) we know βt satisfies
XT zt−1 + βt−1 = βt + τ2−qt−1 χq(|βt1|q−1sign(βt1), . . . , |βtp|q−1sign(βtp))T .
The rule (J.1) also tells us
zt = y −Xβt + wtzt−1,
where wt is defined in Theorem J.2. Note
∇F(βt) = −XT (y −Xβt) + λq(|βt1|q−1sign(βt1), . . . , |βtp|q−1sign(βtp))T .
We can then upper bound ∇F(βt) in the following way:
1√
p
‖∇F(βt)‖2 = 1√
p
‖ −XT (y −Xβt) + λ(τ2−qt−1 χ)−1XT zt−1 + βt−1 − βt‖2
=
1√
p
‖ −XT (zt − wtzt−1) + λ(τ2−qt−1 χ)−1(XT zt−1 + βt−1 − βt)‖2
≤ λ‖β
t−1 − βt‖2
τ2−qt−1 χ
√
p
+
‖XT (zt−1 − zt)‖2√
p
+
|λ+ τ2−qt−1 χ(wt − 1)| · ‖XT zt−1‖2
τ2−qt−1 χ
√
p
≤ λ‖β
t−1 − βt‖2
τ2−qt−1 χ
√
p
+
σmax(X)‖zt−1 − zt‖2√
p
+
σmax(X)|λ+ τ2−qt−1 χ(wt − 1)| · ‖zt−1‖2
τ2−qt−1 χ
√
p
.
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By Lemma 23, Theorem J.2 part (i)(ii) and Theorem J.3, it is straight-
forward to confirm that the first two terms on the right hand side of the
last inequality vanish almost surely, as p → ∞, t → ∞. For the third term,
Lemma 23 and Theorem J.2 part (iii)(iv) imply
lim
t→∞ limp→∞
|λ+ τ2−qt−1 χ(wt − 1)| · ‖zt−1‖2
τ2−qt−1 χ
√
p
=
√
δτ∗
τ2−q∗ χ
∣∣∣λ− τ2−q∗ χ(1− 1δEη′q(B + τ∗Z; τ2−q∗ χ))∣∣∣ = 0, a.s.
To obtain the last equality, we have used Equation (2.3).
We are in position to prove the asymptotic equivalence between AMP
estimates and bridge regression.
Proposition 1. Let {β(p), X(p), w(p)} be a converging sequence. De-
note the solution of LQLS by βˆ(λ, q), and let {βt}t≥0 be the sequence of
estimates generated from the AMP algorithm. We then have
lim
t→∞ limp→∞
1
p
‖βˆ(λ, q)− βt‖22 = 0, a.s.(J.10)
Proof. We utilize Lemma 24. Let β+r = βˆ(λ, q), β = βt. If this pair of β
and r satisfies the conditions in Lemma 24, we will have
‖r‖22
p =
‖βˆ(λ,q)−βt‖2
p
being very small. In the rest of the proof, we aim to verify that the condi-
tions in Lemma 24 hold with high probability and establish the connection
between the iteration numbers t and  in Lemma 24.
a. Condition (i) follows from Lemma 26:
lim
t→∞lim supp→∞
‖r‖2√
p
≤ lim sup
p→∞
‖βˆ(λ, q)‖2√
p
+ lim
t→∞ limp→∞
‖βt‖2√
p
≤ 2
√
C, a.s.
b. Condition (ii) holds since βˆ(λ, q) is the optimal solution of F(β).
c. Condition (iii) holds by Lemma 28. Note that → 0, as t→∞.
d. Condition (iv) is due to Lemma 27.
e. Condition (v) is the result of Theorem J.3.
f. Condition (vi) is a direct application of Theorem J.4.
Note all the claims made above hold almost surely as p→∞; and → 0 as
t→∞. Hence the result (J.10) follows.
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Based on the results from Theorem J.1, Lemma 23 and Proposition 1, we
can use exactly the same arguments as in the proof of Theorem 1.5 from [13]
to finish the proof of Theorem 2.1. Since the arguments are straightforward,
we do not repeat it here.
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