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ABSTRACT
Wireless sensor networks (WNSs) are gradually evolving
from a promising technology to a well-established reality in a
large set of different domains. In order to fulfill the require-
ments of the specific scenario, a WSN must provide the right
tradeoff between performance and lifetime, which is heavily
determined by the network design. However, although the
complexity of WSNs is increasing, the design space explo-
ration is often carried out manually without the support of a
general analytical methodology. In this paper, we advocate
a model-based approach as an efficient and scalable way to
explore the energy-performance tradeoffs during the design.
In particular, we show that it is possible to define system-
level models to describe wide classes of WSNs, providing a
quick and accurate network evaluation. As a proof of con-
cept, we propose a general model that describes the main
characteristics of a class of WSNs for human health mon-
itoring, and we apply it to a real case study. The results
show that the energy-performance estimation error of the
model never exceeds 1.74% compared to real data, while the
evaluation time is reduced by up to 6 orders of magnitude
with respect to an accurate network simulation.
Categories and Subject Descriptors
C.2.1 [Computer Communication Networks]: Network
Architecture and Design; I.6.5 [Simulation and Model-
ing]: Model Development
General Terms
Design, Theory, Algorithms
Keywords
Wireless sensor networks, Cross-layer design, Model-based
design, System-level modeling, Wireless body sensor net-
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1. INTRODUCTION
In the last years, wireless sensor networks (WNSs) are
becoming a well-established reality in many different do-
mains, including military applications, environment control,
industrial supervision and health monitoring [1]. In order
to deal with the specific requirements of a given application
domain, a WSN has to meet certain performance require-
ments as well as to guarantee a sufficient lifetime, which
are often conflicting goals. The right tradeoff between these
two objectives, as well as the prevention of undesired be-
haviors such as unbalanced performance among the different
nodes of the WSN, can be guaranteed by accurately evalu-
ating the network configurations during the design phase.
In order to help the designer during the energy-performance
tradeoff analysis, many design space exploration (DSE) tech-
niques for WSNs have been proposed in the literature [3][4],
and most of the classic optimization algorithms can also be
adapted to WSNs with a low effort. However, providing such
algorithms with an accurate system-level estimation of the
WSN performance is still an open problem, and it is neces-
sary to correctly lead the DSE algorithm to the detection of
the Pareto-optimal network configurations.
The evaluation of a particular WSN includes aspects that
span across multiple layers (from the network to the hard-
ware, to the application level), and it can be performed in
three ways [6]: a set of physical experiments, a network
simulation or an analytical model. However, when a large
number of configurations needs to be evaluated during the
DSE phase, both the empirical experiments and the simu-
lation become impractical, as the former cannot be auto-
mated, while the latter takes an unacceptable amount of
time. Conversely, the analytical model enables a fast eval-
uation and a deep understanding of the dynamics of the
network, but its definition raises several challenges related
to its accuracy and reusability. In fact, a detailed character-
ization of a specific WSN has been shown to lead to efficient
network designs [5], but such a model requires a deep knowl-
edge about the application and the target platform, and it
cannot be reused to model different classes of WSNs. On
the other hand, a generic system-level model that can be
easily instantiated to a specific WSN would greatly simplify
the task of the designer, but no model with these charac-
teristics has been proposed yet, as it is complex to define a
characterization that can describe all the different classes of
WSNs with a sufficient accuracy.
Although the definition of a general model is limited by
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the great differences among the WSN domains, in this paper
we aim at showing that it is possible to focus the scope of the
model to wide classes of networks in order to capture their
most relevant aspects, thus providing a model that is both
detailed and reusable on many instances of WSNs. This
work shows that a multi-layer characterization of the nodes
and of their interactions in a well-defined class of WSNs
leads to an accurate estimation with respect to both real
and simulated data, and that a DSE algorithm greatly ben-
efits from a model-based evaluation in terms of execution
time. Furthermore, in order to provide a coherent system-
level estimation of the network during the DSE, we propose
a set of performance metrics that belong to different layers
(i.e., delay, application quality, energy consumption), which
lead to the determination of the optimal energy-performance
tradeoffs. As a proof of concept, the model we propose tar-
gets the wide class of wearable wireless body sensor networks
(WBSNs), which are a rising technology in the field of hu-
man health monitoring [2] both for medical and personal
use. Experimental evaluations conducted on a real-world
WBSN show that the proposed model never generates an
estimation error greater than 1.74%.
2. RELATEDWORK
Over the last years, model-based evaluation as a support
for DSE has been extensively explored in many fields. In
the WSN domain, node and network models have been tra-
ditionally proposed to characterize specific aspects of the
network, and to validate new protocols [14] or energy man-
agement strategies [3]. None of them, however, guarantees a
general system-level description that can be easily adapted
to describe a real WSN.
At the node level, analytical models for all the most com-
mon hardware blocks were proposed even before the advent
of WSNs. In particular, detailed energy characterizations
are available for hardware circuits, sensors and microcon-
trollers [8], memory banks [7], and radio circuits [9][15].
However, these models do not consider any interdependency
between the different parts of the system, hence they are
not sufficient to describe the behavior of a set of networked
nodes. In [3], the authors relate the energy consumption
and the throughput of the node to the supply voltage of the
microcontroller and the modulation level of the radio. Al-
though the work is a good example of how different aspects
of the node (i.e., sensing, processing and transmission) can
be combined, the parameters that are considered are only a
small subset of the ones that can be found on real nodes.
At the network level, several works propose a model of dif-
ferent media access control (MAC) protocols, and in particu-
lar the widely-adopted IEEE 802.15.4 [16] standard. For ex-
ample, [10] characterizes the behavior of the IEEE 802.15.4
MAC layer on large-scale networks, both in terms of energy
consumption and packet transmission probability. In [11], a
similar analysis is proposed for WBSNs, with a particular
emphasis on the radio activity of the node. The works in
[17] and [18] focus on the part of the IEEE 802.15.4 standard
that works in TDMA mode, and propose two separate tech-
niques to estimate the expected packet delay. However, none
of the aforementioned network models propose an in-depth
analysis of the application executed by the nodes, which is
crucial to have a coherent global evaluation of the WSN.
Another important aspect of the trade-off analysis is the
definition of a set of metrics that capture all the relevant dy-
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Figure 1: Overview of a typical WBSN
namics of the network. Traditionally, energy consumption
is always a major concern during the network evaluation
[14][3][10], but other metrics such as throughput and end-
to-end delay may be considered. For example, different en-
ergy/delay tradeoffs are explored as a function of the voltage
and the radio modulation in [26]. However, no application-
related metric is generally proposed in order to characterize
the overall behavior of the network as seen by the end user.
As a conclusion, none of the existing models provides a co-
herent system-level description that can be applied to real-
world WSNs, mainly because they only focus on specific
aspects of the system and often neglect the final applica-
tion. In our work, we show that a general –and yet reliable–
analytical model for the nodes and the whole network can
be defined if its scope is limited to a set of WSNs sharing
similar structures and application domains.
3. SYSTEM-LEVEL MODEL FORWBSNs
In this section, we propose a general system-level model
that characterizes the most important multi-layer interde-
pendencies of the networks belonging to the same domain.
As a proof of concept, we target the WBSN domain.
3.1 WBSN Domain Analysis
A typical WBSN [12] follows the structure illustrated in
Figure 1. The network comprises a set of low-power nodes
that can be worn by the same person or by different ones
(e.g., the patients in a hospital, or a team of athletes) to
monitor one or more vital signs to be sent to a central net-
work coordinator. Once the signal has been sensed, each
node performs a data pre-processing using a software appli-
cation executed on a microcontroller-based hardware archi-
tecture (see Figure 1), and finally sends the output to the
coordinator through the wireless channel. The coordinator
is responsible for the analysis of the data, and the definition
of the network activity (e.g., the enforcement of the MAC
protocol). In WBSNs, a star topology network is generally
employed, hence the communication between a node and the
coordinator is direct [12]. Moreover, the wireless channel is
shared among the nodes using a collision-free, time-division
multiple access (TDMA) policy, which leads to a lower en-
ergy consumption with respect to a contention access. These
assumptions are sufficient to characterize a wide set of net-
works in the WBSN domain, and they enable us to define
an abstract model that can be easily adapted to real nodes
and standards, as we show later by means of a case study.
3.2 Network Model
In the network model, we capture the interactions among
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the nodes and, in particular, how they share the wireless
channel. For this purpose, the N nodes of the network are
now considered as black boxes generating an output stream
of φout bytes per second (B/s). The transmission is regu-
lated by the MAC protocol, which aims at assigning a trans-
mission interval ∆
(n)
tx (the index denotes that the quantity
refers to node n) per second to each node, by acting on
protocol-specific parameters that form a configuration χmac.
Each node is then in charge of tuning the throughput φ
(n)
out
in order to be able to deliver its data in the time ∆
(n)
tx .
To describe the MAC layer, we introduce the following
abstractions that capture its most recurring characteristics:
• a data overhead due to packetization and flow control,
consisting of a number of extra bytes that are required
to transmit φout (e.g., headers and tails). We indicate
this overhead as Ω(φout, χmac) (measured in B/s);
• a control overhead, which includes the control messages
(e.g., synchronization packets and acknowledgements)
that are exchanged between a node and the coordina-
tor. As we further detail in Section 3.3, these messages
generate an energy dissipation due to their transmis-
sion/reception. We identify the volume of control mes-
sages from the coordinator to the node and vice versa
as Ψc→n(χmac) and Ψn→c(χmac) (measured in B/s);
• a timing overhead per second, i.e., time intervals where
the channel is unavailable, either because of the trans-
mission of control messages or because the network is
kept idle. We call this quantity ∆control(χmac);
• a time discretization. Since a protocol does not gen-
erally assign an arbitrary and continuous transmission
time to each node. We define δ as the base time unit
that is used in the selected protocol, and we express
the transmission intervals as multiples of δ.
The goal of the network design is to size the transmis-
sion intervals to enable each node to deliver all its data and
the corresponding control information. We model this as
an assignment problem that is tailored for the typical star-
topology TDMA transmission of WBSNs, but it can be also
adapted to a contention access protocol (in fact, the ∆
(n)
tx ’s
can be statistically determined as the average amount of
time a node can successfully transmit per second, as shown
in [19] for the CSMA/CA). In particular, the MAC protocol
has to find a number k(n) for each node n such that:
∆
(n)
tx = k
(n) · δ ≥ Ttx
“
φ
(n)
out + Ω
“
φ
(n)
out, χmac
””
, (1)
where Ttx(·) denotes the transmission time required to send
the specified amount of data, and depends on the physical
radio. Additionally, the assignment of the transmission in-
tervals by the MAC protocol must be constrained in order
not to exceed the total of one second:
NX
i=1
∆
(i)
tx + ∆control(χmac) = 1. (2)
From the DSE perspective, allowing the network to stay
silent for a long time leads to good solutions in terms of en-
ergy consumption, but in practice it increases the data delay.
Hence, we define the delay function d(χmac) to quantify the
average (or the maximum) time between the generation of
the data and the instant it is received by the coordinator.
Such a function cannot be defined in the general case, but
it can be determined according to the specific MAC and the
traffic patterns of the nodes, as we show in the case study.
3.3 Node Model
A typical WBSN node follows the microcontroller-based
architecture shown in Figure 1. We hereby propose a model
that captures the interdependency among the hardware com-
ponents in terms of consumption and application-related
metrics, as well as the influence of the network configuration
on the single node. We characterize the node by means of a
configuration χnode, which includes the configurable parame-
ters both on the hardware side (e.g., frequency, transmission
power), and on the software side. All the parameters that
cannot be tuned, or that are not relevant for a system-level
optimization, will not be detailed in this model.
The node first samples the physiologic signal with a fre-
quency fs, and the samples are then quantized by an A/D
converter to produce values of Ladc bytes, thus generating
an input stream φin of fs ·Ladc (B/s). The sampling activity
leads to an energy dissipation that can be expressed as:
Esensor = Etransducer + [αs,1 · fs + αs,0] . (3)
A linear function of fs (with coefficients αs,1 and αs,0) cap-
tures the behavior of the A/D circuit [21], whereas Etransducer
is an overhead included by the transducer.
The input stream φin is then processed by an application,
which typically consists of filtering or data compression. The
behavior of the application layer is determined by a set of
parameters (e.g., approximation factors and compression ra-
tios), which determine three key aspects:
• the output stream φout. From a quantitative perspec-
tive, the application can be modeled as a function h
that processes the input stream φin and produces a
certain amount of results to be transmitted. As a con-
sequence, the output of the node is equal to φout =
h(φin, χnode) and, if an estimation of the transmission
errors is available (e.g., [9]), then the average amount
of retransmitted data can be added to the original φout;
• the resource usage. To represent these quantities, we
define a vector u = (Dutyapp,Mapp, γapp, u4, ..., un)
that contains n elements, one for each hardware re-
source that can be tuned on the target platform. We
use a different notation to identify the duty cycle of
the application on the microcontroller (Dutyapp), the
amount of memory required during the execution (Mapp),
and the number of memory accesses (γapp), which will
be used later for energy considerations. The resource
usage depends on how the node is tuned (i.e., χnode)
and on the amount of data to be processed. Hence, we
can define a function vector k = (k1, ..., kn) such that
u = k(φin, χnode), where ki(φin, χnode) computes the
usage of resource i.
• the output quality. As the application generally in-
troduces an approximation, we define an application-
specific function e(φin, χnode) that measures the loss of
quality between the original and the transmitted data.
After characterizing the application, we focus on the ef-
fects of its execution. On the microcontroller side, the exe-
cution generates an energy dissipation that linearly depends
on the duty cycle and on the operating frequency (fµC) [21]:
EµC = Dutyapp · [αµC,1 · fµC + αµC,0] . (4)
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The execution also leads to an energy consumption due to
memory access, which can be estimated as follows [7]:
Emem = γappTmem·Eacc+(1− γappTmem) 8Mapp·Ebitidle. (5)
This equation includes two contributions: a dynamic con-
sumption due to the γapp memory accesses, and a residual
that occurs during idle periods and is proportional to the
memory size. In the equation, Tmem indicates the access
time, Eacc defines the consumption of a single access, and
Ebitidle denotes the dissipation per bit due to leakage.
Finally, the output stream φout and the control informa-
tion need to be transmitted to the coordinator by the radio
unit during the assigned transmission intervals. The physi-
cal radio determines the transmission time in Equation (1)
and the dissipation associated to the reception (Erx) and
the transmission (Etx) of one bit, the latter being related
to the power of the carrier signal [9], which must be cho-
sen to achieve a low packet error rate. Thus, the energy
consumption due to the radio can be expressed as:
Eradio = [8 (φout + Ω(φout, χmac)) + 8Ψn→c(χmac)] · Etx
+ 8Ψc→n(χmac) · Erx .
(6)
Then, after including the contribution of all the analyzed
layers, the overall node consumption can be expressed as:
Enode = Esensor + EµC + Emem + Eradio . (7)
3.4 System-Level Evaluation Metrics
To complete the description of the WBSN, we combine the
performance metrics of each node (i.e., Enode and e(φin, χnode))
into consistent network-level objective functions.
As mentioned in Section 1, finding balanced configurations
is a major concern while combining the different metrics,
in order to avoid situations where the coordinator receives
data of different quality, or where heavily optimized nodes
are alternated to other nodes with an insufficient lifetime.
As a consequence, we define the network-level energy con-
sumption (Enet) as a weighted combination of the average
energy consumption of the nodes, and the sample standard
deviation of this quantity over the WBSN:
Enet =
NX
i=1
E
(n)
node
N
+ ϑ ·
vuut 1
N − 1
NX
i+1
"
E
(n)
node −
NX
i=1
E
(n)
node
N
#2
,
(8)
where ϑ is a positive constant that determines the impor-
tance of the balance among the nodes.
We can define a network-level application quality metric in
a similar way, by combining all the loss-of-quality functions
e(n)(φin, χnode) as we did in Equation (8) for E
(n)
node.
4. A REAL-WORLDWBSN CASE STUDY
In this section, we show that the proposed multi-layer
model for WBSNs can be easily used to model a real network
that uses a commercial platform and widespread standards.
4.1 Case Study Overview
We propose an illustrative case study of a WBSN for elec-
trocardiography (ECG) monitoring. We envision a scenario
that can take place in a hospital, where N patients (in this
example, N = 6) are wearing a node that is connected to a
central base station. The nodes reduce the size of the output
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Contention-Free Period (CFP)Contention Access Period (CAP)
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Superframe Duration (SD) = 15.36 ms * 2SFO
Beacon Interval (BI) = 15.36 ms * 2BCO
Figure 2: Structure of the IEEE 802.15.4 superframe
stream by applying one of the two available data compres-
sion techniques, i.e., digital wavelet transform (DWT) [23]
and compressed sensing (CS) [13]. The two techniques have
different properties in terms of complexity, signal quality
and hardware requirements: for the sake of illustration, we
assume that half of the nodes employ DWT, and the remain-
ing ones execute CS.
As a node, we employ the Shimmer commercial plat-
form [24], which includes an ultra low-power microcontroller,
10kB of RAM memory, and an IEEE 802.15.4 [16] radio
module. The transmission is performed using the beacon-
enabled mode of the IEEE 802.15.4 MAC layer [16]. Con-
sidering the set of parameters on the node and the MAC
protocol, the number of possible network configurations of
this case study exceeds the tens of millions, thus making
a deep DSE impractical by using network simulation or by
collecting experimental data. The proposed model, on the
other hand, contains all the structures that are needed to
fully describe the target network.
4.2 IEEE 802.15.4 Network Model
We hereby show how the proposed system-level WBSN
model can capture the relevant dynamics of the beacon-
enabled mode of the IEEE 802.15.4 [16] MAC protocol. In
this MAC, a beacon is periodically sent by the coordinator
to define the structure of the next superframe, a time inter-
val whose structure is shown in Figure 2. The superframe is
divided into an inactive and an active part, the latter being
divided into 16 slots, 7 of which (known as guaranteed time
slots, GTSs) are granted using a TDMA-like protocol.
The IEEE 802.15.4 MAC configuration is defined as χmac =
{Lpayload, SFO,BCO,∆(1)tx , ...,∆(N)tx }, where Lpayload is the
payload in a data packet, and SFO and BCO denote the
superframe and the beacon orders, which in turn determine
the interval between two beacons (BI) and the duration of
the active part (SD) (see Figure 2) [16]. Finally, the ∆
(n)
tx ’s
indicate the transmission time allocated to each node.
The IEEE 802.15.4 MAC protocol can be easily mapped
on the structures we identified in Section 3.2. For exam-
ple, the data overhead introduced by the MAC is equal
to 13 bytes (11 for the header, 2 for the checksum) for
each packet, hence Ω(φ
(n)
out, χmac) = 13 · φ(n)out/Lpayload. In
terms of control overhead, the protocol does not require
any control message from node (thus Ψn→c(χmac) = 0),
whereas the coordinator sends a number of beacons (of vari-
able length, which we denote as Lbeacon) that depends on
the number of superframes per second (i.e., 1/BI), and an
acknowledgment (4 bytes) for each transmitted packet, thus
Ψc→n(χmac) = 4·φ(n)out/Lpayload+Lbeacon/BI. Furthermore,
∆control(χmac) is the time required by the coordinator to
transmit 1/BI beacons per second, plus at least 9 slots re-
served for contention access (which are not exploited in this
case study), and the inactive period of the superframes.
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As we mentioned in Section 3.2, the model can handle ad-
ditional protocol-specific constrains on the assignment of the
∆
(n)
tx ’s. Firstly, the ∆
(n)
tx ’s cannot be arbitrarily assigned be-
cause of the time discretization imposed by the slots. Hence,
we define the base transmission time δ as the slot length,
i.e., SD/16, and we express all the ∆
(n)
tx ’s as multiples of
δ. Then, as the protocol specifies that at most 7 slots can
be used as GTSs, we formulate a constraint on the overall
transmission time that can be allocated for the nodes, i.e.,PN
i=1 ∆
(i)
tx ≤ 7/16 · SD/BI.
Finally, thanks to the nature of data compression that
leads to a uniform output rate, a simple delay model (based
on the one in [17]) can be formulated. In particular, the
worst-case delay for a node n occurs when the remaining
nodes use all their slots (and the control overhead for all the
corresponding frames) before node n is enabled to transmit:
d(n)(χmac) ≤
NX
i=1, i6=n
∆
(i)
tx +
266617
NX
i=1, i 6=n
∆
(i)
tx
3777∆control . (9)
4.3 Shimmer Node Model
In this section, we apply the node model described in Sec-
tion 3.3 to the Shimmer platform [24]. As the node platform
is already implemented, some parameters are fixed. In par-
ticular, the sampling frequency is determined by the nature
of the ECG signal and is fixed to fs=250Hz, and the res-
olution LADC of the A/D converter is set to 12 bits, thus
generating a constant input stream φin = 375 B/s. The con-
tribution of the 10kB memory block is also constant, as the
memory accesses are determined by the Shimmer -specific
implementations of the DWT and CS algorithms [13]. At
the radio level, the power of the carrier signal has been set
to a sufficient level in order to minimize the probability of a
packet error, thus avoiding an increment of φout due to re-
transmission. Hence, the configuration of a node is charac-
terized as χnode = {CR, fµC}, where CR is the compression
ratio, and fµC is the frequency of the microcontroller.
The output stream φout can be easily expressed as a func-
tion of CR, i.e., φout = h(φin, χnode) = φin · CR, which
holds for both the DWT and the CS applications. How-
ever, the two compressions show different duty cycles and
loss-of-quality functions. The duty cycle of the Shimmer
implementations of DWT and CS show a marginally de-
pendency on CR, but there is a relation with respect to
fµC ∈ χnode. By analyzing the execution, we can define the
resource usage function as k(φin, χnode) = (kDWT , kCS) =
(2265.6/fµC , 388.8/fµC). To estimate the quality of the ap-
plication, we select the percentage root-mean-square differ-
ence (PRD) [13], which quantifies the difference between the
original ECG and the one reconstructed by the coordinator.
Although the actual PRD value can only be determined
by measuring or simulating the actual reconstructed signal,
we computed an analytical estimation using two fifth-order
polynomial functions P
(DWT )
5 (CR) and P
(CS)
5 (CR) that fit
the experimental data provided in [13].
5. EXPERIMENTAL RESULTS
In this section, we evaluate the accuracy of the proposed
model-based estimation with respect to experimental data.
The results refer to the case study discussed in Section 4,
but tests on different networks show a similar accuracy.
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Figure 3: Estimation of the node consumption with
different configurations
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Figure 4: Estimation of the application behavior by
means of the PRD metric
.1 Estimation Accuracy
The first set of experiments aims at validating the estima-
tion provided by the model. We first validated the model
equations with respect to real experimental data obtained
under different operating conditions. Figure 3 shows the es-
timation of the overall energy consumption of the nodes with
set of realistic configurations χnode. The energy estimation
proves to be very accurate, as the average error on all the
fµC ’s and CR’s is equal to 0.88% for the CS, and to 0.13%
for DWT, and the maximum error does not exceed 1.74%.
The model also predicts that the DWT cannot complete its
execution with fµC = 1 MHz because its duty cycle exceeds
100%. Figure 4 shows the estimation error for the PRD’s,
which proves to be very low (0.92% for the CS, 0.46% for the
DWT), thus showing that the model accurately estimates a
crucial metric that can be exactly determined only by ana-
lyzing or simulating the actual compressed ECG.
In order to validate the network model, we compared the
estimated delay to the results of a network simulation per-
formed using the popular Castalia framework [25]. The
choice of a network simulator over experimental data is jus-
tified by the possibility of deeply monitoring the packet flow.
In spite of being a worst-case estimation, the delay function
in Equation (9) provides an average overestimation lower
than 100 ms over a set of 130 simulations with realistic φout’s
and χmac’s, which is acceptable in this application.
5.2 Design Space Exploration Performance
In this paragraph, we aim at validating the proposed model-
based evaluation within the context of the DSE. We em-
ployed the proposed WBSN model in a set of multi-objective
optimization techniques, including genetic algorithms (which
have been already used in the WSN domain [3]) and simu-
lated annealing [27], without experiencing any relevant dif-
ference in terms of quality of the solutions. In terms of
execution time, the proposed evaluation clearly outperforms
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Figure 5: Tradeoffs detected using the proposed model and a state-of-the-art energy/delay model [26]
a complete network simulation, in fact, a network simulation
takes 5 to 10 minutes in our case study, while the model can
be evaluated approximately 4800 times per second.
Figure 5 shows the optimal tradeoffs between the three
metrics we included in our model and, in order to underline
the importance of considering all these metrics, the solutions
are compared to the ones found by using a state-of-the-art
energy/delay model [26]. It can be observed that the Pareto
set generated according to the energy/delay model only con-
tains a subset (i.e., approximately 7%) of the tradeoffs that
are found using the proposed model: this is due to the fact
that the energy/delay model does not include an additional
application-aware metric. As a consequence, it only approx-
imates the energy/delay curve, but it does not allow the
DSE algorithm to recognize the solutions that are optimal in
terms of PRD. In order to detect the large number of Pareto
tradeoffs characterized by acceptable mid-range PRD’s, the
proposed multi-layer model must be employed.
6. CONCLUSION
In this work, we have shown the benefits of a quick and ac-
curate analytical evaluation in the context of model-based
design of WSNs. Although WSNs show a wide range of
different characteristics in different fields, it is possible to
formulate abstract system-level models for broad classes of
networks, which share common architectural and network
structures, or more generally belong to the same domain.
As a proof of concept, we have considered the class of WB-
SNs, and we have proved that a general and comprehensive
model can be defined, and it can be applied to real networks
with a low effort and a high accuracy. The results on a real
case study show that the estimation error for energy and
performance never exceeds 1.74% with respect to real data,
while the estimation time is up to six orders of magnitude
lower than an evaluation performed by a network simulator.
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