For macromolecular structure determination at synchrotron sources, radiation damage remains a major limiting factor. Estimation of the absorbed dose (J kg À1 ) during data collection at these sources by programs such as RADDOSE-3D has allowed direct comparison of radiation damage between experiments carried out with different samples and beam parameters. This has enabled prediction of roughly when radiation damage will manifest so it can potentially be avoided. X-ray free-electron lasers (XFELs), which produce intense X-ray pulses only a few femtoseconds in duration, can be used to generate diffraction patterns before most of the radiation damage processes have occurred and hence hypothetically they enable the determination of damage-free atomic resolution structures. In spite of this, several experimental and theoretical studies have suggested that structures from XFELs are not always free of radiation damage. There are currently no freely available programs designed to calculate the dose absorbed during XFEL data collection. This article presents an extension to RADDOSE-3D called RADDOSE-XFEL, which calculates the time-resolved dose during XFEL experiments. It is anticipated that RADDOSE-XFEL could be used to facilitate the study of radiation damage at XFELs and ultimately be used prior to data collection so that experimenters can plan their experiments to avoid radiation damage manifesting in their structures.
Introduction
Since the beginning of X-ray macromolecular crystallography (MX), radiation damage (Blake & Phillips, 1962) has been one of the most common causes of structure determination failure. X-rays deposit energy as they interact with the sample by the Compton effect, where a photon loses some energy to a recoil electron, and by the photoelectric effect, where the photon is absorbed and a photoelectron, usually from the innermost shell of a constituent atom, is released with energy equal to the photon energy minus the electron shell binding energy (Einstein, 1905) . The hollow ion relaxes by de-excitation of an electron from a higher shell to fill the vacancy. This is followed by the release of energy in the form of a fluorescent photon (Moseley, 1913) or another electron called an Auger electron (Meitner, 1922; Auger, 1925) , with the probability of fluorescent X-ray emission increasing with atomic number (Z) (Krause, 1979) .
Energy deposited in the sample by X-rays from these effects causes chemical and physical changes, altering the structure of the crystal. However, most of the damage is caused by photoelectrons emitted after photoelectric absorption. A 12 keV photoelectron can give rise to up to $500 further ionization events in the sample, assuming an average energy loss per ionization event of 25 eV (O'Neill et al., 2002) .
The effects of radiation damage at synchrotrons can be reduced by cryo-cooling the crystal in liquid nitrogen to 77 K and then collecting data at 100 K in a stream of gaseous nitrogen. This prolongs the crystal lifetime by a factor of $30-70 (Nave & Garman, 2005; Warkentin & Thorne, 2010) by stopping the movement of most free radicals. However, electrons, holes and hydrogen atoms are still mobile at cryogenic temperatures so radiation damage can still progress.
X-ray free-electron lasers (XFELs) promise high-resolution protein structures that are free from damage. Femtosecond pulses with high brilliance are generated by XFELs and can be used to collect X-ray diffraction patterns from a fully hydrated stream of nanocrystals . A monochromator is often used to select a specific X-ray wavelength, although foregoing this to produce a polychromatic beam (pink beam) increases pulse intensity. The intense pulse (which can be )10 17 W cm À2 ; Chapman et al., 2014) completely vaporizes the sample by a 'Coulomb explosion', but a diffraction pattern is first obtained, usually before significant radiation damage has occurred. This possibility was first predicted and described in a classic paper by Neutze et al. (2000) , who performed molecular dynamics simulations using a modified version of GROMACS (Berendsen et al., 1995) to investigate the molecular disintegration of both single and 4 Â 4 Â 4 arrays of T4 lysozyme molecules as a function of the XFEL pulse length. They investigated the effect of different pulse lengths and the 'landscape of radiation tolerance', concluding that, for a 2 fs 12 keV pulse of size 100 nm FWHM which contained 3 Â 10 12 photons, diffraction would be over before significant displacement of the atoms in the structure could occur. This prediction was later verified experimentally in principle both for single particles of the large ($0.75 mm) mimivirus and for nanocrystals (all <2 mm) of photosystem I using 70 fs XFEL pulses. During the pulse, atomic ionizations occur randomly and modify the scattering amplitudes of atoms. As the degree of atomic displacement increases throughout the pulse, the correlation of structure between unit cells in a crystal sample is lost and the contribution to Bragg peaks reduces, being eventually lost. Plasma dynamics simulations using the program CRETIN (Scott & Mayle, 1994; Scott, 2001) have demonstrated this for XFEL sources, showing that, after a certain time during a pulse, atomic displacements will be large enough that contributions to the Bragg peaks of a particular resolution shell cease for the remainder of the pulse, and then only additional background is collected.
A further phenomenon is the loss of inner-shell electrons in the constituent atoms, leading to 'hollow atoms' whose X-ray scattering cross sections are lower than those for their native states which results in a degree of 'radiation hardening' and transient X-ray transparency, shown experimentally for neon atoms (Son et al., 2011) . This electron loss also causes positive charge build-up and interatomic repulsion. For longer pulse lengths, the kinetic energy of the system exceeds its potential energy and the sample explodes. Single molecules and small clusters are believed to suffer from a Coulomb explosion (Neutze et al., 2000) , whereas larger clusters and micrometresized crystals are more likely to undergo a hydrodynamic expansion due to electron pressure and heating (Ditmire, 2016) .
In practice, pulse lengths are not necessarily short enough (Hau-Riege et al., 2004 , and flux densities (photons per second per area) not necessarily high enough, to obtain a useful signal before any radiation damage occurs. As a result, radiation damage has been observed in XFEL structures Nass et al., 2015; Galli et al., 2015) , particularly at heavy-atom sites as would be expected in a synchrotron experiment.
The absorbed dose D, defined as the energy absorbed per unit mass in SI units of gray (Gy = J kg À1 ), is a generally accepted metric against which to quantify the progression of radiation damage in MX. Dose cannot be measured directly but can be estimated using knowledge of the crystal (size and composition), beam (intensity profile, energy, flux, size) and exposure time.
The program RADDOSE v1 (Murray et al., 2004) estimated the dose absorbed during MX data collection using the following equation:
where I 0 is the incident intensity of the beam, is the incident X-ray wavelength, V is the crystal volume, t is the crystal thickness, N is the total number of atoms j and abs is the photoelectric absorption coefficient of the crystal, estimated from the sum of the atomic photoelectric cross sections, pe , of all atoms in the crystal at the relevant incident X-ray wavelength. Equation (1) used in RADDOSE v1 only includes the photoelectric effect, which is the dominant interaction at the incident X-ray energies (E inc ) commonly used in MX ($10-15 keV). RADDOSE v2 (Paithankar et al., 2009) included the probability of fluorescent photons escaping the crystal and reducing the dose, which is important for high-Z elements. RADDOSE v3 included energy loss in the crystal due the Compton effect, which becomes significant when E inc > 20 keV. The current version, RADDOSE-3D (Zeldin, Gerstel & Garman, 2013; Bury et al., 2018) , was created as a result of the beams being used for MX at synchrotrons reducing in size, so that crystals were commonly larger than the beam. RADDOSE-3D partitions the crystal into evenly spaced voxels (volume elements) of a user-defined size, as well as dividing the crystal rotation into a discrete number of steps. This allows spatially and temporally resolved dose maps to be calculated as the crystal is irradiated and rotated.
In XFEL experiments, doses are currently calculated using RADDOSE-3D or a similar method, and structures have been solved at doses in the GGy range Lomb et al., 2011; Barty et al., 2012) , two orders of magnitude higher than the experimental dose limit of 30 MGy proposed for MX computer programs 2 of 12 Joshua L. Dickerson et al. RADDOSE-XFEL at 100 K (Owen et al., 2006) . However, these calculations assume that all the energy from absorbed photons remains within the sample. This is not valid, since photoelectrons can travel far enough to escape microcrystals, which reduces the absorbed dose (Nave & Hill, 2005; Sanishvili et al., 2011; Fourme et al., 2012; Marman et al., 2018; Dickerson & Garman, 2019) . Furthermore, the short pulses mean that a diffraction pattern is obtained before the photoelectrons have lost their energy and caused significant damage. A simulation analysis predicted that pulses shorter than 0.1 fs could outrun the first impact of 12 keV photoelectrons (Son et al., 2011) . Realistic dose calculations therefore need to track photons and photoelectrons in a time-resolved manner on the femtosecond timescale to determine the absorbed dose at the time of diffraction pattern collection.
Here, we present a new extension to RADDOSE-3D, RADDOSE-XFEL, which uses Monte Carlo simulations to more realistically estimate the dose absorbed at XFEL sources. We first describe the Monte Carlo simulations used in RADDOSE-XFEL before detailing how to use the program. Finally, we discuss the applications of RADDOSE-XFEL, as well as its limitations and planned future developments.
The RADDOSE-XFEL code
For RADDOSE-XFEL, the crystal is partitioned into evenly spaced voxels of a user-defined size and the dose in each voxel is tracked from the time the first photon in the pulse enters it until the last photon exits. The same treatment is used both for cases where the crystal is smaller than the beam and where the crystal is larger than the beam. The program divides the crystal up into many voxels and these must be significantly smaller than the beam. Even when the beam is larger than the crystal, a significant number of voxels are required to allow the necessary time resolution. As detailed below, the XFEL photon-matter interactions are described using the following basic physics: X-ray cross sections from the XCOM database (Berger et al., 2010) , lifetimes of excited atomic state from the EADL (Evaluated Atomic Data Library) database (Cullen et al., 1991; Cullen, 1992) , differential electron outer-shell interaction cross sections calculated through the generalized oscillator strength (GOS) model (Salvat et al., 2001) , and inner-shell electron interaction cross sections from a combination of the plane-wave Born approximation (PWBA) and distorted-wave Born approximation (DWBA) (Bote et al., 2009) . The overall architecture of the code is shown in Fig. 1 .
Photon simulations
In RADDOSE-XFEL, the user defines the number of photons to be simulated and each photon is tracked independently.
A photon is first placed randomly within the user-selected top-hat or Gaussian beam intensity profile, which is collimated either as rectangular or elliptical/circular. The centre of the beam is assumed on average to coincide with the centre of the microcrystal. The initial coordinates of each simulated photon in the exposed area are generated by random inverse transform sampling, with x being the horizontal, y the vertical and z the beam axis. The energy of the photon is then assigned. If a polychromatic beam is used, the distribution of photon energies is currently assumed to be Gaussian, where the mean and FWHM of the distribution can be specified by the user. This assumption attempts to capture most of the effect of having a spread of photon energies, particularly around absorption edges. Each photon being simulated is assigned its energy on the basis of systematic inverse transform sampling of this distribution. If no FWHM is specified, all photons are given the same energy as specified by the user, corresponding to a monochromatic beam.
The composition of the crystal and the surrounding material are defined using the same input as for RADDOSE-3D. Simulation of the surrounding material allows one to account for photoelectrons or Compton recoil electrons entering from it, as this can alter the absorbed dose depending on the relative sizes of the crystal and the beam. The surroundings will also attenuate photons, although this effect is neglected in RADDOSE-XFEL since the photoelectric mean free path length (MFPL) of 10 keV X-rays in pure water is 2.13 mm, so <0.5% of photons are absorbed in a 10 mm thickness. Electrons are only simulated within a distance from the crystal equal to E inc /S col , where the collision stopping power S col is calculated according to supplementary material Section 1, with the electron energy being set equal to E inc . It is unlikely that electrons produced beyond this distance will reach the sample, and hence they are neglected.
The photoelectric, Compton and total MFPLs to the next ionizing interaction of the photon ( photo , comp and tot , respectively) are then calculated using equation (2) below. The photoelectric and Compton scattering cross sections for each element j ( photo j and comp j , respectively) are taken from the XCOM database (Berger et al., 2010) :
The distance to the next interaction, s, is then sampled using equation (3) (Joy, 1995) , where RND is a random number between 0 and 1:
If the photon interacts with the crystal or the surrounding material, the type of interaction (Compton or photoelectric) is determined via random inverse transform sampling using the relative probabilities of each type of event. For a photoelectric absorption event, the element shell from which the photoelectron will originate is calculated via the inverse transform method using the relative absorption probability of each elemental shell. The initial energy of the photoelectron is set to E inc minus the shell binding energy, and the initial timestamp is the time of absorption. The initial direction of the photoelectron is not random but is biased in the beam polarization direction. Synchrotron radiation is horizontally polarized (supplementary material Section 2), and RADDOSE-XFEL assumes that XFEL radiation is similar, although users can specify a vertically polarized beam if appropriate (e.g. as for the new LCLS hard X-ray undulator which has been rotated by 90 ). Circularly polarized XFEL radiation cannot currently be specified in RADDOSE-XFEL. Photoelectrons are preferentially emitted in the direction of the polarization vector (supplementary material Section 2).
From supplementary material Section 2, equation (5), and using the coordinate system defined above, the angle to the polarization vector is obtained and its cosine provides the X value of the direction vector of the ejected electron. The direction vector Y and Z values are chosen randomly, ensuring that the magnitude of the vector equals 1. RADDOSE-XFEL uses a polar coordinate system to track the photoelectrons (and other electrons produced), and the coordinates can be converted using the following relationship:
where is the polar angle ð0 Þ and ' is the azimuthal angle ð0 ' < 2Þ. For Compton scattering, the Compton recoil electron energy (E comp ) and angular emission direction ( comp ) are calculated using equations (5) and (6), respectively:
The angular deflection of the photon, pho , is chosen as a random angle in radians, where 0 pho < , m is the rest mass of an electron and c is the speed of light. Following Compton scattering, RADDOSE-XFEL stops tracking the photon. For a 10 keV photon, the total (Compton effect + photoelectric) MFPL in pure water is 2.07 mm (compared with 2.13 mm for the photoelectric effect alone, as mentioned earlier), so in 10 mm there is again a <0.5% chance of another interaction. Given also that the Compton effect MFPL is $30 times higher than that of the photoelectric effect for a 10 keV photon in pure water, the error resulting from neglecting further interactions is negligible.
Electron simulations
After a photoelectron, Compton recoil electron or Auger electron (Section 2.3) has been produced, the electron is tracked in the manner depicted in Fig. 2 .
Similarly to the photon tracking, the first step in the code is to calculate the MFPL to the next interaction. For the electrons, the interactions have been divided into elastic and inelastic scattering. Elastic scattering involves electrostatic interactions between primary electrons and atomic nuclei that alter the direction of electron propagation, but the total kinetic energy of the electron and of the nucleus is conserved. Inelastic scattering, which is $3Â more likely than elastic interactions for organic specimens (Henderson, 1995) , causes primary electrons to lose energy.
The electron elastic scattering cross sections were calculated using the program ELSEPA (Salvat et al., 2005) and tabulated in the range 0.05-300 keV for each element. The inelastic cross sections are calculated using the GOS model, which is employed in the program PENELOPE (Salvat et al., computer programs 2001). The GOS model requires knowledge of the mean excitation energy, I, which is defined for an element by Fano (1963) as
Here, f n is the optical dipole oscillator strength for the nth shell and E n is the shell excitation energy. The values for experimentally determined mean excitation potentials for each atom were taken from reference values in ICRU report 37 (ICRU, 1984) and multiplied by 1.13 to modify them from being in the gas phase to the liquid/solid phase (ICRU, 1984 ).
The GOS model provides an accurate description of the average effect of inelastic collisions on the projectile but does not necessarily provide accurate inner-shell ionization cross sections (Bote & Salvat, 2008) . Inner-shell ionizations are approximately 100-fold less likely to occur than outer-shell ionizations, but are important since they can be followed by Auger emission. These are therefore calculated by a combination of the PWBA and DWBA, as outlined by Bote et al. (2009) .
Once the electron inelastic and elastic cross sections for each element have been calculated, the elastic, inelastic and total MFPLs for the sample and surrounding material are calculated as in equation (2). The distance to the next interaction can then be determined according to equation (3). The type of collision (elastic or inelastic) is chosen via the inverse sampling method using the relative probabilities of each collision. The choice of element (or elemental shell in the case of an inelastic collision) is made in a similar manner.
For an elastic interaction, the angular deflection of the primary electron is chosen. Discrete probabilities are obtained from the reference differential cross sections (DCSs) in the ELSEPA program and sampled using the inverse transform method. The direction vector of the electron is then updated in the 3D polar coordinate system as in equation (4).
For inelastic interactions, the energy loss and angular deflection of the primary electron are calculated via the same method as used in PENELOPE (Salvat et al., 2001) . The timestamp of this energy deposition event is calculated using the velocity of the electron and the distance travelled since the last timestamp. Secondary electrons produced by these electrons are not simulated in RADDOSE-XFEL since these are nearly always of low energy and would thus only have a negligible impact on the dose.
The primary electron is tracked, with its cross sections and MFPLs being updated after each energy change, until it escapes the crystal and surrounding material that is being simulated, or its energy drops below 50 eV, in which case the remaining energy is considered to be deposited in that voxel.
Atomic relaxations
If an interaction event occurred in the crystal and an innershell electron was released, the atom will then relax. The specific electronic transition must be determined so that the Auger electron or fluorescent photon energies can be defined, it can be determined if there is another vacancy to fill, and the excited state lifetime can be calculated. All electron transition probabilities and the relative probabilities of an Auger electron or fluorescent photon being produced were obtained from the EADL database (Cullen et al., 1991; Cullen, 1992) . The specific transition is randomly sampled in the program using the inverse transform method. After an initial relaxation, the atom may remain in an excited state. For example, if an atom has electrons in K, L and M shells, a transition of an electron from an L shell to a vacancy in a K shell will result in an L-shell vacancy that can be filled by an electron in an M shell. Account is taken of these multiple ionizations during relaxation using the same method, described below. In RADDOSE-XFEL, fluorescent photons are not tracked and are assumed to escape from the crystal. The error from this is negligible since the probability of fluorescent release is small for low-Z elements and fluorescent photons have a high probability of escape from the microcrystals used at XFELs. Auger electrons are sent out in an initial random direction and therefore need to be given a starting timestamp. The lifetime of an excited state, t, before an Auger electron is released is estimated from the Auger linewidths (À), which represent the uncertainty in energy of an Auger electron, using Heisenberg's uncertainty principle (Heisenberg, 1927) :
where his Planck's constant divided by 2. The Auger linewidth for a transition can be estimated by summing the linewidths of all shells involved in the transition (Krause & Oliver, 1979) . For example,
where ÀðKL1L2Þ is the lifetime of an Auger transition if an electron from the L1 shell filled a vacancy in the K shell and an electron from the L2 shell was released as an Auger electron. The linewidths of all atomic shells for all elements were taken from the recommended values tabulated by Campbell & Papp (2001) . Using this method, the K-hole lifetime (calculated by averaging the lifetimes of all possible transitions to fill a K hole, weighted by the probability of this transition occurring relative to all possible K-hole transitions) was found to be 10.8 fs for carbon, 7.1 fs for nitrogen, 4.9 fs for oxygen and 0.55 fs for sulfur. These values closely match those previously reported (Neutze et al., 2000; Chapman et al., 2014) with the exception of sulfur, which has a significantly shorter average lifetime than the 1.3 fs quoted by those authors. A lifetime of 1.3 fs corresponds to a linewidth of $0.52 eV, which is the linewidth of the K shell alone.
Time-resolved energy loss
After relaxation, the energy deposited in the sample by the photon or electron interaction is calculated. The energy deposited for an inner-shell ionization is taken as the energy difference between the initial inner-shell electron-binding energy and the energies of all subsequent Auger electrons and fluorescent photons produced by relaxation of the atom, as illustrated in Fig. 3 .
Consider the absorption of a photon by an O atom, resulting in the ejection of an electron [ Fig. 3(a) ]. This can be an outer-shell electron (event 2) or an inner-shell electron (event 1, in this case a K-shell electron). It is intuitive to calculate the energy absorbed by the sample in this event as the photon energy minus the photoelectron energy (i.e. the shell binding energy), which is correct for event 2. However, the same cannot be said for event 1, as this is not time resolved. It would imply that inner-shell ionizations are instantly more damaging than outer-shell ionizations, which is unlikely to be the case, and neglects the energy that would be absorbed from Auger electrons and fluorescent photons.
Therefore, before calculating the instantaneously deposited energy in a photon absorption (or an electron scattering from an inner-shell atomic electron), RADDOSE-XFEL first determines [ Fig. 3(b) ] the relaxation transition that produces an Auger electron [(ii) in Fig. 3(b) ] or a fluorescent photon [(i) in Fig. 3(b) ]. The energy deposited in the first collision is then taken as the energy difference between the initial inner-shell electron binding energy and the energy of the Auger electron (or the fluorescent photon). If there are multiple relaxations, the same principle is applied, and the energy absorbed from the initial ionizing interaction is the initial shell binding energy minus the energy of all Auger electrons and fluorescent photons released.
It is known that approximately 20 eV of energy is absorbed per ionization caused by electrons (Henderson, 1995) , and thus for the dose to be proportional to the number of ionizations and the damage, we would expect the dose calculated by RADDOSE-XFEL to be similar to this value. For O, the Kshell binding energy is 537 eV and the energy of relaxation products is 523 eV for photons and ranges from 479 eV (KL1L1) to 509 eV (KL3L3) for Auger transitions. This corresponds to 14 eV for an ionization that results in fluorescence and 14-29 eV per ionization for Auger transitions (Auger decay results in a doubly ionized atom). For carbon this is 9 eV for an ionization that results in fluorescence and 9-18 eV per ionization for Auger transitions. Thus RADDOSE-XFEL is in agreement with the accepted values.
Energy processing
After all photons and subsequent electrons have been simulated, the energy deposited in each voxel before all photons have left it is calculated. The cut-off time C n for a voxel n is given by equation (10) 
where L is the pulse length, d n is the depth of the back edge of the voxel and c is the speed of light. The energy deposited in each voxel before time C n is then multiplied by the factor H: H ¼ total photons simulated photons ;
total photons ¼ pulse energy mean photon energy :
Program inputs
The input shares many of the same parameters as required for RADDOSE-3D (Zeldin, Gerstel & Garman, 2013) : a sample input file is shown in Fig. 4 . In the Crystal block, the user specifies the subprogram as XFEL to direct the program to RADDOSE-XFEL instead of to the standard RADDOSE-3D.
The user inputs the number of photons to be simulated (more photons will increase accuracy but the program will take longer to run) and the number of times the program is to be run. It is recommended to run the program more than once to ensure that results are consistent owing to the nature of Monte Carlo simulations. As well as defining the crystal size and composition in the same manner as for RADDOSE-3D, the user has the option to define the composition of the surrounding material. As for RADDOSE-3D, the user also chooses the number of pixels per micrometre for the crystal, and for RADDOSE-XFEL dividing the sample volume into a total of $1000 pixels is recommended.
In the Beam block, the user defines the intensity profile of the beam as top-hat or Gaussian, as in RADDOSE-3D. Instead of inputting a flux, the user inputs the pulse energy of the beam. If appropriate, a pink beam can be specified with a Gaussian distribution of photon energies, and an energy FWHM can be input, as discussed above. The user can also define rectangular or circular collimation if any is present. An example of a RADDOSE-XFEL input file for insulin crystals.
Table 1
Explanation of the metrics output by RADDOSE-XFEL.
Output metric Description
Average dose whole crystal (ADWC)
The average dose across all voxels in the crystal. Average dose exposed region (ADER)
The average dose across all voxels that fall within the beam area, which is necessary for beams that are smaller than the crystals.
RADDOSE-3D style ADWC
The dose calculated by assuming that all energy from the photoelectric and Compton effects remains in the sample. The average dose across all voxels in the crystal is then output.
RADDOSE-3D style ADER
The dose calculated by assuming that all energy from the photoelectric and Compton effects remains in the sample. The average dose across all voxels that fall within the beam area is then output.
Average ionization per atom
The average number of ionizations per atom in the crystal.
Average ionization per nonhydrogen atom
The average number of ionizations per non-hydrogen atom in the crystal.
Average ionization per atom element
The average number of ionizations per atom in the crystal for each specific element.
In the wedge block, the user only needs to specify the pulse length in femtoseconds.
Program outputs
The metrics output by RADDOSE-XFEL are fully described in Table 1 . The final dose of a voxel, D n , is calculated in RADDOSE-XFEL using the following equation:
where J n is the energy deposited in voxel n, V n is the voxel volume and is the sample density. RADDOSE-XFEL outputs two dose metrics, the average dose across all voxels in the crystal (average dose whole crystal, ADWC) and the average dose across all voxels that fall within the beam area (average dose exposed region, ADER), which is necessary for beams that are smaller than the crystals.
RADDOSE-XFEL also calculates a 'RADDOSE-3D style' dose, where all energy from the photoelectric and Compton effects remains in the sample. This dose value is routinely compared with the dose calculated by RADDOSE-3D. If there is a significant difference, a warning is displayed and the user is advised to increase the number of photons that are being simulated.
The average diffraction weighted dose (DWD) (Zeldin, Brockhauser et al., 2013) output by RADDOSE-3D is not output by RADDOSE-XFEL. To be reliably calculated, DWD requires several orders of magnitude more simulated photons than do the other dose metrics. Hence it is recommended that when quoting the absorbed dose for XFEL experiments, researchers should always use the ADER.
Changes in dose values compared with RADDOSE-3D output
As a result of including escape of electrons from the crystal and neglecting the energy deposited after the end of the pulse, RADDOSE-XFEL produces much lower dose estimates than those calculated by previous methods. To illustrate this, the doses for lysozyme crystals were calculated with different pulse lengths (Fig. 5 ). Plot demonstrating how the dose changes with pulse length for lysozyme crystals where the X-ray beam is the same size as the crystal and the number of photons per pulse is kept constant. The red circles are the 'RADDOSE-3D style' dose with no photoelectron escape, which is how dose has previously been calculated for XFEL experiments. The green triangles are calculated using RADDOSE-XFEL, which includes photoelectron escape and entry, without cutting off the simulation at the end of the pulse. The blue squares are calculated using RADDOSE-XFEL when the simulation is stopped after the end of the pulse. Error bars are 95% confidence limits for n = 6, with 1 000 000 photons simulated for each of six runs.
Figure 6
Plot demonstrating how the dose changes with (a) beam size and (b) crystal size for lysozyme crystals. In (a) the crystal is 1 Â 1 Â 1 mm in size and in (b) the beam size is matched to the crystal size. The blue circles correspond to the dose calculated by RADDOSE-XFEL when all the deposited energy (irrespective of timestamp) is included in the dose, and the red circles are the RADDOSE-XFEL ADER. The dose fractions are these doses divided by the RADDOSE-3D style ADER. Error bars are 95% confidence limits for n = 6, with 500 000 photons simulated for each of six runs. escape of electrons from the crystal. When only the dose during the length of the pulse is considered, it is further reduced, with shorter pulses resulting in lower doses (there is an 84% reduction in dose for a 1 fs pulse compared with the RADDOSE-3D computed dose). Hence, XFEL doses calculated using RADDOSE-3D are too high, since the correct physical effects are not being taken into account.
The difference between the doses calculated by RADDOSE-3D and RADDOSE-XFEL increases not only as the pulse length shortens but also as crystal size and beam size reduce, owing to the greater net escape of electrons from the crystal (Fig. 6 ).
Example of a RADDOSE-XFEL run
Doses calculated by Boutet et al. (2012) for data collection from hen egg-white lysozyme crystals at an XFEL (LCLS) were recalculated using RADDOSE-XFEL. In the Boutet et al. study, data were collected at 9.4 keV using a 5 fs pulse with pulse energy 53 mJ, and a 40 fs pulse with pulse energy 600 mJ. The doses were reported to be $2.9 MGy per crystal for the 5 fs pulse and $33 MGy per crystal for the 40 fs pulse. The full RADDOSE-XFEL input for the 40 fs pulse is shown in Fig. 7 . The input file was run three times with the crystal in three orientations and the results averaged. The simulation was therefore run 18 times with 250 000 photons per run. Each run took 150 AE 13 s to complete (performed using a 3.70 GHz Intel i3-4170 processor and 8.0 GB of RAM). The results are shown in Table 2 .
The RADDOSE-3D output ADWC doses presented in Table 2 are slightly higher than those reported by Boutet et al. (2012) , which may be a result of slight differences in the buffer composition included in the calculation.
Overall, there is an approximately 13-fold reduction in dose for a 5 fs pulse when RADDOSE-XFEL is used compared with the standard RADDOSE-3D result and an approximately 2.3-fold reduction for the 40 fs pulse. As evidenced by the simulations shown in Fig. 5 , this reduction is partly a result of photoelectrons escaping the sample, but the major effect is from the pulses finishing before the majority of photoelectron damage has occurred.
Discussion
The need for using RADDOSE-XFEL instead of RADDOSE-3D or other methods to calculate doses at XFELs has been demonstrated (Figs. 5 and 6, and Table 2 ). The difference between RADDOSE-3D and RADDOSE-XFEL increases as pulse length decreases and also, to a lesser extent, as the crystal size and beam size are reduced.
Since dose accounts for differences in experimental parameters such as photon energy and sample composition, it can be used as a metric to compare the extent of radiation damage between different experiments. Dose is a well established metric for tracking the extent of radiation damage at conventional X-ray sources and, although there have only been a handful of radiation damage experiments conducted at XFELs so far (Nass, 2019) , estimated doses could be used similarly at XFELs. RADDOSE-3D and its predecessors have been used to estimate doses for radiation damage studies at Results from running RADDOSE-XFEL on the input described in Fig. 7 .
The input file was run three times with the crystal in three orientations and the results averaged. The simulation was therefore run 18 times with 250 000 photons per run. XFELs in the past Nass et al., 2015) , but these values are overestimates because they do not take into account photoelectron escape and are not time resolved on the femtosecond timescale. RADDOSE-XFEL will provide more accurate dose estimates for studies similar to these. RADDOSE-XFEL may also help facilitate the elucidation of a dose limit at which radiation damage would be predicted to manifest in the diffraction patterns. The software could then be run by a user in a few minutes prior to data collection, and the experimental parameters could be adjusted to ensure that the dose remains below this limit. As an estimate, a limit of an average of one ionization per atom has been suggested, since up to this point most scattering during the pulse will be from pristine atoms (Chapman et al., 2014) that do not have their scattering power reduced by ionization . The corresponding dose was calculated to be 400 MGy (Chapman et al., 2014) , and RADDOSE-XFEL simulations approximately agree with this estimate (Fig. S1 ). Heavy elements will reach a one ionization per atom limit faster than average atoms, and specific damage to these may therefore be seen at lower doses. The RADDOSE-XFEL output of ionizations per atom for each element may in the future enable an indication to be obtained as to when specific damage may occur.
However, the dose calculation only accounts for ionizing damage (which alters the atomic scattering factors), and molecular motion would also need to be considered in order to predict when global damage will manifest. It is clear that some molecular motion is being outrun by XFEL pulses since the doses at which damage is observed are still much higher at XFEL sources than in cryo-cooled proteins at synchrotrons , but XFEL pulses do not necessarily entirely outrun atomic motion. A similar atomic displacement term to that employed by Barty et al. (2012) , which was used to determine the onset of Bragg termination (crystal disorder ending diffraction), would need to be incorporated into RADDOSE-XFEL to inform users of the extent to which different resolution shells have been affected by atomic displacements. The program could then inform the user when to stop collecting data because crystal disorder and ionizing damage have occurred.
Improvements in the accuracy of the dose and number of ionizations calculated by RADDOSE-XFEL may also be required to better predict, prior to data collection, what level of damage will manifest in diffraction patterns. Firstly, ionization of the atoms in the sample will alter their cross sections to photons and electrons (Hau-Riege, 2007; Caleman et al., 2011) . Ejection of a K-shell photoelectron will significantly reduce the photoelectric absorption cross section of an atom until the atom relaxes and refills the K shell (Neutze et al., 2000; Young et al., 2010) . This 'radiation hardening' is likely to reduce the number of ionizations per atom and thus also somewhat lower the dose. Secondly, the number of ionizations will also be affected by the lack of hole scattering and electron-hole recombination. In hole scattering, impact ionization from the valence band in semiconductors and insulators releases a pair of carriers in the form of an electron and a hole.
Holes can move inside the valence band and they themselves can cause further impact ionizations through hole scattering. In diamond, neglecting hole scattering can reduce the number of ionizations by as much as a factor of two (Ziaja et al., 2005; Gabrysch et al., 2008) . Electron-hole recombinations would have the opposite effect and reduce the number of ionizations, hence causing charge reduction.
Comparisons were made between molecular dynamics (MD) using electron impact ionization cross sections from neutral crystals and the plasma dynamics code CRETIN (Scott & Mayle, 1994; Scott, 2001) , which accounts for changes in cross section due to ionizations and includes electron-hole recombination and hole scattering . In the plasma model, there are more ionizations per atom in the beginning part of the pulse than are simulated in MD, because only in the plasma model is account taken of hole scattering. As the pulse length increases and the sample is damaged, the neutral crystal approach and lack of electron-hole recombination causes the MD simulations to overestimate the number of ionizations per atom, and RADDOSE-XFEL will do the same.
As well as lack of radiation hardening, the neutral crystal approach also precludes RADDOSE-XFEL from simulating the effect of charging both on the dose and on the number of ionizations per atom. As electrons begin to escape from the crystal volume, there will be a net build-up of positive charge in the sample that will increase the rate of entry of photoelectrons from the surroundings, and this will decrease the rate of photoelectron escape. Neglecting this charging will thus be likely to reduce the calculated dose and the number of ionizations per atom. The trapped electrons will also significantly impact the damage kinetics, since the trapped electrons cause secondary collisional ionizations (Hau-Riege et al., 2004; Hau-Riege, 2012) . We plan to incorporate an option to include radiation hardening and charge in RADDOSE-XFEL simulations in the future, although these will increase the runtime of the program.
Summary
RADDOSE-XFEL is an extension to the free and opensource software RADDOSE-3D to allow the rapid estimation of the absorbed dose of samples at XFEL sources. Use of this software will aid radiation damage studies at XFELs and may facilitate the identification of a damage limit. The code can be found at https://github.com/GarmanGroup/RADDOSE-3D/ releases.
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