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Abstract
Just how many different connected shapes result from slicing a cube along some of its
edges and unfolding it into the plane? In this article we answer this question by viewing
the cube both as a surface and as a graph of vertices and edges. This dual perspective
invites an interplay of geometric, algebraic, and combinatorial techniques. The initial
observation is that a cutting pattern which unfolds the cubical surface corresponds to a
spanning tree of the cube graph. The Matrix-Tree theorem can be used to calculate
the number of spanning trees in a connected graph, and thus allows us to compute the
number of ways to unfold the cube. Since two or more spanning trees may yield the
same unfolding shape, Burnside’s lemma is required to count the number of incongruent
unfoldings. Such a count can be an arduous task. Here we employ a combination of
elementary algebraic and geometric techniques to bring the problem within the range
of simple hand calculations.
Introduction
The question of how many different shapes result from slicing a cube along some of its edges
and unfolding it into the plane arose for us during an analysis of shortest paths on the cube.
When the second author found a way to count possibilities that brought most of the problem
within the range of simple hand calculations, we felt that the analysis, with its interplay of
geometric, algebraic, and combinatorial techniques, was worthy of its own presentation. A
second paper [7] considers the actual shortest path(s) that can be obtained.
Here is an outline of the argument. If we think of the vertices and edges of the cube as a
graph, then edge-cutting patterns that produce unfoldings are precisely spanning trees of the
cube graph. A result called the Matrix-Tree theorem provides a computation for the number
of spanning trees in a graph. From this we get the total possible number of cutting patterns
and so the total possible number of unfoldings.
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This is just the beginning of the counting problem, because indistinguishable unfoldings
are obtained from cutting patterns that are congruent under an isometry of the cube. To
count the groups of indistinguishable cutting patterns, we have assumed familiarity with the
basic language of a group G acting on a set X and two elementary results, the orbit-stabilizer
theorem for finite groups ∣∣xG∣∣ = |G||StabG(x)| , (1)
and Burnside’s lemma
# orbits in X =
1
|G|
∑
g∈G
|Fix(g)| . (2)
In these formulas, we use the notation from [6],
StabG(x) = { g ∈ G | xg = x } ≤ G, all the elements of G that fix a particular x
(“Stab” here for “stabilizer”). More generally, for any subset A ⊆ X,
StabG(A) = { g ∈ G | ag ∈ A for all a ∈ A } ≤ G.
Note the requirement ag ∈ A. We do not require ag = a. We also have
Fix(g) = {x ∈ X | xg = x } ⊆ X, all the elements of X that are fixed by a particular g.
We alert the reader to a possibly unfamiliar notation: it is fairly common in permutation
group theory to write functions on the right as exponents (see, for example, [5]), so xf rather
than f(x), and we have adopted that convention here. That notation is extended in the
orbit-stabilizer theorem statement, in which
xG = {xg | g ∈ G } = the orbit of x under the G-action.
Burnside’s lemma requires us to find, for each isometry of the cube, the number of
spanning trees that are invariant under that isometry. This is where the rubber hits the road,
since counting invariant spanning trees for all 48 isometries is still a big task. We manage to
cut that job down to reasonable size by finding many isometries to exclude from the party
because they don’t have what it takes to have invariant spanning trees.
The unfolding count is not new and has been found by various authors in various ways.
[3, 8, 11] Many authors have arrived at the strategy of using Burnside’s lemma to count
orbits of the cube isometry group acting on the set of spanning trees of the cube graph, the
differences being in how the the sum of fixed points is analyzed. The published works we
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have been able to find have broader goals than just the analysis of the cube situation. With
the aim of greater generality in the either the type and/or the dimension of the polyhedron,
other authors have relied on more advanced combinatorial and geometric techniques and have
been less interested in supplying specific details for the case of the cube. For this reason, the
present work is more elementary and so is a good introduction to further results on unfolding
in the literature.
Unfolding the cube
We let C denote the cube, but confess to thinking about C in two different ways without
making corresponding notational distinctions. Sometimes, C denotes the cubical surface in R3.
In this case, we speak of isometries of C. At other times, C denotes the graph formed by
the vertices and edges of the cube. In this case we speak of automorphisms, rather than
isometries, of C. The context in which C appears should always make it clear which view
of C is operative.
As mentioned in the introduction, we will need the graph-theoretic notion of a spanning
tree of a graph G. A spanning tree is a subgraph that contains all the vertices of G (this is
the spanning part), has no circuits, and is connected (this is the tree part).
If a collection of squares in the plane has the property that whenever two squares intersect,
the intersection is precisely an edge of both squares, we shall say the squares are joined along
edges. If the boundary of the collection has a single component, we shall call the collection
connected. If a connected planar arrangement of six squares, joined along edges, folds up into
a cube, we shall call the arrangement an unfolding. The most common term in the literature
for an unfolding is a net. [1, 3, 10] However, we find “net” to be lacking in descriptive content
and possibly a mistranslation of the German netz, and so prefer “unfolding.”
We may view the unfolding as having been created by cutting along some of the edges of
the cube, and this is where spanning trees come in.
Proposition 1. In order to get an unfolding of the cube, the edge cutting pattern T must be
a spanning tree of C.
Proof. The boundary of the unfolding folds up into the cutting pattern T on the cube. Since
the boundary is connected, T must be a connected subgraph of C without circuits. Since
every vertex of the cube must be represented by at least one vertex of the unfolding, T must
be a spanning subgraph of C, and so T is a spanning tree of C.
Figure 1 depicts an unfolding and the corresponding spanning tree in C. In order to label
the faces clearly, C is depicted as viewed “through” the “top” face 2, which consequently
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does not appear as a labeled face in the diagram. The edges of C drawn with double lines are
the edges of the corresponding spanning tree.
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Figure 1: An unfolding of the cube and its spanning tree in C
The import of Proposition 1 is that the number of different ways to cut open the cube
and unfold it into the plane is equal to the number of spanning trees of C. The following
theorem provides a general approach to counting the spanning trees of a connected graph.
(For a proof, see, for example, [4] or [9].)
Theorem 2 (Matrix-Tree Theorem). Let G be a connected graph on n vertices. Let A be the
adjacency matrix of G and let D be a diagonal matrix whose diagonal contains the degrees of
the corresponding vertices of G. Then the number of spanning trees of G is the determinant
of any (n− 1)× (n− 1) principal submatrix of D − A.
We used a computer algebra system to apply the Matrix-Tree theorem with A the 8× 8
adjacency matrix of the cube graph (see Figure 1), I the 8× 8 identity matrix, and D = 3I
since every vertex of the cube graph is of degree 3. The result is that there are 384 ways to
unfold the cube.
The fact that there are 384 cutting patterns does not mean that there will be 384 unfoldings
that are geometrically incongruent in the plane. In particular, if an isometry of the cube
carries one cutting pattern to another, then the unfoldings must be congruent. Thus, there
cannot be more unfolded shapes then there are orbits of cutting patterns under the action
of Isom(C), the full isometry group of the cube. More precisely, let Σ be the set of all spanning
trees of C and let G = Isom(C). Then Σ has 384 elements, and G acts on Σ. The number of
orbits in Σ under this action is an upper bound for the number of distinct unfoldings of C.
The standard tool for computing the number of orbits under a group action is Burnside’s
lemma (2), which in the present context says
# orbits in Σ =
1
|G|
∑
g∈G
|Fix(g)| . (3)
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To use Burnside’s lemma, we have to count, for each of the 48 isometries of the cube, how
many of the 384 spanning trees of the cube are invariant.
The next section lays the groundwork for this count by recalling some of the basic
properties of the isometry group of the cube, and the section after that establishes facts that
enable us to perform this count relatively easily by hand.
Overview of cube symmetry
It is well-known that G = Isom(C) is isomorphic to S4 × Z2 and so is of order 48. See, for
example, Chapters 8 and 10 of [2]. The direct factor S4 is isomorphic to the group of rotations
of the cube, a result that depends on the observation that any permutation of the four space
diagonals of the cube can be carried out by rotations.
There are three types of non-identity rotations in G:
(Rot 1) Rotations through an axis perpendicular to a pair of opposite faces of C and
through the centers of those faces. The angles of rotation are multiples of 90◦.
(Rot 2) Rotations around an axis through the midpoints of a pair of opposite edges. The
angles of rotation are multiples of 180◦.
(Rot 3) Rotations around one of the space diagonals of the cube. The angles of rotation
are multiples of 120◦.
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Figure 2: Cube Rotation Isometry Types Rot 1, Rot 2, and Rot 3.
The table below gives typical cycle structure for each rotation type and the corresponding
cycle structure for the representation in S4.
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Rotation Type Rotations ⊂ S8 Effect on Space Diagonals Rotations = S4
(Rot 1) 90◦ ρ1 = (1234)(5678)
(
[17] [28] [35] [46]
[28] [35] [46] [17]
)
(1234)
(Rot 1) 180◦ ρ21 = (13)(24)(57)(68)
(
[17] [28] [35] [46]
[35] [46] [17] [28]
)
(13)(24)
(Rot 2) 180◦ ρ2 = (12)(35)(46)(78)
(
[17] [28] [35] [46]
[28] [17] [35] [46]
)
(12)
(Rot 3) 120◦ ρ3 = (136)(475)
(
[17] [28] [35] [46]
[35] [28] [46] [17]
)
(134)
We view the copy of Z2 appearing in G ∼= S4×Z2 as being generated by a map α that we
call the antipodal map. The map α interchanges the endpoints of each space diagonal of C.
Since the diagonals are unoriented for the purposes of representing the rotations of the cube,
it is clear that α commutes with all the elements of S4. Composing α = (17)(28)(35)(46)
with the rotations described above gives the following table of results:
Rotation Type Rotation ◦ α Isometry Type
(Rot 1) 90◦ ρ1 ρ1α = (1234)(5678)α = (1836)(2547) (Rot 1) ◦ (Ref 2)
(Rot 1) 180◦ ρ21 ρ
2
1α = (13)(24)(57)(68)α = (15)(26)(37)(48) (Ref 2)
(Rot 2) 180◦ ρ2 ρ2α = (12)(35)(46)(78)α = (18)(27) (Ref 1)
(Rot 3) 120◦ ρ3 ρ3α = (136)(475)α = (156734)(28) (Rot 1) ◦ (Ref 1)
We find that among the resulting isometries are two types of reflections (see Figure 3):
(Ref 1) A reflection in a plane containing a pair of opposite edges.
(Ref 2) A reflection in a plane through the midpoints of a set of four parallel edges.
We mention these reflections because they have a role in counting arguments that follow.
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Figure 3: Cube Reflection Isometry Types Ref 1 and Ref 2.
There are two properties of the group of isometries of the cube that we will need in order
to analyze which cube isometries have invariant spanning trees. The first property is about
possible orders of certain elements. Since G is of order 48, among the elements whose order
is a multiple of 3 could, in principle, be elements of order 3, 6, 12, 24, and 48. In fact, since
G ∼= S4 × Z2, we can show that only the first two of these occur:
Proposition 3. The elements of G whose order is a multiple of 3 are either of order 3 or of
order 6.
Proof. The possible types of disjoint cycles in S4 are (1 2) and (1 2)(3 4), both of or-
der 2, (1 2 3) of order 3, and (1 2 3 4) of order 4. So the only elements of order a multiple of 3
in S4 are the 3-cycles, and these have order 3. The direct product decomposition G ∼= S4×Z2
means that the elements of G can be written uniquely as either ρ or ρα for some ρ ∈ S4 and
α ∈ Z2, and we have just seen that ρ can only be a 3-cycle. Consequently, the elements of
order a multiple of 3 in G are either of order 3 (if of form ρ) or of order 6 (if of form ρα).
The second property of the cube isometry group we will need concerns edge stabilizers.
The group G operates transitively on the set of edges of C, meaning that given any pair of
edges, there is at least one isometry that carries one edge to the position of the other edge.
In fact, the face-centered rotations by themselves are enough to move any edge to, say, the
position of the bottom edge in the front face of C. For any edge e of C, recall that StabG(e)
denotes the subgroup of G that carries e to itself. Note that since we view the edges of C as
unoriented, group elements that interchange the endpoints of the edge e belong to StabG(e).
Proposition 4. |StabG(e)| = 4.
Proof. According to the orbit-stabilizer theorem (1), the orbit eG of any edge e under the
action of G must satisfy ∣∣eG∣∣ = |G||StabG(e)| .
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The fact that the action of G on the set of edges of C is transitive means that the entire set
of 12 edges is a single orbit, that is
∣∣eG∣∣ = 12. Since |G| = 48, any edge-stabilizer subgroup
must be of order 48/12 = 4.1
Isometries of the cube with invariant spanning trees
We are now ready to begin the process of computing the size of the sets Fix(g), g ∈ G, for
the action of G = Isom(C) on the set Σ of spanning trees of C. A spanning tree T is invariant
under g ∈ G if Tg = T (recall that we are using exponential notation for functions); individual
edges and vertices may be moved as long as g carries T to itself. An analogous statement
holds for a single edge invariant under g: the edge can either be unmoved or reversed by the
action. This situation leads to some potentially confusing terminology about invariant edges.
If we think of the edges as members of a set E whose elements are permuted by the action
of g, then an edge e ∈ E that is either unmoved or reversed geometrically is simply a fixed
point for the g-action on E, because from the set-element perspective eg = e regardless of
whether the edge is unmoved or reversed. So an edge that is fixed by permutations of E may
either be fixed or reversed by the corresponding isometries of C, and this is why we speak of
invariant edges in the geometric context.
Returning now to the question of cube isometries with invariant spanning trees, our first
observation is that if a cube isometry wants to have an invariant spanning tree, it can’t just
juggle the edges of that tree in any old way, it has to play nice by keeping at least one edge
of the tree invariant.
Proposition 5. Let g ∈ G and suppose T is a spanning tree of C invariant under g. Then
there is at least one edge of T that is invariant under g.
Proof. Let T be a spanning tree of C. The cube, and hence the spanning tree T, has eight
vertices. Since a tree with n vertices must have n− 1 edges, T has seven edges. Let E denote
this set of edges. The subgroup of elements of G for which T is an invariant spanning tree
is GT = StabG(T), and GT also acts on E. Since E has seven elements, this action amounts
to a homomorphism (neither 1-1 nor onto) γ : GT → S7. If the edges of the cube are labeled
from 1 to 12 in such a way that the edges in T are labeled 1 to 7, then the homomorphism γ
simply “forgets” all cycles in any h ∈ GT involving the labels 8 through 12. This means
that GT and its image (GT)
γ < S7 have exactly the same orbits in E, the advantage of
using S7 being that for any h ∈ GT, the orbits of h acting on E are precisely the cycles in
the disjoint cycle representation of hγ ∈ S7.
1Alternatively, we can see directly that the edge-stablizer is of order 4 by noting, with the aid of
Proposition 6, that StabG(e) ∼= Z2 × Z2. The two Z2-generators are of the types Rot 2 and Ref 2.
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Some of the properties we’ve found for G also apply to (GT)
γ < S7. In particular, since
the order of a homomorphic image of an element must divide the order of the element, every
hγ ∈ S7 has order dividing 48, and an element of (GT)γ whose order is a multiple of 3 can
only have order 3 or 6.
Our claim is that no element of GT can act on E without a fixed point. To prove this,
suppose we have an h ∈ GT fixing no elements of E. Then hγ ∈ S7 fixes no elements of E.
In the disjoint cycle decomposition of hγ, all cycles of hγ would have to be of length 2 or
greater, and each of the seven elements of E would have to appear in exactly one cycle of hγ .
Consider the possibilities:
1. The element hγ is a 7-cycle. This is impossible since the order of hγ would be 7
and 7 - 48.
2. The element hγ is the product of a 5-cycle and disjoint 2-cycle. This would mean that
the order of hγ is 10, which is impossible since 10 - 48.
3. The element hγ is the product of a 4-cycle and disjoint 3-cycle. This would mean that
the order of hγ is 12, which is impossible since, as a consequence of Proposition 3, the
largest order in (GT)
γ that is a multiple of 3 is 6.
4. The element hγ is the disjoint product of two transpositions and a 3-cycle. This would
mean that the order of hγ is 6, which means that the order of h is divisible by 6. In
view of Proposition 3, this means that the order of h must also be 6. But this cannot
be, since for any e ∈ E, the orbit-stabilizer theorem says that
∣∣e〈h〉∣∣ = |h|∣∣Stab〈h〉(e)∣∣ = |h||StabG(e) ∩ 〈h〉| = 6|StabG(e) ∩ 〈h〉| .
In light of Proposition 4, any common subgroup of StabG(e) and 〈h〉 must have order
dividing 4, so the only possible orders for StabG(e)∩〈h〉 are 1, 2, and 4, with 4 excluded
here because 4 - 6. This means that the only possible orbit sizes for orbits of e under 〈h〉
are 6 and 3. These are both impossible, not only because the assumption for this
item requires two orbits of size 2, but also because the seven elements of E cannot be
partitioned into subsets of sizes 3 and 6.
All the possibilities for an element h ∈ StabG(T) to act on E without fixed points lead to
contradictions, so it follows that at least one element of E must be fixed by h.
It is interesting to note that this result, which is fundamental for everything that follows,
is not really tightly controlled by either cube geometry or cube graph structure. Rather, it is
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a generic algebraic result about group actions, namely if S4 × Z2 acts transitively on a set of
size 12, and if there is a subgroup H < S4 × Z2 acting on a subset E of size 7, then each
element of H must fix an element of E. Referring back to the cube, the result would apply
to any set of seven edges E that is invariant under a subgroup of the isometries of the cube,
whether or not those seven edges belong to a spanning tree.
We have now seen that in order to have an invariant spanning tree, a cube isometry
will have to have at least one invariant edge. Not every isometry is up to the challenge of
keeping an edge invariant, and only those dexterous isometries that can manage this task are
candidates for having an invariant spanning tree. So, for the moment, we leave the question
of invariant spanning trees and ask which cube isometries have invariant edges.
Proposition 6. There are three types of isometries of C with an invariant edge: a 180◦
rotation around an axis joining the midpoints of a pair of opposite edges of C (type Rot 2
in Figure 2), a reflection in a plane containing a pair of opposite edges of C (type Ref 1 in
Figure 3), and a reflection in a plane through the midpoints of a set of parallel edges of C
(type Ref 2 in Figure 3).
Proof. In order for an edge e to be invariant under a non-trivial rotation, the axis of rotation
must pass through the midpoint of the edge. The only such rotations are the 180◦ rotations
whose axes pass through the midpoints of a pair of opposite edges.
If an isometry of C is not a rotation, it must be of the form ρα, where ρ is a rotation
and α is the antipodal map. If e is an edge of C that is fixed by ρα, then eρα = e is equivalent
to eρ = eα; the rotation ρ must carry the edge e to the edge eα. The edges e and eα are
opposite each other in C and so are parallel, hence they determine a plane Π as in type Ref 1
of Figure 3, and so Π must be carried to itself by the rotation ρ. There are two ways this
can happen: either the axis of rotation of ρ is perpendicular to Π as in the left drawing
in Figure 4, or the axis of rotation is contained in Π as in the middle drawing in Figure 4.
(There are, of course, infinitely many axes perpendicular to Π and embedded in Π, but the
illustrated ones are the only possibilities that also interchange e and eα.) In both cases, the
angle of rotation of ρ must be 180◦ in order to carry e to eα.
If the axis of rotation of ρ is perpendicular to Π, then that axis must pass through the
midpoints of the pair of opposite edges of C that are parallel to Π. Using the vertex labeling
given in Figure 4, we can write the composition ρα as
(1 7)(2 8)(3 4)(5 6)︸ ︷︷ ︸
ρ
(1 7)(2 8)(3 5)(4 6)︸ ︷︷ ︸
α
= (3 6)(4 5),
which is a reflection in the plane Π, a plane containing a pair of opposite edges of C, the
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Figure 4: Rotation axes possibilities and vertex labels
second of the possibilities claimed.
If the axis of rotation of ρ is contained in Π, then that axis must pass through the
midpoints of a pair of opposite faces of C. Using the vertex labeling given in Figure 4, we
can write the composition ρα as
(1 8)(4 5)(2 7)(3 6)︸ ︷︷ ︸
ρ
(1 7)(2 8)(3 5)(4 6)︸ ︷︷ ︸
α
= (1 2)(3 4)(5 6)(7 8),
which is a reflection in a plane perpendicular to the edges e and eα and passing through their
midpoints, the third of the possibilities claimed.
So far we’ve noted that an isometry of the cube with an invariant spanning tree must
have an invariant edge. We then drew back and considered all the cube isometries to see
which ones leave and edge invariant, regardless of whether or not they have an invariant
spanning tree. We now take the isometry types we found with an invariant edge and check
which, if any, of these types actually has an invariant spanning tree.
Proposition 6 provides three potential isometry types, and our first step is to eliminate
one by showing that a reflection ϕ in a plane determined by a pair of opposite edges of C
(type Ref 1 of Figure 3) has no invariant spanning tree. To do this, suppose S is a connected
spanning subgraph of C that is invariant under ϕ. We shall show that S must contain a
circuit and so cannot be a tree.
The subgraph S has four vertices fixed by ϕ and two pairs of vertices interchanged by ϕ.
We can choose a vertex A from one fixed pair and a vertex B from the other fixed pair so
that A and B are not adjacent in S. Since S is connected, there is a path in S from A to B,
and since A and B are not adjacent, this path must pass through at least one vertex C that
is moved by ϕ. Since S, A, and B are all fixed by ϕ, there is also a path in S from A to B
through C ϕ 6= C. The union of these two distinct paths in S from A to B must contain a
circuit in S, and so S cannot be a tree. It follows that no spanning tree of C can be fixed
by ϕ.
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We still have to show that the remaining rotation (Rot 2) and reflection (Ref 2) isometries
mentioned in Proposition 6 actually have some invariant spanning trees. The terminal entries
of Figure 5 give examples of the spanning trees invariant under each type of isometry. The
top four entries are spanning trees invariant under one particular reflection, and the bottom
eight entries are spanning trees invariant under one particular rotation. With these examples
in hand, we have established the following result:
Proposition 7. There are two types of isometries of C with an invariant spanning tree: a 180◦
rotation around an axis joining the midpoints of a pair of opposite edges of C (type Rot 2
in Figure 2) and a reflection in a plane through the midpoints of a set of parallel edges of C
(type Ref 2 of Figure 3).
The two types of isometries of C identified in Proposition 7 each interchange the endpoints
of pairs of opposite edges of the cube. But this is too much of a good thing for spanning tree
invariance, and the next proposition verifies that no spanning tree of the cube can contain
both these edges.
Proposition 8. A non-identity automorphism of a tree can reverse at most one edge.
Proof. Let T be a tree and suppose it has an automorphism g ∈ Aut(T) that reverses the
edge {A,A′}. If this edge is deleted from T, a graph T− consisting of two tree components CA
and CA′ results, and g ∈ Aut(T−) as well. (The component CA is the one containing A; CA′
contains A′.) Since Ag = A′, it follows that (CA)g = CA′ . Any other edge {B,B′} must lie in
either CA or CA′ , and so g must move {B,B′} from one component of T− to the other. But
this means g cannot reverse {B,B′}, which establishes the claim.
Counting orbits in Σ
So here is where things stand: an isometry of the cube with an invariant spanning tree is
either a 180◦ rotation around an axis joining the midpoints of a pair of opposite edges ( Rot 2
in Figure 2) or a reflection in a plane through the midpoints of a set of parallel edges ( Ref 2
in Figure 3), and the invariant spanning tree in question will have a single invariant edge
that is reversed by the isometry. These observations make it feasible to calculate, by hand,
the sum (3) provided by Burnside’s lemma.
Let R denote the set of all 180◦ rotations around an axis through the midpoints of a
pair of opposite edges of C, and let F denote the set of all reflections in a plane through
the midpoints of a set of parallel edges of C. Clearly, the elements in R all have the same
number of fixed points, as do the elements in F . (Both R and F are conjugacy classes in G,
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but we don’t have to use this fact here.) Hence, Burnside’s lemma becomes
# orbits in Σ =
1
48
(
384 +
∑
ρ∈R
Fix(ρ) +
∑
ϕ∈F
Fix(ϕ)
)
,
=
1
48
(
384 + |R|Fix(ρ0) + |F |Fix(ϕ0)
)
,
=
1
48
(
384 + 6 Fix(ρ0) + 3 Fix(ϕ0)
)
,
= 8 +
Fix(ρ0)
8
+
Fix(ϕ0)
16
, (4)
where ρ0 ∈ R and ϕ0 ∈ F are particular single elements. The values |R| = 6 and |F | = 3
come from the fact that the elements of R, respectively F , are in 1-1 correspondence with an
axis of rotation, respectively a plane of reflection. To count the rotation axes for R, use the
fact that each axis passes through the midpoints of a pair of opposite edges. The cube has
twelve edges and so six pairs of opposite edges, giving |R| = 12/2 = 6. To count reflection
planes for F , use the fact that each plane passes through the midpoints of four parallel edges,
and there are three such groups of parallel edges, yielding |F | = 12/4 = 3.
It remains to count the number of invariant spanning trees for the single elements ρ0
and ϕ0. Each of these isometries leaves invariant (by reversal) pairs of opposite edges of C.
The rotation ρ0 leaves invariant a pair of opposite edges (the one whose midpoints are
contained in the axis of rotation), and the reflection ϕ0 leaves invariant two pairs of opposite
edges (the ones whose midpoints are contained in the plane of reflection). We have established
that each invariant spanning tree contains exactly one invariant edge. So, for the rotation ρ0,
we can choose one of its two possible invariant edges, find the number of invariant spanning
trees that have the chosen edge invariant, and then double that count to get the number
of spanning trees invariant under ρ0. For the reflection ϕ0, we can choose one of its four
possible invariant edges, find the number of invariant spanning trees that have the chosen
edge invariant, and then quadruple that count to get the number of spanning trees invariant
under ϕ0.
Our strategy for enumerating spanning trees with a specified invariant edge relies on the
observation in the proof of Proposition 8 that if a reversed edge is deleted, the result is a
pair of isomorphic tree components, either one of which is the image of the other under the
isometry that reverses the deleted edge. This means that we can “grow” all possible invariant
trees, starting at an endpoint of an edge that will ultimately be the reversed edge. Each
time we add an edge to the growing tree, we employ the relevant isometry, either ρ0 or ϕ0,
to produce a corresponding edge and so maintain the required symmetry. We use an orbit
diagram to implement the tracing process simultaneously with the growing process. At each
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stage of the growing process, an open circle denotes the endpoint or endpoints from which
the next edge or pair of edges will “sprout.” The orbit labels indicate the edges that have to
be added to the growing tree to “balance” the newly-sprouted edges. See Figure 5 below.
Edge orbits for ϕ0
44
1 1 33
22
◦
◦
◦
◦
◦
◦ ◦
Edge orbits for ρ0
5
43
2 1 34
2
5
1
◦
◦
◦
◦
◦
◦
◦
◦
◦
Figure 5: Enumerating spanning trees with a given fixed edge that are fixed by ϕ0 and ρ0
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Recalling that the count for ρ0 must be doubled and the count for ϕ0 must be quadrupled,
we find that Fix(ρ0) = 8× 2 = 16 and Fix(ϕ0) = 4× 4 = 16. Substituting these values into
Equation (4), we get
# orbits in Σ = 8 +
16
8
+
16
16
= 11,
thereby establishing
Proposition 9. The spanning trees of C are partitioned into eleven orbits under the action
of Isom(C).
The arguments given above do not exclude the possibility that there are fewer than eleven
unfoldings of C. It is conceivable that two spanning trees that are not equivalent under the
action of Isom(C) nonetheless somehow give rise to unfoldings that are congruent in the plane.
And it is also conceivable that spanning trees from distinct orbits are somehow isomorphic via
a mapping that does not extend to a cube isometry. So we now identify eleven incongruent
shapes (Figure 6), thereby attaining the upper bound calculated in Proposition 9, and so
proving the following result:
Figure 6: The Eleven Unfolding Shapes of the Cube
Theorem 10. There are exactly eleven incongruent unfoldings of the cube.
We haven’t forgotten the original problem of identifying shortest paths on the cube. We
tackle this question in [7], where the number of unfoldings plays a role. We also find a direct
combinatorial way to enumerate unfoldings, which is in fact how the entries in Figure 6 were
obtained.
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Looking back
The mystery of the unfolding shapes of C has been resolved, and looking back we can discern
the following path. Unfoldings corresponded to spanning trees of the cube graph—counted
via the Matrix-Tree theorem. Counting the incongruent unfolded shapes required Burnside’s
lemma, which in turn required counting spanning trees invariant under cube isometries.
Algebra said that each element of an action of a subgroup of S4 × Z2 on a seven-element
set has to have fixed points, so invariant spanning trees had to have at least one invariant
edge. Geometry identified which isometries could have such an invariant edge, and graph
theory winnowed the candidates and indicated that at most one edge could be invariant in
any one invariant spanning tree. The upshot was that the invariant spanning trees of only
two cube isometries had to be analyzed by hand, which could be done systematically using
the symmetry principles learned along the way.
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