The Maslov technique provides a means of constructing uniform asymptotic solutions to the wave equation under conditions in which variables do not separate. This technique is useful whenever a body-wave description of wave propagation in laterally heterogeneous environments is appropriate. We exploit the assumption that there is a preferred direction of propagation to simplify the presentation of Maslov asymptotic theory given by Chapman & Drummond (1982). The one-way assumption allows all intermediate quantities of interest to be interpreted geometrically; the Lagrangian manifold plays a central role. It is shown, for instance, that in the geometric limit the wavefield and its Radon transform are projections of the Lagrangian manifold onto the depth (the transverse spatial coordinate) and slowness axes, respectively. The final one-way wavefield representation is easy to implement numerically, offering several advantages over the Chapman & Drummond formulation. Using the one-way formulation, all quantities required to compute the wavefield at all depths at a fixed range (the preferred propagation direction) are computed concurrently; the technique is thus particularly well suited to the modelling of wavefields which are sampled using a multi-element vertical array (e.g. in a borehole).
INTRODUCTION
The investigation of many geophysical problems of current interest requires that the wave equation be solved under conditions in which variables do not separate, i.e. in laterally heterogeneous environments. These include seismic studies of the structure of subduction zones, spreading centres or mantle convection, seismic remote sensing of oil and mineral deposits, and acoustic remote sensing of 3-D ocean structure associated with fronts, eddies, etc. Unfortunately, the non-separable wave-propagation problem is considerably more difficult to solve than the separable problem. In contrast to the separable problem, no general technique is available to construct exact integral representations of the wavefield under conditions in which variables do not separate. Three broad approaches have been used to treat the non-separable problem: (1) brute-force numerical methods involving finite elements (Smith 1975) or finite differences (Virieux 1986) ; (2) the use of narrowangle (parabolic) approximations (Tappert 1977; Claerbout 1976 ); and (3) ray methods (Fraser & Phinney Chapman wavefield representation-which is very easy to implement numerically. The simplification results from the exploitation of the assumption that there is a preferred direction of propagation. This one-way assumption does not require that a parabolic approximation be made. In this paper we restrict our attention to the acoustic problem and, except for some brief comments in the final section, we treat only waves propagating in two-space dimensions. The technique can be extended to treat elastic media, including the effects of anisotropy.
The organization of this paper is as follows. In the next section we review those elements of geometric ray theory which will be needed in the development of the one-way Maslov representation. The one-way Maslov wavefield representation is developed in the section that follows. Emphasis is given to the geometric interpretation of all results. Transformation to the time domain yields the one-way Maslov-Chapman wavefield representation. We then make a brief digression to discuss the relationship between the one-way Maslov-Chapman wavefield representation and its Radon transform. Again, geometry is emphasized. In the section that follows, numerical considerations are discussed and illustrated with an example. Included is a discussion of limitations on predictability imposed by chaotic motion of ray trajectories. In the final section, our results are summarized and discussed. The one-way Maslov-Chapman wavefield representation is contrasted to similar ray-based wavefield expansions which are derived using other techniques.
GEOMETRIC RAY T H E O R Y
In this section a brief review of geometric ray theory is presented. This material-which is well known-will be generalized in the following section. In anticipation of the material in the section that follows, the one-way form of the ray equations are assumed to be valid. Throughout this paper we assume that the waves are governed by the scalar (acoustic) Helmholtz equation in two-space dimensions, V'ii(z, r, w ) + O~C -~( Z , r)ii(z, r, w ) = 0.
(1)
Here z and r denote depth and range, respectively, c ( z , r ) is the compressional wave speed, and is the Fourier transform of u ( z , r, t ) Substituting the geometric ansatz i i ( z , r, w ) = A ( z , r)eifo7'(z,r)
into the Helmholtz eq. (I) and collecting terms of O ( w 2 ) and O ( w ) gives, respectively, the eikonal, (VT) '= c--'(z, r) (4)
and transport, 
JT:
where the integration is along a ray path z ( r ) . The second-order ray equation (6) may be written as a pair of coupled first-order (Hamilton's) equations,
is the Hamiltonian, and overdots in eqs (9) denote differentiation with respect to r. The new variable p is the vertical ray slowness (momentum variable in mechanics), Here A , is the amplitude at a small distance I , from the source, c, is the sound speed at the source, 8 , is the ray launch angle, and p o = c;' sin 8, is the vertical-ray slowness at the source. It is convenient to introduce the notation 1:c $ = A : -r cos 8 in terms of which A2 = A;(dz/dp,)-'. Combining the solutions (eqs 8 and 13) for A ( z , r ) and T ( z , r ) with the geometric ansatz (eq. 3) and inverting the Fourier transform (eq. 2) gives Before proceeding, it is insightful to comment on the validity of the form of the ray equations (6 or 9 and 10) that we have introduced. Eq. (6) monotonically along all rays of interest. Alternatively, if the eikonal eq. (4) is written in the form (17) appropriate for the description of a non-autonomous one-degree-of-freedom Hamiltonian system (with r playing the role of the time-like variable), then eqs (9) and (10) immediately follow. This form (eq. 17) of the eikonal equation may be thought of as resulting from factoring the Helmholtz eq. (1) into pieces representing left-and right-going waves, but retaining only the right-going portion prior to making the geometric ansatz (eq. 3). Again, the one-way propagation assumption is apparent. The one-wa) ray equations (9) and (10) can also be derived from systems of two-way ray equations. (Thomson & Chapman 1985 give two forms of such systems of equations.) This calculation is given by Smith, Brown & Tappert (1992) and need not be repeated here. We note, however, that again the assumption that r increases monotonically along all rays of interest is required. Finally, we note that there is an important practical reason to emphasize the Hamiltonian structure of the ray equations. There is a close and fairly well understood (see, e.g. Tabor 1989 ) relationship between non-integrability of Hamiltonian systems and the chaotic behaviour of solutions.
For the one-way ray equations (9) z plays the role of a generalized coordinate, which is conjugate to the momentum p , while r plays the role of the time-like variable: integrability implies that there exist a constant of the motion, ~( z , p , r ) , which satisfies
dr dp dr dr + --+ -= 0. c = c(z), the ray equations define an autonomous system and are trivially integrable; H ( z , p ) is a constant of the motion. When the sound-speed structure is range dependent. c =c(z, r ) , however. the ray equations define a non-autonomous system which is generally non-integrable. admitting chaotic solutions. The chaotic motion of ray trajectories (Abdulaev & Zaslavsky 1989; Smith et al. 1992; Brown cf al. 1991) imposes an important limitation on the validity of any ray expansion of the wavefield. We will return to this topic in the final section. The important distinction between ray motion in range-independent and range-dependent media is easily seen geometrically (see Fig.  2 ); ray trajectories in phase space (2, p ) are constrained to lie on surfaces of constant l f ( z , p ) if c = c(z), but are free to wander (possibly chaotically) throughout phase space if c = c(z. r ) .
THE O N E -W A Y W I D E -A N G L E MASLOV-CHAPMAN W A V E F I E L D R E P R E S E N T A T I O N
In the Maslov- 
and a modified transport equation which we need not solve explicitly; A ( p , r ) will be found below using an argument that does not require a knowledge of this equation.
The solution to the modified eikonal eq. (22) is
where T ( z , r ) is the previously found solution (8) 
In practice. this dependence is obtained from the numerical solution to the ray eqs (9). A similar relationship (Legendre T ( z , r), and T ( p , r) , it is most natural to think of r as a parameter. It is important to distinguish between z , the depth of the field point of interest, and z ( p , r ) , the depth of the ray which at range r has slowness p. The function z ( p , r ) , at a fixed value of r, is not, in general. globally a single-valued function of p , and may not be defined for all values of p . This is easily seen geometrically. I n the phase plane at r = 0 , a compact source is represented by a horizontal (assuming that depth is plotted vertically) line whose extent depends on the angular aperture of the source (see Fig. 3 ). This is a simple example of a 1,agrangian manifold. Each point on the Lagrangian manifold evolves according to the ray equations (eq. 9). At a fixed r > 0 the original set of points which make up the Lagrangian manifold will have evolved into some complicated structure as indicated in Fig. 3 Such points are seen to correspond to rays which intersect the field point-at (2, r) (see Fig. 4 ). It is clear from eqs (25) and (26) Upon evaluating the integral (24) using the stationary phase approximation. the previously found geometric ray-theoretical solution (cqs 3. 8 and 13) must be recovered. This calculation gives R ( p , r ) , where y is an integer. The reason for using a symmetric Fourier transform pair (eqs 20 and 24) is now clear: this choice allows the geometric ray-theoretical result to be recovered using an amplitude j ( p , r ) which is independent of frequency. Because @ is not. in general. a single-valued function of p , eq. (24) must be interpreted cautiously. l h i s problem can be eliminated by changing variables from p to (27) and y constant--correctly describes wavefields in the vicinity of caustics of arbitrary complexity (see, e.g. Berry & Upstill 1980) . Heuristically, discontinuous jumps in y at points where d p / d p , changes sign can be linked to the factor Idp/ap,l'" in eqs (27) and (28). Jumps in y are distinct from phase shifts at caustics. The latter are associated with zeros of dz/ap,. These topics are discussed in more detail below.
Inverting the Fourier transform ( 2 ) to obtain the response can be interpreted as a generalized traveltime function.
to a transient source gives
Here S(w) is the Fourier transform of the source function (as seen in the far field), s ( t ) . Both integrals can be evaluated without approximation (Chapman 1978) . The practical importance of exploiting this fact cannot be overestimated; the potentially difficult and numerically intensive task of evaluating the oscillatory integral (24 or 28) is avoided entirely. The result is
In going from (29) 
( t ) = h(t)(nt)-"' + i h ( -t ) ( -~t ) -"~ where h(t) is
the Heaviside step function. Numerical considerations associated with the evaluation of eq. (30) will be discussed later. First, however, it is necessary to correct a (surprisingly small) problem associated with this equation.
It should be clear from our earlier discussion that points (where dp/dp,=O). The values of p o for which z = z [ p ( p , ) ] depend on the depth z of the field point. In contrast, the value of p o ( = p o x ) for which dp/ap,=O is independent of z. If the field point happens to lie on a p caustic, then the stationary points corresponding to the geometric arrival and the p caustic will coincide. The qualitative behaviour of @(p,) in the vicinity of a p caustic is shown in Fig. 5 . Note that the sign of a2@/3p: changes for both the geometric arrival and the spurious p-caustic arrival as z passes through the depth z, of the p caustic. This is easily seen by evaluating at each stationary point, noting that generically &lapo and @p/ap: may be treated as non-zero constants in the vicinity of p caustics. We noted earlier that nothing interesting happens to the wavefield in the vicinity of p caustics. In particular, the shape of the geometric arrival must be the same at depths just above and below the depth of the p caustic (e.g. at z, and z-in Fig. 5 ). This dictates that y(po) jump discontinuously by one across the p caustic. For instance, if y mod 4 = 3 for p , < p o x for the conditions shown in Fig. 5 , then the ray arrival at z = z+ is described by
At z = z-the choice y mod 4 = 2 for p o > p o x gives a ray arrival with the same shape but by a different construction,
These calculations are based on the assumptions that @ ( p , ) is locally quadratic in the vicinity of the stationary points at pot and po-and that A(p,) (shorthand for A [ p ( p , ) ] ) can be approximated by the constant A ( p , + ) or A ( p , -) . Note that any choice other than y m o d 4 = 2 for p o > p , , will produce a ray arrival at z = z-with either the wrong sign or shape (the Hilbert transform of s ( t ) ) , or both. Thus, we arrive at the important conclusion that continuity of pulse shape across a p caustic dictates that y jump discontinuously across such points. Specifically, across p caustics for which dz/dp,>0, y increases by one as the sign of dpldp, changes from negative to positive; across p caustics for which d z / 3 p o < 0, y decreases by one as the sign of dpldp, changes from negative to positive. These rules may be applied to p caustics of arbitrary complexity, although high-order p caustics are extremely unlikely to occur (structural stability (38) is achieved because the zeros of lap/dp,l'" and ( a @ / a p , ( in (30) partially cancel. Unfortunately, comparison of eq. (38) with eq. (35) shows that the amplitude of the predicted p caustic arrival (38) differs from the correct result (35) by a factor of (2/3)lI2. Thus, the wavefield at p caustics predicted by eq. (30) is incorrect.
A second problem relating to eq. (30) and p caustics is the occurrence of spurious arrivals associated with zeros of &#/3p, where 3p/3po = 0 when z # z ( p ) . (See eq. 31 and Fig. 5 ; the stationary points at p,, for z = z , and z = z-are associated with these spurious arrivals.) In the vicinity of such points both @ and p are locally quadratic in po. It is straightforward to show that when the spurious p caustic arrival can be separated from the true geometric arrival (again, see Fig. 5 ), the former has the form s(t) * g ( t ) where g(t) is an asymmetric pulse which decays in time like
It -@(p,,~l-~'". (At z =I, the two arrivals merge; the resulting arrival is described by eq. 38.)
Although the breakdown of eq. (30) is relatively benign (much less serious than had been anticipated by the author), there remains a problem which needs to be corrected. The solution is to smoothly match eq. (30) away from p caustics (where it is valid) to the geometric ray-theoretical representation (eq. 15) in the vicinity of p caustics (where it is valid). There is some flexibility in deciding how to join smoothly the two wavefield representations. This ambiguity is associated with the fact that we seek to find an asymptotically valid solution-rather than an exact solution-to the wave equation. The difference between solution's constructed by joining (15) and (30) by different means is of the same order as terms neglected in deriving (15) and (30), i.e. this difference is asymptotically zero.
Rather than calculating (15) for the ray arrivals in the vicinity of p caustics, we suggest using an alternate procedure. This procedure has two advantages over (15)-improved numerical stability and greater generality. The procedure consists of using eq. (30) but with modified phase and amplitude functions in the vicinity of each p caustic. The modified phase function CP(p,, z ) (for simplicity the r dependence is omitted) must satisfy of an nth order p caustic requires n adjustable control parameters). For instance, across second-order p caustics (where 3p/3po = J 2 p / J p~ = 0) d p / d p o does not change sign and y is unaltered. These rules, coupled with an initial condition for y, suffice to uniquely determine y for all rays (identified by p,) at all field p i n t s (z, r). Near a point source ~3 p / J p~= l and dz/dp,>O (so a2@/3p2<O). The requirement that u(t) be a delayed replica of s (t) dictates that initially y = 1, independent of po.
It is worth noting that our phase index y is not the KMAH index (see, e.g. Chapman & Drurnmond 1982). Loosely speaking, the calculation of these quantities involves counting p and z caustics, respectively. We have shown that the wavefield can be computed without keeping track of the KMAH index along each ray. This is interesting but does not entail any computational advantage as p caustics are no more or less difficult to count than z caustics.
We now examine the predicted form of the wavefield (30) at the depth of a p caustic, z = z, . It is necessary to test the validity of this equation at p caustics because the discontinuity in y and the singularity in A" (eq. 27) at these points lead us to anticipate problems. For the conditions described above (which are important only in the determinations of pulse shape), the correct form of the p caustic arrival is given by geometric ray theory,
We now examine the form of the wavefield predicted by eq. 
These equations can be numerically integrated to determine Continuity of pulse shape dictates that over this domain T ( p J be constant and equal to the overlapping y value on the branch with d p / a p , > O . These dependencies are illustrated for a specific problem in the following section. A strong motivation for introducing @ and computing the wavefield using (41) is that the @-dependent portion of this expression is more generally valid than g_eometric ray theory (15). The latter neglects variations in A&,) and assumes that z(p,) is linear for all p,. Because neither approximation is made in (41), this expression is expected to be more accurate, even in situations in which geometric ray theory (15) is valid. More importantly, however, the @-dependent portion of (41) is valid in situations where geometric ray theory fails. For instance, the presence of a sharp rigid barrier of finite extent in an otherwise fluid medium will cause the Lagrangian manifold to abruptly end. Let po, be the value of p o at this endpoint; the corresponding ray grazes the diffracting object. At some values of r beyond the diffracting object pOe will coincide, or lie very close to, p,,. Under such circumstances, the contribution to the wavefield of rays with p o close to poC is not correctly described by geometric ray theory (15), but (41) remains valid. This expression reduces as a special case to the time-domain analogue of a Fresnel integral. Here @ ( p , ) is locally quadratic but is defined only for po on one side of pot. Under such circumstances, at field points (2, r ) which lie in the shadow (for which there is no solution to the depth equation, z -z ( p , ) = 0, for admissable p o values)
@ ( p o ) is again constructed by integrating (39) but (40) is replaced by
A second situation in which the @-dependent portion of (41) provides a non-geometric contribution to the wavefield occurs when the field point of interest lies in the shadow of a z caustic which is adjacent (on the Lagrangian manifold) to a p caustic. Here @ ( p o ) is defined by (39) and (42) with p,, taken to be the p', value that touches the z caustic. The dominant contribution to the wavefield will come from the $-dependent portion of (41) because at the z caustic w+ = 1 and w,=O. But if w+(po) rapidly decays (while w,(po) rapidly grows) for p o values approaching the p caustic, the @-dependent contribution to (41) will be important. Note that both situations (edge diffraction and caustic-shadow contributions) are handled by integrating eqs (39) and (42) to construct @(pJ on a segment of the Lagrangian manifold over which w, # 0; poe is taken to be the value of p o on the endpoint of the Lagrangian manifold segment whose depth is closest to the depth of the field point.
If the source and/or receiver has a non-uniform beam pattern, this functional dependence, D,(p<,) and D , ( p ) , may be absorbed into the term A [ p ( p , ) , r ] in (41). Similarly, to describe wave propagation in media with discontinuous properties, the product of reflection/transmission coefficients along a ray may be absorbed into A [ p ( p , ) , r ] .
THE RADON-TRANSFORMED WAVEFIELD
In this section we make a brief digression to discuss the relationship between the one-way Maslov-Chapman wavefield representation and its Radon transform, i.e. the slant-stacked wavefield. That Radon transforms arise naturally in the context of transient wavefields was originally pointed out by Chapman (1978) . Later Chapman (1981) derived several general sets of Radon-transform pairs. The Radon-transform pair presented below is thus not new. What is new is the geometric insight which follows from use of the one-way propagation assumption: we show that in the geometric limit the wavefield and its Radon transform may be thought of as projections of the Lagrangian manifold onto the z and p axes, respectively. Caustics in the Radon-transformed field occur at the p caustics to which so much attention was paid in the previous section. 
Eqs (44) and (46) define a Radon-transform pair which can be simplified if u ( z , r, t ) is redefined to be (2n)-lI2s'(t)*
h(t)/(nt)li2 * u ( z , r, t ) .
Ignore for the moment the time dependence of the Radon-transformed wavefield and consider G ( p , r, w ) (20) when the geometric approximation (3) to f i ( z , r, w ) is made (this is analogous to the argument which led to 24), (47) Evaluation of this integral using the stationary-phase technique gives the previously found geometric approxima-
tion to G(p, r, w ) (21). Geometric arrivals occur at p values which satisfy the stationary phase condition p = 3 T ( z , r)/dz = p ( z , r). The relationship p(z, r) = d T ( z , r)/dz follows from the Legendre-transform pair between T ( z , r) and T ( p , r ) that was discussed earlier.
Caustics in the p domain, i.e. in the Radon-transformed wavefield, correspond to points where stationary points coalesce. At these points Applying the same argument that led to this equation to the integral representation of G(z, r, w ) (24) gives the result that caustics in the z domain correspond to points where (49) Eqs (49) and (48) wavefield-u(z, t) at a fixed r-and its Radon transformc ( p , t ) at a fixed r-are projections of the Lagrangian manifold onto the z and p axes, respectively.
NUMERICAL CONSIDERATIONS
We turn our attention now to issues related to the numerical evaluation of eq. (41). These issues are most easily discussed in the context of a particular problem. In this section we introduce such a problem-an underwater acoustic problem-which was chosen to illustrate important features of the manner in which the wavefield is constructed. We emphasize that even this idealized problem is very difficult to solve because the assumed range-dependent sound-speed structure (50) precludes solving the Helmholtz eq (1) by separating variables. We shall present both intermediate numerical results and final wavefield calculations. We make some recommendations regarding both how to compute and how not to compute various quantities required in the calculation of the wavefields. We conclude this section with a discussion of how the chaotic motion of ray trajectories imposes a limitation on the computability of any ray-based wavefield expansion.
The numerical ray and wavefield calculations shown in Figs 2, 3, 6, 8, 9 and 10 were made using a Munk (1974) canonical deep-ocean sound-speed profile perturbed by an idealized eddy (see Fig. 7 ), Here z 5 0 with z increasing upwards, q = 2(z -z,,,)/B is a scaled depth coordinate, zaXis = -1 km is the sound-channel 0 axis depth, B = 1 km is a depth scale, c, = 1490 ms-' is the reference sound speed, E = 0.0057, r, = 100 km is the range to the eddy centre, R = 50 km is a measure of the horizontal extent of the eddy, and 6 is a measure of the eddy-perturbation strength. A directional source with angular dependence D,( e,) = cos 2 6 , for 10ol 5 n/15 (i.e. 12") and time history 2nt . s(t) = sin (y) sin (F) for 0 ~t 5 T with T = 0.1 s was used for the wavefield calculations. The dependence on p , at r = 150 km of all of the important intermediate results are shown in Fig. 8 . Note that, of the quantities plotted, only @ and @ depend on z, while all of these quantities depend on r. Time histories of the wavefield at many depths at r = 150 km are shown in Fig. 9 . These were constructed by evaluating eq. (41) using the intermediate results shown in Fig. 8 . The wavefield (Fig.  9 ) at all depths should be compared to the ray diagram ( Fig.  10) and the wavefield at a depth of 2km should be compared to the results shown in Fig. 8 .
The first step in the numerical construction of the wavefield (eq. 41) is integrating the ray equations, (9) and (10). The manner in which this is done is closely related to the manner in which the environment c(z, r ) is parametrized. Our sample problem is atypical in that the environment is specified analytically. More commonly, the environment is parametrized by specifying a set of elastic properties--c(z, r ) in our problem-at a small number of points and interpolating between these points. Interpolation schemes for which gradients of medium properties are continuous and discontinuous are normally used in conjunction with numerical and piecewise analytical algorithms, respectively, to integrate the ray equations. In either case plane-wave reflection coefficients can be used at interfaces. In the former case (continuous gradient environmental model, numerical integration of the ray equations) a significant reduction in computational burden is achieved by using the one-way ray eqs (9) and (lo), rather than a more general set of two-way equations (see e.g. Thomson & Chapman 1985) ; this is because the one-way ray equations consist of half as many coupled ordinary differential equations as the corresponding two-way set. This advantage is lost, however, if the ray equations are integrated in a piecewise analytical fashion. The triangularized model, wherein medium property gradients are constant within triangles whose vertices are the specified grid points, is a commonly used model of the type which allows piecewise analytic integration of the ray equations. Unfortunately, models of this type are known to produce false caustics associated with the gradient discontinuities. These generally become more conspicuous and troublesome as the range increases. To treat the underwater sound propagation problem when noisy measurements of c ( z , r ) are available, we have had success fitting the measurements with a local least-squares linear fit to give estimates of both c and d c / d z on a regular, dense grid. Integration of the ray equations (9) and (10) is then carried out using a fixed-step, fourth-order Runge-Kutta integrator where linear interpolation is used to determine c and d c / d z between grid points. A fixed-step ( A r = 0.1 km), fourth-order RungeKutta integrator was also used to produce the numerical results shown in Figs 2, 3, 6, 8, 9 and 10; for this problem, however, c and d c / a z were computed using (50). Finally, it is important to note that, even if numerical ray-tracing errors could be eliminated, the chaotic motion of ray trajectories in range-dependent environments-a property of the ray equations-will impose a limitation on one's ability to compute ray trajectories. We will return to this topic later. At each range step in the ray-integration process, several additional calculations must be made. The sign of d p l d p , for each ray should be checked and y updated using the procedure described earlier. The traveltime integral (8) should also be updated at each range step. In addition, to insure that the Lagrangian manifold is not undersampled, we recommend that a variable p o grid be used. At each range step the separation in z and p between neighbouring rays should be checked. If either separation exceeds a specified threshold, an intermediate ray should be inserted by interpolating in z , p , T and p o . Note that the arrays containing each of these quantities have the same number of elements, and that all elements of z, p and T-and some elements of y-are updated at each range step.
At the range at which wavefield calculations are to be made, the weighting functions, w @ ( p , , r ) and w,(p,, r ) , are constructed. We recommend that these weights be made simple functions of the slope d z l d p of the Lagrangian manifold in the vicinity of p caustics. We have used (39) and (40) or (39) and (42), as described earlier.
Recall that this function is defined only for those p , values for which Evaluation of (41) to compute the wavefield is done using essentially the same algorithm that is used to compute the 'WKBJ seismogram' (Dey Sarkar & Chapman 1978) . The critical part of this task is implementation of the 'smoothing by discretization' algorithm to evaluate the $-and @-dependent terms in (41). We recommend that the convolutions and the time differentiation in (41) The principal advantage of performing these operations in the frequency domain is that this procedure introduces no temporal smoothing, and hence no spectral distortion, of the computed wavefields beyond that which is required in the 'smoothing by discretization' algorithm.
Our construction of @ ( p , , 2 , r ) near p caustics eliminates the need to directly compute geometric amplitudes, A . These can be calculated either by making use of eq. (12), which requires that the Jacobian, d ( z , r ) / d ( z o , r<J, be evaluated, or by eq. (13), which requires that the derivative, dzldp,, be evaluated. Both calculations require some care; because Chapman & Drummond (1982) advocated using the former procedure, we shall comment on it. Calculation of the Jacobian requires that the ray-variational equations (referred to by Chapman & Drummond 1982 are the dynamic ray-tracing equations), w, # 0.
(53)
be solved (see, e.g. Smith et al. 1992) . Two points relating to this calculation are noteworthy: (1) the ray (9) and variational (53) equations form a system of four (eight for the system considered by Chapman & Drummond 1982) coupled differential equations which must be integrated together; and (2) the variational eqs (53) require a knowledge of the second derivatives, czz. (In contrast, the ray eqs (9) require only a knowledge of the first derivative, cz.) In the procedure we have advocated, both of these complications have been avoided, resulting in significant improvements in both speed and robustness of the wavefield calculations. Our procedure does not, however, eliminate the need to evaluate d p / d p , which appears in the amplitude of the @-dependent term in (41). We estimate this quantity using a centred, three-point least-squares linear fit to p ( p o ) . Two mitigating circumstances allow this simple procedure to be used: (1) when the square root of the absolute value of this quantity is taken, numerical noise is supressed, and (2) in the 'smoothing by discretization' algorithm the contributions from many p o values are combined (even in the vicinity of an isolated stationary point), again supressing numerical noise.
We conclude this section with a brief discussion of the manner in which the chaotic motion of ray trajectories imposes a limitation on one's ability to compute wavefields using the Maslov representation. Ray chaos is discussed is more detail by Smith et al. (1992) . The cause of the difficulty is that, owing to extreme sensitivity, chaotic ray trajectories a t long range will effectively forget their intitial conditions. This is because, under chaotic conditions, the RMS value of my measure of ray spreading-such as 3z/3po-will grow tlrponentially, on average, in range-like lo"', say. When vr aceeds the number of digits to which floating point m b e r s are specified, ray initial conditions will have been forgotten and computed ray trajectories will have no practical value-at least for deterministic wavefield calculations. In fact, chaos will cause numerical difficulties long before this condition is met. United chaotic conditions, the complexity of the Lagrangian manifold grows exponentially, on average, in range; the number of eigenrays will grow cxponentially, on average, in range, while geometric amplitudes will decay exponentially, on average. This exponential growth in wavefield complexity will be accompanied by an exponential growth in computational burden. This behaviour renders the numerical calculation of the Maslov-wavefield representation inefficient and impractical. Several points relating to this behaviour are noteworthy: (1) non-separability of the wave equation is a necessary condition for ray chaos; (2) all ray expansions of the wavefield will be affected in the same adverse manner in which the Maslov representation is affected; and (3) ray chaos is inconsequential at short range, i.e. when vr is O(1) or smaller. Our experience (Brown et al. 1991) suggests that ray chaos is more likely to be a problem in environments in which rays repeatedly interact with non-flat boundaries than in environments in which rays are purely refracted (such as our numerical example).
DISCUSSION
In this paper we have presented a modified form of the Maslov-Chapman wavefield representation described earlier by Chapman & Drummond (1982) . This is a ray-based expansion of transient wavefields in non-separable environments which reduces to geometric ray theory at all places where the latter is valid. In this sense, the Maslov-Chapman wavefield representation is a uniform asymptotic-wavefield representation. The most significant difference between our work and that of Chapman & Drummond is our use of one-way equations. This simplifies the presentation of the subject and allows geometric interpretation of all interrnediate quantities of interest. Our treatment of the wavefield in the vicinity of p caustics is more robust and more general than the procedure advocated by Chapman & Drummond. We have shown that it is not necessary to solve the ray variational eqs (53), nor is it necessary to compute the KMAH index. The final expression (41) describing the wavefield is easy to evaluate numerically using efficient and robust techniques. Because all quantities required to compute the wavefield at all depths at a fixed range (the preferred-propagation direction) are computed concurrently, the one-way Maslov representation is particularly well suited to the modelling of wavefields which are sampled using a multi-element vertical array.
In this paper we have considered only waves propagating in two-space dimensions. The extension to three-space dimensions can be handled using a one-way formulation, and again the one-way formulation offers advantages, both conceptual and computational, over the general rayequation formulation (Chapman & Drummond 1982) . If r increases in the preferred propagation direction, with xi, i = 1, 2, being transverse coordinates, and p i the corresponding slownesses, then the one-way ray equations are dxi/dr = 3 H / 3 p i , dpi/dr = -3 H / 3 x i , where H ( x , , x 2 , p l , constitute a non-autonomous Hamiltonian system with two degrees of freedom. The Lagrangian manifold is a 2-D surface in the 4-D phase space (xl, x2, p l , p2) . Construction of F ( p l , p2, r ) involves a 2-D Legendre transform, and U(xl, x2, r, w ) is a two-fold integral over p1 and y 2 , or, more conveniently, p l o and pZo. Transforming to the time domain eliminates one of these integrals. The amplitude function A ( p , , p2, r ) is found by requiring that this integral representation (in the time or frequency domain) reduces to geometric ray theory when the stationary phase approximation is used. Again, p caustics are a problem, but they are distinct from x caustics and can be treated by defining a local phase function @ (x1, x 2 , plo,pz0, r ) . The one-way equations describing wavefields in three-space dimensions are of the same general form as two-way 3 -0 equations given in Chapman & Drummond (1982) .
The Maslov wavefield represenation is similar in many respects to the Gaussian beam (Cerveny et af. 1982) and coherent state (Klauder 1987) wavefield expansions. Some of the relationships between these wavefield representations are discussed by Foster & Huang (1991) , so need not be repeated here. We wish to point out, however, that the Maslov representation has the advantage of being less ambiguous than either the Gaussian beam or coherent state representaxion. These wavefield representations depend on two and one free parameters, respectively. White et af. (1987) and Foster & Huang (1991) have shown that predicted fields using these methods may be seriously in error if these parameters are not correctly chosen, and that the proper choice is problem dependent. In contrast, lack of uniqueness in the Maslov representation (associated with the choice of weighting functions, w+ and wQ) should not present any serious problems because the difference in wavefields constructed using different sets of weights is of the same order as neglected terms, i.e. this difference is asymptotically zero.
Finally, some comments on the use of parabolic approximations to the one-way (factored) wave equation are appropriate. The power and utility of parabolic wave equations stems from our ability to numerically solve these equations. We emphasize that efficient numerical techniques+specially the split-step Fourier algorithm-are available to solve such equations without making any analytical approximations. In contrast, the one-way form of the Helmholtz equation contains a pseudo-differential operator which cannot be treated directly using numerical techniques; one is forced to either approximate the operator or seek an approximate solution to the equation. The one-way Maslov wavefield representation is such an approximate solution. This wavefield representation, or any other one-way ray-based wavefield expansion, could be based on parabolic equation rays, but this would further restrict the validity of the wavefield expansion without offering any real computational advantage. Thus, for the purpose of making quantitative wavefield predictions, we recommend that the two approximations (the use of ray expansions and parabolic equations) not be mixed. Such a hybrid expression (ray expansion of the solution of a parabolic wave equation) based one-way Maslov-Chapman wavefield representation presented in this paper and can be computed using the same algorithm after making only very minor changes. Hybrid wavefields computed in this fashion could be compared to solutions of the corresponding parabolic equation computed using the split-step Fourier algorithm to determine how much the Maslov-based wavefields are in error.
