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SUMARTO
Uma classe de métodos numéricos, chamados "Alg£
ritmos Hopscotch", foi usado para resolver a equação de
condução de calor em geometria cilíndrica.
Utilizando-se uma fonte de calor, com dependên
cia temporal, procurou-se verificar o comportamento de uma
vareta cilíndricí
os valores das temperaturas, analisou-se a
estabilidade e convergência de cada método durante os tran
sitórios.
outro teste especificou-se a temperatura
bre a superfície como condição de contorno^
~Foi observado que os diversos métodos Hopscotch
analisados mostraram diferentes graus de precisão, sendo
alguns tão precisos quanto o método ADE, no entanto neces-
sitando mais operações computacionais do que o método
Finalmente, comparando-se o tempo de computação,
o método ODD-EVEN' mostrou-se mais rápido que os outros dois
métodos Hopscotch, f Ch'-'Jt^)
iv
ABSTRACT
A class of numerical methods, called "Hopscotch
Algorithms", was used to solve the heat conduction equation
in cylindrical geometry,
Jsing a time dependent heat source,the temperature
versus time behavior of cylindric rod was analysed^
v
—Numerical simulation was used to study the stability
and the convergence os each different method.
Another test had the temperature specified on
the outer surface as boundary condition.
'
s
 II was ubtui vud that the various Hopscotch methods
analysed exhibit differing degrees of accuracy, few of them
being so accurate as the ADE method, but requiring more
computational operations than the
- Finally, compared with the so called ODD-EVEN
method, two other Hopscotch methods, are more time consuming.
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função associada ao balanço de energia num con
torno de um volume.
grandeza associada I equação de difusão
coeficiente de transferência de calor por con
vecção, Btu/hr.ft . F.
K - condutividade térmica, Btu/hr.ft. F.
taxa de produção de calor, Btu/hr.
taxa de produção de calor por unidade de volume,
Btu/hr.ft3.





vetor coluna associado com a fonte
temperatura °F
TV - temperatura do fluido
t - tempo, segundo
z - distancia axial, ft
xv
LETRA GREGA
a - c o e f i c i e n t e s das t empera tu ras dependentes do tempo
3 - coeficiente das temperaturas no estacionãrio
p - massa específica, lbm/ft
e - erro, precisão
n - normal a superfície
A - operador diferença
V - operador nabla
SUBSCRITOS
i - refere-se a posição radial ou ao fluído inferior
j - refere-se a posição axial
£ - refere-se a lateral da vareta ou linha de matriz
n - nível de tempo




.1.1 - Revisão Bibliográfica
Com o advento dos reatores nucleares a analise espsi
ciai de fenômenos de difusão tornou-se importante devido as
altas taxas de transferência de energia envolvidas. Além do
mais, as taxas de variações temporais de grandezas tais co
mo o fluxo de neutrons e a temperatura são bastante acentua_
das, de tal forma que durante transitórios, observações em
torno dessas grandezas durante certo intervalo de tempo to_r
nam-se necessárias. Esse detalhamento espacial e temporal na
análise dessas grandezas é necessário visto que certas pr£
priedades materiais são afetadas a partir de certos valores
críticos. Logo, a partir da análise espacial e temporal de
tais grandezas nucleares pode-se prever, com algumas aprox_i
mações, o comportamento espacial e temporal de um reator nu
clear quando submetido a diversas situações.
A equação de difusão simplificada fica '
Cx |f = V.C2VG • f , (1)
onde
grandeza escalar tal como fluxo de neutrons ,
fluxo de raios gama ou temperatura
**lf 2^ = parâmetros dependentes do tipo de fenôme-
no
f = termo de geração associada ã grandeza
V = operador nabla
t = tempo
As condições de contorno para a equação (1), quando obse_r
vamos o volume de controle contornado por uma superfíciej,
ê dado por :
C3j Ü T * C4j G " C5 Fj
onde 3/3 n- denota diferenciação ao longo de uma normal à
superfície de contorno j e
Fj = ¥. (r,G,t) (3)
é uma função que descreve a geração e o armazenamento de G,
num volume contornado por urna superfície j , onde r representa o
vetor posição do ponto onde observamos a grandeza G.
Observando a dependência da grandeza G com r, t ou
trás variáveis, tal como o ângulo sólido Í2 , no caso do
fluxo de neutrons, há também a possibilidade de C, e C, d£
penderem também de G de r e t , o que torna a resolução £
nalítica da equação (1) pelas técnicas ususais extremameii
te difícil. A dificuldade aumenta quando o problema é mul-
tidimensional. .Mesmo após diversas aproximações e para ge£
metria simples, quando uma solução em series é encontrada,
a avaliação numérica da solução muitas vezes é dificultada ,
pois a convergência ê atingida somente quando se utilizam
muitos termos. Devido as limitações impostas sobre métodos
analíticos, a alternativa na resolução da equação (1) é o
uso dos métodos numéricos.
Os métodos numéricos usuais são cs esquemas que se
baseiam na substituição das derivadas por expressões de d^L
ferenças finitas ' ' ' ' , a utilização de elementos fi
nitos , ou os métodos de Monte Cario ' , baseado na teo
ria das probabilidades. Informações e descrições mais deta_
lhadas sobre os métodos de elementos finitos e de Monte Car
Io são encontradas nas referências citadas anteriormente ,
enquanto que a solução numérica por diferenças finita serã
objeto de nosso estudo.
Ao se aplicar o método de diferenças finitas a e_
quação (1), o problema recai na resolução de um sistema de
equações algébricas, que hoje em dia tornou-se uma tarefa
relativamente rápida e eficiente, com o uso dos computado
res digitais. Os problemas relativos à não linearidade da
equação (1), a presença de meio não homogêneo ou a existêji
cia de um terno de fonte tornam-se simples, pois as equa
ções são resolvidas para cada ponto do volume, sendo que
esses pontos estão separados por distâncias fixas formando
V i
uma malha. Os tempos de observação agora não sáo mais con
tínuos, mas substituídos por intervalos de tempo de largu
ra constante.
Por outro lado a substituição das derivadas, tanto
espacial quanto temporal, por expressões de diferença fin_i
ta fará com que a solução numérica esteja afastada da solu
ção verdadeira do problema por uma quantidade e.
Dividimos o volume de controle em malhas retangulji
res, supondo o problema bidimensional, como ilustra a Figu
ra 1.
e com
r = (i A r, , j A r7) ; i,j = 0,1,2,...NPI (4)
t = nAt , n = 0,1,2,... (5)
onde NPI 1 e 2 são os números de pontos internos em cada
uma das direções. A solução de (1) é dado por G (r,t) e a
solução numérica da equação de diferenças é representada
por G- • • Dessa forma
e = G£ , - Gtr,t)
Xa equação (6) a quantidade e é o erro devido a aproxima^
ção de se tomar G? • por G(r,t) no ponto (i,j,n). 0 erro
e é a soma de erros devidos a diversas procedências. Sabe
mos que :
.2
f(x+h) = f(x) + hf'(x) + JT f"(x) + ...
.2
f(x-h) = f(x) - h£'(x) + jr f"(x) + ... (7)
Dessa forma poderemos utilizar as equações (7) para aprox_i
mar as derivadas na equação (1). Nessas aproximações alguns
termos da série são truncados na representação das deriva^
das, por exemplo :
f. ( x ) « fCx+h) - f(x) + o ( h )
ve-se que £'(x) foi representada por uma expressão de
rença, a menos de um termo da ordem de h. Com isso, quando
h diminuir, os termos restantes de ordem superior tendem a
zero e o termo o(h) é o que mais influenciará na aproxima^
ção (8). 0 truncamento dos outros termos representara uma
componente de erro na solução numérica da equação diferen
ciai. Por outro lado quando os cálculos são processados no
computador, devido ao número finito na representação dos dí
gitos, alguns resultados são arredondados randomicamente ,
surgindo dai o erro de arredondamento. Porém sendo o erro
de arredondamento ura processo randômico, pode haver cance-
lamento e no fim seu efeito se torne desprezível .Dessa for_
ma, a componente maior na formação do erro c é devido ao
truncamento na equação (8), ou seja na forma pela qual as
derivadas são aproximadas.
Na prática, procura-se observar dois pontos de vi.s
ta no comportamento do erro. Primeiro espera-se que |e| S£
ja limitado ao fixarmos Ar,,àTj e At e fazemos t aumentar
indefinidamente. Obedecido tal comportamento, diz-se que o
esquema de diferença finitas é estável, isto é, na medida
em que o tempo passa, o erro não é amplificado de tal foj_
ma que a solução se afaste da solução exata. No caso con
trário diz que o esquema é instável. No segundo, fixa-se o
tempo t e faz-se Ar, Ar- ou At ou ambos, aproximarem de
zero : Espera-se que |e] aproxime-se também de zero. Dessa
forma estará garantido que a solução numérica convergirá pa_
ra a solução verdadeira. Nesse caso diz-se que o esquema é
convergente. Caso contrário, o esquema é não convergente.
Na realidade, o conhecimento das condições de
bilidade e convergência para um determinado esquema de a
proximação por diferenças finitas é bastante difícil, a nie
nos de alguns problemas possuindo geometria e condições de
contorno simples. Conceitos de convergência,estabilidade e
condições de consistência são discutidos no Apêndice A.quaii
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do aplicado a equação simples. Pelo teorema de Lax tira-
se que "para um esquema de diferenças finitas consistente
com a equação diferencial, a condição necessária e sufici-
ente para que o esquema seja convergente ê que ele seja ej»
IX
tável". Porém, provar consistência e estabilidade, teoricji
mente, dos métodos que serão investigados nesse estudo é
tarefa bastante difícil quando tratamos de problemas mulri
dimensionais, com geometria e condições de contorno comple_
xas. Diversas referências que tratam do assunto são cita_
das no texto.
1.2 - Trabalho Proposto
iNesse trabalho serão investigadas diversas classes
de métodos de diferenças finitas, tomando como aplicação a
resolução da equação (1) quando usada para representar a
geração e/ou condução de calor em geometria cilíndrica com
simetria axial. Assumiremos as condições de contornos de
transferência de calor por convecção do longo das superf_í
cies da vareta, ou temperatura no contorno fixa.
Sera escolhido um método padrão de tal forma que
esse represente a melhor solução do problema. Escolhido o
método padrão, procurar-se-á analisar do ponto de vista prá
tico, ou seja, as precisões dos métodos, condições de estabilida_
de e convergência , comparando-se com o método padrão. Por
fim, serão selecionados os métodos mais eficientes e precjL
sos para se avaliar as faixas de atuações desses métodos
selecionados.
CAPITULO II
DISCRETIZAÇAO ESPACIAL DA EQUAÇÃO DE DIFUSÃO
2.1 - Formulação do Problema
Na discretização espacial da equação (1), por sim
plicidade, consideraremos difusão da garndeza G a duas di_
mensões num meio uniforme e com as variáveis C, independen
tes da grandeza G, a fonte f uniforme em todo o volume de
controle, mas com a possibilidade de variar com o tempo.
2.2 - Discretização por Diferenças Finitas
Considere-se uma malha com espaçamento constantes
de tal forma que :
rli = i Arl ; i * 0,1,2, ... NPR1
r2- = j Ar2 ; j = 0,1,2, ... NPR2
conforme ilustra a Figura 2.
A aproximação da equação (1) por diferenças fin_i
tas, para espaçamento constante e meio homogêneo, pode ser
obtida diretamente pela aproximação das derivadas parciais
por diferenças. Em casos mais gerais, i . e' . , com espaç_a
mentos não uniformes e/ou propriedades matérias dependen
tes de posição, o conhecido processo de "box integration"
deve ser utilizado. Entretanto, este processo, para o pr£
blenta homogêneo em consideração, conduz ao mesmo resultado
que iremos obter diretamente :
Representando o operador V C2 V por C,H na equação
(1) teremos :
e daí
cl Jt ~ cl H G + f »
= HG + |- (9)
onde H é o operador difusão, responsável pela ligação da
grandeza G com seus vizinhos mais próximos. Com a discretjl
zação espacial do operador H, num ponto genérico (i,j) te
remos
d G. . f, .
HGi.j
onde H é o operador discretizado. A discretização nos con
tornos do volume ê obtida a partir de escolha de volumes
de controle escolhidos convenientemente onde se aplica ba_
lanço de energia. Dessa forna, a equação de difusão defini
da no início fica totalmente discretizada no espaço, mas
não ainda no tempo.
e fazendo
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2.3 - Formulação Matricial
Notando que
HG- - = a. . , G . . , + a. , • G.í.j i.J-1 i.J-1 i-l»J i
G = Col
Col {f -, ,,1 7 1,..., £-.j , ••• ,LNPR1,XPR2"*-1 '
(13)
observando ainda que o lado direito da equação (11) possui
uma estrutura de matriz, lançando mão desse fato e usando
as equações (12) e (13) teremos :
(14)
onde A é a matriz formada pelos coeficientes dos G- •
— i»J












Figura 2 : Malha espacial em geometria cilindrica.
CAPITULO III
DISCRETIZAÇAO TEMPORAL
3.1 - Solução Temporal Analítica
A equação (14) representa um sistema de equações <H
ferenciais ordinárias acopladas. A solução analítica do si£
tema num tempo t + At é dado por
G(t+At) = exp(At AjG(t)+Iêxp(At A)- ijA"1 S (15)
onde exp(At A) é o operador exponencial atuado sobre a
t r i z At A , dado por
exp(At A) = I + At A + 5 í - A2 + ^- A3 + . . . , (16)
e I_ é a matriz identidade. Logo, a avaliação do operador
exponencial requer, a manipulação de potência de matriz ,
pois a expansão (16) será convergente para todo At quando um
número grande de termos são usados. Dessa forma o uso da
(16) para obtermos (Í(t + At) através da equação (15) torna-se
• .'i • ' esso lento além de requerer memória para armazenar a
aatriz A . Com uso de métodos numéricos usaremos aproxima^
ções para a equação (16) de tal forma que as operações ne*
cessárias para obtermos (15) sejam relativamente simples.
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3.2 - Aproximações Clássicas
Relacionando o tempo t com o nível de tempo n e o
tempo t + At com o nível de tempo n + 1 , o esquema numéri_
co mais simples para aproximarmos a equação (15) seria
G n + 1 = (I + At A) Ç" + A t Sn (17)
A equação (17) aproxima a equação (15) somente ipa
ra termos de primeira ordem, sendo necessário utilizar in
crementos de tempo bastante pequenos, o que implicará num
maior número de passos para atingir um determinado tempo
de observação t,. Além do mais, é sabido que esse método
se torna instável, a partir de determinado incremento de
tempo.
Uma outra aproximação para a equação (15) é :
A) Ç n + 1 = C"
 + At S n + 1 (18)
Como na equação (17), a equação (18) apresenta pre
cisão da ordem de At , pois
G n + 1 = (I - At A ) " 1 G n + At(I - At A ) " 1 S n + 1 (19)
(l - At A ) " 1 = l + At A + At2 A2 + At5 A^ ... (20)
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o que f ica evidente se subst i tuirmos (20) em (19).
Um algori tmo,devido à Crank-Nicolson é dado por
Gn+1 = (I - At
 A ) - l ( I + At A ) Gn + At(I _ At A ) - l ( s i
(21)
Observe que
(I - | 1 ^ r l C j [ + At ^ . L + A t à + At ^2 + At£ £ 3 + _
(22)
é uma aproximação de segunda ordem, ou seja, sua precisão é
melhor que a dos métodos explícitos e implícitos puro.
A menos do método explícito, os outros dois métodos
implícitos envolvem a inversão de matrizes, o que os torna
bastante lentos nos casos multidimensionais. Por outro lado,
deve ser notado que a matriz A só possui elementos diferen
tes de zero ao longo das diagonais principal e secundárias.
Essa propriedade da matriz A fará com que as inversões de
matriz em certas aproximações desapareçam ou, no pior caso,
a inversão seja facilitada com o uso de algoritmo mais sim
pies. Esses métodos pertecem ã classe dos já consagrados
"MATRIX SPLITTING", ou seja, baseado na partição de matri
zes. Com uso dos "MATRIX SPLITTING", somente os elementos das
diagonais participam na inversão da matriz, ao invés de to
da matriz. Com isso tem-se uma economia de operações algj?
bricas e de memória bem sensível com o uso desses métodos .
Os métodos que serão apresentados nas seções seguintes pe_r
tencentes ã esta classe.
3.3 - Método ADI
A solução numérica da equação (14) pelo método ADI
ê desenvolvido no Apêndice B, sendo que o algoritmo resul-
tante é da forma
(I - At A7)Gn+1 = (I + At A,) Gn + At S n (25)
Cl - A t A1)Gn+2 = U + At A2) Gn+1 + At Sn + 2 (24)
3.4 - Método ADE
Utilizando-se os resultados detalhados no Apêndice
C para o método ADE tem-se o algoritmo
O • At A2)Gn + 1 = a + At A X)G" + At £ (25)
(I - At A,)Gn+2 = (I + At A,)Gn+1 + At S n + 2 (26)
3.5 - Métodos HOPSCOTCH
3.5.1 - Introdução
Uma forma de participação da matriz A na equação
(14) é obtida ao utilizarmos alguns dos algoritmos devido
a Gou.rlay (et.al.). A idéia surgiu com os trabalhos publi^
cados por Gordon e mais tarde por Gordon e Scala *
8 - -
Gourlay propõe resolver as equações (14) alternando os
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pontos a serem calculados ao longo da malha num incremen
to de tempo, trocando os pontos no outro incremento de tem
po. Mais tarde Gourlay em colaboração com McGuire" exten
dem a idéia a problemas elípticos e mostram ser possível
resolver a equação (1) alternando linhas ao longo de uma
direção da malha num incremento de tempo e trocando as 1J_
nhas no incremento seguinte. Em Gourlay , devido a forma pe
Ia qual a malha é varrida assemelhar-se com um jogo prati-
cado na Escócia, os algoritmos são denominados de "MÉTODOS
HOPSCOTCH".
Gourlay prova teoricamente a convergência e esta.
bilidade dos métodos HOPSCOTCH. Alguns resultados numéri
cos sobre a convergência e estabilidade dos métodos são a_
presentados nas referências (8) e (9).
3.5.2 - Método ODD - EVEN
0 método consiste em resolver a equação (14) para
os pontos (i,j) da malha relacionados com o nível de tempo
n de tal forma a termos i+j+n um número ímpar ou par, con
forme será visto.
Definindo uma matriz diagonal K , como
lx = diag {0,1,0,1,0,1,0,1,...} , (27)
e Io ãado Por
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I2 " I " lj. . (28)
Xote que quando i+j for Impar o elemento de K nesse pori
to é a unidade, e o elemento de j[7 ê nulo, de acordo com
(28). Dessa forma, ao multiplicar o vetor G pela matriz K
somente elementos associados E unidade existirão. Nesse cja
so tem-se as componentes de G para pontos alternados da m«i
lha. Para evidenciar os outros pontos basta multiplicar G
por lv
Se num primeiro estagio, multiplicamos a esquerda
a equação (14) por J, e aproximamos explicitamente teremos :
Gn+1 _ Gn
-) M , A Gn + l. Sn " (29)
At
Isso fará com que somente elementos de G -para os quais
i+j+n for ímpar sejam calculados, ou seja, metade dos pon
tos da malha. Pondo (29) na forma
(l + At A ) Gn + At U Sn , (30)
teremos uma equação explicita usada sempre que se avançar
no tempo.
Em um segundo estágio, a outra metade dos pontos é
calculada, ou seja, aqueles para os quais i+j+n+1 ê ímpar.




12C At " ) - 1 2 A G n + 1 • I 2 S n + 1 (-51)
ou
i.2 — —2 — At iz - — + At _!? S
Como na equação (30), l_^ fará com que os pontos da
malha que não foram calculados em (30) sejam determinados
por (32). Note que apesar da natureza implícita da equação
(32), nenhuma inversão de matriz ocorre, visto que os viz_i
nhos espaciais dos pontos em questão na equação (52) já fo
ram calculados por (30).
Substituindo ]_, por ^ - em (30) e fazendo n
n+1 , teremos :
ou
Lz £ n + 2 = I2 (i + At & Ç n + 1 + At I2 â
T -.n+2 T - ,n+l ^ . . T . r i i + l ^ . . T c n + l
± 2 — ~ —2 + At ±2 A G + At L S
(35)
Substraindo (52) de (55) fica :
T rn+2 T rn+l _ T rn+l T rn
1.2 — " —2 — ~ — 2 — ~ —2 — *
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OU
T rn+2 _ - T rn+l _ _n
Observe que a equação (54) permitiu calcular o ve
tor G num nível de tempo adiante, utilizando uma equação
mais simples, (34), ao invés da equação (32), o que se cons
titui num ganho em tempo de processamento.
Como a equação (32) varreu toda a malha no nível
n+1 , deveremos completar a informação no nível n+2 , isto
é , calcular a outra metade dos pontos. Para isso, basta
trocarmos 1_2 P o r L± e m (32) e incrementarmos n. Com isso
teremos :
T rn+2 T rn+l A A. T A . rn+2 _,_ .. T cn+2I, G = I. G + Atl-jA • G + At I-i S
(35)
A informação nos pontos dados por _I, , agora, pode
ser calculada no nível n+5 trocando 1^ P o r !i e m C5"*) • o u
seja,
G"•- = 2 I, G n + 2 - l, G n + 1
Note-se que as matrizes J, e _I-> são usadas para £
videnciar os pontos nos quais a grandeza G é avaliada. Do
ponto de vista de programação esses pontos podem serem con
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trolados sem a necessidade do uso das matrizes I, e JN.Com
isso basta montar um algoritmo do tipo
Gn+1 = Gn + At A Gn+1
 + At S n + 1 (37)
Gn+2
controlando quando i+j+n+1 for ímpar.
Deixe X representar os pontos da malha nos quais
G. - são avaliadas. Dessa forma a Figura 3a fornece todos
*»J
os pontos com G- • no nível de tempo n, enquanto que as Fi
i»J
guras 3b e 3c mostram os pontos da malha com G. - avalia_
das nos níveis n+1 e n+2 respectivamente.
Com o algoritmo anterior temos uma maneira rápida
de resolução da equação (14), visto que para cada nívei de
tempo somente metade dos pontos é calculado. Além do mais
as equações (37) são resolvidadas ponto a ponto, ou seja,
não há necessidade de se inverter nenhuma matriz, já que
os vizinhos aos pontos calculados (57) são conhecidos no
nível n+1. Visto que a equação (52) avança no tempo, deve
remos lançar mão de um terceiro estágio para ser usado no
momento de imprimir os resultados. Isso deverá ser feito u
tilizando a equação (37] para calcular a outra metade dos




































































3.5.3 - Método LINE
Uma outra forma de percorrermos a malha espacial é
o
proposta por Gourlay e McGuire . £ sugerido resolver a £
quação (14) para linhas alternadas da malha, quando fixamos
uma certa direção. Para isso devemos redefinir as matrizes
L. e l_~ de tal forma que
U = diag {1,1,1,...,1,1,0,0,0 ,0,0,1,..} (39)
±2 - I " 1]
onde 1^ ê a matriz identidade. Observe que a matriz J_i con_
tem elementos unitários somente para linhas alternadas da
malha e JN para as linhas restantes. A Figura 4 mostra a
relação dos pontos da malha com os elementos unitários de
Multiplicando a equação (14) por I, à esquerda.com
a equação (14) aproximada explicitamente, teremos
Gn+1 rn
ixC
 At " ) = lx A Gn + lx Sn (41)
ou
I, Gn+1 = I. Gn + At I- A Gn + At I, Sn . (42)






















































Figura 4 : Malha espacial dos metodos das linhas alternadas.
fcm (A) os pontos X estäo relacionados com os unitarios de
L, e em com os unitarios de
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I, e aproximando (14) implícidamcnte, fica
Gn+1 - Gn
I2 (" At" " > = h à Çn+1 + I 2 § n + 1 (43)
ou
rn+l A T . rn+l _ T rn . T cn+l
Note-se que somente os elementos ao longo da linha
dada por 2.7 serão implícitos, enquanto que os elementos na
linha dada por _K são explícitos, visto que a linha dada
por _I., no nível n+1 já foi calculado por (42). Dessa forma,
teremos que inverter as linhas dadas por I2, semelhante as
inversões feitas no método ADI, visto que em (44) temos
uma matriz tridiagonal no lado esquerdo.
Incrementando n em (42) e trocando I. por I7 tere
mos :
_ ,
 r n + l A T , r n + l ^ .. T c n + l
= ly _G + At l^y A G + At l_y S
(45)
Substraindo (44) de (45) fica
n + 1
 I, GnÍ2 ^"'* " 12 5"'* * -í-2 ^  ~ Í2 -
ou
I, G n + 2 = 2 I, G n + 1 - I, Gn (46)
dessa forma a equação (46) avança no tempo os elementos da
dos por ^2*
Para prosseguir no tempo, incrementamos n na £
quação (44) e trocamos 1^ Por L\ * o u seJa »
li <?"" = li G"ra + At lx A Gn+2 + At I_2 S n + 2
(47)
Por outro lado, é fácil mostrar que
n+3 - , ~n+2
 T ~n+lI, Gn+  = 2 I. G  - I GJ
o que permitirá como no método ODD - EVEN, utilizar um únj.
co algoritmo para percorrer a malha, controlando somente
as linhas a serem calculadas, visto que as equações que in
vertem as linhas e que avançam no tempo são idênticas,a me
nos das matrizes que identificam as linhas.
Devido a forma pela qual a malha ê varrida, o mét£
do é denominado de "LIXE HOPSCOTCH", vale notar que em r£
lação ao método ADI, o método LIXE executa metade das in-
versões das matrizes.
3.5.4 - Método ADI - HOPSCOTCH
o
Gourlay e McGuire sugeriram ainda um novo ADI bja
seado na inversão de linhas alternadas espacialmente. 0 mé
todo, denominado de "ADI HOPSCOTCH", devido a apresentar
uma forma de partição semelhante ao ADI. realiza inversões
-I —
4. I
cm uma direção para linhas alternadas da malha.
Sejam as matr izes A, e A? definidas no Apêndice B,
método ADI. 0 algoritmo do método ADI-HOPSCOTCH cons i s te em
tomar as linhas dadas por l, implicitamente numa direção e as linhas
dadas por I_2 expl ici tamente na out ra , onde I , e 1^ s ^ ° da
das por (39) e (40) respectivamente. Dessa forma teremos
Gn+1 - Gn
- T A ~n+l
 T . rn T c i
^i _i _ _ i _ ? + I S—Ãt > = i i Aj G " +
 ±1 ~2 »
n





 li Ax G 1 = J[x G11 + At I, A2 G11
+
 At I, S n + 1 / 2 , (48)
At I7 A, G n + 1 = I, Gn + At I, A, G1
+ At I2 S n + 1 / 2. (49)
Note-se que as equações representam realmente um
ADI, porém com as direções de difusão tomadas em linhas aj^
ternadas espacilamente. Vale observar que as inversões f^
cam reduzidas à metade, visto que as equações (49) são re
solvidas ponto a ponto. Esse ganho é devido ao fato de que
os Gn+ , vizinhos do ponto da linha en questão na equação
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(49), já foram calculados por (48). Com isso teremos uma
forma de resolver a equação (14) semelhante a um ADI, com
a vantagem de sô invertermos metade das linhas num interva
Io de tempo, sendo essas linhas fixadas numa direção esc£
lhida arbitrariamente.
3.5.5 - Natureza "MATRIX SPLITTING" dos Métodos HOPSCOTCH
Observando os métodos ODD - EVEN e LIXE-HOPSCOTCII,
notamos que para um nível de tempo n, sempre iniciaremos os
cálculos com
I, G n + 1 = I, Gn + At I, A Gn + At I, S n (50)
1 2 Ç n + 1 = Í2 ^  + At ±2 à Ç n + 1 + At I 2 S n + 1 (51)
Somando (50) com (51) fica
. T r-n+1
 T «n . T ^n . T . ,^n
L? — = —1 ~ 2 A t i . i _ _
+ At I 9 A tf + At I- S" + At I .
_ 2 — — —i — —Í —
(52)
Por outro lado
i l Ç n + 1 * 1 2 Gn+1 = Gn+1 (53)
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o mesmo para G . Dessa forma a equação (32) fica
Gn+1 = Gn * At I, A Gn • At I, A Gn+1 +
— — —A — — —£ —
Cii s n * i, s n + 1) ,
ou ainda
~n+l .
 T . rn+l _n .. T , ^ nG - At L A G = G + At J, A G +
* AtCI, S n + I 2 sn*l ) B (54) í
Se incrementarmos n na equação (54), deveremos tro
car ly e 2.1 e n t r e si» n a proporção que o tempo avança, pois
as linhas a serem calculadas se alternam no decorrer do tem
po. Dessa forma, teremos
.ji+2 ..
 T . -,n+2 «n+1 .. T . «n+1G - At I, A G = G + At I7 A G +
Fazendo agora
+ At(I2 S n + 1 • I S n + 2 ) . (55)
(56)
A, = i 2 A (57)
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as equações (54) e (55) ficara, após rearranjos
L I " A t A2UGn+1 = Q + At
Sn+1) , (58)
C l - A t L\2^ =Ei + A t A2UG :
(59)
mostrando serem os métodos ODD - EVEN e LINE HOPSCOTCH per
tencentes E classe dos métodos "MATRIX SPLITTING", com as
partições das matrizes feitas pelos pontos ou pelas linhas
da malha. No caso do método ADI HOPSCOTCH, a matriz A foi
partida conforme o ADI original, porém as diagonais princi-
pais das matrizes A^ e A2 foram associadas com as linhas da
malha.
CAPITULO IV
APLICAÇÃO DOS MÉTODOS NUMÉRICOS
4.1 - Formulação do Problema de Condução do Calor
Os métodos numéricos, vistos no Capítulo anterior ,
serão aplicados â resolução numérica da equação de condução
do calor, conforme foi visto na seção 1.4 , para uma geom£
tria cilíndrica, com simetria axial. As propriedades físi-
cas tais como condutividade térmica K (cal/s. Cm),calor e_s
pecífico c(cal/°C.Kg) e densidade de massa (Kg/m ) serão
considerados uniforme e não dependentes do tempo. Quando £
xistir fontes de calor, a mesma será uniforme, com a possi-
bilidade de variar com o tempo. Além do mais a difusão do
calor será considerada somente ao longo das direções axiais
e radiais.
A equação que descreve a condução do calor em geome
tria cilíndrica com simetria axial, é dado por :
3 T : K 3 _
3t r 9r
onde
T = temperatura (°F)
r = distância radial (m)
z = distância axial
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t = tempo (s)
A condição de contorno poderá ser o resfriamento por um flu
ido seguindo a lei de Newton do resfriamento, ou temperatu
ra determinada neste' contorno.
A equação (60) pode ser encarada como uma equação
de difusão de energia. No caso do calor, as constantes c,
e C2 foram substituídas pelas constantes pc e K respectiva^
mente, com a grandeza G representando a temperatura T. Da
mesma forma veremos que nos contornos da parede obteremos
equações de balanço de energia semelhante a equação (2).
4.2 - Equação de Condução do Calor Discretizada em Espaço
A discretização da equação (60), associada is con
dições de contorno citadas na seção anterior, é" feita no A
pêndice D. Neste Apêndice, os resultados são colocados sob
a forma de notação matricial de maneira que se tenha
dT
= A T + S , (61)
representando a equação de condução de calor discretizada
em espaço.
4.3 - Solução Estacionaria
A solução estacionaria da equação (61) é" calculada
utilizando-se um dos métodos descritos no Apêndice E.
4.4 - Solução Temporal
4.4.1 - Introdução
A solução temporal de (61) é buscada a partir de
partição da matriz A , para aproximar a derivada temporal
em (61).
4.4.2 - Solução ADI
Tomando a difusão do calor na direção axial como im
plícita e a difusão do calor na direção radial explícita, trocan
do os processos a cada intervalo de tempo, ê fácil mostrar
que , para um ponto genérico (i,j)
(62)






no outro intervalo de tempo.
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4.4.3 - Solução ADE
De acordo com as definições dadas para as matrizes
—1 e — 2* ^ a£^as no método ADE, num ponto genérico (i,j) tem
se
- (l/At - « . y ^ . • ai+1 §í 1»+1J * a i J + 1 T j J + 1
(64)
num intervalo de tempo e
(l/At * a i t j/2)T£j - ai+1 >5 T ^ . - a. J
(65)
no outro intervalo,
Do ponto de vista de programação, as equações (64)
e (65) são resolvidas pondo
i-l,j Ti-l,j
redefinindo o sentido de percurso da malha a cada interva^
Io de tempo. Isto e possível, já que se utili-am sempre os
valores mais recentes das temperaturas, em ambos os senti
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dos de percurso.
4.4.4 - Solução ODD - EVEN
A solução da equação (61) pelo método ODD - EVEN
consiste em inicializar os cálculos com as equações discre^
tizadas espacialmente, sob forma da equação (30) :
-J1+1 , _,n . ~nT. - = (a. . , i. . , + a. , - 1- ,
+ (l/At - a. ,) T? . •
Visto que a equação (67) calcula os pontos da malha para
os quais i+j+n ê um número ímpar, os outros pontos são cal_
culados por (52) e (34), isto é, aqueles para os quais




A equação (67) c usada para.indicar os cálculos e (69) pa
ra avançar no tempo. Vale ressaltar que na equação (68) as
temperaturas Tí+1 . e T. . . são explícita, devido ã equai-i, j í,j _i —
ção (67).
4.4.5 - Solução Line
Na resolução de (61) pelo método LIXE HOPSCOTCH, e_s
colheu-se a direção axial como direção das linhas da malha
espacial. Inicialmente assumiu-se a difusão do calor expljl
citamente para as linhas da malha nas quais i+n=ímpar. De
acordo com (42) tem-se
nu
Vl,j Í.IJ + »i.M íj*! * ^ VO/*). (7B)
Semelhante ao Método ODD - EVEN, a equação (70) é usada pa
ra iniciar os cálculos no tempo. Dessa forma para prossjí
guir no tempo, utiliza-se o procedimento dado por (44) p£
ra as linhas da malha em que i+n=par. Daí tem-se
= a. , . f}*} . + (l/At) f? . +a. , . T. . .
i-iO i-l.J 1.3 i+1»3 1+1.3




Os termos T? . . foram postos à direita de (72) visto queí-i, j
os mesmos já são conhecidos de (70). Dessa forma o sistema
de equações (71) ê resolvido semelhantemente ao método ADI.
4.4.6 - Solução ADI-HOPSCOTCH
Associando a matriz A, com a difusão do calor na
direção axial e A- com a direção radial, com as linhas da
malha orientadas segundo a direção axial, aplicando-se a







Agora lançando mão da equação (49) para as linhas
em que i+n=par, fica
(74)
0 sistema de equações C?5) e resolvido invertendo-
se a matriz tridiagonal conforme o procedimento dado no me-




que os termos T?*- - slo conhecidos a partir de (74).Dej»





Os métodos apresentados na seção 3 foram analisados
utilizando-se da equação de condução do calor em geometria
cilíndrica coro simetria axial. Duas classes de testes foram
analisadas. Numa classe procura-se analisar o comportamento
de uma vareta sujeita ao resfriamento por um fluído. Nesses
testes, permitiu-se a fonte de calor variar com o tempo, s£
gundo uma rampa, um degrau e segundo um decaimento, os con
tornos da vareta permaneceram sujeitos a um fluído à temp£
ratura fixa e uniforme.
A outra classe de teste consistiu-se em analisar a
distribuição de temperatura no interior de um cilindro, em
que todo o cilindro inicialmente encontrava-se a temperatu
ra zero, e que durante um transitório, a temperatura dos
contornos é elevada e fixada em 1000 F.
Os termos vareta e cilindro são usados no seguinte
sentido: "vareta" quando a altura do cilindro 5 muito maior
que o diâmetro, e "cilindro" quando a altura do mesmo é da
ordem de grandeza do diâmetro.
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5.2 - Comportamento de uma Vareta
5.2.1 - Descrição dos Testes
A distribuição de temperatura na vareta foi calcul£
da durante transitórios pelos métodos ADI, ADE, ODD-EVEN" ,
LINE e ADI-HOPSCOTCH, sendo que o método ADI clássico foi
utilizado na verificação de programação dos métodos LIXE e
ADI-HOPSCOTCH. Procurou-se definir um resultado padrão ana
lisando-se o método ADE para vários incrementos de tempo ,
visto que o método ADE é extremamente rápido, preciso e con
vergente. Com base no ADE padrão calculou-se os erros per
centuais relativos associados aos métodos ODD-EVEX, LIXE e
ADI-HOPSCOTCH observando-se um ponto da malha espacial onde
normalmente ocorre o maior erro, para a maioria dos métodos.
Aqui o ponto escolhido foi o (1,5). Os resultados foram di_s
postos em tabelas. Vários gráficos dos erros percentuais
foram construidos, sendo que os resultados com erros percen
tuais absolutos superiores ã 4% foram desprezados.
5.2.2 - Parâmetros Físicos e Geométricos da Vareta
Na tabela 1 tem-se os parâmetros físicos e geométri_
cos da vareta. Verificou-se que utilizando-se uma malha cori
tendo 6 pontos radiais e 5 pontos axiais obtem-se os mesmos
perfis de temperatura axial e radial da mesma forma que se
utilizando maior número de pontos na direção axial, prin^i
palmente para pontos fora do contorno da vareta.
5.2.3 - Fonte em Rampa
a) Xesse teste a fonte de calor varia segundo a função
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169xlO~5 H
As temperaturas na vareta são avaliadas durante
um transitório de 160s. A tabela 2 apresenta
os resultados dos erros percentuais relativos ji
valiados no ponto (1,3). A dependência do erro
com o tempo para vários incrementos de tempo é
mostrada nas Figuras 5,6 e 7.
A Figura 8 mostra a variação da temperatura com
o tempo para os métodos visto na seção 5, utili_
zando incremento de tempo de um segundo. 0 ADE
padrão foi calculado para incremento de tempo
igual a .25 segundos.
b) A fonte de calor cresce a partir de t=0,segundo
a função
q = q od + 169 x 10~S t)
onde q'o é a fonte de calor do estacionãrio. A
distribuição de temperatura do estacionãrio é
calculada utilirando-se o método SOR descrito
no Apêndice E. Os erros percentuais relativos
para os métodos HOPSCOTCH são mostrados na tabe
Ia 3, com o ADE padrão de 0,25 segundos e q*Q t<>
4 í
mado como .5SS9xlO Btu/s.ft*. A Figura 9 mos_
tra a dependência do erro percentual relativo
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com o tempo para o método LIXE, visto que para
os outros HOPSCOTCH, os erros são bem menores
que li, para os incrementos de tempos usados. A
variação da temperatura com o tempo é mostrado
na figura 10, para At = 1 seg.
5.2.4 - Fonte em Degrau
Aqui a fonte de calor, nula no estacionãrio,assume
o valor .5889x10 Btu/s.ft durante o transitório. Com o
ADE padrão de At = .25s calculou-se os erros percentuais re
lativos de cada método para vários intervalos de tempo. Os
resultados são dados na tabela. 4 e nas Figuras 11 e 12. O
método LINE apresentou erros superiores a 4^ para cada in
tervalo de tempo testado.
A variação da temperatura com o tempo é mostrada na
Figura 13 para os 5 métodos, utilizando-se um A t de um S£
gundo.
5.2.5 - Fonte em Decaimento
A partir de uma distribuição de temperatura no es^
tacionário gerada por uma fonte fixa q" = .7561x10 Btu/s.ft"5,
são geradas outras temperaturas com a fonte variando duran
te um transitório, como
.095 -q* t"'26
Erros calculados estão na tabela 5 e nas Figuras 14 e 15,
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quando o ADE padrão foi de .125 segundos. A Figura 16 mo£
tra a dependência da temperatura com o tempo, para os cin
co métodos, tomando-se um incremento de tempo de 2. segun
dos. Nota-se na tabela 5 que o método LIXE possui erro per
centual superior a 4% em cada intervalo de tempo observada
5.2.6 - Convergência dos Métodos
A convergência dos métodos HOPSCOTCH foi verifica_
da no teste 5.2.b, observando-se a dependência do erro per
centual com os incrementos de tempo, para isso tomou-se o
tempo de 32 segundos como tempo de observação. Os resulta^
dos são mostrados na Figura 17.
5.3 - Comportamento de um Cilindro
Nesse teste, os métodos HOPSCOTCH foram analisados
observando-se os perfis temporal e espacial das temperatu
ras em pontos do cilindro, durante um transitório de 1152
segundos.
Os parâmetros físicos e geométricos do cilindro são
mostrados na tabela 6. As temperaturas calculadas pelos me?
todos estão nas tabelas 7, 8, 9 e 10.
As dependências das temperaturas com o tempo e ej>
paço foram ilustradas pelas Figuras de IS a 24. Nessas FjL
guras procurou-se comparar os perfis obtidos pelos métodos




Analisando-se os testes realizados sobre cada meto
do HOPSCOTCH verifica-se que :
a) para transitórios devido a uma pertubação suave,
tal como provocada no teste 5.2.(2b), os meto
dos HOPSCOTCH exibem erros menores que 1%, exc£
to o LINE, onde o erro chega a 1,5£. Xote que
esse teste é suave no sentido que já existe uma
distribuição espacial de temperatura. Esta cre_s
ce somente em amplitude.
b) Nos transitórios onde ocorre pertubações mais
fortes, a precisão dos métodos varia bastante
com os incrementos de tempo usados. Isso pode
ser observado nos resultados dos testes 5.2.2a,
5.2.3 e 5.3. Note que nesses testes, além da
temperatura aumentar em amplitude, ocorre a d£
formação espacial nos perfis de temperatura.
c) £ provável que uma das causas principais da pe£
da de precisão dos métodos LIXE e ODD-EVEX, com
o incremento de tempo usado, seja a forma de r£
solver a malha espacial.Nesses métodos a malha
espacial é resolvida percorrendo linhas e pon
tos alternados da malha. Essas alternâncias de
linhas e pontos implicara em utilizar-se equa
ções de avanço no tempo. Essas equações tornam
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explícitos os métodos de cálculo, desde que utji
lizam-se informações antigas para se preverem
valores recentes das temperaturas. Dessa forma,
como ê sabido, a natureza explícita dos métodos
LINE e ODD-EVEN torna seus erros sensivelmente
dependentes do incremento de tempo utilizado.
d) A melhor precisão do método ADI-HOPSCOTCH, ap£
sar de percorrer a malha em linhas alternadas ,
reside no fato de não utilizar equações de avan
ço no tempo. Além do mais a simulação da difu
são do calor em cada direção é alternada com o
tempo, o que não acontece no caso do método LIXE
Essa alternância faz com que nenhuma direção t£
nha tratamento diferente.
e) Os métodos HOPSCOTCH mostraram-se convergentes,
apesar da perda de precisão com o aumento do in
cremento de tempo, o que pode ser verificado na
Figura 17.
f) Do ponto de vista de programação, os métodos LINE
e ADI-HOPSCOTCH continuam a ter que inverter H
nhas da malha, como no método ADI, apesar disso
ser necessário somente para a metade das linhas,
quando comparado com o método ADI. Já o método
ODD-EVEN é facilmente programãvel no sentido que
as equações são resolvidas ponto a ponto. Dessa
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forma, tem-se um algoritmo quase que equivalen
te ao método ADE, em termos de operações, uma
vez que o método ODD-EVEN resolve metade dos
pontos do ADE.
g) Em termos de espaço de memória, somente o mêt£
do ODD-EVEN é econômico, \'isto que os outros
HOPSCOTCH requerem pelo menos uma inversão de
matriz, o que normalmente requer um maior espja
ço de memória. Já o método ODD-EVEX resolve as
equações ponto a ponto, somente para a metade
dos pontos da malha.
h) Finalmente, em ambos os testes realizados, os
resultados obtidos mostram a existência de uma
hierarquia entre os métodos HOPSCOTCH em termos
de precisão e eficiência em programação. Nos
testes realizados notou-se que o ADI-HOPSCOTCH
foi o método que apresentou melhor precisão, s£
guindo-se o método ODD-EVEN. Já o método LIXE
mostrou-se de pouca precisão. No entanto, em
termos de eficiência em programação o ODD-EVEN
mostrou-se competitivo ao método ADE, tornando
viável o seu uso em problemas onde a precisão
não é um fator limitante. Desta forma o método
ODD-EVEN torna-se uma alternativa ao uso do me
do ADE.
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Face ao resultados obtidos, conclui-se que os obj£
tivos deste trabalho foram atingidos, no scntido
de se obter algoritmos rapidos e eficientes para
serem utilizados futuramente em cödigos de Simula^
gao de centrais Nucleares do tipo PWR.
TABULA 1 : Parâmetros físicos e geométricos.
PARÂMHTROS
iNümero de pontos radiais












.6243 x IO3 lbm/ft3
.5900 x IO"1 lítu/hr.ft3
.41665 x lü"1 ft
.1200 x IO2 ft
. SS x IO3 °F
.149 x IO1 Btu/hr ft2 . °F


























1 , 4 0 7
. 4 0 3
. 0 9 8
. 0 1 9
5 9 . 0 5 2
I S . 3 8 7
7 .576
3 . 432
- 2 . 2 0 3
- 1 . 0 9 1
- . 9 7 9
- . 5 1 9
- 1 . 1 2 6
- . 4 0 7
- . 2 1 1










- 2 . 7 4 5
- 2 . 2 4 3
- 1 . 3 4 9
- . 5 1 9
-1.-447
- . 6 2 0
- . 2 8 6
- . 1 3 9
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1,037
. 2 3 1




- . 9 3 4
- 1 . 8 8 2
- 2 . 2 4 3
- 2 . 1 6 7
- 1 . 5 5 5
- . 7 2 7
- 1 . 5 S 0
- . 6 0 1
- . 2 8 4






- 2 . 9 7 4
- 2 . 5 6 8
- 2 . 9 6 1
- 2 . 8 2 5
- 1 . 6 9 2
- 2 . 1 0 7
- 1 . 2 3 8 '
- . 7 5 9
- 1 . 1 6 5
- . 5 3 6
- . 2 5 7






- 1 9 . 9 3 8
- 8 . 2 9 1
- 4 . 3 9 6
- 3 . 1 1 8
- 4 . 3 5 3
- 2 . 4 3 2
- 1 . 2 7 8
- . 6 8 2
- . 9 9 3
- . 4 6 9
- . 2 2 7
- . 1 1 2
12U
- . 1 0 1
. . 0 6 0
- . 0 1 5
- . 0 0 3
3 .010
- 6 . 5 3 1
- 3 . 7 9 5
- 2 . 7 5 5
- 3 . 0 0 0
- 1 . 7 9 7
- . 9 6 1
- . 4 9 5
- . 7 0 1
- . 3 4 3
- . 1 0 9
- . 0 8 3
l(>0
- . 2 4 1
- . 0 0 9
- . 0 1 6
- . 0 0 3
- 9 . 0 4 8
-5 .08D
- 3 . 1 2 6
- 2 . 2 7 6
- 2 . 3 5 9
-1 .4 ; 08
- . 7 5 8
- . 3 9 1
- . 5 4 0
- . 2 0 8
- . 1 3 3
- . 0 6 5





























. 0 0 1
- . 3 5 3
- . 2 3 2
- . 1 6 2
. - . 1 2 7
- • 1 9 3
- . 1 4 3
- . 0 8 6
- . 0 4 5
- . 0 9 9
- . 0 4 1
- . 0 1 «
- . 0 0 9
32 i




- . 8 7 6
- . 555
- . 3 8 6
- . 2 9 5
- . 2 7 4 .
- . 2 2 4
- . 1 3 5
- . 0 7 2
• - . 1 4 4
- . 0 6 2
- . n s s
- . 0 1 4
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.170
. 0 2 6
.005 ' -
. 0 0 1
- 1 . 2 7 0
- . 8 1 0
- . 5 5 6
- . 4 1 6
- . 2 60
- . 2 5 1
- . 1 5 7
- . 0 3 5
- .156
- . 0 6 9
- . 0 3 4
- . 0 1 6
64
- 07S
. 0 1 5
.002
.000
- 1 . 5 4 4
- . 9 8 2 '
- . 6 6 4
- . 4 9 1
, - . 2 2 7 .
- . 2 58








. 0 0 2
. 0 0 0
. 0 0 0
- 1 . 3 3 7
- . 9 9 3
- . 6 8 2
- . 5 1 5
- . 6 6 4
' - . 3 7 1
- . 1 9 5
- . 0 9 9
- . 1 5 1
- . 0 7 1
- . 0 3 4
- . 0 1 7
120
- . cm
- . 0 1 2
- . 0 0 3
- . 0 0 0
-1.395
- 1 . 1 1 2
- . 7 5 0
- . 5 5 5 •
- . 6 0 4
- . 3 5 4
- . 1 8 9
- . 0 9 7
- .158
- . 0 6 7
- . 0 3 3
- . 0 1 6
160
- . f) S 7
- . 0 1 6
- . 0 0 3
- . 0 0 0
- 1 . 3 3 4
- 1 . 1 2 5
- . 7 4 0
- . 5 4 6
- . 5 6 3
- . 3 3 6
- . 1 8 0
- . 0 9 3
- . 1 2 9
- . 0 6 4
- . 0 3 1
- . 0 1 5
i
































- . 5 8 . 3 4 6
- 2 S . 5 2 1
- 1 3 . 0 7 S





- f i . 04 Ä
-2 .561
- 1 . 189
- . 3 7 8
32
- 1 . 1 0 4 '
- . 5 0 0
- . 1 3 7
- . 0 2 8
- 2 2 . 1 5 7
- 1 5 . 0 5 5
- 1 0 . 4 5 9





- I . 3 2 2
- . 719
- . 3 7 1
- . 1 8 5 ._
48
-2 .145
- . 6 6 1
- . 1 6 0 ' .
- . 0 3 2
- 1 4 . 7 8 4
- 9 . 5 2 3
- 6 . 2 7 8
- 4 . 5 4 2
3 . 9 3 9
. 9 5 8
.244
, 0 6 9
- . 2 6 3
- , 2 4 . 3
. . - . 1 4 4
- . 0 7 5
64
- 2 . 0 2 8
- . 5 5 4
- . 1 2 9
- . 0 2 5
- 1 p . 7. Q 4
- 6 . 1 0 9
- 3 . 3 2 0









- 1 . 6 4 6
- . 4 0 9
- . 0 9 3
- . 0 1 3
- ' 1 . 7 7 4
- 4 . 8 8 Q







- . Ü 2 0
- . 0(i0
- . 0 3 1
120
- . 7 7 6
- .154
- . 0 3 3
- . 0 0 6
1 . ? < ; i
-2.131
- 1 . 0 0 2




. 0 1 0 .
. 0 6 7
. 007
- . n n i
- . 001
160
- . 3 2 1
- . 0 4 9
- . 0 1 0















































































































































































TABULA 6 : Paramctros fJsicos e geomotricos do cillndrd.
PARÄ.MÜTROS
Nilmcro de pontos radiais
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0 . 5 s
1 . 0 s
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Figura 8 : Varia<jäo da temporatura com o tempo para Cada motodo, tcs to da fontc cm rampa a par
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0 t>0
4 0 80 120 ' 160
Pigura Ü : j;rro do Mctoclo LINE , t e s t e Ua fontc cm rdmpa a p a r t i r de uma d i s t r i bu i^äo i n i c i n l
de tcMnpcratura.
TEMPliRATURA (%)








l:igura 10 : Variagäo da tcinpcratura com o tempo para cad a mctodo, t e s t e da f o n t c 'cm rampa





























































































Pigura 13 : Variac,äo Ua tcmpcratura com o tempo, tes te Ua fönte cm Ucgrau.







































































































t i 0 t > 0
40 80 120 A 0 0
t ( s )
F i g u r a 15 : tfrro uo mctodo ADI-HOPSCOTCH, f ö n t e cm dcca.Lmonto.
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Figura 16 : Varia<jäo de tempcratura com o t empo , f o n t e em d e c a i m e n t o .
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Variagao da tempcratura com o tempo, mctodo ADI-liOPSCOTCII, cm varios pontos, teste
APÊNDICE A
CONCEITOS DE CONVERGÊNCIA, ESTABILIDADE E
CONDIÇÕES DE CONSISTÊNCIA
Seja a equações diferencial
|f - H G , (76)
onde, por simplicidade, desprezou-se o termo de"fonte e H
representa um operador associado com o operador difusão.
Após a discretização de (76), num espaço bi-dimen-
sional , tem-se
|f = AG , (77)
com A representando o operador H discretizado espacialmen-
te.
A discretização temporal de (77) de maneira geral
conduziria ã equações do tipo
Gn+1 = B2 Gn (73)




G n + 1 = B71 B2 Gn (79)
Supondo que AX^ - Sj(At) e AX2 = goC^*)' de tal forma que
Y*0 quando At->0, fazendo B"1 B? = C(At) em (79), tem-se
G n + 1 = C(At) Gn (80)
E fácil mostrar que a solução de (76) ê da forma
G(t) = E(t) G(0) (81)
Supondo agora que G = G(0) em (85), após n vezes tem-se:
Gn = C(At)n G(0) (82)
Dessa forma o erro que se comete ao representar a solução
da equação (76) por (80) ê dado por
e = Gn - G(t). (85)
Espera-se que para um tempo t qualquer, à medida em que
At-^ 0 , |e|->0 , ou seja ,
C(At)n G(0) - E(.t) G(0) ||-0. (S4)
Um esquema que obedeça a equação (S4) é" dito convergente .
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Deixe agora t+» , isto 5, n aumentar indefinidamen
te, fixando ât. Espera-se que para uma dada solução inicial
G(0), o operador C(At) seja contornado, de maneiras que
C( t ) n G(0) seja limitado. Isso implica que J|e|| seja lj.
mitado. Dessa forma o esquema (79) 5 dito estável . Se
C(At) não for contornado, o esquema (79) será instável.
A razão (Gn+1 - Gn)/At foi tomado em (7S) para de
rivada temporal em (77). Utilizando-se a eq. (80), a r£
zao acima é equivalente a [C(At)G - G] / At , que ê uma a




 - AG || - 0, qâ£ At-0 (85)
At
é dita "Aproximação Consiste". A equação (85) é chamada
7
"Condição de Consistente" .
APEXDICE B
DESCRIÇÃO DO MÉTODO ADI
Utilizando a suposição de problema bidimensional no
ia-se que a matriz A será do tipo pentadiagonal, com suas
diagonais associadas com a difusão em cada direção da ma
lha. A matriz A é partida como
A * L + D + U
No método ALTERXATING DIRECTION IMPLICIT ou ADI1'2'^'4'11 ,
conforme o nome, procura-se partir a matriz A de tal forma
que num dado intervalo de tempo, o operador difusão numa
direção seja tomado implicitamente, enquanto a difusão na
outra direção ê tomada explicitamente, sendo que no ponto
genérico (i,j) teremos parte implícita a parte explicita .
No outro intervalo de tempo as direções são traçadas e o
algoritmo vai avançado no tempo de forma alternada. 0 meto
do parte a matriz A como
A = A. + A, (S6)
J D + üj (87)
SI
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A2 - L2 + \ D + U2 (88)
onde
Lt * * *? ""
+ u2 = u
com os indices 1 e 2 significando que as matrizes
contém partes relativas às direções 1 e 2 respectivamente.
Dessa forma o algoritmo ADI fica
G n + 1 - Gn " .
— — A r>n . „ .-.n+l
Ãt = *-l ° + ^ 2 5
rn+ rn+l
"
 n + 2
 + A rn+1 * Q n + 2
ou amua
- At A7~] Gn+1 =fl + At ArjGn + At Sn (91)
L I - At A J Gn+2 -Cl • At A^lG11*1 + At S n + 2 (92)
As aproximações (89) e (90) são precisas até termo
da ordem de At. Diversas análises sobre convergência e e£
tabilidade dos métodos ADI ' ' ' mostraram serem os mes
•mos estáveis para qualquer At. Para invertermos as mat^i




com R da mesma forma que as matrizes â esquerda de (91) e
(92), ou seja
R =







onde os elementos P., P2 , ... P£_i e Q^ » Q-, » • • • Qa são
obtidos facilmente a partir da matriz R , operando (93)
Representando a matriz ^ - At ^ em (91) pela matriz R e
jogando todo o lado direito de (91) no vetor v teremos :
R G n + 1 = Y (94)
ou
P Q Gn+1 = Y (95)
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fazendo
£ Gn+1 = Z (96)
teremos
P Z = Y
Como o vetor _Y é conhecido, e de acordo coin a fojr
ma da matriz £ , multiplicando a matriz P pelo vetor _Z, lji
nha a linha, a partir da primeira linha, obteremos o elj2
mento z,. Fazendo o mesmo para a segunda linha,teremos z?.
No final todo o vetor _Z estará determinado. Substituindo _Z
em (96) e multiplicando a matriz (^  pelo vetor Gn de bai^
xo para cima, como anteriormente, obtem-se G, , Gn
JL Xr ™ X.
G, de tal forma que todo vetor G fique conhecido. Ao
trocaír-se a direção algoritmo é mantido, somente os ele
mentos de P_ e Q são recalculados. Numa direção, esses cá_l
culos são realizados para cada linha, isto é, se temos uma
malha de N, pontos por N2 pontos e a inversão aqui ê real_i
zada na direção contendo X- pontos, então nesse intervalo
de tempo teremos invertido X, linhas. Xo intervalo de tem
po seguinte a situação ê trocada e daí as X-, linhas são
invertidas. Além do mais vale ressaltar que os zeros das
matrizes não participam dos cálculos como nos métodos clãVs
sicos.
APEXDICE C
DESCRigAO DO ME"TODO ADE
Uma partigäo da matriz A devido a Larkin e
= L + | D (97)
A 2 = \ D + U (98)
onde L , D e U ja foram definidas anteriormente e as ina
triz Ai e A 2 säo da forma
Com as partigöes (97) e (98), Larkin propos o se-
guinte algoritmo para resolver a equagao (14).'
G n + 1 - Gn
— -
£t





 rn+2 . , rn+l . cn+2 n n n i
-r - Aj G A? G + S , (100;
ou ainda
El - At A2D Gn+1 « Q * At A ^ G n + At Sn , (101)
Cl " At Aj] Gnt< = Q + ^ A2.-]^+1 + At Sn+\ (102)
O algoritmo anterior é chamado comumente "ALTERXANT1XG
DIRECTION EXPLICIT" ou ADE 4' 5' 6' 1 4.
Observe que o vetor Gn em (101) fica facilmente
determinado a partir da multiplicação da matriz J_-At A. por
Gn linha a linha, notando que o lado direito de (101) fi.
ca conhecido a partir dos valores antigos de G. Dessa foi*
ma a primeira linha em (51) fornece G, , a segunda linha
relaciona G, e G? Todavia, G, jã foi calculado e
dessa forma computámos Gy • Utilizando esse procedimento na
equação (102), obteremos todo o vetor G . Agora com o v£
tor G conhecido, substituindo-o e repetindo o procedei
mento anterior, no sentido do último elemento de £ n ~ p£
ra o primeiro, obtem-se o vetor G *". No proximo incremen
to, volta-se á situação inicial, avançando no tempo. Vale
notar que, pela descrição do método, os algoritmos (101) e
(102) são extremamente rápidos em relação ao método ADI ,
visto anteriormente, além de serem fáceis de programar.
APÊNDICE D
DISCRETIZAÇAO ESPACIAL DA EQUAÇÃO
DE CONDUÇÃO DE CALOR
D.l - Discretização no Interior do Cilindro
Tomando a malha da Figura 1 e aproximando a equação
(60) por diferenças finita no entorno do ponto (i,j) teremos
K




K 3 , 3T\




T - Tí + l.i -







T. . - T.
Ar (106)
Agora substituindo (105) e (106) em (104) e notando que
ri-l/2 = ri-Ar/2 * ri+l/2 = Ti+Ar/2' a p 5 s r e a r r a nJ° f i c a
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r 3rl 3r;
- 2T. . (107)
Da mesma forma poderemos fazer
32T
9z
U iJ+1/2 " 32 (108)
mas






Substituindo (109) e (110) em (10S), apos simplifi
, teremos




PC = pc dt (112)










2Tij * Tij*P (115)
pc
Fazendo
i , j - l PC





| | (l/Ar2 * 1/Az2) (117)
=
 PC ^ (118)
s. PC (119)
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Dessa forma substituindo as equações (115), (116), (117) ,
(118) e (119) na equação (114) fica
dT. .
ar"*2 - «i-lj V l . j + «i.j Ti,j
(120)
Devido ao primeiro termo do lado direito da equação
(103), a discretização anterior é válida para pontos da va_
reta fora do centro, já que no centro, isto ê em r = 0 , a
equação fica indeterminada. Por outro lado
I JL (r Ui = 32<r + I II








Substituindo (122) em (121), teremos
,. 1 3
 (r 3T-. _ , 32T1 ím — — ' ^ — ' •
r-*0 r
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Os outros termos de (123) são manipulados como no caso em
que r t 0, bastando trocar i por 0. Dessa forma a equação
(123) fica :
dT r t .




- 2 — 17 4 P C
Fazendo
PC
+ — ^ T








S . = ——
O,J PC (133)





s 0 J (134)
D.2 - Discretização dos Contronos do Cilindro
Detalharemos a condição de contorno por convecção,
uma vez que o caso de temperatura estabelecida ê trivial .
Dessa forma estabeleceremos equações de balanço de energia
para vários volumes de controle ao longo do contorno do cj±
lindro. A Figura 2S mostra os vários volumes de controle
no contorno do cilindro.
A equação de balanço é" dada por
onde
Es = Ei " Eo + E s ( 1 5 5 )
E = energia armazenada no volume de controle
E- = energia entrando no volume de controle
E = energia saindo do volume de controle
o
E = energia gerada dentro do volume de controle
Por outro lado











Figura 25 : Detalhes dos volumes de controles nos contornos
do cilinro. En (a) o cillndro foi cortado longitudinalnen
te de acordo com (bj, que nostra parte de uma base do c^
lindro.
Eg = Vq* , . (137)
onde V ê o volume de controle: Os termos E. e E dependem
1 0
se ocorre transferência de calor por convecção ou condução
na entrada ou na saída do volume de controle. Para o cálcu
Io da taxa de quantidade de calor transferida por convec-
ção é usada a Lei de Newton do resfriamento
q = h A(T-T£) (13S)
onde A é a área na qual está ocorrendo a transferência de
calor, h ê o coeficiente de transferência de calor (cal/s.
Cm*") e T-. é a temperatura do fluído. Já para calcular a
taxa de calor transferido por condução usamos a Lei de
Fourier na qual
q = -KAVT (139)
Na Figura 25, vemos a base do cilindro resfriado por
um fluído a temperatura T ^ cujo coeficiente de transferêii
cia de calor é h-• No volume de controle V,, temos um pe
queno cilindro de altura Az/2 e raio Ar/2. Dessa forma a
área da superfície lateral é TT Ar Az/2 , a área da base é
ir(Ar/2) e o volume de controle TT(AT/2) A Z / 2 . 0 balanço de
energia nesse volume é o seguinte :
= pc 7r(Ar/2)2 Az/2
 a r^-9 (140)
E. = - KTT(AI72)2 - ^
Eo = -Bi Ar Az/2. ^ °'° • h. *(Ar/2)2 (T - Tfi)
(142)
E = ir(Ar/2)2 Az/2 . *q^ 0 (145)
Substituindo as equações (140), (141), (142) e (145) na e
quação (155), após rearranjos teremos :
a í M . . I (1/Az2 + hi/(KJij) + 2/4r2)
V 1 V 1 • * ?i*
+ 44 r^T 1 r t + 2^- -LT n i + - ^ T.. + S^
pc
 A i. 0,1 pK Az t i pcP
CA7 ^°
(144)
No topo do c i l i n d r o te remos uma equação semelhan te pa r a o
volume de c o n t r o l e \'~, só t rocando j = 0 por j = XPTZ, j = l
por j = NPTZ , h- por h e T^- por T- . Dessa forma t e r £
mos
U.MM_-
 = _ 2 ^_(i/Az^ + hs/(K.A2) + 2/Ar") T 0,XPTZ
4
 fe -h +I,NPT: * 2h T? TO,XP:T +
T f á + A " (US)pK A z á pc
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Tomando um volume de controle X-, num ponto gencrj.
co (i,o) do cilindro, conforme a Figura 25,esse volume c
semelharte a um cilindro oco de altura z/2, raio interno
r. - Ar/2 e raio externo r- + r/2. Dessa forma a área l£
teral interna ê dado por 2TT r-(l - Ar/2r^).Az/2, a área Ia
teral externa por 2TT r- (l+Ar/2r. )Az/2 , a área da base por
2ir r^ Ar e o volume por 2v r- Ar Az/2. Aplicando o balanço
de energia nesse volume :
dT.
 n
Es = pc 2TT r± Ar Az/2 . -^- (146)
T.
Ei = - K 2TT ri Ar ~^-
T. - T.
- K 2TT r ^ l - A r / 2 ^ ) i ' ° i ~ 1 > Q C147)
T- - T
= - K 2ir r , ( l+Ar/2r , ) ~±^L
+ h i 2TT r ; L A r ( T i ) 0 - T f i ) (14S)
E g = 2TT r i Ar Az/2 . %iQ (149)
Substituindo (146), (147), (148) e (149) na equação (155),
apôs simplificações, obtem-se
di • n 11- •> 2
^ = - £( 1 / A I - * hj/CK.iz) * l/4r* ) T i 0
7V 1
T + n T + —- _ T




Dl = fc J7 (1 " A r / 2 r i } C151)
D2 = £c ^  (1 + Ar/2ri) U52)
Para se obter a discretização no topo da vareta basta fa-
zer as modificações feitas para o volume no topo central .
Dessa forma, tem-se :
dTi,NPTZ
7 K
Ul i-l,NPTZ U2 Ii+1,NPT p f r ? l i , \ P i :
2 h s
No volume V- da Figura 25, tenos que considerar o
volurae sujeito a dois fluídos, h. e h e suas respectivas
temperaturas. De acordo com a Figura, o cilindro oco po_s
sui altura Az/2, raio interno R - AT/2 e raio externo R .
Dessa forma a área lateral interna é dada por 27rR(l-Ar/2R)Az/2,
área externa 2TTR AZ/2, área da base -RAr(1-Ar/4R) e volume
jiRAr(l-Ar/4R)Az/2. Utilizando os procedimentos usados ante
riormente obteia-se as equações para as temperaturas na b£
se e no topo da lateral do cilindro, ou seja :
dTXPTR,0 _
 7 K
St L pc z
2




" pc 7~2 NPTR.l p.K.Ar.yAz
+
 2 h i
 T + ?XPTR,0
p.K.Az £i pc (154)
.
 2 | _ ( 1 / & Z 2
h s / (K Az) + x/y.Ar
2K x
y.Ar
T + 2 K
7 1XPIR,XPT2 pc
2 h 2 h
onde
(155)
X = 1 - Ar/2R (156)
y = 1 - AT/4R (157)
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A discretização para os volumes V^ da Figura ê
feito da mesma forma quanto para os volumes de controle Ia
teral. Dessa forma ê fácil mostrar que a discretização dos
volumes de controle V. 5 dado por :
dTNPTR.j _
 7 k
* x/y.Ar2) Tjjpra,j+ 2 ^  - i .
K_ 1 -r
 + K 1 T
pc 7 7 'NPTRJ-l pc 77 '.NPTRo+l
.. .
 £
 T .1+ XPTR'J . (158)
p.K.Ar. f pc *• J
Definindo as constantes abaixo como
a = 2 *-0,0 ^ pc
a0,XPT2 = 2 fc"(1/A2 +hs/(K.Az)





ai,0 = |c 1/Ar2) (165)
= Dl • (166)
ai+l,0 = D2 ' (107)






Oi-1,XPTZ = Dl ' (170)
ai+l,XPTZ = D2 ' (171)
a - 2 1L -1ai,NPIZ Z pc
 Az-
(172)
aNPTR,0 - 2 |c


















CC P p.K.sz '
(181)
2 h
cc„ =s p. K. A r. y
(182)
e substituindo essas constantes nas respectivas equa^oes ,
tem-se :




 = n T . n T .





 a i o T i o + V i oa ,  ,  + V i , o V i . o + ai+i,o T i+ i ,o+
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< 1 8 5 >
dTi,NPTZ
BF"2 " = " ai,i\PT2 Ti,XPT2 + ai-l,XPT2 Ti-1,XPTZ
°i+ltNPT2 Ti+1,NPTZ + ai,.\Pl2 Ti,XP!Z
ccs T f s + s , (186)
NPTR 0
BT ~ = " "NPTR.O TXPTR,O + "NPIR.O TNPIR,O +
+
 "NPTR.l TNPTR,1 + c c i T f i + ccZTfl +
T
 + a T
iXPTR.j \ \PTR,j aNPIR,j 1XPIR,i






"NPTR.NTT: TNTTR,XPI: + c c s Tfs + c c ^ T f fs
(1S9)
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Logo, o sistcma de equa^öes diferenciais acima, junto com
as equagöes (120) e (154), representam a discretizagao e£
pacial das equa?5es de condugäo de calor do cilindro.
APÊNDICE E
SOLUÇÃO ESTACIONARIA DA EQUAÇÃO DE
CONDUÇÃO DE CALOR
A solução estacionaria da equação (14) é obtida
fazendo.
A G + S = 0 (190)
Na resolução da equação (190), o método de eli-
minação de Gauss * ' ' é o processo usual para se inve_r
ter a matriz A. Entretanto o método é extremamente lento ,
face às operações algébricas envolvidas e torna necessário
armazenar toda a matriz. Num problema onde espaço de meinó
ria ê um fator limitante, somado â letidão do método, toi"
na o processo de eliminação de Gauss impraticável. Já os
métodos iterativos não requerem inversão de matriz,além de
precisar de menos espaço de memória na computação. Sua van
tagem reside no fato de ter-se que iterar p+1 vezes até
que tenhamos uma solução G™ tão próxima de Cp quanto de
sejamos. Contudo com a escolha conveniente do algoritmo de
iteração, a velocidade de convergência pode ser aumentada.
O método de Gauss - Seidel >J possui um algoritmo de itera
ção que torna bastante rápida a convergência. Pela forma
da matriz A, podemos fatorã-la como :
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1ÜÕ
A = L + D + U (191)
onde as matrizes L , D e U são da forma
ou seja, L é estritamente triangular inferior, U è estrita
mente triangular superior e D é uma matriz diagonal.
0 método de Gauss - Seidel consiste em fazer
A G = (L + D) Gr * + U Gr , (192)
dessa forma, substituindo a equação (192) na equação (190)
teremos
(L + D) GP+1 + U GP + S = 0 , (193)
A partir de uma solução tentativa G° ,deveremos




onde e é escolhido tão pequeno quanto queiramos.
Para uma componente genérica (i,j) do vetor G ,
temos
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*I ,J 1-1,J l.J-1 l.J-1
j + Biij + l Gi,j+1 + Si,j
(195)
Observe que do ponto de vista de programação estamos sem
pre utilizando os valores mais recentes, dessa forma os ín
dices p e p + 1 podem ser omitidos.
Fazendo uma modificação na equação (195) do tipo
'.
+1 = IV. EB- , - (£*} - • 6- - , GP+1 ,
(190)
e com W escolhido entre 1 e 2 fará com que a convergência
seja aumentada, pois essa escolha de IV faz com que a solu
ção seja extrapolada além daquela dada pelo método de Gauss-
Seidel o método modificado dado por (196) ê citado nas ri
teraturas como Sucessive Over - relaxation ' ' "* ou S 0 R.
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