Abstract-The communication requirements for space missions necessitate to address the problems due to deep space communication networks. In this letter, the effects of slow start algorithm, propagation delay and the link errors on the throughput performance of transport layer protocols are investigated in deep space communication networks. The objective of this letter is to demonstrate through experimental results that existing TCP protocols are far from satisfying the deep space communication requirements and point out the urgent need for new TCP solutions.
I. INTRODUCTION
T HE space and outer planet exploration missions require advanced communication and networking technologies to be developed. The communication infrastructure will consist of interplanetary backbone network, planet proximity networks and on-board mission vehicles networks [1] . One of the most challenging parts of this infrastructure is the interplanetary backbone, which is composed of deep space communication links [2] .
The deep space links are mainly characterized by link errors and extremely high propagation delays [3] . However, the currently existing TCP protocols have been designed to operate efficiently over the traditional almost error-free wired links with relatively low propagation delays ranging from milliseconds to a second. The window-based and acknowledgment-triggered congestion control mechanisms of existing TCP protocols suffer from high propagation delay and random link errors. Since the transmission rate is increased with round-trip time (RTT) granularity, an increase in RTT directly causes a decrease in the transmission rate acceleration and hence, in the overall link utilization. In the current literature, the congestion and rate control studies for links with high bandwidth-delay products and random loss mostly refer to Geo-stationary Earth Orbit (GEO) satellite links [4] - [6] . These links have RTT values around 550 ms which are still very low compared to deep space communication links. In order to assess the TCP performance over deep space links, we perform a wide range of simulation experiments and present the results in this letter. 
II. ANALYTICAL OBSERVATIONS
The effect of RTT on the throughput can be inferred from the steady-state throughput model obtained for TCP-Reno in [7] . The asymptotic throughput equation as a function of packet loss probability and RTT is given in [7] as (1) where is the initial retransmission time-out (RTO) value. In Fig. 1 , the throughput of an analytical TCP-Reno model is shown for packet loss probability of and modifying RTT values on a logarithmic scale starting from 10 to 10 seconds. The throughput of a TCP connection is inversely proportional to RTT and decreases drastically for increasing RTT. At s, i.e., approximately 16.7 min, the achievable throughput degenerates to 308 b/s for a segment size of 1 KB. Note that min is in the range of possible RTT values that can be experienced in deep space communications, e.g., between Mars and Earth.
III. PERFORMANCE EVALUATION EXPERIMENTS
In order to explore the influence of the propagation delay on the performance of window-based and RTT-clocked transport protocols, we have performed simulation experiments with a wide set of TCP protocols. The experiments are performed with a very simple topology in order to isolate the effect of each factor under exploration. The source and destination are connected through 1 Mb/s link, which is assumed to have packet loss probability ( ) of 10 . We first investigate the perfor- mance of TCP slow start algorithm. The effects of propagation delay and link errors on the performance will be presented afterwards.
A. Slow Start Performance
In the initial phase of the connection, TCP deploys the slowstart algorithm to probe the link availability and increase its congestion window ( ) size accordingly. The is increased by one packet per new ACK received during this period for , where is the slow-start threshold window size. After congestion window reaches , the slow start is terminated and the congestion avoidance algorithm is invoked. Although the slow-start algorithm is necessary for controlled window expansion in order to prevent congestion at the initial stages of the connection, it leads to poor throughput performance on high RTT links. The time interval, , that is underutilized during slow start can be expressed as follows: (2) For instance, it takes approximately 2 hours for source to terminate the slow start period for and min. To observe the effects of the slow start algorithm individually, we simulate TCP-Reno connection. Here, we assume min, and . In Fig. 2 , the congestion window evolution dependent on time is shown for the connection duration of 20 000 s. The source starts connection with the slow start phase at . At the end of 6 , the slow start is terminated and congestion avoidance is called at s. Hence, the link is not efficiently utilized for the slow start period of 120 min. This problem becomes much more severe for short duration connections on links with high propagation delays.
B. Propagation Delay
We perform simulations with the same topology and a wide set of TCP schemes including TCP-Tahoe, TCP-Reno, TCP-NewReno, TCP-Sack [8] , TCP-Vegas [9] , TCP-Fack [10] , TCP-Westwood [11] , and TCP-Peach [7] , [13] . We observe the propagation delay effect for three different round-trip time In Fig. 3 , throughput values of all existing TCP protocols are around 120 KB/s at ms. The throughput of all schemes start decreasing with increasing RTT values. For s, the link utilization achieved by all transport protocols drop more than three times in magnitude. The major reason for performance decrease with increasing propagation delay is that TCP deploys window-based congestion control which increases its window size according to ACK reception for the transmitted packets at each RTT. The longer propagation delay is experienced, the slower window increase and hence lower throughput can be achieved. For low RTT values TCP-Westwood provides best performance among all TCP implementations. For ms s, TCP-Peach [7] , [13] outperforms other schemes with throughput improvement of approximately 90%. This is mostly because of the Jump Start and Quick Recovery algorithms specifically designed for high bandwidth-delay product links [12] .
The throughput achieved for all protocols keep decreasing drastically for high RTT ranges as shown in Fig. 4 . The link utilization drops to approximately 5 KB/s for RTT values around 5 s. For high RTT values, TCP-Peach [7] , [13] achieves significant throughput improvement compared to other protocols.
In Fig. 5 , we show the throughput performance for very high RTT values including the RTT range for communication links between Mars and Earth, i.e., 9 to 50 min based on the orbital location of planets. In this case, the throughput achieved by TCP protocols drops down to approximately 10 B/s. This decrease is very drastic and the entire link remains almost unutilized. Although TCP-Peach outperforms other TCP schemes for high RTT values, the performance degradation is yet too serious that it can only achieve 20 B/s link utilization for 40 min round-trip time. 
C. Link Errors
The recognition of a packet corruption due to space link error as congestion loss leads to unnecessary window decrease and hence severe throughput degradation [13] . This problem is amplified with extremely high propagation delay, since it takes longer time for window-based mechanisms to recover from unnecessary congestion window throttle. In Fig. 2 , a packet is lost due to link error at s. It takes approximately 11 for TCP source to resume its original rate before halving.
In order to show the effect of link errors on throughput performance, we perform simulations with same topology and min for varying packet loss probability ( ). In  Fig. 6 , the results show that increase in packet loss probability decreases the throughput achieved by all protocols as expected. TCP-Peach achieves approximately 246% throughput improvement. However, for even very small loss probability of , the throughput achieved by TCP-Peach is only 52 B/s and other TCP schemes is around 15 B/s. Therefore, the high propagation delay is dominant challenge for throughput performance in deep space links. 
IV. CONCLUSION
In this letter, we have presented simulation experimental results for TCP performance on deep space links. It is shown that window-based legacy transport protocols provide very poor performance on deep space links with extremely high propagation delay and random link errors. The high propagation delay is the most important challenge to be addressed in order to meet communication requirements for deep space missions.
