We develop a systematic method to solve the Cardy condition for the coset conformal field theory G/H. The problem is equivalent to finding a non-negative integer valued matrix representation (NIM-rep) of the fusion algebra. Based on the relation of the G/H theory with the tensor product theory G × H, we give a map from NIM-reps of G × H to those of G/H. Our map provides a large class of NIM-reps in coset theories. In particular, we give some examples of NIM-reps not factorizable into the G and the H sectors. The action of the simple currents on NIM-reps plays an essential role in our construction. As an illustration of our procedure, we consider the diagonal coset SU(2) 5 × SU(2) 3 /SU(2) 8 to obtain a new NIM-rep based on the conformal embedding su(2) 3 ⊕ su(2) 8 ⊂ sp(6) 1 .
Introduction
The study of the boundary conditions in rational conformal field theories (RCFTs) has been attracted much attention since the pioneering work by Cardy [1] . It is now recognized that the requirement of the mutual consistency of the boundary conditions, which is known as the sewing relations [2, 3] , is so severe that the number of the possible solutions is finite if we keep the chiral algebra of RCFT at the boundaries [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . The Cardy condition [1] is one of the sewing relations, which expresses the consistency of the annulus amplitudes without insertion of vertex operators. The problem of solving the Cardy condition is, under the assumption of the completeness [4] , reduced to the study of the non-negative integer valued matrix representation (NIM-rep) of the fusion algebra [8, 11, 12] .
In the context of string theory, the existence of the boundaries on the worldsheet means the presence of D-branes. Since the (super) conformal invariance on the worldsheet is necessary for the consistency of string theory, the possible boundary conditions are those preserving the conformal invariance and we have boundary CFTs. The classification of the possible D-branes is therefore equivalent with the classification of the conformal boundary conditions in a given CFT. Although RCFTs describe only some specific points in the moduli space of the string backgrounds, we can obtain insights into the stringy nature of D-branes from the study of the boundary conditions in RCFTs.
The coset CFT [13] is an important class of RCFTs, which contains in particular the minimal models. The coset theories are considered to be the building blocks of generic RCFTs. Therefore it is of fundamental importance to investigate and classify the boundary conditions allowed in the coset theories. This problem has been studied by several groups [14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . The issue of the classification is however not completely answered yet.
In this paper, we start a systematic study toward the classification of the boundary conditions in the coset theories. Based on the relation of the coset theory G/H with the tensor product theory G × H, we show that any NIM-rep of the G × H theory yields a NIMrep of the G/H theory. This map from G × H to G/H enables us to construct a large class of NIM-reps in the G/H theory. In particular, we can obtain some examples of NIM-reps not factorizable into the G and the H sectors. The construction in this paper generalizes that given in the previous work by one of the present authors [18] , in which the resulting NIM-reps of the G/H theory are only of the factorizable form. Our map is nothing but the NIM-rep version of the map for the modular invariants of the G × H and the G/H theories obtained in [24] .
The action of the simple currents [25, 26] on generic NIM-reps [18, 27] plays an essential role in our construction. Namely, it is shown that we need appropriate identifications and selection rules for the Cardy states of G × H, which are generated by the action of the simple currents on the Cardy states, to obtain a NIM-rep of G/H. These brane identifications and brane selection rules are the counterparts of the field identification and the selection rule of the coset theories, and has been first observed in [18] .
The organization of this paper is as follows. In the next section, after reviewing some basic facts about the boundary states in RCFTs (Section 2.1), we develop the tools necessary in our construction of the NIM-reps in coset theories. First, we argue the action of the simple currents on generic NIM-reps in RCFTs and give the definition of the simple current group for NIM-reps (Section 2.2). Next, we explain methods to construct a NIM-rep from a given one: the use of the simple currents and conformal embeddings (Section 2.3). In Section 3, we discuss the NIM-reps in tensor product theories. Applying the methods developed in Section 2.3, we give some nontrivial NIM-reps in the SU(2) k × SU(2) l theory. In Section 4, we turn to coset theories and give a map for NIM-reps of the G × H and the G/H theories. The necessary identifications and selection rules for the Cardy states of the G × H theory is described in terms of the simple current groups for NIM-reps obtained in Section 2.2 and the field identification currents of the coset theory. As an illustrative example for our procedure, we consider the diagonal coset SU(2) k × SU(2) l /SU (2) k+l to obtain a NIM-rep not factorizable into the numerator and the denominator sectors. The final section is devoted to some discussions.
2 Boundary states in rational conformal field theories
NIM-reps in RCFTs
In this subsection, we review some results on the boundary states in rational conformal field theories (RCFTs).
The most important ingredient of a RCFT is a chiral algebra A, which is the Virasoro algebra or an extension thereof. We denote by I the set of all the possible irreducible representations of A. For a RCFT, I is a finite set. In the bulk theory, we have a pair of algebras A andÃ, which correspond to the holomorphic and the anti-holomorphic sectors, respectively. In the presence of boundaries, A andÃ are related with each other via appropriate boundary conditions. We restrict ourselves to the case of rational boundary conditions, which preserve the chiral algebra A at the boundary. Since A includes the Virasoro algebra, the rational boundary condition keeps the conformal invariance at the boundary and yields a boundary CFT.
A boundary state |α is characterized by the following equation Here W and W are the currents of A andÃ, respectively. h is the conformal dimension of the currents: h = 2 for the Virasoro algebra and h = 1 for the affine Lie algebras. The building blocks of the boundary states are the Ishibashi states |µ (µ ∈ I) [28] . We normalize the Ishibashi states as follows, ) is the closed string Hamiltonian and c is the central charge of the theory. χ µ is the character of the representation µ ∈ I, and its modular transformation reads
'0' stands for the vacuum representation. The normalization (2.2) corresponds to the following scalar product in the space of the boundary states [8] 
where q = e 2πiτ .
We denote by V the set labeling the boundary states. A generic boundary state |α (α ∈ V) satisfying the boundary condition (2.1) is a linear combination of the Ishibashi states
Here E is a set labeling the Ishibashi states allowed in the model. In general, E does not contain all the elements appearing in the set I of the possible representations. Rather, E is a set distinct from I since the multiplicity of a representation µ in E can be greater than 1, as is seen in the su(2) D even invariant. The coefficients ψ α µ together with the sets E and V should be chosen appropriately for the mutual consistency of the boundary states. Consider the annulus amplitude between two boundary states |α and |β ,
We denote by n µα β the multiplicity of the representation µ ∈ I in Z αβ ,
where γ (µ) ν is the generalized quantum dimension
Clearly, n µα β takes non-negative integer values for consistent boundary states. In addition to this, n 0α β = δ αβ since the vacuum is unique. We call this set of conditions the Cardy condition and the boundary states satisfying these conditions the Cardy states [1] . In terms of the matrix notation
the Cardy condition is summarized as follows:
Here Mat(m, Z ≥0 ) is the set of m × m matrices with non-negative integer entries. So far, the number of the independent Cardy states |V| is not specified. 12) where N µν ρ is the fusion coefficient (µ) × (ν) = ρ∈I N µν ρ (ρ). In the matrix notation
the above formula can be written as
From the associativity of the fusion algebra, one can show that N λ satisfies the fusion algebra
Applying the Verlinde formula (2.14) to both sides, one obtains
The generalized quantum dimension {γ
λ | λ fixed} is therefore a one-dimensional representation of the fusion algebra. If we use ψ instead of S in the Verlinde formula, we obtain n µ . Hence, n µ , as well as N µ , satisfies the fusion algebra
The Cardy condition (2.10) together with the assumption of completeness (2.11) implies that {n λ } forms a non-negative integer matrix representation (NIM-rep) of the fusion algebra [8] .
For each set of the mutually consistent boundary states, we have a NIM-rep {n µ | µ ∈ I} of the fusion algebra. The simplest example is the regular NIM-rep 18) which corresponds to the diagonal modular invariant and exists in any RCFT. However, the converse is in general not true. There are many 'unphysical' NIM-reps that do not correspond to any modular invariant [12] . The typical example is the tadpole NIM-rep T n of su(2) 2n−1 [11, 8] . This fact shows that the Cardy condition is not a sufficient but a necessary condition for consistency.
Action of simple currents
We next argue the action of the simple currents on NIM-reps, which is of fundamental importance in the construction of boundary states in coset CFTs [18, 27] . A simple current J of a RCFT is a representation whose fusion with the other representations induces a permutation µ → Jµ of I [25, 26] ,
The set of all the simple currents forms an abelian group which we denote by G sc ,
G sc is a multiplicative group in the fusion algebra. The group multiplication is defined by the fusion. A simple current J acts on the modular S matrix as follows,
where b µ (J) is the generalized quantum dimension of J,
In the matrix notation, the above relation can be written as 23) where (N J ) µ ν = N Jµ ν = δ Jµ ν is the regular NIM-rep (2.13) and b(J) = diag(b µ (J)). The transformation property (2.23) readily follows from the Verlinde formula
µ is a one-dimensional representation of the fusion algebra, 26) since any one-dimensional representation of a finite group takes values in roots of unity. The phase Q µ (J) is called the monodromy charge.
The similarity between S µν and ψ α µ (2.10)(2.14) suggests that the simple currents act also on a diagonalization matrix ψ. For ψ α µ , however, we can consider two types of actions of the simple currents, since α and µ take values in the different sets V and E, respectively. First, we consider the action of the simple currents on the label α ∈ V of the Cardy states. In order to see this, we rewrite the Cardy condition (2.10) in the form
This is possible since ψ is a unitary matrix. Setting ν = J ∈ G sc ⊂ I, we obtain
where we used the relation (2.22) . In the component form, this equation can be written as
We can regard this as a relation among the (row) vectors {(ψ α µ ) µ∈E |α ∈ V}. Namely,
µ∈E is expressed as a linear combination of the vectors {ψ β |β ∈ V} with the non-negative integer coefficients (n J ) α β ∈ Z ≥0 . One can estimate the number of vectors contributing to the sum in eq.(2.29) by calculating the length of the vector
where we used (2.26) . This means that there is exactly one vector in the sum (2.29) since the vectors {ψ β |β ∈ V} form an orthonormal set with respect to the inner product in (2.30) and the coefficients (n J ) α β take non-negative integer values. In other words, the vector ψ α b(J) coincides with one of the vectors {ψ β |β ∈ V}, which we denote by ψ Jα (Jα ∈ V). With this notation, eq.(2.29) can be written as follows:
The map α → Jα is one-to-one and onto, i.e., n J is a permutation matrix. Actually, there exists a positive integer m such that (n J ) m = 1 since {n J |J ∈ G sc } is a NIM-rep of the simple current group G sc , which is in general a product of cyclic groups. This means that J m α = α, ∀α ∈ V. We can therefore conclude that J ∈ G sc acts on V as a permutation
There may be some element J 0 ∈ G sc such that J 0 α = α for all α ∈ V. From (2.31), this condition is equivalent to b µ (J 0 ) = 1 for all µ ∈ E. This is possible because the set E is distinct from I. These elements J 0 ∈ G sc form a subgroup S(V) of G sc which we call the stabilizer of V
(2.32)
Since the stabilizer acts on V trivially, it is natural to consider the quotient of G sc by S(V). We denote by G(V) the quotient group and call it the group of automorphisms of V,
We next turn to the action of the simple currents on the label µ ∈ E of the Ishibashi states. Namely, we consider the transformation property of ψ α µ under µ → Jµ. For this transformation to make sense, we have to take J ∈ G sc such that J leaves the set E invariant. The elements J ∈ G sc that leave E invariant, i.e., can be restricted to E, form a subgroup of G sc . We denote it by G(E) and call it the group of automorphisms of E,
In general, G(E) = G sc since there may be some representation µ ∈ I missing in E. With this definition of G(E), we propose the following transformation property of ψ under
Here,b α (J) is the counterpart of b µ (J) in eq.(2.31) and determined by α ∈ V and J ∈ G(E). Unlike eq.(2.31) on V, the present authors have no rigorous proof of the above equation (2.35) on E. Hence, we assume in this paper that the transformation property (2.35) holds. This is not so restrictive. Actually, all the examples treated in this paper satisfy (2.35) with an appropriate choice ofb α (J).
To summarize, the diagonalization matrix ψ α µ transforms under the action of the simple currents as follows,
Here we use the same symbol N J for its restriction to E. For a NIM-rep n µ of the fusion algebra, there corresponds a graph whose vertices are labelled by the set V [11, 8] . We can identify the boundary states with the vertices of the graph. Then the automorphism G(V) is naturally interpreted as the automorphism of the graph, whileb α represents a coloring of the graph.
Construction of NIM-reps
In this subsection, we present two methods to yield a new NIM-rep from a given one, which are used to construct non-trivial NIM-reps in coset theories. One is the use of the simple currents [30, 27] , which is nothing but the NIM-rep version of the orbifold construction. The other is based on the conformal embedding 5 .
Simple currents
The transformation property (2.36a) of NIM-reps enables us to take the orbifold of a NIMrep n µ = ψγ (µ) ψ † by the simple currents J ∈ G(V). Suppose that we have a non-trivial subgroup H ⊂ G(V). By the action of H, the set V splits into several orbits, which we denote byṼ = {[α], α ∈ V}. For simplicity, we assume that the action of H has no fixed points and that all the orbits have the same length |H|. Then, we can construct a new NIM-repψ by orbifolding ψ,
The factor 38) which is the set of the representations µ with vanishing monodromy charge with respect to H ⊂ G sc . On the setẼ,ψ takes the simple form [30, 27] 
We shall show thatψ together withṼ andẼ defines a new NIM-repñ µ =ψγ (µ)ψ † . Forñ µ to be a NIM-rep, it is necessary thatψ is a square matrix. This follows from the assumption that the action of H on V has no fixed points. Since H is a finite abelian group, H can be written as a product of cyclic groups,
Each factor Z m j acts as a cyclic permutation of m j elements since the action has no fixed points. Hence b(J j ) = ψ † n J j ψ for the generator J j of Z m j gives all the possible eigenvalues of the cyclic permutation Z m j , which takes values in roots of unity. More precisely, the set {b µ (J j ), µ ∈ E} for the generator of Z m j is |E|/m j copies of {1, e 2πi/m j , . . . , e 2πi(m j −1)/m j } (one copy for one orbit in V of Z m j ). Since b µ (J j ) = 1 is the necessary and sufficient condition for b µ (J) = 1(∀J ∈ Z m j ), we have an identity |{µ ∈ E|b µ (J) = 1, ∀J ∈ Z m j }| = |E|/m j . Repeating this argument for each factor Z m j of H, we obtain
which shows thatψ is a square matrix. Then it follows immediately thatñ µ =ψγ
Here we used the action (2.36a) of the simple currents on ψ. From this equation,ñ 0 is the identity matrix inṼ andψ is unitary. Since the entries ofñ µ are manifestly non-negative integers, {ñ µ } forms a NIM-rep of the fusion algebra inṼ. One can consider this NIMrep as corresponding to the orbifold of the charge conjugation modular invariant, since the spectrumẼ of the Ishibashi states is the same as that of the orbifold. Of course, the above construction should be modified if there are fixed points in the action of H on the set V of the Cardy states. This is the familiar situation in the orbifold construction, and we need extra Ishibashi states to resolve the fixed points in V.
Conformal embedding
Consider an embeddingg ⊂ g of the affine Lie algebrag into g. An embeddingg ⊂ g is called conformal if the conformal invariance of the theory is preserved. For a conformal embedding, the energy-momentum tensors of the corresponding CFTs (the G and G WZW models for the simple algebras) are the same. In particular, the central charges of two theories match
This condition is sufficient for an embedding to be conformal. All the conformal embeddings has been classified in [35, 36] . Letg ⊂ g be a conformal embedding. Since the g-theory is isomorphic to theg-theory as a CFT, the conformal embeddingg ⊂ g enables us to regard the boundary states of the g-theory as those of theg-theory. In order to see this, we consider the branching rule of the representations,
Here we denote byẼ µ the set of the representations in theg-theory that µ ∈ I branches to. I andĨ are the set of the integrable representations in the g andg theories, respectively. According to the branching rule (2.44), the Ishibashi states of the g-theory can be expressed in terms of those of theg-theory,
where S andS are the modular S-matrix of the g andg-theories, respectively. The coefficients of |μ arise due to the difference of the normalization (2.2) of the Ishibashi states in the g andg-theories. To be precise, we can multiply the coefficients by some phases without changing the normalization. We shall see, however, that these phases does not influence the resulting NIM-rep (see eq.(2.52)). Let |α = µ∈E ψ α µ |µ (α ∈ V) be the Cardy states of the g-theory. Using the above expression for the Ishibashi states, one can rewrite the Cardy state |α of the g-theory as a linear combination of the Ishibashi states of theg-theory as follows,
Here we introduced the setẼ = µ∈EẼ µ , (2.47) and denoted byψ αμ the coefficients of the Ishibashi states
Hence, the Cardy states |α (α ∈ V) of the g-theory can be regarded as boundary states of theg-theory with the coefficientsψ αμ .
Note that a representationμ ∈Ĩ may appear more than once inẼ, since it is possible that two different representations µ 1 , µ 2 ∈ I contain the same representationμ ∈Ĩ. When this is the case, we have to treat theseμ's as elements orthogonal with each other inẼ, since they constitute distinct representations of the g-theory.
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The boundary states of theg-theory obtained in this way do not satisfy the completeness condition (2.11) since |V| = |E| < |Ẽ|. This is because a representation µ ∈ E of the g-theory in general branches to more than one representations in theg-theory. Therefore we need additional states other than those in V to satisfy the completeness condition. In other words, there are some states missing in V forψ to be a NIM-rep of theg-theory. From the point of view of the g-theory, the missing states break the boundary condition of the g-theory that |α (α ∈ V) obeys.
In many cases, we can generate the missing states from those in V to construct a NIM-rep of theg-theory. Suppose that we have a NIM-repψαμ (α ∈Ṽ,μ ∈Ẽ) of theg-theory such that the matrix (2.48) constitutes a part ofψ, i.e., V ⊂Ṽ. The Cardy condition (2.10) for theg-theory can be written asψαν
Since the generalized quantum dimension γ (μ) is the representation of the fusion algebra, one can regard this equation as describing the 'fusion' of the Cardy state |α withμ ∈Ĩ. The right-hand side of this equation gives a linear combination of the Cardy states with nonnegative integer coefficients, which we denote byμα. The fusion of the Cardy state with µ ∈Ĩ therefore yields another Cardy states inṼ. This is a tool appropriate for our purpose of generating the full Cardy states from a part of them, since the generalized quantum dimension is determined solely by the modular S-matrix and independent ofψ. The construction of the missing states proceeds as follows. We first take one of the boundary states α ∈ V which originates from those in the g-theory. Then, we perform the fusion of α with one of the generatorsμ 1 ∈Ĩ of the fusion algebra (Forg = su(2) k ,μ 1 is the fundamental representation). According to eq.(2.49), the fusion withμ 1 yields a linear combination of the boundary statesμ 1 α. In general,μ 1 α is composed of several Cardy states. The number of the Cardy states contained inμ 1 α can be read off from the length ofμ 1 α as a vector in the space of the boundary states, in the same way as eq.(2.30). Let μ 1 α be the length ofμ 1 α
(2.50) 6 An example is su(2) 4 ⊂ su(3) 1 .
If μ 1 α 2 = 1,μ 1 α has to coincide with one of the Cardy states, since the coefficientsñ in eq.(2.49) are non-negative integer and the Cardy states form an orthonormal basis in the space of the boundary states. Hence, for μ 1 α 2 = 1, there are two possibilities:μ 1 α ∈ V,
states, which may include a new state inṼ. We can subtract the contribution of the known states fromμ 1 α, which is given by calculating the inner product ofμ 1 α with the known states. If the remaining part is a vector of unit length, we obtain a new state inṼ. One can repeat this procedure for all the known states inṼ and all the generatorsμ ∈Ĩ until no new states are generated. Since |Ṽ| is finite, this procedure terminates in the finite number of steps. In this way, we can generate a set of the Cardy states of theg-theory starting from those of the g-theory. It is not clear for the present authors whether our procedure always yields a complete set of the Cardy states. However, if the resulting states form a complete set, i.e.,Ṽ =Ẽ, it is manifest that they form a NIM-rep of theg-theory, since our procedure is based on the Cardy condition (2.49). (All the examples in this paper satisfy the completeness.) One can consider the resulting NIM-rep as corresponding to the exceptional modular invariant originated from the same conformal embeddingg ⊂ g, since the spectrumẼ of the Ishibashi states coincides with that of the exceptional invariant.
We comment on the ambiguity in the formula (2.45) for the branching of the Ishibashi states. This ambiguity causes someμ-dependent phases in the resulting diagonalization matrixψ (see eq.(2.48)). These phases, however, have no influence on the associated NIMrepñ =ψγψ † . Actually, if we have another diagonalization matrix
Here we used that γ commutes with the diagonal matrix D.
As an illustration of our procedure, we describe in Appendix A the construction of the E 6 NIM-rep [11, 8] of the SU(2) WZW model, which originates from the conformal embedding su(2) 10 ⊂ sp(4) 1 .
Boundary states in tensor product theories
In this section, we consider NIM-reps in tensor product theories G × H. 7 As we shall show in the next section, we can construct a large class of NIM-reps in coset theories starting from those in tensor product theories. In this sense, NIM-reps in tensor product theories deserves a detailed study, although it is important in its own right.
Preliminaries
We first summarize the general property of tensor product theories. The G × H theory at level (k G , k H ) is the tensor product of the G WZW model at level k G and the H WZW model at level k H . We therefore begin with the WZW models. The set of primary fields in the G WZW model is given by the set P k G + (g) of all the integrable representations of the affine Lie algebra g at level k G . We denote by S G µν the modular S-matrix of the G WZW model. The simple current group of the G WZW model is the normal abelian subgroup O(g) of the outer automorphism group of the affine Lie algebra g [37] . The action of the simple current J ∈ O(g) on a representation µ yields
Here Λ 0 is the 0-th fundamental weight of g. In the
Therefore, eq.(3.1) is interpreted as intertwining O(g) with Z(G). We adopt the similar notations for the H WZW model. We turn to the G × H theories. The set I of the primary fields of the G × H theory is given by the tensor product of the spectrum of the G and H theories,
Consequently, the S matrix S (µ,ν)(µ ′ ,ν ′ ) of the G × H theory reads
The fusion algebra of the G × H theory is determined via the Verlinde formula (2.12) and is given by the direct product of the fusion algebras of the G and H theories. Hence, the simple current group G sc of the G × H theory is also given by the direct product of O(g) and O(h),
which acts on I as
The action on the S matrix takes the form
Construction of NIM-reps in tensor product theories
We can construct a NIM-rep of the G × H theory from those of the G and H theories. This is because the fusion algebra of the G × H theory is given by the direct product of the fusion algebras of the G and H theories. For example, the regular NIM-rep of the G × H theory takes the form
which readily follows from the S matrix (3.5). One can see that the regular NIM-rep of the G × H theory is factorized into the product of those for the G and H theories. We can extend this structure to more general NIM-reps of tensor product theories. Suppose that we have NIM-reps n G and n H (see eq.(2.7)) of the G and H theories, respectively,
Clearly, the tensor product
of these two matrices yields a NIM-rep of the G × H theory. We denote this NIM-rep by n G ⊗ n H . The labels of the Cardy states and the Ishibashi states for the NIM-rep n G ⊗ n H take the form
The diagonalization matrix of the NIM-rep n G ⊗ n H is written as the tensor product of ψ
The regular NIM-rep (3.9) is obtained by setting
It should be noted that, for the tensor product n G ⊗ n H , the labels of the Cardy states has the factorized form (α, β). Of course, this is a structure specific to the tensor product NIM-rep n G ⊗ n H . A generic NIM-rep of the G × H theory takes the form
14)
The action (2.36) of the simple currents (3.6) on the diagonalization matrix ψ reads
where (J, J ′ )α andb α (J, J ′ ) are defined in the first and the second equations, respectively.
Clearly, this NIM-rep is in general not factorizable, since the labels α, β ∈ V of the Cardy states are not related with those of G and H. As we shall show in the following, we can construct these unfactorizable NIM-reps by applying the methods presented in Section 2.3 to the G × H theory.
Example: SU (2) × SU (2)
In this subsection, we take a concrete example G = H = SU(2) to show that the methods in Section 2.3 yield non-trivial NIM-reps of the G × H theory. This simple example is enough for the illustration of our method. The generalization to the other cases is straightforward. The set of all the integrable representations of the affine Lie algebra su(2) k takes the
where µ is the Dynkin label of the representation. The modular transformation S-matrix reads
The simple current group is generated by J = (k) and isomorphic to Z 2 ,
J acts on the S matrix as S
The SU(2) k × SU(2) l theory is obtained by taking the product of two factors. The spectrum I and the simple current group G sc of the theory are given by
20)
(3.21)
NIM-rep from simple currents
The simple current group (3.21) has three non-trivial subgroups besides the identity and G sc itself. Two of them are the simple current groups of each factor and not interesting from the point of view of the product theory. The remaining one is generated by (J, J ′ ) and isomorphic to Z 2 , which we denote by H,
As an example of the simple current NIM-rep, we consider the SU(2) 1 × SU(2) 3 theory and apply the method in Section 2.3.1 with the above H. Our starting point is the regular NIMrep of the SU(2) 1 × SU(2) 3 theory. The diagonalization matrix is given by the S matrix 23) where the spectrum I reads
We have eight Cardy states (see Fig.1 ). The group H ⊂ G sc acts on ψ as
Since there is no fixed point in this action, we can apply the method in Section 2.3.1 to obtain a new NIM-rep of the product theory. Namely, the formula (2.39) yields a NIM-rep (see Fig.2 )ψ
Here the setṼ of the labels of the Cardy states and the setẼ of the labels of the Ishibashi states are given bỹ The action of the simple currents on the Cardy states has a non-trivial stabilizer
The automorphism group G(Ṽ) therefore reads
On the other hand, the automorphism group G(Ẽ) takes the form
We show the action of these groups in Fig.2 .
One can see that the diagonalization matrix (3.26) can not be factorized into the SU(2) 1 and the SU(2) 3 parts; the setsṼ andẼ are not of the factorized form. This NIM-rep corresponds to the Z 2 orbifold of SU(2) 1 × SU(2) 3 . Actually, the partition function of the orbifold can be obtained by the standard construction and takes the form
The spectrum of the orbifold matches to the setẼ obtained above.
NIM-rep from conformal embedding
The method of conformal embedding also gives us non-trivial examples of the NIM-reps in tensor product theories. The possible embeddings for su(2) k ⊕ su(2) l is summarized in Table  1 [38] . Note that the level of the algebra g is equal to 1 for all the conformal embeddings. Among them, we consider the case of k = l. This is because, in the next section, we use the resulting NIM-rep in the construction of the NIM-rep of the diagonal coset theory SU(2) l−k ×SU(2) k /SU(2) l . For the coset to be non-trivial, we need k < l. 8 In the following, we consider two examples with k = l: su(2) 1 ⊕ su(2) 3 ⊂ G 2,1 and su(2) 3 ⊕ su(2) 8 ⊂ C 3,1 . Table 1 : Conformal embeddings of su(2) k ⊕su(2) l into an affine Lie algebra g. The subscript 1 means that the level of the algebra is 1. c is the central charge of the embedding.
There are two integrable representations in G 2 at level 1,
In our convention, the short root is α 2 . The modular transformation S-matrix for G 2,1 reads
where the rows and columns are ordered as in eq.(3.33). These representations branch to those of su(2) 1 ⊕ su(2) 3 as follows,
Here h is the conformal dimension of the representation of G 2,1 . Let |α = µ∈I S αµ |µ (α ∈ {(0, 0), (0, 1)}) be the regular Cardy states of G 2,1 . Using the branching rule (3.35) and the formula (2.46), we can regard these boundary states as those of the SU(2) 1 × SU(2) 3 theory. The spectrum of the Ishibashi states (see eq.(2.47)) can be read off from the branching rule,
In terms of these states, the G 2,1 Cardy state can be written as a four-dimensional (row) vector ψ α (see eq. − sin
We obtain four Cardy states from the conformal embedding su(2) 1 ⊕ su(2) 3 ⊂ G 2,1 . As is seen from eq.(3.36), this NIM-rep is not factorizable. The spectrum (3.36) is the same as that for the simple current NIM-rep (3.28). Actually, the NIM-rep obtained above is nothing but that obtained from the simple current. This is no coincidence. The partition function obtained from the affine branching rule (3.35) reads 39) which is exactly that for the orbifold (3.32).
The construction for the case of su(2) 3 ⊕ su(2) 8 ⊂ C 3,1 proceeds exactly the same way as above. There are four integrable representations in C 3 at level 1, In our convention, the long root is α 3 . The modular transformation S-matrix for C 3 at level 1 is given by that for su (2) − sin The first entry distinguishes two copies of D 6 . The sign ± stands for the eigenvalueb(J, 1). The second entry labels the vertices of D 6 ; 0 for the end point of the long leg and 4 ± for two short legs. In this labeling, the regular Cardy states {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} of C 3,1 correspond to {(+, 0), (−, 4 − ), (+, 4 − ), (−, 0)}, respectively. The action of the simple currents on the Cardy states has a non-trivial stabilizer
The automorphism group G(V) therefore reads 46) while the automorphism group G(E) is G sc itself. We show the action of these groups in Fig.3 . We give the explicit form of the diagonalization matrix ψ
where
The rows α are ordered as in eq.(3.44) whereas the columns (µ, ν) are ordered as in eq.(3.43).
Boundary states in coset theories
In this section, we develop a method to construct NIM-reps in coset conformal field theories. Our strategy is to use the relation of the G/H theory with the tensor product theory G × H c [24] . Namely, we give a prescription to construct NIM-reps of coset theories from those of tensor product theories, which are discussed in the last section. As an example, we apply our method to the SU(2) 5 ×SU(2) 3 /SU(2) 8 theory to obtain a NIM-rep which is not factorizable into the SU(2) 5 × SU(2) 3 and SU(2) 8 parts.
G/H theories
The G/H theory is based on an embedding of the affine Lie algebra h into g. A representation µ of g is decomposed by representations ν of h as follows,
The spectrumÎ of the G/H theory consists of all the possible combination (µ; ν), ) is the so-called field identification. 9 In this paper, we restrict ourselves to the case that all the identification orbit have the same length N 0 = |G id |,
In particular, there is no fixed point in the field identification [39] (Jµ,
The character of the coset theory is the branching function χ (µ;ν) of the algebra embedding h ⊂ g. From the branching rule (4.1), we find
The modular transformation S-matrix of the G/H theory readŝ 6) where N 0 is the length of the identification orbit (4.3) and S G (S H ) is the S-matrix of the
As is seen from the form of the S-matrix (4.6), it is natural to relate the G/H theory with the tensor product theory G × H c . Here H c stands for a theory whose spectrum and S-matrix are given by I H and S H , respectively. The spectrum I c and the S-matrix S c of the G × H c theory are therefore given by
where we denote by I and S the spectrum and the S-matrix of the G×H theory, respectively. The fusion algebra of the G × H c theory is the same as that of the G × H theory. From the Verlinde formula (2.12), one can calculate the fusion coefficients,
The simple current group of the G × H c theory is therefore the same as that of the G × H theory, which we denote by G sc ≡ G G×H sc
. The action of the simple current group G sc on the S-matrix reads
where b and b c are defined as
In terms of the G × H c theory, the identification current group G id is a subgroup of the simple current group G sc . The field identification (Jµ;
therefore corresponds to taking the quotient of I by G id , and the selection rule b From now on, we denote the simple current of the tensor product theory by a single letter such as J instead of a pair of letters (J, J ′ ). The S-matrix (4.6) is also expressed aŝ
This definition of the S-matrixŜ has to be consistent with the field identification. This is assured by the selection rule,
Here we used the property (4.10). Next, most importantly,Ŝ should be unitary,
(4.15)
Here we used our assumption of no fixed points to rewrite the sum
The projection operator introduced above takes account of the selection rule. The fusion coefficients of the coset theory can be calculated via the Verlinde formula (2.12),
(4.17)
Here we used the fact (4.9) that the fusion rule of the G × H c theory is the same as that of the G × H theory.
NIM-reps in coset theories
Since the G/H theory is related to the G × H c theory, it is natural to expect that NIM-reps in the G/H theory is related to NIM-reps in the G × H c theory. In [18] , it was shown that a NIM-repψ in the G/H theory can be constructed as a product of NIM-reps in the G theory (ψ G ) and the H theory (ψ
Since ψ H is a NIM-rep of the H c theory, the above relation is considered to be a map from NIM-reps of the G × H c theory to those of the G/H theory.
In this subsection, we extend the construction in [18] to more general class of NIM-reps. Namely, we give a map from NIM-reps of the G × H c theory to those of the G/H theory, without the assumption that NIM-reps in the G × H c theory are factorizable into the G and H c theories as in eq.(4.18). The problem is to find a map from a given NIM-rep (3.14) in 19) with an appropriate choice of the setsV of the labels of the Cardy states andÊ of the Ishibashi states. The prototype of our map is eq.(4.13), which relates the S-matrices (i.e., the regular NIM-reps) of the G × H c and G/H theories. This relation suggests that a NIM-rep of the G/H theory can be written in the form
Here ψ c is the diagonalization matrix of a NIM-rep of the G × H c theory, and N is an appropriate constant. The label [α] of the boundary states will be defined shortly. In order to use the above expression (4.20), we need a NIM-rep ψ c of the G × H c theory.
As is shown below, we can construct ψ c from a NIM-rep of the G × H theory. Suppose that ψ gives a NIM-rep of the G × H theory as in eq.(3.14). Then one can show that the following matrix yields a NIM-rep of the G × H c theory,
Here we introduced the set E c of the Ishibashi states for ψ c , which is determined from E by taking the charge conjugation only in the H sector,
is not the charge conjugation of the entire theory.
See Appendix B for an example of E c = E. One can confirm that ψ c gives a NIM-rep of the
a square matrix. This is exactly the same problem that we encountered in the construction
We apply the procedure developed in the previous subsection to the diagonal coset SU(2) l−k × SU(2) k /SU(2) l as an illustrative example. As we have discussed in the previous subsection, we can construct a NIM-rep of this model from that of SU (2) 
Since all the representations of su(2) l is self conjugate, we can replace SU(2) c l with SU(2) l . Hence our problem reduces to the construction of the NIM-reps of SU(2) l−k × SU(2) k × SU(2) l , which is discussed in Section 3 (in particular Section 3.3). Among the NIM-reps of this tensor product theory, we consider NIM-reps not factorizable into SU(2) l−k × SU(2) k and SU(2) l . These correspond to NIM-reps not factorizable into the numerator and the denominator parts of the coset, and yield NIM-reps not constructed previously.
The simplest example of this class of NIM-reps is given by the tensor product of the regular NIM-rep of SU(2) l−k and an unfactorizable NIM-rep of SU(2) k × SU(2) l . In the following, we use the results of Section 3.3 for (k, l) = (1, 3) and (3, 8) to construct NIM-reps of the corresponding coset theories. As we shall show below, the case of (k, l) = (1, 3), i.e., the tricritical Ising model SU(2) 2 × SU(2) 1 /SU(2) 3 , yields nothing new. The resulting NIM-rep has brane identification fixed points, and we obtain a factorizable NIM-rep after the resolution of the fixed points. This is consistent with the results [8] that all the NIM-reps of the minimal models are factorizable. On the other hand, the case of (3, 8) yields a new NIMrep, which corresponds to the exceptional modular invariant of SU(2) 5 ×SU(2) 3 /SU(2) 8 [24] .
We consider the NIM-rep of the form N (2) ⊗ n (1, 3) , where N (2) is the regular NIM-rep of SU(2) 2 and n (1,3) is an unfactorizable NIM-rep of SU(2) 1 × SU(2) 3 from the conformal 3) is also constructed as the simple current NIM-rep in Section 3.3.1). The spectrum E = E c of the tensor product theory reads
where I (2) and E (1, 3) are the spectra of N (2) and n (1, 3) , respectively (see eq.(3.36)). The labels V of the boundary states of the tensor product theory is given by
where for V (1, 3) we adopt the same notation as in eq.(3.38). The simple current group G sc is given by the direct product
The stabilizer S c (V c ) reads
Since all the representations are self-conjugate, the stabilizer S c (V c ) coincides with S(V).
We therefore write S(V) instead of S c (V c ) in the following. The automorphism groups G(E) and G(V) therefore take the form
The field identification is generated by the simple current (J, J ′ , J ′′ ),
The identification current groups for E and V read
From these data and the definitions (4.32) and (4.34) ofÊ andV, we obtain E = {(0, 0; 0), (0, 1; 1), (0, 0; 2), (0, 1; 3)}, (4.44) 3) ) stands for the boundary states α ⊗ α ′ in the tensor product theory.
One can see that the brane identification has two fixed points (α, α ′ ) = (1, 1), (1, 3) .
In order to obtain a NIM-rep of the coset theory, we have to resolve these fixed points by introducing two extra Ishibashi states. The coset theory SU(2) 2 × SU(2) 1 /SU(2) 3 has exactly two primary fields besides those appeared inÊ, namely (1, 0; 1) and (1, 0; 3). Adding these primary fields toÊ, we can resolve the fixed points to construct a NIM-rep of the coset theory. SinceÊ =Î, one expects that the resulting NIM-rep is the regular NIM-rep of the coset theory. We can show this by the explicit construction of the resolved diagonalization matrixψ, which turns out to be the S-matrix of the coset theory.
The case of (k, l) = (3, 8) can be treated in the same way as (1, 3) . We start from the tensor product of the form N (5) ⊗n (3, 8) , where N (5) is the regular NIM-rep of SU(2) 5 and n (3, 8) is an unfactorizable NIM-rep of SU(2) 3 ×SU(2) 8 from the conformal embedding su(2) 3 ⊕su(2) 8 ⊂ C 3,1 constructed in Section 3.3.2. The spectrum E = E c of the tensor product theory reads (1), (2), (3), (4) where I (5) and E (3, 8) are the spectra of N (5) and n (3, 8) , respectively (see eq.(3.43)). The labels V of the boundary states of the tensor product theory is given by where for V (3, 8) is defined in eq.(3.44). The stabilizer S(V), the automorphism groups and the identification current groups take the form
The brane identification group G id (V) = G id organizes the states in V into the orbits We have |V| = |Ê| = 18 Cardy states. Since there is no fixed point in both V and E, we can use the formula (4.36a) to obtain the diagonalization matrixψ,
Here we denote by ψ the diagonalization matrix for the NIM-rep N (5) ⊗ n (3, 8) . ψ (3, 8) is the diagonalization matrix (3.47) for n (3, 8) . One can observe that the resulting NIM-repψ of
is not factorizable into the SU(2) 5 × SU(2) 3 and the SU(2) 8 parts,
The matrixn (λ,µ;ν) follows from the formula (4.36b), where
(µ,ν) . We give the graph for (λ, µ; ν) = (1, 0; 1) in Fig.4 . For comparison, we also give the graph for the regular NIM-rep of SU(2) 5 × SU(2) 3 /SU(2) 8 in Fig.5 .
One can see that this NIM-rep corresponds to the physical modular invariant Z E (3, 8) of SU(2) 5 × SU(2) 3 /SU(2) 8 constructed in [24] ,
where χ (λ,µ;ν) are the characters of the coset theory. The set of the primary fields which appear in the diagonal terms of Z E (3, 8) , i.e., the spectrum of the Ishibashi states, precisely coincides withÊ in eq.(4.52). Hence, the NIM-rep defined in eq.(4.54) is associated with this modular invariant and is considered to be a physical one. The reason for the coincidence of the spectra is that our NIM-rep (4.54) is constructed exactly in the same way as the modular invariant Z E (3, 8) . This modular invariant follows from that for the tensor product theory SU(2) 5 × SU(2) 3 × SU(2) 8 , which is obtained by the conformal embedding su(2) 3 ⊕ su(2) 8 ⊂ C 3,1 [24] . 10 It is therefore natural that the spectrum of Z E (3, 8) is the same asÊ, which is
10 To be precise, Z E (3, 8) is obtained by combining the modular invariant from the conformal embedding with the action of the simple currents (J, 1,
Although we can do the same thing in the construction of the NIM-rep, the resulting NIM-rep is exactly the same as that obtained in eq.(4.54). also based on the conformal embedding into C 3,1 .
Summary and Discussion
In this paper, we have developed a systematic procedure to construct NIM-reps in coset conformal field theories. Based on the relation of the G/H theory with the G × H theory, we have shown that any NIM-rep of the G × H theory yields a NIM-rep of the G/H theory. The action of the simple currents on generic NIM-reps plays an essential role in our construction. In particular, we have identified the NIM-rep version of the field identification and the selection rule, which was first observed in [18] . Combined with the conformal embedding of G × H, our method provides a new class of NIM-reps which cannot be factorized into the G and the H parts. As an illustrative example of our procedure, the diagonal coset SU(2) 5 × SU(2) 3 /SU(2) 8 has been studied in detail.
Toward the classification of the NIM-reps in coset theories, the most important question is whether our map from the G × H theory to the G/H theory gives all the NIM-reps in the coset theory. In other words, we should clarify whether our map is onto or not. If this is the case, the classification problem for the coset theory reduces to that for the corresponding tensor product theory. However, the existence of the brane identification fixed points makes the problem difficult to study. To obtain a NIM-rep of the coset theory, we have to resolve brane identification fixed points, which appear even if there are no fixed points in the field identification. If there are several ways to resolve the brane identification fixed points, our map is not onto and we have to solve the problem in two steps. We note that our map is not one-to-one. More than one NIM-reps in the tensor product theory are mapped to the same NIM-rep in the coset theory, as we have encountered in several examples in this paper.
Another important problem is the issue of the physical NIM-reps. Although our method provides NIM-reps in the coset theory, it does not assures the existence of the corresponding modular invariant. It is necessary to find a criterion for our map to give a physical NIM-rep, such as that obtained in [24] for the modular invariant.
Our construction makes possible a parallel treatment of the G and the H sectors of the G/H theory. In a sense, one can mix the boundary conditions of two sectors. It is therefore interesting to clarify the corresponding boundary condition and geometrical meaning in the sigma model approach, namely, the gauged WZW models [14, 15, 16, 17, 19, 23] .
The related issue is the application of our method to the construction of D-branes in non-trivial backgrounds, e.g., the Kazama-Suzuki models [41] . Recently, it has been found that there exist exotic D-branes in simple backgrounds such as c = 1 CFTs [42, 43, 44, 45] that break the isometry of the target space but keep the (super) conformal invariance on the worldsheet. It would be interesting to examine whether our construction gives the similar branes in the Kazama-Suzuki models.
A The E 6 NIM-rep of su(2) 10 from conformal embedding
In this appendix, we illustrate the method of the conformal embedding presented in Section 2.3.2 by the example su(2) 10 ⊂ sp(4) 1 . The resulting NIM-rep is the E 6 NIM-rep of the SU(2) WZW model [11, 8] .
We begin with the branching rule of the embedding su(2) 10 ⊂ sp(4) 1 . The spectrum I of the Sp(4) WZW model at level 1 is given by the set of all the integrable representations of sp(4) = C 2 at level 1, which are labeled by the horizontal part of the Dynkin label,
Similarly, the spectrumĨ of the SU(2) WZW model at level 10 reads
The branching rule (2.44) can be written as follows,
Here h is the conformal dimension of each representation in I. The dimensionhμ ofμ ∈Ĩ is given byhμ
and consistent with the branching rule (A.3). The modular S-matrix of sp(4) 1 takes the form
where the rows and columns are ordered as in (A.1). For su(2) 10 , the formula (3.17) yields
One can confirm that the branching rule (A.3) is compatible with the modular transformations S andS. The starting point of our construction is the regular NIM-rep ψ α µ = S αµ of sp(4) 1 .
Hence, at the beginning, we have three Ishibashi states and three Cardy states labelled by E = V = I. According to the formula (2.45) and the branching rule (A.3), the Ishibashi states of sp(4) 1 can be decomposed into those of su(2) 10 as follows,
where a = 2 sin(π/12)
From this expression, one can read off the setẼ of the labels of the su(2) Ishibashi states, 
where the columns are ordered as in (A.9). Let us apply the boundary state generating technique in Section 2.3.2 to the above states. Since |Ẽ| − |V| = 3, there are three states missing. We consider the fusion ofψ (0,0) with the generator (1) ∈Ĩ of the fusion algebra. The fusion ofψ (0,0) with (1) yields the vector ψ (0,0) γ (1) , where the generalized quantum dimension γ which coincides with the diagonalization matrix of the E 6 NIM-rep of su(2) 10 [11, 8] . We show the result in Fig.6 together with the action of the simple current (2.36). The simple current group G sc of SU(3) 1 × SU(3) 1 × SU(3) 2 is the direct product of each factor, G sc = {(J l , J m , J n )| l, m, n = 0, 1, 2} ∼ = Z 3 × Z 3 × Z 3 . (B.6)
As is discussed in Section 2.3.1, we can construct the simple current NIM-rep of the product theory for any subgroup H of G sc . Here we take the following H, H = { (1, 1, 1 ), (1, J, J), (1, J 2 , J 2 )} ∼ = Z 3 .
(B.7)
Since the action of H has no fixed points, we can use the formula (2.39) to obtain the simple current NIM-rep, ψ (α:β:γ) (λ,µ,ν) = √ 3S The identification current group is G id = {(J n , J n , J n ) | n = 0, 1, 2} ∼ = Z 3 , (B.12) whereas the identification groups for E c and V c are 1, 1 )},
The brane identification group G id (V c ) ∼ = Z 3 acts on V 
γν =Ŝ (α,β;γ)(λ,µ;ν) , (B.16) whereŜ is the S-matrix of the coset theory. The resulting NIM-rep is nothing but the regular NIM-rep of the coset theory and manifestly physical. In this coset theory, there is another NIM-rep which follows from the twisted boundary condition of su(3) [18] . The twisted NIM-rep is also constructed as the simple current NIM-rep by taking an appropriate H, e.g., a subgroup generated by (1, J, J 2 ).
