Abstract-Intermittency of wind energy poses a great challenge for power system operation and control. Wind curtailment might be necessary at the certain operating condition to keep the line flow within the limit. Remedial action scheme (RAS) offers quick control action mechanism to keep reliability and security of the power system operation with high wind energy integration. In this paper, a new RAS is developed to maximize the wind energy integration without compromising the security and reliability of the power system based on specific utility requirements. A new distributed linear state estimation (DLSE) is also developed to provide the fast and accurate input data for the proposed RAS. A distributed computational architecture is designed to guarantee the robustness of the cyber system to support RAS and DLSE implementation. The proposed RAS and DLSE is validated using the modified IEEE-118 Bus system. Simulation results demonstrate the satisfactory performance of the DLSE and the effectiveness of RAS. Real-time cyber-physical testbed has been utilized to validate the cyber resiliency of the developed RAS against computational node failure.
I. INTRODUCTION

I
NTEGRATION of wind farm into the electric grid is increasing rapidly, as an important renewable source of power generation. Based on U.S. Energy Information Administration [1] , wind energy was 19% of the total renewable energy production as in 2015 and this percentage is continuously increasing. Some of these wind farms are in the distribution system and feed power back into the transmission system. Reverse power flow can overload the distribution and/or transmission lines especially in the low-load condition and during high wind speed under allowable threshold limits. Curtailing wind power generation in the distribution system is one of the solutions to avoid line overloading. Other options include demand response (which is slow and has limited resources and visibility) and network topology changes (with high impact on system operation).
In order to keep increasing the integration of wind renewable energy and maintain the reliability and security of the power system, innovative automation, and information technologies need to be deployed for the power system operation and control. Remedial action scheme (RAS) is an automatic control mechanism designed to detect the abnormal system conditions and take fast control action for maintaining the system reliability [2] , [3] . A real-time RAS considering system status and measurements can be deployed at substation for minimal wind curtailment. There are limited number of existing research work related to response-based RAS for wind curtailment and most of the existing methods are hard coded for taking control action and not optimized based on system status at any given time. Li et al. [4] present a new planning method to find out the optimal balance between regulation and wind curtailment for the economic dispatch problem. In [5] , the wind curtailment is utilized for the peak regulation of the power system. The wind curtailment is also utilized for the transmission expansion planning and reactive power planning in [6] . In order to mitigate the wind curtailment, pump storage and increasing transmission capacity methods are utilized in [7] . However, all these research did not solve the overload condition for the short period of time in operation and mostly provide solution for planning studies. The design of smart RAS utilizing synchrophasor measurements for faster and response based control action is presented in [8] . In [9] , a dynamic RAS is proposed to minimize the cost of the generation shedding. There are many different types of RAS, which have already been used in field. In [10] , Idaho Power utilizes a dynamic RAS to protect transmission lines from overloading and also predict power flow scheduling limits on transmission lines. In [11] , a generation-shedding RAS is presented, which can shed the generation based on different fault conditions. In [12] , a country-wide RAS has been discussed, which has six different schemes to protect the system from several types of faults. All the above RAS do not utilize optimization-based control scheme in the real time with complex control algorithms but based on mostly offline analysis. Based on the detection logic of the RAS, above discussed RAS schemes can be broadly classified as following three different types.
1) Event-based RAS:
In event-based RAS scheme, the problems that trigger RAS are found based on matching with a predetermined triggering event in offline studies. During planning, the system is subjected to rigorous offline simulations and operation states that require RAS are identified. The assumption is taken that a system can never operate in a state that was not studied offline, so scenarios that require RAS can be easily identified. The RAS will be triggered when specific lines go out or when specific generators go out. This kind of RAS logic are deployed for scenarios where a specific control action has to be taken for a given scenario and action has to be triggered fast. 2) Parameter-based RAS: Parameter-based RAS logic monitors system parameters like voltage, current, frequency, power flow, etc., to sense the operating state of the system. The instantaneous values of these parameters are checked if they violate any threshold limit. The threshold limits are set based on the system configuration or operation requirement. This type mostly uses a look-up table that has the threshold values. 3) Response-based RAS: In this type, the response of the system is monitored by using system parameters. The difference between this and previous type is that the RAS control action magnitude and type vary depending on the severity of the scenario. Depending on the contingency or operating state the change in monitored system parameters will vary. Based on how much the parameters violate the normal state value, the magnitude and type of the RAS control action are decided. Most of the existing RAS, which are deployed in field, are event-based schemes and parameter-based schemes. These RAS look out for certain events or certain parameter threshold limit to take a predefined control action, if they occur. However, these RAS cannot adapt to the system configuration changes and system operation state changes. Thus, a dynamic response based RAS is needed to solve this problem. In this paper, a dynamic response based RAS is developed to solve the optimal wind curtailment in real time focused on specific industry field problem with increasing wind integration.
Since RAS provides automatic control action with high impact on system performance, the input data to response-based RAS must be processed to remove noise and error, and to identify a possible malicious attack. In addition, RAS should be very fast to timely mitigate thermal overload, voltage instability, and transient instability problems. Most of the RAS should take control actions within a couple of seconds. However, traditional centralized state estimation (TCSE) only runs every 2-15 min. The operation speed of TCSE cannot meet the requirements of RAS. A new approach needs to be developed to provide the fast and accurate data to RAS.
There are several variations of state estimation algorithms being developed by researchers. A fully distributed state estimation (DSE) method for the wide-area monitoring system is presented in [13] . Both dc state estimation and ac state estimation are utilized in [13] . Soni et al. [14] proposed a linear state estimation model by using phasor measurement unit (PMU). In order to address the interfacing issue between neighboring areas for linear state estimation, authors presented partitioned linear state estimation as an extended concept of linear state estimation [15] .
However, all these different types of state estimations cannot meet the time requirement of dynamic response based RAS. In addition, in a cyber-physical electric power system, which largely depends on information and communication technology, computational and communication requirements of implementing the RAS and DSE algorithms should be considered. Most of the existing literature assume a robust computational infrastructure and do not consider designing fault-tolerant supporting cyber system. Cyber-resileint RAS should work even with limited failures in computing and communication infrastructure. Note that cyber-resileincy against cyber attack is briefly addressed in this paper but the developed concepts can be easily extended for more number of cyber attacks as long as attack results in communication network failures (e.g., data flood attack) or computing node failures. A robust computational architecture is needed to guarantee the reliability of the cyber system to support the robust operation of the RAS and DSE [16] .
The main contributions of this paper are listed as follows. 1) A new dynamic response based RAS is developed to minimize the wind curtailment without compromising the system reliability. Developed RAS also considers dynamic line rating based on weather conditions and changing line flows based on the real-time measurements. 2) A new decentralized linear state estimation (DLSE) is also developed to provide the accurate input data to the RAS. 3) Both RAS and DLSE are implemented using a new distributed computing coordination blocks (DCBlocks) to provide cyber resiliency against the computational node failures. 4) Real-time cyber-physical testbed has been utilized to validate the cyber resiliency against computational node failures. Based on the literature review, this is the first application of distributed computing to develop cyber-resilient RAS against computational node failures and we are not aware of any other literature for similar work. Decentralized DLSE provide another layer of resiliency against bad data in the real time. Developed RAS is directly applicable for our industry partner as it is being developed and validated using industry provided test cases.
II. REMEDIAL ACTION SCHEME
In order to minimize the wind power curtailment and protect the transmission lines from overload problem, a new RAS is developed based on ac formulation based state estimation, MVA line overloading monitoring, and linear programming based optimization for dc power flow.
The first step of this RAS is to detect whether there is overload condition happening in the system. Based on the estimated system status from state estimation, the power flow can be easily calculated and compared with the transmission line rating. If there is a line overload in the system, RAS will calculate the appropriate control action based on the following algorithm and send the control action to the suitable substation.
The goal of this RAS is to minimize the wind power curtailment and solve the overload condition on the transmission line at the same time. The objection function of this problem can be written as
where N is the number of the wind farm installed in the power grid. P Gen i is the power generation for ith wind farm. N) is the wind farm connection status for the ith wind farm. Since there are two different control methods for the wind farm in the wind farm substation, there are the following two different modes for this proposed RAS. 1) Switching mode curtailment: For this mode, RAS only control toON/OFFthe wind generation, using relay installed in the wind farm substation. In this mode, the wind farm connection status x i can only be zero or one. Zero means ith wind farm is shed. One means ith wind farm is connected to the grid. For this mode, the wind power curtailment problem can be considered as a mixed integer linear programming problem. 2) Generation reduction mode curtailment: For this mode, RAS can control the maximum power generation of the wind farm by using an advanced controller installed in the wind farm substation. In this mode, the wind farm connection status x i can be any real number ranging from 0 to 1. Here, 0 means this wind farm is fully curtailed, 1 means there is no need to curtail this wind farm, and any number between 0 and 1 means partial curtailment assuming available control. For this mode, the wind power curtailment problem can be considered as a linear programming problem. Wind power curtailment problem is solved by using dc power flow as follows:
In order to convert this problem into a standard linear programming problem format, (2) and (4) are written as follows:
. .
Then, the standard format of the linear programming for this problem is used as follows:
X are integer for switch mode curtailment X are real number for generation reduction mode curtailment
where there are N+K buses in the power system. Wind farms are installed at N buses and rest of K buses without the wind farm. There are total M transmission lines in the power system. H is a N+1 by N+K matrix and each row indicates the power flow constraints on a specific Bus. T is a N+K by M matrix and each row of T is used to calculate the power flow on each transmission line. B is a N+K by N+K susceptance matrix of the power system. LR i is the line rating on the ith transmission line. ub and lb are the upper and lower boundaries of the variables. In this RAS, dc power flow based convex optimization is utilized to guarantee the convergence, but the transmission line rating utilizes MVA as unit. In order to mitigate the effect of the difference between real power and complex power, the margin factor m is involved in this algorithm. m is ranging from 0.9 to 0.95. Note that most of the utility around the world utilizes dc power flow based optimization and this paper is based on a real existing industry case study. This RAS is designed for both the modes as discussed earlier and to provide the optimal solutions to solve the overload conditions and minimize the wind power curtailment.
III. DECENTRALIZED LINEAR STATE ESTIMATION
Most of the energy management system applications need to use the output of state estimation, so their total execution time also depends on the execution time of the state estimation. However, with the increasing complexity of the power system and integration of more control devices in the power system, the TCSE needs additional time to converge or even may not converge. In order to solve this problem, DSE is developed as an alternative solution. The main idea of DSE is to divide the power system computational data into a set of groups, and process in distributed manner to reduce the computational burden. Additionally, with the development of the smart grid technology, increasing number of power system intelligent electronic devices (IED) are deployed in many substations. These IEDs also have the computational ability, which can be used for decentralized applications. PMU is a special kind of IEDs and can directly measure the synchronized and accurate phasor values, which also provide enough information for the linear state estimation. The TCSE is an iterative method and computationally intensive. In this paper, we assume PMUs at all the key buses given increasing installation of PMUs. The algorithm does not require PMUs at all the buses but only at key substations connecting the high voltage lines [17] , [18] or at the substations where data is collected for successful implementation of RAS and neighboring boundary buses. Note that even with supervisory control and data acquisition (SCADA) data, our implementation architecture using distributed computing architecture will be still applicable with minor changes while algorithms for state estimation will change. The linear state estimation is a noniterative method, and much faster than TCSE. In this section, the algorithm for DLSE is presented.
For the DLSE, the first step is the formation of initial grouping to generate a number of groups. Note that set of groups formed initially may change dynamically to meet the system requirements. Fig. 1 shows the example of the initial grouping algorithms. The given power system is divided into several groups based on the following constraints. 1) Electrical distance: In order to reduce the interdependency between the different groups, the electrical distance between two groups should be large enough.
2) The connectivity for boundary bus: Since the information from boundary bus needs to be exchanged between two groups, the connectivity of boundary bus should be kept low. 3) Computational Ability: Since the computational ability is needed for computing state estimation, each group should have at least one substation with the enough computational resources. 4) Requirements from the supported applications: Since the output of state estimation may be used for other power system application, the requirement of other decentralized applications should be used for group formation. Once the initial grouping is done, the computational node leader in each group needs to be selected to runs the DLSE algorithm to monitor the system status. Note that it can be easily changed to a single group to support RAS with a leader and a backup computational node.
Based on these requirements, a multiobjective graph partitioning algorithm [19] is utilized for initiating the grouping process. The power system is considered as a graph. Each bus is considered as a vertex and each transmission line is considered as an edge. The weight of the edge is defined in two different ways: 1) electrical distance, and 2) the connectivity of two buses (vertex), which are on the two sides of the edge. In order to partition the power system into multiple groups, a graph partitioning tool called METIS [20] is utilized. The steps followed for this multiple-objective graph partitioning algorithm are shown as follows.
1) Two optimal edge-cuts are calculated separately based on two different edge weight by METIS. 2) In order to integrate these two different edge weights into a combined edge weight, a preference vector, which demonstrates which edge weight is more important, needs to be assigned to these two different edge weights. 3) A combined edge weight is calculated as the sum of the edge weight vector, which is normalized by the calculated optimal edge-cuts and weighted by the preference vector. 4) METIS is utilized to compute the final partitioning based on the new combined edge weight. Group formation helps in computational architecture and does not impact the performance of the power system. Group boundary might change based on the computational or physical contingency.
For developing a DLSE, the system needs to be modeled. (12) where I ij R and I ij I are the real and imaginary parts of current I ij . V i R and V i I are the real and imaginary parts of voltage value on bus i. V j R and V j I are the real and imaginary parts of voltage value on bus j. Since the PMU can measure the voltage and current phasor values, the real part and imaginary part of current and voltage values can be converted from the phasor values. Therefore, (12) can be rewritten as the complex number format
Then, the real part and imaginary part can be split by using (13) as given in the following:
Assuming there are M substations and N measurements (including nearby boundary bus measurements) in a specific group. The general system measurement model can be represented as
where z is the N-dimensional vector of measurements. H is the N ×2M dimensional Jacobian matrix. x is the 2M-dimensional system status, which is the real and imaginary parts of voltage values on each substation. e is the N-dimensional noise vector of the measurements.
Then, (14) and (15) 
where R is the variance matrix of measurements, the element of this matrix is the accuracy of the corresponding measurement. The optimal solution of WLS iŝ
wherex is the estimated system status. When DLSE is utilized in each group, boundary bus voltage values from adjacent groups are also estimated. However, the estimated boundary bus voltage is more accurate when computed within the group. The estimation values for these boundary buses from adjacent groups are ignored and only the values computed within a group has been considered. Since the GPS signal is used in all the PMUs, the reference angle for the phasor data in all the groups are synchronized by the GPS signal. The DLSE not only reduce the size and the complexity of the power system state estimation computation, but also use the noniterative method to solve the optimal system status. Both of these two features can significantly reduce the computational time of the state estimation.
Since the DLSE only needs the measurements within a group and from the boundary bus, the execution time of DLSE only depends on the complexity and the size of each group. No matter how large the system size is, as long as the complexity and the size of each group are similar, the total execution time of DLSE is also similar. Additionally, RAS is generally applied to the small set of substaions and developed RAS algorithm in this paper can be easily extended for a large-scale system.
IV. OVERVIEW OF DISTRIBUTED COORDINATION COMPUTATIONAL ALGORITHMS (DCBLOCKS)
A fault-tolerant implementation of DLSE requires a decentralized coordination platform with an architecture suitable for the kinds of coordination needed for DLSE. This is one example of the current trends of having more decentralized power algorithms requiring a robust and reliable coordination platform to build [21] . Need and design of the DCBlocks platform to provide such coordination is explained further here.
Digital networks deliver bytes of data with certain stochastic delivery properties; e.g., latency and drops. Distributed computing is a discipline of computer science that answers the question "Given that we have a computer network, how can we best use it to support applications with the logic that is spread across the network? That is, how can we coordinate, synchronize, replicate, and make it easier to program with higher-level building blocks using middleware?" Programming a distributed program provides inherent computational robustness but presents more problems than a normal single process one due to factors such as variable delays and partial failures. It is more difficult due to the heterogeneity of CPU types, programming languages, operating systems involved. Existing research, literature, and even applied development frameworks such as ISIS 2 [22] and JBOSS [23] are at a relatively low level and, hence, difficult to implement. Our Decentralized Computing Blocks (DCBlocks) platform is exploiting this vast body of theoretical and pragmatic research and building up a collection of classical coordination algorithms and simplifying their interfaces to make them more usable for power system distributed algorithms.
The network requirements of DCBlocks is an interconnected network where computational nodes must be able to communicate with other computational nodes with enough redundancy in the network. Network infrastructure must not be partitioned as DCBlocks does not handle packet forwarding and depends on TCP and UDP for implementing multicast and point-to-point communications. Further requirements, such as bandwidth and latency, are application dependent.
Some of the important distributed coordination algorithms [24] , [25] that can be utilized to enable more robust and correct distributed power system applications are the following. 1) Group membership: This indicates processes, which are part of a group (formed for a well-defined purpose, even for a short duration of time). 2) Group discovery/formation: Mechanism to discover what other peer groups are "nearby" and to be able to coordinate with each other (i.e, within peer groups) or possibly a parent group. 3) Group management block: This block provides methods to create groups of processes, add or remove members from the group, monitor the status of the group members, and detect and report member failures. It also provides methods to dynamically reorganize groups (e.g., merge or split groups). 4) Voting: Here, the processes choose one value from a set of values. This can include average functions such as mode, median, mean, and ALL-NOT-FAILED, as well as other. 5) Leader election: Here, the communicating processes in a group choose a distinguished process (leader) among them to make decisions or calculations for the group [26] . 6) Failure detection and tolerance: DCBlocks can detect and handle failure types such as crash failures of remote nodes, message omission, and message timeout failures. The design employs the timeout mechanism to translate crash and omission failures into timing failures using timeout. Application logic can register with Group Management Block to get notified on member failures, for example the leader, so that it can switch to the secondary leader to perform leader activities. 7) Agreement: Here, the communicating processes agree on a scalar value from a list of proposed values. [26] - [28] . This block implements consensus algorithms. a) Simple consensus [26] , [29] -Processes agree on the same decision (scalar) value from a list of proposed values. Each process proposes a local value and proceeds through subsequent rounds collecting all the proposed values. In the end (after f + 1 rounds, where f is the number of faulty nodes), all processes decide on the same value. b) Interactive consistency algorithm [26] , [29] Processes agree on a vector of values (one sent by each process). The execution of rounds is similar to simple consensus except that all processes agree upon the same vector of values. 8) Supply agreement: This is a new dc primitive proposed where in each process provides a vector for its slot, and all processes must agree on this common set of vectors (i.e., one vector for each process). 9) Mutual exclusion: Ensuring that only one process is performing certain steps so as to synchronize concurrent access of shared resources among communicating processes [26] , [30] . 10) ABCAST: Multicast communication that delivers messages to the group in the same order and atomically (all processes get a message or none do) despite multiple concurrent senders [31] . The ordered messages arrive from lower layers such as UDP, etc. All the processes in the group interested in receiving a type of message subscribe to its topic 11) Interactive consistency (IC): Here, the processes agree on a vector of values (one sent by each process) [32] . DCBlocks is designed to implement all the above algorithms. The Distributed Computing (DC) architecture for distributed power applications using DCBlocks is shown in Fig. 3 .
A. Distributed Software Platform
This layer handles the communication between distributed processes in a network (utilizing lower layers like UDP or TCP). It handles ordering (all processes receive in the same order) and atomicity (all receive or none do) of messages. Some of the DCBlocks utilizes AkkA Java [33] because of its free availability, ease of use, and popularity among DC application developers. The AkkA Java toolkit uses an actor model and also provides group (called clusters) membership, group member life cycle monitoring (member up, down, unreachable, terminated events) and well-defined failure detection and handling strategy for failures like crashes and software exceptions.
B. Application Logic Using DCBlocks
Distributed power applications like DSE or RAS can use any of these blocks as required. Both applications use group management block for forming groups and leader election block for electing a lead computational node. Redundancy of algorithms can be enabled by running calculations in parallel at secondary leader nodes.
V. IMPLEMENTATION OF DISTRIBUTED LINEAR STATE ESTIMATION AND RAS USING DCBLOCKS
This section describes the implementation of DLSE and RAS using DCBlocks. Consider a power system network as shown in Fig. 4 . It consists of a network of substations (hereafter referred to as nodes), which can be grouped together based on criterion discussed earlier. The substations send their local synchrophasor measurements from PMU to its group leader. The group leader then runs the DLSE algorithm as described in Section III, supporting RAS for solving thermal overload condition with the minimum wind energy curtailment.
The implementation steps of DLSE using DCBlocks are as follows:
1) On system start up, DCBlocks and DLSE application are initialized on each computational node. 2) The DLSE application running on each computational node computes the initial grouping as discussed in Section III.
3) Based on the initial grouping, the nodes join the group using addMember method of DCBlocks Group Management Block. 4) Each node starts leader election using startElection method of DCBlocks leader election block, with each process proposing its computational ability percentage value. Finally, the node having the best possible computational ability in the group is elected as the leader. A secondary leader is also selected as back up leader to run the DLSE algorithm if the primary leader fails. 5) The node selected as the leader starts the leader activities (i.e., wait for incoming power measurements from all group members, run DLSE monitoring algorithm). 6) Each node starts to send its local power measurement (voltage phasor value of bus and current phasor value of the line) to its group leader at every 100 ms. This data is also sent to the backup as if it were the leader. 7) If the node detects any switching in the transmission line, then it sends topology change information to the leader. 8) The boundary bus voltage phasor value and tie line current phasor value is obtained from the adjacent group leaders. 9) Once all the power measurements are received from the group members, the leader runs the DLSE monitoring algorithm. 10) The estimated system status from DLSE are fed to RAS to monitor any overload conditions. If there are overload in the power system, RAS calculates the appropriate control action and send to corresponding wind farm substation.
A. Fallback Leader Activation
In order to guarantee the robustness of the cyber system to support RAS and DLSE implementation, the secondary back up computational node leader is developed using the existing computational infrastructure at substations. The robustness or cyber resiliency is defined as the ability to successfully perform even with limited number of cyber failures, such as communication latency, computational node failures, communication link failures caused by cyber events or possible cyber attack. If the leader is detected as faulty, then a secondary back up computational node leader can take over to run algorithms. Requirements for this include the following. 1) Confirmation of data consistency between the leader and backup node is performed to deduce if a failure may be occurring in the leader or backup, in which case a seamless fall over is initiated. a) If the status of leader's communication channel cannot be checked, nodes of the group should vote on switching to the backup. b) If the fault is detected on the leader's communication channel, the backup leader can announce to the members that it is the new leader. 2) In the case of any leadership changes, a new leader election should occur to ensure two leaders are receiving all the data.
The logic nodes use to vote for a leader can be based on a variety of criteria depending on the application demands. Nodes can vote based on connection latency for rapid response applications, computational power, if processing bottlenecked, or based on other cyber-physical attributes. All above DCBlocks features are coded in AKKA Java.
Distributed computing architecture inherently provide computational robustness due to redundancy in the computing nodes. Middleware architecture automates the process of computational node failure and transferring the computational responsibilities to the back up leader. DCBlocks-based algorithms will not work very well in segmented cyber subnetworks. The applications need to be designed by segmenting the problem across multiple groups and leaders to take full advantage of the distributed computing. There is a definite overhead latency for messages needed to run liveliness systems, voting, and leader data consistency checking.
VI. SIMULATION RESULTS
A. Distributed Linear State Estimation
In this paper, IEEE 118 bus test case system is modified to validate the performance of DLSE and RAS. System topology for Bus 103-112 is modified to reflect similar network architecture as part of our partner utility system. Six wind farms are also integrated into this part of network following data received from our industry partner. Wind generation output and the location are also modeled based on the input from the industry partner. As shown in Fig. 5 , the 118 bus system is divided into seven different groups. All the substations are monitored by the PMUs and other sensors in SCADA system. The PMU and sensor errors are modeled as white Gaussian noise, which is added on the perfect measurements in order to simulate the real-system data. To mitigate the effect of different errors on different measurements, simulation runs 100 times to get the average values. In order to validate the performance of the DLSE during contingency condition, a three phase to ground fault is simulated in the transmission line from Bus 110 to Bus 112. Since the DLSE focus on the static state estimation, DLSE works on the postfault condition after the fault isolation and outage of this transmission line. The steady-state base case condition is called Case 1A. The postcontingency condition with modified network is called Case 1B.
In order to compare the performance of the TCSE, the centralized linear state estimation (CLSE) and DLSE, execution time and average error are considered as follows: (20) whereV i true is the actual voltage phasor value on bus i,V i estimation is the estimated voltage phasor value on bus i. The standard deviation of SCADA measurements is 0.02. The standard deviation of PMU measurement is 0.002 [34] . Note that PMU is assumed to be with higher accuracy than current transformer (CT)/potential transformer (PT) as PMUs often use newer and higher class CT and PT with higher accuracy. Also, there was no noise inserted in the measurements, which will change the simulation results but not the methodology presented in this paper. Table I shows the execution time and the average error of TCSE, CLSE, and DLSE for Case 1A. Since the DLSE runs in parallel for all the groups, the execution time of the DLSE algorithm is the longest execution time of any group, which, in this case, is the Group 5. From Table I , it is clear that the linear state estimation significantly reduces the execution time comparing with TCSE, since TCSE uses the iterative method and linear state estimation uses the noniterative method. The execution time of DLSE is 3.82% of the execution time of CLSE, since DLSE divides the power system into seven parts to reduce the size and the complexity of the power system. When the larger power system utilizes the DLSE, it can result in further reduction in execution time, since the larger power system can be divided into more groups. Table I also shows the estimation error on each bus for all the estimation methods. It is clear that linear state estimation increases the accuracy of the state estimation comparing with TCSE based on our accuracy assumptions. The average error for CLSE is almost one-third of the average error for TCSE. For the CLSE and DLSE, the estimation errors for both of them are almost the same. The reason is that when DLSE does the estimation for each group, it also requires the boundary bus measurements from all the adjacent groups. Therefore, DLSE has all the measurements that are related to the target system status and the accuracy of DLSE is similar with CLSE. Comparing with the CLSE, DLSE significantly reduces the computational time without loss of accuracy. Table II shows the simulation results for Case 1B. It is clear that the execution time and average error between actual system states and estimated system states for the postcontingency condition are on same scale as with the steady-state base condition. Simulation results also shows good performance of the DLSE with and without contingency in terms of estimated states and measurements. The developed DLSE and RAS works correctly during the contingency condition.
B. Remedial Action Scheme
In order to validate the performance of the proposed RAS, RAS is implemented into the seventh group of the modified IEEE 118 Bus system as shown in Fig. 5 . During the normal condition, the power flow in the seventh group and its neighbor bus is shown in the Table III. In the Table III , the first five rows are the connections between the seventh group and the rest of grid. It is clear that there is total 62.03 MW real power injected to the rest of the grid from Bus 100, which come from the wind farm in the seventh group. The power flow on the transmission line from Bus 106 to Bus 107 is near the line rating 95 MW. With the increasing of the wind speed, the power generation of the wind farm in the Bus 107 is increased to 180 MW from 120 MW as shown in Fig. 6 . During this stressed condition, the power flow comparing with line rating for each transmission line is shown in the Table IV . It is clear that the power flow on the transmission line from Bus 107 to Bus 106 goes over the line rating. Based on the traditional protection method, the whole wind farm generation, which is 180 MW, on Bus 107 will be shed in order to solve this overload problem. It can protect the transmission line from an overload condition, but it sheds a large amount of renewable energy. In order to maximum the usage of the wind power, the proposed RAS is implemented.
1) Switching Mode Curtailment:
In this condition, RAS calculates the control action based on the DLSE estimated system status. The wind farms on Bus 112 and 110 are shed. When power system goes back to the steady state, the power flow comparing with the line rating shows in the Table IV. The power flow from Bus 106 to Bus 107 decreases to 88.72 MW, which is less than the line rating. For this overall curtailment, the total curtailment is 76 MW, which is only 42.2% of the traditional protection method. 
2) Generation Reduction Mode Curtailment:
In this condition, the control action generates by RAS is reducing the generation of the wind farm on Bus 107 to 135.7 MW given availability of control mechanism to allow a reduction in wind generation. When the system goes back into the steady state, the power flow comparing with the line rating is shown in Table IV . The power flow from Bus 106 to Bus 107 goes below the line rating. In this condition, the total curtailment is just 44.3 MW, which is only 24.6% of the traditional protection method.
3) Fault Tolerant Robust RAS:
To analyze the communication requirement of RAS and validate its fault tolerance/robustness/=cyber-resilience capability, a cyberphysical real-time testbed is utilized. The architecture of this testbed is shown in the Fig. 7 . Real-time digital simulator (RTDS) is used to simulate the power system in real time and interface with external sensing and control devices. Group 7 in the IEEE modified 118 bus system is simulated in the RTDS. The rest of the modeled system external to the group 7 is approximated as a big generator connected to the slack bus in the simulated test case due to the limitation of the digital simulator. Both the software PMU and industrial hardware PMU are utilized to collect the phasor measurement from simulated power system. The phasor measurements are sent through Network Simulator 3 (NS3), which is a communication network simulator, to primary leader node and backup leader node. Note that primary leader node and backup leader node will be one of the existing computing devices at substations (e.g., real-time automation controller) and no new infrastructure need to be installed. Once the overload condition occurs in the simulated power system, primary leader node calculates the suitable control action and sends the control signal back to the simulated power system through NS3.
To detect whether the primary leader is working properly, a heartbeat process is running continually between the backup leader and primary leader computing nodes. If the backup leader does not receive the response from the primary leader within the reasonable timeout threshold, the backup leader will communicate with the simulated power system as the primary control node and will block the control from the primary leader computing node, if available.
In order to ensure whether and where a computational failure has occurred, a Phi Accrual Failure Detector [35] is utilized to provide all nodes a suspicion level of failure for the primary and backup leader. Upon this failure likelihood value passing a defined threshold in any one node, a vote is initiated to decide on switching to the backup, and potentially to define a new backup at the same time.
When the overload condition occurs in the simulated power system, a denial-of-service (DoS) attack is also simulated on the primary leader by sending numerous amount of transmission control protocol (TCP) synchronize (SYN) packet. Since all the communication bandwidth is occupied by DoS attack, the primary leader loses the communication connection with the rest of network. The backup leader detects the cyber failure of the primary leader and overtake the responsibility of keep running the RAS. In order to validate the cyber resiliency for computational node failure, three different cases are simulated as following.
1) Case 2A: The overload condition occurs in the system as described in Section VI-B. 2) Case 2B: The cyber attack is simulated in the system, but there is no back up leader in the system. 3) Case 2C: The cyber attack is simulated in the system and there is a back up leader running in the system following distributed computational algorithm. 
VII. CONCLUSION
In this paper, a new RAS is designed to minimize the wind power curtailment and solve the overload condition on the transmission lines at the same time. DLSE is also developed using least squares estimation and utilizing phasor measurement data to provide the accurate and fast input data to the RAS. The distributed computing architecture (DCBlocks) algorithms are discussed, which can be extended for other possible decentralized applications.
Developed algorithms and distributed computing implementation have been validated for the modified IEEE 118 bus system based on industry use case. The simulation results show that the DLSE is faster and more suitable for the developed decentralized RAS compared to the TCSE. The proposed RAS can efficiently minimize the wind power curtailment when solving the overload problem. Real-time cyber-physical simulation has been performed to validate the cyber resiliency/robustness of the developed RAS against computational node failures.
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