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ASYMPTOTICS OF PARTIAL THETA FUNCTIONS WITH
A DIRICHLET CHARACTER
SU HU AND MIN-SOO KIM
Abstract. In this paper, we prove asymptotic expansions of partial
theta functions with a nonprincipal Dirichlet character, and these as-
ymptotic expansions have connections with certain L-series.
1. Introduction
1.1. Background. The Jacobi theta function is defined by
θ3(u; q) := 1 + 2
∞∑
n=1
qn
2
cos(2nu) =
∞∑
n=−∞
xnqn
2
,
where u, q ∈ C, 0 < |q| < 1 and x = e2πiu. In the lost note book, Ramanujan
[3] presented several identities for functions which are similar with the Jacobi
theta function. These functions have the form
∞∑
n=0
xnqn
2
or
n∏
k=1
(1 + xqk)(1 + x−1qk)
which are named partial theta functions by Andrews in [1]. For a complete
history on partial theta functions and their development, we refer to a recent
survey article by Ole Warnaar [13].
Let θ > 0, b real. In 2011, Berndt and Kim [4] introduced the following
partial theta functions:
(1.1) G1(θ) = 2
∞∑
n=0
(−1)ne−(n+b/2)
2θ
and
(1.2) G2(θ) = 2
∞∑
n=0
e−(n+b/2)
2θ.
They also obtained asymptotic expansions of G1(θ) and G2(θ) involving
Bernoulli and Hermite polynomials (see [4, Theorems 1.1 and 3.4]). Their
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works were inspired by the following asymptotic expansion for the partial
theta function in Ramanujan’s second notebook [3, p. 324]
(1.3)
2
∞∑
n=0
(−1)nqn
2+n = 2
∞∑
n=0
(−1)n
(1− t
1 + t
)n2+n
∼ 1 + t + t2 + 2t3 + 5t4 + · · · ,
where q = 1−t
1+t
→ 1−, or t → 0+. As remarked by Berndt and Kim [4],
the above asymptotic expansion is very interesting since there is no a priori
reason to believe that the coefficients (in the variable t) are positive integers.
In 2014, Mao obtained some different asymptotic expansions of G1(θ)
and G2(θ) in terms of the Bernoulli polynomials (see [9, Theorem 1.1 and
its remark]).
Let θ > 0, c real, and r ∈ N. Recently, McIntosh [10] proved asymptotic
expansions for general sums
∞∑
n=0
e−(n+c)
rθ and
∞∑
n=0
(−1)ne−(n+c)
rθ.
Let θ > 0, b real, and r ∈ N. In this paper, we shall consider the following
partial theta functions with a Dirichlet character χ:
(1.4) G1,χ(θ, b, r) = r
∞∑
n=0
(−1)nχ(n)e−(n+b/r)
rθ
and
(1.5) G2,χ(θ, b, r) = r
∞∑
n=0
χ(n)e−(n+b/r)
rθ
In the case r = 2 and χ = χ0 (the principal character, i.e., its conductor
fχ = 1 and χ(m) = 1 for all integers m, see [7, p. 4]), (1.4) and (1.5) are
Berndt and Kim’s partial theta functions G1(θ) and G2(θ), respectively.
By applying the character analogue of Euler-Maclaurin summation for-
mula, we obtain asymptotic expansions of (1.4) and (1.5) in terms of the
generalized Bernoulli and Euler polynomials (see Theorems 1.1 and 1.2 be-
low). Inspired by the works of Lawrence and Zagier [8], we also show a
connection between certain L-series and our asymptotic expansions (see
Theorem 3.1 below).
1.2. The generalized Bernoulli and Euler polynomials. In this sub-
section, we shall review the definitions and some basic properties on the
generalized Bernoulli and Euler polynomials which play fundamental roles
in the derivations of our asymptotic expansions.
The Bernoulli polynomials Bn(x) are defined by the generating function
(1.6)
tetx
et − 1
=
∞∑
n=0
Bn(x)
tn
n!
(|t| < 2π)
and Bn = Bn(0) are the Bernoulli numbers with B0 = 1, B1 = −1/2 and
B2n+1 = B2n−1(1/2) = 0 for n ≥ 1.
3Suppose that χ is a primitive character modulo fχ and χ¯(n) := χ(n) is
its complex conjugate. The generalized Bernoulli polynomials Bn,χ(x) are
defined by the following generating function ([2, Proposition 6.2])
(1.7)
fχ−1∑
m=0
χ¯(m)te(m+x)t
efχt − 1
=
∞∑
n=0
Bn,χ(x)
tn
n!
(|t| < 2π/fχ)
and Bn,χ = Bn,χ(0) are the generalized Bernoulli numbers. In particular, if
χ0 is the principal character, i.e., if fχ = 1 and χ(m) = 1 for all integers m
then Bn,χ0(x) = Bn(x) for n ≥ 0 and B0,χ(x) = 0 for χ 6= χ
0.
The generalized Bernoulli functions Bn,χ(x) are functions with period
fχ. They are defined by ([2, Theorem 3.1])
(1.8) Bn,χ(x) = f
n−1
χ
fχ−1∑
m=0
χ¯(m)Bn
(
m+ x
fχ
)
, n ≥ 1
for all real x. Here we recall some properties for the generalized Bernoulli
functions which will be needed in the sequel (see [6, (9), (10) and (11)]).
(1.9)
d
dx
Bn(x) = nBn−1(x) and
d
dx
Bn,χ(x) = nBn−1,χ(x), n ≥ 1,
d
dx
Bn,χ(x) = nBn−1,χ(x), n ≥ 2 and Bn,χ(fχ) = Bn,χ(0) = Bn,χ,
Bn,χ(−x) = (−1)
nχ(−1)Bn,χ(x), n ≥ 0.
The Euler polynomials En(x) are defined by the generating function
(1.10)
2etx
et + 1
=
∞∑
n=0
En(x)
tn
n!
(|t| < π)
(see [12]). Suppose that χ is a primitive character modulo fχ and fχ > 1 is
odd. The generalized Euler polynomials En,χ(x) are defined by
(1.11)
fχ−1∑
m=0
2(−1)mχ¯(m)e(m+x)t
efχt + 1
=
∞∑
n=0
En,χ(x)
tn
n!
(|t| < π/fχ).
In particular, En,χ = En,χ(0) are the generalized Euler numbers. If χ
0 is
the principal character, then En,χ0(x) = En(x) for n ≥ 0. For 0 ≤ x < 1,
En,χ(x) denotes the character Euler function, with odd period fχ, defined
by Can and Dag˘lı [5]. Recall that (see [5, (2.4) and (3.5)])
(1.12) En,χ(x) = f
n
χ
fχ−1∑
m=0
(−1)mχ¯(m)En
(
m+ x
fχ
)
, n ≥ 0
and
(1.13) 2n+1χ¯(2)Bn+1,χ
(x
2
)
−Bn+1,χ(x) = −
n + 1
2
En,χ(x).
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1.3. Main results. We now state a theorem which is an analogue of [9,
Theorem 1.1] and [10, Theorem 1].
Theorem 1.1. Let G2,χ(θ, b, r) be defined in (1.5) and let χ be a nonprin-
cipal character. Then we have the following asymptotic expansions.
(i) For any nonnegative integer N, we have
G2,χ(θ, 0, r) = −r
N∑
n=0
(−1)n
Brn+1,χ¯
(rn+ 1)n!
θn +O(θN+1)
as θ → 0+.
(ii) When b > 0, for any nonnegative integer N, we have
G2,χ(θ, b, r) = −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
)
(rn+ 1)n!
θn +O(θN+1)
as θ → 0+.
We also have the following result.
Theorem 1.2. Let G1,χ(θ, b, r) be defined in (1.4) and let χ be a nonprin-
cipal character. Then we have the following asymptotic expansions.
(i) Suppose that the conductor fχ of χ is odd. For any nonnegative in-
teger N, we have
G1,χ(θ, 0, r) =
r
2
N∑
n=0
(−1)n
Ern,χ¯
n!
θn +O(θN+1)
as θ → 0+.
(ii) Suppose that the conductor fχ of χ is odd. When 0 < b < r, for any
nonnegative integer N, we have
G1,χ(θ, b, r) =
r
2
N∑
n=0
(−1)n
Ern,χ¯
(
b
r
)
n!
θn +O(θN+1)
as θ → 0+.
1.4. Some consequences. Before proving our main results, we show some
of their consequences.
Let χ be a nonprincipal character. Setting r = 1 in (1.5), from the
summation formula for the geometric series we have
(1.14)
G2,χ(θ, b, 1) =
fχ−1∑
a=0
∞∑
m=0
χ(mfχ + a)e
−(mfχ+a+b)θ
=
fχ−1∑
a=0
χ(a)
∞∑
m=0
e−(mfχ+a+b)θ
= −
1
θ
fχ−1∑
a=0
χ(a)e−(a+b)θ
(−θ)
1− e−fχθ
5for |θ| < 2π/fχ. Then applying the generating function for the generalized
Bernoulli polynomials (1.7), the asymptotic expansion of G2,χ(θ, b, 1) at
θ = 0 has the form
(1.15) G2,χ(θ, b, 1) = −
∞∑
n=0
(−1)n
Bn+1,χ¯(b)
(n+ 1)!
θn,
for |θ| < 2π/fχ.
Let r ∈ N. In the following, we remark that the asymptotic expansion in
Theorem 1.1(ii) is also established if we replace b by b+ rfχ.
From (1.5) and Theorem 1.1(ii), we have
(1.16)
G2,χ(θ, b+ rfχ, r) = r
∞∑
n=0
χ(n+ fχ)e
−(n+b/r+fχ)rθ
= r
∞∑
n=0
χ(n)e−(n+b/r)
rθ − r
fχ∑
m=1
χ(m)e−(m+b/r)
rθ
= G2,χ(θ, b, r)− r
fχ∑
m=1
χ(m)e−(m+b/r)
rθ
= −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
)
rn+ 1
θn
n!
+O(θN+1)
− r
fχ∑
m=1
χ(m)e−(m+b/r)
rθ.
Then from the power series expansion of the function e−(m+b/r)
rθ, we get
(1.17)
G2,χ(θ, b+ rfχ, r) = −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
)
rn+ 1
θn
n!
+O(θN+1)
− r
∞∑
n=0
(−1)n
fχ∑
m=1
χ(m)
(
m+
b
r
)rn
θn
n!
= −r
N∑
n=0
(−1)n
[
1
rn+ 1
Brn+1,χ¯
(
b
r
)
+
fχ∑
m=1
χ(m)
(
m+
b
r
)rn ]
θn
n!
+O(θN+1).
By the generating function of the generalized Bernoulli polynomials
(1.7), we have
(1.18) Bn,χ(x+ lfχ)− Bn,χ(x) = n
lfχ∑
m=1
χ¯(m)(m+ x)n−1,
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where n ≥ 0 and l ∈ N. Letting l = 1 and x = b/r, replacing n by rn+1, χ
by χ¯ in (1.18), then substituting into (1.17), we obtain the following identity
G2,χ(θ, b+ rfχ, r) = −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
+ fχ
)
rn+ 1
θn
n!
+O(θN+1).
2. Proofs
Our main technical tool comes from Zagier’s treatment of asymptotic
expansions for infinite series, which can be found in Section 4 of [14].
First we need a character analogue of Euler-Maclaurin summation for-
mula due to Berndt [2].
Theorem 2.1 ([2, Theorem 4.1]). Let f ∈ C(N+1)[α, β],−∞ < α < β <∞.
Then∑′
α≤m≤β
χ(m)f(m) = χ(−1)
N∑
n=0
(−1)n+1
(n+ 1)!
(
Bn+1,χ¯(β)f
(n)(β)−Bn+1,χ¯(α)f
(n)(α)
)
+ χ(−1)
(−1)N
(N + 1)!
∫ β
α
BN+1,χ¯(x)f
(N+1)(x)dx,
where the dash indicates that if m = α or m = β, then only 1
2
χ(α)f(α) or
1
2
χ(β)f(β) is counted, respectively.
Let f : (0,∞)→ C be a smooth function which has an asymptotic power
series expansion around 0. This means that
(2.1) f(t) =
∞∑
n=0
bnt
n
as t→ 0+. Also, we assume that f(t) and all of its derivatives rapidly decay
at infinity, i.e., the function tAf (n)(t) is bounded on R+ for any A ∈ R and
n ∈ Z+ (see [9]).
For any a ≥ 0, we consider the summation
(2.2) ga,χ(t) =
{∑∞
m=0 χ(m)f(mt) if a = 0,∑∞
m=0 χ(m)f((m+ a)t) if a > 0,
and in the next lemma we prove that its asymptotic behaviour can be simply
described in terms of the coefficients of the expansion (2.1).
Lemma 2.2. Suppose that f has the asymptotic expansions (2.1) and f
together with all of its derivatives are of rapid decay at infinity. Then the
function ga,χ(t) defined in (2.2) has the following asymptotic expansions.
(i) Suppose that χ is a nonprincipal character. For any nonnegative
integer N, we have
g0,χ(t) = −
N∑
n=0
bn
Bn+1,χ¯
n + 1
tn +O(tN+1)
as t→ 0+.
7(ii) Suppose that χ is a nonprincipal character. When a > 0, for any
nonnegative integer N, we have
ga,χ(t) = −
N∑
n=0
bn
Bn+1,χ¯(a)
n+ 1
tn +O(tN+1),
as t→ 0+.
Proof. Let α = 0 and β = fχM in Theorem 2.1. Then
(2.3)
fχM∑
m=0
χ(m)f(m) = χ(−1)
N∑
n=0
(−1)n+1Bn+1,χ¯
(n + 1)!
(
f (n)(fχM)− f
(n)(0)
)
+ χ(−1)
(−1)N
(N + 1)!
∫ fχM
0
BN+1,χ¯(x)f
(N+1)(x)dx,
where we have used Bn,χ¯(fχM) = Bn,χ¯(0) = Bn,χ¯ (see (1.9) above). From
the assumption, the function f and each of its derivatives are of rapid decay
at infinity, we have
∫∞
0
∣∣f (N)(x)∣∣ dx converges. Since BN,χ¯(x) is periodic and
hence bounded, letting M →∞ in (2.3), we get
(2.4)
∞∑
m=0
χ(m)f(m) = χ(−1)
N∑
n=0
(−1)nBn+1,χ¯
(n+ 1)!
f (n)(0)
+ χ(−1)
(−1)N
(N + 1)!
∫ ∞
0
BN+1,χ¯(x)f
(N+1)(x)dx.
Replacing f(x) by f(tx) and then x by x/t with t > 0 in the above equation,
we have
(2.5)
∞∑
m=0
χ(m)f(mt) = χ(−1)
N∑
n=0
(−1)nBn+1,χ¯
(n+ 1)!
f (n)(0)tn
+ (−t)Nχ(−1)
∫ ∞
0
BN+1,χ¯(x/t)
(N + 1)!
f (N+1)(x)dx.
From (2.1), we have f (n)(0) = n!bn, substituting into (2.5) we get
(2.6)
∞∑
m=0
χ(m)f(mt) = χ(−1)
N∑
n=0
bn
(−1)nBn+1,χ¯
n+ 1
tn
+ (−t)Nχ(−1)
∫ ∞
0
BN+1,χ¯(x/t)
(N + 1)!
f (N+1)(x)dx.
From the same reason as the above, the last integral
∫∞
0
BN+1,χ¯(x/t)
(N+1)!
f (N+1)(x)dx
is bounded as t → 0+ if N is fixed, so the last term in the above equation
can be denoted by O(tN). And by noticing that
Bn,χ¯(0) = Bn,χ¯
and
Bn,χ¯(−x) = (−1)
nχ(−1)Bn,χ¯(x), for n ≥ 0
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(see (1.9) above), we have
(2.7) g0,χ(t) = −
N∑
n=0
bn
Bn+1,χ¯
n+ 1
tn +O(tN).
Since N is arbitrary, we have
(2.8)
g0,χ(t) = −
N+1∑
n=0
bn
Bn+1,χ¯
n+ 1
tn +O(tN+1)
= −
N∑
n=0
bn
Bn+1,χ¯
n+ 1
tn − bN+1
BN+2,χ¯
N + 2
tN+1 +O(tN+1)
= −
N∑
n=0
bn
Bn+1,χ¯
n+ 1
tn +O(tN+1)
which is the result of (i).
To see (ii), if we write
(2.9) g(x) = f((x+ a)t) with a > 0
and use (2.1), then we get
(2.10) g(x) = f((x+ a)t) =
∞∑
n=0
bn(x+ a)
ntn.
Therefore,
(2.11) g(j)(x) =
∞∑
n=j
bn
(
n
j
)
j!(x+ a)n−jtn.
Putting x = 0 in (2.11) and multipling both sides of the result equality by
Bj+1,χ¯
(j+1)!
, we have
(2.12)
Bj+1,χ¯g
(j)(0)
(j + 1)!
=
N∑
n=j
bn
(
n
j
)
Bj+1,χ¯a
n−jtn
j + 1
+O(tN+1).
Then multiplying both sides of the above equality by (−1)j and adding from
j = 0 to N , we get
(2.13)
N∑
j=0
(−1)jBj+1,χ¯g
(j)(0)
(j + 1)!
=
N∑
j=0
(−1)j
N∑
n=j
bn
(
n
j
)
Bj+1,χ¯a
n−jtn
j + 1
+O(tN+1)
=
N∑
n=0
bn
[
n∑
j=0
(−1)j
(
n
j
)
Bj+1,χ¯a
n−j
j + 1
]
tn +O(tN+1).
9Applying (2.4) with f(x) replaced by g(x), we have
(2.14)
∞∑
m=0
χ(m)g(m) = χ(−1)
N∑
j=0
(−1)jBj+1,χ¯
(j + 1)!
g(j)(0)
+ χ(−1)
(−1)N
(N + 1)!
∫ ∞
0
BN+1,χ¯(x)g
(N+1)(x)dx.
By (2.9), (2.14) and (2.13), we get
(2.15)
∞∑
m=0
χ(m)f((m+ a)t) =
∞∑
m=0
χ(m)g(m)
= χ(−1)
N∑
j=0
(−1)jBj+1,χ¯
(j + 1)!
g(j)(0)
+ χ(−1)
(−1)N
(N + 1)!
∫ ∞
0
BN+1,χ¯(x)g
(N+1)(x)dx
= χ(−1)
N∑
n=0
bn
[
n∑
j=0
(−1)j
(
n
j
)
Bj+1,χ¯a
n−j
j + 1
]
tn
+ χ(−1)
(−1)N
(N + 1)!
∫ ∞
0
BN+1,χ¯(x)g
(N+1)(x)dx
+O(tN+1).
Since from (2.9) we have g(N+1)(x) = t(N+1)f (N+1)((x + a)t), the above
equation becomes to
(2.16)
∞∑
m=0
χ(m)f((m+ a)t) = χ(−1)
N∑
n=0
bn
[
n∑
j=0
(−1)j
(
n
j
)
Bj+1,χ¯a
n−j
j + 1
]
tn
+ (−t)Nχ(−1)
∫ ∞
at
BN+1,χ¯(x/t− a)
(N + 1)!
f (N+1)(x)dx
+O(tN+1).
From the same reason as before, the integral
∫∞
at
BN+1,χ¯(x/t−a)
(N+1)!
f (N+1)(x)dx
is bounded as t → 0+ with N fixed, so the remainder term in the above
expansion becomes O(tN). Using the identity
Bn,χ(x) =
n∑
j=0
(
n
j
)
Bj,χx
n−j ,
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and B0,χ = 0 if χ 6= χ
0 (see [7, p. 9]), we have the expression
(2.17)
n∑
j=0
(−1)j
(
n
j
)
Bj+1,χ¯a
n−j
j + 1
=
1
n + 1
n∑
j=0
(−1)j
(
n+ 1
j + 1
)
Bj+1,χ¯a
n−j
=
1
n + 1
n∑
j=−1
(−1)j
(
n+ 1
j + 1
)
Bj+1,χ¯a
n−j
=
1
n + 1
n+1∑
j=0
(−1)j−1
(
n + 1
j
)
Bj,χ¯a
n−j+1
=
(−1)n
n + 1
Bn+1,χ¯(−a).
Finally, substituting (2.17) into (2.16) and noticing that
Bn,χ¯(−x) = (−1)
nχ¯(−1)Bn,χ¯(x), n ≥ 0
(see (1.9) above), we obtain the following asymptotic formula
ga,χ(t) = −
N∑
n=0
bn
Bn+1,χ¯(a)
n+ 1
tn +O(tN).
Since N is arbitrary, we have
(2.18)
ga,χ(t) = −
N+1∑
n=0
bn
Bn+1,χ¯(a)
n+ 1
tn +O(tN+1)
= −
N∑
n=0
bn
Bn+1,χ¯(a)
n+ 1
tn − bN+1
BN+2,χ¯(a)
N + 2
tN+1 +O(tN+1)
= −
N∑
n=0
bn
Bn+1,χ¯(a)
n+ 1
tn +O(tN+1)
which is the result of (ii). 
Proof of Theorem 1.1. Let r be any positive integer and let χ be a nonprin-
cipal character. Define
(2.19) f(t) = e−t
r
for t > 0.
It is easy to see that this function is a smooth function and it is of rapid
decay at infinity. From the Taylor expansion
(2.20) e−t
r
=
∞∑
n=0
(−1)ntrn
n!
,
we see that the function f(t) = e−t
r
has the expansion form (2.1) at t = 0:
f(t) =
∞∑
m=0
bmt
m
with
(2.21) bm = brn =
(−1)n
n!
if r | m, and bm = 0 if r ∤ m,
11
for m ≥ 0.
First we prove (i). Set θ = tr with r ∈ N. By (1.5), we have
(2.22) G2,χ(θ, 0, r) = r
∞∑
m=0
χ(m)e−m
rθ = r
∞∑
m=0
χ(m)e−(mt)
r
,
then by (2.19), Lemma 2.2(i) and (2.21), we get
G2,χ(θ, 0, r) = r
∞∑
m=0
χ(m)e−(mt)
r
= r
∞∑
m=0
χ(m)f(mt)
= −r
N∑
n=0
brn
Brn+1,χ¯
rn+ 1
trn +O(tr(N+1))
(the remainder term is O(tr(N+1)) in the above,
since by (2.21) the coefficients of tm equals to 0 if r ∤ m)
= −r
N∑
n=0
(−1)n
Brn+1,χ¯
(rn+ 1)n!
trn +O(tr(N+1))
(since by (2.21) we have brn = (−1)
n/n!)
= −r
N∑
n=0
(−1)n
Brn+1,χ¯
(rn+ 1)n!
θn +O(θN+1).
Thus the first part follows.
Next, we prove (ii). Again, let θ = tr with r ∈ N. From (1.5), (2.19),
Lemma 2.2(ii) and (2.21), for any positive integer N, we have
(2.23)
G2,χ(θ, b, r) = r
∞∑
m=0
χ(m)e−((m+b/r)t)
r
= r
∞∑
m=0
χ(m)f((m+ b/r)t)
= −r
N∑
n=0
brn
Brn+1,χ¯
(
b
r
)
rn+ 1
trn +O(tr(N+1))
(the remainder term is O(tr(N+1)) in the above,
since by (2.21) the coefficients of tm equals to 0 if r ∤ m)
= −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
)
(rn+ 1)n!
trn +O(tr(N+1))
= −r
N∑
n=0
(−1)n
Brn+1,χ¯
(
b
r
)
(rn+ 1)n!
θn +O(θN+1)
12 SU HU AND MIN-SOO KIM
as θ → 0+. This completes the proof. 
Proof of Theorem 1.2. We only prove (ii), since the proof of (i) is similar to
that of (ii).
By separating even and odd terms, we find that
(2.24) G1,χ(θ, b, r) = χ(2)G2,χ(2
rθ, b/2, r)− r
∞∑
n=0
χ(2n+ 1)e−(2n+1+b/r)
rθ.
By the definition of G2,χ(θ, b, r) (see (1.5) above), we have
(2.25) G2,χ(θ, b, r)− χ(2)G2,χ(2θ, b/2, r) = r
∞∑
n=0
χ(2n+ 1)e−(2n+1+b/r)
rθ.
Substituting the above equality into (2.24), we get
(2.26) G1,χ(θ, b, r) = 2χ(2)G2,χ(2
rθ, b/2, r)−G2,χ(θ, b, r).
Letting x = b/r with 0 < b < r in (1.13), we find that
(2.27) 2n+1χ¯(2)Bn+1,χ
(
b/r
2
)
− Bn+1,χ
(
b
r
)
= −
n+ 1
2
En,χ
(
b
r
)
,
where we have used the fact that Bn,χ(x) = Bn,χ(x) and En,χ(x) = En,χ(x)
for 0 ≤ x < 1. Let χ be a Dirichlet character with odd conductor fχ.
Substituting the result of Theorem 1.1(ii) into (2.26), we have
(2.28)
G1,χ(θ, b, r) = r
N∑
n=0
(−1)n
rn+ 1
[
Brn+1,χ¯
(
b
r
)
− 2rn+1χ(2)Brn+1,χ¯
(
b/r
2
)]
θn
n!
+O(θN+1),
then applying (2.27), we get
(2.29) G1,χ(θ, b, r) =
r
2
N∑
n=0
(−1)n
Ern,χ¯
(
b
r
)
n!
θn +O(θN+1)
as θ → 0+. This completes our proof. 
3. Connection with certain L-series
Let C : Z→ C be a periodic function with mean value 0 and L(s, C) =∑∞
n=1C(n)n
−s (Re(s) > 1) be the associated L-series. Lawrence and Za-
gie [8] proved that L(s, C) can be extended to the whole complex plane C,
and by using Mellin transformation they also showed that the two functions∑∞
n=1C(n)e
−nt and
∑∞
n=1C(n)e
−n2t (t > 0) have the asymptotic expansions
∞∑
n=1
C(n)e−nt ∼
∞∑
r=0
L(−r, C)
(−t)r
r!
and
∞∑
n=1
C(n)e−n
2t ∼
∞∑
r=0
L(−2r, C)
(−t)r
r!
13
as t→ 0+. Furthermore, the number L(−r, c) are given explicitly by
L(−r, C) = −
M r
r + 1
M∑
n=1
C(n)Br+1
( n
M
)
(r = 0, 1, . . . )
where Bk(x) denotes the kth Bernoulli polynomial and M is any period of
the function C(n).
Let
A(q) = 1 + q + q3 + q7 − q8 − q14 − q20 − · · · (|q| < 1)
be a holomorphic function in the unit disk and ζ be a root of unity. By using
the above expansions, they showed that the radical limit of 1− 1
2
A(q) as q
tends to ζ equals W (ζ), the (rescaled) Witten-Reshetikhin-Turaev (WRT)
invariant of the Poincare´ homology sphere. As pointed out by Lawrence and
Zagier [8, p. 95], although for a general 3-manifold it is hopeless to give nice
formulae for WRT invariants, the WRT invariant of the Poincare´ homology
sphere is accessible to computations.
In this section, inspired by the works of Lawrence and Zagier [8], we
show a connection between certain L-series and our asymptotic expansions.
Suppose ǫ ∈ {1, 2}. Define the series Gǫ(θ, b, r) by
(3.1) Gǫ(θ, b, r) = r
∞∑
n=0
(−1)ǫne−(n+b/r)
rθ.
If χ is a nonprincipal character with conductor fχ, then define Gǫ,χ(θ, b, r)
by
(3.2) Gǫ,χ(θ, b, r) = r
∞∑
n=0
(−1)ǫnχ(n)e−(n+b/r)
rθ.
We remark here that Gǫ,χ(θ, b, r) can be expressed in terms of the series
Gǫ(θ, b, r). If χ is a character mod fχ, then we rearrange the terms in the
series for Gǫ,χ(θ, b, r) according to the residue classes mod fχ. That is, we
write
n = mfχ + a, where 0 ≤ a ≤ fχ − 1 and m = 0, 1, 2, · · · ,
and obtain
(3.3)
Gǫ,χ(θ, b, r) = r
fχ−1∑
a=0
∞∑
m=0
(−1)ǫ(mfχ+a)χ(mfχ + a)e
−(mfχ+a+b/r)rθ
=
fχ−1∑
a=0
(−1)ǫaχ(a)Gǫ
(
θfχ,
ar + b
fχ
, r
)
.
Now we define the coefficients {γn} from the asymptotic expansion
(3.4) Gǫ,χ(θ, b, r) = r
∞∑
n=0
(−1)ǫnχ(n)e−(n+b/r)
rθ ∼
∞∑
n=0
γnθ
n as θ→ 0+
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and consider the Mellin transform of Gǫ,χ(θ, b, r):
(3.5)
∫ ∞
0
Gǫ,χ(θ, b, r)θ
s−1dθ = r
∞∑
n=0
(−1)ǫnχ(n)
∫ ∞
0
e−(n+b/r)
rθθs−1dθ
= r
∞∑
n=0
(−1)ǫnχ(n)
(n+ b/r)rs
∫ ∞
0
e−tts−1dt
= Γ(s)Lr,ǫ(rs, b;χ).
Here Lr,ǫ(s, b;χ) is the modified Dirichlet L-series defined by
(3.6) Lr,ǫ(s, b;χ) = r
∞∑
m=0
(−1)ǫmχ(m)
(m+ b/r)s
,
where χ is a primitive character modulo fχ, b is a positive real number, and
r ∈ N. On the other hand, we have
(3.7)
∫ ∞
0
Gǫ,χ(θ, b, r)θ
s−1dθ =
∫ ∞
0
(
N−1∑
n=0
γnθ
n +O(θN)
)
θs−1dθ
=
N−1∑
n=0
γn
s+ n
+RN (s),
where RN(s) is an analytic function for Re(s) > −N. And it is clear that
the residue of
∫∞
0
Gǫ,χ(θ, b, r)θ
s−1dθ at s = −n is γn for n < N . Since N is
arbitrary, by (3.5), we have
(3.8) γn = ress=−n{Lr,ǫ(rs, b;χ)Γ(s)} =
(−1)n
n!
Lr,ǫ(−rn, b;χ)
for n ∈ N. Therefore, from (3.4) and (3.8) we conclude that
(3.9) Gǫ,χ(θ, b, r) ∼
∞∑
n=0
(−1)n
n!
Lr,ǫ(−rn, b;χ)θ
n as θ → 0+,
where ǫ ∈ {1, 2}. Then comparing the above equality with the results of
Theorems 1.1 and 1.2, we conclude that Lr,ǫ(−rn, b;χ) are given explicitly
by
(3.10) Lr,ǫ(−rn, b;χ) =
{
1
2
rErn,χ¯
(
b
r
)
if ǫ = 1 and odd fχ,
−r
Brn+1,χ¯( br )
rn+1
if ǫ = 2,
where χ 6= χ0 is a primitive character modulo fχ, b is a real number with
0 < b < r, n is any nonnegative integer, and r ∈ N. Gathering (3.9) and
(3.10), we have established the following theorem.
Theorem 3.1. Let the notations such as ǫ be defined as above. Then the
series Gǫ,χ(θ, b, r) have the asymptotic expansions
Gǫ,χ(θ, b, r) ∼
∞∑
n=0
(−1)n
n!
Lr,ǫ(−rn, b;χ)θ
n as θ → 0+.
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Furthermore, the numbers Lr,ǫ(−rn, b;χ) are given explicitly by
Lr,ǫ(−rn, b;χ) =
{
1
2
rErn,χ¯
(
b
r
)
if ǫ = 1 and odd fχ,
−r
Brn+1,χ¯( br )
rn+1
if ǫ = 2,
where χ 6= χ0 is a primitive character modulo fχ, b is a real number with
0 < b < r, n is any nonnegative integer, and r ∈ N.
It is easy to see that
(3.11) r
∞∑
m=0
χ(2m+ 1)
(2m+ 1 + b/r)s
= r
∞∑
m=0
χ(m)
(m+ b/r)s
− r
∞∑
m=0
χ(2m)
(2m+ b/r)s
.
This yields, after simplification, (cf. (10.24) on p. 176 of [11])
(3.12)
Lr,1(s, b;χ) = r
∞∑
m=0
(−1)mχ(m)
(m+ b/r)s
= r
∞∑
m=0
χ(2m)
(2m+ b/r)s
− r
∞∑
m=0
χ(2m+ 1)
(2m+ 1 + b/r)s
= 2−s+1χ(2)r
∞∑
m=0
χ(m)
(m+ b/2r)s
− r
∞∑
m=0
χ(m)
(m+ b/r)s
.
We have used (3.11) in the last step of the above equation. Then by (3.6)
we obtain
(3.13) Lr,1(s, b;χ) = 2
−s+1χ(2)Lr,2(s, b/2;χ)− Lr,2(s, b;χ).
Finally, substituting s = −rn into (3.13), and from Theorem 3.1 we have
the following result which is equivalent to [5, p. 1209, (3.5)] and (1.13).
Corollary 3.2. Let χ, etc., be as above. Then
Ern,χ¯
(
b
r
)
=
1
rn+ 1
(
Brn+1,χ¯
(
b
r
)
− 2rn+1χ(2)Brn+1,χ¯
(
b
2r
))
,
where χ 6= χ0 is a primitive character modulo fχ, b is a real number with
0 < b < r, n is any nonnegative integer, and r ∈ N.
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