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In this paper, we analyse the finite sample properties of a Quasi-Maximum Likelihood 
(QML) estimator of Long Memory Stochastic Volatility models based on the Whittle 
approximation of the Gaussian likelihood in the frequency domain. We extend 
previous studies by including in our Monte Carlo design all the parameters in the 
model and some more realistic cases. We show that for the parameter values usually 
encountered in practice, the properties of this estimator are such that inference is not 
reliable unless the sample size is extremely large. We also discuss a problem of non-
identification in the AutoRegressive Long Memory Stochastic Volatility Model when 
the volatility has a unit root and we show up its effect on the small sample properties 
of the QML estimators. The paper finishes with the empirical analysis of daily 
observations of the IBEX35 index of the Madrid Stock Exchange as an illustration of 
the problems faced when using this estimator with real time series. 
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1. Introduction 
High frequency financial time series of returns are often characterised by having 
excess kurtosis and autocorrelated squared observations. These characteristics are 
usually related with time varying volatilities. This volatility can be represented by a 
latent variable as in the Stochastic Volatility (SV) models proposed by Taylor (1986). 
SV models have the advantage of being very flexible to represent the stochastic 
properties of real time series with conditional heteroscedasticity; see, for example, 
Shephard (1996). A detailed review of SV models can be found in Ghysels et al. (1996). 
It has also been observed that the autocorrelations of squared returns decay very 
slowly to zero indicating that innovations to volatility persist for very long time; see, for 
example, Taylor (1986) and Ding et al. (1993). This feature is in agreement with the 
near unit root behaviour often found in conditional variances. Alternatively, some 
authors have suggested that the persistence observed in squared returns can be better 
characterised as a long memory process; see Ding et al. (1993), Crato and de Lima 
(1994), BOllerslev and Mikkelsen (1996), Breidt et al. (1998) and Lobato and Savin 
(1998) for evidence in stock returns, and Andersen y Bollerslev (1997), Henry and 
Payne (1997) and Lobato (1999) for foreign exchange rates. To represent this long-
memory property in the context of SV models, Harvey (1998) and Breidt et al. (1998) 
have proposed independently Long-Memory SV (LMSV) models. 
The objective of this paper is to study the finite sample properties of a Quasi-
Maximum Likelihood (QML) estimator of the parameters ofLMSV models, previously 
used by Harvey (1998) and Breidt et al. (1998). The latter authors have proven the 
strong consistency of this estimator and analysed the finite sample properties of some of 
the parameters of the model in the stationary case. However, they do not include in their 
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Monte Carlo study all the parameters in the model and their design is such that does not 
include some interesting cases. In this paper, we extend their study to analyse the finite 
sample behaviour of all the parameters of the model and consider a bigger range of 
parameter values to include some more realistic and non-stationary cases. When the 
parameters are close to the values often estimated with real data, we show that the finite 
sample properties of the estimator are poor unless the sample size is extremely large. 
The paper is organised as follows. In section 2, we describe different methods of 
estimation of SV models with long memory, with special attention to the spectral QML 
estimator. In section 3, several Monte Carlo experiments are carried out to analyse the 
finite sample properties of the QML estimator and to show up a problem of non-
identification when the volatility has a unit root. In section 4, we analyse a series of 
daily observations of returns of the IBEX35. Finally, section 5 presents the conclusions. 
2. Estimation of LMSV models 
We consider the following Long Memory Stochastic Volatility model for a series Yt: 
Yt = a. at 8t (l.a) 
(1.b) 
where a. is a scale parameter, 8t is a Gaussian white noise process with unit variance 
and T]t is distributed independently of 8t as NID(O, o'~). The assumption of Gaussianity 
for T]t can seem ad hoc at first sight. However, Andersen et al. (1999) show that the log-
volatility distribution can be well approximated by a normal distribution. Model (1), 
that will be called Autoregressive LMSV (ARLMSV) model, encompasses some of the 
most popular models in the SV literature. For example, Harvey (1998) analyses the 
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properties of model (1) with ~=O and 0~~1, denoted as LMSV model. Breidt et al. 
(1998) also consider the LMSV model in (1) with -O.5<d<0.5 and I ~ I <1. On the other 
hand, if d=O and I ~ I <1, we obtain the basic AutoRegressive SV (ARSV) model 
analysed in Harvey et al. (1994). When d=O and ~=1, there is a unit root in the volatility 
process and model (1) is known as RWSV (Random Walk SV) model. The RWSV 
model can also be obtained when ~=O and d=l. In consequence, the ARLMSV model is 
not identified when the volatility has a unit root. 
Model (1) can be linearised by taking logarithms of squares in (1.a), obtaining the 
following expression: 
log( y; ) = I-l + log( cr;) + ~b (2) 
where I-l=log( cr;)+E(log( En) and ~t=log( En-E(log( En). As log( yD is a linear 
function of log( crf), the dynamic properties of log( crf) are inherited by log(yf). 
Assuming that Et is Gaussian, log( En has a X(~) distribution with mean -1.27 and 
variance 4.93; see Wishart (1947). Therefore, the model for 10g(yD, although linear, is 
not conditionally gaussian. 
Most of the estimation techniques proposed in the literature, exploit the fact that SV 
models can be linearised using the transformation in (2). Exact Maximum Likelihood 
(ML) estimation of the LMSV model is possible using simulation procedures in a bayesian 
framework; see So (1999) and Hsu and Breidt (1997). Although the properties of these 
estimators are optimal, the computations required are very heavy and they are difficult to 
extend to complicated structures. Alternatively, LMSV models can be estimated by QML 
treating log( E;) as if it were a Gaussian process. QML estimation of stochastic volatility 
models in the time domain is usually based on the state space representation oflog( yD; 
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see Harvey et al. (1994). However, for LMSV models, the state has no fmite-dimensional 
state space form (SSF) and, consequently, QML estimation in the time domain is less 
attractive. Chan and Palma (1998) consider the maximum likelihood estimation of 
Gaussian ARFIMA models through the state space form, but whether their results can be 
applied to LMSV models is still under investigation. If the SSF is not used, time domain 
QML requires the inversion of a TxT matrix, so it becomes infeasible for large sample 
SIzes. 
On the other hand, QML estimation can be carried out in the frequency domain. 
Harvey (1998) and Breidt et al. (1998) have proposed a QML method based on the 
Whittle approximation to the Gaussian likelihood of log( Yr) in the frequency domain. 
This method is invariant to the true but unknown mean of the process, Il, and this could 
become an advantage when comparing this method to QML in time domain. Feasible 
time domain estimation usually requires working with centered observations. It is well 
known that long memory produces slow rates of convergence of the sample mean to Il, 
leading to poor performance of the time domain estimator; see Cheung and Diebold 
(1994) for a discussion of this topic for ARFIMA processes. 
Deo and Hurvich (1999) have recently proposed a semiparametric frequency domain 
estimator for LMSV models, based on a log periodogram regression, as originally 
proposed by Geweke and Porter-Hudak (1983). They provide expressions for the 
asymptotic bias and variance of the estimator of the memory parameter, d, and prove 
that it is asymptotically normal with the same asymptotic distribution as that obtained 
by Robinson (1995) for a Gaussian long memory process. However, no result is given 
for the other parameters of the model. 
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Finally, the estimation of LMSV models can be carried out by the Generalised 
Method of Moments (GMM) as proposed by Wrigth (1999). The author proves that the 
GMM estimator is FT -consistent and asymptotically normal if -O.5<d<O.25. However, 
this estimator seems to be strongly biased in finite samples and its empirical distribution 
does not seem to be very close to that predicted by the asymptotic theory. 
In this paper we focus on the QML estimator proposed by Harvey (1998) and Breidt 
et at. (1998). This estimator is obtained by minimising the Whittle approximation to the 
minus log-likelihood function in the frequency domain for the series log( y~), which, 
neglecting constants, is given by: 
where \jf =(~, O'~ ,d) is the vector of unknown parameters, [T/2] is the integer part ofT/2, 
8j takes the value lh when j=[T/2] and T is even, and zero otherwise, Aj= 27tj , I(Aj) is the 
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j-th periodogram ordinate and f(Aj;\jf) is the spectral density of the series evaluated at Aj. 
If the log-volatility is given by (l.b) with d<O.5 and 1~1<1, the model is stationary 
and the spectral density of log( Yr ) is given by: 
In this case, Breidt et al. (1998) have proven that the estimator is consistent. IfO.5:Sd:S1, 
the ARFIMA process is no longer stationary neither is log( yr). However, taking first 
differences in (2) yields a stationary model for the series Vlog( y~). QML estimation 
can then be carried out for that series, whose spectral density is given by: 
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When dealing with SV models it is also of interest to obtain estimates of the 
volatility. Harvey (1998) has proposed a smoothing estimator of the log-volatility 
process for LMSV models that requires the inversion of a TxT matrix. The inversion of 
this matrix is cumbersome when the sample size is large. However, Harvey argues that 
the weights given to remote observations are so small that little accuracy would be lost 
doing the smoothing using weights worked out for smaller sample sizes. This will be the 
approach used in the empirical application in section 4. Once the smoothed estimates of 
the log-volatility series have been obtained, namely ht/T, for t=I,2, ... ,T, the underlying 
volatility is estimated as the product cr· crt/T, where crt/T =exp{0.5 htff} and cr· is an 
estimator of the scale factor. Harvey and Shephard (1993) suggest to estimate the scale 
parameter using the sample standard deviation of the heteroscedasticity corrected 
b . ~ 1 ~~2 h ~ /~ o servatlOns, cr· = - ~ YI , were YI =Yt crt/T. 
T 1=1 
3. Finite sample properties of QML estimator 
In order to analyse the finite sample properties of the QML estimator in the 
stationary LMSV model, we first simulate series by model (1) with ~=O, 0<d<0.5 and 
cr.=1. The parameter values chosen for the Monte Carlo design are d={0.2, 0.4, 0.45, 
0.49} and cr~={0.5, 0.1}. These values are in closer agreement with real data than the 
unrealistic cr~ = 1 considered by Breidt et al. (1998). All processes are simulated with 11t 
and Et being Gaussian. We generate samples of length T=1024, T=4096 and T=8192. 
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For each parameter set and sample size, we perform 3000 Monte Carlo replications and 
compute the sample bias and standard deviations of the QML estimator in the frequency 
domain. Table 1 summarises the results for some selected models. The cases displayed 
are representative of the overall results. 
We first observe that in the stationary cases reported in table 1, there is always a 
negative bias in the estimator of d. This feature was already observed by Cheung and 
Diebold (1994) in ARFIMA models and it has also been reported in Breidt et al. (1998) 
and Wright (1999) for LMSV models. For a given value of d, the bias of both estimators 
of d and cr~ increases the smaller is cr~, but the standard deviation increases for the 
estimator of d and decreases for cr~. We can also observe that given a value of cr~, the 
bias is bigger the bigger is d but the standard deviations of both estimators decreases as 
d increases. When the sample size is T=8192, the finite sample properties of the QML 
estimator seem to be adequate with small bias and standard deviation. 
The first three panels of figure 1 display kernel estimates of the probability densities 
of the QML estimates of the parameters d and cr~ for three selected models 
{d=0.2,cr~=O.l}, {d=O.4,cr~=O.l}, {d=0.4,cr~=0.5}. For the parameter values chosen, 
we observe that the QML estimators are not adequate at all when T=1024. The 
estimator of d has always a concentration of mass at d=0.5 and for models with low 
volatility (cr~ =0.1) the situation becomes not much better even with T=8192. Only for 
the model with cr~ =0.5 the estimation of d improves considerably with the sample size. 
With respect to the estimates of cr~, we can observe that the QML estimator has 
reasonable properties when cr~ is far from zero and T=4096, but for models with low 
volatility (cr~ =0.1) the sample distribution of &~ is shifted towards zero, so that in 
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these cases we will estimate &~::::::O with high probability. In all cases, the worst results 
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are always obtained when cr~ =0.1, where the sample distribution of both estimators d 
and &~ is such that inference is not reliable at all. Our conclusions seem to contradict 
the results in Breidt et al. (1998) but this is not the case, as they only consider d={0.2, 
OA} and cr~ =1, where the QML estimators behave quite well. 
We now consider the properties of the QML estimator in the non-stationary case, 
where the model is estimated in first differences. In particular, we generate series with 
{d=0.75,cr~=0.1}. The results are displayed in the last row of table 1 and figure 1. In 
this case, it seems that the finite sample behaviour of the QML estimator is better than 
in the stationary case, with small standard deviations and smaller, but positive, bias for 
the estimator of d and smaller bias for the estimator of cr~. Moreover, the estimated 
sample distribution of the QML estimator plotted in figure l(d), is such that inference is 
reliable, even when T=4096. These results could suggest estimating the LMSV model 
always in first differences as a strategy to improve the results for the stationary case. 
However, differencing log( y;) unnecessarily when 0<d<0.5, provides a still stationary 
but non-invertible model with parameter d*=d-I in the range -I <d*<-0.5. We have 
checked that the QML estimator behaves very badly in this interval, showing a positive 
and high bias. 1 This behaviour is in accordance with the results reported in Smith, 
Sowell and Zin (1997) for estimation of ARFIMA processes with memory parameter 
less than -0.5. 
Finally, we generate series by ARLMSV models close to have unit roots. The goal 
is to illustrate the problems faced in this case due to the lack of identification of the 
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parameters In the non-stationary case. In particular, we generate series from the 
ARLMSV model with (j~ =0.1, d=0.2 and ~={0.8,0.9, 0.99}, and series from the 
ARLMSV model with (j~ =0.1, ~=0.2 and d={0.4,0.45,0.49}. The estimated mean and 
standard deviation of the QML estimators in the frequency domain are displayed in 
table 2 and estimated kernel densities for four selected models are displayed in Figure 2. 
The results of these experiments are striking. When ~=0.9, the estimation of d and (j~ 
improves considerably compared with that from the LMSV model without 
autoregressive parameter, as it can be seen by comparing figures l(a) and 2(a). 
However, when ~=0.99, the parameter d can not be estimated with any precision. Its 
bias suddenly becomes positive and large. The parameter is always overestimated and 
its density is shifted to d=0.5. Actually, when T=8192, 2585 replications out of the 3000 
replications performed (more than 85%) estimated d=0.5. Regarding the estimation of 
(j~, its bias becomes negative and never decreases with T, and finally, the parameter ~ 
is always underestimated with a systematic negative bias that neither decreases with T, 
as it can be seen in figure 2(b). On the other hand, when the parameter d goes to the 
boundary of non-stationarity, problems appear in the estimation of ~. Its estimates have 
a concentration of mass close to one greater than expected, as it is clearly shown in 
figures 2(c)-(d). Curiously, we obtain nearly the same results for the three values of d 
considered, no matter how close they are to 0.5. In both cases, it is clear that QML can 
not distinguish whether the nonstationarity comes from the autoregressive polynomial 
(~=1) or from the fractional integrated polynomial (d=0.5). 
1 The results are available from the authors upon request. 
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4. Empirical analysis of IBEX35 
Figure 3 shows daily observations of returns of the IBEX35 index of the Madrid 
Stock Exchange observed from 6/1/87 to 30112/98 (2991 observationsf The series 
moves randomly around a constant zero mean but the volatility seems to evolve over 
time. The standard deviation of this series is 1.1985, the skewness is -0.274 and the 
kurtosis is 8.321. Its autocorrelation function and that of the squared, absolute and log-
squared observations have been represented in figure 4. The evidence for conditional 
heteroscedasticity is overwhelming; the first order autocorrelation for the series of 
squares is 0.218 and the Box-Ljung statistic for up to tenth order serial correlation in the 
squares is Q2(1 0)= 1129.1, which is highly significant. Moreover, in figure 4 it is 
possible to observe that all the transformations of the series Yt considered have highly 
significant auto correlations even for very high lags, with a slow decay towards zero, 
specially remarkable in the log-squared and absolute returns. Observe that the 
auto correlations of log( y;) do not decrease and, therefore, this series could be non-
stationary. In consequence, it seems that models with unit roots or long-memory may be 
needed to represent the dynamic properties of the IBEX35 volatility. 
We have first fitted the ARSV model. The parameters (~,crO have been estimated 
by the QML method of Harvey et al. (1994) and their standard deviations have been 
computed using the results in Ruiz (1994). The scale parameter, cr., is estimated with 
the sample standard deviation of the heteroscedasticity corrected observations, and its 
2 The series plotted in figure 3 is the result of filtering the original series of returns to correct a small 
autocorrelation of order one and the effect of the kidnapping of Gorvachev (19/8/91). 
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standard deviation is calculated using the results in Harvey and Shephard (1993). The 
estimated parameters for the ARSV model are: 
~ = 0.9898, &~ = 0.0168, &. = 0.9297 
(0.0057) (0.0042) (0.0374) 
As expected, the autoregressive parameter estimate is very close to one. Therefore, we 
fit the RWSV model to the IBEX returns. We also fit two models with fractional 
integration. The QML estimation of the RWSV model has given the following results: 
&~ = 0.0099, &. = 0.9484 
(0.0024) (0.0436) 
Several sample moments of the standardised observations from the ARSV and the 
RWSV model, appear in the first two columns of table 3. As it was expected given the 
estimated value of~, the fit from both models is very similar. 
Regarding long memory models, we have first fitted a stationary basic LMSV model 
with the result that the estimated value of d goes to the boundary of nonstationarity 
(d =0.5). As Harvey (1998) suggests this could be indicating that a nonstationary 
LMSV model is preferable, so the model in first differences has been estimated with the 
following results: 
cl = 1.2147, &; = 0.0005,&. =1.6721 
Observe that the estimate of cr~ has become much smaller than in the RWSV model, 
implying a volatility close to be constant. This could explain why the results on the 
standardised observations from this model, displayed in the fourth column of table 4, 
are worse. We have also fitted an ARLMSV model with the following results: 
~ = 0.9856, cl = 0.3328, &~ = 0.0008, &. =0.9893 
Observe that no standard deviation of the estimators is displayed because the asymptotic 
distribution of QML estimators for LMSV models is still unknown. Also, note that the 
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estimated value of cr~ is again very small, and therefore the sample moments of the 
standardised observations, displayed in the third column of table 4, show similar features 
to the LMSV model, with correlations in the squares still significant. 
The fit of the ARLMSV model is worse than the fit of the ARSV model. This result 
is non intuitive as the ARLMSV model encompasses the ARSV. As illustrated in the 
previous section, the QML estimator of cr~ behaves very badly and is biased towards 
zero. As we estimate this parameter close to zero, the implied volatility is close to be 
constant and, consequently, the squared standardised observations are still correlated. 
Therefore, we also fit the ARLMSV and LMSV models assuming that the parameter cr~ 
is fixed and equals to the value estimated in the ARSV and RWSV models respectively. 
The results are displayed in the last two columns of table 3. The ARSV model and the 
RWSV model still seem to fit the data better than any other, and we see that the inclusion 
of fractional integration do not seem to improve the results. 
In figure 5 we plot the implied smoothed volatility ofIBEX35 for each of the six 
models previously estimated. As expected there is no difference between the ARSV and 
the RWSV model. Moreover, the volatility implied by long memory models show the 
same pattern but it is much smoother than the one implied by the other models. This 
could be caused by the small estimated value of cr~ in LMSV models. Finally, figure 6 
displays the sample autocorrelations of Yr and log( Yr) together with the analytical 
autocorrelations implied by each of the stationary models previously estimated, namely 
the ARSV and the ARLMSV models. In this figure, we observe that the 
autocorrelations implied by the ARSV model are in closer conformance with the sample 
autocorrelations than the autocorrelations of the ARLMSV model. 
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5. Conclusions 
In this paper we analyse the finite sample properties of a QML estimator of Long 
Memory Stochastic Volatility models based on the Whittle approximation of the 
Gaussian likelihood in the frequency domain. This estimator is shown to behave poorly 
even for moderately large sample sizes when the volatility evolves smoothly over time 
and is close to have a unit root. Even worse, in the unit root case, the parameters of the 
ARLMSV model are not identified so inference on those parameters is not reliable at 
all. 
We also illustrate the problems faced when estimating long memory SV models by 
QML by fitting these models to daily observations of the IBEX35 index of the Madrid 
Stock Exchange. We show that the estimates of the variance of the volatility process are 
so close to zero that the implied volatility is close to be constant over time. As a 
consequence, the autocorrelations of the squared standardised observations from long 
memory models are still significant so the fit of these models is poor. 
We are now investigating the properties of a QML time domain estimator based on 
the proposal of Chan and Palma (1998) and how they compare with those of the 
estimator analysed in this paper. We are also comparing the properties of a two step 
estimator based on the estimator of d proposed by Chong and Lui (1999) based on 
partial autocorrelations. 
Finally, the derivation of the asymptotic distribution of the QML estimator is left for 
future research. 
14 
REFERENCES 
Andersen, T.G. and T. Bollerslev (1997) "Heterogeneous infonnation arrivals and return 
volatility dynamics: uncovering the long-run in high frequency returns". Journal 0/ 
Finance, LII, 975-1005. 
Andersen, T.G., T. Bollerslev, F.X. Diebold and P. Labys (1999) "The distribution of 
exchange rate volatility". Wharton Financial Institutions Center Working Paper 99-08 
and NBER Working Paper 6961. 
Bollerslev, T. and H.O. Mikkelsen (1996) "Modeling and pricing long memory in stock 
market volatility". Journal o/Econometrics, 73, 151-184. 
Breidt, F.J., N. Crato and PJ.F. de Lima (1998) "The detection and estimation of long-
memory in stochastic volatility". Journal 0/ Econometrics, 83, 325-348. 
Chan, N.H. and W. Palma (1998) "State Space Modeling of Long Memory Processes". 
Annals o/Statistics, 26, 719-740. 
Cheung, Y.W. and F.x. Diebold (1994) "On maximum likelihood estimation of the 
differencing parameter of fractionally integrated noise with unknown mean". Journal 
o/Econometrics, 62, 301-316. 
Chong, T.T. and G.C. Lui (1999) "Estimating the fractionally integrated process in the 
presence of measurement errors". Economics Letters, 63, 285-294. 
Crato, Nand PJ.F. de Lima (1994) "Long-range dependence in the conditional variance of 
stock returns". Economics Letters, 45, 281-285. 
Deo, R and C. Hurvich (1999) "On the log-periodogram estimator of the memory 
parameter in long memory stochastic volatility". Submitted to Econometric Theory. 
Ding, Z., C.WJ. Granger and RF. Engle (1993) "A long memory property of stock market 
returns and a new model". Journal 0/ Empirical Finance, 1, 83-106. 
Geweke, J. and S. Porter-Hudak (1983) "Estimation and application of long memory time 
series models". Journal o/Time Series Analysis, 4, 221-238. 
Ghysels, E., A.C. Harvey and E. Renault (1996) "Stochastic Volatility". In G.S. Maddala 
and C.R Rao (eds.), Handbook o/Statistics, vol. 14. North Holland, Amsterdam. 
Harvey, A.C. (1998) "Long Memory in Stochastic Volatility". In J. Knight and S. Satchell 
(eds.), Forecasting Volatility in Financial Markets. Butterworth-Haineman, London. 
Harvey, A.c., E. Ruiz and N.G. Shephard (1994). "Multivariate Stochastic Variance 
Models". Review of Economic Studies, 61, 247-264. 
Harvey, A.C. and N.G. Shephard (1993) "Estimation and testing of stochastic volatility 
models". STICERD Econometrics Discussion Paper EMl93/268, London School of 
Economics. 
15 
Henry, M. and R. Payne (1997) "An investigation of long-range dependence in intra-day 
foreign exchange rate volatility". Discussion Paper 264, Financial Markets Group, 
London School of Economics. 
Hsu, N-J. and FJ. Breidt (1997) "Bayesian analysis oflong memory stochastic volatility 
models". Technical report 97-4, Department of Statistics, Iowa State University. 
Lobato, I. (1999) "A semi parametric two step estimator in a multivariate long memory 
model". Journal ofEconometrics, 99, 129-153. 
Lobato, 1. and N.E. Savin (1998) "Real and spurious long-memory properties of stock-
market data". Journal of Business and Economic Statistics, 16,261-283. 
Robinson, P.M. (1995) "Log-periodogram regression of time series with long-run 
dependence". Annals of Statistics, 23, 1048-1072. 
Ruiz, E. (1994) "Quasi-maximum likelihood estimation of stochastic volatility models". 
Journal of Econometrics, 63,289-306. 
Shephard, N. G. (1996) "Statistical Aspects of ARCH and Stochastic Volatility". In D.R. 
Cox, D.V. Hinkley and O.E. Barndorff-Nielsen (eds.), Time Series Models in 
Econometrics, Finance and other fields. Chapman and Hall, London. 
Smith, A.A., F. Sowell and S.E. Zin (1997) "Fractional integration with drift: estimation in 
small samples". Empirical Economics, 22, 103-116. 
So, M.K.P. (1999) "Time series with additive noise". Biometrika, 86,474-482. 
Taylor, S. (1986) Modelling Financial Time Series. Wiley, New York. 
Wishart, J. (1947) "The cumulants of the Z and of the logarithmic X2 and t distributions". 
Biometrica, 34, 170-178. 
Wright, J.H. (1999) "A new estimator of the fractionally integrated stochastic volatility 
model". Economics Letters, 63, 295-303. 
16 
Table 1. Monte Carlo bias and standard deviation (in parenthesis) for the spectral QML 
estimators of d and O'~ based on 3000 replicates generated by the LMSV model. 
D.G.P d a 2 
'1 
True values T=1024 T=4096 T=8192 T=1024 T=4096 T=8192 
d=O.2, O'~ =0.1 -0.026 -0.027 0.000 0.121 0.056 0.036 
(0.171) (0.157) (0.148) (0.265) (0.149) (0.115) 
d=O,4, O'~ =0.5 -0.009 -0.002 -0.001 0.069 0.030 0.021 
(0.094) (0.052) (0.037) (0.330) (0.171) (0.124) 
d=O,4, O'~ =0.1 -0.100 -0.026 -0.011 0.137 0.061 0.035 
(0.178) (0.111) (0.081) (0.265) (0.137) (0.095) 
d=0,45, a~ =0.5 -0.022 -0.005 -0.002 0.098 0.038 0.022 
(0.076) (0.045) (0.033) (0.303) (0.160) (0.115) 
-- ---
-~-~-----------.----~------~-~ ----~----.. ""."-".----" "-"-._-_.-- - .. _-
d=0,45, O'~ =0.1 -0.101 -0.032 -0.017 0.141 0.060 0.034 
(0.161) (0.086) (0.063) (0.258) (0.124) (0.083) 
d=0,49, 0' ~ =0.1 -0.105 -0.043 -0.027 0.149 0.064 0.039 
(0.141) (0.068) (0.048) (0.250) (0.111) (0.071) 
d=0.75, O'~ =0.1 0.044 0.020 0.015 0.053 0.012 0.004 
(0.152) (0.081) (0.056) (0.156) (0.064) (0.040) 
Table 2. Monte Carlo bias and standard deviation (in parenthesis) for the spectral QML 
estimators of~, d and O'~ based on 3000 replicates generated by the ARLMSV model 
D.G.P. ~ d a~ 
True values T=1024 T=4096 T=8192 T=1024 T=4096 T=8192 T=1024 T=4096 T=8192 
d=0.2,0'~ =0.1, ~=0.8 -0.117 -0.058 -0.026 -0.035 -0.016 -0.010 0.131 0.055 0.026 
(0.326) (0.200) (0.121) (0.160) (0.111) (0.078) (0.270) (0.137) (0.079) 
---
d=O.2, O'~ =0.1, ~=0.9 -0.052 -0.013 -0.003 -0.024 -0.020 -0.016 0.071 0.024 0.013 
(0.190) (0.089) (0.050) (0.171) (0.122) (0.088) (0.177) (0.071) (0.041) 
•• H ••••••••••••• _ ••••• _ ••••••••••• __ ••• H ••••• _ •••• _ ••••••••••••••• __ -_ .. _ .... _ .... _ ......... _--_ .............. _._._ ......... __ .. _ ..... _-_ ........ - . . __ ._ ....... _ .......... - ..... ___ ._ •••• _ •••••• _HH ... _ •••• _ ••••••••• HH._ ....... ____ • ._ ..... __ ....... _ ........... __ ... - ••••••••••••••••••• H ••••••• _ ............ __ ....... 
d=O.2,a~ =0.1, ~=0.99 -0.022 -0.018 -0.018 0.224 0.275 0.286 -0.065 -0.087 -0.090 
(0.019) (0.010) (0.007) (0.139) (0.070) (0.049) (0.052) (0.018) (0.013) 
d=O,4, a~ =0.1, ~=0.2 0.167 0.073 0.027 -0.136 -0.070 -0.034 0.116 0.057 0.041 
(0.520) (0,478) (0,425) (0.189) (0.131) (0.092) (0.271) (0.156) (0.121) 
"---
d=0,45, O'~ =0.1, ~=O.2 0.174 0.072 0.026 -0.161 -0.065 -0.032 0.120 0.059 0.044 
(0.530) (0,471) (0.424) (0.181) (0.117) (0.081) (0.271) (0.155) (0.123) 
-
--- ---~~----------- ----- ~--------------- - ----------- ---_. ---... --------~----- ---
d=0,49,0'~ =0.1, ~=O.2 0.169 0.083 0.047 -0.171 -0.067 -0.036 0.127 0.061 0.045 
(0.533) (0.466) (0.421) (0.174) (0.105) (0.066) (0.275) (0.157) (0.125) 
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Table 3. Sample moments of observations standardised using estimated smoothed 
volatility from different SV models 
Model ARSV RWSV ARLMSV LMSV ARLMSV LMSV 
cr ~ estimated cr~ estimated cr~ from ARSV cr~ from RWSV 
Estimated &~ =0.0168 &~ =0.0099 &~ =0.0008 &~ =0.0005 cr~ =0.0168 cr~ =0.0099 
Parameters ~ =0.9898 ~ =0.9857 ~=0.7422 
d =0.3328 d =1.2147 d =0.499998 d =0.8605 
Mean 0.0101 0.0074 0.0050 0.0016 0.0091 0.0038 
Variance l.0000 l.0000 l.0000 1.0000 0.9999 1.0000 
Skewness -0.0284 -0.0441 -0.0625 -0.0893 -0.0329 -0.0723 
Kurtosis 3.5620 3.7070 3.9317 4.3030 3.5989 4.0684 
Q2(lO) 43.15 80.06 150.24 279.23 49.76 196.72 
Q2(50) 101.70 144.61 220.33 306.65 101.36 260.23 
Q2(lOO) 150.41 198.87 281.89 418.88 149.37 321.58 
. . Q2(k) denotes the LJung-Box statIstIc for up to kth-order senal correlatIon III the squared observatIOns . 
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Figure 1. Estimated density of spectral QML estimators of d (left panel), and O'~ (right panel) for 
several LMSV models. 3000 replications. T=1024, 4096,8192. 
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Figure 2. Estimated density of spectral QML estimators of <I> (left panel), d (central panel), and 
O'~ (right panel) for several ARLMSV models. 3000 replications. T=1024, 4096,8192. 
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Figure 3. Returns of ffiEX35 observed daily from 611/87 to 30/12/98. 
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Figure 4. Correlograms of several transformations of daily returns of ffiEX35 6/1/87-
30112/98. From top to right: (a) returns themselves; (b) squared returns; (c) log-squared 
returns; (d) absolute returns. 
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Figure 5. Smoothed estimates of IBEX35 volatility from several SV models 
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Figure 6. Sample and theoretical autocorrelations implied by ARSV and ARLMSV models 
for squared returns and log-squared returns of mEX35 
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