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Отримано необхiднi умови оптимальностi для одного класу задач оптималь-
ного керування параболiчними рiвняннями з необмеженими коефiцiєнтами у
випадку, коли їх розв’язки мають неварiацiйний характер.
Ключовi слова: задача оптимального керування, неварiацiйний розв’язок, функцiонал
Лагранжа, необхiднi умови оптимальностi.
1. Вступ
У роботi розглянуто клас задач оптимального керування лiнiйними па-
раболiчними рiвняннями з необмеженими коефiцiєнтами в головнiй частинi
диференцiального оператора. Особливiсть такого класу задач керування по-
лягає в тому, що коефiцiєнти параболiчних рiвнянь не задовольняють кла-
сичнi умови леми Лакса – Мiльграма. На сьогоднi теорiя оптимального ке-
рування такими об’єктами активно розвивається, оскiльки багато важливих
питань у цiй областi є недослiдженими повною мiрою. В роботi [1] було отри-
мано достатнi умови, за яких наведений клас задач оптимального керування
має єдиний розв’язок. Крiм того, було встанолено, що оптимальний розв’язок
таких задач може мати або варiацiйний характер, або неварiацiйний [1–3].
Також, залучаючи принципи фiктивних граничних керувань, було побудо-
вано апроксимацiю наведеної задачi керування для випадку неварiацiйного
розв’язку [2]. Таким чином, мета даної роботи полягала в побудовi необхiдних
умов оптимальностi для наведеного класу задач керування у випадку, коли
їх розв’язки мають неварiацiйний характер.
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2. Постановка задачi та допомiжнi результати
Основним об’єктом дослiдження виступає задача пошуку оптимального
керування для параболiчного рiвняння з необмеженими коефiцiєнтами:
yt   div(ry +A(x)ry) = f на 
 [0; T ] (2.1)
y = 0 на  1  [0; T ]; @y=@A = u на  2  [0; T ]; (2.2)
y(t0; x) = y0 2 L2(
) на 
; (2.3)
I(u; y) = ky   ydk2L2(0;T ;H10 (
)) + kuk
2
L2(0;T ;L2( 2))
! inf; (2.4)
де f 2 L2(0; T ;H 1(
)), u 2 L2(0; T ;L2( 2)), A(x) 2 L2(
;SN ) — кососимет-
рична матриця, тобто aij =  aji i aii = 0.
Надалi через Lp([0; T ]; V ) будемо позначати множину усiх вимiрних функ-
цiй u : [0; T ]! V таких, що
kukLp([0;T ];V ) =
0@ T
0
ku(t)kpV dt
1A1=p <1;
де 1 6 p <1, а iнтеграл наведено в сенсi Бохнера.
Тепер наведемо означення неварiацiйного розв’язку для задачi (2.1)–(2.4):
Означення 2.1. Пару (u; y) 2 L2(0; T ;L2( 2))  L2(0; T ;H10 (
)) назива-
тимемо неварiацiйним розв’язком задачi оптимального керування (2.1)–(2.4),
якщо
I(u; y) = inf
(u;y)2
I(u; y); (u; y) 2 
i має мiсце нерiвнiсть
kyk2L2(0;T ;H10 (
)) +
1
2
ky(T )k2H10 (
) 6=
6=
T
0
hf; yiH 1(
);H10 (
) dt+
T
0

 2
uy dHN 1 dt+ 1
2
ky0k2H10 (
):
Для побудови схеми апроксимацiї неварiацiйних розв’язкiв у роботi [2] до
матрицi потоку A 2 L2(
;SN ) було застовано оператор зрiзки T" : S ! S.
Оператор T" задається таким чином:
T"(A) = [T"(aij)]
N
i;j=1;
де " — малий параметр, який змiнюється в строго спаднiй послiдовностi до-
дадних дiйсних чисел, що прямує до 0; T" — функцiя зрiзки така, що
T"(s) = maxfminfs; " 1g; " 1g:
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У результатi, отримано набiр множин 
", з якими пов’язано таку послiдов-
нiсть задач оптимального керування:
inf
(u;v;y)2"
I"(u; v; y)

; "! 0

; (2.5)
де
I"(u; v; y) = ky   ydk2L2(0;T ;H10 (
")) + kuk
2
L2(0;T ;L2( 2))
+
1
"
kvk2
L2(0;T ;H 
1
2 ( "))
; (2.6)
" =
8>>>>>><>>>>>>:
(u; v; y)

yt   div (ry +A(x)ry) = f на 
"  [0; T ];
y = 0 на  1  [0; T ];
@y=@A = u на  2  [0; T ];
@y=@A = v на  "  [0; T ];
y(t0; x) = y0 2 L2(
) на 
";
9>>>>>>=>>>>>>;
: (2.7)
Тут y 2 L2(0; T ;H10 (
")), yd 2 L2(0; T ;H10 (
)) та f 2 L2(0; T ;L2(
)) — заданi
функцiї; u 2 L2(0; T ;L2( 2)) — керування;  — зовнiшня нормаль одиничного
вектора на  2 i  "; v 2 L2(0; T ;H  12 ( ")) — фiктивне керування;  — додатне
число таке, що
" HN 1( ")! 0 коли "! 0: (2.8)
Зауваження 2.1. У результатi застосування оператора зрiзки отримано до-
датковi границi  ". Для того щоб забезпечити коректнiсть таких задач, озна-
чено додатковi неоднорiднi крайовi умови типу Неймана. В якостi неоднорiд-
ностi виступає фiктивне керування v, яке обрано як розподiлення простору
L2(0; T ;H 
1
2 ( ")). Беручи до уваги результати, отриманi в [1], i той факт, що
A 2 L1(
";SN ), маємо: для будь-якого " > 0 вiдповiдна задача оптимального
керування (2.5) має принаймнi один розв’язок (u0"; v0" ; y0") 2 ".
Далi наведемо означення, необхiдне для подальшого дослiдження:
Означення 2.2. [4] Будемо казати, що матриця A 2 L2(
; SN ) Q-типу, якщо
iснує строго спадаюча послiдовнiсть " ! 0 додатних дiйсних чисел така, що
вiдповiдний набiр множин f
"g">0, має такi властивостi:
(a) 
" — вiдкритi зв’язнi пiдмножини 
 з межами Лiпшиця, для яких
iснує  > 0 таке, що @
  @
" i dist ( "; @
) >  для будь-якого " > 0,
де  " = @
" n @
.
(b) поверхнева мiра дiрок Q" = 
 n 
" є достатньо малою в такому розу-
мiннi:
HN 1( ") = o(") 8" > 0:
НЕОБХIДНI УМОВИ ОПТИМАЛЬНОСТI 195
(c) для 8h 2 D iснує стала c(h), яка залежить вiд h i не залежить вiд ",
така, що
T
0


n
"
(r';A(x)rh)RN dx dt
 6 c
r
j
 n 
"j
"
0B@ T
0


n
"
jr'j2RN dx dt
1CA
1=2
для усiх ' 2 C1(0; T ;C10 (
)).
3. Необхiднi умови оптимальностi
Для того щоб отримати необхiднi умови оптимальностi для задачi (2.1)–
(2.4), розглянемо спочатку задачi умовної мiнiмiзацiї (2.5). А саме, отримаємо
необхiднi умови оптимальностi для задач (2.5) та проведемо аналiз поведiнки
цих умов, коли " ! 0. Як випливає iз зауваження 2.1, задача оптимального
керування (2.5) для кожного " > 0 є коректною керованою систетою. От-
же, для того щоб отримати необхiднi умови оптимальностi для цiєї задачi,
застосуємо такий результат:
Теорема 3.1. [5] Нехай Y;U i V — банаховi простори, нехай J : Y U ! R
— функцiонал якостi, F : Y  U ! V— вiдображення, U@ це опукла пiдмно-
жина простору U , яка мiстить бiльше нiж одну точку. Нехай (bu; by) 2 UY
це розв’язок задачi
J(u; y)! inf; F (u; y) = 0; u 2 U@ :
Нехай для кожного u 2 U@ вiдображення y 7! J(u; y) i y 7! F (u; y) неперервно-
диференцiйовнi для y 2 O(by), де O(by) — деякий окiл точки by. Також нехай
для y 2 O(by) фукцiя u 7! J(u; y) є опуклою, функцiонал J диференцiйований
за Гато вiдносно u в точцi (bu; by), вiдображення u 7! F (u; y) неперервне з U
в Y i аффiнне, тобто
F (u1 + (1  )u2; y) = F (u1; y) + (1  )F (u2; y); 8u1; u2 2 U;  2 R:
Тодi iснує пара (; p) 2 (R+  V ) така, що
hL0y(bu; by; ; p); hiY ;Y = 0; 8h 2 Y; (3.1)
hL0u(bu; by; ; p); uiU;U  0; 8u 2 U@   bu; (3.2)
де функцiонал Лагранжа L визначається рiвнiстю
L(u; y; ; p) = J(u; y) + hp; F (u; y)iU;U : (3.3)
Якщо ImF 0y(bu; by) = V , тодi можна припустити, що  = 1 в (3.1)–(3.2).
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Оскiльки наступна задача для f 2 L2(0; T ;L2(
)), u 2 L2(0; T ;L2( 2)),
v 2 L2(0; T ;H  12 ( "))
yt   div (ry +A(x)ry) = f на 
"  [0; T ];
y = 0 на  1  [0; T ];
@y=@A = u на  2  [0; T ];
@y=@A = v на  "  [0; T ];
y(t0; x) = y0 2 L2(
) на 
"
має єдиний розв’язок y 2 L2(0; T ;H10 (
")) [6], то ImF
0
y(bu; by) = V , тут V =
L2(0; T ;L2(
")) 2 L2(0; T ;L2( 2))  L2(0; T ;H  12 ( ")). Таким чином, при-
пущення теореми 3.1 виконуються i фукцiонал Лагранжа у нашому випадку
матиме вигляд:
L"(u; v; y; p1; p2; p3) = ky   ydk2L2(0;T ;H10 (
")) + kuk
2
L2(0;T ;L2( 2))
+
1
"
kvk2
L2(0;T ;H 
1
2 ( "))
+
T
0
(yt   div (ry +A(x)ry)  f; p1)L2(
") dt
+
T
0

@y
@A
  u; p2

H 
1
2 ( 2));H
1
2 ( 2))
dt
+
T
0

@y
@A
  v; p3

H 
1
2 ( "));H
1
2 ( "))
dt; (3.4)
де p = (p1; p2; p3) 2 L2(0; T ;L2(
")) 2 L2(0; T ;L2( 2)) L2(0; T ;H  12 ( ")).
Враховуючи вищесказане, в наступному результатi встановлено необхiднi
умови оптимальностi для задач умовної оптимiзацiї (2.5):
Теорема 3.2. Нехай для заданого " > 0 трiйка (u0"; v0" ; y0") 2 L2(0; T ;L2( 2))
L2(0; T ;H  12 ( "))L2(0; T ;H10 (
")) є оптимальним розв’язком задачi (2.5).
Припустимо, що виконується така умова
div
 
(A(x))ry0"
 2 L2(0; T ;L2(
")): (3.5)
Тодi iснує елемент p" 2 L2(0; T ;H10 (
")) такий, що елементи u0", v0" , y0" , p",
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0 "(p"), 
0
 2
(p")) задовольняють дану систему спiввiдношень
(y0")
0
t   div
 ry0" +A(x)ry0" = f на 
"  [0; T ]; (3.6)
y0" = 0 на  1  [0; T ]; (3.7)
@y0"=@A = u
0
" на  2  [0; T ]; (3.8)
@y0"=@A = v
0
" на  "  [0; T ]; (3.9)
y0"(t0; x) = y0 2 L2(
) на 
"; (3.10)
(p")
0
t + div
  
I +At
rp" = 2  y0"   yd ; м.с. на 
"  [0; T ]; (3.11)
p" = 0 на  1  [0; T ]; (3.12)
@p"=@I+At = 0 на  2  [0; T ]; (3.13)
@p"=@I+At = 0 на  "  [0; T ]; (3.14)
p"(T; 0) = 0 на 
"; (3.15)
u0" = L2(0;T ;H
1
2 ( 2))
0 2(p"); (3.16)
v0" =
"
2

L2(0;T ;H
1
2 ( "))
0 "(p"); (3.17)
2
 T
0


"
(u0"; u)RN dx dt 
T
0
hu; p"i
H 
1
2 ( 2));H
1
2 ( 2))
dt; (3.18)
для будь-якого u 2 L2(0; T ;L2( 2)), де 0 2 : H10 (
")! H
1
2 ( 2) i 0 " : H
1
0 (
")!
H
1
2 ( ") — оператори слiду, 
L2(0;T ;H
1
2 ( 2))
i 
L2(0;T ;H
1
2 ( "))
— канонiчнi iзо-
морфiзми з L2(0; T ;H
1
2 ( 2)) в L2(0; T ;H 
1
2 ( 2)) та L2(0; T ;H
1
2 ( ")) в L2(0; T ;H 
1
2 ( "))
вiдповiдно.
Доведення. Згiдно з теоремою 3.1, iснує трiйка p = (p1; p2; p3) 2 L2(0; T ;L2(
"))
L2(0; T ;L2( 2))  L2(0; T ;H  12 ( ")) така, що функцiонал Лагранжа L задо-
вольняє спiввiдношення (3.1)–(3.2). В результатi, враховуючи (3.4), умова
(3.1) матимe такий вигляд:D
Dy bL"(u0"; v0" ; y0" ; p1; p2; p3); hE
L2(0;T ;H 1(
"));L2(0;T ;H10 (
"))
= 2
 T
0


"
 
y0"   yd

h dx dt+
 T
0


"
h
0
tp1 dx dt
 
 T
0


"
div
 rh+A(x)rhp1 dx dt+ T
0

@h
@A
; p2

H 
1
2 ( 2));H
1
2 ( 2))
dt
+
T
0

@h
@A
; p3

H 
1
2 ( "));H
1
2 ( "))
dt = 0 (3.19)
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для будь-якого h 2 L2(0; T ;H2(
")) \ L2(0; T ;H10 (
")). Як наслiдок з (3.19) i
(3.5), для будь-якого h 2 L2(0; T ;C10 (
")) отримаємо таку рiвнiсть
2
 T
0


"
 
y0"   yd

h dx dt+
 T
0


"
h
0
tp1 dx dt
 
 T
0


"
div
 rh+A(x)rhp1 dx dt = 2 T
0


"
 
y0"   yd

h dx dt
 
 T
0


"
(p1)
0
th dx dt 
 T
0


"
div
 
(I +At(x))rp1)

h dx dt = 0: (3.20)
У свою чергу, iз (3.5) i (3.20) слiдує, що div ((A(x))rp1) 2 L2(0; T ;L2(
")).
Звiдси Atrp1 2 H(
"; div ), де
H(
"; div ) =

 j  2 L2(0; T ;L2(
")); div  2 L2(0; T ;L2(
"))
	
:
Беручи до уваги властивостi Лiпшиця межi @
", можна зробити висновок [6,
7], що @p1=@At 2 L2(0; T ;H 
1
2 (@
")), а вiдображення Atrp1 2 H(
"; div ) 7!
@p1
@At
2 L2(0; T ;H  12 (@
")) є лiнiйним i неперервним. Крiм того, якщо h 2
L2(0; T ;H2(
"))\L2(0; T ;H10 (
")) i Atrp1 2 H(
"; div ), то має мiсце формула
Грiна
 
 T
0


"
div
 
(I +A)rhp1 dx dt =    T
0


"
div
 
(I +A)rp1

h dx dt
 
 T
0

@h
@I+A
; 0@
"
 
p1

H 
1
2 (
");H
1
2 (
")
dt+
 T
0

@p1
@I+At
; h

H 
1
2 ( 2);H
1
2 ( 2)
dt
+
 T
0

@p1
@I+At
; h

H 
1
2 ( ");H
1
2 ( ")
dt:
Далi, комбiнуючи це спiввiдношення з (3.19)–(3.20), отримаємо рiвнiсть:D
Dy bL"(u0"; v0" ; y0" ; p1; p2; p3); hE
L2(0;T ;H 1(
"));L2(0;T ;H10 (
"))
=
 T
0

@p1
@I+At
; h

H 
1
2 ( 2);H
1
2 ( 2)
dt+
 T
0

@p1
@I+At
; h

H 
1
2 ( ");H
1
2 ( ")
dt
 
 T
0

@h
@I+A
; 0@
"
 
p1

H 
1
2 (
");H
1
2 (
")
dt+
T
0

@h
@A
; p2

H 
1
2 ( 2));H
1
2 ( 2))
dt
+
T
0

@h
@A
; p3

H 
1
2 ( "));H
1
2 ( "))
dt = 0; (3.21)
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яка має мiсце для кожного h 2 L2(0; T ;H2(
")) \ L2(0; T ;H10 (
")) i для кож-
ного p = (p1; p2; p3) такого, що p1 задовольняє (3.20) i Atrp1 2 H(
"; div)
та
(p1; p2; p3) 2 L2(0; T ;L2(
")) 2 L2(0; T ;L2( 2)) L2(0; T ;H  12 ( ")):
Iз (3.21) випливає, що для кожного h 2 L2(0; T ;C10 ( "[ 2))\L2(0; T ;C0(@
))
 L2(0; T ;H2(
")) \ L2(0; T ;H10 (
")) має мiсце рiвнiсть
@h
@I+At
; 0@

 
p1

H 
1
2 (@
);H
1
2 (@
)
= 0:
Так як C10 ( " [  2) \ C0(@
) є щiльною в H 
1
2 (@
), то
0@
n 2
 
p1

= 0: (3.22)
Отже, для кожного h 2 L2(0; T ;C10 ( " [  2)) рiвнiсть (3.21) матиме такий
вигляд:
T
0

@h
@A
; p2

H 
1
2 ( 2));H
1
2 ( 2))
dt
 
 T
0

@h
@I+A
; 0@ 2
 
p1

H 
1
2 ( 2));H
1
2 ( 2))
dt = 0; (3.23)
аналогiчно для кожного h 2 L2(0; T ;C10 ( ")
T
0

@h
@A
; p2

H 
1
2 ( "));H
1
2 ( "))
dt
 
 T
0

@h
@I+A
; 0@ "2
 
p1

H 
1
2 ( "));H
1
2 ( "))
dt = 0: (3.24)
Враховуючи той факт, що вiдображення @=@A : H2(
")\H10 (
")! H
1
2 ( 2)[
H
1
2 ( ") є iзоморфiзмом [8], з (3.23)–(3.24) випливає, що
0 2
 
p1

= p 2; 
0
 "
 
p1

= p 3: (3.25)
Таким чином, враховуючи (3.23) i (3.25), спiввiдношення (3.21) матиме вигляд:D
Dy bL"(u0"; v0" ; y0" ; p1; p2; p3); hE
L2(0;T ;H 1(
"));L2(0;T ;H10 (
"))
=
 T
0

@p1
@I+At
; h

H 
1
2 ( 2);H
1
2 ( 2)
dt+
 T
0

@p1
@I+At
; h

H 
1
2 ( ");H
1
2 ( ")
dt = 0;
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для усiх h 2 L2(0; T ;H2(
"))\L2(0; T ;H10 (
")). Далi, застосовуючи такi самi
мiркування, приходимо до висновку:
@p1
@I+At
= 0 на  2; (3.26)
@p1
@I+At
= 0 на  " (3.27)
У результатi, враховуючи спiввдношення (3.19), (3.22), i (3.26)–(3.27), от-
римаємо крайову задачу (3.11)–(3.15). Як наслiдок iз властивостей розв’язкiв
задачi (3.11)–(3.15), отримаємо, що p" 2 L2(0; T ;H2(
"))\L2(0; T ;H10 (
")) [9].
Врештi залишилося показати, що мають мiсце спiввiдношення (3.16)–(3.18).
У нашому випадку умова (3.2) матиме вигляд: DuL(u0"; v0" ; y0" ; p"; 0 2(p"); 0 "(p")); uL2(0;T ;L2(
)) > 0; 8u 2 L2(0; T ;L2(
));
2
 T
0


"
(u0"; u)RN dx dt 
T
0
hu; p"i
H 
1
2 ( 2));H
1
2 ( 2))
dt; 8u 2 L2(0; T ;L2(
)):
Для того щоб отримати умови (3.16)–(3.17), застосуємо такий факт: простiр
H
1
2 ( 2) i H
1
2 ( ") можна звести до гiльбертового простору вiдносно вiдповiд-
ної еквiвалентної норми. У нашому випадку простiр H 
1
2 ( 2) i H 
1
2 ( ") є
дуальними гiльбертовими просторами до вищенаведених [6].
Тепер перейдемо до аналiзу асимптотичної поведiнки системи оптималь-
ностi (3.6)–(3.18), коли " ! 0. Але спочатку припустимо, що виконуються
такi гiпотези:
(a) Iснує оптимальна пара (u0; y0) 2  для задачi оптимального (2.1)–(2.4)
така, що y0 2 D. Тут D — це множина елементiв y 2 L2(0; T ;H10 (
))
таких, що
T
0



(r';Ary)RN dx dt
 6 c(y)
0@ T
0



jr'j2 dx dt
1A1=2
для будь-якого ' 2 C1(0; T ;C10 (
)).
(b) Для кожного " > 0 бiлiнiйна форма
[y; '] =
T
0



(r';Ary)RN dx dt 8y 2 D;8' 2 C1(0; T ;C10 (
))
є неперервною в такому розумiннi:
lim
"!0
[y"; p"] = [y; p ]: (3.28)
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Тут fp"g">0  L2(0; T ;H10 (
")), fy"g">0  L2(0; T ;H10 (
")), y" * y в
L2(0; T ;H10 (
)), p" ! p в L2(0; T ;H10 (
)), i y; y" 2 D для достатньо
малого " > 0.
(c) Нехай

(u0"; v
0
" ; y
0
" ; p" )
	
e>0
— послiдовнiсть така, що для кожного " > 0
вiдповiдний набiр елементiв (u0"; v0" ; y0" ; p" ) задовольняє систему опти-
мальностi (3.6)–(3.18). Тодi iснує послiдовнiсть операторiв продовження
P" 2 L
 
L2(0; T ;H10 (
")); L
2(0; T ;H10 (
))
	
">0
i елемент  :
P"(p")!  2 L2(0; T ;H10 (
)) сильно в L2(0; T ;H10 (
)) i  2 D:
У наступному результатi показано, що граничний перехiд у системi опти-
мальностi (3.6)–(3.18) для задач (2.5), коли "! 0, призводить до необхiдних
умов оптимальностi задачi (2.1)–(2.4).
Теорема 3.3. Нехай A 2 L2 
;SN матриця Q-типу, yd 2 L2(0; T ;H10 (
)),
ud 2 L2(0; T ;L2( 2)) i f 2 L2(0; T ;H 1(
)) — заданi розподiлення. Нехай
(u0"; v
0
" ; y
0
") 2 "
	
">0
— це послiдовнiсть оптимальних розв’язкiв задач оп-
тимального керування (2.5), а пара (u0; y0) 2 L2(0; T ;L2( 2))D є варiацiй-
ною границею цiєї послiдовностi. Нехай

p0" 2 L2(0; T ;H10 (
"))
	
">0
послiдов-
нiсть вiдповiдних спряжених станiв. Тодi виконання гiпотез (а)–(с) озна-
чає, що (u0; y0) 2 L2(0; T ;L2( 2))  L2(0; T ;H10 (
)) є оптимальною парою
задачi (2.1)-(2.4) i iснує елемент  2 H10 (
) такий, що
(u0"; v
0
" ; y
0
")
V ar! (u0; y0) коли "! 0; (3.29)
P"(p")!  сильно в L2(0; T ;H10 (
)); (3.30)
(y0)
0
t   div
 ry0 +A(x)ry0 = f на 
 [0; T ];
y0 = 0 на  1  [0; T ];
@y0=@A = u
0 на  2  [0; T ];
y0(t0; x) = y0 2 L2(
) на 
;
(3.31)
( )
0
t + div
  
I +At
r  = 2  y0"   yd ; на 
 [0; T ];
 = 0 на  1  [0; T ];
@ =@I+At = 0 на  2  [0; T ];
 (T; 0) = 0 на 
;
(3.32)
2
 T
0


"
(u0; u)RN dx dt 
T
0


u;  

H 
1
2 ( 2));H
1
2 ( 2))
dt (3.33)
для будь-якого u 2 L2(0; T ;L2( 2)).
Доведення. Перш за все слiд зазначити, що згiдно з тоеремою 1 [2], послiдов-
нiсть оптимальних розв’язкiв

(u0"; v
0
" ; y
0
") 2 "
	
">0
задач умовної оптимiзацiї
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(2.5) є компактною вiдносно слабкої збiжностi в сенсi означення 5 [2]. Крiм
цього, в якостi граничної пари такої послiдовностi виступає оптимальна пара
(u0; y0) вихiдної задачi оптимального керування. Звiдси (u0; y0) 2 . Далi, в
результатi переходу до границi в (3.6)–(3.10), коли " ! 0 , отримаємо таку
iнтегральну тотожнiсть:
T
0



(y0)
0
t'dx dt+
T
0



(r';ry0 +Ary0)RN dx dt =
=
T
0



f' dx dt+
T
0

 2
u0'dHN 1 dt:
Отже, вiдношення (3.31) має мiсце в сенсi розподiлення.
Оскiльки iнтегральна тотожнiсть
T
0



(r';rP"(p") +ArP"(p"))RN
" dx dt 
T
0



(P"(p"))
0
t'
" dx dt =
=  2
T
0



(y0   yd)'
" dx dt; 8' 2 C1(0; T ;C10 (
)) (3.34)
має мiсце для кожного " > 0, то можна перейти до границi в (3.34), коли "!
0. Далi, використовуючи сильну збiжнiсть 
" ! 
 in L2(
) (твердження
1 [2]), отримаємо рiвнiсть
T
0



(r';r +Atr )RN dx dt 
T
0



( )
0
t'dx dt =
=  2
T
0



(y0   yd)'dx dt; 8' 2 C1(0; T ;C10 (
)): (3.35)
Отже,  2 D  L2(0; T ;H10 (
)) i  задовольняє спiввiдношення (3.32). Накi-
нець, перейшовши до границi в (3.18), коли "! 0 i врахувавши вищесказане,
отримаємо нерiвнiсть (3.33).
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