Abstract. We study the distribution of 2-Selmer ranks in the family of quadratic twists of an arbitrary elliptic curve E over an arbitrary number field K. We first prove that the fraction of twists (of a given elliptic curve over a fixed number field) having even 2-Selmer rank exists as a stable limit over the family of twists, and we compute this fraction as an explicit product of local factors. We give an example of an elliptic curve E such that as K varies, these fractions are dense in [0, 1] . Under the assumption that Gal(K(E[2])/K) = S 3 we also show that the density (counted in a non-standard way) of twists with Selmer rank r exists for all positive integers r, and is given via an equilibrium distribution, depending only on the "parity fraction" alluded to above, of a certain Markov Process that is itself independent of E and K. More generally, our results also apply to p-Selmer ranks of twists of 2-dimensional self-dual Fp-representations of the absolute Galois group of K by characters of order p.
quadratic twists of an arbitrary elliptic curve over Q, and a result of Heath-Brown [7, Theorem 2] on the distribution of 2-Selmer ranks in the family of quadratic twists over Q of the elliptic curve y 2 = x 3 − x. We study here the distribution of 2-Selmer ranks in the family of quadratic twists of an arbitrary elliptic curve E over an arbitrary number field K. For example, let ρ(E/K) be the fraction of quadratic twists of E/K that have odd 2-Selmer rank. Precisely, for real numbers X > 0 let C(K, X) := χ : G K → {±1} : χ is ramified only at primes q with Nq ≤ X and define ρ(E/K) := lim X→∞ |{χ ∈ C(K, X) : dim F2 Sel 2 (E χ /K) is odd}| |C(K, X)| .
It follows from a result of Monsky [14, Theorem 1.5] along with root number calculations that ρ(E/Q) = 1/2 for every elliptic curve E/Q. It had already been noticed (see [4] ) that this is not true when Q is replaced by an arbitrary number field K, because there are examples with K = Q for which ρ(E/K) = 0, and others with ρ(E/K) = 1. Our first main theorem (see Theorem 6.6) evaluates ρ(E/K).
Theorem A. Suppose E is an elliptic curve defined over a number field K. Then for all sufficiently large X we have
where δ(E/K) ∈ [−1, 1] ∩ Z[1/2] is given by an explicit product of local factors (see Definition 6.4).
We call δ(E/K) the "disparity" in the distribution of 2-Selmer ranks of twists of E. If K has a real embedding then δ(E/K) = 0 so ρ(E/K) = 1/2 (see Corollary 6.10). On the other hand, Example 6.11 exhibits a particular elliptic curve E/Q such that as K varies, the set {δ(E/K)} is dense in [−1, 1], so {(1 − δ(E/K))/2} is dense in [0, 1] .
Theorem A suggests a natural generalization of Goldfeld's conjecture, see Conjecture 6.12.
We next consider a finer study of the distribution of 2-Selmer ranks, as in the work of Heath-Brown [7] . The 2-Selmer rank of E/K is bounded below by dim F2 E(K) [2] . For this reason we will consider, for every r ≥ 0, the fraction s r (E/K) of quadratic twists of E/K whose 2-Selmer rank is r + dim F2 E(K) [2] . (We will be intentionally vague for now about how we order the quadratic characters of K to define this fraction.) Recent work of Swinnerton-Dyer [23] and Kane [8] extended the result of Heath-Brown mentioned above and showed that if E is an elliptic curve over Q such that E [2] ⊂ E(Q) and E does not have a Q-rational cyclic 4-isogeny, then s r (E/K) = 1 2 c r where c r is an explicit positive constant given by Definition 10.3 below with p = 2. Our main result along these lines is the following (see Corollary 11.13).
Theorem B.
Suppose that E is an elliptic curve over a number field K, and that Gal(K(E [2] )/K) ∼ = S 3 . For every m ≥ 0 and X > 0 let B m (X) be the collection of The constants c r are the same ones that appear in the results of Heath-Brown and Swinnerton-Dyer. In other words, the only parameter needed to describe the distribution of 2-Selmer ranks in the family of quadratic twists of E (at least, when Gal(K(E [2] )/K) ∼ = S 3 ) is the disparity δ(E/K).
For χ ∈ B m (X), the m is related to the number of primes dividing the conductor of χ, and X is related to a bound on the size of those primes. We have B m (X) ⊂ B m ′ (X ′ ) if m ≤ m ′ and X ≤ X ′ , and ∪ m,X B m (X) is the set of all quadratic characters of K. The collections of characters B m (X) are not the most natural ones to consider (we call them "skew-boxes"), but are forced upon us by the method of proof. We expect the following more natural statement to hold.
Conjecture C.
Suppose that E is an elliptic curve over a number field K, and that Gal(K(E [2] )/K) ∼ = S 3 . Then for every r ≥ 0, lim X→∞ |{χ ∈ C(K, X) : dim F2 Sel 2 (E χ /K) = r}| |C(K, X)| = ρ(E/K)c r if r is odd, (1 − ρ(E/K))c r if r is even.
Our methods begin with those of [10] and [11] . Namely, we view all of the Selmer groups Sel 2 (E χ /K) as subspaces of H 1 (K, E [2] ), defined by local conditions that vary with χ. In this way we can attach a Selmer group to a collection of local quadratic characters. The question of which collections of local characters arise from global characters is an exercise in class field theory (see §5 and §9, especially Proposition 9.6).
To prove Theorem A, we first obtain the surprising result that the parity of dim F2 Sel 2 (E χ /K) depends only on the restrictions of χ to the decomposition groups at places dividing 2∆ E ∞, where ∆ E is the discriminant of some model of E (see Proposition 6.2) . Using this fact we are able to deduce Theorem A.
For Theorem B, we analyze carefully (see Proposition 8.1) how the Selmer group changes when we change just one of the local characters. This allows us to describe the distribution of Selmer ranks by a Markov process (as Swinnerton-Dyer does in [23] ), where each step consists of changing one local character. The values on the right hand side of Theorem B arise as the limiting distribution for this Markov process.
There is another important ingredient in the proofs of Theorems A and B. We make essential use of a recent observation of Poonen and Rains [16] that the local conditions that define the 2-Selmer groups we are studying are maximal isotropic subspaces for a natural quadratic form on the local cohomology groups H 1 (K v , E [2] ). We use this in a crucial way in the proof of Theorem 2.9, which extends a result from [10] to include the case p = 2. Theorem 2.9 is a key ingredient in the proofs of both Theorems A and B.
Our methods apply much more generally than to 2-Selmer groups of elliptic curves, and throughout this paper we work in this fuller generality. Namely, suppose p is any prime, and T is a 2-dimensional F p -vector space with
• an action of the absolute Galois group G K , • a nondegenerate G K -equivariant alternating µ p -valued pairing, and • a "global hyperbolic structure" (see Definition 2.3).
We also assume we are given "twisting data" (Definition 3.4) that allows us to define a family of Selmer groups Sel(T, χ) as χ runs through characters of G K of order p. We have analogues of Theorems A and B describing the distribution of dim Fp Sel(T, χ) in this setting.
For example, if E is an elliptic curve over K, then T := E[p], the kernel of multiplication by p on E, comes equipped with all the structure we require. When p > 2 the Selmer groups Sel(E[p], χ) are not Selmer groups of elliptic curves, but they are Selmer groups of (p − 1)-dimensional abelian varieties over K that are twists of E in the sense of [12] . See §4.
The layout of the paper is as follows. Let T be a Galois module as above. In §2 we define hyperbolic structures and Selmer groups in the generality we will need them. The key result is Theorem 2.9, which shows how the parity of the Selmer rank changes when we change some of the defining local conditions. In §3 we define the Selmer groups associated to twists of T , and in §4 we show how these Selmer groups reduce to classical Selmer groups of twists when T = E[p] for an elliptic curve E/K.
Section 5 (and later, §9) uses class field theory to allow us to go back and forth between global characters and collections of local characters. In §6 we study "parity disparity" when p = 2, and prove Theorem A, and in §7 we obtain similar results when p > 2. In §8 we use Theorem 3.10 to study how the actual Selmer rank (not just its parity) changes when we change just one local condition. We introduce probability distributions and our Markov process in §10, and we prove Theorem B in §11.
Notation
Fix a number field K and a rational prime p. LetK denote a fixed algebraic closure of K, and G K := Gal(K/K). Let µ p denote the group of p-th roots of unity inK.
Throughout this paper T will denote a two-dimensional F p -vector space with a continuous action of G K , and with a nondegenerate G K -equivariant alternating pairing
We will use v (resp., q) for a place (resp., nonarchimedean place, or prime ideal) of K. If v is a place of K, we let K v denote the completion of K at v, and K ur v its maximal unramified extension. We say that T is unramified at v if the inertia subgroup of G Kv acts trivially on T , and in that case we define the unramified subgroup
and v is a place of K, we will often abbreviate c v := loc v (c) for the localization of c in H 1 (K v , T ). We also fix a finite set Σ of places of K, containing all places where T is ramified, all primes above p, and all archimedean places.
Hyperbolic structures and Selmer structures
In this section we define what we mean by a global hyperbolic structure q on T , and by a Selmer group for T and q. The main result is Theorem 2.9, which shows how the parity of the Selmer rank changes when we change the defining local conditions.
The cup product and the pairing (1.1) induce a pairing (2.1)
If v is a place of K and K v is the completion of K at v, then applying the same construction over the field K v gives local pairings
For every v there is a canonical inclusion
The local Tate pairing is the composition
The Tate pairings satisfy the following well-known properties.
Theorem 2.1.
(i) For every v, the pairing , v is symmetric and nondegenerate.
Proof. For (i) and (ii), see for example [13, Corollary I.2.3 and Theorem I.2.6]. The first part of (iii) follows from (ii), and the second from the fact that the sum of the local invariants of an element of the global Brauer group is zero.
We say that q is a Tate quadratic form if the bilinear form of (ii) is , v . If v / ∈ Σ, then we say that q is unramified if q(x) = 0 for all x ∈ H 1 ur (K v , T ). Definition 2.3. Suppose T is as above. A global hyperbolic structure q on T consists of a Tate quadratic form q v on H 1 (K v , T ) for every place v, such that
Lemma 2.4. If p > 2 then there is a unique Tate quadratic form q v on H 1 (K v , T ) for every v, and a unique global hyperbolic structure on T .
Proof. Since p = 2, for every v there is a unique Tate quadratic form q v on
∈ Σ then q v is unramified by Theorem 2.1(ii), and if c ∈ H 1 (K, T ) then
Remark 2.5. Suppose p = 2 and q = {q v : v of K} is a global hyperbolic structure on
It is straightforward to check (using Theorem 2.1) that q ′ := {q ′ v } is again a global hyperbolic structure on T , and if c = 0 then q ′ = q. Definition 2.6. Suppose v is a place of K and q v is a quadratic form on
Lemma 2.7. Suppose v / ∈ Σ and q v is a Tate quadratic form on
Proof. Since , v is nondegenerate, every Lagrangian subspace of
This proves (i) and (ii). Assertion (iii) follows from a calculation of Poonen and Rains [16, Proposition 2.6(b,e)]. Definition 2.8. Suppose T is as above and q is a global hyperbolic structure on T . A Selmer structure S for (T, q) (or simply for T , if q is understood) consists of
• a finite set Σ S of places of K, containing Σ,
If S is a Selmer structure, we set H
i.e., the subgroup of c ∈ H
Theorem 2.9. Suppose S and S ′ are two Selmer structures for T . Then
Proof. When p > 2, this is [10, Theorem 1.4] . In the proof of that theorem, the fact that p is odd is used only at the very end of the proof of [10, Proposition 1.3] , to say that a finite-dimensional F p -vector space with a non-degenerate skewsymmetric pairing must have even dimension. To complete the proof in the case p = 2, we need to show that the pairing is question ((1.2) of [10] ) is alternating, not just skew-symmetric.
The pairing is defined as follows. (All of the sums below are taken over all places v, but all summands with v / ∈ Σ S ∪ Σ S ′ are zero.) Following [10] , define local vector spaces
and global subspaces
. The natural homomorphisms B S , B S ′ ֒→ B are injective, and the induced map B S ⊕ B S ′ → B is an isomorphism. The sum of the localization maps induces an injection loc : C ֒→ B, and composing with the projection maps from B to B S and B S ′ gives maps loc S : C → B S and loc S ′ : C → B S ′ . The pairing (1.2) of [10] is a pairing on C defined by
The proof of [10, Proposition 1.3] shows that the pairing (2.3) is nondegenerate.
For every x ∈ C,
We have loc S (x) v ∈ H 
Twisted Selmer groups
Given T as above (and some additional "twisting data", see Definition 3.4), in this section we show how to attach to every character χ ∈ Hom(G K , µ p ) a Selmer group Sel(T, χ). More generally, we attach a Selmer group Sel(T, γ) to every collection of local characters γ = (γ v ) with γ v ∈ Hom(G Kv , µ p ) for v in some finite set containing Σ. Our main result is Theorem 3.10, which uses Theorem 2.9 to show how the parity of the Selmer rank changes when we change some of the γ v .
(throughout this paper , "Hom" will always mean continuous homomorphisms). If L is a local field, we let C ram (L) ⊂ C(L) denote the subset of ramified characters. In this case local class field theory identifies
There is a natural action of Aut(
is naturally identified with the set of cyclic extensions of L of degree dividing p, via the correspondence that sends χ ∈ C(L) to the fixed fieldL
and P 0 := {q : q / ∈ Σ ∪ P 1 ∪ P 2 }. Define the weight w(q) ∈ {0, 1, 2} of a prime q of K, q / ∈ Σ, by w(q) := i if q ∈ P i .
Let K(T ) denote the field of definition of the elements of T , i.e., the fixed field inK of ker(G K → Aut(T )). Lemma 3.3. Suppose q is a prime of K, q / ∈ Σ, and let Frob q ∈ Gal(K(T )/K) be a Frobenius element for some choice of prime above q. Then (i) q ∈ P 2 if and only if Frob q = 1, (ii) q ∈ P 1 if and only if Frob q has order p, (iii) q ∈ P 0 if and only if Frob p q = 1. In particular P 2 has positive density in the set of all primes of K, and P 1 has positive density if and
Proof. Fix an F p -basis of T so that we can view Frob q ∈ GL 2 (F p ). Then by (1.1) Definition 3.4. Suppose T , Σ are as above, and q is a global hyperbolic structure on T . By twisting data we mean (i) for every v ∈ Σ, a (set) map
(ii) for every v ∈ P 2 , a bijection
Note that if v ∈ P 2 then |F ram (K v )| = p = |H ram (q v )|, the first equality by local class field theory (since by definition v ∤ p and µ p ⊂ K × v ) and the second by Lemma 2.7. If v / ∈ Σ ∪ P 2 then H ram (q v ) has at most one element. If χ ∈ C(K) and v is a place of K, we let χ v ∈ C(K v ) denote the restriction of χ to G Kv . Definition 3.5. Let D := {squarefree products of primes q ∈ P 1 ∪ P 2 }, and if d ∈ D let d 1 (resp., d 2 ) be the product of all primes dividing d that lie in P 1 (resp.,
and unramified outside of Σ(d) ∪ P 0 }. Note that C(K v ) is a group, and C ram (K v ) is not a group but it is closed under multiplication by unramified characters. Clearly C(K) = d∈D C(d).
Definition 3.6. Given T , q, and twisting data as in Definition 3.4, we define a Selmer structure S(γ) for every d ∈ D and γ = (γ v ) v ∈ Γ d as follows.
•
Remark 3.7. It is clear from the definition that Sel(T, χ) depends only on the extension of K cut out by χ, i.e., Sel(T, χ) = Sel(T, χ i ) for all i ∈ F × p . However, when we later count the twists Sel(T, χ) with certain properties, it will be convenient to deal with C(K) rather than F (K) because C(K) is a group. In any case the natural map C(K) ։ C(K)/Aut(µ p ) = F (K) is (p − 1)-to-one except for the single fiber consisting of the trivial character, so it is simple to go from counting results for C(K) to results for F (K). In particular, when p = 2 the natural map C(K) → F (K) is a bijection. Remark 3.8 (Remarks about twisting data). Our definition of twisting data is designed to ensure that for v / ∈ Σ, all subspaces V ∈ H ram (q v ) occur with equal frequency as we run over characters χ ∈ C(K) that are ramified at v. That fact is all we require to prove our results in sections 6, 7 and 11 about the rank statistics of Sel(T, χ). In particular, the conclusions of Theorems 6.6, 7.7, and 11.11 below do not depend on the choice of twisting data for (T, q).
The twisting data does not involve primes q ∈ P 0 or P 1 . If q ∈ P 0 then either
is empty; in either case q does not occur in any Selmer structure for twists of T . If q ∈ P 1 then Lemma 2.7(iii) shows that there are only two possibilities for for a Selmer structure at q, one unramified and one ramified.
We will see in §4 that when E is an elliptic curve over K, p is a rational prime, and T = E[p], then there is natural global hyperbolic structure on E[p] and natural twisting data such that for every χ ∈ C(K), Sel(E[p], χ) is a classical Selmer group of a twist of E (an abelian variety twist, when p > 2). An analogous statement should hold for more general (self-dual) motives and their Bloch-Kato p-Selmer groups, so our results below should also apply to Bloch-Kato Selmer groups in families of twists.
Proof. We will deduce this from Theorem 2.9.
Now the theorem follows from Theorem 2.9, applied with S = S(γ) and
Proof. Apply Theorem 3.10 with γ = η 1 (χ) and
Corollary 3.12. Suppose v ∈ Σ, and χ, χ
Proof. Apply Theorem 3.10 (with d = 1) to the pairs (χ, χ ′ ), (1 v , χ), and (
Example: twists of elliptic curves
In this section we consider the case where T = E[p], the p-torsion on an elliptic curve over K. We will show that this T comes equipped with the extra structure that we require, and that with an appropriate choice of twisting data, the Selmer groups Sel(E[p], χ) are classical Selmer groups.
Fix for this section an elliptic curve E defined over K, a prime p, and let T := E[p]. Then T satisfies the hypotheses of §1, with the pairing (1.1) given by the Weil pairing. Let Σ be a finite set of places of K containing all archimedean places, all places above p, and all primes where E has bad reduction. Let O denote the ring of integers of the cyclotomic field of p-th roots of unity, and p the (unique) prime of O above p.
If p > 2, there is a unique global hyperbolic structure
constructed from the Heisenberg group, see [16, §4] . We recall this construction below when p = 2, in the proof of Lemma 4.2(ii).
We next define twisting data for (E[p], Σ, q E ) in the sense of Definition 3.4.
we let E χ denote the quadratic twist of E by χ. For general p, let F denote the cyclic extension of K (resp., K v ) of degree p corresponding to χ, and let E χ denote the abelian variety denoted E F in [12, Definition 5.1]. Concretely, if χ ∈ C(K) and χ = 1 K then E χ is an abelian variety of dimension p − 1 over K, defined to be the kernel of the canonical map Res
, and if p = 2 we let q E χ be the canonical global hyperbolic structure on the elliptic curve E χ .
If p = 2, then the two definitions above of E χ agree, with O = Z, and p = 2.
The isomorphism of (i) identifies q E χ ,v with q E,v for every v and every χ ∈ C(K v ).
Proof. Assertion (i) follows directly from the definition of quadratic twist when p = 2 (or see the proof of (ii) below). 
We view Θ E as an extension of E [2] by G m , functorial in the sense that if E ′ is another elliptic curve over K v and λ : E → E ′ is an isomorphism overK v , then λ induces an isomorphism λ * : Θ E ′ → Θ E overK v (that commutes with (4.1) in the obvious sense). It is easy to see that the map
is the connecting map of the long exact sequence of (nonabelian) Galois cohomology attached to (4.1).
Fix an isomorphism λ : E → E χ defined over the quadratic field cut out by χ.
* is the identity on Θ E , so in fact (λ * ) σ = λ * for every σ ∈ G Kv . Hence Θ E χ and Θ E are isomorphic over K v as extensions of E [2] , so by the definition above we have 
Note that α v (χ) is independent of the choice of generator π.
Lemma 4.4. For every place v and χ
Proof. If p = 2, then [16, Proposition 4.10] shows for every v that the image of [10, Proposition A.7] (together with Lemma 2.4) shows that α v (χ) is a Lagrangian subspace for the (unique) Tate quadratic form on
, and hence for q v,E χ . Now the lemma follows from Lemma 4.2(ii).
Lemma 4.5. Suppose v is a place of K, and χ ∈ C(K v ). Let F/K v be the cyclic extension cut out by χ. Then
Proof. When p = 2, this is due to Kramer [9, Proposition 7] . For general p this is [10, Corollary 5.3] . (That result is only stated for p > 2, but the proof for p = 2 is the same.)
) be as defined in Definitions 4.3 and 3.9, respectively, for E ψ instead of E. Then
Proof. It follows directly from Definition 4.3 that α ψ v (χ) = α v (χψ) for every χ ∈ C(K v ). Thus the lemma follows from Corollary 3.12.
Lemma 4.7. Suppose p > 2, v ∈ P 2 , and χ ∈ C(K v ) is nontrivial. If F is the cyclic extension of K v corresponding to χ, then
Proof. Let G := Gal(F/K v ). Fix a generator σ of G, and let
where γ ∈ G Kv acts by
, and π acts as multiplication by
, which completes the proof. 
To complete the proof of the proposition we need only show that the map α v :
| by local class field theory and Lemma 2.7(iii), we only need to show the injectivity of α v , and when p > 2 this follows from Lemma 4.7
Suppose p = 2. Let ψ, χ ∈ C(K v ) be a ramified and nontrivial unramified character, respectively. Then C ram (K v ) = {ψ, χψ}, so we need only show that
Let F be the unramified quadratic extension of K v . Since v ∈ P 2 , we have that v ∤ 2, E has good reduction at v, and G Kv acts trivially on E [2] . Since ψ is ramified over F , E ψ has additive reduction over F above v. Tate's algorithm [25] shows that
, and so E ψ (K v ) and E ψ (F ) are each isomorphic to the product of the Klein 4-group E [2] with profinite abelian groups of odd order. Hence N F/Kv E ψ (F ) = 2E ψ (K v ), so by Lemmas 4.5 and 4.6 
It remains only to check those v such that v | d and v ∈ P 1 . In that case shows that E χ depends only on the field cut out by χ, not on the choice of character χ itself. As mentioned in Remark 3.7, it is easier to count characters of order p than cyclic extensions of degree p, because the set of characters is a group.
If F/K is the cyclic extension cut out by χ = 1 K , then the short exact sequence
In particular if Sel(E[p], χ) = 0, then by Proposition 4.9 we have rank(E(F )) = rank(E(K)). Theorem B of the Introduction (see §11) shows that this happens frequently.
Local and global characters
For the rest of this paper we fix T and Σ as in §1, a global hyperbolic structure q on T as in Definition 2.3, and twisting data as in Definition 3.4. Recall that K(T ) is the field of definition of the elements of T , i.e., the fixed field inK of ker(G K → Aut(T )).
For the rest of this paper we assume also that
where O K,Σ is the ring of Σ-integers of K, i.e., the elements that are integral at all q / ∈ Σ. 
and the inclusion is strict because ker(f Σ ) contains u and ker(f Σ ′ ) does not. Replacing Σ by Σ ′ , we can continue in this way until ker(f Σ ) = 1, i.e., until (5.2) holds.
Then there is a canonical isomorphism
and A is cyclic, generated by an element ∆ ∈ O × K,Σ . Proof. The inflation-restriction sequence of Galois cohomology, together with the fact that
Since [K(µ p ) : K] is prime to p, the Hochschild-Serre spectral sequence gives an isomorphism
in which the top row is exact by (5.1). Since K(T )/K is unramified outside of Σ, the right-hand vertical map is injective, so A (the kernel of the left-hand vertical map) is contained in the image of of O × K,Σ . This completes the proof of the lemma.
Lemma 5.3. Suppose p ≤ 3, E is an elliptic curve over K, and T = E[p]. Then we can take the element ∆ of Lemma 5.2 to be the discriminant ∆ E of (any model of ) E.
Proof. Since Σ contains all primes where E has bad reduction, we have
Similarly, when p = 3, computing the discriminant of the universal elliptic curve with full level 3 structure (see for example [18 
Fix once and for all a ∆ ∈ O × K,Σ as in Lemma 5.2. Recall (Definition 3.5) that Γ 1 := v∈Σ C(K v ), and more generally
Composing with the natural maps Γ d → Γ 1 and C(K) → Γ 1 , we will extend sign ∆ to Γ d for every d ∈ D, and to C(K).
Therefore there is χ v ∈ C(K v ) such that χ v (∆) = 1, and (i) follows. By Lemma 3.3(i), if q ∈ P 2 then Frob q fixes K(T ), so Frob q fixes ∆ 1/p , so
p . This proves (ii). Similarly, if p = 2 and q ∈ P 0 then Lemma 3.3(iii)
shows that Frob q ∈ Gal(K(T )/K) has order 3. Thus again Frob q fixes
2 . This proves (iv). If q ∈ P 1 then Lemma 3.3(ii) shows that Frob q ∈ Gal(K(T )/K) has order p, and in particular Frob q ∈ Gal(K(T )/K(µ p )). But the only extension of degree
where O q is the ring of integers of K q . It follows that for χ q ∈ C(K q ), we have χ q (∆) = 1 if and only if χ q (O × q ) = 1. This is (iii). Lemma 5.6. Suppose G and H are abelian groups, and J ⊂ G × H is a subgroup. Let π G and π H denote the projection maps from G × H to G and H, respectively.
Proof. We have an exact sequence of F p -vector spaces
Assertion (i) follows by applying Hom( · , µ p ), and (ii) follows directly from (i).
Lemma 5.7.
Thus α is not in the kernel of the map of (i), and (i) follows. Now suppose α / ∈ A. Then α 1/p / ∈ K(T ), so we can choose a nontrivial automorphism σ ∈ Gal(K(T, α 1/p )/K(T )). Suppose q / ∈ Σ is a prime whose Frobenius in Gal(K(T, α 1/p )/K(T )) is σ. Then q ∈ P 2 by Lemma 3.3(i), and
This shows that the kernel of the map of (ii) is contained in A, and A is contained in the kernel by Lemma 5.5(ii).
, then there is a χ ∈ C(K) ramified at q and unramified outside of Σ and q. (iii) There is a finite subgroup of C(K), containing only characters unramified outside of Σ and P 2 , whose image in Γ 1 is ker(sign ∆ ).
Proof. Let A × K denote the ideles of K. Global class field theory and (5.1) show that
. For (i), we apply Lemma 5.6(ii) with
Then J/J p → G/G p is injective by Lemma 5.7(i), so Lemma 5.6(ii) and (5.3) show that
For (ii), we apply Lemma 5.6(ii) with
Assumption (5.2) says that the map J/J p → G/G p is injective, so by Lemma 5.6(ii) and (5.3) we have that
4). Then χ satisfies (ii).
For (iii), we apply Lemma 5.6(i) with
Lemma 5.7(ii) shows that ker(J/J p → G/G p ) = A, and then Lemma 5.6(i) and (5.3) show that the image of
6. Parity disparity (p = 2) Fix T and Σ as in §1, a global hyperbolic structure q on T as in Definition 2.3, and twisting data as in Definition 3.4. In this section we let p = 2 and we study how the parity of dim F2 Sel(T, χ) varies as χ varies. The main result is Theorem 6.6 (Theorem A of the Introduction). When T = E [2] with an elliptic curve E/K, we make Theorem 6.6 more explicit in Proposition 6.9, Corollary 6.10, and Example 6.11.
Suppose throughout this section that p = 2 and that (5.1) and (5.2) are satisfied.
Definition 6.1. For every v ∈ Σ, define a map (of sets)
Proof. We will deduce this from Theorem 3. so by Theorem 3.10,
Global class field theory shows that v χ v (∆) = 1, and the proposition follows. 
and dividing both sides by
The lemma follows.
Theorem 6.6. For all sufficiently large X,
Proof. Suppose X is large enough so that the natural group homomorphism η : C(K, X) → Γ 1 is surjective (this holds for all sufficiently large X by Proposition 5.8(i)). By Proposition 6.2, the parity of r(χ) depends only on η(χ). Since η is a homomorphism, all of its fibers have the same size, so by Proposition 6.2
Now the theorem follows from Lemma 6.5.
Remark 6.7. As the proof shows, the equality of Theorem 6.6 holds with C(K, X) replaced by any subset B ⊂ C(K) having the property that there is a subgroup A ⊂ C(K) such that the natural map A → Γ 1 is surjective and AB = B. This will apply to the sets B m (X) in §11 with A = C(1, X) for sufficiently large X, when p > 2; see Proposition 9.6.
For the rest of this section, we fix an elliptic curve E/K and take T = E [2] with the natural twisting data of Definition 3.4. Proposition 6.9 below computes the δ v for E [2] , in all cases when v ∤ 2, and in certain cases when v | 2. We first need the following lemma.
Lemma 6.8. Suppose v ∈ Σ and ψ ∈ C(K v ). Let ω v be as in Definition 6.1, and let ω ψ v be the corresponding quantity defined with the elliptic curve E ψ over K v in place of E. Then for every χ ∈ C(K v ), we have
be as given by Definition 3.9 for E ψ in place of E. Then by Lemma 4.6,
hv(1v,ψ)+hv(1v ,χψ)+hv(1v,ψ) χψ(∆) = ω v (χψ).
Proposition 6.9. Suppose E is an elliptic curve over K, and T = E [2] with the natural twisting data. For every v ∈ Σ, let m 
Proof. Most of the entries in the table follow directly from calculations of Kramer [9] , using Lemma 4. hv(1v ,χ) = χ(∆) for every χ ∈ C(K v ), so ω v (χ) = 1. If E has reduction type I * 0 , then E has a quadratic twist with good reduction, so by Lemma 6.8 we again have ω v (χ) = 1 for every χ. In either case m
In this case the number of connected components of the Néron model is odd, and E has additive reduction at v, so
Suppose χ ∈ C(K v ), χ = 1 v , and let F be the corresponding quadratic extension of K v . In this case Tate's algorithm [25] shows that
with profinite abelian groups B, B ′ of odd order, and ord v (∆) is odd.
where χ a is the quadratic character corresponding to K v ( √ a). The discussion above showed that
and with
Combining these facts gives the entries in the last two rows of the table.
Corollary 6.10.
(i) If K has a real embedding, then for all sufficiently large X we have
(ii) If K has no real embeddings, E/K is semistable, and E has multiplicative reduction at all primes above 2, then for all sufficiently large X |{χ ∈ C(K, X) : r(χ) is even}|
Proof. If K has a real place v, then Proposition 6.9 shows that δ v = 0, so (i) follows from Theorem 6.6. Under the hypotheses of (ii), Proposition 6.9 shows that 0 < |δ| < 1, so (ii) follows from Theorem 6.6 as well.
Example 6.11. Let E be the elliptic curve labelled 50B1 in [2] :
and let K be a finite extension of Q( √ −2), unramified at 5. Then for all sufficiently large X,
As K varies, these values are dense in the interval [0, 1].
Proof. The discriminant of E is −2 5 · 5 2 , which is a square in K, so ∆ = 1 in
Over Q 2 , E has split multiplicative reduction, so E has split multiplicative reduction at every prime of K above 2. Over Q 5 , E has Kodaira type II, and since K/Q is unramified at 5, E has Kodaira type II at all primes of K above 5. Further, since K is unramified at 5 we have E(K) [ where n 2 (resp., n ∞ = [K : Q( √ −2)]) is the number of places of K above 2 (resp., above ∞). By [5, Theorem 1.3] (the "2-Selmer parity conjecture"), combined with the Cassels pairing (see for example [10, Proposition 2.1]), it follows that dim F2 Sel 2 (E/K) ≡ n ∞ + n 2 (mod 2).
The field K has no real embeddings, and E has good reduction at all primes of K not dividing 10. Hence Proposition 6.9 shows that the δ of Definition 6.4 is given by δ = (−1)
so the desired formula follows from Theorem 6.6. To prove the final assertion, suppose L is a finite extension of Q, unramified at 5, in which 2 splits completely, and let t :
In this case the quantity in the formula of the theorem is
As m and t vary, the sets
are both dense in R ≤0 . It follows from the continuity of the exponential function that the set {(−1)
. This completes the proof.
Note that the Selmer rank and Mordell-Weil rank of E χ are related by
and if the 2-part of the Shafarevich-Tate group X(E/K) is finite, then
Thus by Theorem 6.6 we expect that rank(E χ (K)) is odd (and therefore at least one) for exactly (1 − (−1) dimF 2 E(K) [2] δ)/2 of the twists E χ . This leads to the following generalization of Goldfeld's conjecture [6, Conjecture B].
Conjecture 6.12. The average rank of the quadratic twists of E/K is given by
Example 6.13. This example shows that the fraction of even ranks given by Theorem 6.6 does depend on the way we have chosen to count the twists. Let C(K, X) be as above, and consider also the characters ordered by conductor, i.e., let C cond (K, X) := {χ ∈ C(K) : Nf χ < X} where f χ is (the finite part of) the conductor of χ. Let E be the elliptic curve 38B1 in [2] y 2 + xy + y = x 3 − x 2 − 12x + 15 and K = Q(i). Then r(1 K ) = 0, and E has split multiplicative reduction at the primes (1+i) and (19) , and good reduction everywhere else. We have |C(K 1+i )| = 2 4 and |C(K 19 )| = 2 2 , and according to Proposition 6.9 we have ω v (χ v ) = 1 if and only if χ v = 1 v , for v = (1 + i) or (19) and χ v ∈ C(K v ).
If X > N(19) = 19
2 , then the images of the characters χ in the group C(K, X) are uniformly distributed in C(K 1+i ) × C(K 19 ). Hence under the map C(K, X) . This is the content of Theorem 6.6 in this case. Now consider the density using C cond (K, X) instead of C(K, X). The quadratic characters of K correspond bijectively to squarefree integers d ∈ Z[i] modulo ±1, and C cond (K, X) corresponds to d with Nd < X. These characters no longer map uniformly to C(K 1+i )×C(K 19 ); for example, the fraction of characters unramified at (19) 
the fraction mapping to (1, 1) 
Parity (p > 2)
In this section we take p > 2 and we study how the parity of dim Fp Sel(T, χ) varies as χ varies. The main result is Theorem 7.7.
Suppose throughout this section that p > 2 and that (5.1), (5.2) are satisfied.
where Sel(T, χ) is given by Definition 3.6, the Selmer group for the twist of T by χ. Similarly, if γ ∈ Γ d we let r(γ) := dim Fp Sel(T, γ). Let η : C(K) → Γ 1 be the natural homomorphism.
For the next few results we introduce the following notation. Order the primes of K not in Σ by norm, Nq 1 ≤ Nq 2 ≤ · · · . For every n, let C n ⊂ C(K) be the subgroup C n := {χ ∈ C(K) : χ is ramified only at v ∈ Σ and at q i with i ≤ n}.
, then there is a ψ ∈ C n , ramified at q n and unramified at q 1 , . . . , q n−1 , such that
qn then no character of order p can ramify at q n , so C n = C n−1 . If µ p ⊂ K × qn , then by Lemma 5.8(ii) there is a character ψ ∈ C n ramified at q n and unramified at q 1 , . . . , q n−1 . The restriction of ψ generates Hom(O × qn , µ p ), so ψ generates C n /C n−1 . If q n ∈ P k and p ∤ i then w(ψ i χ) = w(ψ i ) + w(χ) = k + w(χ). This proves the lemma.
For every γ ∈ Γ 1 define s n (γ) := |{χ ∈ C n : η(χ) = γ and w(χ) is even}| |{χ ∈ C n : η(χ) = γ}| − 1 2 .
Let D := ker(sign ∆ ) ⊂ Γ 1 , where sign ∆ : Γ 1 → µ p is given by Definition 5.4.
Lemma 7.2. If q n ∈ P 1 and ψ ∈ C n is as in Lemma 7.1(ii), then η(ψ) / ∈ D.
Proof. By Lemma 5.5(iii) we have ψ qn (∆) = 1. If q / ∈ Σ ∪ {q n } then ψ q (∆) = 1, so
Lemma 7.3. There is an N ∈ Z >0 such that if n ≥ N then s n (γ) depends only on the image of γ in Γ 1 /D.
Proof. By Proposition 5.8(iii), if n is large enough then for every γ ∈ D there is a character ψ γ ∈ C n ramified only at primes in Σ ∪ P 2 , such that η(ψ) = γ. If γ 1 , γ 2 ∈ Γ 1 , and γ 2 γ
Further, for every χ ∈ C n we have w(χ) ≡ w(ψ γ χ) (mod 2). Thus s n (γ 1 ) = s n (γ 2 ), which proves the lemma.
Let R Γ1 denote the R-vector space of (set) maps from Γ 1 to R. Let g 0 ∈ R
Γ1
be the map that sends every γ to 1, and let s n ∈ R Γ1 be as above. k where q n ∈ P k , andψ := η(ψ) ∈ Γ 1 . Then for every f ∈ R Γ1 , we have
Proof. For γ ∈ Γ 1 , let f γ ∈ R Γ1 be the function that takes γ to 1 and everything else to 0. Since the pairing [ , ] is bilinear, it is enough to prove the lemma when f = f γ . We have [f γ , s n ] = s n (γ), [f γ , s n−1 ] = s n−1 (γ), and [f γ , g 0 ] = 1, so to prove the lemma we want to show that for every γ,
If µ p ⊂ K × qn , thenψ = 1 ∈ D, and C n = C n−1 by Lemma 7.1(i), so s n (γ) = s n−1 (γ) for every γ and (7.1) holds in this case.
Suppose now that µ p ⊂ K × qn , so ψ is ramified at q n . Then for every γ ∈ Γ 1 , χ ∈ C n−1 , and 0 ≤ i < p we have η(ψ i χ) = γ and w(ψ i χ) is even ⇐⇒ i = 0, η(χ) = γ, and w(χ) is even, or i = 0, η(χ) =ψ −i γ, and (−1) w(χ) = ε.
Thus, using that C n = p−1 i=0 ψ i C n−1 by Lemma 7.1(ii), we have
Ifψ ∈ D then ε = 1 by Lemma 7.2, s n (ψ i γ) and s n−1 (ψ i γ) are independent of i by Lemma 7.3, and (7.2) becomes s n (γ) = s n−1 (γ). Ifψ / ∈ D thenψ generates Γ 1 /D, so (using Lemma 7.3)
and (7.1) follows from (7.2).
Proof. We first prove the corollary when f = g 0 . Choose n > N with N as in Lemma 7. Now the corollary for arbitrary f ∈ R Γ1 follows from Lemma 7.4 and (7.3).
Definition 7.6. Define
Note that ρ cannot be 1/2, since |Γ 1 | is odd.
Proof. By Corollary 3.11, we have r(χ) ≡ r(η(χ)) + w(χ) (mod 2) for every χ, so
Then w(χ) is even for every χ by Lemma 3.3(ii), so r(χ) is odd if and only if r(η(χ)) is odd. By Proposition 5.8(i), η restricts to a surjective homomorphism C(K, X) → Γ 1 for sufficiently large X. Thus for large X
We may assume (Proposition 5.8(i)) that n is large enough so that the map η : C n → Γ 1 is surjective. Let f : Γ 1 → {±1} be the map defined by f (γ) = (−1) r(γ) . Using (7.4) we have
Since all fibers of η have the same size, we have
Now (ii) follows from Corollary 7.5.
Remark 7.8. Fix an elliptic curve E/K, and let p vary. Serre's theorem [20] shows that p | [K(T ) : K] for all but finitely many p, so Theorem 7.7(ii) shows that for all but finitely many p, half of the twists have even Selmer rank and half have odd Selmer rank.
Changing Selmer ranks
In this section we study how the Selmer rank changes when we change one local condition, i.e., we study dim Fp Sel(T, γ) − dim Fp Sel(T,γ) when γ ∈ Γ dq projects tō γ ∈ Γ d . Proposition 8.1 evaluates this difference in terms of the dimension of the localization loc q (Sel(T,γ)), and Proposition 8.8 describes the distribution of the values dim Fp loc q (Sel(T,γ)) as q varies.
We continue to assume that (5.1) and (5. If dq ∈ D, let η d,q : Γ dq → Γ d be the natural projection.
(i) Suppose q ∈ P 1 , γ ∈ Γ dq , and η d,q (γ) =γ. Then 0 ≤ t(q) ≤ 1, and
(ii) Suppose q ∈ P 2 . Then |η
Proof. Let S(γ) be the Selmer structure of Definition 3.6. Define shows that V is a maximal isotropic subspace of H 1 (K q , T ) with respect to the local Tate pairing, and by Definition 2.3(ii), the quadratic formvanishes on V , so V ∈ H(). In particular if q ∈ P i , then by Lemma 2.7
, the unramified subspace. If i = 1 let V γq be the unique element of H ram (), and if i = 2 let V γq := α q (γ q ), where α q : C(K v ) → H ram () is part of the given twisting data. Then by definition we have exact sequences
Suppose first that q ∈ P 1 , so i = 1. We have V ∈ H() = {V ur , V γq }, and dim Fp (V ur ) = dim Fp (V γq ) = 1. If V = V ur then t(q) = 1 and V ∩ V γq = 0, and if V = V γq then t(q) = 0 and V ∩ V γq = V . Now (i) follows from (8.1).
Next, suppose that q ∈ P 2 . Then |η
. By Theorem 3.10 we have r dq (γ) ≡ r d (γ) (mod 2), and by definition V γq ∩ V ur = 0.
If t(q) = 2, then V = V ur , so V ∩ V γq = 0 and r dq (γ) = r d (γ) − 2 by (8.1). If t(q) = 1, then (8.1) shows that dim Fp (V ∩ V γq ) must be odd. Therefore dim Fp (V ∩ V γq ) = 1 and r dq (γ) = r d (γ).
If t(q) = 0, then V ∈ H ram (), and (8.1) shows that dim Fp (V ∩ V γq ) must be even, so dim Fp (V ∩ V γq ) = 0 or 2. But dim Fp (V ∩ V γq ) = 2 if and only if V γq = V , and α q : C(K v )/Aut(µ p ) → H ram () is a bijection. Now the last part of (ii) follows from (8.1).
Proof. Let η 1 : Γ d → Γ 1 be the natural projection. By Proposition 8.1 and induction we have r d (γ) ≤ r 1 (η 1 (γ)) + w(d), and the corollary follows.
, and Y , such that for
• every Galois extension F of K that is abelian of exponent p over K(T ), and unramified outside of Σ(d), • every pair of nonempty subsets S, S ′ ⊂ Gal(F/K) stable under conjugation, • every Y > 0, and
and in particular the denominator in (8.2) is nonzero. 
Let F d,γ be the smallest extension of K(T ) such that for every c ∈ Sel(T, γ), the homomorphism Res K(T ) c factors through Gal(F/K(T )). In other words, F d,γ is the fixed field of ∩ c∈Sel(T,γ) ker(Res K(T ) c).
Proof. Let G := Gal(K(T )/K) and r := r d (γ). Fix a basis {c 1 , . . . , c r } of Sel(T, γ), and for each
is a G-equivariant injection. Let W be the
Since W is isomorphic to a G-invariant submodule of the semisimple module T r , W is also semisimple. If U is an irreducible constituent of W , then U is also an irreducible constituent of T r , so U ∼ = T . Therefore W ∼ = T j for some j. Then dim Fp Hom(W, T ) G = j by our assumption that Hom GK (T, T ) = F p . On the other hand, since we assume H 1 (K(T )/K, T ) = 0 we have that (8.3) is injective, soc 1 , . . . ,c r are F p -linearly independent and dim Fp Hom(W, T ) G ≥ r. Therefore j = r, so (8.4) is an isomorphism and (i) holds. The two displayed maps of (ii) are injective by definition, and both sides of the first map (resp., second map) have order p r (resp., p 2r ), so both maps are isomorphisms.
2r , so (iii) follows directly from Corollary 8.3.
By Definition 3.6, every c ∈ Sel(T, γ) is unramified outside of Σ(d), so each
) and let c i,j be given by the following table:
Then for i = 2 and j = 0, 1, 2, we have
More precisely, if L is a Cebotarev function in the sense of Definition 8.4, then for every ǫ > 0 and every X > L(w(d), Nd, 1/ǫ) we have We first consider the case q ∈ P 2 , or equivalently Frob q ∈ Gal(F d,γ /K(T )), so T /(Frob q − 1)T = T . For 0 ≤ j ≤ 2 let
If we set S := S j and S ′ := Gal(F d,γ /K(T )), then it follows from Definition 8.4 and Proposition 8.7(iii,iv) that for every X > L(w(d), Nd, 1/ǫ) we have
We can decompose R 1 into a disjoint union, over the p + 1 lines ℓ ⊂ T , of the nonzero elements of Hom(Sel(T, γ), ℓ). Thus |R 1 | = (p + 1)(p r − 1), and
This proves the proposition when i = 2. Now suppose p | [K(T ) : K], so that P 1 is nonempty. Suppose q ∈ P 1 , or equivalently Frob q | K(T ) has order p, so T /(Frob q − 1)T has dimension 1. Let
has order p and c(g) ∈ (g − 1)T for every c ∈ Sel(T, γ)} (note that c(g) is well-defined in T /(g − 1)T , independent of the choice of cocycle representing c). Then S is closed under conjugation, and t(q) = 0 if and only if Frob q ∈ S. If we set S ′ := {g ∈ Gal(F d,γ /K) : g| K(T ) has order p} then it follows from Definition 8.4 and Proposition 8.7(iii,iv) that for every X > L(w(d), Nd, 1/ǫ) we have |{q ∈ P 1 (X) : t(q) = 0}| |{q ∈ P 1 (X) :
It remains to compute |S|/|S
Evaluation at g induces a homomorphism λ g : Sel(T, γ) → T /(g − 1)T , and we have g ∈ S if and only if λ g is identically
Thus gh ∈ S if and only if the image of h under the composition
is equal to −λ g . Since φ is an isomorphism, there are exactly p r such h. It follows that the restriction map S → U is surjective, and all fibers have order p r . Therefore |S| = p r |U |, which proves the proposition when i = 1, j = 0. The result for i = j = 1 follows since {q ∈ P 1 : q ∤ d} = {q ∈ P 1 : q ∤ d, t(q) = 0} {q ∈ P 1 : q ∤ d, t(q) = 1}.
Local and global characters, when the image of Galois is big
Throughout this section and the rest of the paper, we suppose that the image of the map G K → Aut(T ) is large enough so that the following three properties hold:
T is a simple G K -module, (9.1) The main result of this section is Proposition 9.6.
Proof. Fix an F p -basis of T , so that we can identify Gal(K(T )/K(µ p )) with a subgroup of SL 2 (F p ).
Case 1: p ∤ |G|. Our assumption (9.1) implies that G = 1. In this case any nontrivial σ ∈ G satisfies (i), (ii) is trivial and (iii) is vacuous.
Case 2: G = SL 2 (F p ). All three assertions follow directly in this case.
Case 3: p | |G| and G = SL 2 (F p ). In this case, [20, Proposition 15] shows that G is contained in a Borel subgroup of SL 2 (F p ). It follows from (9.2) that G commutes only with scalar matrices in M 2×2 (F p ), and so there is a subgroup H ⊂ F × p , H ⊂ {±1}, such that with a suitable choice of basis
Now (i) and (ii) follow directly, and we must have p > |H| ≥ 3 in this case.
p be the subgroup defined in Lemma 5.2.
(ii) If p = 3, then |A| = 1 or 3, and
Proof. By Lemma 5.2, we have
Assumption (9.2) implies that if p = 2, then Gal(K(T )/K) ∼ = S 3 . Now (i) and (ii) follow directly from (9.4). If p > 3, then (iii) follows from (9.4) and Lemma 9.2(ii).
Lemma 9.4. Suppose L is a Cebotarev function in the sense of Definition 8.4, 
Proof. Let L be a Cebotarev function, and suppose X > L(w(d), Nd, 1). Global class field theory and (5.1) show that
We apply Lemma 5.6 with
Note that for χ ∈ C(K), we have
, then combining Lemma 9.4 and Lemma 5.6(ii) shows that the map
Thus for every γ ∈ Γ d we can find a χ ∈ C(K), unramified outside of Σ, d, and S 1 , that restricts to γ. Such a χ necessarily belongs to C(d, X), and this shows that
Similarly, if p = 2 then ∆ = 1 by Lemma 9.3(i). Lemma 9.4 shows that ker(J/J 2 → G/G 2 ) is generated by ∆, so by Lemma 5.6(i) the image of (9.5) is exactly Hom( 
Probability distributions
In this section we define canonical even and odd probability distributions P even , P odd on Z ≥0 , and the Markov process M that leads to them. We use standard results about Markov processes to express, for every probability distribution P, the limits lim k→∞ M 2k (P) and lim k→∞ M 2k+1 (P) as linear combinations of P even and P odd (Proposition 10.5).
Definition 10.1. A probability distribution (on Z ≥0 ) is a function P : Z ≥0 → [0, 1] such that n≥0 P(n) = 1. Let Maps(Z ≥0 , R) denote the vector space of (set) maps from Z ≥0 to R, and Ξ ⊂ Maps(Z ≥0 , R) the set of probability distributions. If P ∈ Ξ, we define the parity ρ(P) of P by ρ(P) := n odd P(n).
Let Ξ even , Ξ odd ⊂ Ξ be the subsets Ξ even := {P ∈ Ξ : P(n) = 0 if n is odd} = {P ∈ Ξ : ρ(P) = 0}, Ξ odd := {P ∈ Ξ : P(n) = 0 if n is even} = {P ∈ Ξ : ρ(P) = 1}.
Define operators M, π even , π odd on Maps(Z ≥0 , R) by
where we interpret P(−1) = 0, and
Lemma 10.2. We have:
for every P ∈ Ξ, (iv) if P ∈ Ξ then π even (P) ∈ (1 − ρ(P))Ξ even , π odd (P) ∈ ρ(P)Ξ odd , and P = π even (P) + π even (P).
Proof. Assertion (i) is clear from Definition 10.1 of M . Suppose P ∈ Ξ, and let P ′ := M (P). With the convention that P(−1) := 0, we have
and similarly n odd P ′ (n) = n even P(n). The rest of the lemma follows directly.
If P, P ′ ∈ Ξ, define
This norm clearly satisfies a triangle inequality ||P − P ′ || ≤ ||P − P ′′ || + ||P ′′ − P ′ || for every P ′′ ∈ Ξ, so it makes Ξ into a metric space.
Definition 10.3. For n ≥ 0 define
Define P even , P odd ∈ Maps(Z ≥0 , R) by P even (n) := c n if n is even 0 if n is odd, P odd (n) := 0 if n is even c n if n is odd.
Lemma 10.4.
(i) P even ∈ Ξ even and P odd ∈ Ξ odd . (ii) M (P even ) = P odd and M (P odd ) = P even .
Proof. For (i), we only need to show that n P even (n) = n P odd (n) = 1. See [16, Proposition 2.6], or [7] for the case p = 2.
It follows directly from the definitions that M (P even )(n) = 0 if n is even. If n is odd, then using that c n+1 /c n = p/(p n+1 − 1) we have
Thus M (P even ) = P odd , and in exactly the same way M (P odd ) = P even .
Proposition 10.5. For every P ∈ Ξ,
In particular if ρ(P) = 
In exactly the same way, P odd ∈ Ξ odd is the unique equilibrium state in Ξ odd and for every P ∈ Ξ odd we have lim k→∞ M 2k P = P odd . Now the proposition follows from Lemma 10.2(iii,iv).
Rank densities
In this section we use Propositions 8.1, 8.8, and 10.5 to prove Theorem B of the Introduction (Corollary 11.13 below). We will deduce this from a finer result (Theorem 11.11).
As in §9, we will assume throughout this section that (9.1), (9.2), and (9. To simplify the notation, define Γ
, and define probability distributions P
. By Proposition 9.6, the natural map
is surjective, and all fibers have the same order.
Recall that s(T ) := max{r 1 (γ) : γ ∈ Γ 1 }. 
, then the same holds with i = 1. Proof. Suppose d = q 1 · · · q m . For each j, by Proposition 5.8(ii) we can fix a character χ j ∈ C(q j ) that is (necessarily ramified at q j and) unramified outside of Proof. The corollary follows directly from Theorem 11.11 and Proposition 10.5.
Corollary 11.13. Suppose E is an elliptic curve over K, and T = E [2] with the natural twisting data. Suppose that Gal(K(T )/K) ∼ = S 3 , and that Σ contains a prime q ∤ 2 where E has good reduction and ∆ / ∈ (K Proof. We will show that ρ(P + 1 ) + ρ(P − 1 ) = 1, and then the corollary will follow from Corollary 11.12.
Since |Γ Let q be as in the statement of the corollary, and fix ϕ ∈ Γ 1 such that ϕ q (∆) = −1, and ϕ v = 1 v if v = q. Then multiplication by ϕ permutes the elements of Γ 1 , and if γ ∈ Γ 1 then by Theorem 3.10 and Corollary 3.12 we have (11.2) r(γϕ) − r(γ) ≡ h q (γ q , γ q ϕ q ) ≡ h q (1 q , γ q ) + h q (1 q , γ q ϕ q ) (mod 2).
By [9, Proposition 3] we have (−1) hq(1q,γq) = γ q (∆), (−1) hq(1q,γqϕq) = γ q ϕ q (∆) = −γ q (∆), so the right-hand side of (11.2) is odd. Therefore r(γ) is odd for exactly half of the γ ∈ Γ 1 , and we conclude that ρ(P Remark 11.14. The assumption in Corollary 11.13 that Σ contains a prime q ∤ 2 where E has good reduction and ∆ / ∈ (K × q ) 2 can always be satisfied by adding to Σ any prime in P 1 .
