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Abstract 
This thesis presents a numencal study on the autoignition process of methane in 
diesel engines. Traditionally, the method used by sirnilar studies is based on nurnerical 
studies in shock tube geometrïes. This work represents the first computationd work on 
the autoignition of naturai gas in geometric environrnents which closely mimic those 
encountered in diesel engines. 
In the present work, a numerical study that models the injection process up to the 
time of autoignition uses an in-house code developed by the author which solves the 
Reynolds averaged Navier-Stokes equations coupled with a sirnplified reaction (ignition) 
model. The equations are implicitly solved in fully coupled format. Turbulence viscosity 
is obtained by solving a specialized k - E turbulence mode! which has been specially 
modified for application to the engine flow. The transient flow computation stops as 
soon as local ignition occurs. 
As part of this research, a specialized conjugate gradient algorithm with block 
correction algorithm, B-CGSTAB, has been developed. The scheme greatly improves upon 
the inherent disadvantage of standard conjugate gradient methods, i.e., it improved 
convergence rate for solving large numbes of grids and improved capabilities for handling 
large aspect ratio grids- 
This work establishes that the injectorlcylinder orifice velocity and temperature 
profiles are characterised by a double-hump shape, significantly different from the 
conventional box-hat or parabolic profile usually assumed for unsteady high speed 
injection processes. The double-hump profile results fiom supersonic injection causing 
radical expansion when the flow is transient. 
The present study formulates a new kinetic modei for modelling natural gas 
autoignition. Numerical regression is used to rnodifi Arrhenius constants and activation 
energies so as to make the computational resdts conforni to the experimental data. In 
addition, this analysis has lead to a better understanding of how to determine possible 
ignition locations. Ignition generally occurs at locations where the fuel-air mixture is 
near: stoichiometric and the fluid velocities are low. This latter condition is interpreted to 
coincide with regions where the convective heat losses are minimal. 
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Natural gas' (NG) has been suggested to be the best near term solution to clean air 
requirements [Jeske and Jennings, 19921 because it offers an attractive combination of 
reduced emissions, low cost, and domestic availability [Beck, 19901. In addition. naturai 
gas has a low propensity to soot, hence, it is known as a clean burning fuel. Reduced 
sooting is a very attractive feature for diesel engines in particular [Jeske and Jemings. 
19921. Consider, for example, emissions fiom a TecoDrive 7000 compressed natural gas 
engine test [SAE Detroit, 19931 where nitric oxides (NO& carbon monoxide (CO). and 
hydrocarbon ( H a  emission levels of 1.4 g d h p - h r ,  14.3 gm/bhp-hr, and 0.3 gdbhp-hr 
were measured, respectively. These are extremely low levels in cornparison to the 
I Nahiral gas is a mixture of hydrocarbon fuels. The largest hction. ofien 90 % or more. is methane, 
followed by ethane (2 to 10 %), propane (1 to 4 %) and trace elements [Fraser, 199 11. 
7 
Nitric Oxide (NO) and nitric dioxide (NO9 emission Ievels are cornmonly grouped together and are 
ref'rred to collectively as NO,. This practice is pragmatic in origin as the reactive NO readily becomes the 
more stable NO? during the typical gas sampling process. Consequently, reliable NO or NO, emission 
measurements are much more difficult to obtain than a total NO, measurernent. 
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California Air Resources Board (CARB) requirements for 1994 which are j gm/bhp-hr, 
37.1 m h p - h r ,  and 1.7 M h p - h r ,  for IV&, CO, and non-methane hydrocarbon 
(NMHC') emissions levels, respectively. It is estimated that over one million vehicles in 
North America will be on the road by the year 2000 [Naber et al., 19941, and the use of 
natural gas (NG) as a fuel for internai combustion engines (ICEs) has been growing in 
recent years. 
There are several technological issues specific to the application of natural gas in 
intemal combustion engines that have been identified through discussions with engine 
manufacturers [Hall, 19881. The three major needs identified were: the reliable spark 
ignition of lean mixtures, die compression-ignition of natural gas in diesel-cycle engines. 
and the control of knock. This thesis is directed at addressing the second item, 
compression-ignition of natural gas. 
Much of the work on NG engines to date has focused on premixed spark-ignited 
engines paber et al., 19941. Recently, however, engine manufactures have begun 
explorhg the use of NG in medium- to heavy-duty direct-injection (DI) diesel engines. 
Examples of DI operation with NG are a modified two-stroke 6V-92 (205 kw) by Detroit 
Diesel Corporation (DDC), a modified four-stroke 3516 locomotive engine (1550 kw) by 
Caterpillar, and the Wartsila GD32 (5900 kw) [Naber et al., 19941 . Such engines offer 
the potential for higher efficiency and power density than other NG engine options 
because conventional liquid-fuelled, DI, diesel engines benefit fiom an ability to operate at 
higher compression ratios than premixed spark ignition engines. A higher compression 
ratio improves engine efficiency and power density [Heywood, 19881. The easiest method 
to convert diesel engines to naniral gas operation is by using a premixed charge. 
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Unfomuiately, diesel engines using naturai gas prernixed with the intake air are limited by 
the same uncontrollable knock problems that limit the compression ratios of premixed spark 
ignition engine. Throttling tosses may also exist in premixed charge naturd gas engines. 
Thus, premixed charge, nahiral gas, diesel engines suEer fiom lower efficiencies than 
conventional diesels. A DI, natural gas, diesel engine such as those mentioned above 
eliminates throttiing losses, and the uncontrolled autoignition problem of knock is less 
severe (to non-existent). 
The development of a DI, gaseous-fùelled, diesel engine, however, is a non-trivial 
extension of DI. liquid-hielled, diesel engine technology. Liquid injection is a well 
developed technology whereas high pressure (e.g., 20 Mpa), supersonic transient (process 
completed in about 3 ms), gas injection is not. In fact, suitable hi& pressure gas injectos 
are still in the development stage and, as yet, are not commercially available. In addition. 
the conversion of liquid-fuelled DI diesel engines to natural gas DI diesel operation results 
in a number of other unique design problems. For example, there are differences between 
liquid and gaseous fuel-air rnixing; differences in fuel autoignition delay times; and 
differences in flame propagation (e.g., flame speed). There are dso uncertainties of the 
sensitivity of natural gas ignition to engine operating conditions and to the large variations 
in composition3 that occur across the US. and Canada [Liss, 19921. 
With few exceptions, attempts at natural gas DI engines have relied on forced 
ignition, (i.e., spark-plugs and glow-plugs) or dual fùelling w e n e l l ,  19871 rather than 
naturai gas compression-ignition because of the poor compression ignitability of nahual gas 
3 Commercial grade natural gas reported by Liss. et al [1991] has a composition by weight of 99.6 % 
methane, while natural gas from U.S. has a composition of 75-98 % methane, 0.5-13 % ethane, and 0-2.6 % 
propane. 
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(octane nurnber = 120 Eubesh, 19921). The recently rnodified two-stroke 6V-92 Detroit 
Diesel naturai gas engine under development is an exception. Reduced scavenging (Le., in- 
cylinder exhaust gas recirculation) and high compression ratio (23: 1) were used to achieve 
autoignition conditions in the 6V-92. The advantages of compression-ignition over ignition 
assisted and dual füelling DI options are simplicity and cost [Naber et al., 19941. 
Understanding the processes controlling the ignitability (autoignition) of natural gas 
in diesel engines is critical to the development of a compression ignition, DI, natural gas, 
diesel engine. Detemination of the autoignition delay tirne of a diesel fuel as a fimution of 
environment (e.g., pressure, temperature) and system (e.g., combustion charn ber geometry) 
variables permits quantification of a fuel's ignitability. 
With the success of multidimensional computations, which can provide improved 
understanding of the ignition process and prediction of in-cylinder flow fields, it is of no 
surprise that modelling efforts are being pursued to assist natural gas DI diesel engine 
development efforts. With respect to modelling natural gas DI diesel engines there are two 
basic approaches being pursued. 
First, a detailed kinetic code has been used [Westbrook, 1979 and 1987; Naber et 
al., 19941, however, this code calculates detailed kinetics (for example, several hundred 
reaction equations) and is hence computationally intensive. Consequently, the effects of in- 
cylinder turbulence, mixing, and geometry are neglected. These omissions severely limit 
these works' ability to reproduce experimental results [Fraser et al., 1991; Naber et al., 
19941 beyond identifjmg gross trends. 
Second, using simplified kinetic relations for natural gas, many researchers Bill, 
1993, Papageorgakis, 19961 are modelling in detail the turbulent mWng environment into 
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which the DI natural gas is injected. Enghe geometries and operating conditions are 
realistic. These computations generally follow a complete engine cycle. Unfortunately, just 
as it is computationaily prohibitive for this approach to model the detailed kinetics, it is also 
computationally prohibitive for them to model in detail the injection process. 
The work reported in this thesis models the details of the injection process [Zhang et 
al, 19941. To reduce the compuiational expense the use of a simplified kinetics scheme and 
a simplified but realistic geometry are assumed. The calculation follows the injection 
process only up to the tirne of autoignition. Modelling the details of naturai gas DI diesel 
engine injection is the major contribution of this thesis. This work represents the h t ,  and 
currently only known, detailed analysis of the high pressure, supersonic, transient injection 
of n a d  gas into a turbulent diesel engine type environrnent. 
The overall goal of this work is to develop an irnproved understanding of the 
processes governing the autoignition of nahual gas in a diesel engine environrnent. Specific 
objectives are given in Section 1.3 which focus this thesis' work on the task of 
understanding the details of the natural gas injection process through modelling. In 1991 
when this work began the only data on the autoignition characteristics of natuml gas 
injected into diesel engine type enwonments was that of Fraser et al [1991]. The only 
supporting computational work is that provided indirectly by detailed kinetic calculations 
westbrook, 19791. This thesis directly complements the experimental work of Fraser et al. 
[ 199 11, and more recently, Naber et al. [1994] who extended the work of Fraser et al. 
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1.2. Objectives 
Works modelling the autoignition details of natural gas injected at high pressures directly 
into diesel engines in a fashion sirni1a.r to Iiquid-injected diesel hiel are quite limited. 
Most of these works that model natural gas autoignition in diesel engine environments 
focus on the chernical kinetic mechanisms through detailed kinetic calculations from 
which it is currently impossible to determine autoignition site location, its cycle-to-cycle 
variability, and the important role played by turbulence mixing. As a result, m e r  study 
and development into modelling natural gas autoignition in diesel engines is justified. 
The two primary objectives of the present study are as follows: 
(1 ) to improve our understanding of the autoignition characteristics of natural 
gas injected directly, at high pressure (e.g. 3000 psi), into diesel engines. Specifically the 
influence of various factors such as rate of injection, injector shape, cylinder and fuel 
temperature and pressure, are to be considered. Autoignition delay times, autoignition 
site location variability, and fuel-air mixing are also of interest. This objective will be 
ac hieved upon 
(2) development/selection of a computational model and solution algorithm 
for turbulent, unsteady, compressible reacting flows suitable for predicting the 
autoignition charactenstics of natural gas in a diesel engine geometry. 
This work is an extension of earlier research by Fraser et a l  [1991]. Fraser et al.'s 
and Naber et al's [1994] studies represent the available expenmental data on the 
autoignition characteristics of natural gas over a range of typical diesel engine condition 
temperatures (1000 K to 1800 K)  and pressures (5 atm to 55 atm). In addition, these 
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experiments sirnulate diesel engine geometry and characteristic times of injection. This 
work focuses on modelling the compression-ignition properties of natural gas injected 
into a combustion chamber sirnilar to that used by Fraser et al. and Naber et al. This 
work complements and extends the work of Fraser et al. and Naber et al. by providing 
insight into the role of rnixing on autoignition delay times; on the cycle-to-cycle 
variation in location of autoignition in the combustion chamber; and on the sensitivity of 
parameters. These results can hopefully be used to provide a basis for füture high- 
pressure natural gas injector design and assist in the selection of operation procedures for 
natural gas füeled diesel engines. 
1.2.1 Direction and Scope 
This research focuses on studying the autoignition characteristics of naturai gas in diesel 
engines with particular contributing emphasis on three aspects of this problem. Fim. to 
identi& a global reaction mode1 that, when coupled with a detailed injection flow model, 
provides ignition delay times consistent with the expenments of Fraser et al. [199114. 
Second, to ascertain the role of temperature, pressure, boundary conditions, and turbulent 
rnixing, on natural gas autoignition delay times. niird, to determine the location(s) of the 
first autoignition event(s). Note, the combustion process following autoignition is not 
4 The experimental data of Naber et al. [1994] was not available during the global reaction selection 
phase of this work. Regardless, the work of Naber et al. (19941 simply extends the work of Fraser et al. 
and hence represents data that c m  be used in the future to refme the global model seiected in this work 
[Section 3.5). 
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investigated. The associated complexities of following the combustion process/flame put 
such an investigation beyond the scope of this work. 
As implied in the objectives identified in section 1.2, this study of natural gas 
autoignition in diesel engines seeks to enhance the engine comrnunity literature. Hence, a 
detailed analysis of numencd procedures, such as the order of discretization, the error of 
nurnerical methods, the details of algebraic solver principles, the universality of 
turbulence and chemical kuietic rnodels, etc., are for the most part beyond the scope of 
this work. The rationale for the numerical methods, the models, and the solvers selected 
for solving the specific problem of diesel engine natural gas autoignition, however, is 
provided. 
Ou tline 
The structure of ihis thesis is as foliows. This chapter identified the motivation behind 
this work to mode1 n a f d  gas autoignition in DI natural gas diesel engines. Chapter 2 
provides a more detailed history with respect to natural gas autoignition studies, both 
experimental and computational. As background, section 2.1 descnbes some of the more 
important features with respect to this work of diesel engine operation. The equations, 
which involve the conservation of mas ,  momentum, energy, and species under Cartesian 
and axisyrnmetric m e s ,  as well as the turbulence model and reaction mechanism, are 
discussed in Chapter 3. Chapter 4 follows with a discussion of the selected numencal 
approach. Some aspects of matrix solver behavior are covered in chapter 5. While 
Chapters 3 to 5 are concemed with code selection, i.e., primary objective (2), Chapter 6 
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addresses objective (1). Chapter 6 presents the modelling results showing the effects of 
injection pressure, initial temperature, and turbulence mixing. The analysis of the 
characteristics of pressure-wave propagation in two-dimensional or axisymrnetric 
geometricai cases is aiso presented. In the fmd chapter, Chapter 7, the major 





In diis chapter three topics directly related to the direct, high pressure, injection of natural 
gas into a diesel engine are reviewed: basic diesel engine operation, background 
expenmentai work, and background modelling work. The first part. diesel engine 
operation, discusses major charactenstics of diesel engine operation and identifies why 
autoignition delay time and ignition location are important design parameters. The 
second part, experimental work, reviews the experimental work of Fraser et ai. [1991] 
and Naber et al. [1994] and its relevance to the present study. These are the only two 
publicly available works to detail the autoignition charactenstics of natural gas under 
diesel engine type pressure and temperature operating conditions. The final part. 
modelling work, reviews previous autoignition modelling work and then critically 
assesses this work against the expenmental work of Fraser et ai. and Naber et al. This 
being a first attempt at a detailed modelling of the events leading to NG autoignition in 
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diesel engine environments it was necessary to restrict the scope of this work to a 
manageable level, e-g., flame propagation is not pursued. One development, (writing the 
code), and three technical problems were identified for study (injecter boundary 
conditions, reaction kinetics, and autoignition site location). 
2.2. Diesel Engine Operation 
Figure 2.1 shows a schematic of the combustion charnber of a typical direct injection (DI) 
diesel engine. When the piston is at top-dead-center (TDC) (i.e., a minimum volume for 
Figure 2.1 : A typical direct-injection diesel-fueled engine [Benson, 1979j. 
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the combustion chamber), this corresponds to the zero (and 360' ) crankshaft angle degree 
location. Remaining piston positions are then referred to as so many degrees before, or 
after, TDC, e.g., -10' is equivalent to 350°, with the angle determined with respect to the 






TC - top center 
BC -- bonorn center 
B -- diameter of cylinder 
L ---- distance between top center and bottom center 
P> --- a volume when piston is on top center 
Vd ---- a volume when piston is on bottom center 
I --- Iength of connecting rod 
a ---- radius of crankshaft 
8 ----angle ofcrankshaft 
s --- distance between piston center and crankshaft 
Figure 2.2: Geometry of cylinder. piston and crankshaft , 
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In production diesel engines, fuel is injected in advance of TDC (e-g., -104 to 
accommodate the autoignition delay time of diesel fuel while atternpting to realize an 
ideal diesel cycle (see Figure 2.3). Knowledge of the autoignition delay t h e  is therefore 
an important factor in DI engine operation. 
Volume 
Figure 2.3: Ideal dual combustion cycle. 
Figure 2.4 shows the variation of thermodynamic work corresponding to three advanced 
injection angles on a P - V process d i a m  for a two-stroke engine. Comparing the areas 
of the enclosed curves shown in Figure 2.4 it is seen that there is an optimum injection 
angle that yields the greatest thermodynamic work (i-e., maximum area), and thus, 
(c) tntgct>on angle tn adMnce u too small 
Figure 2.4: Thermodynarnic work for a two-stroke engine penson, 19791 
Larger diesel cycle enclosed area corresponds to greater 
engine combustion efficiency. 
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highest eficiency (ail other parameters constant) in a given engine cycle. In particular, 
when the advance injection angle is too small, the combustion process does not occur at 
the highest pressures possible resulting in reduced power and efficiency. Altematively, 
when the advance injection angle is too early (e-g., -20") more work is needed for 
compression which in turn lowers efficiency penson, 1979; Heywood, 1988; Weaving, 
1990; Whitelaw, 19881. 
A heavily delayed (e.g., positive angle) injection or flame quenching by the 
charnber wall will both increase pollutant emissions because of incomplete füel 
combustion. The latter effect, flame quenching by chamber walls, reveals a need to 
control in-cylinder-fluid flow in order to control autoignition and subsequent flame 
locations. It will be found that the high-pressure natural gas injection jet in general 
dominates diesel engine chamber flows up to the time of autoignition. In surnrnary. 
autoignition delay time and ignition location are cntical parameters in establishing diesel 
engine timing and emission values, respectively. 
2.3. Review of Experimental Work 
The fm study of the autoignition of methanel-oxygen mixtures in a shock tube was canied 
out by Skinner and R u e h e i n  in 1959. Since then many investigaton, such as Cooke and 
Williams [1975], Heffington et al. [1977], Tsuboi and Wagner [1975], Matula et al. [1973]. 
I Recall, natural gas is primarily methane. Commercial grade natural gas is nominally 93% 
methane. 
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Olson and Gardiner [1977], etc., have reported on methane-oxygen studies based on shock 
tube experiments. Shock tube midies provide aspects of premked chemical reaction such 
as autoignition delay tirne, activation energy, temperature trends, pressure trends, and the 
effect of additives. Shock tube studies can also ascertain if the ignition processes of any 
two fuels are coupled to each other. Such studies are lirnited to the low pressures (typically 
1-4 atm) and high temperatures (1300-2100 K) of shock tube data, however, they do not 
simulate the higher pressure, lower temperatures at fuel injection, inhomogeneous charge 
conditions, found in diesel engine combustion chambers. For example, in a real engine, 
fuel and air are still mixing when autoignition occurs in a turbulent flow that is highly 
multi-dimensional, not one-dimensionai like shock tube studies. The only available data on 
the autoignition of natural gas under diesel like pressures and temperatures is that of Fraser 
et al. [199 11 and Naber et al. [1994]. 
The objective of this section is to present the experimentai work of Fraser et al. 
[1991] and Naber et al. [1994]. These experiments form the foundation for this work, 
i.e., they provide experimental data with which the modelling work will ultimately be 
compared in an attempt to validate the overall code. 
An experiment into the autoignition of methane and natural gas in a simulated 
diesel engine environment was first reported by Fraser et al. [1991]. Fraser et al.3 
experiment simulates a diesel engine combustion charnber by injecting fuel into a diesel 
engine size, pancake shape, combustion vesse1 at in-cylinder diesel engine like 
temperatures and pressures. Turbulence levels of diesel engines are not simulated in an 
attempt to provide easier to simulate data and hence, hopefùlly, the physics of kinetics 
and rnixing can more easily be extracted. In effect Fraser et al.'s experirnent decouples 
the effects of natural gas injection and the strong turbulent fluid flow created by piston 
movement. The experiments yield autoignition properties in a field of non-uniform 
fheVair mixture and include the injection process. They aiso examine the influence of 
additives on ignition delay times. 
Naber et a1.3 experiment is an extension of the earlier research by Fraser et al. 
Fraser et al. experimentally investigated the autoignition of simple methane and bhary 
methane-ethane mixtures at lower ambient pressures (0.5 - 5.5 Mpa) than Naber et al. 
Naber et al.3 work considers a broader range of themodynamic conditions that include 
engine TDC conditions, realistic NG fuel compositions, and a fuel injector that is more 
characteristic of current DI NG engine development efforts. These more recent NG 
autoignition experiments also expand on the work of Fraser et al. in several ways: they 
investigate the effects of arnbient densities (fiom 6.2 to 32.6 kg/m3) for several natural 
gas compositions; they more clearly quantifi the effects of pressure, density, and 
temperature; they attempt to investigate the interaction of stoichiometry and chernical 
kinetics at ignition; they assess the maximum reduction in ignition delay possible with 
increases in ethane, propane, and n-butane concentrations; and they assess the impact of 
the experirnental technique themselves on the measured ignition delays. 
A more detailed discussion of the experimental work done by Fraser et al. and 
Naber et al. will be given in the following sections. Present research focuses prirnady on 
modelling the experiments of Fraser et al. 
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2.3.1 Experimental Procedure 
The experiments of Fraser et al. were conducted in a constant-volume combustion vessel 
designed by Volkswagen Research in West Germany [Siebea, 1987. Figure 2.5 shows a 
schematic cross-section of the combustion vessel used. The vessel has a pancake shaped 
COMBUSTION CHAMBER: 
80 mm diamcter 
29 mm deep 




Figure 2.5: Constant-volume combustion vessel system 
used by Fraser et al. [199 1 1. 
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combustion chamber 80 mm in diameter and 29 mm in deep and was designed for pressures 
up to 100 atm. Naber et al.3 [1994] experimental vessel was 1 14 mm in diameter and 28.6 
mm in width and was designed to sirnply be an enlarged version of the Volkswagen 
combustion vessel that could withstand pressures up to 200 atm. Sapphire wllidows at each 
end of the vessel permit full field line-of-sight optical access to the charnber. As show in 
Figure 2.5, there are five interchangeable access ports and one injector port on the 
circumference of the vessel (Naber et DL'S experirnent has two injector ports). Mounted in 
the five interchangeable access ports are the following: two air operated valves, one for 
intake and another for exhaust; a surface gap spark plug; a pressure transducer; and a 
mixing fan. The mWng fan maintains a homogeneous temperature throughout the 
combustion vessel. The introduced turbulefice is much lower than that found in diesel 
engines. Walls are kept at a reaiistic 444 K. 
A two step combustion process is used to sirnulate quiescent diesel TDC 
combustion processes in the constant-volume combustion vessel. The first step is to 
generate a hi&-pressure, high-tempenture environrnent by the spark ignition and 
combustion of a precharge lean premixed combustible gas mixture. When the products of 
this first combustion event cool fiom their high temperature to a preselected pressure and 
temperature state, the fuel injector is fired. Obtainable pressure-temperature states for 
injection are pre-determined by the pre-charge pressure. The ensuing fuel jet autoignites 
and bums as it would in a diesel engine. The experimental mode1 thus simulates a practical 
diesel engine environrnent, less the cylinder turbulence, by using precharging to establish 
the temperature and pressure conditions at the time of natural gas injection. The entire 
process is cornputer controlled. 
CHAPTER 2. LlZ5RA TURE REYIEW 
2.3.1.1 Precharging 
Each experiment begins by evacuating, via z vacuum pump, the combustion vessel. 1t is 
then filled with the precharge gas mixture of hydrogen-ethylene-oxygen-nitrogen (see Table 
2.1) Fraser et al., 199 11. At the desired pressure, the intake valve is closed. M e r  filling, 
the pre-charge gases in the vessel are at a uniform and known temperature, Le., the wall 
temperature, 4r14 K. Accurate detemination of the gas density can therefore be made fiom 
the ideal gas law using the fil1 pressure, the wall temperature, and the known premixed gas 
composition and hence molecular weight. This premixed charge is then spark ignited and 
bumed yielding a high temperature, hi& pressure, pre-injection environment within the 
combustion vessel. (Naber et al.'s experiment shows that the premixed burn reaches a peak 
pressure of 10.4 Mpa and a mass average bulk gas temperature of 1800 K). The product 
environment is compositionally similar to air (Le., 21 % O,, 79 % inerts, primarily & , see 
Table 2.1). 
The combustion-vesse1 d g  fan runs throughout the entire event. The function of 
the fan is three fold: (a) to keep the temperature uniform during the prernixed gas fil[ 
process, @) to increase the flarne speed during the prernixed bum, and most important, (c) 
to keep the temperature in the vessel uniform after the premixed burn up to the point of the 
naturai gas injection event. Without the mïxhg fan the lean premixed burn will take several 
hundred milliseconds, and &er the bum, severe temperature in-homogeneity exists as a 
result of vertical thermal stratification of the gas in the vessel. 
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Table 2.1. Predicted equilibrium combustion products for 
a premixed charge of C,H,/H,/OJN2 I (Product species 
with mole fractions less than 0.001 not iisted) 







Temperature (K) 1 1146 1 
Products 
Pressure (atm) 
Mol. Wt. &/mol) 1 28.43 1 
40.7 
S pecies (mole 
fraction) 
2.3.1.2. Natural Gas Injection 
Mer the premixed bum local mean velocities range from 1.7 d s  directly in front of the fan 
to approximately zero in the centers of the fan generated double vortices. A representative 
mean and rms velocity are 0.9 m/s and 0.7 d s ,  respectively. These measured velocities, 
which are more than two orders of magnitude less than the gas jet velocity (= 400 rn/s) at 
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the injector orifice, indicate that the fluid motion created by the fan shodd have very littie 
impact on the transient gas jet injection and natural gas combustion processes. 
Afier the diesel environment is established, natural gas is injected through a 
solenoid actuated gas injector as s h o w  in Figure 2.6 [Fraser et al., 19911 (The injector used 





Figure 2.6: Solenoid actuated gas injector 
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in Naber et al.3 experiment is different [Naber et al., 19941.). f i s  is a single shot, fast- 
acting, high pressure (gas inlet pressure: ~ 3 0 0 0  psia or 204 atm), gaseous fuel injector 
capable of injecting the required m a s  of fuel (i.e., 30 mg) in an acceptable tirne (i.e., 7 ms). 
The design of the gas injector is much more complex than that of a liquid injector due to the 
need for high pressure se&, the need for a source of high pressure gas, the limitation of 
short injection tirne, the minimum dead volume between injector tip and orifice, the 
structural integrîty required for safety, etc. 
For example, in real engines the injection time is around 3 to 4 ms. The solenoid 
gas injector could not satisfy this requirement because it took the solenoid spring and 
upstrearn gas pressure a minimum of 5 ms to move the needle and core back to the closed 
position. As another example, the solenoid actuated gas injector has a dead volume 
0.025 cm3. The dead volume generates an uncertainty in the initial composition of the fuel 
injected as it traps uncombusted gases fiom the pre-charging process. This initial fuel 
composition uncertainty is assumed negligible. The second effect of the dead volume is to 
create a lag between the start of injection and the tirne the fuel mixture actually entes the 
charnber volume, Le., the dead volume gas is first compressed and then expelled into the 
combustion chamber. For injection b e s  on the order of milliseconds the buffering action 
of the dead volume is considerable. 
The injection system injects nahiral gas at a pressure about 200 ami into the 
combustion chamber pressures on the order of 25 atm through an orifice of diameter 
0.57 mm and length 6.35 mm. The orifice is constmcted as a convergent-divergent nozzle 
with the flow through the nozzle being underexpanded. A succession of expansion and 
compression waves occur outside the nozzie during steady state operation. However, when 
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the injection is unsteady an entirely different wave structure is observed as shown in Figure 
2.7 [Nakahira, 1 9921. 
The autoignition process in a diesel engine environment is an unsteady, 
compressible, turbulent fluid flow problem with chernical reactions. Integrating into a 
nurnencal mode1 each of these complex physical phenornena is the challenge tackled in 
this work. 
Figure 2.7: Framing photographs of the shock wave generation at the tip of the injection 
novle  [Nakahira, 19921. 
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2.3.2.Autoignition Delay Time 
Two ignition delay times are d e h e d  in Fraser et al. and Naber et al.'s experiments: the 
pressure delay Mie and the luminous delay time. 
As its name suggests the pressure delay tirne is was detennined fÏom combustion 
vesse1 pressure measurements. The pressure delay is d e t e d e d  fiom data as exampled in 
Figure 2.8 which shows the net pressure-rise d e r  injection versus time for four diesel 
Fuel Injection 
i 1 1 ! f 
O 5 10 15 
Time after Injection Ems1 -. 
Figure 2.8: Pressure-rise from the direct-injection of natural gas and subsequent 
combustion paber  et al., 19941. 
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burns. The net pressure-rise is the difference between the pressure measured during the 
diesel bum and the pressure detemiined by extraplathg the decaying pressure cuve just 
prior to fuel injection'. Use of the net pressure-rise removes the pressure change resulting 
fiom heat loss to the charnber w d s  induced by the mixing fan fiuid motion in the vessel, 
leaving only the pressure change caused by injection of the cold fuel, combustion, and 
additional heat losses caused by gas jet induced fluid motions after the injection. 
The four net pressure-rise histories in Figure 2.8 fiom Naber et al. [1994] are for 
injections of mean natural gas into core temperatures of 1000, 1050, 1 100, and 1200K at a 
density of 20.4 kg/m3. For each injection event, 14.0 mgs of the mean natural gas mixture 
were injected through a 0.25 mm hole at an injection pressure of 20.7 MPa during an 1 1 ms 
period. The pressure delay is defined as the tirne from the start of injection to when the 
pressure-rise exceeds a set value. The set-value pressure-nse used is 14 kPa (0.25 atm in 
Fraser et aL7s experirnent) which corresponds to a heat release from approximately 0.33 mg 
of fuel or 2.5 % of the total mass injected. The pressure delays using this definition for the 
four NG injections with core temperatures of 1000, 1050, 1 100, and 1200 K are 7.56,4.46, 
2.42, and 0.84 ms, respectively. 
The luminous delay time is dehed  as the tirne fiom injector opening until the fmt 
luminosity is sensed by a photodiode. Figure 2.9 shows consistency between delay t h e s  
measured using pressure and luminosity for natural gas. Thus pressure delay times also 
mirror the chernical kinetics as indicated by the luminous delay in Fraser et al.'s and Naber 
et al.3 experiments. Only at the highest temperatures (shortest delay times, Le., less than 
2 The extrapolation is based on the fit of pressure versus tirne just prior to fuel injection to a 
decaying exponential. Within the noise of the pressure measurements, the extrapolation is good for 10's of 
ms. 
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0.2 ms) does the luminous delay tirne tend to be smaller than the pressure delay time. It 
seems reasonable to expect this deviation at high temperatures where there is less fuel in the 
charnber at the time of autoignition. If the mass of injected fuel is insufncient to result in a 
0.25 atm pressure rise correspondhg to Fraser et al.'s set-value pressure then the measured 
autoignition pressureddelay time wili be delayed until a sufncient mass of fuel has been 
Luminous Delay (ml 
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injected and delayed with respect to the luminositydelay Mie. In addition, the pressure 
sensor cannot be located exactiy at the ignition site. This results in an additional time lag 
between ignition and detection. Pressure detection is limited by the speed of sound, while 
the luminosity delay is negligibly delayed by the speed of light. For example, the radius of 
the combustion vesse1 divided by the speed of sound yields an estimate for this delay 
This 0.08 ms t h e  delay is signiticant at higher autoignition temperatures (where, for 
example, autoignition delay times at 1400~~ are 0.3 - 0.4 ms). 
The results for natural gas contrast with the results using liquid fuel such as 
methanol, ethanol, isooctane, and cetane [Sieben, 19871, where the luminous delay time is 
consistently smaller than the pressure delay tirne (see Figure 2.10) for delay times less than 
about 10 ms. One explanation is that the latent heat required to vaporize the liquid spray 
delays the observed liquid hiel pressure nse. This effect is not present with gaseous 
injection. 
In modelling natural gas autoignition, the variables, such as pressure, temperature 
etc., will be assigned to the nodes of the mesh. There is no direct variable showing 
lurninosity in the numencal study, but the local temperature should approximate the 
luminosity delay as the lurninosity is temperature dependent. Consequently, it is expected 
that a temperature delay t h e  should follow the pressure delay time in a fashion similar to 
the luminosity delay tirne as shown in Figure 2.9. 
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Figure 2.10: Correlation behveen the pressure and lurninosity autoignition delay times for 
(a) methanol, @) isooctane, and (c)  cetane [Siebers, 19871. 
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2.3.3.Autoignition Characteristics 
The autoignition characteristics of natural gas are signincantly different fiom that of diesel 
fuel. Figure 2.1 0 shows the temperature-pressure domain characteristics of natural gas 
autoignition Fraser et al., 19911. Similar plots reported by Sieber and Edwards [1987] for 
methanol, ethanol. isooctane, and cetane are s h o w  in Figure 2.1 1. The conditions for 
which the fûels couid not be ignited are indicated by cross-hatching. For the natural gas 
fuel blends tested (methane and ethane mixture), the autoignition region extends above 
temperatures of 1000 K. Furthemore, the lower the ethane concentration the higher the 
minimum temperature for autoignition. As a pragmatic guideline, autoignition delay times 
for a practical diesel engine are 2 ms or less. The natural gas two rnillisecond boundaries 
correspond to approximately horizontal lines with respect to pressure at temperatures of 
1250 K, 1225 K, and 1200 K for ethane concentrations of O %, 5.13 %, and 10.6 %. 
respectively. As with the no-ignition boundaries, the 2 ms boundaries also correlate lower 
ethane concentration fuel blends with the higher autoignition temperanires. To achieve the 
aforementioned temperatures at TDC in a nahirally-aspirated diesel engine with a bottom- 
deadcentre (BDC) temperature of 325 K would require compression ratios in excess of 
29: 1, 27: 1, and 26: 1, respectively, assuming isentropic compression. These compression 
ratio estimates are a lower I h i t  to what is needed by a real engine without ignition assist 
since ideal compression is assurned, the injection event is of finite duration while the TDC 
temperature (which corresponds to the peak cylinder temperature for non-reactive 
compression) occurs only for an instanS and it is common to displace the injection event 
fiom TDC to control power and emissions. Also, these hi& compression ratios are 
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Figure 2.1 1 : Temperature and pressure autoignition regimes for (a) methanol and ethanol, 
(b) isooctane, and (c)  cetane [Siebers, 19871. 
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impractical because of efficiency killing fiction fiom tighter piston ring sealing. Therefore, 
the use of natural gas as a diesel fuel that depends solely on compression for ignition 
appears impractical. Undoubtedly, some ignition assist will be required. For example, 
dual-fuel injection, suitable additive(s), or the use of exhaust gas recirculation (EGR) are 
possibilities. 
2.4. Review of Natural Gas Autoignition Modelling Work 
The first study of the autoignition of methane-oxygen mixtures in a shock tube was 
carried out by Skinner and Ruehrwein [1959]. Since then many investigaton, such as 
Cooke and Williams [197l, 19751, Hefington et al. [1977], Tsuboi and Wagner 119751, 
Matula et al. [1973], Olson and Gardiner [1977], Westbrook et al. [1977, 19791 and etc., 
have reported rnany studies in the literature based on shock tubes. The chernical reaction 
behind the shock is in general the focus of these works. A typical experiment has a shock 
sweeping through a premixed, stoichmetric, gas mixture which may or may not lead to 
ignition. The delay time is calculated fiom the time of shock sweeping to the time 
ignition appears. Modelling efforts on shock initiated ignition typically report 
autoignition delay times based on temperature. Because flame propagation speed is much 
less than shock wave speed, the influence of upstream reactions on the down strearn is 
ignored. 
In 1994, Naber et al. assumed a constant volume combustion vesse1 in numerical 
calculations that utilized the approach used by Westbrook and Pitz [1986, 19871 to 
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determine induction tirnes. Naber et al. charactenzed the temperatures and pressures that 
resuit in autoignition for naturai gadair mixtures. The constant volume combustion 
vessel assumption effectively views the combustion vessel as a continuously stirred 
constant volume reactor. These computations start with a stoichiometric fbeVoxidizer 
mixture at a given initial temperature and pressure. Initial mixture temperature is 
deduced assuming constant-pressure, adiabatic rnixing of fuel and oxidizer where the 
initial fuel temperature differs from the initial oxidizer temperature. The initial oxidizer 
temperature is the combustion vessel's core temperature. Initial oxidizer species 
concentrations at the start of the induction time calculation are determined by following 
the same pressure-temperature decay observed in the experiments fiom the end of the 
premixed burn to the start of injection. The pressure-temperature decay in the model is 
matched to the experiment by adjusting a heat transfer term in the model. Al1 species 
concentrations (e.g., H20, CO2, OH, CO, etc.) during the simulated temperature decay are 
predicted to be near equilibrium. 
Two typical induction M e  calculations from Naber et al. are s h o w  in Figure 
2.12. They are for oxidizer temperatures of 950 and 1000 K and a natural gas fuel 
temperature of 450 K, which for an equivalence ratio of 1.0 results in mixture 
temperatures of 890 and 920 K, respectively. Plotted is the mixture temperature versus 
time from the start of the computation. The Lower temperature case does not ignite while 
the higher temperature one does. In the igniting case, the temperature initially begins to 
decrease due to heat loss to the vessel walls. It then nses as ignition begins, slowly at 
fust, then very rapidly. The predicted induction time, defmed as the time at which the 
steep temperature rise occurs, is 24.7 ms for this case. 
CHAPTER 2. LITERATURE REVIE W 
Figure 2.12: Predicted induction times of the mean NG fuel [Naber et al., 19941. 
In 1997, Agarwal and Assanis numerically investigated the effect of narural gas 
composition on ignition delay by using both detailed and reduced chernical kinetic 
mechanisms under a closer diesel engine environment [Aganval and Assanis, 19971. Their 
results reveal a strong dependence of ignition delay on narural gas composition, with pure 
methane having the highest delay, followed by blends with increasing percentages of higher 
hydrocarbons. 
Natural gas autoignition numerical modelling? whether in shock tubes or in Naber 
et al.'s combustion vessel, does not involve much of the physics associated with the 
direct injection of natural gas in a diesel engine. In particular, the effects of injection. 
mixing, and pressure wave propagation on the ignition process are ignored. These 
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previous autoignition models mainly focus on detailed chemical kinetic mechanisms (or 
chemical ignition delay) rather than fluid flow, turbulent mixing, and convective heat 
transfer. These models will hence forth be referred to as chemical kinetic based models. 
Many investigators, especially Westbrook et al. [1977, 1979, 198 1, 19871, use a chemical 
kinetic based model to estimate ignition and knock. Recently, very detailed kinetics have 
been developed to describe the reactions of specific hydrocarbon fuels both in low and 
intermediate temperature ranges (Le., < 1000 K )  [Refael, 1989, Sloane, 19891 as well as  
for higher temperatures [Bilger, 1990, Peters, 19871. Good low and intermediate 
temperature range kinetics are critical for accurate autoignition predictions. In 1987 
Westbrook and Pitz modeled the chemical kinetics of hydrocarbon autoignition 
computing the autoignition delay time of selected fuel-air mixtures under conditions 
similar to those found in intemal combustion engines. These autoignition delay time 
computations assessed the influence of initial pressure, temperature, and fuel composition 
(i.e., the ratio of methane to ethane). Although the model employs one of the most 
complete chemical kinetic reaction mechanisms available, to admit a numericd solution. 
they still m u t  make many major assumptions as follows: 
(1) uniforni prernixed fuel-air mixture in the entire volume at the initial state, 
(2) constant volume (reaction during the compression stroke of an engine is 
assumed to be negligible), 
(3) no viscous fluid flow action, 
(4) no convection heat transfer, and 
(5) no turbulence action. 
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With these assumptions the model has not been very successful in predicting observed 
engine ignition, especially in a compression-ignition engine. However, it has predicted 
observed autoignition delay time and engine knock trends fairly well for changes in fuel 
composition, pressure, and temperature. 
With the development of high speed computea, approaches that include fluid 
flow will be possible providing better predictions of the compression-ignition 
characteristics of natural gas. This thesis is one such attempt to include fluid flow with 
ignition chemistry. 
Typicai interna1 combustion engine flows are complicated by their inherent three 
dimensionality. In addition, no unified models exist that consistently represent realistic 
turbulent combustion. Many researchers Pwyer, 1983, Jeske, 1992, Jones, 1982, Peters. 
1987, etc.] have worked on multidimensional modelling of gas or natural gas flow and 
combustion in intemal combustion engine cylinders. The chernical kinetidfluid flow 
interaction modelling was limited by computational speed and computer memory. Dwyer 
[1983] modeled the spark-ignition and flame propagation with adaptive numerical grids; 
Jeske [1992] modeled the n a d  gas injection process in a two-stroke diesel engine 
without reaction processes; Jones [1980] modeled the reacting turbulent flows in gas- 
turbine combustion chambers without considenng the ignition process; Peters LI9871 
computed stretched laminar methane-air diffusion fiames using a reduced four-step 
mechanism; Kono et al. [1987, 19901 developed a two-dimensional computational model 
for analysis of the ignition mechanism of prernixed charge by short duration sparks; and 
Mante1 [1991] extended Kono's study to three dimensions. Recently Kong, Ayoub, and 
Reitz 119921 modeled combustion in compression-ignition homogeneous charge engines 
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by using KIVA, a code fiom Los Alamos [Arnsden, 19851. Belardini, Bertoli, Corcione, 
and Valentino used the second version of KIVA to perform numerical cornputations of 
combustion systems. Kuo and Reitz 119921 calculated combustion and Bow in a 
prernixed charge, direct injection, two-stroke engines using a laminar and turbulent 
characteristic-the combustion submodel, again using KNA.  The direct modelling of 
natural gas injection autoignition process in diesel engine environment by other 
researchers has not been found in the public literahüe except that of Ouellette and Hill 
[1995], who are using KIVA too and a steady state injection boundary condition, as well 
as Papageorgakis et al [1996], who are using a single step global mechanism to simulate 
methane combustion, and implementing methane injection and glow plug ignition models 
in KIVA-3 code. Papageorgakis et al's parameûic studies of injector hole orientation and 
nurnber of holes indicate that an optimum injection strategy is important in ensuring 
desirable fuel-air mixing and combustion. The focus of this thesis is the study of naturd 
gas injection autoignition in diesel engine environments. Zhang et al. 119941 is based on 
this work and represents the fust detailed study of the natural gas injection process into a 
diesel engine type environment. 
2.5 Closure 
This chapter had three major focuses: diesel engine operation, review of natual gas 
experimental work, and review of natural gas numerical modelling work as they pertain 
to autoignition. Heavily delayed injection, or flame quenching by the chamber wall, will 
both increase pollutant emission because of incomplete fuel combustion. Consequently, 
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autoignition delay time and location are cntical parameters in establishing diesel engine 
timing and ernission values, respectively. 
The review of experimental work has revealed that the data of Fraser et al. and 
Naber et al. are the only available results detailing the autoignition process of natural gas 
in diesel engines. Fraser et al.'s experiment decouples the effects of natural gas injection 
and the strong turbulent Buid flow created by piston movement. The expenment yields 
autoignition properties in a field of inhomogeneous fueVair mixture, includes the 
injection process, and spans diesel engine type in-cylinder pressure and temperature. 
Naber et al.'s work considers a broader range of thermodynarnic conditions that include 
engine TDC conditions, realistic natural gas fuel compositions, and a fuel injector that is 
more characteristic of current DI natural gas engine development efforts. 
Finally, a review of previous modelling attempts identifies little success in 
predicting, fiom fundamentals, engine ignition, particularly in a compression-ignition 
engine. An autoignition nurnencal study that more closely reflects diesel engine flow. 
geometry, temperature, and pressure conditions is necessary. The present study detailed 
in this thesis includes the interaction of fluid flow and chernical kinetics as well as 
ignition delay and ignition location versus fluid flow feature for the autoignition of 
natural gas under diesel engine type conditions. 
Chapter 3. 
Modeling Natural Gas Autoignition 
3.1. Overview 
This chapter presents the mathematical models used in the solution of the natural gas 
autoignition in diesel engine geometry. The mathematical models involve the goveming 
equations for mass, momentum, and energy. the turbulence model, and the reaction 
mechanism. 
Fundamental assumptions are given. A compressible flow form of the k-E 
turbulence equations in conjunction with the goveming equations is described and the 
corresponding model constants are chosen. This k-E model is a special turbulence model 
which has been specifically designed for and used by engine fluid flow modelling. A 
two-step Arrhennius, five-species reaction model for natural gas oxidation is 
implemented to model the natural gas autoignition process. Finally the initial and 
boundary conditions are detailed. 
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3.2. Fundamental Assumptions 
The process of narural gas autoignition in diesel engines is very complicated and the 
selection of designs large. The assumptions described herein make the problem tractable. 
Combustion chamber geometry can be U-type, a-type, etc. penson, 19791. For 
high speed, low power diesel engines, a duel combustion chamber (or vortex flow 
combustion charnber) is usually utilized for efficiency and emission reduction purposes 
[Benson, 19791. Injector location and injection direction are varied to match a given 
combustion chamber geometry. Injector location and injection direction are selected to 
minimize injecting fuel ont0 a cold cylinder wall or piston top. since this can lead to 
incomplete combustion. For exampie, the a-type combustion chamber requires that the 
injector be located top center with multi-holes [Benson, 19791; the U-type combustion 
chamber has a side-located injector [Benson, 19791; and the duel combustion charnber 
needs the injector located on the circurnference of the vortex flow combustion chamber 
instead of in the main combustion chamber. 
During the compression stroke, piston movement drives the in-cylinder turbulent 
flow. The intensity and the appearance of in-cylinder turbulent flow depends on the 
intake port geometry, the speed of piston movement, and the geometry of combustion 
charnber(s). Strong turbulent fluid flow may affect the process of natural gas autoignition 
through its effect on mixing. The presence of a strong turbulent flow severely 
complicates any modelling effort. In order to decouple in-cylinder turbulence effects on 
n a d  gas autoignition this study merely focuses on the effects of natural gas injection 
on autoignition. That is, the injection process is assumed to dominate the mixing process. 
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This is consistent with the work of Fraser et al. and Naber et al. whose experimental data 
will be used to validate this modelling effort. Also consistent with the experiments a low 
level initial condition turbulence intensity will exist in the combustion chamber when 
modelling. 
Injector design c m  strongly affect the injection process. The magnitude of the 
dead volume of the injector causes the different injection distances in time. Diesel 
injectors usually have multi-holes injection structure. The natural gas injector of Fraser et 
al. and Naber et al., however, have used a single -hole injection. For both structures. 
manufacturers try to make the dead volume as small as possible. The reason is that the 
dead volume makes the srnooth change of fuel injection rate at the period of starting and 
ending injection. When the needle of the injector lifts to inject fuel, the dead volume 
buffers fuel injection irnmediately to reach maximum fuel injection rate and when the 
needle starts to close, the high pressure in the dead volume makes a later fuel injection for 
a certain thne period. The later hiel injection rate comparing with normal fuel injection 
rate is lower. Much more fuel is located around injector tip and is burnt incompletely due 
to rich fuel in this area. The incomplete burn causes high temperature at injector tip and 
HC accumulation on injector tip and also in dead volume. The dead volume geometry 
made fiom manufacturing is complicated in structure. Only does the magnitude of the 
dead volume of injector have influence on fuel injection. Therefore it is not necessary to 
model the complicated dead volume geometry. A pipe with same volume as the dead 
volume is assumed for the computational model. 
The needle valve volume has a structure (see Figure 2.6). The various structures 
of the needle valve volumes may not produce big difference in fuel injection as long as 
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they have similar volume in which the pressure decreasing is not very much at the fuel 
injection period. According to above point of view, two approximations can be made for 
computational model. The one is assuming a constant pressure behind the needle of 
injector during the fuel injection process. The approximation has the weakness of 
determining fuel velocity distribution cross the needle. The other is making a big volume 
cylinder which is long enough to prevent expansion wave fiom reaching the end of the 
cylinder during fuel injection process. Therefore a wall boundary conditions or a 
Neumann boundary conditions of pressure and velocity can be assurned at the end of this 
c y linder. 
It is possible to simulate injector needle lift and closing spring force, needle mass. 
needle geometry, flow about the needle, and the pressure forces across the needle. nie 
present study, however, does not include a detailed modei of needle opening or closing 
movement for the following two reasons: 
(1) Determining the flow about the needle and the instantaneous pressure about the 
needle would require computational resources (e.g., memory and speed) not available 
given the focus on the natural gas autoignition process. 
(2) The flow through the injector orifice quickly becomes choked Fraser et al.] and 
hence quickly becomes the fuel flow rate determining factor, not the needle dynarnics. 
In the experirnents of Fraser et al. [199 11 and Naber et al. [1994] the injector was 
situated to maxirnize the tirne before the injected naturai gas jet stmck the cylinder wall. 
In fact, once the jet hits the wall Fraser et al. and Naber et al. observed wide fluctuations 
in autoignition times which led them to reject this data as compted by walUjet interaction 
effects. As seen in Figure 2.5 this results in a 3-dimensional flow problem. In this work 
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the combustion chamber is assumed cylindricai but with the injection dong the cylinder's 
axis (see Figure 2.5). The problem then reduces to a more manageable axisymmetric one. 
In essence, it is assumed that the wall effects are negligible in the naturai gas jet 
dominated flow. This is consistent with Fraser et al.'s and Naber et d ' s  rejection of wall 
affected data. 
Liss et al. [1992] observed that the composition of commerciaily available naturai 
gas under normal delivery practices varies widely across the north Amenca with extremes 
of 75-98% for methane, 0.513% for ethane, and 0-2.6% for propane. For propane/air 
peak shaving practices, they found that the composition variations could be even more 
extreme with methane concentrations as low as 56% and propane concentration as high as 
24%. The study of natural gas autoignition in diesel engines with various composition of 
natural gas needs to employ a detailed chemical kinetic model. The computational fluid 
dynamics study of the naturd gas injection process with a detailed chemical kinetic 
model is currently impractical due to computational time and cornputer memory 
limitations. For this study, a global reaction model is therefore used in the modelling of 
natural gas autoignition. The present work assumes 100% methane for naturai gas. 
The heat conduction fkom the combustion charnber boundary during natural gas 
injection and autoignition period can be estimated. The metal of the combustion chamber 
wall has a conductivity higher than that of the gas. Therefore, it is reasonable to assume a 
uniform wall temperature. However, this wall temperature is in general unknown. If the 
cylinder could be assumed adiabatic it would greatly aid in establishg appropriate 
boundary conditions. Consider Naber et d.'s experiment [1994]. The pressure history 
just after premixed combustion reaches a peak of 4.2 Mpa. The pressure decreases due to 
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a temperature decrease fiom heat loss to the chamber walls. Let us estimate the pressure 
reduction by heat transfer through combustion boundaries in a 7 ms natural gas injection 
penod. The chamber completely cools in about 0.225 S. A iinear approximation yields 
0.007s 
d p = 4 2 M p a x  -- 0.1 15 Mpa. 
0255s  
Suppose that at injection, the combustion charnber pressure and temperature are 6 Mpa 
and 1200 K, respectively, and if the effect of injecting a srnail, but finite, mass of natural 
gas is neglected, a constant density cooling process results that follows 
Differentiating and rearranging a percentage form of this expression is obtained. 
Consequently, a temperature reduction of only 2 % is experienced during a 7 rns injector 
penod. Further. since pragmatic autoignition delays are around 2 ms or less the 
temperature variation in the combustion chamber is only 0.6 % before autoignition. 
Therefore an adiabatic combustion vesse1 can be assumed. 
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Again, consistent with the experiments of Fraser et al. [1991] and Naber et al. 
[1994] a uniform thermal environment is initially assumed. Naber et al. and Fraser et al. 
maintained a uniform temperanire using a smail fan. Temperature measurements made 
with fine wire (0.25 pm) platinum/platinum-rhodium themocouples show in Naber et 
d.'s experiment that in the core region of the combustion vessel (defined as the imer 90 
% of the vessel volume) a temperature uniformity of f 2 % is observed. The rms 
temperature fluctuation is f 6 % of the temperature difference between the core gas and 
the wall. The remaining outer 10 % of the vessel volume is occupied by a 1-2 mm thick 
wall boundary layer with steep temperature gradients. Therefore, a uniform thermal 
environment within the combustion charnber before naturd gas injection is a reasonable 
assumption. 
Radiation heat transfer is not significant because the gas radiation is mainly 
infiuenced by carbon oxide CO2 and water s t e m  HzO which do not exist in large 
quantities prior to ignition. AIso, it is well known that the intensity of radiation heat 
transfer is a function of temperature. Before ignition, local gas temperature differences 
are not high and thus yield little radiation heat transfer. At ignition high temperanire 
differences (e.g., > 1000' C) do appear however this numericd study stops as soon as 
ignition starts. That is, the autoignition event is modelled but not subsequent combustion 
and flame propagation. Therefore, radiation heat transfer is assumed negligible. 
The natural gas fuel, air, and their combustion products are dl assumed to behave 
as ideal gases with temperature varying specific heats. This is reasonable given 
compressibility factors of 2 = 1 .O3, 1.06, 1.09, respectively, being so nearly equd 1 .O. 
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Extemal body forces are not significant. From the experiment the mixing fan 
removes buoyancy effects. Furthemore, the high pressure injection jet dominates the 
fluid flow and pressure distribution inside the combustion chamber. 
In addition Fick's law is usually applied for species diffusion and written 
where the D is independent of species. It can be written as 
where Sc is Schmidt number (-- 0.7), and ver the effective viscosity. 
3.3. Governing Equations 
The unsteady Reynolds tirne-averaged compressible turbulent equations expressed in 
conservative form are considered. The conservation equations are those of rnass, 
momentum, energy, and species. Due to the axisyrnmetry of the problem al1 equations 
are two-dimensional. Mean flow properties are denoted without an overbar for equation 
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- 
simplicity e.g., 4, not u, . The differential equations representing mas ,  momentum, 
energy, and species conservation under Cartesian M e  are then 
Mass : 
a a 1 * at + [, (p..) + gv ( p u ~ l  = 0 
Momentum: 
a [ "  d 1 3~ [ a  - ( ~ 4 ]  + dy - 1 ~  - (p.,) + li; ( P W ~  + ay + P.") at ?Y 
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Energy : 
Fuel Mass Fraction: 
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respectively where the pressure, p, the velocities, u, and uy, the density, p, the 
temperature, T, and the mass hctions, Yk, are the dependent variables. The fluid is 
assurned to be Newtonian and to obey Stokes' law. The effective viscosity is the addition 
of the turbulence viscosity and the molecular viscosity and the thermal conductivity is 
related to Prandtl number (o, ;r 0.7). In addition the fluid is assumed to be a calorically 
perfect gas which obeys the equation of state given by 
where R is the gas constant 
where 
3 is the universal gas constant (= 83 14.3 J/(kgrnole.K), and 
M is the molar mass (kg/kgmole). 
The specific heat at constant volume can be obtained fiom specific heat at constant 
pressure and the gas constant as follows: 
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The above polynomid expression for cpk is an approximate equation that fits 
experimental data over any fairly wide temperature range. The 4, bk, and c, are 
experimentall y 
several gases. 
percent and a 
indicated. 
determined coefficients. Table 3.1 [Reynolds, 1 9771 gives values for 
These equations fit the data with an average deviation of less than 1 
maximum deviation of about 2 percent over the temperature range 
Table 3.1 Mass specific heats at constant pressure for the ideal gas state 
(300 to 1500 K) c, = a + b T + c T2 [adopted from Reynolds, 19771 
1 Carb. monoxide 1 I I 1 1 CO 1 959.8 1 87 1.2 1 1 -29.302 1 
Methane 
I 1 1 1 
I CH, 884.6 1 4720.8 1 -1125.0 I 





The specific enthdpy (includes the chernical energy) of the kth component is denoted h,. 







where b, is the specific enthalpy of the kth cornponent at an arbitrary temperature T,. At 
the temperature of 298 K, specific enthalpy values are listed in Table 3.2 p e a s t ,  19691. 
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Therefore the energy-source term, C h, a,, due to chernical reaction can be expressed in 
Oxygen 
Water 




where b, = h,, , and T, = 298 K. The mass reaction rate, a,, will be discussed in 
Section 3 S. 
h298 K (J/kg) 
- 8.9478 x IO6 
- 3.9491 x 106 
0 2  
H,O 
0.0 
- 13.442 x 106 
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3.4. Turbulence Mode1 
The k - E turbulence mode1 used is based on El Tahry's [1983] modified version 
specifically designed for modelling piston driven interna1 combustion engines. The 
transport equation for k is then written as 
The E-transport equation 
a L  - + p  - d g  + - c , ~ ~ ~ ( - + - , J  Z I - ( / X I ~  %\ [ a, 0. )mij t a, a, a, 
the turbulent (or eddy) viscosity is given by 
where the constants are assigned the following values 
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and the rnolecular viscosi~ is a fûnction of temperature and is expressed by Sutherland 
formula 
where C, = 1.458 x 1 o4 kg/(m-sKo5) and C, = 1 10.4 K. Therefore the derivative of 
rnolecular viscosity p is given by 
In spite of its high Reynolds number and jet flow limitations [Wilcox, 19891, the k - E 
model is currentiy the rnost reasonable choice for most combustion flows because of its 
general acceptance by the engine community in iight of there king  no obviously better 
candidate [El. Tahry, 19831. For the turbulent flux of scalar quantities a gradient diffusion 
model is used, viz., 
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The reaction rates ai in equations (3.5) and (3.6) are a source of considerable 
dificulty, particularly when considering turbulent effects on the reaction rates mi . 
Suppose that the reaction rates ai are expressed in second order Amhennius form, Le., 
where for discussion simplicity a = b = 1 is assurned. Here Mi is molecular weight of 
species i, A the fiequency factor, E the activation energy for the reaction, and '9l the 
universal gas constant. The mean rate expression is obtained by employing Reynolds 
decomposition of the terms into their mean and fluctuating components (e-g., , Yi) .  
expand the expression, and then average it. The result has the form [Bilger, 19761 
- 




The continuation is for terms involving triple correlations of the form Y Y, T', f T" , etc. 
-- 
t r  I 
Equations can be derived for the double correlations, Y, , Y T' , etc. in terms of higher 
order correlations but the number of variables increase and the "closure" problem arises. 
Do turbulent effects on the reaction rates ai need to be considered in the model? 
Before answering, consider the following two aspects of the problem. First, a major 
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effect in detemiining reaction rate is the temperature due to its pressure in the exponential 
factor of equation (3.14). Before ignition, the factor exp(-El% T )  is very small and results 
in a very small reaction rate O;. When ignition occurs, the temperature increases 
drarnatically at any ignition location(s). However, this work is concerned only with 
reaction up to the thne of ignition where the temperature is much lower than the 
temperature of diffusion Barnes. Second, the degree that such components affect the 
chernicd reactions and heat release rate in a combustion system depends upon the relative 
characteristic times associated with each of the individual elements. The characteristic 
time of the chemical reactions before ignition is much longer than a characteristic time 
associated with the fluid-mechanical fluctuations. The fluid rnechanics therefore has a 
major effect on the chemical reaction rate and energy release rates. Therefore it is not 
necessary to consider the turbulent effects of reaction rates oi in the study of natural gas 
autoignition. 
Reaction Models 
The combustion mode1 must provide a method of evaluating the mean formation and 
destruction rate of each relevant species present. In addition it must admit the calculation 
of mean fluid temperature and density as well. Under ideal circumstances we can handle 
reacting Bows compnsing of many components in which reactions may occur via a large 
nurnber of finite-rate reaction steps. For example, the mechanism of Miller et al. [1984] 
involves 16 species and 58 reaction steps. In generai, this would necessitate the solution 
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of conservation equations for the mean value of each species, Le., 15 transport equations. 
The species formation/destmction rates are highly nonlinear functions of temperature and 
species concentrations which ofien necessitate small tirne steps. Handling a large number 
of reacting species leads to excessively large cornputer storage requirements, which, 
when coupled to small tirne steps aiso leads to excessively long nin Urnes. Fortunately, 
in reaction systems the rate of change of many species concentration is very small in 
cornparison with the rates of their creation and destruction. In such situations global 
reaction mechanisms can ofien be produced that preserve the gross charactenstics of the 
reaction, e-g., yield the proper energy release rate. However, global reaction mechanisms 
are typically limited in their range of applicability and must be, in general, empincally 
adapted to a specific problem situation. The use of a global two-step mechanisrn model 
is the approach adopted to model reactions in this work and is detailed in the next section. 
Two-Step Reaction Mechanism 
Based on the experirnental data of Naber et al. [1994], the combustion submodel of 
reacting natural gas is formulated. A two-step kinetic mechanism is used. The fust of the 
two global rate equations controls the disappearance of methane, the second controls the 
oxidation of carbon monoxide. These two reactions each account for a significant portion 
of the energy release. The reaction equations are [Naber et al., 19941 
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The reaction rates can be expressed in Arrhenius form as follows: 
T is in Kelvin and concentrations are in units of rnoles/m3. The Arrhenius constants and 
activation energies of both the methane and carbon monoxide global reactions have been 
selected to fit experimental data by Naber et al. [1994]. 
According to expression (3.16), the mass reaction rates for species CH,, O?, CO. 
CO,, and H20  are as follows 
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3.6. Conservation Equations in Curvilinear Coordinate Systems 
An analytic solution of a physical problem usually depends on the equations being cast in 
some speciaiized form. On the other hand, a numerical solution c m  be based on more 
general foms of the equations derived fkom fundamental principles. In applying a 
numerical technique, however, the form of a starting point equation is dictated by the 
requirements of an analytic solution. Other forms of the equations are ideally suited to 
the numerical technique. The numencal technique is extended in its range of 
applicability. It means that the numerical technique based on a uniformly spaced squared 
computational grid can be employed in a non-uniformly spaced irregular physical grid by 
the transformations of independent variables. In the case of moving grid or adaptive gnd. 
the grid in the physical domain is moved whereas the gnd in the computational domain is 
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fked. The independent variable transformation between both domains makes it possible 
to apply a much simplified numerical technique. 
A compietely general transformation of the form can be considered as 
r = t  
g = d r y  x ,  Y )  
rl = tl(b x9 Y )  
which can be used to transform the differential equations fiom the physical domain (t, .r. 
y) to the computational domain (z Ç tt) Using the chain mie of partial differentiation. 
the partial denvatives become 
The metrics (&, qx, $, qy) appearing in these equations can be determined in the 
following manner. 
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Therefore, 
Thus, the metrics are 
where J is the Jacobian of the transformation 
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In the computational domain, the grid is fixed in time, Le., 
Therefore 
Equations in Axisymmetric Coordinates 
With reference to the structure of injector and the simplification of combustion chamber. 
the governing and turbulent equations [Lilley, 19791 can be expressed in axisymmetric 
coordinate (r, z) as follows 
Mass: 
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Momentum: 
Energy : 
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Fuel Mas:; Fraction: 
Turbulent Kinetic Energy: 
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Turbulent Dissipation Rate: 
Ideal Gas: 
where t is the tirne; p is the density; r is the radius; z is the axial distance; - is the axial 
velocity; ÿ is the radial velocity; p is the pressure; p is the molecular viscosity; K is defined 
CP pef f ,  cV is the constant volume heat capacity; T is the temperature; k is the turbulent by -* 
a; 
kinetic energy per unit mas; E is the turbulent dissipation rate per unit mas;  Sc is the 
p k2 
Schmidt number set equal 0.7 [Williams, 19851; and is defined by C,-. E The k - E 
turbulence mode1 constants are shown in Table 3 -3. 
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Tabie 3 3  k - E turbulence model constants 
[Ahmadi-Befrui, Gosman, and Watkins, 1984, and El Tahry, 19831 
3.7. Closure 
In this chapter the fimdarnental assumptions which reasonably approximate the physical 
problem into the mathematical mode1 are detailed. The goveming equations which 
represent mas ,  momentum, energy and species conservation, the turbulence model which 
is presented by a typical k - 6 model for compressible flows, and the reaction mechanism 
which involves the two-step global reaction mechanism, are discussed. The differential 
conservation equations based on the coordinate system &mes are addressed. The 
governing equations and the k - 6 equations under the curvilinear coordinate system 
h e s  are presented and their detailed derivation is shown in Appendix D. The 
transformation of the axisymmetric uni form-spaced coordinate £kame for the 
computational domain and the cwilinear coordinate frame for the physical domain is 
especially useful for the modeling of the problem. 
Chapter 4. 
Approaches To Solve Reacting Flows 
4.1. Ovewiew 
In this chapter the numerical scheme selected to solve the natural gas injection and 
autoignition problem is detailed. It involves the discretization of the conservation 
equations of mas, momentum, energy, and species. The linearization of these non-linear 
equations using an implicit method [Chen and Pletcher, 19911, an explicit method. 
Newton-Raphson linearization, and positive coefficient linearization [Schneider, 19923 
are discussed. Also, the iteration methodology which includes segregated iteration (e-g.. 
SIMPLE), global, and semi-global iteration, (i.e., a global iteration for mass and 
momentum consentation and another global iteration for energy and species 
conservations), are addressed. Both fluid flow and reaction time scales for the natural gas 
injection and autoignition problern are analyzed in order to select a suitable iteration 
scheme. 
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Throughout the development of the algebraic equations a nurnber of 
approximations are introduced. As such the resulting algebraic equations only 
approximate the differentiai equations. These approximations are made in both space and 
tirne. Therefore, it must be remembered that the resulting numerical solutions can only 
be as good as these approximations permit. 
4.2. Discretization of the Conservation Equations 
In order that the differential equations be rendered suitable for solving flows of arbitrary 
geometry, for more easily admitting the implementation of an adaptive moving grid in 
fiiture work, and for simpliQing the area or volume calculation in a volume-weighted 
skew upwind scheme [Sheu, et al., 19911, these equations are transformed to a 
generalized coordinate system where 6 and q are the new coordinate directions and are 
defmed functionally by 
5 = 5 ( x , r )  v = v ( x , r )  
This new coordinate system is not required to be orthogonal and the discretization 
len@s, A c  and Aq, are set equal to unity in the transformed domain. 
The strong conservative form of the equations is retained by using the chah d e  
to place al1 metric terms arising fiom the transformation inside the derivatives. Double 
cross- denvatives are assumed to be equivdent regardless of the order in which they are 
evaluated, and metric identities are then used to eliminate terms not expressed in 
conservative form. The resulting transformed equations then assume the following fonn 
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where U and V denote the contravariant velocities in the generalized coordinate system 
al --- +-- 
C2 - ay, û& 2gi dg, 
and where J is the Jacobian of the transformation defined by 
dc, &kt., & a 
J=--+i-- 
26, :,a52 agi a52 
4.2.1 Finite Volume Formulation 
To this point, the goveming equations have been presented in differential form. 
However, for the reasons presented earlier, a formulation based on the finite volume or 
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control volume approach is to be used for the numerical discretization of the equations. 
While the differential forms in transformed coordinates are mathernatically equivaient to 
the farniliar equations in x and y, they do not immediately lend themselves to a 
straightforward integral expression. Metric terms such as J, 5, , etc., do not, at first 
glance, have direct meaning in the more physically based finite volume rnethodology. 
Since the differentid equations of motion are derived from a control volume expression 
in the limit where the volume goes to zero it mut be that a physicd equivalence c m  be 
established. To clari@ the meaning of the metric terms in the finite volume formulation, 
and to establish the connection between the differential and integrd foms of the 
goveming equations, a finite volume is examined corn the standpoint of both the 
differential and integral form of the continuity equation. 
If the r and S are zero, and 4 is one in expression 4.1, then the differentid form of 
the continuity equation in the generalized coordinate system may be expressed as: 
Remembering that Acl  and Ac2 are both unity, the equation can be integrated over the 
volume, Ac  ,Ag2 , giving 
(4-5) 
This expression can then be compared with the control volume form of the equations in 
the x-y plane 
CHAPTER 4 APPROACHES TO SOL VE REACTING FLO WS 
where w, e, s, and n represent, respectively, the west, east, south and north faces of the 
two dimensionai control volume in the x-y plane, and the surface normal vector 
n= n,i +PZ,, j with i and j being the unit vectors in the x and y directions. By 
comparing the volume integral and the surface integral over only the east face of control 
volume, the following identities arise 
with similar identities for the west, south and north faces. This shows the inverse of the 
Jacobian of the transformation to be equivalent to the volume of the integrai in the two 
dimensional x-y plane, and the vector is the normal surface vector with 
length equai to the east face. This result, when camied out over al1 faces of the cell, yields 
the connection between the differential and integral forms of the goveming equations in 
transformed coordinates. 
From purely physical grounds, the surface normal vector for the east face may 
also be shown to be 
when 65, and A<, are both equal to unity across each volume. Simila. results also 
applying to the remaining faces. Not surprisingly, this result is the sarne as if the metric 
identity 
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had been used. However, in the case of the finite volume approach, al1 of the information 
has been derived physicaily from volume geometry and integral requirements. These 
relationships allow us to identifi the contravariant velocities as the volurnetric f lues 
across the faces of each cell. 
1 
-LI, = V o n  dS on West and east faces, 
J 
1 
- 6 = V *ndS on south and north faces 
J 
where V is the total velocity vector and n is the surface normal vector. 
The differential equation in transfonned coordinates as expressed in equation 4.1 
can now be placed in integral form by rnultiplying the equation by J and integrating over 
a finite, two-dimensional volume, AV. 
Converting the integral to the transformed plane, and assuming the vector properties to be 
constant within the volume, AV, may be written as 
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Green's Theorem in vector form for a vector field G ( x , y ) =  M ( x , y )  i+ N ( x , y )  j is 
but may be more conveniently expressed in component f o m  for contml volume 
applications as 
and then used to transform the volume flux integrals of equation 4.1 1 to surface integrals. 
Recalling that the coordinate direction 5, is constnicted so as to coincide with the cell's 
east and west faces, and the 5, direction coincides with the north and south faces, then by 
definition the transfonned flux vectors are normal to these respective surfaces. This 
leaves 
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When discretizing the equations in the finite volume form described above care 
mut be taken to use the proper metric tems for the flux evaluation. For the transient and 
convective terms this is straighdonvard, since the metric terms required for their 
calculation are physically defmed by volume itself. However, by inspection of the 
viscous fluxes, there exist many terms involving cross derivatives that do not contain 
physicaily defined metric terms. For these terms, a fictitious ce11 is constmcted at the 
surface in question based on the geometries of the adjacent cells. 
4.2.2 Volume-Weighted Skew Scheme 
In equation 4.1, a cwilinear coordinate system is used for al1 governing equations in 
order to more easily admit the implementation of an adaptive grid (or moving grid) in 
fùture work, and to simplifi the area or volume caiculation in a volume-weighted skew 
scheme [Sheu, Lee, Yang and Chiou, 19911. 
Most numencal rnethods for convection-diffusion problems suffier from severe 
false diffusion when the flow direction is at a fuiite angle to the grid lines. These 
diffision errors are usually produced fiom the local one-dimensional treatment for multi- 
dimensional problems. The resulting discretization error tends to augment the transport 
of dependent variables in a direction nomal to the local streamline. Improvement. 
therefore, can be made by employing a flow-oriented scheme such that the real physics is 
not masked. The fust approach considered for reducing the false diffision error was the 
skew upwind scheme of Raithby [1976]. In this study, however, a volume-weighted 
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skew upwind differencing scheme [Shey Lee, Yang and Chiou, 19911 is used instead of 
the line interpolation skew scheme of Raithby [1976]. 
The discretization equations are obtained by integrating the governing equations 
over a control volume. For a typical control volume around the point P, shown in Figure 
4.1, integration of equation 4.1 with Ac,  = Ac2 = 1 gives 
Figure 4.1: Basic element for a finite-volume rnethod 
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Equation 4.16 involves implicit integration. Values and gradients of dependent variables 
at the control-volume surfaces are classified using the subscnpts e, w, n, s to denote the 
east, West, north, or south face, respectively, and by the subscript P to denote the control- 
volume center. The source terni, viscous ternis, and convecting velocities of equation 
4.16 are approximated by a central differencing scheme. The convected quantities p$ at 
the surface of ce11 can be approximated by introducing two upstrearn volumes &, and A, 
as weighting factors. The following discussion focuses only on the West face. Volumes 
A, and A, in Figure 4.2 are bounded by a line comecting the centers of adjacent upstream 
control volume cells and two lines parailel to the contravariant velocity vectorl, V , at the 
center of control surface. niese parallel lines start from the corners of the control volume 
and extend al1 the way back to a lhe  connecting the centers of two adjacent cells. The 
interpolated values can be expressed as 
I It has been proven by differentia1 geometry that the direction of contravariant velocity in 
computational space corresponds to the direction of velocity in physical space. 
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West face velocity 
e 
Figure 4.2: Illustration of volume-weighted skew upwind scheme [Sheu et al., 199 11 
After discretization of equation 4.1 al1 non-linear terms are linearized by the 
Newton-Raphson method. It should be noted that an equivaient formulation can also be 
developed using conventional Jacobian matrices. In addition, the linearization error can 
be effectively removed by iterating at each time level for unsteady-state calculations. 
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Afier Iinearization of equation 4.16, the nine dependent variables, u. v. p. T and five 
species (Yma, Y&, Y,, &, Y0J appear in al1 of the equations and the resulting 
equations take the following form: 
and can be expressed in a matrix form as 
[A l9  = b 
where 
is the coefficient matrix with a 9 x 9 block in each element (a detailed expression for 
matrix [A] is not shown here due to complexity) and 
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and 
are the unknown vector and the right-hand side vector, respectively. 
4.3. Boundary Conditions 
A general boundary condition expression in physical space c m  be written as 
where n is a normal unit vector (qi,  nJ), Ci, C2, and C, are constants, and 4 is a general 
variable. Our objective is to find the corresponding general boundary condition 
expression in computational space so that the boundary condition equation can be directly 
24 utilized by equation 4.16. In equation 4.22, - is the unique term that needs to be 
rewritten in computational space. The normal derivative is equal to an inner product of 
the gradient 9 and a normal unit vector n , Le., 
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The gradient in computational space is then expressed as 
Finally, the general boundary condition expression in computational space becomes 
For a specific boundary geometry and grid distribution the coefficient vector, 
c, (n,, n,) - , can easily be calculated. m, Y )  
The specific boundary conditions used in the natural gas autoignition problem are 
as follows. As was mentioned, an adiabatic boundary condition at the cylinder wall is 
assumed, i.e., - = O. In addition, fluid velocities, pressure gradient, and species 
gradient are equal to zero on wall boundaries, that is, 
CHAPTER 4 APPROACHES TO SOL KE REACTING FLO WS 
4 wll = O, and 
The turbulence boundary conditions on the wal1 boundary are obtained by making 
the following assumptions: 
(1) the flow is in equilibrium in the log-law region, Le., 
(2) there is a constant stress layer (i = - CI,'), and 
(3) the turbulent viscosity relation [Wilcox, 19941 is valid. 
Therefore, a log-law equation can be written 
where K = 0.41 and C = 5.2. y, is the distance normal to the wall. In computational 
space, the log-law equation 4.27 becomes 
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where n represents a normal unit vector. In order to calculate Ur of the log-law equation 
an estimate of U, is used which is obtained from the following expression (a derivative of 
equation 4.27) 
Applying the Newton-Raphson iteration scheme to equation 4.27 yields U,. Finally, 
substituting equation 4.29 into the following expressions 
one obtains the values for k and E at the wail boundary layer. 
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4.4. Integration Time Step 
It is desirable to employ a variable integration tirne step. The reason is that in the initial 
fuel/air rnixing period the time step will be relatively long in contrast to the needed time 
step when the exponential reaction rate terms begin to play a major role in the energy and 
species equations. Varying the tirne step saves computer One when two different 
characteristic t h e  scales are present. A detailed time stepping analysis is described in 
Appendix E. 
4.5. Ignition 
A steep rise in temperature as used by Naber et al. is used to identiQ ignition. It is not 
necessary, however, to check the temperature in the computational domain at each time 
step to know whether ignition occurs. An empirical, criticai time step (i.e., Atc 0.05 ps) 
can be evaluated to justify whether or not a temperature check is needed. When the time 
step for a convergent solution is longer than the critical time step, Le., At > Atc, a 
temperature check is not necessary because in this case ignition is impossible. M e r  At < 
Atc a temperature check for ignition is performed at each tirne step. This approach 
ultimately saves computational time. 
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4.6. Fluid Flow and Reaction Time Scales 
Fluid flow and reaction time scales strongiy depend on the stability of the numerical 
method used to solve the differentiai equations. Stability is closely coupled to the 
propagation of round off error or any other computational errors. Any numerical scheme 
that allows an error to grow, eventually swamping the true solution, is unstable. 
Instability problems must be avoided by restrictive action, such as limiting the interval 
size, adopting an alternative numerical method, etc. The interval size is govemed by grid 
density and time step. In unsteady flow, it is, in general, necessary to keep the Courant 
number small by selecting a smail enough time step. Due to reaction process within the 
fluid flows the time step must be very small to maintain stability. This situation cm be 
seen in the following analysis of a linear system with an explicit algorithm (because an 
implicit, real system analysis is much more complicated.). 
First, consider the stability of a linear partial differentiai equation (e.g., equation 
4.21). The connection between truncation errors and computational stability can be 
detemined for such a linear equation. Take, for instance, the equation 
which describes both the convection and diffusion of a function u(x, t). The convection 
velocity, a, and diffusion coefficient, v are assumed constant. Solutions to this equation 
are bounded. 
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A simple finite difference (e.g ., central difference) discretization of equation 4.3 1 
y ields 
where uj" denotes u ndl). 
Observe that the difference equation 4.32 propagates an effect from each datum 
point (/Ax, fiAt) into a region bounded by lines passing through that point and having 
dopes W d r .  These lines are not true charactenstic lines dong which the signals 
propagate, but they do play an important role in this stability analysis. 
The difference equation 4.32 is linear with constant coefficients, hence. its 
stability c m  be examined by the Fourier method. A single Fourier component of ujn, say 
r" exp (ik jh r )  
satisfies equation 4.33 provided Bir&, 19681 
iaâî 2 v63 
sin (kAx) - - [l -cos (khx)] = -  (&)  
I f  r has a magnitude greater than unity for any value of k then the difference equation is 
unstable since that Fourier component will grow exponentidly with n. Le., with time. A 
study pirt, 1 9681 of equation 4.34 shows that the magnitude of r is less than unity for al1 
k if the following two conditions are satisfied 
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These two inequalities are stability conditions for equation 4.32. For given values of v. a, 
and Ax they defme a range of permissible At values. 
The fluid flow and reaction differential equations are coupled and nonlinear. 
Discretization approximations for these equations are easily constructed, but they 
fiequently suffer from computational instabilities. The usual Fourier method of testing 
for stability pertains to perturbations about stationary and Mform flows. However? there 
is some recourse as the fiozen coefficient method can be used to evaiuate stability over a 
very short time period using the Fourier method [Hirt, 19681. The a of equation 4.3 1 can 
be considered as the fiozen coeEcient of the convection terms. In the reaction case, 
source terms must be added to the energy and species equations. With the frozen 
coefficient method the source term can be written as c,u in which the u represents 
temperature or mass fraction. Therefore equations 4.3 1 and 4.32 can be represented by 
and 
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respectively. The corresponding Fourier anaiysis r is then 
The above expression shows that dt should be very short for stability of the numencal 
method if c, is very large in order to limit r less than unity. It means that, in this case. the 
fluid flow time scale is much greater than that for the reactions. Although this anaiysis 
has been applied to an explicit numerical method the conclusion is similarly valid in any 
implicit scheme [Hirt, 19681. 
In other hand, time step selection is directly related to integration accuracy for 
transient problems, especially for a fmt order (in time) of integration scheme. A detailed 
discussion is shown in Appendix E. 
4.7. Autoignition 
Current segregate solving methods lead to very slow convergence speeds for the strongly 
coupled nonlinear differential equations [Chen et al., 19911. In order to ensure 
convergence for a large range of problems it is desirable to seek positive coefficient 
linearization. Unfomuiately, its guaranteed convergence with large time steps is 
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countered by the fact that the convergence speed with positive coefficient linearization is 
very slow. 
Section 4.6 concludes that there is a large difference between the time scale for 
fluid flows and the time scale for reactions. One reasonable approach then is to 
separately solve the fluid flow equations, Le., the mass and momentum equations, and the 
reaction equations, Le., the energy and species equations, in a so-called serni-global 
method. This approach solves mass and momentum equations with a larger time step 
than that used to solve the energy and species equations resulting in a tirne efficient 
approach. Several time steps in the solution of the reaction equations are computed 
before the next time step in the solution of fluid flow equations is updated. This 
advantage can be obtained when the nurnber of reaction equations is much less dian the 
number of Buid flow equations. However, when multiple species concentrations are 
considered this method does not appear to have this advantage and may result in a 
coupling problem between variables. For instance, the number of fluid flow equations is 
three for the two-dimensional case and four for the three-dimensional case, For a two- 
step reaction mechanism of natural gas oxidation with five species, the global solving 
method which attempts to solve the fluid flow and reaction equations simultaneously only 
increases by one-third the number of equations over the two-dimensional case. For a 
more detailed reaction mode1 the percentage increase in the number of equations will be 
larger. It means that the global solving method does not dramatically increase cornputer 
memory and computational time. On the other hand, it couples al1 unknown variables 
together and results in a faster convergence in each nonlinear iteration cycle. 
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In the study of natural gas injection and subsequent autoignition in a diesel engine 
type environment the computation is oniy continued until autoignition occurs. For a large 
hction of the injection process (e.g., 90 % penod of the total time) effectively no 
reaction occurs, e-g., convection and diffusion dominates the fluid flow. Therefore, for 
the global solving method the initial time step can be chosen large, Le., reflecting the 
longer fluid flow time scale. 
The methodology employed to solve the autoignition of natural gas problem is as 
follows: In each time step the equations of mass, momenturn, energy, and species are 
solved globally (i.e., simultaneously) by using the Newton-Raphson nonlinear iteration 
method. When convergence is reached, the variables of pressure, velocities, temperature. 
and species mass fractions are updated and then the updated variables are substituted into 
k-E equations. After that, the k-E equations in which coefficients are updated are solved 
to update turbulence viscosity p,. In both cases, the linear systems, generated by 
linearizing the algebraic equations of m a s ,  momenturn, energy, and species and the 
algebraic k-E equations, are solved by the newly developed conjugate gradient solvers, 
Bi-CGSTAB [Von Der Vorst, 19921 and TFQMR Freund, 19911, through block and 
sparse data structures which will be detailed in next Chapter. 
4.8. Closure 
This chapter briefly outlined the approaches used to solve the mas, momenturn, energy, 
and species equations for the natural gas diesel engine autoignition problem. There are 
three major parts to this Chapter. The first part presents the discretization of the 
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differential equations. The second part reveals concems of stability arising from the large 
difference between the fluid flow and reaction characteristic tirne scales. The reaction 
time scale is the smalIer and hence more restrictive. The third part outlines 
methodologies suitable for tackling the multi-time scale problem. For the solution of 
naturd gas injection and subsequent autoignition the global solving method is selected. 
Chapter 5. 
Con j ugate Gradient Iterative Solvers 
5.1. Overview 
Most heat transfer and fluid flow modeling efforts use the Newton-Raphson method for 
solving fùlly-coupled nodinear equations. The Jacobian matrix, generated by the 
Newton-Raphson method, is usually quite large size (e.g., 10') and sparse in structure for 
most realistic problems. The common rule of thumb is that if the size of a linear system 
is smaller than 10' the direct Gaussian elimination method may perform as well as a 
indirect (i-e., iterative) preconditional conjugate gradient (PCG) method. In practice. the 
total CPU time of the PCG method, which is composed of total imer iterations for an 
entire sequence of nonlinear iterations for a matrix size around 10' would be shorter than 
that provided by a direct solver for the nonlinear system. The reason for this is that the 
residual tolerance of a linear iteration cycle need not be small before the iteration goes 
back to a nonlinear iteration cycle. This large residual tolerance greatly reduces the large 
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number of inner iterations in the linear iteration cycle. Ancther advantage of the PCG 
method in cornparison with other iterative methods, e.g., AD1 (Alternative Direction 
Implicit) and multigrid methods, is thai it can easily be used to solve the problems on 
unstnictured grids. In this chapter, the general features of the preconditional conjugate 
gradient solver package, PCGPACKAGE, which was developed by the author using four 
acceleration technologies (ORTHOMM, CGS, Bi-CGSTAB, and TFQMR) are briefly 
introduced. 
5.2. Acceleration Techniques 
The PCGPACKAGE developed involves four different acceleration techniques: 
ORTHOMIN vinsorne, 19761, CGS [Sonneveld, 19891, Bi-CGSTAB [Von Der Vorst, 
19921, and TFQMR Freund, 199 1 1. 
The ORTHOMIN acceleration technique is an orthogonalization-minimization 
method for non-Hennitian (or nonsymmetnc) linear systems. This technique accelerates 
the convergence rate by rninimizing the sum of the squares of residuals dong orthogonal 
vectors. The procedure has the following major features: (1) it is suitable for strongly 
nonsymmetric systems; (2) both the minimization and oahogonalizations have a 
pronounced effect on the convergence rate; and (3) the number of orthogonaiizations 
required is problem dependent and is specified by a user input parameter. 
The CGS algonthm, called as conjugate gradient square dgorithm, first yields a 
polynomial system effectively equivaient to the ORTHOMIN procedure and then derives 
the squares of the polynomials to accelerate the convergence rate. This method has been 
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found to be more efficient than the ORTHOMIN algorithm in general, but it often Ieads 
to rather irregular convergence behaviour. The irregular convergence behaviour may 
even lead to severe cancellation problems, particular, in situations when the starting 
iteration is close to the solution. 
Another CGS related method is to predefine the form of the CGS polynomiai, 
select suitable constants, and combine pair results fiom successive iteration steps. This 
method often leads to a more stable and more efficient algorithm than the simple CGS 
approach. Because of its similarity to CGS and its favourable stability properties it is 
named Bi-CGSTAB. 
Mer the Bi-CGSTAB was created, Freund [199 11 generated an even more stable 
approach, named the transpose-fiee quasi-minimal residual algorithm (TFQMR). 
TFQMR is very stable, however it requires more CPU time than Bi-CGSTAB. Both Bi- 
CGSTAB and TFQMR are recent, very efficient, iterative solvers. 
5.3. Sparse Data Structure 
It is impractical to install al: elements of the rnatrix. The reason is that 400 MB memory 
must be uçed to store al1 variables for a 104 by 10' matrix using only single precision for 
the naturd gas autoignition problem. Another alternative approach is to use a banded 
data structure to store data. However, banded data storage still installs a lot of zero 
elements for problem of complicated geometry, particularly for unstructured grids, and 
hence also needs large amounts of memory. Sparse data storage only installs non-zero 
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elements of the matrix. It needs at most 0.2 MT3 to install the data for a IO4 by 10'' maûix. 
The sparse data structure is described next 
Suppose that each element of a resulting sparse matrix, A (see Figure j.l), is a 
real number (zero or non-zero) and that the distribution of non-zero elements in rnatrix A 
is irregular. Non-zero element locations are dependent on grid structure and grid number 
ordering, especially for unstructured grids. Let d l  non-zero elements be recorded in a 
one dimensional array a(i) that sweeps £iom the left column to the right column and fkom 
the first row to the last row. The i represents a sequential number of non-zero elements. 
Figure 5.1 : Example of a sparse matrix A 
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The non-zero element positions in matrix A are identified by two integer arrays, ir@) and 
jc(ï). The integer array irfi) records the sequentid nurnber of the first non-zero element 
of each row where k is a row number. The integer array jc(i) points to the colurnn 
number of every non-zero element. Consequently, the three m y s ,  a(i). ir(k). and jc(i) 
compactly record the sparse matrix A completely. When section 5.2 conjugate gradient 
approaches are employed al1 the operations (consisting of matrix-vector multiplications, 
matrix-mairix multiplications, fonvard/backward substitutions, and incomplete LU 
decompositions) can be performed on one-dimensional arrays. 
A Block Sparse Data Structure 
When we solve a set of strongly coupled equations the discretization coefficients for each 
node are blocked into subrnatrices. It means that in above sparse matrix A, a block or 
submatrix replaces each nodal element (see Figure 5.2). It should be noted that block size 
may Vary because the nurnber of equations associated with each node may not be same 
(for example, the number of equations on the boundaries may not be equal to the number 
of equations inside for a fiee surface problem). On the diagonal of sparse matrix A, 
however, al1 the blocks must be square. The other biocks may be square or rectangular, 
depending on the corresponding diagonal block sizes. The data in each non-zero block 
are written in a one dimensional array while block size is recorded in another integer 
array. Al1 operations, such as block-block multiplication, taking the block inverse, etc. 
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are performed on one-dimensional arrays. The advantages of a block preconditional 
conjugate gradient solver are as follows: (1) it maintains a strong coupling between 
equations by applying a direct solver (Le., Gaussian elimination method) to each diagonal 
block; (2) it is able to use pivoting in each diagonal blocks to optimize the matrix and to 
remove undesirable zero elements on the diagonal of matrix A; and (3) it is efficient 
because only small block matrices are inversed. 
Figure 5.2: Example of a block sparse matrix A 
5.5. Incomplete LU Factorization 
The aim of partial factorization is to optimize the matrix so that the number of iterations 
needed for convergence of the iterative methods is effectively reduced. A more accurate 
LU factorization scheme will need fewer iterations to converge, but it also requires more 
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work to calculate the factorization and to do the forward and backward substitution. 
Hence, an optimai situation exists between full and no LU factorization, Le., partial or 
incomplete factorization. Partial factorizations can be obtained by performing one or 
more steps of the Gaussian elimination process on the matrix A. 
The simplest partial factorization possible is that obtained by can-ying out only 
one step of Gaussian elimination on the matrix A, changing only the diagonal elements 
(or blocks) of rnatrix A, and not adding any extra elements (or blocks). The factors L, D. 
and U retain the sparsity structure of matrix A. Such a partial factorization is known as 
DKR (Dupont-Kendall-Rachford) factorization Freund, 1 99 1 1. 
For a block structured matrix, when partial factorizations are done, it is important 
that the partial elimination procedure be carrieci out in a block sense. That is, each block 
should be considered a unit when Gaussian elimination is done, and divisions should be 
replaced by matrix inverses. 
Incomplete LU factorization is performed only once at the beginning of the linear 
system solution procedure. 
For large problems using the PCGPACKAGE solvers in place of a direct solver 
(1) a large amount of cornputer memory can effectively be saved, and (2) the CPU time 
for the solution of the project is substantially decreased. 
Chapter 5 Conjugate Gradient Iterative Solvers 
This chapter focused on matrix solven, in particular conjugate gradient iterative solvers 
which were created to deal with a large sized matrix resulting fiom fully coupled non- 
linear equations that must be solved in the natural gas autoignition problem. Four 
different acceleration techniques are identified. The Bi-CGSTAB and TFQMR 
acceleration techniques are deemed the most effective and efficient methods. In addition, 
a block sparse data structure is introduced that maintains a strong coupling between 
equations which permits better matrix condition optimization and hence reduces the 
number of iterations needed. The sparse data structure identified also makes efficient use 
of cornputer rnemory. 
The discretized partial differential equation af3er linearization may be stiff or ill- 
conditional. Consequently, many iterations may be required for a converged solution. 
The incomplete LU factorization presented is able to optimize the matrix so that the 
number of iterations needed for convergence is reduced. Though a more accurate LU 
factorization will need fewer iterations to converge it has the disadvantage of requiring 
more operations to calculate the factorizations in the first place. Simple partial 
factorization, Le., DKR factorization, is therefore used. 
Chapter 6. 
Natural Gas Injection and Autoignition 
6.1. Overview 
Direct injected natural gas diesel engines are currently being developed. Numerical 
analyses results are presented for 20.0 MPa (3000  psia; 200 atm), 4-44 K, natural gm 
injection into 4.0 MPa cylinder air where the arnbient turbulence field is representative of 
diesel engines. Two very important, non-intuitive, observations are made. First, the 
seemingly reasonable spatially uniform velocity profile currently used at the injector exit is 
not appropnate, rather a double-hump profile is correct. Second, a spatially uniform. 
injector exit, temperahire profile results in local temperature overestimates as large as 
300 K. Considenng the strong role of temperature on chemicai kinetics. this second 
observation may have profound implications on the validity of conclusions reached using 
uniform exit profiles. 
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The 3-D modelling of in-cylinder phenomena such as mixing, ignition delay tirne. 
etc., are already computationally very expensive if not prohibitive. As such, there is a 
strong incentive to simpliQ the details of injector operation by applying reasonable injector 
exit (Le., injectork ylinder interface) boundary conditions. The literature on steady -*te 
[Abrarnovich, 1 9631 and low-speed transient [Tsang, 1 9681 jets is well established. 
Unfortunately, the literature on hi&-speed transient jets is vimially non-existent. To 
compensate for this lack of knowledge, current modellers of diesel engine na& gas 
injection processes [Jeske et al., 1992 and Abraham, 19931 assume educated guesses for the 
exit boundary conditions such as uniform temperature, pressure, and velocity profiles. The 
uniform (or box hat) profile assumption is used extensively in computational studies of the 
far field region of jets [Launder et al., 1973 and Chen et al., 19791. It is also a fair fïrst 
approximation to observed turbulent pipe flow velocity profiles [Abdel-Rahman, 19871. 
Diesel engine naturai gas jets, however, are highly compressible in nature resulting in some 
doubt as to the appropriateness of these assumed exit profiles. 
The objective of this chapter is to establish the correct b o u n d q  conditions (Le., 
velocity, temperature, and pressure profiles) to be applied at the exit plane of a high-speed, 
naturai gas injector as used in DI diesel engines. This objective is pursued by modelling the 
turbulent fluid flow within the injector, through the orifice, and into the cylinder. Operating 
conditions (e.g., 20.0 MPa and 444 K for the upstream natural gas), and injector and 
cylinder geometry, are roughly based on those found in the diesel engine like environment, 
injected naturai gas, autoignition experiments of Fraser et al. [199 11. 
This work would have been sufficiently significant if its only conclusion was to 
confimi the appropriateness of currently assumed injector exit boundary conditions. It is 
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shown, however, that achial exit property profiles are not a s  have been assumed. Though 
the importance of this work's results are discussed, a detailed analysis of their impact on the 
conclusions reached by other researchers using assumed promes is beyond the scope of this 
work. 
In the next section, the injector configurations rnodelled are descnbed. Following 
this, computations revealing transient injector exit boundary conditions for a DI diesel 
engine natural gas injector are presented. Given the lack of experiments for comparison, a 
discussion outlining the major checks on the validity of the solutions follows leading to 
several new insights into transient, hi&-speed, gas jets. An attempt is made to incorporate 
and irnprove the model. The experimental measurements of Fraser et al. and Naber et al. 
are used as the bais for improving the model. Finally, the comparison of ignition delay 
t h e  between the present computation and experirnent as well as the ignition location are 
presented. 
6.2. Computational Mode1 
An in-how developed, 2-D compressible flow, finite-volume based code is used in this 
study [Zhang et al., 1992, 1993, and Chapter 3 and 41. The finite-volume approach requires 
that the conservation laws be satisfied locally over each control-volume as well as globally. 
Recognizing this important characteristic of the finite-volume approach is crucial to 
appreciating the physical discussions presented to explain the non-intuitive exit boundary 
condition results observed. In particular, explanations on the ongin of the resuiting velocity 
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profile rely heavily upon detemiining the relative contribution of the various momentum 
and energy balance terms as they apply to a local control volume. 
The Base Case axi-çymmetric injector/cylinder configuration is shown in Figure 
6.1. A çample gnd pattern is also shown. As mentioned, system dimensions such as orifice 
length and diameter, and cylinder wall location, are based upon the experiments of Fraser et 
al. [1991]. Adapting the non-axi-syrnmetric injectorkylinder arrangement in the 
experirnents of Fraser et al. to an axi-symmetric model is accomplished by preserving both 
the nearest injector to cylinder wall dimension (i.e., 29 mm) and the cylinder volume (i.e.. 
149 cm3). The high-pressure naturai gas (20.0 MPa) and cylinder air (4.0 MPa) are initially 
at rest, separated by a fictitious diaphragm. The diaphragm is then instantaneously removed 
and the subsequent flow development calculated. Heat transfer to the walls is neglected by 
applying adiabatic wall boundary conditions. This is often reasonable for hi& speed flows 
[Anderson, 19901 and greatly simplifies the problem by removing the need to model 
thermal transients in the wail. The adiabatic boundary condition is initidly superior to the 
isothermal boundary condition since it permits, via a simple review of the wall temperature, 
a qualitative measure on the degree of cooling or heating generated by the flow. The 
injection process is followed for a maximum of 2 ms. Since the computations reported in 
this work are non-reacting, and since practical diesel engine autoignition times are on the 
order of 2 ms or less Fraser et al., 19911, jet development is followed for a maximum of 2 
ms. 
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444 K, 20.7 MPa I \  
Figure 6.1: An axisyrnrnetnc injectorkylinder configuration 
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Ali other configurations studied involve parametric changes to the Base Case. 
Changes in geometry, coordinate system, grid, turbulence levels, etc. are as surnmarized in 
Table 6.1. Reference to Figure 6.1 is required for definitions of Table 6.1 listed geometric 
parameters. The two geomeiries investigated are the 2-D axi-symmetric and 2-D Cartesian- 
plane configurations. 
The governing conservation equations of mas, momenturn, and energy are solved 
in conjunction with a compressible flow form of the k - 6 turbulence equations [Ahmadi- 
Befkui et al., 1984 and El Tahry, 19831, a fuel mass fiaction equation, and the ideal gas 
equation of state. Chapter 3 presents the 2-D axi-symmeüic form of these equations. 
Simi1a.r equations are used for the 2-D Cartesian-plane problem results presented. 
It is computationally advantageous [Chen et al., 1991 and Kaki  et al., 19891 to 
transfomi Equations 3.24 to 3.3 1 to an axi-symmetnc, body-fitted, coordinate system where 
they are then discretized using a collocated finite-volume numencal scheme simïlar to that 
employed by Karki and Patankar [1989]. 
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Table 6.1 
InjectorICylinder Configurations 
Initial cylinder k 4 . 5  m2/? and E =500 m21s3 => turbulent viscosity, ~ ~ 5 . 2  x 1 O-' kg/mxs 
II (pmImK=4.6 x 10-' kg/mxs). Base Case initial k and & are essenhaiiy zero. Uniform temperature, pressure, and velocity (600 m/s) profiles are appIied at injector exit 
11 ' Full griding: the complete hvo-dimensional domain is solved over. 
11 Low speed of 18 ds is applied at the injector exit. 
7 Gnd resolution is approximately doubled. 
8 Initial cylinder k=û. 125 rn'/s2 and E =250 m'/s3 => pT=6.5 x 1 O-' kdrnxs 
Volume-weighted skew upwinding [Sheu et ai., 19911 and fully-implicit differencing 
schemes are emplo y ed in order to ensure numencal stability at relative1 y high Courant 
numbers. With maximum t h e  steps of 10d seconds, and minimum spatial dimensions of 
about 0.05 mm, the corresponding maximum Courant number realized in this work is 
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a A t  
CFL = - ;r 10 (A x and At are space and time increments, respectively; a is the 
A x  
local speed of sound). At each time step the discretized equations of mass, momentun, and 
energy are solved sirnultaneously using the Block-CGSTAB conjugate gradient iterative 
solver as described in section 5.2. The turbulent kinetic energy, turbulent energy dissipation 
rate, and fuel mass bction are then detennined. Most computations were performed on a 
66 MHz PC, or on a PC equipped with a special i860 board, resulting in computation tïmes 
of about 2 days per configuration per 2 ms of injection process development. 
6.3. Profiles on InjectorICylinder Surface [Zhang et al., 19941 
Case 1 (see Table 6.1) configuration selection is an attempt to mode1 a reasonable facsirnile 
of a DI diesel engine natural gas injection process. Geometry, initial pressure distribution. 
and initial temperature distribution, are based on the simulated diesel engine environment, 
high-speed, n a t d  gas injection, autoignition experiments of Fraser et al. [1991]. To 
isolate autoignition physics, however, these experiments removed the complicating factor of 
high-level, in-cy linder turbulence characteristic of LC. engines. In addition, Case 1 includes 
LC. engine level turbulence. 
It is wel1 established for automotive engines that the turbulence intensity, ut, and 
turbulence integral length scde, L, near top-dead-centre (TDC) are on the order of 1 m/s 
and 1 mm, respectively wl, 1987 and Fraser et al., 19921. Consistent with this 
expectation, an initial turbulence intensity and turbulence integral length scale of 1 m/s and 
2 mm were chosen for the ambient in-cyiinder turbulence level of Case 1. Corresponding 
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estirnates for the turbulent kinetic energy, k (= 112u1'), and turbulent kinetic energy 
dissipation rate, E (=uf3/h ), are 0.5 m2/? and 500 m'/s3, respectively. 
The sirnulated diesel engine environment experiments perfonned by Fraser et ai. 
[1991] determined that 1200 K is approximately the muiimum cylinder air temperature 
required for injected natural gas to autoignite unassisted in 2 ms. It is worth noting, 
however, that an actual engine operating on injected natural gas need not reach this high 
pre-ignition temperature if, for example, it uses dual-fuel injection [Jeske et al., 1992 and 
Hodgins et al., 19921. Therefore, 1200 K is on the high end of pre-ignition air tempemes 
that may be expenenced. Correspondingly, the 444 K initial air temperature used by some 
configurations is on the low end. n ie  800 K temperature used in Case 1 1 is representative 
of the autoignition temperature utilized by liquid-fbelled diesel engines [Siebes et al., 
19871. 
Case 1 injector exit-plane profiles of velocity, temperature, pressure, and mass 
fraction are shown in Figure 6.2. The exit plane property values plotted in Figure 6.2 are 
taken from control volume grid nodes 0.5 mm upstream (7/D = -0.87) of the actual exit 
plane. Also shown in Figure 6.2 are corresponding profiles immediately outside the 
injector orifice exit (Le., 0.5 mm downsiream). In effect, Figure 6.2 shows the property 
profiles seen at the injector exit as well as the relative rate of change in the various 
properties as they exit the injector. Injector exit profile resolution is = 0.05 mm radially for 
a total of 10 control volumes across the injector orifice. 
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4 6 MPa 
Figure 6.2: Case 1 injector exit profiles at O. 0.1, and 0.5 ms for (a) axial velocity, (bj 
radiai velocity, (c) static pressure, (d) static temperature, and (e) fuel mass 
fraction. R is the injector orifice radius. ( zn> = -0.87; - - - - - - - 
fl = 0.87) 
CHAPTER 6 NA TURAL GAS INECTION AND A UTOIGNITION I 08 
The most stikhg feature of the chronological snapshots shown in Figure 6.2 is that 
some profiles differ noticeably fkom the previously expected turbulent pipe flow (box hat 
like) [Jeske et al., 19921, or steady-state, on-design, turbulent gaç jet (also box hat like) 
[Abramovich, 19631. They also b a r  no resemblance to the familia parabolic like proEIes 
seen in Iaminar flow. For example, the axial velocity trace reveals an unexpected double- 
hump feature. In addition, the resulting, far from uniform, exit plane total temperature 
distribution dips significantly to a low of about 200 K (or about half the initial static, and 
total, 444 K temperature) and peaks at slightly above 550 K within the orifice and at 1250 K 
juçt outside the orifice. This is in stark contrast to familiar one-dimensional compressible 
flow results that state that the total temperature, for a calorically perfect gas, is constant in 
isentropic flow through a variable area duct, or across a stationary normal shock [Anderson, 
1 9901. 
In short, the calculated injector exit-plane boundary conditions do not support the 
uniform exit-plane profiles assumed previously by other researchers. 
Given that the results of Case 1 are counter intuitive, two very important questions 
must be answered. First, are the resuits in error for computational reasons? Second, what is 
the physical explanation for the results? These two questions are discussed in the next 
section. Once these questions are addressed, this work will then r e m  to the problem of 
establis hing naturai gas, DI diesel engine, inj ector exit-plane, boundary conditions. 
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6.4 Injector Exit Profiles 
It is legitirnate to ask, given the lack of experimental data for verificatioo, if the reported 
Case 1 results are physically reasonable? 1s the centerline velocity deficit a 
materialization of a boundary condition problem? Etc. 
First, let it be noted that there are related problems that also display multiple- 
hump velocity profiles. For example, low-speed, transient jet experiments indicate the 
presence of a multiple-hurnp mean velocity profile in the vicinity of the start-up vortex 
[Tsang, 19681. Second, two potential flow vortices circulating in opposite directions are 
characterized by multiple-hump velocity profiles [Currie, 19741. 
Injector exit-plane profiles of velocity, temperature, pressure, and fuel mass 
fraction for the Base Case are shown in Figure 6.3. These profiles may be compared with 
the corresponding Case 1 profiles of Figure 6.2. Al1 Base Case and Case 1 profiles are 
qualitatively identical. Case 1 differs fiom the Base Case by increasing the initial in- 
cylinder temperature and turbulence level (see Table 6.1). It is not surpnsing to find that 
Figures 6.2 and 6.3 reveal little sensitivity to cylinder temperature and turbulence level 
since the injector exit flow is momentum dorninated, Le., diffisive effects are secondary. 
Figure 6.4 provides a visual picture of overall Case 5 flow through the use of velocity 
vectors and streamlines. For the Base Case a strong double-hump velocity profile is 
observed at both the injector exit and in the vicinity of the leading edge of the jet. In 
conbast, the higher turbulence levels of Case 5 noticeably weakens the double-hump 
profile in the vicinity of the jet's leading edge (z/D = 47, t = 0.1 ms). 
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Figure 6.3: Base case injector exit profiles at O. 0.1, and 0.5 ms for (a) axial velocity. (b)  
radial velocity, (c) static pressure, (d) static temperature. and (e) fuel mass 
fraction. R is the injector orifice radius. (- Z/D = -0.87; - - - - - - - 
z/D = 0.87) 
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Figure 6.4: Case 5 velocity profiles at O. 1, 0.3, and 0.5 ms. A base case velocity profile 
is aiso shown for z/D = -0.87, 32.0, and 47.0 
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Between the injector exit and the jet's leading edge turbulent diffusion acts to create a 
parabolic like velocity profile (dû = 32, t = 0.1 ms). 
The Base Case, injector exit (z/D = -0.87), centerline velocity deficit (quantified 
as the peak veiocity minus the centerline velocity al1 divided by the peak velocity for a 
given axial location) is observed to asymptote towards a constant non-zero magnitude. 
This behaviour is made clear in Figure 6.5. 
velocity deficit 
Figure 6.5: Base case velocity deficit development 
CHAPTER 6 NA TURAL GAS INJECTION AND A UTOIGNITlON 
The initially large velocity deficit observed at z/D = 32.0 is start-up vortex generated. 
Once the vortex is far removed, transients die out, and oniy the steady-state result 
remains. The z/D = 32.0 velocity deficit asymptoticdly approaches to a zero magnitude 
due to the diffusive effects of jet induced turbulence. Therefore, the double-hump 
velocity profile is characteristic of the injector exit and vortex regions of the jet, but not 
in between. In effect, the steady-state injector exit velocity deficit is not sustained by the 
start-up vortex. 
6.4.1 More Code Validation 
One of the first areas of concem investigated was the handling of the axi-symmetric 
code's symrnetry axis boundary conditions. This is of concem since this boundary 
coincides with the centre of the initially suspicious velocity deficit. Cases 6 and 7 reveal 
a similar velocity deficit to the Base Case (see Figure 6.6). Case 6 checks the axi- 
syrnmetric code against a symmetric 2-D Cartesian code by showing that the presence of 
a velocity deficit is not a function of the coordinate system. Case 7 checks the 2-D 
Cartesian code, and indirectly the axi-symmeûic code, axis boundary condition by 
solving over the entire fiuid flow domain (Le., the need to speciS a boundary condition 
on the axis of symmetry is completely removed). As required, Case 6 and Case 7 
velocity, temperature, pressure, and mass fiaction distributions are identical. 
A second area of concem in the code was the handling of the boundary conditions 
at the sharp corners of the injector exit, especially given the large pressure drop across the 
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exit. Cases 2 and 3 are similar to Cases 6 and 7 except that the injector is replaced by 
uniform velocity, temperature, pressure, and fuel mass fraction boundary conditions. 
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Since the double-hurnp velocity profile also develops in the presence of uniform 
boundary conditions (see Figure 6.7), where code handling of the comer is markedly 
different, indications are that the comer is not a problem with respect to the trends 
observed. As a quantitative check on the code's handling of the comer the number of grid 
points is approximately doubled (Case 8). If the comer is a problem then this finer spatial 
resolution should translate into differences in velocity profile development. As can be 
seen in Figure 6.8, Case 8 profiles match the coarser, corresponding, Case 5 profiles well. 
The maximum difference between Case 5 and Case 8 velocities occurs on the centerline 
and is 6%. Therefore, it is concluded that the sharp injector exit corner is not a major 
problem. 
Interestingly, it is also revealed in Figure 6.7 that the impact the uniform exit 
profile boundary condition is for the uniform profile to compete with velocity deficit. 
with the uniform profile eventually dominating the flow. That is, when the start-up 
vortex is far downstream, the velocity deficit is eventually replaced with a jet structure 
characteristic of uniforni boundary condition steady-state jets [Abramovich, 19631. 
6.4.2 Double-Hump Velocity Profile Origin 
Case 2 proved very useful. It enabled the author to identi@ at Ieast one physical reason 
for the double-hump axial velocity profile. This was achieved by solving the discretized 
conservative equations by hand in the vicinity of the injector exit. First, as required, 
mass, momentum, and energy conservation were c o n h e d  to hold for each 
computational control volume. It was then established that the velocity deficit begins to 
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Il6 
Figure 6.7: Existence of double-hump axial velocity profile for un i fon  
injector exit boundary condition; Cases 2 and 3. 
R is orifice radius ( - - - - 0.04 ms; - 0.1 ms). 
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Figure 6.8: EfZect of doubling grid resolution on velocity profile at z/D = 0.87. 
(- Case 8; - - - - Case 5). 
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form immediately. This should be of no surprise since the start-up vortex also begins to 
form immediately. 
For Case 2 consider two control volumes just outside the injector exit. One 
adjacent to the axis-of-symmetry and the second radially adjacent to the fust control 
volume. The axial velocity is constant across the injecter-side face of both control 
volumes. Viscous effects are negligible as momentum dominates the flow. Radial 
expansion is driven by a radial pressure gradient. Pressure initially peaks on the axis of 
symmetry. By symmetry, no axial momentum is convected radially across the axis-of- 
symmetry, however, axial momennim is convected radially out across the common 
surface between the two control volumes being considered. It is next found that the axial 
momentum convected in and out of the second control volume is nearly balanced. 
Therefore, given that the axial convected axial rnomentum contribution is near equivalent 
for each control volume, then the second control volume's axial momentum must be 
greater than that of the control volume adjacent to the axis-of-symmeûy. If the effects of 
density and temperature are neglected, then the axial velocity in the second control 
volume must also be greater. That is, a centerline axial velocity deficit is formed 
resdting in a double-hump velocity profile. In other words, the rnuch smaller radial 
convection velocity can actuafly govern net control volume momentum. Though this 
discussion has been sirnplified by neglecting density and temperature effects, it is noted 
that the inclusion of these properties does not change the essence of this explmation. 
In short, the injector exit double-hump velocity profile appean to be a by-product 
of the pressure distribution's control over the radial velocity combined with radial 
momentum convection dominance. In essence, expansion effects cause the double-hump 
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near the injector exit. Now, for Case 5, Figures 6.4 and 6.5 reveal a double-hurnp profile 
at the injector exit and at the head of the start-up vortex, but not in between. Therefore, it 
appears that the double-hurnp profile has at least two physical ongins; the start-up vortex 
flow pattern and injector exit expansion effects. 
If pressure plays a crucial role in establishing the double-hump velocity profile, 
how then can the double-hump profile extend to the interior of the injector orifice? That 
is, how can pressure information fiom downstream expansion travel upstream into the 
orifice given that Mach nurnbers greater than one are found within the orifice (see Figure 
0 
6.9)? The answer lies in the two-dimensional nature of the problem. In-cylinder pressure 
information first travels radiaily towards the orifice (radiai Mach numben are less than 
0.02 everywhere) before propagating upstream through the orifice boundary layer. 
Finally, the double-hump velocity profile is not an upstream effect. When 
starting, the orifice velocity profile is initially pipe flow like. Second, the velocity deficit 
is observed to gradually propagate up the orifice until a near steady-state situation is 
reached where the double-hump velocity profile extends only part way into the orifice. 
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Figure 6.9: Base Case Mach nurnber profiles after 0.5 ms in 
the (a) axial and (b) radial directions. 
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6.5 Temperature 
It is observed in Figure 6.2 for Case 1 that the injector exit static temperature profile is 
highly non-unifonn varying f b m  about 150 K to 1250 K. The peak temperature exceeds 
the initiai total temperature of 444 K, even after the steady-state solution has been 
reached. The reason for the large temperature peaks and valleys is closely coupled to the 
pressure distribution. In particular, flow work [Reynolds et al., 19771 determines fluid 
parcel temperature. 
It is easy to appreciate the importance of flow work on temperature in transient, 
compressible flows by considenng the classical transient shock tube problem. Refer to 
Figure 6.10 for a schematic of classic one-dimensional shock tube velocity, temperature. 
and pressure profiles [Anderson, 19901. Evidently, the local temperature can exceed the 
initiai total temperature in transient cornpressing flows. The increase in temperature 
behind the transient shock is due primarily to flow or compression work. It can be shown 
that dissipative effects within a shock contribute little to the temperature increase across a 
shock [Anderson, 19841. 
Considering the strong role of temperature on chernical kinetics, the fact that the 
injector exit-plane temperature profile (dD = -0.87) varies by about 300 K may have 
profound implications on the validity of reacting flow conclusions reached using uniform 
exit profiles (see Figures 6.2 and 6.3). Ascertaining these implications is beyond the 
scope of this work. 
Case 9 differs fiom the Base Case by starting with an initial cylinder air 
temperature of 1200 K instead of the base 444 K. The initial pressure in the cylinder is 
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kept constant through a compensahg decrease in density. As can be seen in Figure 6.1 1, 
jet penetration is greater for Case 9 than the Base Case &er 0.1 ms. The trend of 
increased jet penetration given increased cylinder temperature is M e r  substantiated by 
Case 1 and Case 10 results also shown in Figure 6.1 1. Results for Case 1 1, not shown, 
are also consistent with this trend. If molecular viscosity decreased with temperature then 
the added retarding force could possibly explain this trend. 
Figure 6.10: Classical one-dimensional shock tube velocity, temperature and pressure 
profiles. 
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Figure 6.1 1 : Effect of temperature and turbulence on jet profiles 
for the Base Case (. - - -) and Cases 1 ( 
9 ( -  - - - 1 -) and 10 (--.- --) after 0.1 ms. 
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Unforhmately, the molecular viscosity of air almost doubles between 444 K to 1200 K 
(Sutherland fornula [Anderson? 1 9841). The explanation for increasing jet penetration 
with temperature seems to be related to the increase in sound speed associated with 
higher temperanires. In effect, information about the injection process travels 
downstream faster at 1200 K than 444 K. Figure 6.1 1 also reveals that an increase in 
cylinder temperature has a noticeable effect on the injector exit velocity profile. 
Lastly, notice that the static wall temperature within the orifice (Figures 6.2 and 
6.3) is below the initial wall temperature in Case 1, and above the initial wall temperature 
in the Base Case. Correspondingly, Case 1 has a net cooling effect on the injector. The 
Base Case is reversed in having a slight heating effect. 
6.6 Turbulence and High Temperature 
Confidence in the existence of the double-hump velocity profile first observed for Case 1 
has been fairly well established as discussed above. This work now retums to diesel 
engine related considerations. 
It is realized that the injector configurations discussed are only partial 
representations of actual DI diesel engine natural gas injection. Even Case 1 is limited by 
its omission of reacting flow considerations. Nevertheless, avoiding such complicating 
factors has proven very useful in isolating underlying physicd processes. Of interest now 
is the influence of the complicating factor of turbulence. 
Increasing in-cylinder turbulence levels is expected to increase the difisive 
transport of mass, momentum, and energy. The results for Cases 1, 9, and 10 are shown 
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in Figure 6.1 1 confum this expectation. For example, in the absence of initial cylinder 
turbulence Case 9 displays a strong double-hump velocity profile at z/D = 47.2. In 
contrat, the presence of high cylinder turbulence levels in Cases 1 and 10 smoothes this 
double-hump profile at z/D = 19.9 to such an extent that it is completely removed. 
Notice, that the presence of in-cylinder turbulence levels typical of I.C. engines has a 
significant impact on jet mixing and development downstream of the injector exit. 
Regardless, turbulence does not remove the velocity-deficit profile seen at the injector 
exit Le., a strong double-hump profile still exists. The differences observed in the 
injector exit velocity profiles between Cases 1, 9, and 10 in Figure 6.1 1 are significant. 
however, in the sense that they complicate the task of identifjring a universal velocity 
profile applicable over a reasonable range of diesel engine operating conditions. Injector 
exit profiles are sensitive to cylinder temperature and turbulence levels. 
It is observed in Figure 6.4 for Case 5 and in Figure 6.1 1 for Cases 1 and 10 that 
in-cyiinder turbulence levels representative of I.C. engines yield smooth, parabolic like 
velocity profiles. This characteristic of turbulence to yield velociîy profiles more in line 
with those of uniforni injector exit boundary conditions is important, because, it suggests 
that conclusions based on uniform type boundary conditions made by other modellers of 
natural gas DI engine injection may not be in such serious error, though this still needs to 
be confirmed. As mentioned previously, such confirmation is beyond the scope of this 
work. 
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6.7 Distribution of Species Concentration Without Reaction 
Gas jet penetration distance and jet width are quantified. These quantities are defmed in 
Figure 6.12. Gas jet penetration is determined fiom the maximum axial extent of the 5% 
and 50% fuel mass fraction contours. Similady, jet width is determined fkom the 
maximum width of the 5% and 50% fuel mass fraction contours. Another parameter of 
practical importance is the total mass of fuel injected. 
Figure 6.12: Schematic d e m g  jet penetration distance and jet width. Y, is the fuel mass 
fraction. 
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Figure 6.13 shows plots of jet penetration distance, jet width, and injected fuel 
mass as h c t i o n s  of time for the Base Case and Cases 5, 13, 14, 15, and 16. These cases 
investigate the influence of orifice geometry on jet behaviour as well as providing a 
handle on the impact of in-cylinder turbulence. 
It is seen in Figures 6.13a and 6.13b that the effect of turbulence is to retard jet 
penetration, L, and to broaden the jet's width, W. This is not surprising. The injected 
fuel mass diffises sideways faster in the presence of turbulence, consequently, by 
conservation of m a s ,  the penetration distance cannot be as great. Second, jet penetration 
increases slightly with decreasing Lm as shown in Figure 6.13~. This is inconsistent 
with the notion of increased frictional Iosses within the longer orifice. But it is consistent 
with the hypothesis that the larger diameter orifice used to decrease L/D decreases the 
back-pressure seen by the orifice in Cases 14 and 16 more than in Cases 13 and 15. The 
decreased back-pressure decreases injector exit velocity and hence jet penetration. 
Inspection of injector exit velocity confirms this decrease. Third, the mass injected varies 
little for al1 cases with similar orifice diarneter. Figure 6.13d, however, reveals that a 
doubling in orifice diarneter increases the mass flow by more than the associated increase 
in orifice area. A more than four fold mass flow increase is expected since the volume to 
surface area ratio of the orifice is also increased, i.e., the percentage contribution fiom 
orifice wall fnction effects is correspondingly decreased. 
Data as shown in Figure 6.13 are presented only as a potential aid to those 
farniliar with liquid-fuel diesel engine injection Pracco, 19851 and who would Like to 
attempt to draw comparisons. 
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Figure 6.13: Jet development as measured by jet penetration, L, jet width, W, and net 
inj ected mass for the base case and case 5, 1 3, 1 4, 1 5 ,  and 1 6. 
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6.8. Optimized Reaction Mode1 
A review of previous sirnplified reaction models found that no global ignition models for 
natural gas autoignition exist. Many global models do exist for systems after ignition, but 
these models cannot be expected to be able to capture the low temperature reactions 
responsible for ignition. One way to generate an ignition model is to modiQ an existing 
reaction model by using numencal regression or numerical optirnization. 
The naturai gas ignition model selected for aptimization is the combustion 
submodel of Naber et ai. [1994]. This submodel is based upon a large pool of after 
ignition expenmental data. It assumes a two-step kinetic mechanisrn to account for the 
oxidation of methane. 
Comparing natural gas autoignition cornputations using the reaction submodel of 
Naber et al. [1994] and the experimental data of Naber et al. [1994] reveal large 
disagreements. This is not surprising given the post ignition origin of the reaction 
submodel. The approach to be pursued have to improve computational and experimental 
agreement will be to modi@ the reaction submodel's Arrhenius constants and activation 
energies. 
The first of the two global reaction rate equations, Equation (3.14) controls the 
disappearance of methane and generates carbon monoxide. The reaction equation play s a 
preconditional role, it is the rate limiting step that primarily establishes the autoignition 
delay time. Therefore, the Arrhenius constant and the activation energy of Equation 
(3.14) are optimized fnst. 
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The optimization procedure utilized is as follows. Naber et al.'s experimental 
results show three curves representing ignition delay t h e  venus temperature for three 
different initiai densities: 6.4 kg/m3, 20.2 kg/m3, and 32.6 kg/m3. From each curve three 
points are selected, as shown in Figure 6.14. A least-squares rninimization fitting 
expression can be written as 
where the q' models the delay time which corresponds to a particular initial temperature 
and density. The goal is to obtain the maximum likelihood estimate of the two mode1 
parameters, Arrhenius constant A and activation energy E. by minimizing residual X? 
Here ri' is a function of A and E, but the function cannot be expressed by a mathematical 
formula. Making it impossible to explicitly evaluate the derivatives of X L ( ~ ,  E). One 
possible solution is to select parameter intervals of A and E, 
These intervals represent a rectangular area. In each step of the search for a converged 
estimate of the optimum A and E, the four points in this rectangular area are selected by 
Golden section method, which generates the following expressions 
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A,' = 0.382 (A, - A,), 
= 0.61 8 (A, - A,), 
E,' = 0.382 (- - El), 
= 0.61 8 (E, - El), 
Al < A,' < A? 1 < Az , and 
E, < E,' < &' < E2 
Suppose that test results are written as 
and x ~ I , , '  is a minimum value for the four x2s, i.e., - 
The next A and E interval to be tested is reduced in size to 
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A,' A 5 A2 
E,' a E 5 E z -  
This rectangular area is only approximate 37.8 % of the last one. This procedure of 
reducing the interval size is continued until acceptable accuracy is obtained for the 
estimates of the least-square minimizing optimized A and E. The optimized model 
obtained using the Golden search method is 
Figure 6.14 compares the zero-dimensional, detailed kinetics, modeling effort of 
Naber et al. [1994] to their experimental results. Although the agreement is poor the 
expected trend of decreasing ignition delay time with increasing density is observed. It is 
not surprising that this model does not work well as it cannot account for jet mixing 
contributions. Figure 6.15 shows the stahis of this work's attempt at obtaining a global 
kinetic scheme that works in combination with the detail modelling of injection jet fluid 
flow. The agreement between model and experiment shown in Figure 6.15 is better than 
that of Figure 6.14, but it is still poor. One possible explanation for the poor agreement 
in Figure 6.15 is that varying the Arrhenius constant and activation energy in Equation 
(6.7) provides insuffcient flexibility to bring least-square closer to zero. 
CHAPTER 6 NA TURAL GAS INECTION AND A UTOIGNITION 
Figure 6.14: Comparison of Naber et de ' s  [1994] kinetic model and experiment results. 
Figure 6.15: Comparison of present model and Naber et al.'s [1994] experiment results. 
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Al1 possible parameters for use in the least-square minimization search would be much 
more expensive in computer time and should be the subject of future study. It may also 
be that the two-step global reactions of Equations (3.14) are incapable of capturing the 
ignition physics and that some other unknown set of equations need to be used. It is 
computationally prohibitive, however, to use a detailed set of elementary equations, a 
global reaction scheme needs to be found. 
6.9. Ignition Delay and Ignition Location 
Thermal considerations play the key role in the ignition processes. In addition, a specific 
range of fuel-air ratios is a necessary condition for ignition. A local reaction rate depends 
upon local temperature, local mixing rate, local molecular diffusivities, and local 
concentrations. When the rate of thermal energy release by the reaction is greater than 
the rate of thermal energy loss an ignition condition exists. When the opposite condition 
exists, ignition is impossible. When the two energy rates are equal, a critical thermal 
ignition condition ignition exists. There are two induction periods [Kuo, 19861, or 
ignition delay times, associated with the ignition of a premixed charge. First, there is the 
chemicai time r, required for the charge to build up a critical concentration of radicals. 
Second, there is the thermal tirne r, associated with the tirne it takes for the system to 
reach the thermal ignition condition. Natural gas injection and subsequent autoignition, 
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however, is not a premixed charge situation and involves another induction time, the jet 
convection with turbulent mWng time. 
To identie the location of autoignition two macro conditions must be met: (1) a 
high temperature on the order of the adiabatic flame temperature; and (2) a fuel-air 
concentration within flarnmability limits. Figure 6.16 summarizes observations 
conceming the location at which injected natural gas autoignites. The vortex referred to 
in Figure 6.16 is the start up donut vortex that accompanies, but trails slightly, the head of 
the natural gas jet. One consistent feature conceming autoignition site location is that it 
is always behind the vortex center. Another consistent feature is that autoignition occurs 
nearer the jet centerline than the vortex center. 
Locations A, B, C, D, and E around vortex center are highlighted in Figure 6.17. 
The hi& temperature condition is satisfied at almost al1 locations. There are, however. 
large concentration differences between location A, B, C, D, and E. Locations B and E 
always present lean fuel concentrations. Note that the injection process is an unsteady 
state process that leads to vortex center fonvard-movement in time. Therefore, it is 
impossible for ignition to occur in locations B and E. Locations C, D, and A are possible 
autoignition sites. One-dimensional shock tube analysis points out that shock speed is 
always faster than contact surface speed. In other words, pressure propagation speed is 
much faster than any local flow speed. In the case of two-dimensional or axi-symmeaic 
injection, pressure information generates the vortex and pushes it ahead. It is therefore 
dificult for the natural gas fuel to reach the vortex center, hence, the lean fuel status at 
locations D and A. At location C (see Figure 6.18), hig! temperature fiesh air merges 
with the incorning naniréil gas fuel and combines via turbulent mixing. 
Figure 6.16: Computationai results of autoignition location and vortex center. 
- Figure 6.17: Anaiysis of ignition location around vortex. 
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The temperature and fuel-air concentration at location C are well suited for building up to 
a critical radical concentration and to the themial ignition condition. Consequently , 
location C is the most probable ignition site. Experimental verification of this mode1 
prediction does not exist but is critical in order to better ascertain our rnodelling 
capabilities. 
FinaIIy, it is observed that as soon as the ignition occurs at location C the resulting 
high pressure source reduces the intensity of the startup vortex while also generating a 
second vortex behind ignition location C (see Figure 6.19). 
natural gas fuel 
Figure 6.18: Mixing around ignition site. 
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Figure 6.1 9: Vortex generated behind ignition site after ignition. 
6.10. Closure 
This work's £ïrst objective was to establish the injectorkylinder interface boundary 
conditions appropnate for diesel engine modelling purposes. The establishment of 
appropnate injector/cyhder boundary conditions is of interest since it will hopefully 
remove the need to mode1 the h e r  details of injector operation, thus pemiining future 
computational efforts to focus on in-cylinder miuing and combustion processes. The 
complexity of the injection process, however, has prevented the identification of a universal 
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set of injector exit profiles characteristic of natural gas injection into diesel engines. This 
work investigated in some detail the nomintuitive injector exit velocity, temperature, and 
pressure profiles observed. The major conclusions reached are as follows: 
1) The uniform injector exit velocity and temperature profiles currently used in the 
modelling of diesel engine, high-pressure, transient, natural gas injection are not 
even good first approximations to the actuai profiles. Velocity displays a double- 
hump profile with peak values o c c ~ g  within the jet m w i g  layer. Temperature 
variations greater than 300 K are observed at the injector exit. These profile 
complications are a direct result of the jet k i n g  underexpanded. 
2) Cylinder turbulence at levels characteristic of diesel engines quickly dominates the 
jet's velocity field. This may imply that modellers of diesel engine, natural gas. jet 
mixing processes need not be overly concemed about the dissirnilarities noted in 
conclusion 1 above. This implication, however, still needs to be verified. 
3) Given the strong role of temperature on chernical kïnetics, the temperature 
dissimilaities noted in conclusion 1 should be of serious concem. In particular, it 
may have profound implications on the validity of reacting flow conclusions 
reached wing unifom exit profiles. 
4) The non-uniform temperature profile observed at the injector exit is primarily a 
result of compressibility effects, or more specifically, flow work. The origin of the 
non-uniform velocity profile is more W c u l t  to explain beyond noting an apparent 
close coupling to the pressure field. 
The impact of these findings on the conclusions reached by modellers assuming 
uniform profiles is beyond the scope of this work, and as such, is yet to be determined. The 
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IWO greatest needs at the moment are profile verification, ideally through experiment, and 
more information on injector construction and operation. 
Section 6.8 presents a modified kinetic mechanisrn based on a previous proposed 
reaction mode1 [Naber et al., 19941. The numerical resdts ushg the modified reaction 
submodel yields improved agreement between modelling efforts and the experimental 
data of Naber et al. [1994]. Autoignition location is computationally studied and f o n d  to 
be consistent with physical expectations. The most likely autoignition location is behind 
startup vortex closer to the jet centerline than the vortex centre. 
Finally, this work has idealized the start-up phase of injection as an instantaneous 
event. This omission rnay not be insignificant with respect to its control over initial Fuel- 
air mixing and subsequent autoignition. However, without a more detailed knowledge of 
injector construction and operation, this omission cannot easily be critiqued M e r .  
Since this work omits reacting flow and concentrates on momenturn dominated, pressure 
driven, jet dynarnics, concem over injector start-up is assumed minimal. In addition, 
injector closing has been completely ignored. In short, there is a d e f ~ t e  need to have 
more information on injector construction and operation. 
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7.1. Summary 
This work attempts to model the autoignition process for high pressure natural gas 
injected into a diesel engine type environment. Corresponding expenmental data 
measured over a wide range of initial pressure. density, and temperature conditions is 
used for model evaluation. Previously proposed detailed and simplified models have 
yielded pour predictions of injected natural gas autoignition delay times. This is no doubt 
due to the fact that these models al1 ignore the influence of the jet mixing process. This 
work overcomes this weakness by including a detailed simulation of the jet injection fluid 
mechanics, hence. the first phase of this work concentrated on the fluid mechanics of the 
problem without reactions. Two major results of this phase are the identification of a 
double-humped injector exit velocity and temperature profile, and the observation that 
fuel injected at 444 K reaches a peak temperature due to compression effects of about 300 
K higher in absence of chernical reactions. This latter observation may play a cntical role 
in natural gas autoignition given temperature's dominant role in kinetics. The second 
phase of this work adds kinetics to the problem. Numerical regression is used to optirnize 
the simplified kinetic scheme used in order to betîer match experiment. 
A review of the literature shows that almost al1 numerical autoignition studies are 
restricted to shock tubes. Shock tube studies provide properties for premixed chernical 
reaction such as autoignition delay time, activation energy, temperature, and pressure 
trends and the effect of additives. Such studies, however, do not simulate the majonty of 
conditions found in diesel engine combustion chambers. For example, in a real engine, 
fuel and air are not Mly prernixed, flows are not one-dimensional, and turbulent mixing 
is involved. In addition these numerical studies cannot predict the ignition location 
which is very usehl for design purposes and for gaining insights into the physics of 
gaseous combustion in diesel engines. 
A review of previous simplified reaction models found that many simplified 
reaction models do exist that consider the reaction after ignition, but these models are of 
little use. Ignition being a low temperature phenornenon involves different dominant 
reactions than the high temperature reaction process. The development of a simplified 
reaction model therefore become a requirernent of this research. 
The process of naturai gas autoignition in diesel engines is very complicated, 
correspondingly model simplifications are needed. A constant volume combustion 
chamber based on the experimental work of Fraser et ai. [1991] is used. A cylindricai 
shaped charnber that is 2-D axisymmetric is used in place of the experiments 3-D 
diskhjector geometry however. This geometry change should not affect the 
characteristics of natural gas injection and autoignition as long as injected gas does not 
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impinge on the wall of combustion chamber before autoignition occurs. Another 
important assumption is that the turbulent kinetic energy in the combustion chamber is far 
less than that actually observed in diesel engines. That is, the in-cylinder turbulence has 
been decoupled from the problem for both the computations and the expenments, thus 
permitting the flow to be jet dominated. Several computations, however, did include 
turbulent intensities typical of diesel engines for cornparison purposes. 
In order to solve the natural gas autoignition problem it was also necessary to 
incorporate suitable numenc calculation strategies. This included the use of 
computationd space methods and an evduation of linear equation solvers. Two iteration 
solvers were particularly attractive due to their low storage requirements. Ultimately a 
new conjugate gradient solver called B-CGSTAB was developed in this work. B- 
CGSTAB is a block preconditional conjugate gradient solver with low storage 
requirements, stability, and an ability to maintain a strong coupling between equations via 
the use of a direct solver for each diagonal block. Pivoting is used in the preconditioning. 
Local supersonic flow has been identified as the cause of the unexpected double- 
hump velocity and temperature profile at the injector/cylinder interface (Le., boundary 
condition). lnitially the injector orifice velocity profile is pipe flow like. It then quickly 
forms a velocity deficit that propagates up the orifice. The double-hump velocity profile 
forms as this velocity deficit passes but extends only slightiy into the orifice. The 
importance of this double-hurnp profile on the autoignition process is not h l ly  
understood but it certainly reveals that previously assumed parabolic and box-hat exit 
profiles are inappropriate should, for example, the 300 K temperature increase associated 
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with the double-hump severely impact the kinetics. The double-hump profile persists due 
to radial expansion fiom the supersonic jet. 
Local reaction rates depend on local species concentrations and local temperature. 
For n a t d  gas injection the mixing process directly impacts on both of these. Based on a 
two-step global kinetic mechanism and experimental data a model for injected diesel 
engine natural gas autoignition is presented. This model is obtained by optimizing the 
Arrhenius constant and activation energy such that the squared deviation between 
computed and experiment autoignition tirnes are minimized. 
Finally, a first atternpt at identifying the location of the autoignition site is 
undertaken. Controlling the ignition site may prove usefûl in improving subsequent 
combustion, e-g., an ignition site that immediately impinges on the wall may experience 
more quenching. Preliminary results indicate that the most probable initial ignition site is 
located behind the injection jet's start-up vortex and toward the jet centerline. 
7.2. Recommendations for Future Research 
There are three major areas for fhre  research that will either irnprove or greatly extend 
this work. They are as follows: 
(1) The global kinetic model should be m e r  optimized allowing for variable 
activation energy, Arrhenius constant, concentration exponents, perhaps a pre- 
exponential temperature exponent, and more iterations. 
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(2) Piston motion and more complex geometries indicative of commercial diesel 
engines need to be investigated using expected in-cylinder turbulence levels. 
(3) Mixing esects on autoignition site control can be investigated. 
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This appendix outlines several code verification tests. This includes the driven cavity 
test. flow around a blunt body test, and a steady state turbulence gas jet cornparison. 
These tests cover fluid flow computations fiom subsonic to supersonic. These problems 
are defined below and are chosen so as to include the most important features of the 
complex flows encountered in engineering practice. 
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A.2. Lid-Driven Cavity Flow Test 
The Lid-driven cavity flow test involves a quadrilateral domain with parallel walls. one 
pair of which is inclined as shown in Fig A.1. A non-orthogonal grid is used. Non- 
orthogonality is the limiting in many solution methods. An angle of 45' is chosen. As far 
as grid non-orthogonality is concerned, this case is likely to cover al1 of the relevant 
effects to be experienced in the naturd gas autoignition problem. Larninar flow is 
induced by the movement of one wall (hence the name lid-driven cavity flow). 
Specifically the test case corresponds to an angle P = 4s0, a length L = 1 m, a density p = 
1 kg/m3, and a lid velocity U = 1 d s .  The Reynolds nurnber, defuied by using the lid 
velocity, U, and cavity length, L, is 1. Mach nurnber is varied firom 0.0034 to 0.2 by 
changing temperature. A cornparison of centerline velocity profiles with bench mark 
I 
Figure A. 1: Geometry and boundary conditions for test case 
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results [Demirdzic et al, 19921 is shown in Figures A.2 and A.3. Results for three 
different Mach numbers are shown. Computations were stopped in dl three cases afier 
the same number of iterations, 1000. Test case 3 with a Mach number of 0.2 yielded 
rapid convergence with its final results being very close to the benchmark results. When 
the Mach number was reduced to 0.03 (test case 2) and 0.0034 (test case l), system 
stiffhess in this density based formulation (see Appendix E.4) increases, thus slowing 
convergence speed. The Mach numbers 0.03 and 0.0034 results in Figures A 2  and A.; 
are not converged to a predefmed relative error tolerance but rather were stopped by the 
maximum iteration nurnber. That is, though cases 1 and 2 are expected to converge to the 
benchmark solution given more iterations, the results shown are not converged. 
Bench Mark / 
Figure A.2: Variation of the centreline velocity profiles of U-component. 
Test 1 - Mach number 0.0034; Test 3 - Mach number 0.03; 
Test 3 --- Mach number 0.2; Bench Mark [Demirdzic et al., 19931. 
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Bench Mark 
Figure A.3: Variation of the centreline velocity profiles of V-component. 
Test 1 - Mach number 0.0034; Test 2 - Mach number 0.02; 
Test 3 - Mach number 0.3; Bench Mark [DernirdUc et al., 19921. 
A.3. Flow Around A Blunt Body 
The second case involves a two-dimensional channel flow with a blunt body at its center 
(see Figure A.4). The purpose of this test case is to evaluate supersonic flow capabilities 
of the code. The boundary conditions are such that the inlet Mach number is Ma = 2, the 
inlet velocity is U = 587 m/s, the Reynolds number is Re = 3.4 x 106, outlet pressure is P 
= 10' Pa, and wall no-slip condition holds. Isothermal lamina flow is considered. The 
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Figure A.4: Two-dimensional channel flow with a blunt body at its center. 
Figure AS shows the velocity vector distribution for the test case supersonic flow. 
An oblique shock is generated at the leading edge of the inlet due to boundary layer 
effects. The oblique shock-wave angle is around 3S°C with respect to the horizontal 
which matches the chart data on oblique shocks charts [Anderson, 19901. The figure also 
exhibits a detached shock wave, a reflection shock wave, an expansion wave, and reveals 
an interaction between the shock wave and the boundary layer, al1 as expected. The 
corresponding Mach nurnber contour and the pressure contour of this supersonic intemal 
flow are shown in Figure A.6 and A.7, respectively. 
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Figure A.5: Velocity vector distribution. 
Mach Number Contour 
Figure A.6: Mach number contour 
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1 Pressure Contour 
Figure A.7: Pressure contour 
A.4. Steady-State Turbulent Gas Jet Cornparison 
Abramovich's high-speed, steady-state, profile data [Abramovich, 19631 provide a classic 
reference on turbulent jets. Abramovich presents an extensive theoretical treamient, 
supported by numerous experirnents, of 2-D planar, steady-state, hi&-speed, turbulent, 
oas jets. The high-speed jets modeled are on-design resulting in unifonn velocity, D 
temperature, and pressure profiles at the jet exit plane. In other words, the experirnents 
are specifically designed to yield near uniform jet exit profiles. If the unsteady state case 
of natural gas injection into combustion chamber is permitted to reach steady-state (which 
would require vrall removal and a longer jet development time) then the solution should 
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agree with the results of Abramovich A steady-state solution match is a good check on a 
code's ability to capture high-speed jet physics. 
Abramovich [Abramovich, 19631 provides analytic expressions for velocity and 
temperature profiles in the mWng region near the exit orifice of steady-state, hi&-speed, 
turbulent jets. These profiles are non-dirnensionalized collapsùig the data to a single 
cuve. Figure A.8 plots the semi-empirical, anaiytic, non-dimensional velocity profile of 
Abramovich dong with corresponding near steady-state results for the natural gas 
injection. The agreement between the computations and the analytic expression are 
within the scatcer of the data used to validate the analytic profües. It is concluded £tom 
Figure A.8 that the developed code can mode1 on-design, steady-state, turbulent, high- 
speed. gas jets reasonably well. 
- Abramovich Cl9631 
0 z / D = 3 2  
a z / D = 6 5  
v z/D = 10.8 
Figure A.8: Natural gas near steady-state, hi&-speed, turbulent, gas jet, mixing layer 
velocitv ~rof i le  for case 2 d e r  0.1 ms. q and Au are the non-dimensional 
d A 
radius and velocity, respectively, d e h e d  by Abramovich [1963]. 
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Another check on the prediction capabilities of the code involved the modelling of 
a low speed jet. Theoretically based analytic expressions exist for low speed, steady- 
state, jets m t e ,  19741. A comparison berneen theoretical and caiculated profiles is 
exampled in Figure A.9. It is again seen that velocity profile agreement is good. 
- similarity solution 
---- cornputation 
Figure A.9: Low speed gas jet velocity profile cornparison b e ~ e e n  computation 
and analytic similarity solution. 
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AS. Closure 
This appendix presents a bnef of the more important code validation tests. These test 
looked at subsonic laminar flow in a lid-driven cavity, at supeaonic, lamina flow for an 
imer flow passing around a blunt body, and at a turbulence gas jet comparison with 
existing data. The comparison between the computations and bench mark results show 
good agreement with a maximum error 1% for lid dnven cavity when Ma = 0.2 and a 
maximum emor 7% for figures A.8 and A.9. These tests have estabtished a level of 
confi~dence in the in-house code that indicates it to be suitable to mode1 natural gas 
injection into a combustion chamber. 
Appendix B. 
Shock Wave Studies 
B. 1. Overview 
In the course of addressing the natural gas injection problem an entropy production rate 
scheme was developed to mode1 moving shocks, compression waves, and contact surfaces. 
This scheme employs an entropy production rate formula within a finite volume method 
such that second law of thermodynamics is locally satisfied. For this scheme. it is proven 
impossible for Gibb's phenomena Iike oscillations to f o m  in the vicinity of shock fiont and 
contact surface discontinuities. This scheme is not hindered by the need to incorporate 
artificial viscosity or an assumed shock shape analytic function as is the nom. 
Furthemore, this idea is extendible to two and three dimensions. The entropy production 
rate analysis is located on entropy control volumes. n ie  entropy production rate formula is 
used to determine surface values or integration point values for each control volume fiom 
neighbour node values. Results are presented for an unsteady shock problem. 
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Computations CO& the absence of oscillations (including overshot and undershot) with 
results of comparable quality to artificial viscosity techniques. When adapûve griding is 
utilized the spatial sharpness of shocks and contact surfaces is greatly improved. 
B.2. Modeling Shock Waves 
The high pressure injection of natural gas into a combustion chamber leads to a group of 
unsteady shock waves or compression waves. In the search for an effective numerical 
method for modelling the problem t ! s  one-dimensional entropy production rate scheme 
was developed for shock tube flows. It is beyond the scope of this work to actually 
incorporate this scheme into the natual gas injection at this point in time, but to do so is 
certainly a future possibility. 
Numerically predicting heat transfer and fluid flow requires solving a set of 
differential equations: conservation of mass, momentum and energy. The differential 
equations are discretized to a set of approximate algebraic equations. The need to solve the 
dif3erential equations is therefore replaced by the need to solve a set of aigebraic equations 
Patankar, 19801. The discrete solution can represent the solution of the differential 
equations if and only if the discretized equations (Le., a set of non-linear aigebraic 
equations) are first and foremost physically reasonable. The question, "How to make a 
physically reasonable discretization?", has been the subject of much research in 
computational fluid dynamics. 
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In order to mode1 a shock by using the Euler equations, numericd methods require 
the discretized equations with certain, inherent, numencal diffusions (such as viscous 
diffusion and thermal difksion) in the vicùuty of the shock. The reason these diaisions are 
needed is that the Euler equations do not provide any natural diaision mechanism. 
However, most of the numencal methods may either not have sufficient or may even locally 
generate negative diffusions. Most methods violate the entropy condition (or Second Law 
of Thermodynamics) and produce locally non-physical solutions, such as oscillation. 
overshoot, and undershoot in the vicinity of shock. Much research work has focused on 
numerical methods which satisQ the entropy condition. 
A number of different numerical schemes [Anderson, 1990, Kama., 1 988, Schneider 
et al, 19891 have k e n  proposed to accommodate shock waves and contact surfaces. In 
1957, the pioneering work of Lax pointed out that weak solutions of hyperbolic 
conservation laws are not uniquely determined by their initial values and an entropy 
condition is needed to pick out the physically relevant solution. Harten et al in 1976 
showed that a monotone finite-difference approximation converges to the physically 
relevant solution and does satis& the entropy condition. However, the monotone finite- 
difference scheme is necessarily of first-order accuracy. For accuracy, most of the 
numerical methods which have order of accuracy higher than one are not monotone. The 
solutions to these numencal methods in conservation form may converge to non-physically 
relevant solutions and may violate the entropy condition. 
Following Harten et ai's eady work [Harten et al, 19761, Majda and Osher Wajda, 
19791 have demonstrated that the operation by adding a non-linear artificial diffusion to the 
standard Lax-Wendroff difference scheme Lax, 19601 can satisQ the entropy condition. It 
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means that the use of artificial diffusion can effectively improve the property of the Lax- 
Wendroff scheme near the shock. Consequently, oscillation solutions in the vicinity of 
shock do not appear. In 1986, Pulliam employed the technique of adding artificial diffusion 
models to two dimensional Euler equations and analyzed many artificiaf diffusion models. 
With a cenûal difference algorithm the effect of these models on accuracy, stability, and 
convergence rates were investigated. Linear and non-lineat diffusion models have been 
studied by using an implicit approximate factorization code for transonic airfoils. Al1 these 
artificial diffusion approaches have one thing in common: they require empirical constants. 
In 1989 Schneider and Kochavi showed an empirical constant fiee artificial diffusion 
model. M e r  that, Naterer and Schneider [Naterer and Schneider, 19921 extended the model 
to two dimensional shock capturing. Their artificial diffusion is evaluated by an entropy- 
based criterion. In order to compensate for a negative entropy production rate their 
numencal method forces, in the vicinity of the shock, entropy production by increasing the 
diffusion. This method ensures that the local entropy production rate is greater than or 
equal to zero. 
A local entropy production rate greater than zero is a necessary condition, but it is 
not a sufKcient condition. This is because the entropy production rate may take on different 
positive values depending on the heversibility mechanism and strength. The difficulties 
associated with calculating the local entropy production rate increase stem fiom the 
complexities of the irreversible processes, such as irreversible thermal diffusion and viscous 
fiction in shock. The entropy production rate scheme developed later in this appendix 
determines the local entropy production rate increase. The performance of the entropy 
production rate scheme is revealed through a test problem of section B5. 
B.3 OsciIlation(s) and Entropy Production Rate 
Oscillations usually occur in the vicinity of discontïnuities, such as at a shock and or contact 
surface. An oscillation solution is one example of a non-physical solution which violates 
the second law of thermodynamics. Euler equation and Navier-Stock equation may. 
nurnerically, not obtain the physicd solutions of a shock problem if some lirnit conditions 
are not added. The reason is that the Euler's equations do not include any viscous d i h i o n  
or heat diffusion ternis necessary for entropy production. The Navier-Stock's equations 
have diffusion terms, but values for these difhivities in the vicinity of shock are unknown. 
An entropy limitation condition can effectively be used to produce physical relevant 
solutions of Euler's and Navier-Stock's equations. The entropy transport equation c m  be 
written as 
where p,  is the entropy production rate, p is the density, s is the entropy, v is the velocity, 
T is the temperature, and q" is the heat flux. For a reversible processes, p, = O. For 
irrevenible processes 63, > O. Processes for which 63, < O are never observed. The 
relation between oscillations and entropy production rates is discussed next 
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B.3.1 Oscillation Around Shock 
In this section equation (B.1) is considered for adiabatic flow (q" = O). The solid line 
shown in Figure B.1 represents a density distribution at time t l ;  the dashed line is the 
physical solution of density at tune i2 (Q = tl + Ai); a non-physical solution is assumed 
with the dash-dot line. 
shock control volume 
Figure B. 1 : Density distribution around a shock at times tl and tl+dr. 
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Mer the shock sweeps a distance w h ,  the parameters in the swept area are defined by 
subscript c. A physically relevant solution should present uc = q, pc = p2, Tc = T', and rc 
= r2.. The entropy production rate can therefore be written as 
P, = NP), - ~ ) , I w  + (pus), - (pus),  (Ba 
where s is a generalized entropy, i.e., 
In order to generate a non-dimensional entropy production rate, we assume that ul = O. p l  
= p,,f; rl  = r,-,f; and al = a,@ The non-dimensional entropy production rate is then given 
where 
A physically relevant solution should satis@ 
Substituting into equation (B.4) one obtains 
3 = p~s&E = ~$4, (B.7) 
We define the expression (B.7) as the non-dimensional critical entropy production rate, i.e., 
It is worth noting that the nondimensional criticai entropy production rate is always greater 
than zero around shock. 
The enbopy production rate of a non-physically relevant solution can be expressed 
as 
63, = - P,S~)W + Pl urs, - pu2s.. 
Its non-dimensional form becomes 
The entropy production rate is studied next in accordance with expressions (B.8) and 
(B. 10). The entropy production rate variation may be dehed as 
The pc, sc and can be obtained fiom mass conservation, mornenturn conservation and 
energy conservation in this control volume. These conservation equations are, respectively, 
as follows: 
Substituthg equation (B. 13) hto (B. 14) one obtains 
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where 
- - 
1 -  P2u2 1 - -3 
A, = (p l -1 ) -  + p,;i and A = - 
Y Y -1 + p 2  
If the density jurnp Ar is small, expression (B. 1 1)  can be approximated by 
DiEerentiating expressions (B. 12) and (B. 15), we obtain 
and 
- - 
A; - I - - P2 - p.. A2 A2 + M;T - -)dw = [- (I-&)Id P, - y(y  -1) & (B. 19) Ad: M Y(Y-1) 
respective1 y. Equations (B. 1 8) and (B. 1 9) present approximate Iinear differentid relations 
- - - 
between the variables p,, pc and W .  These variables satisfy mas,  rnomentum and 
energy conservation and the differentid approximates are acceptable when Ar is small. The 
non-dimensionai variables with subscripts 1 and 2 in equations (B. 17), (B. 18), and (B. 19) 
are initiai and boundary conditions in this analysis and have to satisfi nomal shock 
relations with moving shock Mach number M,. By using equations (B.18) and (B.19) and 
normal shock relations [Anderson, IWO], equation (B. 17) bccomes 
where 
The moving shock Mach number is greater than one and the non-dimensional entropy s2 
greater than zero. Therefore, the factor C* is always greater than zero. The relation 
between the factor C* and amoving shock at Mach number Ms is show in Figure B.2. 
Equation (B.20) reveals that a positive fluctuation of density will result in a 
reduction in entropy production rate and a positive 663, that will smear shock. In 
accordance with equations (B. 18) and (B. 19) and the equation of state, a relation between 
density fluctuation and pressure fluctuation and a relation between density fluctuation and 
temperature fluctuation can be obtained, Le., 
2.5 5.0 7.5 
10.0 
Figure B.2: Relationship between the factor C' and a moving shock Mach number M,. 
Equations (B.22) and (B.23) show that a positive fluctuation in density will, in the 
meanthe, cause a positive fluctuation in pressure and temperature. This means that a 
density oscillation in the vicinity of shock must result in pressure and temperature 
oscillations. The above only shows, however that these conclusions are correct only under 
the condition of a small density variation. When the density variation is not small, the 
resuits of equations (B. 1 l), (B.12), (B. 13), and (B. 14) utilking a Newton iteration solver are 
shown in Figure B.3. y = 1.4 is assumed. Figure (B.3) confimis that the local oscillation in 
density, pressure or temperature must result in a reduction in the entropy production rate, 
- 
i-e., A < O. In effect, an oscillation solution results in less entropy production rate than 
the critical entropy production rate. Correspondingly a greater entropy production rate than 
the critical entropy production rate wil1 result in oscillation free solutions. Therefore. the 
condition to be satisfied for oscillation fiee solutions is 
where p ,  > O is consistent with the normal shock relations. 
Figue B.3 : Relationships between pressure, density, and temperature, across a 
computed shock with oscillations for a finite density oscillation. 
B.3.2 Oscillations Around a Contact Surface 
Pressure and velocity remah unchanged across a contact sdace ,  Le., u2 = ul = u and p2 = 
p l  = p. Nomalizing the conservation equations of mas, momentum and energy for the 
control volume shown in Figure B.4, one obtains 
1 - - t - 1 - -2 1-1 -3 + ( p ,  - l)]w + -(1 - pJu  = O (33.27) [?pcuc - j u  Y (Y - 1) 2 
Figure B.4: Control volume around a contact surface. 
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where the reference variables are defined by 
pn/ - and a,, - a, 
The non-dimensionai entropy production rate in thk case becomes 
- - - 
where sl = O. In the critical case Fc = p,, w = u ,  due to mass conservation. 
Therefore, the non-dimensional critical entropy production rate becomes 
çtudy the variation of the non-dimensional 
- - 
In an oscillation case, Le., p, > pl,  let us 8 ,  
entropy production rate. Equations (B.26) and (B.27) can be rearranged a s  
and 
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- 
respectively . Substituting equation (B.3 1)  into (8 -32) to remove Uc we obtain 
Substituting the mass conservation equation (B.25) into the above equation to delete 
yields 
In accordance with expression (B.34) and momentum conservation equation (B.26) one c m  
obtain 
Expressions p.34) and (B.35) reveai that an oscillatory solution has no influence on 
pressure and velocity in the vicinity of the contact surface. According to the equation of 
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state, a relation ship behueen density and temperature can, due to constant pressure, be 
Equation (B.36) can be differentiated into 
Equation (B.37) reveals that a density oscillation must generate a temperature oscillation. 
This relation is shown in Figure B.5. Furthemore, according to expression (B.34) and mass 
conservation equation (B.25), the entropy production rate can be presented as 
where s, = -ln(>,). Figure B.6 shows results fiom equation (3.39). According to 
Figure B.6, the following condition has to be satisfied to obtain oscillation free solutions in 
the vicinity of a contact surface 
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Figure 8.5: Relationship between density and temperature oscillations. 
where the critical entropy production rate is equal to zero in contact surface. 
Combinllig expressions (B.24) and (B.40), we finally obtain the followuig condition 
of oscillation kee solutions 
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which d e h e s  the entropy production rate condition. This result represents a major new 
contribution in the attempt to utilize the second Iaw of themodynamics in computations to 
ident* physically realisric solutions. The entropy production rate scheme presented next 
details a practical implementation of this result 
Figure B.6: Relationship between entropy production rate and density 
around a contact surface. 
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B.4 Finite Volume Scheme with Entropy Production Rate 
Limitation 
The entropy production rate condition (B.41) provides a quantitative way to discriminate 
between possible state changes and impossible ones. The condition can be employed to 
drive a numerical method which completely the satisfies second law of thermodynamics 
without adding any artificial diffusion tems (in present work). Another numerical method 
which adds an artificial diffusion terms [Naterer and Schneider, 19921 can be seen to also 
satisQ the entropy production rate condition and hence also aiways satisfy the second law 
of thennodynarnics. This research develops for the first tirne a nurnencal method which 
does not include any artificial diffusion terms, or a priori knowledge of a shock wave's 
structure (e-g., its discontinuity behaviour), in the modelling of transient shock waves. 
In this section, the caiculation of a local criticai entropy production rate is first 
descnbed, then an oscillation fiee numerical method is explained. The study is restricted to 
the one-dimensionai shock problem. 
B.4.1 Local Critical Entropy Production Rate 
Physically a shock c m  be considered a discontinuity surface due to its very srnall scale 
[John, 1984, Shapiro, 19831. However, numerical solutions always involve control volumes 
of finite size which tend to smear the shock over several control volumes. The physical 
States on two neighbour control volume nodes can be related to the local criticaI entropy 
production rate if a step type h c t i o n  replaces the wave curve (Figure B.7). 
control volume 
Figure B.7: Discretizing a shock fiont using control volumes. 
Figure B.8 shows an example control volume node distribution around a shock. 
Thz crossing points between the smooth shock solution and the horizontal dashed lines are 
node locations while the crossing points of the solid line and the vertical dashed lines 
identifi control volume surfaces (or integration d a c e s ) .  Here we define the shaded area 
as the entropy control volume. The entropy control volume crosses two neighbour control 
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volumes. The two neighbour nodes are on the surfaces of the entropy control volume. It 
looks like mggered control volume [Patankar, 19801. 
C.V. centers 
shock 
Figure B.8: Node distribution around a shock. 
Becaw the entropy control volume numerically covea part of the shock wave, we 
can envision part of shock wave moving fiom location 1 to location 2 within the entropy 
control volume in a time step (see Figure B.8). So, the local critical entropy production rate 
can be presented as 
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where O <w I .  An explicit method is selected, i.e., w = O. The subscripts k and i refer to 
the entropy control volume number and node number, respectively, and the superscripts j 
and j+l are time steps. The mass fluxes and non-dimensional entropies on the surfaces of 
the entropy control volume are 
and 
respectively. According to Figure B.8, the entropies of this entropy control volume at time j 
and tirne j+ 1 can be written as 
and 
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F 1-1 ( ~ s Y + ' &  = ~,- ,s , - , (x ,  + k) + q s , ( x ,  - &) 
7 m-46) 
respectively. By substituthg expressions (B.43), (B.45) and (B.46) into (B.42), we obtain 
the following expression for the local critical entropy production rate 
& 
where -is the shock velocity which is given by [John, 19841 
At 
Equation 03.47) is a local critical entropy production rate expression. If a numencal 
scheme satisfies 
over every entropy control volume, this numerical scheme will be non-physical oscillation 
fiee. 
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B.4.2 An oscillation Free Numerical Method 
In the numerical solution of Navier-Stocks equations the convection terms are ofien very 
difficult to handle. As a fïrst approximation, an exact solution for steady one-dimensional 
Bow in which only convection and diaision terms are present is d l y  employed to 
evaluate the surface values (or integration points) of control volumes [Patankar, 19801. A 
approximate models that attempt to improve upon the 1-D exact solution hclude the 
exponential model, the hybrid model, the power-law model, Raithby's approximation 
formula, etc. Farki and Patankar, 1989, Raithby, 19761. Al1 these models use a non- 
dimensional number, Peclet number, when calculating the values of physical variables at 
integration points. 
The Euler equations have no difiion terms and hence are physically invalid in the 
vicuiity of shock. The Navier-Stocks equations have diffusion terms, however, diffusivities 
in the vicinity of the shock are generally unknown. Therefore, the Peclet number can not be 
ernployed to evaluate variables at integration points in the vicinity of a shock. 
The proposal in this work is to use the local entropy production rate to evaluate 
variables at integration points in the vicinity of a shock. The method yields local numerical 
diaision (viscous diffusion and heat diffiision) which is both physically required in the 
vicinity of a shock and satisfies the entropy production rate condition. niat is, the scherne 
will produce a physical relevant solution (or oscillation free solution). 
Consider the entropy control volume shown in Figure B.9. The integration points 
pk and pk are unknown, but they can be bounded, i.e., 
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Pi,, 5 PL 5 Pi when pi-, 5 P, 
Pi-, 2 PL 2 P, when pi., 2 pi 
and 
when fi-, S pi 
when pi-, 2 pi 
The above expressions can be replaced by the following equations 
entropy volume 
Figure B.9: Sample entropy volume and sample control volume. 
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Substituthg equations (B.52) into entropy production equation 
CB.53) 
where AX = xi - xi- 1, 
and 
The two coefficients, C, and C,, in equation (3.55) imply that an additional equation is 
required. Momenturn and energy conservation can not be used to yield this additional 
equation due to their unknown diffusivities. Mass conservation is therefore used. The 
entropy control volume then yields 
Finally, we c m  express inequality (B.49) as follows 
Equations (B.47), (B.48), (B.53), (B.54), (B.59, (B.56), and (8.57) are solved to deterrnine 
the pressure and the density, or the temperature, at the integration point. The veiocity at the 
integration point is determined utilizing a standard approach since the velocity does not 
directly impact on the computed entropy production rate. 
B.5 Numerical Test 
A Mly implicit calculation procedure is employed in order to admit a larger time step than 
would be admitted using an explicit scheme. Compatibility with a dynamically adaptive 
grid is also pursued. 
First, the conservative form goveming equations are transferred fiom physical space 
to computational space. The goveming equations in computational space are still 
conservative. The set of equations is discretized in computational space. Although grids in 
physical space are moving in time, grids in computationai space are fked. The entropy 
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production rate scheme is employed to determine pressure and temperature at the 
integration points. The non-linear algebraic equations produced by discretizing the 
differential equations are simultaneously computed using the Newton iteration method. 
This approach uses primitive variables (u, p, 0 rather than the more traditionai conservative 
variables (p pi, e) as unknowns. No artificial diffusion tenns are added to the goveming 
equations. The linear system produced by Newton-Raphson Iinearization is solved by block 
TDMA. 
After replacing the density by pressure and temperature, and after using the equation 
of state (p = p/RT), the unsteady state, one-dimensional Euler equations in computational 
space can be written as 
where 
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Here, J is the Jacobian of the mapping; x is the physical coordinate; 5 is the mapping 
coordinate; u is the Cartesian velocity; p is the density; p is the static pressure; T is the static 
temperature; R is the gas constant; cp is the constant pressure specific heat; and 
The discretization will be descnbed for the form of the equations given by Eq. 
(B.58). The equations are integrated over a control volume in computational space. For a 
typical control volume around point P, the integration of equation (B.5 8) with Ax = 1 gives 
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where O <w cl. w = I is selected for an implicit scheme in tirne. Although a larger tirne 
step or Courant nurnber can be made within the implicit scheme, the adaptive g i d  may 
produce smaller control volumes in some regions. 
A collocated numerical scheme is used. The variables at integration points are 
evaluated by the entropy equations (B.51) and (33.57) and mass conservation equation 
(B.56). This technique replaces the conventional methods which utilize Peclet nurnber to 
calculate integration point property values. 
For the one-dimensional problem, the adaptive griding scheme of Dwyer [Dwyer et 
al, 19831 is convenient to calculate. In addition, no kinked grids will occur in the one- 
dimensional case. Dwyer's adaptive gridding scheme can be written as 
where the cpa and CF are the " b u f f e ~ g "  coefficients. For the case cpa = cp = 0, a 
uniform distribution of grids is obtained. High grid resolution about the moving shock field 
and the contact surface is expected, hence both control variables, pressure and temperature, 
are used to reset to a new grid distribution. In al1 cases, the integmls in equation (B.64) are 
evaluated using the trapezoidal d e .  If the previous pressure and temperature are ernployed 
to determine the grid distribution, it will pennit the shock wave and contact surface to 
move out of the fine-mesh region within a given time step. A prediction-correction scheme 
is used to overcome this problem. The prediction-correction scheme used is given by 
- - - - - - - - - - produced by previous pressure and ternperaure 
- 
x{*l - - - - - - - - - produced by predict pressure and temperature 
where j is a tune step number. 
M e r  discretking, al1 non-linear terms are linearized by a Newton-Raphson method. 
However, it is noted that an equivalent formulation can be developed using conventionai 
Jacobian matrices. The representations for two typical non-linear ternis, such as the time 
term in the continuity equation and one of the convective ternis in the momentum equation 
are illustrated by 
where n is the iteration index and j indicates the time step. For the transient problem, the 
linearization error c m  be effectively removed by iterating at each t h e  step. 
After linearkation, the three variables, u, p, and T, appear in al1 of the equations and 
the resulting equations can be expressed in a matruc form as 
where [A] is the tri-diagonal block (3 x 3) coefficient matrix which can be solved by block 
TDMA and 
q = [(u. p. T): .... ,(k p, ,..., (14. p. T)' uux IT 
6 = [(bu, bp ,  b ~ ) ~ , . - - , ( b ~ ,  b p ,  br) ,*,--- , (bu,  b p ,  b ~ - ) , l S  
are an unknown vector and a right-hand side vector, respectively. 
Consider a 1 rn long shock tube that has a diaphragm at its centre separating the tube 
into two sections with initiai pressures of 1 O00 kPa on the left and 100 kPa on the right. A 
unifonn temperature of 293 K and zero velocity are considered as initiai conditions with a 
specific gas constant R = 285.7 Jkg K and cp = IO00 Jfig K. A maximum Courant number 
(a N d x )  is specified to control the tirne-step-length and a minimum grid ratio (minimum 
grid sizelmaximum grid size) is also specified to obtain the "buffering" coefficients. The 
solution at I = 0.58 mî is computed. 
If a centraI ciifference scheme is used on the pressure term, then the results shown in 
Figure B. 10 are obtained. 
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Figure B. 10: Cornparison of results between a conventional central difference method and 
the entropy production rate method. 
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Oscillation stiU occurs on the shock wave. Figure B.10 also presents solutions obtained by 
the entropy production rate scheme in which case the numencal method locdly satisfies the 
enmpy production rate condition (B.41), therefore, no oscillations occur in its result. The 
shock wave and contact surface are smeared. Adaptive moving grids can effectively make 
very fine grids locally around the shock wave and contact surface which would then yield 
numerical solutions much closer to the exact solutions. This is demonstrated in Figure 
B.11. 
Figure B. 1 1: Results using the entropy production rate method with adaptive gridding. 
Using node-variables to interpolate integration-point-variables is the key of a 
collocated scheme. A reasonable approximation wili only result in a local entropy 
production rate increase and hence non-physical oscillation solutions will still be prohibited. 
Any non-reasonable collocated grid interpolation approximations may cause oscillatory 
solutions. 
B.6 Closure 
A detailed analysis of the relationship between numencai solution oscillations and entropy 
production rate in the vicinity of a shock and a contact surface is presented. It is proved that 
a cntical entropy production rate could provide a quantitative measure on the arnount of 
numencal diffusion necessary to produce physically relevant solutions. The local entropy 
production rate in any nurnencal method has to be equal to or greater than the local cntical 
entropy production rate, i.e., 
B, Psm, 03-70) 
to ensure that the numencal method results in oscillation fÏee solutions. This quantitative 
measure demands that the Second Law of Thermodynamics be satisfied locally as well as 
globdly. Equation (B.70) represents a major new contribution advance in an attempt to 
incorporate the second law of thermodynamics into numerical computations. 
When modelling shock wave problems, Peclet number loses its utility. The 
conventional evaluation of property values at inteption points, using such techniques as 
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the exponential, hybrid or power-law approximate formula, can not be used in the vicinity 
of a shock. Based on the entropy production rate inequality (equation B.70), a finite volume 
entropy production rate scheme is developed. The scheme numerically guarantees 
satisfaction of the Second Law of Thermodynamics on each control volume. nius the 
solutions produced by this scheme can prevent under- and over-shoots in the vicinity of 
shock and a contact surfaces. With the addition of adaptive griding techniques, the entropy 
production rate scheme has very strong potential as a way to achieve good shock resolution 
with relatively few grid points. Sample 1-D shock tube solutions are presented using the 
entropy production rate scherne (i.e., no artificial diffusion terms) showing very good 
agreement with exact solutions. 
Appendix C 
Grids and Adaptive Grids 
C.1. Ovewiew 
In this appendix numencal grid generation and dynarnically adaptive gnd generation are 
discussed. This work was pursued because it was realized early that steep property 
gradient problems may have been encountered in the natural gas injection problem. In 
the use of end this adaptive grid technique was not required with the accuracy of the 
solutions to the natural gas problem obtained and detailed in the main text of this thesis. 
The partial differential equations c o ~ e c t e d  with elliptic grid generation are 
numerically solved so that a group of smoothly changing, orthogonally-closed, grids are 
generated. Particular attention is given to systems using elliptic grid generation based on 
variational principles. Adaptive grids are coupled with the physical solution being such 
that the gnd points continually move in the course of the solution in order to resolve 
developing gradients, or regions of existing steep gradients, within the solution. It is 
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noted diat dynamic grid adaptation can remove solution oscillations cornmon when strong 
gradients exist on fixed grids, and it appears that when the grid adapts to the solution 
most numerical solution algorithms work well. Finally, adaptive grid tests in two- and 
three-dimensional domain are presented. 
C.2. Body Fitted Elliptic Grids 
In general, the generation of a boundary-conforming coordinate system is accomplished 
by a determination of curvilinear coordinate values in a region fiom specified values 
and/or slopes of the coordinate lines on the boundary of that region. One coordinate will 
be constant on each segment of the physical boundary curve or surface in three- 
dimensions, while the other varies monotonically dong the segment. The problem in the 
transfomed region is the determination of values of the physical coordinates in the 
interior of the transformed region fiom specified values on the boundary of the 
transfomed region. 
Now, the generation of field values of a function from boundary values can be 
done by solving a set of partial differential equations [Zhang et al, 19931. The solution of 
such a boundary-value problem takes the coordinates to be solutions of a system of partial 
differential equations. If the coordinate points a d o r  slopes are specified on the entire 
closed boundary of the region, the choice of equations m u t  be elliptic, while if the 
specification is on only a portion of the boundary the choice would be hyperbolic. This 
latter case would occur, for instance, when an inner boundary of a region is specified, but 
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a surroundhg outer boundary is arbittary. The present discussion, however, treats the 
case of a completely specified boundary, so it requkes an elliptic partial differential 
system. 
The important property in regard to coordinate system generation is the inherent 
smoothness that prevails in the solutions of the elliptic system. Furthemore, boundary 
slope discontinuities do not propagated h to  the field. There are then a nurnber of 
advantages to using a system of elliptic partial differential equations as a means of 
coordinate system generation. 
Differential Equations 
The simplest elliptic partial differential system that exhibits considerable smoothness is 
the Laplace system [Thompson, 19851 
where 61, &, and 53 represent the coordinates in the computational domain and xi,  x2, 
and xjl the coordinates in the physical domain. This generation system guarantees a one- 
to-one mapping for boundarytonfoming curvilinear coordinate systems on general 
closed boundaries. If control ternis are added to the nght side o f  equations (C.l), the 
elliptic generating system becomes the Poisson system 
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This system stilI possesses elliptic properties if the inhomogeneous functions pi do not 
change sign in the field. Negative values for the control functionpi will cause the &lines 
to tend to move toward lines with lower values of 4. Since the boundary values are 
fixed, the &lines cannot change points of intersection with the boundary. The effect of 
the control function pi at the boundary is thus to change the angle of intersection causing 
the &-lines to rotate toward lines with lower values of 5.. Control of pi by "th the fluid 
80w parameters, i.e.. velocity a d o r  temperature, is called dynamic control or dynamic 
adaptation. Dynamic adaptation will be discussed in section C.3. 
Generaiizing the Poisson system of equations (C.2) to three-dimensions, yields, 
with the Cartesian and curvilinear coordinates denoted by xi and 51. respectively, 
where i, j, and k al1 range over 1-3. In the transformed plane, this system becomes 
where 
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with (i, k. l) and (j,  m. n) cyclic, i e., 
k=i+1(-3),1=i+2(=3).rn=j+1(-3),andn=j+2(=3), (C.6) 
and 
If pi is not a function of the coordinate derivatives, the system is linear in the physical 
domain, but quasi-linear in the transformed domain. Our interest is in the transformed 
domain, that is, to solve the non-linear differential equations (C.4). The equations are 
more complicated in general in the transformed region. 
Boundary Conditions 
The simplest boundary conditions are Dirichlet boundary conditions where the grid points 
are fixed on the boundary. However, most numerical methods require orthogonal grid 
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boundary, or Neumann boundary, conditions on some parts of the boundary. The 
orthogonal boundary condition in the computationai domain can be expressed in two- 
dimensions as 
where yc, and $1 represent the direction derivatives along the line and the & line. 
E 3 2  
respectiveiy. In generally, derivatives follow the following relation 
On the 51 line, 51 is a constant and the direction derivative dong 61 line becomes 
(C. 10) 
dx kk - along the 51 line. In the same way, 52 is a constant along the 52 line. where - - 
d& t% 
The direction derivative along the Q line is 
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Substituting expressions (C.lO) and (C.ll) into expression (C.8), the orthogonal 
boundary condition is obtained, 
(C. 12) 
C.2.3. Solving Methods 
a, The partial differential equations (C.4) are non-linear since gg is a function of -(m. n et, 
= 1. 2, 3). One Iinearization method is to substitute the guessed xi into the discretized 
form of gu where the finite difference scheme applied to assumes that pi is not a 
function of xi. If pi is a fiuiction of xi, use the guess xi in pi too. The linear algebraic 
equations yield a sparse coefficient matrix which is solved by using the Gauss eliminate 
method or a sparse conjugate gradient solver. Solver choice depends on how large the 
number of grid points. Initial grids are generated by using an algebraic interpolation 
method. Iteration is then employed until the maximum xi diflerence is less than a given 
tolerance. 
Sample Results 
Figure C. 1 shows the grid which is a static mesh region for free surface flow passing over 
a half cylinder. A moving mesh will be added on the top boundary AB to match the Gree 
surface requirement. The BC line actually is not a boundary of the mesh. It requires an 
orthogonal boundary condition, i.e., Neumann condition, which is different fiom the 
other boundary conditions due to symmetry considerations. 
Figure C. 1 : A fixed mesh part for fiee surface flow passing over a half cylinder. 
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In Fraser et al.'s experiment [1989] it is noted that the combustion chamber is a 
circular cylinder and that the fuel injector is located on the circular boundary of the 
chamber. Mesh generatioo is needed for only a quarter of the circular cylinder due to 
symmetric consideration. A fine mesh is needed at the injector orifice AB s h o w  on 
Figure C.2. Surfaces I and 22 are two boundarïes of the quarter combustion chamber. 
Figure C.2: Gnd distribution of combustion chamber 
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C.3. Adaptive Grids 
In an adaptive grid, the physics of the problem at hand must ultimately direct the grid 
points to congregate such that an improvement in solution accuracy is obtained. The 
mathematics controls the points by sensing the gradients in the evolving physical 
solution, evaluating the accuracy of the discrete representation of the solution, 
cornmunicating the needs of the physics to the points, and, ha l ly ,  by providing mutual 
communication among the points as they respond to the physics. 
The basic techniques involved are 
(1) distributhg points over the field in an orderly fashion such that neighbors may 
be easily identified and data c m  be stored and handled efficiently, 
(2) communicating between points such that a smooth distribution is maintained 
as points shift their positions, 
(3) representing continuous functions by discrete values on a collection of points 
with sufficient accuracy, and evaluating the error in this representation, and 
(4) cornmunicating the need for a re-distribution of points in light of the enor 
evaluation, and controlling this re-distribution. 
In the present discussion, some features of two adaptation schemes are noted. A 
grid speed simplification which results in a reduction in computation in each time step is 
then discussed. It is noted that the idea of equal-distribution is the unifying feature of 
adaptive grids in general, and is equivalent to solving the Euler equations arising fiom a 
variationai principle. 
Dwyer's Method 
In this method the lines of constant 5, are fixe( i in the two-dimensional case and t 
adaptation is done along line c,, and vice versa. In effect, the method is quasi-one- 
dimensional and it relies on the mode1 having sufficient qualitative knowledge about the 
solution to be able to fix a set of coordinates which are roughly normal to any steep fronts 
in the solution. An expression of this adaptation system can be taken as 
(C. 13) 
where x is the length along the fixed line, and w is the weight function given, for 
example, by 
(C. 14) 
a and ,8 are the adjustable constants used for optirnimiion of the grid distribution. For 
the case a = p = O a uniform distribution of points dong the fmed line resdt. For large 
values of a and 8, the mesh intervals are determined such that the sarne change in the 
dependent variable T, Le., temperature, occurs behveen mesh points. The coefficients a 
and ,û can be thought of as buffers. That is, a and pare  chosen so that not dl of the mesh 
points are concentrated at the steep gradient or front region. Some are in regions of 
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relatively uniform T, and there is a smooth progression of mesh interval sizes when 
moving away fiom a front. The weighting function is evaluated explicitly and the mesh 
transformation is held fixed throughout the time step. The integrals in expression (C. 13) 
cm be evaluated by using the trapezoidal d e .  
The method is simpler than one of solving the partial differential equations (C.4). 
However, it may cause severe grid distortion, especially in three-dimensional grid 
generation cases. 
Anderson's Method 
Anderson's method mompson, 19851 provides an effective way to produce a fme mesh 
in large gradient variation regions of physical parameters. The question is how to use 
physical paraneters, such as temperature T and velocity V to control the function pi of 
equation (C.3). The control function considered is 
where g f i  is given in equation (C.4) and w is a weighting fûnction given, foe example, by 
(C. 16) 
APPENDIX C GRIDS AND ADAPTNE GRIDS 
where al and a2 are adjustable coefficients (or buffers). 
An important difference between Anderson's method and Dwyer's method 
p w y e r  et al, 19831 is that Anderson's method adapts to large rates of change in the 
gradient while Dwyer's method adapts to large gradients. For instance, Figure C.3 shows 
a 1-D temperature distribution, an example of how Dwyer's scheme would adapt to this 
distribution, and an example of how Anderson's scheme would adapt. Anderson's 
scheme should, in generai, outperform Dwyer' s scheme. 
Dwyer's adaptive grid 
Th 
Anderson's adaptive grid 
(a) 
Figure C.3: Grid adaptations to (a) a temperature distribution using @) Dwyer's 
adaptation and (c) Anderson's adaptation. 
temperature distribution 
B 
B x  
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The number of grïd points in the physical domain are established initially and 
usually does not change during the course of a calculation. However, the grid can always 
be restnictured. In order to constnict a mesh which is appropriate for a specific problem, 
apriori the knowledge of the solution is required at the outset. High mesh point densities 
are desirable in hi& gradient regions, but if the locations of these regions are unknown, it 
is difficult to establish a suitable grid. Unforhuiately, the exact details of a solution are 
seldom know before it is computed and unexpected behavior fiequentiy occun. A 
method for the construction of an appropriate grid will be discussed in Section C.3.4. 
Moving Boundary Grids 
Some important considerations surrounding moving boundaries are discussed in this 
section. In some realistic problems the boundary may not be fixed in time. For instance, 
the top surface of piston considered as the parts of boundary of a combustion chamber 
moves in time in comection with the rotation speed of the crank shaft. In this case the 
movement of boundary grid is a function of engine speed. If the speed of crank shaft is 
constant and known, the boundary grid location can easily be determined in tirne. 
However, the speed of crank shaft depends on the combustion charnber pressure which 
accelerates or decelerates the piston and hence the crank shaft. In this case the moving 
grid location is uncertain or implicit. Explicit movement independent of the physical 
process are simpler, but generally correction. Implicit handling is coupled with physical 
process and may require much more computer memory and nui time. 
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Grid Speed Approaches 
Adaptive griding solves a set of non-linear partial differential equations. The solution to 
these non-linear equations must be determined iteratively. Furthemore, adaptive grids 
change with time in a transient problems. It is therefore computationally expensive and 
impracticai to solve these nonlinear equations for each time step in order to update the 
grid. Noted, however, that grid point location accuracy does not significantly affect the 
computational accuracy of the fluid flow and reaction problem provided the grid is close 
to the desired location. An alternative approach, therefore, is to differentiate the above 
non-linear equations with respect to time yielding, for a one-to-one rnapping, the 
following equations: 
S is a matrix operator which, due to its complexity, will not be shown here. The approach 
to be adopted first solves the non-linear jgid generation system for the initial grid points. 
Al1 other grids at future times are generated by solving the above linear gid speed 
equations with the prediction-correction scheme. The prediction-correction scheme is 
given as follows 
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(C.  18) 
where n is the temporal iteration step number. This approach is computationally much 
cheaper than solving the non-linear adaptive generation system directly. 
Sample Results 
Figure C.4 shows the implementation of adaptive griding for a high temperature gas jet 
injected into a cooler ambient gas where only half the charnber is used for the 
computations due to symmetry considerations. The figure shows, (a) the initial uniform 
mesh; @) the temperature control function; and (c) is an adaptive mesh. 
Figure C.5 shows a three-dimensional case which employs a normal distribution 
of temperature as a control fûnction with 1000'~ at the center of the chamber quarter and 
20'C on the boundaries. For clarity, the figure only presents selected surfaces. 
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C.4. Closure 
In this appendix the techniques of elliptic grid generation and two adaptive grid 
generations are detailed. The grid point distribution used in solving a fluid fiow problem 
with reaction has a substantial influence on the quality of the solution. An adaptive grid 
which adjusts to solution changes provides the best results when the number of grid 
points available for use during the calculation is fixed. The initial grid distribution is 
generated by using an elliptic grid generation system. Adaptive grid generation based on 
the gradient variation of physical parameters is then provided by Anderson's method and 
a gnd speed approach For completeness a brief discussion of moving boundary grids is 
presented. 
Appendix D 
Equations in Curvilinear Coordinate System 
with Axisymmetric Frame 
In chapter 3 the equations based on an axisymrnenic coordinate system are established. 
Suppose the axisymmetric coordinate system is in a cornputational domain fiame with 
unifomly spaced grids with unit length cells. Then the goveming and turbulence 
equations under the transformation fiom the axisymmetric physical domain to the 
axisymmetric computational domain can be expressed as follows: 
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The two-dimensional transformation can easily be deduced fiom the above 
axisymmetric transformation by setting the variable r = 1 and changing from the (r, r) 
fiame to the (x, y) hune. 
Appendix E 
Numerical Method Uncertainties 
E.1 Overview 
This appendix addresses the uncertainties associated with the numerical method 
empioyed in this work. Error estimation schemes are discussed. Attention is paid to time 
step selection, grid size selection, and tmcation error propagation in order to reduce the 
risk of non-physicai solutions. A brief outline of the error checks performed in this work 
are discussed 1s t .  
E.2 Uncertainties in Numerical Method 
An unavoidable question that must be asked of a11 CFD predictions is how accurate are 
the results? Put another way, how much confidence is there that the results accurately 
reflect the physical situation being modelled. For complicated problems this answer is 
not easy to obtain. 
There are a large number of factors which affect CFD accuracy. These factors 
rnay originate in the physical model or in the numerical method. The physical mode1 
includes the conservation equations, any equation of state, a turbulence model, and a 
combustion model. It also includes geometry and boundary condition specifications. 
Factors affecthg the numerical method include the choice of discretization scheme, grid 
size and distribution, time step selection, convergence tolerances, and cornputer accuracy. 
This appendix focuses on accuracy considerations resulting from the numerical methods 
used. 
When a set of conservation equations, which descnbe a physical phenornenon, are 
discretized into a set of non-linear algebraic equations, discretization errors (or truncation 
errors) result. Discretization errors are a function of discretization scheme, grid size, and 
time step (for a transient problem). A forth contributor to errors can result when seeking 
an implicit solution to a set of algebraic equations. A linearization scherne must be 
setected to form an iterative ba is  for the solution of the non-linear algebraic equations. 
In this research the Newton-Raphson iterative scheme is utilized [Chen and Pletcher, 
1991, Karki and Patankar, 19891. Note that when the solution variation between 
iterations in a linear system is exactly zero then there are no errors introduced in the 
linearization operation. If, however, the variation between iterations is not exactly zero a 
linearization error results. 
Linearization errors are generally introduced by using some specified tolerance 
for minimizing the system residual in the solution of a large linear system when speed 
and memory considerations necessitate the use of an iterative solver, such as a multigrid 
solver [Hutchinson and Raithby, 19861, the CGSTAB solver [Van der Vor;t, 19921, etc. 
These solves only rninimize the residual vector not the error vector. Though the infinite 
nom (defined in Section E.2.1) of the residual vector satisfies a specified tolerance, the 
error vector may not satisfy this sarne tolerance. The reason is that the conditional 
number of the coefficient ma& may enlarge the infinite nom of residual vector. 
The next section describes the condition number for a linear system. The 
condition number reflects the sensitivity of the Iinear system to an initial error. Section 
E.2.3 then extends the idea of a condition number for a linearized system derived fiom a 
non-linear system; this naturally leads to a discussion of grid and time step considerations 
as  discussed in subsequent sections. 
E.2.1 Condition Number for A Linear System 
Consider the large linear system of equations represented by 
where the residual vector of the ith iteration, ri , is defmed as 
r' = b - AX' 
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where A is coefficient matrix, x exact solution vector, b right hand side vector, and xi 
guess vector of the ith iteration. The infinite noms are then defmed as 
llxll = max (]xi1 ), and I l 4  = max &l 
i ]SiSn j=f 
(E.3) 
Therefore Equation (E.2) can be expressed in tems of the error vector, ei , 
which yields for the error vector 
e' = A-' r' 
where e' = x - x' is the defmed error vector. If we define the initial error vector and 
initial residual vector as 
O e O = x - x ,  (E-6) 
and 
ro = A ~ O ,  
respectively, the following inequalities can be obtained 
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Dividing Equation (E.8) by Equation (E.9) fmally yields the following result for the 
condition nurnber: 
(E. I O) 
(E. 1 1) 
where cond(A) is the condition number of matrix A. 
From linear algebra the cond(A) is proportional to ,/a, (A' A) / Amin (A A') 
where A,,,,, ( A ~  A )  is the maximum eigenvdue of matrix (A' A) and ai,, ( A  A') is the 
minimum eigenvaiue of matrix (A A') [Jiang, 19781. The cond(A) is a magni@ing 
factor and represents the sensitivity of this linear system to a residual vector. A large 
condition number lowers the accuracy of the solution to the given Iinear system. 
Reducing the condition number for a linear system increases solution accuracy. 
Numericai schemes to reduce the condition number include the Upwind Differencing 
APPENDLX E UNCERTAiNTIES IN NUmRICAL METHOD 234 
Scheme (UDS) patankar, 19801, the Mass-Weighted Discretization Scherne (MWS) 
[Hutchinson, 19961, etc. The physicd problem can also guide condition number 
reduction approaches such as local grid refinement or adaptive grid refinement in 
sensitive regions around shock waves and contact surfaces. Multiple tirne stepping is 
another good approach. For exarnple, a smaller time step (relative to an acceptable time 
step for the fluid flow alone) cm be implemented to capture the smaller charactenstic 
time of reaction zone kinetics. This srnaller time step reduces the ratio of the largest to 
smallest eigenvalues between the fluid flow dominated and reaction dominated zones. 
E.23 Convergence Considerations for A Non-Linear System 
Section E.2.1 details the convergence characteristics of linear systems. The work 
presented in this thesis, however, involves a non-linear system, hence, the convergence 
characteristics of non-lhear systems are descnbed next. The analysis of a non-linear 
system is much more dificuit than that of a linear system. This research implemented 
the Newton-Raphson method due to its fast convergence speed (in the non-linear iteration 
cycle) [Chen and Pletcher, 1991, Karki and Patankar, 19891. The penalty for fast 
convergence is a stricter requirement for a good initiai guess. 
The convergence theory for the Newton-Raphson iterative method is now 
summarized [Wang, 19831. Consider the n-dimensional sphere, of radius r defmed by 
(E. 12) 
where x is a n-dimensional vector, and x' is a converged solution at the centre point of 
this sphere. If for any x l  and x2 n-dimensional vectos 
x' y xZ ES, ( x ' )  (E. 13) 
the following expression holds 
(E. 14) 
where O 5 C < 1 and # ( x )  is the Newton-Raphscn iterative method operator, then, for 
any initial n-dimensional vector guessxO ES, (x') , the x' produced by the Newton- 
Raphson iterative method x' = q5 ( X I - ' )  (i = l,2,3, ...} is also within this n-dimensional 
sphere Sr (x' ) . Subsequently the following expression also holds 
(E. 1 5 )  
Therefore, the Newton-Raphson iterative method converges and is at least linear 
convergent [Wang, 19831. This theory tells us that if we can find a n-dimensional 
convergence sphere with radius r that satisfies expression (E.14), it would be trivial to 
select an initial guess n-dimensional vector. It is, however, impossible to a priori find 
this convergence sphere for most real problems. However, by reducing the integral tirne 
step an initial guess vector is necessarïly closer to the converged solution. 
Now the important question is that, if the Newton-Raphson iterative method 
yields a converged solution, does this solution match the physicd solution? To match a 
physical solution we need to consider several factors. Obtaining a converged solution 
with the Newton-Raphson iterative method is one necessary condition. For a transient 
problem the Newton-Raphson converged solution simply matches the algebraic equation 
solution for a given time step and g i d  size. Therefore, both time step and grid size 
associated errors are discussed in more detail in section E.4 and ES, respectively. 
E.3 Error Estimations 
niere are many error estimation schemes in computationai fluid dynamics. None of them 
c m ,  however, resolve al1 errors in the solution of a complicated problem. This section 
describes two error estimation methods. One reflects the error propagation, specifically 
for a hyperbolic system (used in diis research), while another one reflects solution 
sensitivity to grid density and distribution. This research did not implemented either 
method because of time limitations, but such work should be pursued in future research. 
In order for hyperbolic problems (directly related to this research) to achieve high 
resolution of localized flow structures, especially across discontinuities like shocks, use 
of locally refined adaptive computational grids is one of the most attractive strategies. 
The generation of such grids should be guided by error estimates which enable the 
adaptive algorithm to be applied efficiently [Zhang, 19961. 
One dynarnic method to solve a set of error equations is in error estimation 
method [Zhang, 19961. The two-dimensional conservation laws for m a s ,  momenturn, 
energy, turbulent kinetic energy, turbulent dissipation rate, and species transport for a 
chernically reacting gas of N-species can be written conveniently in the following vector 
form 
(E. 1 6 )  
where Q is transient vector, E, F involve convection and diffusion flux vectors, and H is a 
source vector. 
Based on the error estimation analysis discussed by Zhang [1996], the error 
equations can be written in quasi-linear form as follows 
(E. 17) 
where T = Q x ,  A =  E,,B=F,,D=-H,,  and @ is an extra source tem. The error 
estimation method that actually solves Equation (E.17) using a specific discretization 
scheme is very expensive, but it does reveal error propagation characteristics in the 
computation field and tell us where grid refinements are necessary. 
Another error estimation method evaluates the error by uslng a grid convergence 
index (GCI) poache, 19941. The GCI is artificially defined based on a fine grid and a 
coarse grid, as well as  the order of the discretization scheme. An important property is 
that it shows the solution sensitivity to grid density and distribution. A detailed 
implementation is shown in Section ES. 
This research implemented the Chen and Pletcher's numerical method due to its 
fast convergence speed. The corresponding detailed discretkation scheme and error 
analysis are shown in the reference [Chen and Fletcher, 19911. 
E.4 Time Stepping Analysis 
This section discusses time step selection, system stifbess, and their relationship. It also 
explains why a variable time step is used in this research. 
In order to understand some of the basic properties of a density based formulation. 
the eigenvalues of an inviscid flux vector for a perfect, inviscid, and ncn-reacting gas are 
determined. Eigenvalues represent the various time-scaies existing in a system of 
equations. Large differences in the eigenvalue magnitudes indicates that the physicai 
phenomena described by the equations occur at greatly differing rates. Numerically, 
knowledge of the eigenvalues is useful in estimating the convergence properties and 
stiffness of a set of equations. The eigenvalues of interest (one-dimensionai case) are 
A , = u , & = u f a  (E. 18) 
where u is the flow velocity and a is the speed of sound. The stifniess problem for this 
density based system can be seen in the fact that the ratio of largest to smallest 
eigenvalues goes to infinity as Mach number goes to zero. Physically, Equation (E.18) 
represents the differing time-scales between the acoustic and convective phenomena 
exhibited by the flow field. The convective time-scale is represented by A, while the 
other two eigenvalues are associated with acoustic behavior. The ratio of largest to 
smallest eigenvaiues is a measure of the stiffness of a system of differential equations. 
For the density based equations under consideration, this ratio diverges continuously as 
I/M as the Mach number, M, approaches zero. Even at Mach number not so close to zero 
(for instance Mach number equals 0.01), the stiffhess is quite high. For numerical 
reasons, the implication of a large stifiess ratio is twofold. First, a relatively large 
eigenvaiue compared to the remaining eigenvalues of a system sharply curtails the 
ailowable time step due to the stability relationship 
CFL = 4 a x  A t  
Ax 
(E. 19) 
where a, is maximum eigenvalue, Ai  is time step, hx is grid size, and CFL is the 
Courant-Fnedrïchs-Lewy number. For a fixed CFL, the time step is inversely 
proportional to the maximum eigenvalue. As a result, a time step can be unsuitably small 
for the remaining processes of the system. Second, the convergence ability of a scheme 
is strongly linked to the smallest eigenvalue of a system. Since this smallest eigenvalue 
represents the most slowly evolving physical process of a system of equations, 
convergence is dependent on either numerical damping or the natural propagation (or 
convection) of errors. Both processes of darnping and convection are inhibited when they 
progress based on the much smaller time step determined by the fastest, largest 
eigenvalue, physical phenomena. It should be noted that, in addition to when u goes to 
zero, the st if iess ratio also goes to infinity as the Mach number goes to unity. This is 
because at M = I the u - a eigenvalue for the density based scheme goes to zero, 
causing the ratio to be unbounded. Nurnencally, this apparent stifiess at Ma = 1 has no 
noticeable effect on scheme convergence. Most Iikely this is due to the fact that the sonic 
point is usually a very small region, and that any numencal erros that may exist would 
be quickly convected away due to the large flow velocity. When reactions occur the 
largest eigenvalue increases. Therefore, for a fixed CFL, the allowable time step in the 
presence of reactions must be reduced to ensure stability. When computing reacting 
flows it is very effective to overcome local stifhess by using a multiple time step or local 
refined tirne step approach. 
In this numerical study of methane injection and autoignition system stiffhess 
arises fiom both compression wave (shock wave) propagation and reactions. Future work 
should consider using adaptive gridding in both the compression wave and reaction 
regions, and a smaller local time step in the reaction region in order to reduce the impact 
of system stiffhess. 
E.5 A Grid Independent Test 
Appendix A.1 presents test resdts for lid dnven cavity flow at three diflerent Mach 
numbers. The purpose of these tests is to investigate system stifiess in low Mach 
number flow. This section shows the grid convergence or grid sensitivity for the current 
solver. The lid driven cavity flow problem is used because of its benchmark cornparison 
value. 
The discretization errors, defined as the difference between the exact solution of 
the discretized equations on a given grid and the exact solution of the governing 
differential equations, do not reveal a system's grid sensitivity. Erron depend both on 
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Figure E.l: Variation of the centreline velocity u 
Figure E.2: Variation of the centreline velocity v 
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Figure E.3: u-velocity error on centreline vs. square root of grid number 
numbers are required to reach same accuracy for both cases (Reynolds numbers 100 and 
1000). The results with Reynolds number 1000 are similar with Demirdzic's results. 
E.6 Uncertainties in Methane Injection and Autoignition 
Results 
This thesis has presented research into methane injection and autoignition more reflective 
of real diesel engine operation than other studies, though still, many real physical 
phenornena have been simplified. The uncertainties in the methane injection and 
autoignition results corne fiom the following physical mode1 and nurnencal errors. 
The physical model uncertainties include (1) turbulence model and initid 
turbulence intensity, (2) combustion model, (3) injector geometry, (4) heat transfer at the 
boundary, as well as (5) radiation heat transfer. The quantitative evaluation of these 
physical model uncertainties is very difficult. Qualitative analysis of these factors is 
discussed in Chapter 3. 
The numerical method used in this research is mainly based on the work of Chen 
and Pletcher [199 11. Code verification detailed in Appendix A includes a nomorthogonal 
grid test case (lid-driven cavity flow), a supersonic flow around a blunt body, a low speed 
gas jet computed on a non-uniform grid, and a steady state turbulence gas jet. The 
axisymrnetric cylinderfinjector configuration used in the methane injection and 
autoignition modelling presents a large aspect ratio, that is, a ratio of cylinder diarneter to 
injector orifice diameter of 50 and a ratio of cylinder length to injector orifice length of 
35. A non-uniform grid size that varies smoothly is used in order to reduce the error 
resulting from a sharp grid size change (see Figure 6.1). As a quantitative check the 
number of grid points is approximately doubled (Case 8 in Table 6.1). Case 8 profiles 
match the coarser, conesponding, Case 5 profiles well. The maximum difference 
between Case 5 and Case 8 velocities occurs on the centerline and is about 6%. 
Integral time step is dependent on CFL number. Theoretically, a fully implicit 
discretization scheme on a set of linear partial differential equations usually presents 
unconditional stability. This theoretical resuit, however, does not extend to a set of non- 
linear partial differential equations. In addition, the integral time step is directly related 
to integration error in transient problems (especially for the first-order in time integration 
scheme). The CFL nurnber (based on a summation of maximum sound speed and 
maximum velocity) in this work when modelling methane injection and autoignition can 
be reach 100 (corresponding to an integral time step of about 10-' second) without 
instability. Considering integration accuracy in this transient problem a maximum 
integral time step of 10" second is selected. It is desirable to employ a variable integral 
time stepping approach due to system stiffness fiom reaction as discussed in Section E.4. 
When ignition occurs the initial time step cannot yield a convergent solution, 
consequently the time step is halved and halved again as necessary. 
Two iteration tolerances are used, a linear iteration residual tolerance and a non- 
linear iteration (Newton-Raphson iteration) error tolerance. Both tolerances are 
implemented in order to limit the maximum relative noms of the linear iteration residual, 
or the non-linear iteration error vectors. Neither tolerance is directly related to integral 
tirne step because of limiting the relative nonns. The difference between maximum and 
average noms of a vector F is as follows [Jiang, 19781 
where C is a constant. Therefore, limiting a maximum norm is equivalent to limiting an 
average norm. Note that here we limit a relative norm, not a absolute norm. The absolute 
nom is directly related to the integral time step. An absolute nom decrease is associated 
with a reduction of in integral thne step. The linear iteration tolerance forces the 
maximum relative residual nom to decrease six orders of magnitude while the non-linear 
iteration (Newton-Raphson iteration) tolerance forces the maximum relative error norm to 
five orders of magnitude. 
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The following four recommendations for hiture work would increase confidence 
in numerical accuracy, and increase computational efficiency: 
(1) use local grid refinement or an adaptive grid technique in regions containing 
steep gradients, 
(2) apply multiple time stepping to improve effxiency, that is, use a small time step 
in reaction regions and a large time step in fluid flow dominated regions, 
(3) irnplement the grid convergence index (GCI) to approximately evaluate solution 
sensitivity to grid density and grid distribution, and 
(4) expand on the number of tirne step and grid refinement tests. 
