Abstract. A weighted Hamming metric is introduced in [4] and it showed that the binary generalized Goppa code is a perfect code in some weighted Hamming metric. In this paper, we study the weight structures which admit the binary Hamming code and the extended binary Hamming code to be perfect codes in the weighted Hamming metric. And, we also give some structures of a 2-perfect code and how to construct a 2-perfect code in some weighted Hamming metric.
Introduction
There are attempts to consider coding theory not only in the Hamming metric but also in other metrics (cf. [2] , [3] , [4] ). Due to these attempts, we have many types of perfect codes. [4] S.Bezzateev and N.Shekhunova considered a perfect code in the weighted Hamming metric to apply codes on the channels with nonuniform distribution of errors. And they gave some basic properties of a perfect code in the weighted Hamming metric and they showed that a binary generalized Goppa code is a perfect code in the weighted Hamming metric. So, we study to know if the (extended) binary Hamming code is perfect in some weighted Hamming metric and in which weight structures it becomes perfect. And then we consider a particular weighted Hamming metric and we will induce how to construct a 2-perfect code in the metric and its properties. So we can have new types of a perfect code.
Let F 2 be a finite field of order two and F n 2 a vector space of binary n-tuples. Definition 1.1. [4] Let π i ∈ N and π = (π 1 , · · · , π n ) be a weight of position i and a vector of weights, respectively.
The π-weight w π of a vector x = (x 1 , · · · , x n ) of F n 2 is defined by a function
And the π-distance d π (x, y) between vectors x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ) of F n 2 is defined by d π (x, y) = w π (x − y). For a subset C ⊂ F n 2 , we call C a π-code of length n. For a given vector of weights π, a π-metric d π is also called a weighted Hamming
Hamming weight of a vector x (Hamming distance of a vector x).
Let x be a vector of F n 2 and r a nonnegative integer. The π-sphere with center x and radius r is defined as the set S π (x; r) = {y ∈ F n 2 |d π (x, y) ≤ r}. The support of a vector x of F n 2 is the set of non-zero coordinate positions of a vector x, so the size of the support of x is also w H (x). Throughout this paper, we identify a vector x of F n 2 with its support. Lemma 1.2. For a given vecotor of weights π, a weight metric d π is a metric on F n 2 . Definition 1.3.
[2] Let π be a vector of weights and C a π-code of length n.
We say that a code C is an r-perfect π-code if the union of the spheres S π (c; r) centered at c ∈ C equals to F 2 and the spheres are mutually disjoint.
Denote the set of coordinates of π-weight i and the size of X i by X i and x i , respectively for i = 1, 2, · · · . We can consider a vector of weights π corresponds to the set {X i | i = 1, 2, 3, · · · }. 
Thus,
, there is a vector of weights π admitting a binary Hamming code H m to be a 2-perfect π-code if the following conditions hold.
1 +
Proof. By (1) and the proof in [1] the Gilbert-Varshamov Bound, we can take a x 1 -subset X 1 of [n] which satisfies that no 4 or fewer elements (with respect to a 2-adic representation) are linearly dependent (with respect to a 2-adic representations).
To be a 2-perfect π-code, for any c ∈ H m , for any partition {x, y} of c, w π (x) ≥ 3 or w π (y) ≥ 3. Let φ :
where c ∈ H m is of Hamming weight 3 which contains x.
Then, φ must be well-defined, 1-1 and onto. Otherwise, let y := φ(x 1 ) = φ(x 2 ).
Then, x 1 ∪y = x 2 ∪y ∈ H m and we get x 1 ∪x 2 ∈ H m . It is a contradiction to the choice of X 1 . We have to take ∪ i≥3 X i := φ(
Then, we get a vector of weights π admitting a binary Hamming code H m to be a 2-perfect π-code.
Let's see an example that shows how to find a vector of weights π admitting a binary Hamming code H 4 to be a 2-perfect π-code.
and it must be
Then, a binary Hamming code H 4 becomes a 2-perfect π-code. Now we will find out for which m the extended binary Hamming code H m (m ≥ 2) becomes a 2-perfect code in the weighted Hamming metric.
Lemma 2.4. Let π be a vector of weights. If the extended binary Hamming code
m } whose π-weight is bigger than two.
Then, it's easy to see that
∈ N and if
Theorem 2.5. (i) When m = 2, C = {0000, 1111} and X 1 = {i, j, k}, X 2 = {l} where {i, j, k, l} = {1, 2, 3, 4}. (ii) When m = 4 (x 1 = 6, x 2 = 10), there is some vector of weights π admitting H 4 to be a 2-perfect π-code. To get a desired vector of weights π, we need to show that X 1 is in H 4 . Say X 1 = {α, β, γ, δ, ǫ, η} and let the extended binary Hamming code H 4 be a 2-perfect π-code for some vector of weights π. Let X be a maximal set among the sets of 3-subsets of X 1 for which any two 3-subsets intersect.
Define Φ : X → X 2 by for A ∈ X , A ∪ Φ(A) ∈ H 4 · · · ( * ). For the perfectness, Φ must be well-defined, 1-1 and onto.
′ . Let X and X ′ be maximal ones with {α, β, γ} ∈ X , {δ, ǫ, η} ∈ X ′ and Φ 1 and Φ 2 are maps defined on X and X ′ , respectively as in ( * ).
Take a 6-element codeword of H 4 as X 1 and set
Suppose that H 12 is a 2-perfect π-code for some vector of weights π. For a ∈ X 1 , set T a a set of all 2-subsets of X 1 −{a}.
Define a map τ a : T a → X 2 by for {α, β} ∈ T a , {a, α, β, τ a ({α, β})} ∈ H 12 . Then, τ a is well-defined, 1-1 and onto.
If not, for {α, β}, {α
Thus, τ a is 1-1 and also onto because of |T a | = |X 2 | = 4005. Fix y ∈ X 2 and choose α 1 ∈ X 1 . Then, by a map τ α1 , there exist α 2 ,
Choose
. Then, by a map τ α4 , there exist
So, we get the following theorem. 
If x 1 = 1, then x 2 = 2 m − 1 and x 3 = x 4 = · · · = 0. So, set X 1 = {i} and X 2 = {1, 2, · · · , 2 m } − {i} for i ∈ {1, 2, · · · , 2 m }. It makes H m a 2-perfect π-code. If x 1 = 2, then x 2 = x 3 = 2 m−1 − 1 and x 4 = x 5 = · · · = 0. For any α, β ∈ {1, 2, · · · , 2 m }, set X 1 = {α, β}. For a codeword {α, β, x i , y i } ∈ H m for i = 1, 2, · · · , 2 m−1 − 1, set x i ∈ X 2 and y i ∈ X 3 . It also makes H m a 2-perfect π-code.
When x 1 = 3, arbitrary take X 1 = {α, β, γ} and then we have to put Y = {δ} where {α, β, γ, δ} ∈ H m . For {α, β, ν i , η i } ∈ H m −{α, β, γ, δ} for i = 1, 2, · · · ,2 m−1 −2, we have to set X 2 = {ν 1 , ν 2 , · · · , ν x2 } and
And for any
Thus, it must be x 3 ≥ 3x 2 . Using this inequality and (3), we have m = 2, x 1 = 3, x 2 = x 3 = 0 and |Y | = 1. Taking X 1 = {i, j, k}, Y = {l} where {i, j, k, l} = {1, 2, 3, 4}, we have a 3-perfect π-code H 2 .
When x 1 ≥ 4, take X 1 = {α, β 1 , β 2 , · · · , β x1−1 }. By the similar arguments as above, we have x 3 ≥ (x 1 − 1)x 2 . By (3), we get 1 +
binary 2-perfect π-codes
From now on, let m be an integer with 1 ≤ m ≤ n and assume a vector of weights π = (π 1 , · · · , π n ) with
3.1. Construction of a binary 2-perfect linear π-code. Suppose 1+n+ Theorem 3.1. Let H be a parity check matrix of a 2-perfect linear π-code. Then, H ∈ H. Furthermore, any code having H ∈ H as a parity check matrix is a 2-perfect linear π-code. Then, C = {000000, 001111, 101100, 100011, 011010, 010101, 111001, 110110} is a 2-perfect linear π-code.
3.2.
Properties of a binary 2-perfect π-code. From [7] , for C ⊂ F n 2 , a code C can be corresponding to a polynomial
where
c·d . We introduce a weighted 2-perfect π-code with respect to a weighted Hamming metric d π .
Definition 3.4. [7] We say a function f :
For a given weighted 2-perfect π-code f , a polynomial f (x 1 , · · · , x n ) can be viewed as
For a 2-perfectness, |S π (x; 2)| = 1 + m + m 2 + (n − m) must be power of 2. Say 2 t and let M be a vector of length n with
Proposition 3.5. The followings are equivalent: (i) A function f is a weighted 2-perfect π-code.
Proof. Let f be a weighted 2-perfect π-code.
It follows that for every
By the comparison of coefficients, we get
We need to check if y∈Sπ(x;2) f (y) = 1 for any x ∈ F n y∈Sπ(x;2)
Since y∈Sπ(x;2) (−1) d·y = 0, so f is a weighted 2-perfect π-code.
It is easy to find the following corollaries.
(i) If m is even,
Let C ⊂ F n 2 be a 2-perfect π-code and B u ∩ C := {c ∈ C : supp(c) ⊂ supp(u)}. And denote the number of codewords c of a code C with |c∩M| = i and |c∩M| = j by a i,j where 1 ≤ i ≤ m and 1 ≤ j ≤ n − m.
Corollary 3.7. Let C be a 2-perfect π-code. If we have the weight distribution of B M ∩ C, then we have the weight distributions of BM ∩ C and C with respect to a π-weight w π . i.e. we can get the all values a i,j from a i,0 for i = 0, 1, · · · , m.
|M|−|M∩v| by using the local duality. See [6] . By Proposition 3.5,
Differentiate (4) l times for l = 1, 2, · · · , m. Then,
Put x = 1 into (5). Thus, we get for 0 ≤ l ≤ m, Then, Ex = y and E is an invertible matrix. Finally, we get the all values 
