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Resumo
Nas últimas décadas, a quantidade dados educacionais coletados por universidades tem aumen-
tado. Com o auxílio das informações passíveis de serem extraídas desses dados, universidades
podem melhorar a qualidade de ensino e o desempenho dos estudantes. Técnicas de visual-
ização de informação podem ser úteis para a análise desses dados facilitando a descoberta de
padrões e auxiliando universidades a tomar decisões.
Em 2004, a Universidade de Brasília (UnB) começou a implementar um sistema de co-
tas raciais no ingresso dos estudantes, separando parte das vagas para estudantes negros. A
quantidade de dados gerados, referentes a esses estudantes nos últimos 15 anos, torna possível
realizar uma comparação entre os estudantes cotistas de forma quantitativa e verificar diferenças
em seus rendimentos acadêmicos.
Neste trabalho, por meio da visualização exploratória foi realizada uma comparação entre
os alunos cotistas e não cotistas da UnB. Técnicas de redução de dimensionalidade como PCA
e t-SNE foram utilizadas para facilitar a visualização e separação dos estudantes em grupos.
Uma ferramenta de visualização interativa também foi construída para prover informações de
acordo com a necessidade do usuário. Além disso, foi desenvolvido um modelo de predição,
utilizando os algoritmos K-NN e Gradient Boosting, para prever os alunos que estão com maior
risco de abandonar o curso, provendo assim informações para a universidade, se possível.




In recent decades the amount of educational data collected by universities has increased. With
the help of information that can be extracted from this data, universities can improve teach-
ing quality and student performance. Information visualization techniques can be useful for
analyzing this data by facilitating pattern discovery and helping universities make decisions.
In 2004, the University of Brasilia (UnB) began implementing a quota system for student
admission, separating part of the vacancies for black students. The amount of data generated
for these students over the last 15 years makes it possible to perform a quantitative comparison
between quota students and verify differences in their academic achievement.
In this study, through visual data mining, a comparison between the quota and non-quota
students was performed at UnB. Dimensionality reduction techniques such as PCA and t-SNE
were used to facilitate visualization and separation of students into groups. An interactive vi-
sualization tool has also been built to provide information according to the user’s need. In
addition, a prediction model has been developed using the K-NN and Gradient Boosting to pre-
dict students who are most likely to drop out, thus providing information to the university and,
if possible, to avoid dropout.
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Até o final do século XX, parte dos dados registrados nas universidades ainda eram armazenados
em papéis. A transição recente deste meio físico de armazenamento para bancos de dados
informatizados influenciou no surgimento tardio de técnicas de mineração de dados na área
educacional [1]. De forma análoga, com a maior quantidade de informações armazenadas, nos
últimos anos foi observado um crescimento do volume de dados digitais, gerando problemas
com relação à sua complexidade. Acredita-se que um dos principais fatores desse crescimento
foi a utilização do computador para auxiliar as tarefas diárias, tanto online quanto offline [2].
Entende-se por dados educacionais qualquer informação coletada sobre educadores, escolas,
organizações de ensino e estudantes incluindo dados pessoais (e.g. raça, idade, endereço),
informação de matrícula (e.g. nome da escola, período corrente, número de faltas), informação
acadêmica (e.g. disciplinas cursadas, notas em testes) além de outros tipos variados de dados
(e.g. notas disciplinares, problemas de saúde) [3, 4]. Adicionalmente, sistemas de ensino podem
gerar dados educacionais intrínsecos ao seu próprio uso (e.g. tempo de resposta de uma questão,
geolocalização do computador utilizado), o que aumenta bastante a variedade de dados que
provêm informação útil [5]. Esta grande quantidade de atributos e a falta de padronização
acarreta numa dificuldade da análise significava sem o auxílio de técnicas de manipulação e
visualização de dados, uma vez que a capacidade de analisar valores tabulares sem ferramentas
visuais é severamente restrita. Estas informações extraídas dos dados educacionais podem ser
de grande auxílio a universidades e outros órgãos de ensino de diversas maneiras como:
• Apoiam estudantes a otimizarem o estilo de aprendizagem e o material de ensino como,
por exemplo, alterar a razão entre tempo recebendo aula e tempo fazendo exercícios, além
de detectar quais exercícios fornecem uma melhor compreensão dos conteúdos por parte
do aluno [2].
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• Apoiam educadores em tarefas de análise do comportamento do estudante e ajudam a
prever seu aprendizado para aumentar a efetividade do ensino [2].
• Apoiam pesquisadores a avaliar o material de ensino e melhorar sistemas educacionais
[2].
• Juntamente com técnicas de aprendizado de máquina, podem prever performance e evasão
dos alunos de maneira que ações podem ser tomadas de antemão para evitá-la [2].
Sempre que uma universidade se esforça para que mulheres, homens, negros, brancos e
portadores de necessidades especiais tenham as mesmas oportunidades de receberem educação,
esta organização possui uma política de ação afirmativa [6]. A implementação de políticas de
ações afirmativas se deu recentemente na Universidade de Brasília (UnB), em 2004, sendo a
primeira universidade brasileira a reservar 20% das suas vagas para alunos cotistas [6]. Os
alunos beneficiários de ações afirmativas são uma parcela dos estudantes que geram dados edu-
cacionais importantes de serem investigados para que possamos entender se existem diferenças
de performance, evasão, entre outros em relação aos outros alunos e, caso exista, propor ações
que podem ser tomadas para que este quadro seja melhorado.
Um ponto importante a ser investigado através de dados educacionais é a evasão, que é
caracterizada pela saída do estudante de um dos cursos ou da instituição de ensino de maneira
temporária ou definitiva e é considerada um dos problemas mais graves do ensino superior
[7]. Um estudo da UnB, mostra que entre os anos de 2002 e 2008, 23.9% dos estudantes da
universidade não se formaram e somente 29.5% se formaram no prazo [8]. Nota-se que nem
todas as instituições de ensino brasileiras utilizam medidas de para evitar à evasão [7], o que
motiva este estudo a focar em partes neste problema.
A maneira como informação é apresentada influencia na sua compreensão. Tal fato vale
para a apresentação de dados educacionais. Aproveitando que seres humanos têm uma faci-
lidade maior de extrair e assimilar informação de estímulos visuais dinâmicos (e.g. gráficos,
imagens, vídeos) em comparação com estímulos visuais textuais (e.g. artigos, livros, tabelas)
[9], a prática de visualização exploratória para descoberta de conhecimento implícito aos dados
tem se mostrado um recurso vantajoso [10]. Alguns exemplos da aplicação deste recurso po-
dem ser vistos em vários campos da educação tais quais: educação tradicional [11, 12, 13, 14];
e-learning [15, 16, 17, 18]; e sistemas inteligentes [19, 20, 21].
Com isso, nota-se que técnicas de visualização exploratória podem ser muito úteis para
auxiliar universidades, visto que algumas coordenações de cursos carecem de ferramentas de
descoberta de conhecimento implícito para os dados de seus estudantes. Assim, este estudo visa
suprir parte desta demanda por meio de uma visualização exploratória dos dados educacionais
dos alunos da UnB.
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1.2 Objetivos
Com maior foco no auxílio e melhoria no desempenho dos estudantes, utilizando técnicas de
visualização de dados, aprendizado de máquina e visualização exploratória, este trabalho, moti-
vado pelos problemas de evasão nas instituições de ensino brasileiras e da carência de ferramen-
tas de visualização exploratória focadas em dados educacionais, possui três objetivos principais:
• Comparar o desempenho e evasão de estudantes cotistas e não cotistas com o intuito de
verificar possíveis padrões entre esses alunos por meio de técnicas de visualização de
dados;
• Elaborar um modelo preditivo para descobrir se um aluno concluirá ou não o curso, pos-
sibilitando a instituição tomar providências para prevenir a evasão;
• Aplicação de visualizações interativas de dados para a uma análise definida pelo usuário
e a descoberta de padrões nos dados dos estudantes.
Acredita-se que, cumprindo os objetivos propostos, as universidades terão mais informações
para aprimorar a qualidade de ensino dos estudantes, tanto cotistas quanto não cotistas, além de
possibilitar a prevenção da evasão de estudantes. Adicionalmente, espera-se que a utilização da
ferramenta construída para a visualização interativa possibilite a descoberta de conhecimento
implícitos aos dados dos alunos do ensino superior.
1.3 Estrutura do Documento
O restante deste trabalho é dividido em quatro capítulos:
• Fundamentação Teórica: São introduzidos conceitos básicos de estudos de dados, funda-
mentos de estatística, técnicas de visualização da informação e aprendizado de máquina.
Todos necessários para uma maior compreensão do trabalho realizado.
• Visualização exploratória de alunos cotistas e previsão de desempenho: É apresentado um
estudo sobre os alunos cotistas dos cursos do departamento de Ciência da Computação da
UnB juntamente com um modelo de previsão indicando se os estudantes do departamento
concluirão, ou não, o curso.
• Visualização exploratória de dados educacionais: É desenvolvida uma forma de visua-
lização de informação interativa aplicada nos dados dos estudantes com um intuito de
facilitar a extração e o entendimento dos dados estudados.
• Conclusão: São exibidas as conclusões finais sobre o trabalho juntamente com possíveis




Com o objetivo de facilitar o entendimento do trabalho, este capítulo, introduz a fundamenta-
ção teórica sobre o que será abordado nos capítulos seguintes. Este capítulo foi dividido em 5
partes: a primeira define conceitos básicos sobre dados, explicando o modelo tabular, instân-
cias, atributos e dimensionalidade; a segunda introduz conceitos estatísticos utilizados, como
média, variância e matriz de correlação; a terceira apresenta formas de visualização de dados
e de redução de dimensional; a quarta aborda aprendizado de máquina, mostrando modelos de
classificação e de agrupamento de dados; a quinta cita considerações finais sobre o capítulo.
2.1 Estudo de Dados
2.1.1 Definições Utilizadas
Medida
Quantidade fixada por um padrão para determinar as dimensões ou o valor de uma grandeza da
mesma espécie.
Conjunto de dados Iris
Conjunto de dados multidimensional gerado pelo biólogo Ronald Fisher [22] foi utilizado para
exemplificar algumas técnicas de visualização. Este conjunto possui 3 tipos de flores (Iris
setosa, Iris virginica e Iris versicolor) em que foram medidos quatro atributos para cada uma
das amostras totalizando 150 flores (50 para cada tipo):
1. Sepal length: Comprimento da sépala
2. Sepal width: Largura da sépala
3. Petal length: Comprimento da pétala
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4. Petal width: Largura da pétala
2.1.2 Modelo Tabular, Instância e Atributo
Para propósitos de formalização, no decorrer deste estudo, um conjunto de dados multidimen-
sional será definido por X : {x1, x2, x3, ..., xn} em que xi é uma instância, caracterizada por d
atributos xi = {xi1, xi2, xi3, ..., xid}.
O modelo tabular é uma estrutura de dados formatada e organizada em linhas e colunas
que expressam relações e metadados, i.e., informações descritivas sobre tais relações como
os rótulos das linhas e colunas [23]. Neste modelo, para representar um conjunto de dados d-
dimensional, cada instância se associa a uma linha da tabela e cada coluna se associa aos valores
de determinado atributo. Além disso, todos os valores presentes em uma coluna possuem o
mesmo tipo, o que torna possível a comparação entre as instâncias. A Tabela 2.1 exemplifica
esse modelo, em que cada linha representa uma instância do conjunto de dados, que tem o
identificador do aluno (ID Aluno), Período de Ingresso, Média do Período e Nome da Disciplina
como os atributo dos dados.
ID Aluno Período de Ingresso Média do Período Nome da Disciplina
99975 20102 4 Teoria dos Números 1
993545 20102 3.5 Física 1
99985 20101 4.5 Álgebra 1
99973 20112 3 Cálculo 3
100654 20121 3 Noções de Direito
Tabela 2.1: Exemplo do modelo tabular contendo quatro atributos e cinco instâncias.
A grande quantidade de atributos presentes nos dados educacionais utilizados nesta pes-
quisa, torna inviável a sua análise utilizando somente a visualização de dados em tabelas.
Mesmo assim, esta prática é imprescindível para que se possa ter um entendimento prelimi-
nar do tipo dos dados, além das ações a serem propostas na fase de pré-processamento.
2.1.3 Dissimilaridade
A comparação entre instâncias de um conjunto de dados é uma operação útil para sua análise.
Por isso, formas de calcular o grau de semelhança são fundamentais. A dissimilaridade pode ser
descrita como um valor numérico variando no intervalo [0,∞) para mostrar o quão diferentes
entre si são duas instâncias de um conjunto de dados, em que valores próximos de 0 indicam
que são parecidas [24]. Medidas de dissimilaridade são essenciais para problemas de reconhe-
cimento de padrões como classificação e agrupamento de dados [24]. Uma das maneiras de
5
calculá-la é utilizando funções de distância. Seguem nas próximas sub-seções as definições de
algumas destas funções mais conhecidas.
2.1.4 Distância Euclidiana
Seja um conjunto X, a distância Euclidiana para cada par (xi, xj) é descrita pela Eq. (2.1) [24]:






2.1.5 Distância de Minkowski
A distância de Minkowski é uma generalização da distância Euclidiana. Considerando um
conjunto X, a distância de Minkowski entre a i-ésima e a j-ésima instância é descrita pela Eq.
(2.2) [24]:






em que λ ≥ 1. Sendo também chamada de Lλ.
2.2 Fundamentos de Estatística
A escolha correta do ferramental estatístico que será utilizado é um passo de extrema impor-
tância. Essas ferramentas são utilizadas como base para as técnicas de redução de dimensio-
nalidade e de aprendizado de máquina, além disso, são úteis para a extração de informações e
análise de dados. Segue abaixo as definições utilizadas neste estudo.
2.2.1 Média Aritmética
As medidas de tendência central guarnecem um valor numérico representativo de uma distribui-
ção de valores. A média aritmética de um conjunto X unidimensional de tamanho n é definida







O valor médio não provêm toda informação essencial para um conjunto de medidas. A variância
é utilizada para medir o grau em que os dados numéricos tendem a se dispersar em torno da
média do conjunto, proporcionando assim, um nível de confiabilidade. A variância de um
conjunto de medidas X de tamanho n é definida pela Eq. (2.4) [25]:
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(xi − X̄)2, (2.4)
em que X̄ é média do conjunto dado pela Eq. (2.3).
2.2.3 Covariância
A covariância, descrita pela Eq. (2.5), é uma forma de medir grau de associação entre duas
variáveis de um conjunto de dados.
Cov(X, Y ) = E(XY )− E(X)E(Y ), (2.5)
em que E(X) é o valor esperado de uma variável.
Quando a covariância Cov(X, Y ) é positiva e, xi for maior que a média do conjunto de
variáveis da qual pertence, yi tende a ser maior que sua média. Analogamente, quando a covari-
ância é negativa e, xi for maior que a média do conjunto de variáveis da qual pertence, yi tende
a ser menor que sua média [26].
2.2.4 Correlação
Dois atributos são considerados dependentes positivamente quando o aumento do valor de um
corresponde ao aumento do valor do outro. Analogamente, são considerados dependentes ne-
gativamente quando o aumento do valor de um corresponde ao decremento no valor do outro.
Uma das maneiras de medir tal dependência é a correlação de Pearson [27], cujo valor varia




i=1(xi − X̄)(yi − Ȳ )√∑n
i=1(xi − X̄)2 ·
√∑n
i=1(yi − Ȳ )2
, (2.6)
em que X̄ e Ȳ é a média aritmética definida na Eq. (2.3).
Pode se definir uma matriz de correlações como uma matriz em que cada posição representa
o coeficiente de correlação entre duas variáveis definidas na Eq. (2.6). A matriz de correlação,
exemplificada na Tabela 2.2, pode ser usada para resumir um conjunto de dados ou como entrada
para uma análise mais avançada (e.g. construção de heat maps) [28].
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B1 B2 B3 B4 B5
B1 1
B2 0.53 1
B3 0.73 0.44 1
B4 0.87 0.96 0.41 1
B5 0.43 0.71 0.72 0.56 1
Tabela 2.2: Exemplo de matriz de correlação.
2.3 Visualização da Informação
Na literatura, uma das definições mais utilizadas para visualização da informação é “A utilização
de um auxílio computacional interativo em uma representação visual dos dados para ampliar a
cognição”, em que cognição é o poder de percepção humana [29]. Aplicações de visualização
são comumente utilizadas para criar tabelas, imagens e outras formas intuitivas de representação
de dados [30]. Considerando as diferentes aplicações de visualização de dados, é natural que se
crie diferentes técnicas para a extração de informações.
2.3.1 Visualização Exploratória
Quando a visualização de dados é feita em forma textual, a amostra passível de análise humana
é ínfima em relação ao grande volume de dados disponível. O processo de visualização explora-
tória é especialmente útil quando se sabe muito pouco sobre a estrutura dos dados e os objetivos
de pesquisa ainda estão vagamente definidos. Outros usos bastante proeminentes incluem a
formação e verificação de hipóteses [10].
Existem três etapas distintas que são usualmente utilizadas no processo de visualização ex-
ploratória: visão geral dos dados, filtragem e exibição de detalhes. Essas etapas são apoiadas
por um interlocutor humano, que introduz flexibilidade, criatividade e interatividade ao pro-
cesso. Na visualização geral dos dados, o foco se dá na identificação de padrões e grupos
presentes que sejam perceptíveis em uma análise superficial em todo o conjunto. Na filtragem,
o foco se move para um subconjunto específico dos dados. Por fim, na exibição de detalhes,
são mostradas informações sobre o subconjunto selecionado na etapa de filtragem. Técnicas
de visualização de dados podem ser utilizadas para todas as etapas descritas previamente. Vale
lembrar que a visualização exploratória lida facilmente com dados heterogêneos e ruidosos,
além de não requerer entendimento prévio de construções matemáticas e estatísticas complexas
[10].
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2.3.2 Técnicas de Visualização Clássicas
Uma decisão importante no processo de visualização exploratória é a escolha das técnicas de
visualização. Dependendo do objetivo da exploração ou do tipo de dado, certas técnicas são
mais adequadas que outras, assim, facilitando a análise do usuário. Dessa forma, seguem abaixo
algumas técnicas comuns de visualização.
Gráfico de Dispersão
Um gráfico de dispersão é a representação gráfica dos dados nas coordenadas cartesianas. Nele
é mostrada a relação entre duas variáveis, a primeira (variável independente) representa a dis-
tância horizontal e a segunda (variável dependente) a distância vertical a partir do eixo de coor-
denadas [29].
Um exemplo de um Gráfico de dispersão é mostrado na Figura 2.1, em que é apresentada a
visualização das variáveis Sepal length como variável independente e Sepal width como variável
dependente, ambas pertencentes ao conjunto de dados Iris. Cada ponto neste gráfico representa
uma flor com o comprimento e largura das sépalas indicadas pela sua coordenada cartesiana do
gráfico.
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Gráfico de dispersão Sepal width em função da sepal length
Figura 2.1: Exemplo de aplicação de um gráfico de dispersão.
Gráfico de Barras
Um dos métodos mais utilizados de visualização, o gráfico de barras, é comumente utilizado
para representar dados discretos [29]. Neste tipo de gráfico, a magnitude de uma determinada
categoria é agrupada e representada como um conjunto único por meio de uma barra. A Figura
2.2 exemplifica um gráfico de barras da quantidade de vinhos que receberam determinada nota
1.
1O conjunto de dados Wine Review utilizado para criação da Figura 2.2 foi obtido de https://www.
kaggle.com/zynicide/wine-reviews
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Gráfico de barras da quantidade das notas atribuídas a vinhos
Figura 2.2: Exemplo de aplicação de um gráfico de barras.
Heat Map
Um heat map é uma representação gráfica de um dado em que os valores individuais contidos
em uma matriz são representados com cores [31]. No heat map, uma instância de dados é apre-
sentada quantitativamente em dois eixos, o eixo-x normalmente representa amostras individuais
enquanto que o eixo-y consiste os parâmetros medidos. O espaço entre os eixos é composto
de caixas coloridas de forma a refletir a quantidade da variável. Assim, heat maps são formas
flexíveis de se visualizar grupos e explorar padrões nos dados [32].
A Figura 2.3 exemplifica um gráfico heat map de uma matriz de correlação das variáveis
sepal_length, sepal_width, petal_length, petal_width do conjunto dados Iris.
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Heat Map da Matriz de Correlação do Conjunto Iris
Figura 2.3: Exemplo de aplicação de um heat map.
Coordenadas Paralelas
O método de coordenadas paralelas representa uma instância d-dimensional como valores em d
retas perpendiculares ao eixo-x igualmente espaçadas. Cada instância de dados d-dimensional
é representado por uma polilinha entre as retas conectando-as com seu respectivo valor. Este
método proporciona uma forma de visualizar dados de alta dimensionalidade em uma represen-
tação 2D, auxiliando a descoberta de padrões e correlações [33].
A Figura 3.8 exemplifica um gráfico de coordenadas paralelas, em que são representa-
dos quatro atributos do conjunto de dados íris (sepal_length, sepal_width, Petal_lenght, Pe-
tal_width) no eixo-x, e, cada polilinha representa uma instância de dados categorizadas em três
classes diferentes (Setosa, Versicolor e Virgínica). Nota-se, pelo gráfico, que somente as flores
do tipo setosa possuem comprimento da pétala menor que 2 e largura da pétala menor que 1,
além disso as flores da espécie virgínicas possuem sépalas e pétalas com maior comprimento.
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Coordenadas paralelas dos atributos do conjunto Iris
Figura 2.4: Exemplo de aplicação de coordenadas paralelas.
2.3.3 Técnicas de Visualização Baseadas em Redução de Dimensionali-
dade
Mesmo facilitando a visualização de dados e à extração de informações, as técnicas clássicas
possuem limitações que normalmente estão ligadas a dimensionalidade dos dados. No caso dos
gráficos de dispersão e de barras, o número de dimensões passíveis de serem representados ao
mesmo tempo é bem limitado. Na visualização baseada em Heat maps, a medida que a di-
mensionalidade dos dados aumenta, a representação gráfica fica mais complexa e difícil de se
interpretar devido ao grande número de linhas e colunas. Fato semelhante também ocorre nas
visualizações baseadas em coordenadas paralelas, tendo sua interpretação afetada pela quan-
tidade de instâncias do conjunto, gerando sobreposição das polilinhas e pela quantidade de
atributos, gerando o aumento do tamanho do gráfico. Nota-se assim que a dimensionalidade
dos dados é um fator importante para sua representação.
A maldição da dimensionalidade como descrita por Richard E. Bellman [34] se refere a
vários fenômenos que surgem ao se analisar e organizar dados em espaços de alta dimensão que
não ocorrem em baixas dimensões como o espaço físico tridimensional. O tema principal deste
problema é que quando a dimensionalidade aumenta, o volume do espaço cresce rapidamente, a
ponto de que os dados disponíveis se tornam espaçados. Esta dispersão é problemática para todo
método que requer significância estatística. Para se obter resultados confiáveis, a quantidade de
dados necessários para apoiar o resultado cresce exponencialmente com a dimensionalidade.
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Com o intuito de evitar tais problemas, técnicas de redução de dimensionalidade podem ser
úteis para visualização de informação. A redução de dimensionalidade pode ser feita tanto por
seleção quanto por transformação de características. Na seleção de características, seleciona-se
as variáveis a serem utilizadas por meio de algum critério definido, mantendo assim, os valo-
res originais das variáveis. Na transformação de características, por meio de algum algoritmo,
geram-se outros atributos para representar o conjunto de variáveis. Essas técnicas buscam en-
contrar uma representação de menor dimensão de dados multidimensionais em um espaço p-
dimensional com p = {1, 2, 3} de maneira a preservar uma parcela da informação de distância
entre as instâncias [35].
O resultado de uma técnica de visualização baseada na redução de dimensionalidade é um
conjunto de pontos no espaço visual podendo ser uma plano, reta ou volume. Preferencialmente,
se pontos forem posicionados próximos neste espaço reduzido, significa que os itens que estes
pontos representam são semelhantes de acordo com a dissimilaridade escolhida. Analogamente,
se forem projetados distantes, indica que os itens representados são pouco relacionados [35].
Técnicas que mapeiam espaços multidimensionais em espaços visuais são ditas técnicas de
posicionamento de pontos [35].
PCA
Principal Components Analysis (PCA) é uma técnica de redução de dimensionalidade linear,
o que significa que ele diminui o número de dimensões dos dados incorporando-os em um
subespaço linear de menor dimensão [36].
O PCA busca encontrar uma transformação ortogonal linear dos dados tal que sua máxima
variação seja explicada pelas primeiras coordenadas no espaço transformado. O PCA define
uma matriz de transformação quadrática W que, quando multiplicada por um elemento em X,
expressa este ponto em uma nova base ortogonal, em que os eixos são ordenados de maneira
decrescente pela variância respectiva ao conjunto original. Utilizando os autovetores associados
aos maiores autovalores de W, cria-se uma transformação de redução de dimensionalidade W’,
que, quando multiplicada por um dos pontos xi tem-se a relação:
∀xi ∈ X : yi = xiW ′ (2.7)
em que yi é a representação de baixa dimensão de xi. A dimensionalidade do conjunto resultante
Y corresponde ao número de colunas escolhido para a matriz W’ [37].
As componentes principais do PCA são obtidas por decomposição espectral em valores
singulares (SVD) da matriz de covariância do conjunto de dados [38]. Um exemplo de redução
de dimensionalidade baseado no PCA é mostrado na Figura 2.5, em que o conjunto de dados
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Iris de 4 dimensões é representado em um layout bidimensional. Pode-se dizer que as classes
agora são linearmente separáveis, o que não era visível nas representações anteriores.
PCA Aplicado no Conjunto Iris
Figura 2.5: Exemplo de aplicação do PCA.
T-SNE
t-Distributed stochastic neighbor embedding (t-SNE) é uma técnica de redução de dimensiona-
lidade baseada em posicionamento de pontos que minimiza a diferença entre duas distribuições:
a que mede a semelhança entre os pares de objetos de entrada e a que mede a similaridade dos
pares dos mesmos objetos projetados em um subespaço de menor dimensionalidade [39]. Dado
um subconjunto multidimensional de objetos X e uma função d(xi, xj) que calcula a distân-
cia entre um par de objetos, busca-se um subespaço S-dimensional que incorpore os pontos
do conjunto X mapeados para novos pontos de um conjunto Y com yi ∈ RS . Para este fim,
t-SNE define probabilidades conjuntas pij que medem a similaridade de pares de objetos xi e















Na Eq. (2.8), a largura de banda do Kernel Gaussiano [40], σi, é definida de maneira que a
perplexidade (medida efetiva do número de vizinhos de xi) da distribuição condicional Pi se
iguala a perplexidade predefinida u. Isso faz com que o valor ótimo para σi varie para cada
objeto do conjunto, ou seja, para regiões do espaço com maior densidade de pontos, σi tende a
possuir um menor valor em relação a regiões do espaço com menor densidades de pontos.
No conjunto S-dimensional Y, a similaridade entre dois pontos yi e yj são calculados usando
o heavy-tailed kernel normalizado [41]. Especificamente, a similaridade incorporada qij entre
os pontos yi e yj é calculada como a Student-t kernel normalizada [42] com um único grau de
liberdade conforme a Eq. (2.10).
qij =
(1 + ‖yi − yj‖2)−1∑
k 6=l(1 + ‖yik − yjl‖)−1
, qii = 0. (2.10)
Este procedimento permite objetos de entrada dissimilares xi e xj serem modelados pelas suas
projeção de baixa dimensão yi e yj mantendo essa dissimilaridade [39].
As localizações dos pontos yi mapeados no espaço de baixa dimensão são determinadas mi-
nimizando a divergência de Kullback-Leibler [43] para a distribuição conjunta P e Q conforme
a Eq. (2.11):







Segue abaixo uma versão simplificada do algoritmo [44]:
Um exemplo de redução de dimensionalidade utilizando o t-SNE é mostrado na Figura 2.6,
em que o conjunto de dados Iris de 4 dimensões é representado em um gráfico bidimensional.
Ambos os gráficos do PCA e t-SNE separam bem o conjunto Iris, porém, percebe-se que a
projeção bidimensional realizada pelo t-SNE aglomera os pontos em grupos menos espaçados.
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Algorithm 1: Versão simplificada do TSNE
Input: Conjunto multidimensional X,
Perplexidade da função do custo p,
número de iterações T,
taxa de aprendizado µ,
momento α(t)
Output: Conjunto de dimensão reduzida Y (T ) = {y1, y2, ..., yn}
Compute os pares de afinidade Pi|j com perplexidade p utilizando a Eq. (2.8);
Compute Pij utilizando a Eq. (2.9);
Inicialize Y (0) aleatoriamente;
faça t = 1;
while t < T do
Compute as afinidades qij utilizando a Eq. (2.10);
Compute a divergência de Kullback-Leibler C utilizando a Eq. (2.11);
faça Y (t) = Y t−1 + µC + α(Y t−1 − Y t−2);
t-SNE Aplicado no Conjunto Iris
Figura 2.6: Exemplo de aplicação do t-SNE.
17
2.4 Aprendizado de Máquina
Aprendizado de máquina é definido como a capacidade de um computador se adaptar a novas
circunstâncias, detectar e explorar padrões [45]. Técnicas de aprendizado de máquina são uti-
lizadas em diversas ocasiões como previsão de preços de produtos [46], detecção de imagens
[47], carros autônomos [48], reconhecimento de voz [49], detecção de sentimentos [50], entre
outros.
A aprendizagem pode ser realizada de forma supervisionada ou não supervisionada. Quando
supervisionada, a técnica é ajustada a partir de um conjunto de pares de entrada e saída, assim,
sendo possível mapear uma função a partir dos pares conhecidos. No caso não supervisionado
o processo é realizado somente com o conjunto de entrada. Em ambos os casos, ao realizar
predições, um problema de aprendizagem pode ser de classificação ou regressão. Quando o
resultado é um conjunto finito de classes (eg. verdadeiro ou falso) está sendo realizada uma
classificação e, regressão caso seja um conjunto contínuo (eg. temperatura do dia seguinte)
[45].
No âmbito de estudos educacionais, técnicas de aprendizado de máquina são utilizadas para
classificação, predição das informações, entre outros [51]. Assim, com o intuito de identifi-
car padrões, neste trabalho foram utilizadas técnicas de aprendizado de máquina para realizar
agrupamento de dados por meio do algoritmo k-means e predições com o K-NN e o Gradient
Boosting.
2.4.1 K-means
O k-means, classificado como um método de agrupamento de dados particional, é um dos algo-
ritmos de agrupamento mais utilizados [52]. A partir de um conjunto de objetos que contenham
somente valores numéricos X. Sendo n e m o tamanho e dimensionalidade de X respectivamente
e k ≤ n um número inteiro. O algoritmo k-means separa o conjunto X em k clusters tal que
se minimize a soma dos erros quadráticos de cada grupo. Este processo pode ser formulado









l=1 wi,l = 1, 1 ≤ i ≤ n
wi,l ∈ {0, 1}, 1 ≤ i ≤ n e 1 ≤ l ≤ k
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W é uma matriz n × k, Q = {q1, q2, ..., qk} é um conjunto de objetos de mesmo domínio,
e d(·, ·) é a distância Euclidiana definida na Eq. (2.1). Segue a abaixo uma versão simplificada
do algoritmo [55]:
Algorithm 2: Versão simplificada do k-means
Input: Número de clusters k,
Conjunto de dados D,
Número máximo de iterações T
Output: Um conjunto com k clusters
Escolha k objetos de D arbitrariamente como centros iniciais dos clusters;
faça t = 0 ;
while t < T do
Realoque cada objeto de D para o cluster mais semelhante baseado no valor médio
dos objetos do cluster;
Recalcule os clusters para a média dos objetos presentes em cada cluster;
Termine caso nenhuma mudança ocorra;
O algoritmo k-means dispõe de propriedades tais como: eficiência para o processamento de
grandes conjuntos de dados [56]; somente funciona com conjuntos numéricos [56]; e, frequen-
temente finaliza o algoritmo retornando um resultado ótimo local [53].
2.4.2 K-Nearest Neighbor (K-NN)
O algoritmo de vizinhos mais próximos é um dos procedimentos de classificação não paramé-
trico mais simples [57]. Dado um conjunto de pares Q = {q1, q2, ..., qn} onde qi = (xi, θi)
sendo xi um ponto pertencente a um conjunto de dados e θi a categoria pertencente a um con-
junto finito M = {1, 2, ...,m} na qual xi é classificado. Para classificar um novo ponto arbitrá-
rio xj , primeiramente identificamos os seus K-vizinhos mais próximos, ou Nearest Neighbors
seguindo a Eq. (2.13). Para o caso particular 1-NN, a classificação θ do ponto xj se dá pelo
mesmo θ do vizinho mais próximo encontrado.
min d(xi, xj) = d(xi, xj), i = 1, 2, ...n (2.13)
em que d é uma função de dissimilaridade [57].
Para o caso geral, K-NN, utiliza-se da Eq. (2.13) para selecionar os K vizinhos mais próxi-
mos. O ponto x receberá a classificação θ mais recorrente entre os vizinhos selecionados.
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2.4.3 Gradient Boosting
O gradient boosting constrói um modelo de regressão ajustando sequencialmente uma função
de aprendizado simples, em que o método dos mínimos quadrados é utilizado a cada iteração.
Ao final do algoritmo, é gerada a função de estimação [58].
Para realizar estimações de funções é necessário uma variável de “saída” (output) Y e um
conjunto de variáveis de “entrada” (input) X. A partir de um conjunto de treino de treino T =
{yi, xi}N1 , tenta-se encontrar uma função F ∗(x) = Y , em que, considerando todos os valores
de T a função de perda L(y, F (x)) é minimizada para um valor esperado E(X, Y ) [59].
F ∗(x) = arg min
F (x)
E(X, Y )L(y, (F (x))) (2.14)
O procedimento de boosting aproxima a Eq. (2.14) por um somatório de acordo com a Eq.






Os coeficientes de expansão {βm}M0 e os parâmetros {am}M0 são ajustados de acordo com
os conjuntos de treino seguindo a Eq. (2.16) a partir de um F0(x) aleatório.




L(yi, Fm−1(xi)) + βh(xi; a) (2.16)
obtendo a Fm(x) a partir Eq. (2.17).
Fm(x) = Fm−1(x) + βmh(x; am) (2.17)
O gradient boosting é uma aplicação do boosting em que h(x; a) é ajustada pelo método de
mínimos quadrados definindo am [58] conforme a Eq. (2.18):




[y′im − ρh(xi; a)]2 (2.18)








Uma vez obtido am, calcula-se βm conforme a Eq. (2.20):




L(yi, Fm−1(xi) + βh(xi; am)) (2.20)
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Assim, é possível simplificar a Eq. (2.16) por um processo mais simples de se calcular que
utiliza o método de mínimos quadrados seguido por uma otimização de um único parâmetro de
uma dada função de perda L [58]. Segue abaixo uma versão simplificada do algoritmo gradient
boosting [58].
Algorithm 3: Versão simplificada do gradient boosting
Input: Conjunto de treinamento T,
Função de perda L(y, F (x)),
Número máximo de iterações M
Output: Função de regressão FM(x)
Inicialize F0(x) utilizando a Eq. (2.14);
Faça m = 1;
while m < M do
Compute os pseudo-resíduos y′im utilizando a Eq. (2.19);
Ajuste a função de aprendizagem h(x; a) para os pseudo-resíduos;
Compute o coeficiente de expansão βm utilizando a Eq. (2.20);
Atualize a função de regressão Fm(x) utilizando a Eq. (2.17);
2.5 Considerações Finais
As definições apresentadas neste capítulo foram selecionadas com base no que será desenvol-
vido no decorrer deste trabalho. Assim, definições como aprendizado de máquina e redução de
dimensionalidades possibilitaram a compreensão dos dados educacionais, criação de modelos
preditivos e o desenvolvimento de uma ferramenta interativa de visualização. Estes processos
são descritos com mais detalhes nos Capítulos 3 e 4.
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Capítulo 3
Visualização exploratória de Alunos
Cotistas e Previsão de Desempenho
Em 2004, a Universidade de Brasília implementou um sistema de cotas raciais no processo de
ingresso na instituição [60]. Tendo se passado mais de 10 anos, é natural que esse conjunto de
alunos tenha gerado uma quantidade de dados educacionais suficientes para serem analisados
e comparados com o conjunto de alunos não cotistas. Com o intuito de facilitar essa análise,
realizou-se um estudo focado na visualização dos dados desses estudantes, provendo um maior
entendimento da situação das cotas na universidade.
Em conjunto com a análise visual, foi desenvolvido um modelo de previsão de desempe-
nho dos alunos do departamento de Ciência da Computação com o intuito de identificar se o
estudante concluirá ou não o curso com base em seu desempenho acadêmico.
Para expor os dois tópicos, o resto deste capítulo foi dividido em 4 partes: Na Seção 3.1 são
apresentados trabalhos previamente realizados sobre alunos beneficiados de ações afirmativas
e previsão de desempenho de estudantes; na Seção 3.2 é detalhado o conjunto de dados, o
pré-processamento para torná-lo utilizável e a metodologia utilizada; na Seção 3.3 expõe os
resultados da visualização e do modelo de previsão; por fim, as considerações finais sobre o
trabalho são discutidas na Seção 3.4.
3.1 Revisão de Literatura
Com o objetivo de entender o que vem sendo pesquisado na área de estudos de dados edu-
cacionais, bem como encontrar exemplos de técnicas para auxiliar este trabalho, procurou-se
pesquisas com temas em predição de desempenho de estudantes e de análise de dados de alunos
cotistas.
Saa et al. [61] apresenta um modelo de previsão de performance para estudantes no ensino
superior. Com uma base de dados formada por informações de 270 estudantes contendo 21
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atributos, os alunos foram separados em 4 classes referentes ao seu rendimento acadêmico
(Excelente, muito bom, bom e aceitável), e, utilizando os softwares de aprendizado de máquina
Weka e RapidMiner aplicou-se quatro variações (C4.5, ID3, CART e CHAID) do algoritmo de
árvore de decisão e o Naive Bayes para fazer a classificação. A pesquisa atingiu uma taxa de
40% de acurácia com a árvore de decisão CHAID, um rendimento melhor comparado com os
outros quatro métodos que obtiveram acurácias entre 33% e 36%. O estudo conclui que as notas
dos alunos não depende somente do seus esforços acadêmicos, tendo outros fatores exercendo
uma influência igual ou até mesmo maior.
Fernandes et al. [62] utiliza dados de alunos do ensino médio de escolas públicas do Distrito
Federal para tentar encontrar alunos com maior chance de reprovação considerando os dois
primeiros meses do ano letivo. Foram analisadas informações de 485872 estudantes, sendo
238575 do ano de 2015 e 247297 de 2016. Para fazer a predição, foram criados 2 modelos: um
utilizando somente os dados prévios ao início do ano letivo (DT1); outro considerando também
informações escolares referentes aos dois primeiros meses de aula (DT2).
O estudo extrai informações e implementa as predições utilizando o algoritmo Gradient
Boosting, onde se obteve até 0, 96 na curva de Característica de Operação do Receptor (COR)
para o conjunto de validação de DT1 e 0, 91 para o DT2. Além disso, é mostrado que para a
classificação do DT1 as variáveis bairro do estudante, escola, idade e a cidade são os fatores
mais relevantes para o algoritmo. Já considerando o DT2, ou seja, os dados após o início das
aulas, os atributos nota, bairro do estudante, escola e matéria escolar são as mais influentes.
Costa et al. [63] desenvolve um modelo de predição de sucesso escolar dos alunos cotistas
da Universidade Federal da Paraíba. No estudo, os alunos são considerados bem sucedidos
quando apresentam um coeficiente escolar acima de 7. Com o auxílio da ferramenta Weka,
foram utilizados 5 algoritmos de aprendizagem de máquina diferentes (J48, Naive Bayes, SMO,
IBK e Multilayer Perceptron) tendo como entrada 4 atributos (Forma de ingresso, Tipo de cota,
curso e nota de ingresso) pertencentes a uma base de dados de 10130 instâncias. O seu método
de classificação obteve um melhor resultado com o algoritmo IBK, registrando uma acurácia
média de 88, 7%.
Dario et al. [64] implementa um estudo de caso sobre os alunos ingressantes no campus de
Florianópolis da Universidade Federal de Santa Catarina entre os anos de 2013 a 2016 compa-
rando o rendimento acadêmico e evasão entre os alunos cotistas e não cotistas. Foram utilizados
dados de 18015 estudantes de 82 cursos diferentes analisando a forma de ingresso, a situação
acadêmica e a média geral dos estudantes. Destes, 32, 8% ingressaram por meio do sistema de
cotas e 67, 2% em ampla concorrência.
Como resultado, o estudo constatou diferenças tanto no rendimento acadêmico quanto na
taxa de evasão. Os estudantes cotistas obtiveram como nota média 6, 06 e uma taxa de evasão
de 12, 81%, já os ingressantes de ampla concorrência alcançaram 6, 53 de média e 16, 25% de
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evasão. O estudo conclui enfatizando que as diferenças no desempenho entre os grupos variam
de acordo com o departamento e a área de estudo dos alunos. Cursos de ciências humanas e
sociais não apresentam divergências significativas. No entanto, ciências exatas e da terra, como
engenharias, apresentam maior discrepância quanto às notas.
Bonfim et al. [60] apresenta um estudo observacional dos alunos cotistas e não cotistas
pertencentes a Universidade de Brasília que ingressaram no segundo semestre de 2004 e de
2009. Na análise, para encontrar fatores que influenciam no rendimento acadêmico e na evasão
dos estudantes, foram utilizados dados sociodemográficos (idade, sexo, renda, escolaridade dos
pais), pré-universitários (tipo de ensino médio, se já trabalhou, se já foi universitário) e de
ingresso na universidade (nota do vestibular e curso).
Quanto ao rendimento acadêmico, nota-se uma diminuição da diferença entre cotistas e não
cotistas comparando alunos de 2004 com aqueles de 2009. Além disso, percebe-se uma ten-
dência de um melhor desempenho dos alunos que: não cursaram algum curso em universidade
anteriormente; os pais possuem uma maior escolaridade; ou não pertencem a cursos de exatas.
Considerando evasão nota-se uma maior propensão à evasão os alunos que: são mais velhos; já
cursaram alguma universidade; já trabalharam; ou fizeram supletivo.
Os estudos apresentados indicam que a procura de formas de prever a evasão de estudantes
é um objetivo comumente pesquisado, além disso, percebe-se que existe um interesse em com-
parar os alunos cotistas e não cotistas. Dessa forma, vemos a relevância dos temas abordados
nesse trabalho, em que é realizado a predição de desempenho e a comparação entre os alunos
com foco em técnicas de visualização de dados.
3.2 Metodologia Proposta
Para auxiliar o desenvolvimento do estudo e melhorar o resultados obtidos, definiu-se uma
metodologia contendo cinco etapas sequenciais representadas na Figura 3.1. As cinco etapas
englobam o processo da pesquisa referente a visualização exploratória dos dados e a predição
de desempenho dos estudantes, que são descritas da seguinte forma:
1. Entendimento do problema e dos dados: Fundamental para evitar a realização de tra-
balhos desnecessários e otimizar os resultados da pesquisa, a etapa inicial consiste em
entender os dados e definir os objetivos possíveis com o conjunto de dados disponíveis.
Após a compreensão dos dados, descritos na Seção 3.2.1, foram definidos dois objetivos
principais: fazer uma comparação entre os alunos cotistas e não-cotistas tentando indicar,
caso exista, possíveis motivos para as diferenças encontradas; e criar um modelo preditivo
para os estudantes tentando identificar se eles concluirão ou não o curso, disponibilizando
ao departamento mais informações para auxiliar os alunos nos estudos e evitar possíveis
evasões.
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Figura 3.1: Metodologia criada para a análise visual dos dados e predição de desempenho.
2. Preparação dos dados: Após a definição dos objetivos da pesquisa e compreensão dos
dados disponíveis, realizou-se o pré-processamento dos dados para que o conjunto esteja
em um formato compatível com a implementações de algoritmos de visualização e redu-
ção de dimensionalidade. Assim, o conjunto de dados foi ajustado de forma a facilitar sua
visualização e o seu processamento. O processo, mais detalhado na Seção 3.2.2, envolveu
descartar variáveis redundantes para o estudo, transformar tipos de variáveis e a criação
de conjuntos de dados derivados do conjunto original.
3. Visualização dos dados: Como método de extração de informações para comparação
entre os alunos, escolheu-se a visualização exploratória dos dados. Na tentativa de en-
contrar padrões e correlações, foram aplicadas técnicas de redução de dimensionalidade
e gerados gráficos como Heat maps e coordenadas paralelas. Juntamente com a geração
dos gráficos, são analisadas e extraídas informações dos dados utilizados. A partir dessas
informações, são criadas conclusões e hipóteses para as situações encontradas na visu-
alização. Este processo, descrito com mais informações na Seção 3.3.1, visa realizar a
extração de informações dos dados educacionais de acordo com a necessidade do usuário
além de torná-las mais intuitivas.
4. Reestruturação dos dados: A partir das informações adquiridas na comparação dos
alunos, modificou-se a base de dados para obter melhores resultados na aplicação de
métodos de aprendizado de máquina. As mudanças nos dados são descritas na Seção
3.3.2.
5. Reconhecimento de padrões: Com os dados preparados, aplicou-se os algoritmos de
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classificação K-NN e o Gradient Boosting, visando predizer se os alunos abandonarão ou
não seus cursos levando em consideração as notas obtidas nos primeiros semestres, tor-
nando assim possível a instituição auxiliar os estudantes com maior chance de abandono
de uma forma mais específica. Mais informações sobre o processo são descritas na Seção
3.3.2.
3.2.1 Conjunto de Dados
Na realização deste estudo, foram utilizados dados extraídos a partir de históricos escolares dos
alunos pertencentes ao departamento de Ciência da Computação da UnB obtidos através do Sis-
temas Acadêmicos da Universidade de Brasília (SIGRA). Assim, o conjunto de dados abrange
os estudantes dos seguintes cursos: Computação; Engenharia de Redes de Comunicação; Ci-
ência da Computação; Engenharia Mecatrônica; Engenharia de Computação; Engenharia de
Software; Informática.
Inicialmente, os dados eram formados por 281.024 instâncias na qual cada uma representa
uma matéria cursada possuindo os seguintes 26 atributos:
• ID Aluno: número de identificação de cada aluno;
• Sexo: o gênero de cada aluno, tendo dois possíveis valores: masculino ou feminino;
• Data de Nascimento: data de nascimento dos estudantes seguindo o formato AAAA/MM/DD;
• UF de Nascimento: sigla de duas letras referentes a Unidade da Federação que o aluno
nasceu;
• Cotista: tipo de ingresso na universidade, tendo dois possíveis valores: Cotistas ou Não
Cotistas;
• Tipo de Escola: tipo de escola em que o aluno estudou antes de ingressar na universidade,
com três categorias: escola pública, escola particular e não informado;
• Raça: Raça declarada pelo estudante ao ingressar na universidade, podendo assumir os
valores preta, parda, branca, amarela, não cadastrada, não informada ou não dispõe de
informação;
• Curso: o curso na qual o estudante pertence podendo ser Computação, Engenharia de
Redes de Comunicação, Ciência da Computação, Engenharia Mecatrônica, Engenharia
de Computação, Engenharia de Software ou Informática;
• Opção: a opção escolhida pelo aluno ao ingressar na universidade podendo ser Compu-
tação, Engenharia de Redes de Comunicação, Ciência da Computação, Engenharia de
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Controle e Automação, Engenharia de Computação, Engenharia de Software ou Infor-
mática;
• Período de Ingresso na Unb: o período na qual o aluno ingressou na universidade com
valores entre o primeiro semestre de 1991 ao segundo semestre de 2016;
• Período de ingresso na opção: o período na qual o aluno ingressou na opção com valores
entre o primeiro semestre de 1991 ao segundo semestre de 2016;
• Forma de Ingresso na UnB: a forma como o aluno ingressou na universidade, podendo
ser Vestibular, Matrícula Cortesia, Transferência Obrigatória, Programa de Avaliação
Seriada (PAS), Transferência Facultativa, Convênio Andifes, Acordo Cultural (PEC-G),
Convênio Internacional, PEC-Peppfol Graduação, Vestibular para mesmo Curso, Porta-
dor Diploma Curso Superior, Enem, Sistema de Seleção Unificada (Sisu) ou Refugiado;
• Período de saída da opção: o período em que o aluno saiu da opção, com valores entre
o primeiro semestre de 1992 ao começo de 2017;
• Forma de saída da opção: a forma como o aluno saiu da opção, podendo ser Novo
Vestibular, Desligamento Abandono, Formatura, Desligamento por não cumprir condi-
ção ,Desligamento Voluntário , Mudança de Curso, Repetir 3 vezes na mesma disciplina
obrigatória, Desligamento por Decisão Judicial, Transferência, Falecimento, Desliga-
mento por Força de Convênio, Ativo, Vestibular para outra Habilitação, Desligamento
por Jubilamento, Mudança de Turno, Desligamento por Falta de Documentação, Desli-
gamento por Força de Intercâmbio ou Outros;
• Ano e Semestre: período na qual a matéria foi cursada pelo estudante;
• Média do período: a média das notas do aluno no semestre;
• Mín. Créd. Formatura: quantidade mínima de créditos necessários para a formatura;
• Créditos cursados no total: quantidade de créditos já cursados pelo aluno;
• Créditos integralizados no total: quantidade de créditos já integralizados pelo estu-
dante;
• Créditos a integralizar no total: créditos a serem integralizados para o estudante poder
formar;
• Créditos cursados no semestre (com aprovação): quantidade de créditos obtidos pelo
aluno no semestre que cursou a matéria;
• Código da disciplina: o código da disciplina registrado no matricula web;
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• Nome da disciplina: o nome da disciplina referente ao seu código registrado no matricula
web;
• Créditos disciplina: a quantidade de créditos da disciplina;
• Menção na disciplina: a menção obtida pelo aluno ao cursar a disciplina, podendo ser
classificada como MM, SS, MS, MI, II, TR, SR, CC, AP, TJ, DP.
3.2.2 Preparação dos Dados
Após a identificação dos dados à disposição, para possibilitar a implementação de algoritmos de
visualização e a análise dos dados, realizou-se uma busca por inconsistências na qual verificou-
se que não haviam anomalias (e.g. disciplina com quantidade de créditos negativos), ruídos
(e.g. data de nascimento infactível) e nem redundâncias (e.g. instâncias repetidas). Em seguida,
para formar o primeiro conjunto de dados utilizável (CD1), foram descartados os atributos UF
de Nascimento, Opção, Forma de Ingresso na UnB, Período de ingresso na opção, Nome da
disciplina, Mín. Créd. Formatura, Créditos a integralizar no total e Créditos integralizados
no total por serem considerados irrelevantes para a análise ou cujo valor já estavam sendo
representados por alguma outra variável. Além disso, realizou-se a adição dos atributos Idade
e Semestre calculados através dos valores Ano e semestre, data de nascimento e Período de
ingresso na UnB. Essas variáveis representam, respectivamente, a idade e o semestre do aluno
quando a matéria foi cursada.
Selecionados os atributos a serem utilizados, para facilitar a implementação de métodos de
redução de dimensionalidade e a representação gráfica, todos atributos categóricos foram subs-
tituídos por equivalentes numéricos, pois os métodos utilizados não suportam dados textuais na
execução do seu algoritmo. A Tabela 3.1 mostra as conversões realizadas no processo, em que,
com exceção dos atributos Curso e Raça, os valores foram escolhidos para que seja possível
calcular a similaridade entre os valores das variáveis. Por fim, a variável Forma de saída da
opção foi substituída por um novo atributo chamado Estado da Graduação em que define-se,
de forma numérica, se o aluno está cursando, abandonou ou formou no curso.
A partir do CD1 criou-se um novo conjunto (CD2), em que, cada instância representa um
dos 7683 alunos e, seus atributos, apresentam a quantidade de vezes que o estudante cursou
cada uma das disciplinas (já cursada por algum estudante do departamento), totalizando 1959
matérias diferentes. Além disso, para acrescentar as informações sobre o estudante, adicionou-





Engenharia de Redes de Comunicação→ 1
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Engenharia Mecatrônica→ 3
Engenharia de Computação→ 4






































Para realizar uma comparação entre os alunos cotistas e não cotistas, aplicou-se técnicas de
visualização de dados em CD1 e CD2. Os gráficos gerados foram utilizados para encontrar
padrões, correlações e extrair as informações inicialmente almejadas na fase de entendimento
do problema.
Inicialmente, com CD1, avaliou-se o desempenho dos estudantes por meio de suas taxas
de aprovação. A Figura 3.2 apresenta um gráfico da porcentagem de aprovação nas disciplinas
por semestre de todos os alunos do departamento. O gráfico mostra um maior rendimento nos
semestres iniciais por parte dos alunos não cotistas, porém, a diferença tende a diminuir a cada
período chegando ao ponto em que os cotistas reprovam menos em alguns dos semestres.
Figura 3.2: Gráfico de barras contendo a taxa de aprovação por semestre dos alunos cotistas e
não cotistas.
Para compreender melhor a Figura 3.2, utilizando CD1, outro gráfico foi gerado focado
nas taxas de evasão dos estudantes, ou seja, a porcentagem dos alunos que não formaram e não
estão ativos no curso. Representado na Figura 3.3, o gráfico mostra a porcentagem de alunos que
abandonaram o curso em seus respectivos semestres. Nota-se, dessa vez, um padrão diferente.
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Nos primeiros semestres, as taxas são iguais, porém, no terceiro semestre, a porcentagem de
abandono entre os alunos cotistas triplica, igualando-se ao outro grupo somente após a metade
dos cursos.
Figura 3.3: Gráfico de linha contendo a taxa de evasão por semestre dos alunos cotistas e não
cotistas extraído a partir do CD1.
Observando as Figuras 3.2 e 3.3, percebe-se um comportamento diferenciado de todos os
grupos de estudantes nos primeiros semestres. Nota-se, por exemplo, que após o pico de eva-
são do terceiro semestre, o desempenho dos alunos cotistas melhora consideravelmente. Além
disso, considerando a utilização de porcentagens e eliminando os três primeiros semestres,
percebe-se que os dados se comportam de forma semelhante.
Analisando o CD2, encontra-se o problema da alta dimensionalidade. Dado que o con-
junto de dados possui 7683 instâncias e 1966 atributos, torna-se necessário a implementação de
algum processo de redução de dimensionalidade como a transformação ou seleção de caracte-
rísticas para representá-los em uma forma gráfica. Assim, com o interesse de se extrair mais
informações dos dados, escolheu-se aplicar ambas as formas de redução de dimensionalidade
em análises separadas.
Como critério de seleção, escolheu-se as 10 matérias que possuíam a maior razão entre a
quantidade de vezes que uma disciplina foi cursada e o total de alunos que a fizeram, ou seja, as
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matérias que possuíam a maior média de vezes que um estudante cursa a disciplina. A Figura
3.4 mostra as disciplinas selecionadas juntamente com o valor de sua razão. Considerando a
comparação entre cotistas e não cotistas, é interessante notar que, em geral, existe uma pequena
diferença entre a média de vezes que os estudantes tenham que cursar as matérias para serem
aprovados. A Tabela I.1 (no anexo) contém o nome das disciplinas referentes a cada código
utilizado.
Figura 3.4: Gráfico comparativo entre alunos cotistas e não cotistas da taxa média de inscrição
por disciplina extraído a partir do CD2.
Selecionadas as disciplinas a serem estudadas, com o intuito de identificar alguma relação
com a evasão dos estudantes, aplicou-se a correlação entre elas e o estado de graduação dos
estudantes. A Figura 3.5 mostra uma comparação das correlações encontradas entre os alunos
cotistas e não cotistas. Nota-se uma baixa correlação entre a quantidade de vezes que o aluno
cursa a disciplina e o Estado de Graduação do estudante, porém, encontra-se relações entre
algumas matérias, como as de código 116101, 113042, 118001 e 113093 em ambos os subcon-
juntos, indicando que os alunos que fazem mais vezes alguma destas disciplinas tendem a fazer
mais vezes as outras três. Também encontra-se correlações negativas, nota-se, por exemplo,
que alunos não cotistas que fazem as disciplinas 117366 ou 113476 tendem a fazer com menos
frequência as outras disciplinas selecionadas.
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Correlação para Estudantes Cotistas
Correlação para Estudantes Não Cotistas
Figura 3.5: Heat map da correlação entre as disciplinas e o estado de graduação dos estudantes
cotistas e não cotistas extraído a partir do CD2.
Em seguida, procurou-se padrões por meio da visualização baseada em coordenadas para-
lelas. A Figura 3.6 apresenta as disciplinas selecionadas juntamente com o curso, raça, sexo e o
tipo de escola dos estudantes separados em cotistas e não cotistas, em que seus valores apresen-
tados no eixo-y do layout estão descritos na Tabela 3.1. Pelos gráficos, nota-se uma tendência
aleatória, impossibilitando a descoberta visual de padrões entre os grupos. Porém, novamente
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as disciplinas 116101, 113042 e 118001 se destacam, sendo aquelas que ao menos um estudante
cursou 8 ou mais vezes.
Figura 3.6: Gráficos de coordenadas paralelas para as disciplinas com maior taxa média de
inscrição extraído a partir do CD2.
Todas as três matérias que se destacaram, tanto na correlação quanto nas coordenadas para-
lelas, eram disciplinas obrigatórias pertencentes aos primeiros semestres dos cursos estudados.
Mostrando mais uma vez o padrão de desempenho identificado por meio da Figura 3.2, em que




Como mencionado anteriormente, para visualizar o CD2, utilizou-se técnicas de transformações
de características na redução de dimensionalidade para a descoberta de padrões e verificar se
os dados poderiam ser separados de acordo com o estado do estudante na universidade. Assim,
novamente, separou-se o CD2 em dois subconjuntos de cotistas e não cotistas e aplicou-se duas
técnicas, o PCA e o t-SNE.
A aplicação do PCA, exibida na Figura 3.7, apresenta os dois subconjuntos (alunos cotis-
tas e não cotistas) de forma bidimensional. Nota-se, na visualização dos alunos não cotistas,
que grande parte dos pontos estão sobrepostos, mesmo assim, identifica-se agrupamentos de
estudantes que estão formados em partes específicas do layout. Este fato não ocorre na repre-
sentação de alunos cotistas, em que os alunos estão mais dispersos e não percebe-se nenhum
padrão característico.
PCA Aplicado no Subconjunto de Alunos Cotistas
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PCA Aplicado no Subconjunto de Alunos Não Cotistas
Figura 3.7: PCA aplicado no CD2 nos subconjuntos de alunos cotistas e não cotistas.
Com o intuito de encontrar uma representação que separa melhor as classes dos dois sub-
conjuntos, aplicou-se o t-SNE em ambos. O algoritmo foi aplicado diversas vezes em cada
subconjunto para encontrar a perplexidade do t-SNE que separou melhor as classes. Foram tes-
tadas perplexidades entre 10 e 50 sendo escolhida a perplexidade 20 que havia gerado a melhor
visualização. A Figura 3.8 apresenta um layout bidimensional em que cada ponto representa
uma instância do CD2 após a aplicação do t-SNE nos subconjuntos de estudantes cotistas e não
cotistas. Diferentemente do PCA, percebe-se que as instâncias estão separadas de acordo com
o Estado do Curso, onde os alunos que formaram aparecem mais distantes do centro, os que
abandonaram tendem a ficar mais próximos do centro e os que ainda estão cursando aparecem
entre ambos.
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t-SNE Aplicado no Subconjunto de Alunos Cotistas
t-SNE Aplicado no Subconjunto de Alunos Não Cotistas
Figura 3.8: t-SNE aplicado no CD2 nos subconjuntos de alunos cotistas e não cotistas.
A melhor representação visual provida pelo algoritmo t-SNE é um indício de que os dados
se comportam de forma não linear, fato anteriormente abordado em [65]. A representação dos
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subconjuntos também gera indícios de que é possível criar um modelo classificatório com base
no CD2, pois apresenta uma separação visível entre as classes dos estudantes. Além disso, nota-
se a necessidade de uma ferramenta de seleção para saber quais são os estudantes pertencentes
aos grupos apresentados nas Figuras 3.8 e 3.7 e, extrair mais informações sobre os alunos.
3.3.2 Previsão de Desempenho
Com o conhecimento sobre o conjunto de dados adquirido na Seção 3.3.1, implementou-se
um modelo de previsão de desempenho dos alunos indicando uma probabilidade do estudante
abandonar o curso. Para isso, criou-se um terceiro conjunto de dados (CD3). Gerado a partir
do CD2, este conjunto possui os mesmos 1966 atributos, porém, ao invés de indicar somente a
quantidade de vezes que o aluno cursou cada disciplina, cada variável representa a média das
notas do estudante na matéria, acrescentando informações sobre o rendimento dos alunos no
conjunto por ser um valor representativo do desempenho do aluno.
Com o objetivo de identificar os estudantes com maior risco de evasão e levando em consi-
deração o comportamento diferenciado dos alunos nas matérias iniciais dos cursos, separou-se
as disciplinas referentes aos fluxos dos três primeiros semestres de cada estudante. Porém, como
cada graduação possui um fluxo diferente e os modelos de previsão necessitam de um conjunto
de entrada de tamanho fixo, o CD3 foi fracionado entre os sete cursos listados na Seção 3.2.1.
Entre os sete cursos, notou-se que a universidade não disponibiliza mais a opção Informá-
tica, tornando desnecessário formular um modelo de classificação específico. Além disso, a gra-
duação de Engenharia de Software também foi descartada por não apresentar um fluxo próprio
nos primeiros 3 semestres. Assim, criou-se um total de 5 modelos referentes a Computação,
Engenharia de Redes de Comunicação, Ciência da Computação, Engenharia Mecatrônica e
Engenharia de Computação.
Na classificação, utilizou-se os algoritmos K-NN e o Gradient Boosting por serem comu-
mente utilizados [66, 67, 68, 69, 62, 70]. Para validar o resultado aplicou-se a k-fold cross
validation [71] dividindo o conjunto de dados em 5 partes. Além disso, para verificar o desem-
penho da predição, utilizou-se a métrica do F1-score definido como F1 = 2(1/PR + 1/RE)
em que PR representa a precisão e o RE o recall [72].
A Tabela 3.2 apresenta o resultado das classificações para os alunos não cotistas. Nota-se
um desempenho entre 0,02 a 0,04 melhor no Gradient Boosting que também apresenta mais
constância na classificação apresentando um desvio padrão menor. A classificação chegou a
atingir a 0.94 referentes aos estudantes de Engenharia de Computação e 0.87 nos alunos de
Ciência da Computação.
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Curso K-NN K-NN σ GB GB σ
Computação 0.7719 0.05 0.8101 0.02
Engenharia de Redes 0.7371 0.04 0.7765 0.03
Ciência da Computação 0.8341 0.04 0.8700 0.02
Engenharia Mecatrônica 0.7289 0.05 0.7558 0.09
Engenharia de Computação 0.9196 0.07 0.9405 0.03
Tabela 3.2: Resultados dos modelos de classificação para os alunos não cotistas em que é re-
presentada a média do F1-score obtidos em cada predição.
Aplicando o mesmo modelo em alunos cotistas, obteve-se os resultados apresentados na Ta-
bela 3.3. Dessa vez, o algoritmo K-NN apresenta resultados melhores em dois dos cinco cursos,
além disso, de maneira geral, nota-se um maior desvio padrão nos resultados, indicando uma
maior variação dos resultados nos testes de validação. Neste caso, tanto a maior taxa de acerto
quanto o desvio padrão pode ser uma consequência do menor número de alunos cotistas já for-
mados. Isto pode explicar resultados como os 0.97 dos alunos de Engenharia da Computação
em que apenas 5 alunos cotistas já formaram. Mesmo assim, a classificação alcançou médias
acima de 0.80 em todos os cursos.
Curso K-NN K-NN σ GB GB σ
Computação 0.8593 0.05 0.8376 0.08
Engenharia de Redes 0.8117 0.11 0.8193 0.11
Ciência da Computação 0.8872 0.08 0.9116 0.05
Engenharia Mecatrônica 0.8588 0.10 0.7793 0.08
Engenharia de Computação 0.9472 0.04 0.9711 0.03
Tabela 3.3: Resultados dos modelos de classificação para os alunos cotistas em que é represen-
tada a média do F1-score obtidos em cada predição..
3.4 Considerações Finais
Este capítulo apresentou duas abordagens para a descoberta de conhecimento em dados educaci-
onais. A visualização exploratória mostrou-se eficiente para encontrar informações dificilmente
percebidas ao visualizar dados em uma forma tabular. Já a predição de desempenho dos estu-
dantes, apresentou resultados satisfatórios, conseguindo em alguns cursos um F1-score acima
de 0.85. No próximo capítulo, a análise continua por meio da visualização interativa de infor-
mações, onde, com a junção de técnicas visuais, aprendizado de máquina e interação com o
usuário é possível extrair mais informações sobre os dados.
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Capítulo 4
Visualização Exploratória de Dados
Educacionais
Uma das formas de incluir o usuário em análises visuais é por meio da visualização interativa de
dados, em que seus conhecimentos são fundamentais para a tomada de decisões [10]. Assim,
para auxiliar a compreensão de dados educacionais, propõe-se a criação de uma ferramenta
que auxilie o usuário nas tarefas de extração visual e interativa de dados multidimensionais.
O restante deste capítulo é apresentado em quatro partes: A Seção 4.1 apresenta trabalhos
semelhantes referentes a visualização exploratória; a Seção 4.2 descreve a metodologia utilizada
para o desenvolvimento da ferramenta; a Seção 4.3 detalha o desenvolvimento de um protótipo
juntamente com os resultados obtidos; por fim, as considerações finais sobre o capítulo são
discutidas na Seção 4.4.
4.1 Revisão de Literatura
Existem vários trabalhos que englobam o tema de visualização exploratória de dados. Assim,
para assistir o desenvolvimento deste projeto e descobrir exemplos de aplicações, nesta seção
são apresentadas algumas pesquisas envolvendo técnicas de visualização interativa.
Naranjo et al. [73] desenvolve o CloudTrail-Tracker, um Dashboard integrado com a pla-
taforma Amazon Web Service (AWS) para auxiliar o controle e o desempenho dos estudantes
em disciplinas ministradas na nuvem por meio do AWS. O Dashboard tem como objetivos,
mostrar informações sobre os recursos utilizados do AWS, detalhar informações específicas das
atividades dos alunos e disponibilizar o progresso dos estudantes nas atividades. Todos estes,
pertencentes a um intervalo de tempo definido pelo usuário. Além disso, o CloudTrail-Tracker
separa os usuários entre três diferentes classes: professores, que podem verificar o desempenho
de seus estudantes; alunos, que visualizam seu progresso nas atividades, seus planejamentos e
quais atividades estão faltando; e administrador do sistema, onde são mostrados o consumo dos
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recursos da plataforma em nuvem a cada 15 minutos. Além de permitir o acesso por meio de
celulares, tablets e computadores, todas as informações são apresentadas por meio de gráficos
interativos, onde o usuário pode filtrar o que ele deseja mostrar em sua tela durante o uso.
Para avaliar o funcionamento da ferramenta, foi verificada a satisfação dos estudantes que
a utilizaram. A pesquisa envolvendo 64 alunos mostrou que 90% dos estudantes estão muito
satisfeitos com a usabilidade e com as informações dispostas. Além disso, eles classificam a
ferramenta como uma forma apropriada de integração com aulas ministradas na nuvem.
Fritze et al. [74] apresenta uma análise visual e interativa de dados curriculares dos estu-
dantes de medicina da Alemanha. Fazendo parte do projeto intitulado MERlin, é proposta uma
forma unificada de análise e medição de conhecimento por meio de uma plataforma online. Os
dados dos currículos são classificados em quatro categorias que são usadas para gerar os gráfi-
cos interativos. Para obter as informações, o usuário filtra quais dados deseja acessar, podendo
visualizar valores tanto de departamentos quanto de estudantes, e, a partir desta escolha, é ge-
rado um gráfico de um tipo pré-selecionado que melhor representa a informação almejada. O
projeto é considerado um sucesso, já sendo utilizado por 14 das 38 universidades de medicina
da Alemanha, das quais seis já realizaram a total integração com o sistema.
Ltifi et al. [75] utiliza técnicas de mineração visuais dinâmicas para auxiliar na tomada de
decisões médicas com respeito ao combate às infecções hospitalares nas unidades de tratamento
intensivo. Neste estudo, é utilizado o conceito de dados temporais, que são definidos como
dados que descrevem a evolução das características de um objeto ao decorrer de um intervalo
de tempo. O método proposto investiga informações temporais interativamente, detecta relações
importantes nos dados e identifica modelos relevantes a serem usados na tomada de decisão.
As técnicas de exploração visual são utilizadas em três camadas: manipulação de dados
temporais, visualização temporal e gerenciamento de descoberta de conhecimento. A manipu-
lação dos dados temporais se dá categorizando os dados gerais em relação ao seu timestamp
em pares < t, v > onde t denota a unidade de tempo (i.e. dia, hora ou minuto) e v denota a
estrutura de dados representativa do modelo utilizado. A visualização temporal é feita transfor-
mando em uma adaptação de espaço-tempo como, por exemplo, uma linha do tempo contendo
representações gráficas da estrutura de dados atrelada à cada valor temporal. O gerenciamento
de descoberta de conhecimento, realizado pelo tomador de decisões, consiste na compreensão
lógica do modelo visual e utilização do conhecimento proporcionado pela visualização tempo-
ral no processo de tomada de decisão. Mesmo em fases iniciais de desenvolvimento, o estudo




Para aumentar o conhecimento gerado a partir dos dados educacionais e aprofundar a análise
de técnicas visuais com foco em necessidades específicas de informações, elaborou-se uma
ferramenta de visualização exploratória interativa, na qual o usuário procura padrões e extrai
informações sobre grupos específicos pertencentes ao dado com o auxílio de técnicas de apren-
dizado de máquina.
O funcionamento da ferramenta é descrito por meio da metodologia formada por cinco
etapas sequenciais ilustrando o processo de extração da informação a partir de um conjunto de
dados pronto para ser estudado, disposta na Figura 4.1. Sendo parte fundamental na visualização
exploratória, o usuário está presente em todo o processo descrito da seguinte forma:
Figura 4.1: Metodologia proposta para a extração de conhecimento por mineração de dados.
1. Hipótese: Inicialmente, o usuário define a hipótese escolhendo o objetivo da visualização
e quais a informação que deseja extrair dos dados disponíveis. Como, por exemplo,
descobrir a média de faltas de determinado grupo de estudantes.
2. Visualização dos dados: Com a hipótese definida, é feita uma visualização aplicando-se
alguma técnica baseada em redução de dimensionalidade, como o t-SNE ou o PCA, no
conjunto de dados que o usuário tem interesse. O resultado dessa redução é mostrado em
um layout bidimensional que possui uma ferramenta de seleção integrada.
3. Filtragem: Após a geração do gráfico, a filtragem é realizada de maneira interativa, onde
o usuário seleciona os pontos de interesse no gráfico gerado na etapa anterior.
4. Mineração dos dados: O usuário ajusta interativamente a técnica de agrupamento e
parâmetros associados à mesma, como por exemplo, o número de clusters. Em seguida,
o agrupamento é aplicado ao subconjunto selecionado pelo próprio usuário na etapa de
filtragem. Nesta etapa, são gerados um novo gráfico e uma tabela contendo os centróides
dos clusters.
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5. Extração da informação: Com o gráfico e os centróides obtidos na etapa de mineração
de dados, o usuário consegue visualizar padrões no subconjunto selecionado e informa-
ções como, por exemplo, a média dos atributos pertencentes ao cluster.
4.3 Procedimentos e Resultados
Assim, desenvolveu-se um protótipo da ferramenta seguindo a metodologia, em que, para vali-
dar seu funcionamento e verificar suas utilidades, desenvolveu-se dois casos de usos utilizando,
como dado de entrada, o subconjunto de alunos não cotistas do curso Ciência da Computação
do CD3, descritos anteriormente na Seção 3.3.2.
Caso de Uso 1
Para o primeiro caso de uso, definiu-se a seguinte hipótese: “ É possível estabelecer uma relação
entre a forma de saída e as notas das matérias do primeiros semestre dos alunos de Ciência da
Computação?”.
Para responder a hipótese, a visualização t-SNE foi aplicada ao subconjunto selecionado,
permitindo ao usuário visualizar bidimensionalmente todas as instâncias dos dados. A Figura
4.2 mostra o layout gerado a partir algoritmo t-SNE agrupando os alunos pelo Estado de Gra-
duação.
t-SNE aplicado em CD3
Figura 4.2: Gráfico do t-SNE com procedimento configurado para o evento de seleção de pontos
em que os pontos destacados estão selecionados.
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Identificada a parte do gráfico na qual se deseja extrair mais informações, o usuário escolhe
o número de clusters que deseja criar e seleciona o subconjunto. As instâncias que pertencem
ao subconjunto de interesse são então classificadas por meio do algoritmo de clusterização K-
means, gerando assim o número de clusters que o usuário solicitou. A Figura 4.3 apresenta a
imagem gerada após as etapas de filtragem e mineração de dados, ilustrando a disposição dos
alunos em cada um dos quatro clusters que o usuário deseja criar.
Gráfico dos clusters gerados pelo K-means
Figura 4.3: Gráfico dos clusters gerados no conjunto original a partir do subconjunto selecio-
nado pelo usuário.
Além da geração do gráfico dos clusters, exibe-se também uma tabela contendo informações
sobre o centróide de cada cluster, permitindo assim ao usuário verificar o valor médio dos
atributos de cada grupo gerado. A Tabela 4.1 disponibiliza a nota média das seis disciplinas do
primeiro semestre e o valor médio do atributo Estado da graduação dos alunos pertencentes a
cada um dos quatro grupos gerados.
Estado da Graduação 116301 118001 118010 113034 140481 145971
-0.714733 3.530303 3.101880 3.302769 3.088296 3.821839 3.742424
0.857142 3.300000 2.922380 3.239285 2.895238 3.842857 3.500000
-0.884210 4.177192 3.876315 3.848245 3.994736 4.228947 4.107894
-0.181818 3.858585 3.272727 3.606060 2.787878 -0.868686 3.515151
Tabela 4.1: Centróides calculados dos clusters mostrados na Figura 4.3
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A partir dos resultados apresentados na Tabela 4.1, o usuário pode extrair informações para
responder a hipótese. No caso, nota-se que no conjunto de estudantes selecionados, a média
das notas dos clusters com maior porcentagem de alunos formados (Estado da Graduação mais
próximo a -1) tendem a ser maior comparado com os grupos com maior taxa de abandono
(Estado da Graduação mais próximo a 1). Foralecendo assim a nossa hipótese de que os alunos
com menor nota nas disciplinas do primeiro semestre tendem a abandonar o curso.
Caso de Uso 2
Para o segundo caso de uso, definiu-se a seguinte hipótese: “Os alunos que possuem menores
notas nas matérias de Cálculo e Física possuem maior chance de abandonar o curso?”.
Diferentemente do primeiro caso de uso, como técnica de redução de dimensionalidade
foi aplicado o PCA, gerando um layout diferente da apresentada anteriormente na Figura 4.2.
Assim, a Figura 4.4 representa um layout gerado a partir do algoritmo PCA agrupado pelo
Estado de Graduação dos estudantes.
PCA aplicado em CD3
Figura 4.4: Gráfico do PCA com procedimento configurado para o evento de seleção de pontos.
A partir da visualização do gráfico, o usuário define a quantidade de clusters e seleciona
as instâncias que deseja agrupar. Novamente, utilizou-se o algoritmo K-means no processo,
desta vez gerando cinco grupos de alunos. A Figura 4.5 apresenta o gráfico gerado a partir do
agrupamento separado nos cinco grupos almejados.
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Gráfico dos clusters gerados pelo K-means
Figura 4.5: Gráfico dos clusters gerados no conjunto original a partir do subconjunto selecio-
nado pelo usuário.
Assim como no caso anterior, juntamente com a visualização gráfica dos grupos, é gerada
uma tabela contendo os centróides dos clusters. A Tabela 4.2 apresenta a nota média nas disci-
plinas de Cálculo e de Física juntamente com o Estado de Graduação dos cinco grupos.
Estado da Graduação 113034 113042 113051 118001 118028 118044
0.873417 2.905063 2.665400 0.916033 3.019831 2.821940 1.590717
-0.274725 2.677655 2.770146 2.218864 3.020146 2.948717 2.529304
-0.797927 3.091537 2.913471 2.250431 3.222797 3.089810 2.737046
-0.041666 2.965277 2.888888 2.315972 3.131944 2.9375 2.520833
-0.307692 2.782051 2.722222 2.632478 2.884615 2.935897 2.717948
Tabela 4.2: Centróides calculados dos clusters mostrados na Figura 4.5
A partir das informações extraídas no processo, nota-se que os grupos com maior proporção
de alunos formados (Estado de Graduação mais próximo de -1) apresenta as melhores notas
nas disciplinas. Porém, o grupo com maior taxa de abandono não possui as piores notas nas
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disciplinas 113034 e 118001, contradizendo a hipótese de que os alunos que possuem menor
nota em Cálculo e Física possuem maior chance de abandonar o curso.
4.4 Considerações Finais
Neste capítulo, apresentou-se uma metodologia de extração interativa de informações junta-
mente com a implementação de um protótipo desta metodologia, possibilitando assim, um
maior controle ao usuário sobre as informações que se deseja estudar. O protótipo mostrou-
se capaz de classificar os dados selecionados a partir de clusters e extrair deles as informações
almejadas. A seguir, no Capítulo 5, serão apresentadas as conclusões finais sobre os três obje-




O desenvolvimento deste trabalho se decorreu a partir do estudo de dados educacionais de
estudantes dos cursos de tecnologia da Universidade de Brasília. Destes, foram definidos três
objetivos principais: realizar uma comparação visual entre os alunos cotistas e não cotistas;
criar um modelo de predição para identificar se os alunos abandonarão o curso; e desenvolver
um método de extração de informação de forma interativa.
Comparando os estudantes, percebeu-se que os alunos não cotistas apresentam um desem-
penho melhor nas matérias iniciais e possuem uma menor porcentagem de evasão nos cursos.
Adicionalmente, notou-se que em ambos os grupos existe uma maior taxa de reprovação nos
primeiros semestres. Também verificou-se a visualização dos dados ao aplicar técnicas de redu-
ção de dimensionalidade, da qual, com a aplicação do PCA e do t-SNE, foi possível identificar
uma tendência de separação entre os alunos que formam ou abandonam seus respectivos cursos.
Para realizar a classificação dos alunos, com o intuito de descobrir qual algoritmo teria o
melhor rendimento, utilizou-se o K-NN e o Gradient Boosting. Como entrada para o modelo,
foram escolhidas as notas médias do aluno nas matérias referentes aos primeiros três semestres
dos cursos. O Gradient Boosting demonstrou mais eficiência, atingindo, na métrica F1-score,
0.87 e 0.94 para os alunos de Ciência da computação e Engenharia da computação, respectiva-
mente. Mostrando que as notas nas matérias do começo do curso exercem forte influência no
abandono dos alunos.
No processo de visualização interativa, desenvolveu-se um protótipo capaz de proporcionar
ao usuário maior controle sobre as informações que se deseja extrair. De forma interativa,
o usuário pode selecionar o grupo de alunos representados em um gráfico e agrupá-los em
clusters. A partir destes grupos criados, é possível encontrar padrões entre os estudantes e
verificar dados como a média de notas das matérias ou a porcentagem de alunos que formaram
ou abandonaram o curso.
Espera-se que as informações extraídas em conjunto com a protótipo desenvolvido neste
projeto possa ajudar os professores e o departamento gerando uma maior compreensão da situ-
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ação dos estudantes, auxiliando a tomada de decisões em como ministrar disciplinas, assistir os
alunos e melhorar a qualidade do ensino do departamento. Utilizando, por exemplo, o modelo
de predição para encontrar os alunos com maior chance de abandonar o curso e realizar um
acompanhamento em conjunto com a coordenação do departamento ao qual o aluno pertence.
5.1 Trabalhos Futuros
Mesmo obtendo resultados satisfatórios no estudos, percebeu-se que ainda existem mais alunos
cotistas cursando os cursos do que formados. Assim, sugere-se que passados alguns anos,
repita-se a comparação entre os alunos cotistas e não cotistas para conseguir dados mais precisos
e poder avaliar, a partir dos informações obtidas neste estudo, a evolução dos estudantes.
Quanto a predição de abandono, foram utilizadas somente duas técnicas de aprendizagem de
máquina, assim, propõe-se a implementação de outras, como por exemplo redes neurais. Além
disso, sugere-se somente a utilização de dados produzidos a partir dos primeiros dois semestres
do curso para prever a evasão com mais antecedência proporcionando mais tempo de ação para
os professores e ao departamento.
Sugere-se também, para o desenvolvimento da visualização interativa, a utilização de outros
algoritmos de agrupamento e de redução de dimensionalidade deixando ao usuário a escolha da
melhor técnica a ser utilizada. além disso, a integração de um modelo de predição com a
ferramenta pode gerar informações úteis mostrando por exemplo a probabilidade de se formar
de cada estudante do grupo selecionado.
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