Abstract-This paper investigates two scheduling problems i.e., single machine scheduling problem with minimizing the number of tardy jobs and two machine flow shop scheduling problem with a common due date and minimizing the number of tardy jobs, in a stochastic setting in the class of nonpreemptive static list policies. It is assumed that the processing times of jobs are Gamma distributed stochastic variables. In previous results on these stochastic models, the strict condition-that all scale parameters are the same -is required. However, this condition may be difficult to be specified in real world problems. This paper presents new stochastic models for these two problems. Approximate deterministic problems are generated for these stochastic problems based on a new probability inequality, under mild conditions. The former stochastic models are special cases of our results.
INTRODUCTION
Consider t wo problems o f scheduling n jobs for the purpose of min imizing the number of tardy jobs in the class of non-preemptive static list policies. The first involves a single machine problem. The other involves a two mach ine flow shop problem with a co mmon due date. Follo wing the three-field notation proposed by Lawler et al. [1] , the problems are denoted by In their research, the job processing times are assumed to be independent random variables with Gamma distributions. To obtain the effective models for these problems, Elyasi in which the processing times of the job follow general Gamma d istributions. The scale parameter can be different in our models. Also, Elyasi and Salmasi's models are special cases of our models.
The rest of th is paper is organized as fo llo ws. In Sect ion 2, we provide necessary background and briefly present stochastic versions of problems of [2] for the readers convenience. An new probability inequality is proved in the Section 3, which is used to establish new stochastic models for the problems of 
II. STOCHASTIC VERSIONS OF THE P ROBLEMS
In the classic version of the problem
of independent and non-preemptive jobs is available at the beginning of the planning horizon to be processed on the machine. All jobs have equal weights. The mach ine is always available, and it can process at most one job at a time. Let j p and j d denote the processing time and the due date of job j, respectively. The job due dates are assumed to be given exogenously. If the process of job j is completed after its due date, the job is considered as tardy. The objective is to min imize the number of tardy jobs. Let the jobs be re-indexed accord ing to the earliest due date(EDD) first rule, i.e.,
. Then, the following integer programming model maximizes the number of on-time jobs (or equivalently min imizes the number of tardy jobs) on a single machine [3] : [5] present the following integer programming model for the problem have been studied by some authors, see e.g., [6, 7, 8, 9] . The problem can be modeled as a chance constrained program as fo llo ws: Let the jobs be re-indexed so that
Using Theorem 1, Elyasi and Salmasi [2] obtain the equivalent deterministic model of the problem
with Gamma distributed processing times as follows: Therefore, the chance constrained formulation of the stochastic problem with gamma d istributions is turned into an equivalent deterministic model as fo llo ws: 
III. A PROBABILITY INEQUALITY
In this section, we establish a probability inequality which will be used to formulate new stochastic versions of the problems
Theorem 2 Consider n independent random variables
, the following inequality holds:
Proof We prove (7) 
Then fro m (8), (9) , is dropped here. Thus, the new models apply to a wider class of problems under a mild condition.
Theoretically speaking, we obtain appro ximate optimal solutions by models (12) and (13), rather than the exact optimal solutions obtained by models (5) and (6) . Our models perform well in the situation that the gaps between µs are not too big. However, it is worth mentioning that the corresponding models proposed in [2] are special cases of our results. In fact, let 
