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VECTOR BUNDLES FROM GENERALIZED PAIRS OF COCYCLES
V. MANUILOV, CHAO YOU
Abstract. It is interesting to know, how far we can generalize the notion of a group-
valued cocycle keeping the property to determine a bundle. We find a generalization for
pairs of cocycles and show how these generalized pairs of cocycles can still determine
vector bundles.
1. Introduction. It is a standard triviality that one can use a group-valued cocycle to
glue up locally defined trivial bundles into a bundle. It is also known that one can use
almost cocycles in this construction. It is interesting to know, how far we can generalize
the notion of a cocycle keeping the property to determine a bundle. It was shown recently
in [2] that K-theory elements can be represented not necessarily by pairs of projections
but by pairs satisfying weaker properties. We follow this to find a generalization for
pairs of cocycles and to show how generalized pairs of cocycles can still determine vector
bundles.
2. Vector bundles from generalized pairs of cocycles. Let X be a compact Haus-
dorff space, let {Uα}α∈Λ be a finite open covering of X and let U(N) denote the unitary
group of an N -dimensional Hermitian space. Let
g±αβ : Uα ∩ Uβ → U(N)
be maps satisfying g±αβ = (g
±
βα)
−1. Fix ε > 0.
Definition 1. The maps g+αβ and g
−
αβ are an ε-generalized pair of cocycles if
‖(g+αβ(x)g+βγ(x)−g+αγ(x))(g+γδ(x)−g−γδ(x))‖ < ε; ‖(g−αβ(x)g−βγ(x)−g−αγ(x))(g+γδ(x)−g−γδ(x))‖ < ε
(1)
for all α, β, γ, δ ∈ Λ and for every x ∈ X , for which the maps involved are defined.
Note that (1) are symmetric: if they hold for all α, β, γ, δ ∈ Λ then, by passing to the
adjoints, one obtains
‖(g+δα(x)−g−δα(x))(g+αβ(x)g+βγ(x)−g+αγ(x))‖ < ε; ‖(g+δα(x)−g−δα(x))(g−αβ(x)g−βγ(x)−g−αγ(x))‖ < ε
for all x ∈ X , for which the maps involved are defined.
Let {ϕ2α}α∈Λ be a partition of the unity subordinated to the given covering, 0 ≤ ϕα(x) ≤
1, suppϕα ⊂ Uα,
∑
β ϕ
2
β(x) = 1 for all x ∈ X and for all α ∈ Λ. Recall that if {gαβ} is a
cocycle, i.e. if gαβgβγ = gαγ then the formula
P = [Pαβ ]α,β∈Λ, Pαβ(x) = ϕα(x)ϕβ(x)gαβ(x)
is known to determine the vector bundle over X . More precisely, P is well-defined (even
at the points, where the cocycle is not) and is a projection in a trivial vector bundle
over X with the image being the vector bundle defined by the cocycle {gαβ}. We can
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use ε-generalized pairs of cocycles to form the same matrix-valued functions, but without
hope that these functions would be projection-valued. Set
A+ = [(A+)αβ]α,β∈Λ, (A+)αβ(x) = ϕα(x)ϕβ(x)g
+
αβ(x)
and
A− = [(A−)αβ ]α,β∈Λ, (A−)αβ(x) = ϕα(x)ϕβ(x)g
−
αβ(x).
Lemma 2. If g±αβ are an ε-generalized pair of cocycles then A+ and A− are selfadjoint
and
‖(A+ − A2+)(A+ − A−)‖ < mε, ‖(A− − A2−)(A+ − A−)‖ < mε,
where m = |Λ|.
Proof. Selfadjointness is obvious. The norm of an (α, δ)-entry of the matrix (A± −
A2±)(A+ −A−) can be estimated as follows:
‖ϕα(x)ϕδ(x)
∑
γ
ϕ2γ(x)
(
g±αγ(x)−
∑
β
ϕ2β(x)g
±
αβ(x)g
±
βγ(x)
)
(g+γδ(x)− g−γδ(x))‖
= ‖ϕα(x)ϕδ(x)
∑
γ
ϕ2γ(x)
∑
β
ϕ2β(x)
(
g±αγ(x)− g±αβ(x)g±βγ(x)
)
(g+γδ(x)− g−γδ(x))‖
< |ϕα(x)ϕδ(x)
∑
γ
ϕ2γ(x)
∑
β
ϕ2β(x)| · ε ≤ ε.
Then the norm of the m-dimensional matrix with entries of the norm less than ε is less
than mε.

Lemma 3. ‖A+‖ ≤ m, ‖A−‖ ≤ m.
Proof. Each entry of these two matrix-valued functions is a contraction.

Set g(t) = t− t2, h(t) = tg(t).
Lemma 4. ‖g(A+)− g(A−)‖ < 2(m+ 3)
√
mε.
Proof. We estimate the norm at a fixed point x ∈ X . As the estimate will not depend
on x, so it will hold uniformly on X . At x, the matrix A+ − A− can be diagonalized
(with eigenvalues λ1, . . . , λN), and we shall write all matrices with respect to the basis
of eigenvectors e1, . . . , eN of A+ − A−. Let H1 be the linear span of the eigenvectors
ei such that |λi| <
√
mε, H2 = H
⊥
1 . In what follows, we write matrices as two-by-two
matrices with respect to the decomposition H1 ⊕ H2. Then A+ − A− = C =
(
a1 0
0 a2
)
,
where ‖a1‖ <
√
mε and all eigenvalues of a2 satisfy |λi| ≥
√
mε. Then it follows from
‖g(A±)(A+ − A−)‖ < mε that g(A±) =
(
a±
11
a±
12
a±
21
a±
22
)
with the norms of a±12, a
±
21 and a
±
22
smaller than
√
mε. So,
‖g(A+)− g(A−)‖ < ‖a+11 − a−11‖+ 6
√
mε.
As
g(A+)− g(A−) = A− + C − A2− − A−C − CA− − C2 − A− + A2−
= C − C2 − A−C − CA−,
so a+11 − a−11 is the upper left corner of the right hand side, therefore,
‖a+11 − a−11‖ ≤ ‖a1‖+ ‖a21‖+ 2‖A−‖ · ‖a1‖ < 2(m+ 1)
√
mε,
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and we finally conclude that ‖g(A+)− g(A−)‖ < 2(m+ 3)
√
mε.

Let f and ϕ be the functions on R given by
f(t) =


0, if t ≤ 0;
t, if 0 ≤ t ≤ 1;
1, if t ≥ 1
and ϕ(t) =
{
0, if t ≤ 0;
t, if t ≥ 0.
Set B± = f(A±).
Lemma 5. Let a, b be selfadjoint matrices, ‖a‖ ≤ m, ‖b‖ ≤ m, m ≥ 1, ‖a − b‖ < δ,
δ ≤ 1. Then ‖ϕ(a)− ϕ(b)‖ < 2 ln 16m√δ.
Proof. It is shown in [1] that ‖|a| − |b|‖ < 2
pi
(2 + ln ‖a‖+‖b‖
‖a−b‖
)‖a − b‖. So, ‖|a| − |b|‖ <
2 ln 16m
√
δ. Since ϕ(a) = a+|a|
2
, we have
‖ϕ(a)− ϕ(b)‖ = 1
2
‖a+ |a| − b− |b|‖ < δ
2
+ ln 16m
√
δ < 2 ln 16m
√
δ.

Lemma 6. There is a computable constant C(m) depending on m such that
‖g(B+)− g(B−)‖ < C(m) 4
√
ε, ‖h(B+)− h(B−)‖ < C(m) 4
√
ε.
Proof. As g(f(t)) = ϕ(g(t)), so g(B±) = g(f(A±)) = ϕ(g(A±)). By Lemma 4, ‖g(A+)−
g(A−)‖ < 2(m+ 3)
√
mε. Applying Lemma 5 with δ = 2(m+ 3)
√
mε, we get
‖g(B+)− g(B−)‖ < 2 ln 16m
√
2(m+ 3) 4
√
mε.
Similarly, as
h(f(t)) = f(t)g(f(t)) = f(t)ϕ(g(t)) = tϕ(g(t)),
so
h(B±) = h(f(A±)) = f(A±)g(f(A±)) = f(A±)ϕ(g(A±)) = A±ϕ(g(A±)) = A±g(B±).
Consider g(A±) written with respect to the basis of eigenvectors, and let P± be the
projection onto the subspace spanned by the eigenvectors with non-negative eigenvalues.
Then ϕ(g(A±)) = P±g(A±)P± = g(A±)P±. Therefore,
‖h(B+)− h(B−)‖ = ‖A+g(B+)−A+g(B−) + A+g(B−)− A−g(B−)‖
≤ m‖g(B+)− g(B−)‖+ ‖(A+ −A−)g(B−)‖
= m‖g(B+)− g(B−)‖+ ‖(A+ −A−)g(A−)P−‖
≤ m‖g(B+)− g(B−)‖+ ‖(A+ −A−)g(A−)‖
< 2m ln 16m
√
2(m+ 3) 4
√
mε+mε.

Lemma 7. ‖(B± − B2±)(B+ − B−)‖ < 2C(m) 4
√
ε.
Proof.
‖(g(B+))(B+ −B−)‖ ≤ ‖g(B+)B+ − g(B−)B−‖+ ‖g(B−)B− − g(B+)B−‖
≤ ‖h(B+)− h(B−)‖+ ‖g(B+)− g(B−)‖ · ‖B−‖ < 2C(m) 4
√
ε.
A similar estimate holds for g(B−)(B+ − B−).

Let κ(t) =
√
t− t2, B± ∈ C(X,MN ) matrix-valued functions such that
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(1) 0 ≤ B± ≤ 1;
(2) ‖(B± − B2±)(B+ − B−)‖ < δ;
(3) ‖B+ − B2+ − B− +B2−‖ < δ
for some 0 < δ < 1. Set Q =
(
1− B+ κ(B+)
κ(B+) B−
)
, Q ∈ C(X,M2N ).
Lemma 8. For Q defined above, one has ‖Q−Q2‖ < 3√δ.
Proof. Let us estimate the norms of matrix entries of Q−Q2.
(Q−Q2)11 = 1−B+ − (1− B+)2 − κ(B+)2 = B+ − B2+ − g(B+) = 0.
(Q−Q2)12 = (Q−Q2)∗21 = κ(B+)− κ(B+)(1− B+ +B−) = κ(B+)(B+ − B−).
So, using the C∗-property, we have
‖(Q−Q2)12‖2 = ‖κ(B+)(B+ − B−)‖2 = ‖(B+ − B−)κ(B+)2(B+ −B−)‖
≤ ‖B+ − B−‖ · ‖g(B+)(B+ −B−)‖ < 2δ,
hence ‖(Q−Q2)12‖ <
√
2δ.
(Q−Q2)22 = B− −B2− − κ(B+)2 = g(B−)− g(B+),
hence ‖(Q−Q2)22‖ < δ. Then ‖Q−Q2‖ < 3
√
δ.

Recall that Q is an almost projection if ‖Q − Q2‖ < 1
4
. In this case there exists a
projection P with ‖Q − P‖ < 1
2
, which determines a vector bundle over X . If P ′ is
another projection with ‖Q − P ′‖ < 1
2
then ‖P ′ − P‖ < 1, hence P and P ′ determine
isomorphic vector bundles.
Thus we have the following statement.
Theorem 9. For sufficiently small ε > 0, the almost projection Q defined from an ε-
generalized pair of cocycles determines a vector bundle over X up to isomorphism.
Proof. Almost everything is already proved above. The only remaining claim to be proved
is independence of the vector bundle (or, equivalently, that of an almost projection Q)
from the choice of the partition of unity, which is obvious.

Let us denote the vector bundle from Theorem 9 by ξ(g+, g−).
3. Case of a pair of ε-almost cocycles. Let us consider now the case when an ε-
generalized pair of cocycles is a pair of ε-almost cocycles, namely if the maps g±αβ satisfy
the condition
‖g±αβg±βγ − g±αγ‖ < ε. (2)
It is obvious that if g+αβ and g
−
αβ are ε-almost cocycles then the pair (g
+
αβ, g
−
αβ) is a 2ε-
generalized pair of cocycles.
If the two families of maps {g±αβ} are ε-almost cocycles, i.e. satisfy (2) then the matrix-
valued functions A± are almost projections, namely, as in the proof of Lemma 2, one can
check that ‖A± − A2±‖ < mε. Thus, if mε < 14 then A+ and A− determine two vector
bundles over X up to an isomorphism. Let us denote these vector bundles by η(g+) and
η(g−), respectively. We also have ‖A±−B±‖ < mε. As ‖κ(B+)‖ = ‖B+−B2+‖1/2 < 2
√
mε,
so ∥∥∥∥Q−
(
1− A+ 0
0 A−
)∥∥∥∥ < 4√mε,
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hence the following claim holds true.
Lemma 10. For a pair of ε-almost cocycles g+, g− and for any sufficiently small ε > 0,
we have [ξ(g+, g−)] = [1]− [η(g+)] + [η(g−)] in K0(X).
4. Generalized pairs of representations. Let G be a discrete countable group and
let X˜ → X be a principal G-bundle over a nice (e.g. compact metric) space X . Let G
act on l2(G) by (left) multiplication by viewing G as a set of units of l2(G) and let lX be
the line bundle X˜ ×G l2(G)→ X induced by the diagonal action of G. One can cover X
by a finite family of open sets (Uα)α∈Λ in such a way that the bundle lX is obtained by
gluing the trivial bundles Uα × l2(G) via a constant cocycle γαβ ∈ G ⊂ l2(G).
The finitely generated projective right Banach C(X) ⊗ l2(G)-module of continuous
sections of lX is represented by an idempotent
P = (ϕαϕβ · γαβ)α,β ∈Mm(C(X))⊗ l2(G).
Let pi : G → U(N) be a map from G to the unitary group of a finitedimensional
Hermitian space. Set
Ppi = (ϕαϕβ · pi(γαβ))α,β ∈Mm×N (C(X)).
If pi is a representation then Ppi is obviously a projection. If pi is an almost representation
then Ppi is an almost projection, i.e. Ppi−P 2pi is small, which means that Ppi still determines
a vector bundle over X (but only up to isomorphism). Namely, there exists a (non-unique)
projection Q close to Ppi, which determines a vector bundle. In [3], in the case when X is
a finite simplicial complex, the transition functions are constructed for the vector bundle
determined by such projection Q, thus giving an explicit form for Q, which otherwise can
be constructed only implicitly, as a result of applying to Ppi a continuous function equal
to 0 and to 1 in some neighborhoods of 0 and of 1 respectively.
For a finite subset F ⊂ G and for ε > 0, we call two maps pi± : G → U(N) a pair of
(F, ε)-generalized representations if pi±(g
−1) = pi±(g)
−1 for any g ∈ F and if
‖(pi±(gh)− pi±(g)pi±(h))(pi+(γ)− pi−(γ))‖ < ε
for any g, h, γ ∈ F .
Lemma 11. If F is sufficiently great and if (pi+, pi−) is a pair of (F, ε)-generalized rep-
resentations then (pi+(γαβ), pi−(γαβ)) is an ε-generalized pair of cocycles, where γαβ is the
constant G-valued cocycle as above.
Proof. Obvious. 
5. Concluding Remarks. Thus we have a construction of vector bundles from pairs of
generalized representations. Note that if we start with (pairs of) genuine representations
then we get locally flat vector bundles, which are not too interesting from the K-theoretic
point of view. If we start with pairs of almost representations then we get the so-called
almost flat vector bundles. In many cases, any element of K0(X) can be represented by
an almost flat vector bundle, and this plays an important role in the study of the Novikov
conjecture. We cannot evaluate now if our construction gives almost flat vector bundles
in the general case. Positive answer would show that pairs of generalized representations
are in some sense equivalent to the pairs of almost representations, and negative answer
would give some information about the Novikov conjecture when K0(BG) has non-almost
flat elements.
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