Abstract. In this paper we explain on various examples the "phantom tracking" method, a method which can be used to stabilize nonlinear control systems modeled by ordinary differential equations or partial differential equations. We show how it can handle global controllability, homogeneity issues or fast stabilization.
1.
Introduction. It is a great pleasure for me to write this article in this special issue dedicated to Bernard Bonnard. I am very impressed by the number of deep and seminal papers written by Bernard Bonnard. I also want to express here my gratitude for his help when I started to work in control theory. This article is on a method to stabilize some control systems. Let us mention that, even if Bernard Bonnard had always more interest in controllability than in stabilization issues, it clearly follows from his works that these two problems have strong connexions. See, for example, [3] and [4] .
The stabilization method is called here the "phantom tracking" method. It has been introduced in [7] in the context of the stabilization of the Euler equations of incompressible fluids. ( [7] deals with simply connected domains in R 2 ; for multiply connected domains in R 2 , see [14] .) It has also been used in the context of finite dimensional quantum control systems in [1, 15] . Roughly speaking, this method can be described as follows. We consider the control systeṁ x = f (x, u), (1.1) where the state is x ∈ R n and the control is u ∈ R m . We assume that (0, 0) ∈ R n × R m is an equilibrium of the control system (1.1), i.e., we assume that
We want to construct a (continuous) feedback law u : R n → R m , vanishing at 0 ∈ R n such that 0 is asymptotically stable for the closed loop systemẋ = f (x, u(x)). Let us assume that there exists a curve of equilibria γ ∈ [0,γ] → (x γ , u γ ) of the control systemẋ = f (x, u) such that (x 0 , u 0 ) = (0, 0) ∈ R n × R m . We assume that for every γ ∈ (0,γ] there exist a feedback law u γ which asymptotically stabilizes x γ (with a large enough basin of attraction: in principle, it must contain 0). The idea is then to use for the control systemẋ = f (x, u) the feedback law uγ whereγ : R n → [0,γ]
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is a well chosen function. One steers the control system to the "phantom" x γ with a γ which is moving to 0. This is summarized on Figure 1 . On this figure one sees
• The curve γ ∈ [0,γ] → x γ (dotted curve).
• A trajectory for a fixed γ when one applies the feedback laws u γ (dashed curve). This trajectory converges to x γ .
• A trajectory when one uses the feedback laws uγ. This trajectory converges to 0.
Curve γ → x 
2.
A first example. Instead of giving a general result, let us explain how to use this method on the following control system:
where the state is (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 and the control is u ∈ R. Note that this control system is not small-time locally controllable (see [9, Example 3.38, but is controllable in large time (see [9, Example 6.4, ). In [9, Section 6.3] we have used this control system to explain our proof, given in [8] , of the controllability of a water tank control system. The element (x γ , u γ ) := ((γ, 0, 0, 0), γ) is an equilibrium of the control system (2.3). The linearized control system of (2.3) at this equilibrium is the linear control systeṁ
where the state is (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 and the control is u ∈ R. This linear control system satisfies the Kalman rank condition (see, e.g., [9, Theorem 1.16] ) if and only if γ = 0. This implies the existence of a feedback law which locally asymptotically stabilizes this equilibrium ((γ, 0, 0, 0), γ) if γ = 0 for the control system (2.4). In fact such a feedback law can be constructed by using the damping method (see, e.g., [9, Section 12.2] or [25, pages 240-242] ). It suffices to consider the following control Lyapunov function V γ : R 4 → R defined by
Note that
The time derivative of V γ along the trajectory of (2.3) iṡ
Hence, in order to asymptotically stabilize x γ for the control system (2.4), it is natural to consider the feedback law u γ : R 4 → R defined by
From (2.8) and (2.9), one getsV
Let us check that (P γ ) x γ is globally asymptotically stable for the closed loop systeṁ , in order to prove (P γ ) it suffices to check that if x = (x 1 , x 2 , x 3 , x 4 ) ∈ C 1 (R) 4 is such thaṫ
Taking the time derivative of the second equality of (2.13) and using the first and third equality of (2.13) as well as (2.14) one gets that
Let us first deal with the case where there exists t 0 ∈ R such that
Using the second equality of (2.13), (2.14) and (2.17), one gets that γ = 0, in contradiction with (2.11). Hence (2.17) cannot hold, which together with (2.16) implies that
From the three last equalities of (2.13), (2.14) and (2.18) one readily gets that
which concludes the proof of (P γ ). Note that (P 0 ) does not hold: for every r > 0, t ∈ R → (x 1 (t), x 2 (t), x 3 (t), x 4 (t)) := (0, 0, r sin t, r cos t) ∈ R 4 is a solution of (2.12) for γ = 0.
Let us now follow the phantom tracking strategy. In fact, instead of using uγ with a suitableγ : R 4 → R it is better to use directly a control Lyapunov of the type Vγ. The best way, at least theoretically, to chooseγ is to define it implicitly by proceeding in the following way. There exit an open neighborhood Ω of 0 ∈ R 4 and V ∈ C ∞ (Ω; R) such that
In other wordsγ is defined implicitly by requiring thatγ(x) = Vγ (x) and, of course, thatγ is smooth and satisfiesγ(0) = 0. The existence of V follows from the implicit function theorem applied to the function
In fact, in this simple case, Ω and V can be given explicitly. For example, the properties required for V hold for
It is not hard to check that, diminishing Ω if necessary,
Differentiating (2.20) with respect to time, we have, along the trajectories of (2.3),
i.e.,
We define a feedback law u : Ω → R by 25) so that, with (2.24), From (2.28), by the LaSalle invariance principle, in order to prove that 0 ∈ R 4 is locally asymptotically stable for the closed loop systeṁ 
From (2.25), the second equality of (2.30) and (2.33), one has
From the first equality of (2.30) and (2.33), one gets thaṫ
Differentiating (2.34) with respect to time, and using (2.31) and (2.35), one gets that
Note that, if there exists t 0 ∈ R is such that x 1 (t 0 ) = 0, then, by (2.34), V (x(t 0 )) = 0 which, together with (2.23), implies that x(t 0 ) = 0 and therefore (2.32). Hence we may assume that
From (2.36) and (2.37), one gets thaṫ
From the last equality of (2.30), (2.33) and (2.38), one has
From the third equality of (2.30) and (2.39), one has
From (2.34) and (2.40), one has Here the above method lead to an explicit feedback law since we can find explicitly V satisfying (2.19)-(2.20) (see (2.22) ). In many situations V (and therefore u also) will not be known explicitly. However one can circumvent this problem by the following two methods (i) Use a suitable approximation of V , (ii) Use a dynamic extension of the control system (2.3) (see [9, Section 11.3] ).
Using (2.42) in the right hand side of (2.20), one gets
Hence it is natural to redefine V by simply taking
where B 1/2 denotes the open ball in R 4 of center 0 ∈ R 4 and radius 1/2. The time derivative of V (defined now by (2.43)) along the trajectories of (2.3) iṡ
This leads to choose the following feedback law u :
From (2.45) and (2.46), one haṡ
Using the LaSalle invariance principle as above, in order to prove that 0 ∈ R 4 is locally asymptotically stable for the closed loop system (2.3) and (2.46), it suffices to check that, if r > 0 is small enough, then every x = (x 1 , 0, x 3 , x 4 ) : R → B 1/2 of class C 1 such thatẋ
48)
satisfies (2.32). Differentiating (2.49) with respect to time and using (2.48), one gets
Note that, if t 0 ∈ R is such that x 1 (t 0 ) = 0, then, by (2.49), |x(t 0 )| 2 = 0 which implies (2.32). Hence we may assume that, for every t ∈ R, x 1 (t) = 0, which together with (2.51), implies that
From the second equation of (2.48) and (2.52), one has
From (2.49), (2.52) and (2.53), one gets
From (2.50) and (2.54) one gets, if r ∈ (0, 1/3),
Property (2.32) follows from (2.52), (2.53) and (2.55). This concludes the proof that 0 ∈ R 4 is locally asymptotically stable for the control system (2.3) with the feedback law u defined by (2.46).
(ii) Dynamic extension. One considers the control systeṁ
where the state is (x 1 , x 2 , x 3 , x 4 , γ) ∈ R 5 and the control is (u, v) ∈ R 2 . The control system (2.56) is an extension of the original control system (2.3) and a feedback law stabilizing (2.56) allows to stabilize the original control system (2.3).
The term (γ −ϕ(z)) 2 is used to penalize γ = ϕ(z), which is related to (2.20) . Indeed, if γ = ϕ(z), then, with (2.57), one has γ := (
. This explains the choice of W as a control Lyapunov function for the control system (2.56). The time derivative of ϕ and W along the trajectories of (2.56) iṡ
It is natural to choose for u the following fonction:
From now on we assume that u is defined by (2.61). From (2.59), (2.60) and (2.61), one haṡ
We define v in a neighborhood of 0 ∈ R 5 by
From (2.62) and (2.63) one haṡ
In particular, in a neighborhood of 0 ∈ R 5 ,
The closed loop control system iṡ
Let us check that 0 ∈ R 5 is locally asymptotically stable for the dynamical system (2.67)-(2.68).
(2.69)
By the LaSalle invariance principle, it suffices to check that if (
70)
then there exists t 0 ∈ R such that
Differentiating (2.71) with respect to time and using (2.70) one has
If t 0 ∈ R is such that x 1 (t 0 ) = 0, then, using (2.57), (2.71) and (2.72), one gets (2.73). Hence we may assume that, for every t ∈ R, x 1 (t) = 0. Then, using (2.74), one has
From the second equality of (2.70) and (2.75), one has
From (2.71) and (2.76), one has
Using (2.57), (2.72), (2.75), (2.76) and (2.77), one gets
which, with (2.75) and (2.76), concludes the proof of (2.69).
Remark 1.
In the examples given in this section (as in the ones given in sections 3 and 4, the control Lyapunov functions are not strict and we conclude by means of the LaSalle invariance principle. For control systems modeled by means of partial differential equations, the LaSalle invariance principle is usually difficult to apply since it requires the precompactness of the trajectory (in positive time), a property which is usually difficult to check. However, if we start with strict control Lyapunov functions V γ , then the constructed V 's are also strict Lyapunov functions and the LaSalle invariance principle is no more needed.
3. Phantom tracking and homogeneity. In many situations it is important to find stabilizing feedback laws having a prescribed homogeneity. This is for example useful to have a fast stabilization or if the control systemẋ = f (x, u) is only an homogeneous approximation of the real control system. For homogeneous feedback laws, we refer to [2, 11, 12, 16, 17, 18, 21, 24] and [9, Section 12.3] . In this section we show how the phantom tracking method can be used to construct stabilizing feedback laws having a prescribed homogeneity.
3.1. A 3 − D example. The control system iṡ
where the control is u ∈ R and the state is x = (x 1 , x 3 , x 4 ) ∈ R 3 . We want to stabilize (asymptotically) this control system (at x = 0) by means of a continuous feedback u :
The equilibria of this control system are x γ = (γ, 0, 0), u γ = 0, with γ ∈ R. If one wants to stabilize x γ with γ = 0 thanks to a feedback law having the good homogeneity (which still has to be defined...), one easily sees that one can use the homogeneous control Lyapunov function (and the LaSalle invariance principle)
Hence, with the implicit formulation of the phantom tracking method, one might try, for the control system (3.1), the control Lyapunov function V i defined implicitly by
where c > 0 is a constant to be chosen. In order to have an explicit control, using the approximation method described above, we replace (3.4) by One has
if (and only if)
One has, along the trajectories of (3.1),
We have, still along the trajectories of (3.1),
From (3.11) and (3.12), one getṡ
Hence we choose
if x = 0, (3.14)
Note that this u is continuous and satisfies the homogeneity property (3.2). (If one wants a smoother feedback law outside the origin, it is also possible to use a strict Lyapunov function by changing V γ and then V accordingly). Let us check that 0 is globally asymptotically stable for the control system (3.1) with this feedback law u. One uses the LaSalle invariance principle (which also works with our continuous u). SinceV = −u 4 , we assume that we have x : R → R 3 \ {0} such thaṫ
Differentiating (3.17) twice successively with respect to time, and using (3.12) together with (3.16), we get
18)
We fix c > 0 small enough so that (3.10) holds and Hence x 3 = x 4 = 0, leading to a contradiction with our assumption x = 0. Case 2. The constant function x 1 = 0 does not vanish. Then, using (3.18), (3.19) and (3.20) , one has
From (3.6), (3.17) and (3.22), one has
and therefore, with (3.10) and (3.22),
which, again, leads to a contradiction.
3.2.
A 4−D control system. We go back to the control system studied in section 2. Hence, the control system iṡ
where the control is u ∈ R and the state is x = (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 . We want to stabilize (asymptotically) this control system (at x = 0) by means of a continuous feedback u :
In order to construct a continuous stabilizing feedback law u : R 4 → R satisfying (3.24) one could use section 3.1, a backstepping approach together with a desingularization technique as we will do in section 5 for a different control system. We use a more direct approach. Let us first try the control Lyapunov function V defined implicitly by
where c > 0 is a small constant to be chosen. One has, if c > 0 is small enough, V is well defined and
Along the trajectories of (3.23), one haṡ
This leads to define u by
where µ > 0 is a constant. Indeed, with this u,
Unfortunately the u defined by (3.29) has singularities outside 0 (it is locally unbounded). So this u does not work. We try another natural control Lyapunov function. It is defined implicitly by
with m ∈ (0, +∞). (One could also use the approximation technique explained in section 1 in order to have an explicit V .) Again, one can check that, if c > 0 is small enough, V is well defined and satisfies (3.26) . With this V , along the trajectories of (3.23), one has, for x = 0,
Hence, for x = 0,
with
, (3.34)
Note that now A does not vanish. From (3.33), it is natural to define u :
One readily sees that u is continuous and satisfies the homogeneity condition (3.24). Moreover, from (3.33) and (3.36), one haṡ
As above, using the LaSalle invariance principle, one then checks that 0 ∈ R 4 is globally asymptotically stable for the closed loop system (3.23) and (3.36).
Remark 2. The homogeneity gives not only global stabilization but also an estimate on the decay rate. Indeed, it follows from the homogeneity and from a result due to Lionel Rosier [24] that there exists C > 0 and ν > 0 such that, for every solution of the closed loop system (3.23) and (3.36), one has
4. Phantom tracking and global stabilization. In section 2, the phantom tracking method presented there leads only to local stabilization. In order to get global stabilization homogeneity is an interesting solution in some cases. In this section we show how the phantom tracking method can also be used in order get global stabilization without any homogeneity requirement. This was already shown in [1] using an implicit control Lyapunov. Here we show how one can also use an explicit Lyapunov approach, leading to explicit feedback laws. We go back to the control system (2.3). Let µ ∈ C 1 ([0, +∞); [0, +∞)) be such that
We define the following control Lyapunov function One computes the time derivative of V along the trajectories of (2.3). One getṡ
Note that, by (4.2) and (4.8),
This allows to define u ∈ C 0 (R 4 ) by
With this feedback law, one gets, with (4.7),
One uses again the LaSalle invariance principle. In order to prove that 0 ∈ R 4 is globally asymptotically stable for the closed loop system (2.3) and (4.11) it suffices to check that, if x = (x 1 , x 2 , x 3 , x 4 ) : R → R 4 is such thaṫ
Differentiating (4.14) twice successively with respect to time and using (4.10) and (4.13), one gets
Again, we distinguish between two cases. Case 1. The constant function x 1 is vanishing identically on R. Going back to (4.14) and using (4.3) we get that
Hence (4.15) holds.
Case 2. The constant function x 1 = 0 does not vanish. Then, using (4.2) and (4.16), one has
From (4.14) and (4.18), one has
which, together with (4.2) and (4.5), implies that
This concludes the proof that 0 ∈ R 4 is globally asymptotically stable for the closed loop system (2.3) and (4.11).
5.
A quadratic system. Our control system is noẇ
where the state is (x, y) ∈ R × R n and the control is (u, v) ∈ R × R m , A ∈ R n×n and B ∈ R n×m . This control system can serve as a (very) simplified toy model of the Euler equation of incompressible fluids as studied in [7] . Roughly speaking the x part represents fluids with no vorticity (potential flows) and the y part represents the vorticity. The vorticity satisfies a transport equation, which is simply replaced by the second equation of (5.1). We assume that (A, B) satisfies the Kalman rank condition:
In other words, we assume that the control systeṁ
where the state is y ∈ R n and the control is v ∈ R, is controllable. Our next theorem is the following one.
Theorem 5.1. The control system (5.1) is globally controllable in small time, i.e., for every T > 0, for every (x 0 , y 0 ) ∈ R × R n and for every (
Proof of Theorem 5.1. On this toy model of the Euler control system of incompressible fluids, we apply the strategy used in [6, 13] to prove the controllability of this Euler control system. We first prove the local controllability in time T /2. For this purpose, as for the controllability of the Euler control system of incompressible fluids [6, 13] , we use the return method (see, e.g., [9, Chapter 6] or [10] ). Let (5.14)
We now notice that if (x, y, u, v) is a trajectory of the control system (5.1)
is also a trajectory of the control system (5.1). Note also that, if (5.14) holds, then
Moreover, if we impose x δ (0) = a and y δ (0) = b, where (a, b) are given in R × R n , then
If δ ∈ (0, 1) and (5.17) holds, we extend (x δ , y δ , u δ , v δ ) by
Then (x δ , y δ , u δ , v δ ) is a trajectory of (5.1) on [0,T/2] such that
Hence, for every x 0 ∈ R n and for every y
m such that the solution to the Cauchy problem (5.4) satisfies (5.14).
Reversing time and doing a translation, one also get that for every x 1 ∈ R n and for every y
m such that the solution to the Cauchy probleṁ Remark 3. As pointed to us by Emmanuel Trélat, the above proof can be simplified by using that x is of dimension 1. It allows to perform the change of time ds/dt = x(t) when x(t) > 0 and rewriteẏ = x(Ay + Bv) as dy/ds = Ay + Bv in the region where x > 0. Moreover one can always move from x 0 to x 1 and simultaneously impose to go through the region x > 0 during part of this trajectory. However this change of time does not seem to be adaptable to the Euler control system.
We now consider the problem of fast stabilization of the control system (5.1) for large states. We have the following theorem. The linearized control system around the equilibrium ( 26) where the state is (x, y) ∈ R × R n and the control is (u, v) ∈ R × R m . From (5.2) it follows that the linear control system (5.26) is controllable (and therefore stabilizable) if (and only if) γ = 0. Since the dynamic on the set {(x γ , y γ ); γ ∈ R} can be arbitrary thanks to the control u ∈ R and v = 0, we may first consider the control systemẏ = γ(Ay + Bv), (5.27) where the state is y ∈ R n and the control is (γ, v) ∈ R × R m and try to stabilize 0 ∈ R n for this control system, with feedback laws γ : R n → R and v : R n → R m having the following homogeneity 
where Id denotes the identity matrix of R n×n . We now define our feedback laws for the control system (5.27): which, if we take λ = 2/ε, is strongly related to (5.24). Let us now turn to the original control system, namely (5.1). We apply the backstepping method, a method introduced independently by Christopher Byrnes and Alberto Isidori in [5] , Daniel Koditschek in [20] and John Tsinias in [26] ; see, e.g. [9, Section 12.5] . To overcome the fact that γ defined in (5.33) is not of class C 1 , we use the desingularization technique introduced in [23] ; see also [9, Section 12.5.1] (one could alternatively use [22] by Pascal Morin and Claude Samson). We note that We define the feedback law u in the following way 
