Simulations of office utilisation require input of activity schedules. Often, this input is on the basis of assumptions and not of measured observations. Thus, the results of such simulation systems are tentative at best and often may be misleading. Therefore, a more advanced scheduling method is needed, that adequately generates the real-life complexity of human activity and location schedules. The main objective of the user simulation of space utilisation (USSU) research project was to develop a system that can be applied to analyse and evaluate space utilisation of a building for any given organisation. The system generates movement patterns that provide a representation of human activities that are executed in building spaces. A movement pattern not only describes which activities are performed and at which locations, but also the routes that are followed between the locations of these activities. These movement patterns are a source of dynamic input data for building-simulation tools. It is valuable input for several research areas. For instance, the relevance and performance of buildingsimulation tools for indoor-climate simulations or working-conditions assessments will improve substantially when realistic input data are applied. If reliable human-movement patterns can be created, then these patterns can be used not only to analyse existing situations, but also to simulate new building designs taking the digital design as input. This is also relevant for architects to evaluate the performance of a building design.
Streets project (Schelhorn et al, 1999) , which provides a more comprehensive model of pedestrian simulation.
In office buildings we face different conditionsöand likely different behaviourö from those in (semi)public spaces. Three processes were identified as essential to model the space utilisation for an office organisation realistically: (1) Activity scheduling. Employees schedule their limited time for the execution of activities. The type of activity and its proportion depends on the role of the employee within the organisation. Not only are job-related activities (for example, do administrative work, handle companies, or contact clients) important, but also social and psychological activities (for example, have a break or get a drink).
(2) Interaction between activities. Interaction between employees and their activities plays an important role in an organisation (for example, attend a meeting or presentation). Interactions will affect activity scheduling and thereby space utilisation. (3) Activity location and route choice. For each activity a location is chosen on the basis of proximity (that is, the location nearest to a workplace is chosen) or by preference or habit (for example, an individual may prefer a certain location over other locations). The route choice follows from the subsequent list of locations in the employee's schedule.
Human-behaviour modelling
Space-utilisation simulation has some features in common with activity-based modelling in urban planning and transportation research and to a lesser degree with workflow modelling. Activity based modelling is of interest because it also considers travel and activity forecasting processes as a decision-making process (Anggraini et al, 2006; Vovsha et al, 2003) . Workflow modelling is of interest for modelling activities that occur within an organisation (van der Aalst and van Hee, 2002) .
In recent decades many so-called activity-based models have been developed with the intention of predicting the performance of activities by individuals (Ettema and Timmermans, 1997) . Activity scheduling is central to any activity travel behaviour model. This is also true for models of pedestrian behaviour. For example, Hoogendoorn and Bovy (2004; Hoogendoorn et al, 2002) argue that the decision-making process with respect to pedestrian behaviour can be described at three levels, namely, strategic (an activity-choice set), tactical (activity scheduling, route choice), and operational (walking, performing activity). Most existing approaches to modelling activity schedules assume an individual-based decision-making process. These models do not take into account the interaction between individuals; at best they may do so only implicitly through the inclusion of explanatory variables related to household composition, such as the characteristics of households (Scott and Kanaroglou, 2002; Vovsha et al, 2003) . Van der Aalst and van Hee (2002) suggest a workflow-modelling method from an organisational point of view, based upon coloured Petri net theory. The approach by van der Aalst and van Hee (1996) describes the way to model`what' is done, and`how', and`by whom' in a business process. By identifying these issues, it is more or less guaranteed that the result is a complete model which describes in detail the type of activities, their order, and who is responsible for an activity. However, in the field of workflow modelling there is no real interest in the`where' of an activity. Until now there have been no workflow tools that take the location of an activity into account.
In this research project, activity-based modelling is tailored to include organisational aspects and interaction between activities. Available organisation data are used to calibrate the model for a specific office organisation. Interaction between activities is derived from the organisations' task descriptions for employees. The tailored activity-based model can process those data that are needed to generate real-life activity schedules. The generated activity schedules could be transformed into workflow networks, but that is outside the scope of this paper.
Validation approach
To evaluate the system in terms of its predictive ability in the context of a real building and a real organisation, an experiment was executed. There are many possible ways of collecting data about the behaviour of people, such as through paper or digital activity diaries, by using technical equipment (for example, video cameras or infrared sensors), or by discrete shadowing of people (see, for example, Kerridge et al, 2005; Tan, 2003; Teknomo et al, 2001) . Each method has its strong and weak points. Collecting data about human-activity behaviour using paper or digital questionnaires is rather intrusive and puts a relatively high demand on the participants; they have to record all their activities themselves. There is a realistic chance that people forget to enter activities, albeit not deliberately (Ettema, 1996) . The use of technical systems (for example, video cameras) to record the movements of people is expensive (it requires many cameras to cover a whole floor). These systems also require a lot of postprocessing time (the data recorded using separate cameras have to be combined in order to track individuals across the whole floor). In addition such systems, in particular the use of video cameras, face strong issues of privacy. Furthermore, several sources in literature (for example, Martin and Bateson, 1993; Sundstrom, 1986) suggest that if a person knows that they are being observed, this knowledge influences their behaviour (the so-called Hawthorne effect). The ideal situation for collecting data about human movement would be when the participants do not know that they are being observed (Fatah et al, 2006) . However, in reality, this is hardly feasible, not only for operational reasons (that is, how to track individuals across a space if they are not`equipped' with a certain traceable feature), but also for ethical reasons.
As mentioned above, in office buildings we face different behaviour from that in (semi)public spaces. Consequently, evaluation criteria other than walking speed and direction are relevant to test the validity of the model. Because there is a strong interdependency between the evaluation criteria and on one hand the simulation model and on the other hand the observation method, they were developed in an integral way (see figure 1) . The evaluation criteria are derived from architectural design and facilitymanagement practice (see section 3). We tested the validity of the USSU system by applying a goodness of fit to compare the predicted space utilisation with data collected in the real world based on the proposed evaluation criteria.
To gain precise data about movement behaviour of the test-care organisation, we used a combination of web-based diaries and a radio frequency identification (RFID) system. From our observations we learned that combining these approaches resulted in detailed observed data about the daily-movement behaviour of the greater part of the test-case organisation's members with a relatively high degree of precision. Although for the validation of USSU we investigated one specific office building, an important advantage of both methods is that they can be applied in any office space at relatively low cost and effort.
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The outline of this paper is as follows. First we describe the USSU model based on available input data. In the evaluation-criteria section the performance attributes are defined mathematically. In the next section the test-case organisation building, the staff office at the Faculty of Architecture, Building, and Planning at the Eindhoven University of Technology, is described and how the observation methods were applied. The evaluation criteria for the USSU model are analysed and tested statistically. In the concluding section we reflect on the proposed evaluation criteria, the data collection, and the USSU performance.
2 Human-movement simulation. The USSU project The USSU system is divided into three modules: (1) preprocessing, (2) scheduling, and (3) postprocessing. The preprocessing module reads two forms of input: the structure of the organisation and the design of the building in which the organisation is (or will be) housed (that is, the spatial conditions). This input is processed to form a list of activities for each person including the locations where these activities take place and which facilities are used, and the scheduling module processes this into an activity schedule for a working day. The postprocessing module analyses the movement patterns from the activity schedules.
Preprocessing
The preprocessing module consists of three subsystems: the organisation subsystem, the building subsystem, and the resource-management subsystem.
The organisation subsystem is responsible for modelling the activities that depend on the workflow of an organisation. An organisation consists of a number of roles (for example, secretary or manager) and a number of organisational units (for example, the sales unit or complaints unit). Each employee of an organisation can fulfill more than one role and an employee can belong to more than one organisational unit. Each organisational unit and each role is linked with a set of tasks. A task is a logical unit of work carried out by one individual role. The combination of roles of an employee and the organisational unit to which he or she belongs determines the set of tasks for which that employee is responsible (that is, this combination determines his or her workflow). An employee's schedule for a specific day consists of activities that are drawn from that employee's set of tasks.
The USSU system needs to be calibrated before it can be applied for predicting the space utilisation it must first be calibrated. To this end detailed data about the test-case organisation and the office building were collected through an extensive data collection that is independent of the two validation experiments (see section 4). For the greater part the data required for the calibration of the USSU prototype were already available or could readily be obtained. From the facility administration the following resources were available to acquire real-world data:
(1) Registration of personal data by the personnel department (PIL). The first data source contains data related to roles, organisational units, and FTE (full-time equivalences) of all employees.
(2) University job classification system (UFO). The set of tasks associated with each role was based on the university job classification system. (3) Time registration system (POPI). The online time-registration system was used for determining the time percentage for each task associated with a role (that is, the percentage of an employee's working time spent executing that task).
The building subsystem is responsible for modelling the spatial conditions in which activities take place. The building's spatial and physical resources and their interconnections are represented as a graph. Spatial and physical resources such as workplaces and printers are located at a node. Two nodes that can be accessed by means of movement are connected via an edge in the graph. Each activity occurs at a certain location, called an abstract space. An abstract space has no dimensions. It forms the abstraction of real spaces in buildings and contains a collection of one or more nodes. The size of this collection specifies the capacity of the abstract space (for example, for a meeting room this means the number of available seats). In order for USSU to realistically simulate human-movement behaviour in office buildings the modelling approach also has to deal with the routes that are followed by employees between the locations of activities. These routes are necessary for calculating accurate walking times and for analysing a building (design) in terms of, for example, usage of hallways. A route consists of an ordered set of nodes connecting two consecutive activity locations. The shortest route is selected from all possible routes between the location of an activity and the location of the next activity in an activity schedule. Route choice is based on a shortest-path algorithm, because in offices people have a strong tendency to take the shortest route due to pressure of time.
The resource-management subsystem keeps track of all information related to resources available in either the simulated organisation or the office building. The following three different types of resource are distinguished:
(1) Person. This type can be subdivided in two subtypes: employees and guests. The most important subtype is the employees and is linked with the organisation subsystem and the scheduler. The second subtype, guests, plays a role in the scheduler subsystem. Guests represent people outside the organisation.
(2) Abstract space. The locations of activities are modelled using abstract spaces, which are associated with the building subsystem. (3) Facility. This represents facilities available for employees to perform their activities, such as a printer.
Scheduling
In our approach we distinguish two types of activities for modelling the different types of activities found in an organisation: (1) Skeleton activities: the workflow-dependent activities.
(2) Intermediate activities: social and physiological activities.
Skeleton activities highly structure an individual's activity schedule (as the name already suggests). Examples of skeleton activities are, among others, attend a meeting or presentation, do administrative work, handle complaints, or contact clients. These activities depend on the workflow of an organisation and are the primary activities for modelling the human-activity behaviour in office buildings. Intermediate activities adjust and complement the skeleton activities in the sense that an intermediate activity can interrupt a skeleton activity or even postpone it. Intermediate activities are not planned in advance. An example is an employee performing the skeleton activity`do administrative work' being interrupted with an intermediate activity such as get a drink or have a break.
Interaction between skeleton activities plays an essential role in our modelling approach. Although a member of an organisation often executes (skeleton) activities alone (for example, prepare a presentation, many activities require mutual interaction between people (for example, give a presentation). Interaction between employees has a major impact on the scheduling process: the same activities have to be inserted in the schedules of all people involved, and the location-finding process should be able to identify and accommodate the size of the group of employees concerned. One of the responsibilities of the scheduling module is to determine which activities require interaction.
The scheduling module consists of eight scheduler modules with a certain level of importance (see table 1 ). The scheduler-module operations and their (relative) importance level are based on heuristics as they take place in real-life scheduling by humans. Each scheduler module is responsible for a separate task in the scheduling process: for instance, scheduling the skeleton or intermediate activities, determining the interaction between skeleton activities, and selecting an appropriate location (for a more elaborate presentation, see Tabak, 2008) . The goal of the scheduler is to generate schedules that fulfill a set of criteria (see section below). A schedule consists of an ordered list of activities with a name, start time, end time, and location (see table 2 ). At the start of the scheduling process all schedules of all employees are empty. During the scheduling process, activities are added to all employees' schedules in parallel. Activities are drawn from the task list for a specific employee that was generated by the organisation subsystem. The probability of an activity being drawn is determined by the employee's function in the organisation. The scheduling process stops if all criteria are satisfied for all schedules of all employees. In the case of conflicts, criteria are relaxed as long as the criterion can be fulfilled. Relaxation of criteria is based on heuristics. For instance, if no time interval is available to accommodate the drawn task, then the duration of this activity is reduced until a predefined minimum time is reached. If that fails, then the activity is removed from the schedule and a new task will be drawn.
The criteria are derived from real-life agenda scheduling, such as no gaps between activities, no fragmented activities, no overlapping activities, and no consecutive activities at different locations. For each of these criteria a schedule module is implemented. A schedule module takes a current incomplete schedule as input. It will test if the criterion defined in that module is fulfilled by the schedule. If so, then it will return an importance value of zero. If not, then the schedule model will return a preset importance value (see table 1 ). When all schedule modules have checked the current schedule, then the body of the schedule module with the highest importance value is executed on that schedule. Meaning that, for instance, the gap-remover module will fix the gaps in the current schedule, because the merger schedule and the skeleton schedule returned zero as their importance. This approach resembles hierarchical planning algorithms (Weiss, 1999) . The hierarchy, expressed as importance (see table 1 ) is derived from reallife agenda scheduling. The hierarchy splits the scheduling problem into natural parts and allows for conflict resolving at different levels of abstraction. Because activities are drawn using Monte-Carlo simulation, the complete scheduling process is nondeterministic. The order of executing the schedule modules, as well as the generated activity schedules, will vary between simulation runs.
Postprocessing
An activity schedule describes the order of activities for an employee for a certain period (that is, a workday) and it specifies the location of each activity (see table 2 ). Using the activity schedules the system knows the activity locations for an employee,
but not yet which route he or she should follow to move from one activity location to the next. Therefore, information about activities in the activity schedule is combined with information regarding the routes between consecutive activities. The result is a movement pattern: an activity schedule including all relevant routes.
Validation criteria
The following categories of criterion variables were determined as performance indicators for human-movement simulation in office buildings: These criterion variables are discussed below.
Time percentage
The first category of criterion variables relates to the amount of time an abstract space, zone, or facility is used during a working day. The time percentage is a proportion of the total simulated or observed time. Each movement pattern, either predicted or observed, consists of intermediate activities associated with a limited set of intermediate activity types and of skeleton activities belonging to a small set of task types. Although the actual number of the intermediate and skeleton activities and their duration varied each day, the total time spent on the intermediate activity types and task types should correlate with the observed or predicted activity behaviour. The time percentage of an abstract space, zone, facility, intermediate activity type, or task type is calculated as follows: is the time percentage of x for an average working day; T x is the total time associated with x in relation to simulation or observation; T s is the total simulated or observed time; a xY i is an activity a i associated with x; DT a xY i is the duration of activity a xY i ; n x is the total number of activities associated with x.
Mean duration
This category of criterion variables looks at the mean length of time an abstract space, zone, or facility is used on a simulated or observed working day. This is calculated as follows:
where DT mean x is the mean duration x on a work day. The mean durations of an intermediate or skeleton activity belonging to a certain intermediate activity type, respectively, task type are calculated in a similar way.
Mean frequency
The third category of criterion variables deals with the mean number of times an abstract space, zone, or facility is used on a simulated or observed working day. This category also relates to the mean frequency of an intermediate activity type or skeleton activity (task type) (for example, the mean number of intermediate activities belonging to a certain intermediate activity type on a working day). The mean frequency is calculated using this formula:
where
is the mean frequency of x on a working day; m is the total number of simulated or observed working days.
Mean walking distance
The last category of criterion variables examines the activity behaviour of an employee by looking at the resulting movement behaviour. The activity schedule of an employee reveals the required movement behaviour as a result of its activities. First the total walking distance for all simulated or observed days is calculated as follows:
where W total e is total walking distance of employee e for all simulated or observed work days; W day e is total walking distance of employee e for one simulated or observed work day; and L a eY i Y a eY i1 is length of route between location of activity a eY i and location of activity a eY i1 ; n is number of activities in the activity schedule of employee e for a work day. Next, the mean walking distance of an employee on a working day is calculated:
where W mean e is the mean walking distance of employee e for a working day.
Observation
Before the actual validation can be performed, the real space utilisation of the test-case organisation on the test floor had to be observed. As mentioned in the introduction there are many possible ways of collecting data about the behaviour of people. We used the relatively new technology called RFID to obtain data about human movement and activity behaviour in a nonobtrusive way. This system results in observed data about the daily movement behaviour with a relatively high degree of precision. However, since RFID tags do not reveal the actual types of activities performed by the employees, we additionally used activity diaries, which were maintained by the participants themselves during a working day. The experiments were performed parallel to each other and had the same duration, namely three months. The two data-collection methods are discussed below.
Diary data collection
Colleagues belonging to the Design Systems Group were asked to maintain a diary of their daily activities. The purpose of a diary data collection is to obtain information about activities, their duration, sequence, and location from the observed people themselves. A web-based system named POPI, as an extension of the time-registration system POPI, was implemented for this purpose. The webpage comprising the user section of POPI consisted of three parts (see figure 2 ). In the top part the respondent could select the desired working day for which he or she was entering activities, by default the current working day. Below there was a small form in which to enter the properties of each activity he or she was about to perform. A respondent had to enter the start time, the type of activity, and the location of the activity. Furthermore, when leaving the floor, he or she also had to enter how that was done (via the elevators or via the stairs). Finally, there was an opportunity to enter some comments. The lower half of the page shows all activities the respondent had entered already (that is, his or her activity diary for the selected day).
Any diary-based system works post hoc, meaning that test persons may enter erroneous information due to problems of recall. The POPI system is no exception to this, but we hope to have minimised the risk by making the system as accessible and easy to use as possible. Nevertheless, some reprocessing was required. All activity diaries of the participants had to be checked for consistency (for example, did they end all work days properly?) and the locations of activities had to be standardised (for example, different designations were used for a location). This resulted in complete and consistent activity diaries for a total of nine employees.
RFID data collection
An RFID system consists of readers and tags (see figure 3 ). An RFID tag is a device which can be accessed remotely to retrieve data stored in its chip. All employees belonging to the Design Systems and Structural Design departments housed on the test-case floor were asked to participate in the RFID experiment. Approximately fifty employees are officially located on this floor. However, some employees are rarely present on this floor; they belong to one of the groups, but do not have a workplace on this floor. Others were not willing to participate. Thirty-seven people accepted the request to participate, representing the greater part of the test-case organisation. Each person was requested to wear an RFID tag for a period of three months. The office floor was divided into zones (see figure 4) ; each zone was equipped with one or two readers to detect the presence of a tag. In total, sixteen receivers where installed and set up (for example, setting the threshold of the signal strength to detect a tag). Each reader registered all RFID tags that were within range. The placement of readers was such that the real movement behaviour of the employees could be tracked throughout the whole floor.
When the data in the RFID collection were compared with the predicted space utilisation, attention had to be paid to the way in which the activity behaviour was collected. Although the USSU system predicts space utilisation at the level of (parts of ) building spaces, in the RFID case the space utilisation was observed at the level of sets of spaces, called zones (see figure 4) . The main reason for this was that it proved to be too costly to equip each space with an RFID reader. To be able to compare the observed space utilisation with the predicted space utilisation, the predicted data had to be aggregated to allow for comparison and hence model validation. 
Validation of results
The two validation experiments resulted in two large, detailed activity datasets, which made it possible to evaluate the predictive quality of the USSU system. Table 3 shows an overview of details regarding both datasets. In forty-six days the nine participants of the diary (POPI) experiment (diary-data collection) recorded roughly 6000 activities in the web-based system; the total duration of these activities was about 2400 hours. In the same time period the RFID system recorded about 360 000 events; each event relates to one of the thirty-seven participants entering or leaving a RFID zone. When a participant moved across the test-case floor he or she potentially passed through several zones; this explains the higher number of entries in the RFID experiment in comparison with the diary experiment. These events had a total duration of more than 10 580 hours. Table 4 compares both datasets on a limited number of key properties after the above-mentioned problems with the RFID system were taken into account. The table shows the mean and standard deviation for each of these properties in relation to both datasets: for instance, the mean value and standard deviation of the number of working days registered by participants. Table 4 clearly shows that the standard deviations of number of working days, duration of a working day, and the duration of activities for the RFID datasets are substantially smaller than for the diary dataset. This is a direct result of the scale of the RFID experiment in comparison with the diary experiment (that is, the relatively high number of entries in the RFID dataset in relation to the diary dataset). The RFID experiment resulted in more accurate results than the diary experiment. However, both the mean and the standard deviation values for the number of activities per working day are higher for the RFID experiment than for the diary experiment. These differences are the combined result of the RFID setup (that is, tags jumping from one zone to another when in fact they were not moving) RFID reader RFID rader occupier floor RFID zones public space structure Figure 4 . Radio frequency identification (RFID) zone layout. and the nature of the diary experiment (that is, the risk of unintentional underreporting of activities on a working day). Apparently, participants had a different opinion on the number of activities they were performing on a working day than was recorded by the RFID system. Each aspect of the USSU system was tested according to the validation matrix shown in table 5. The goodness of fit between the predicted activity behaviour (USSU) and observed activity behaviour (diary and RFID data collection) for each criterion variable was assessed using a combination of two statistical tests, namely: the Student's t-test combined with a correlation coefficient determination and the variability test.
We continue with a discussion of the results of the validation of USSU in relation to activity behaviour observed in the POPI experiment, followed by discussion of the validation of USSU with regard to data collected in the RFID experiment.
USSU^diary
The validation of USSU on the usage of abstract spaces was divided into two parts: the usage of workplaces and the usage of meeting spaces. The validation of activities is split into intermediate activities and skeleton activities. For both validations the goodness of fit between USSU and POPI was determined. The validation of facilities is excluded from this paper because this aspect shows results similar to abstract spaces and activities.
Abstract space: workplaces
The USSU and diary data belonging to four persons with different job classifications were used to validate the mean duration and mean frequency performance criterion variables for workplaces. Table 6 shows no significant correlation coefficients, so the paired-sample t-test could not be performed. Table 6 also shows the results of the independent-samples t-test. The time percentage and mean duration criterion variables are not significant (P b 0X05) in contrast with mean frequency. For the first two criterion variables the null hypothesis could not be rejected. With regard to the time percentage and mean duration of workspaces there were no significant differences between the predicted (USSU) and observed (diary) usage of workplaces. Finally, table 6 shows the variability between the complete USSU and diary datasets for the three criterion variables. There was no strict rule, such as a confidence interval, to judge the validity of variability. The smaller the variability (that is, the closer it gets to zero) the better the match between the two datasets. The variability of the first criterion variable, time percentage, was small as is the associated standard deviation. The same was true for the second criterion variable, the mean duration. However, the variability of the mean frequency criterion variable was large as was the corresponding standard deviation. This suggests that there were rather large differences between the diary and USSU datasets with regard to the mean frequency of workplace usage.
Abstract space: meeting spaces
The correlation coefficients of the criterion variables are not significant at the 0.05 level (see table 7 ). A paired-samples t-test can only be applied when the corresponding correlation coefficient proves to be significant; otherwise the independent-samples t-test should be applied. Table 7 shows the results of the independent-samples t-test. Equal variances were assumed as the P-values of the Levene's test for equality of variances b 0.05. For all three criterion variables the null hypothesis (that is, there are no differences) could not be rejected. Therefore, there were no significant differences between the predicted and observed usage of meeting places. With regard to the variability test, the following observations can be made (see table 7 ). The variability of the first criterion variable, time percentage, was very small, even negligible, as was the associated standard deviation. There was no observable variability between the predicted and observed time percentage of meeting spaces. The other two criterion variables showed a slightly larger variability, but were still small. table 8 ). The variability of the third criterion variable, mean frequency, was greater and the standard deviation was rather large in comparison with the variability value. This suggested some differences between the USSU and diary datasets with regard to the mean frequency of the intermediate activity types.
Activities: skeleton
The skeleton activity behaviour, either predicted (USSU) or observed (diary), was based on a limited set of task types. The correlation coefficients between the USSU and diary datasets at the task types level were significant and indicated a very strong correlation (table 9) . The results of the paired-samples t-test (table 9) were also significant (P b 0X05). Consequently, there were no significant differences between the predicted (USSU) and observed (diary) at the task types level. The variability with respect to the first two criterion variables, time percentage and mean duration, was small (table 9 ). The variability of the third criterion variable, mean frequency, was slightly greater and the standard deviation was rather large in comparison with the variability value. Apparently, some differences existed between the USSU and diary datasets regarding the mean frequency of task types (see figure 5 ). 
Zones
The activity data stored by the RFID tracking system made it possible to analyse the utilisation of the zones (see figure 6 ). Table 10 shows the correlation coefficient between the predicted (USSU) usage of zones and the observed (RFID) usage; this result is significant at 0.05 level. The paired-samples t-test for the time percentage shows there were no significant differences between the predicted (USSU) and observed (RFID) usage of zones (see table 10 ). The results of the variability test (table 10) also indicate negligible differences between the USSU and RFID data with regard to the time percentage of zones.
Employees
Not only did the RFID tracking system store the amount of time an individual was in a specific zone, but it also stored the routes which were followed between the RFID zones. This meant that the data collected in the RFID experiment could also be used Table 11 shows the correlation coefficient between the USSU and RFID datasets in relation to the mean walking distance. The correlation coefficient was significant and indicated a strong link between the two datasets. The results of the paired-samples t-test for the mean walking distance performance criterion variable were significant (see table 11 ). Finally, the variability test also suggests only minor differences between the two datasets with regard to movement behaviour (see table 11 ).
Conclusions
Development of simulation models is meaningless if there is no way to validate their results. In this research project, with one exception, the validation of USSU showed that there were no significant differences between the predicted and observed activity behaviour. This is emphasised further by the fact that both statistical tests (Student's t-test combined with correlation coefficient and variability test) concur and point in the same direction. It is our belief that the conjoint simulation model and observation method development are the basis for these highly significant results. RFID technology provided an unobtrusive method of collecting data about human movement. Participants in the experiment only had to carry a small RFID tag, for instance in their wallet, and the RFID system automatically registered their movements using a number of strategically placed readers. The RFID system made it possible to track the movements of all participants across the floor and thereby collected data about the real movement behaviour of the participants. In spite of problems related to the RFID system (overlapping zones which caused tags to jump from one location to another) the experiment resulted in realistic data about the daily movement behaviour. A disadvantage of the RFID experiment is that it only delivers data about the utilisation of zones and the movement of employees between these zones. In order to thoroughly validate USSU data were needed at the level of the types of activities performed by participants. Due to the required level of detail with regard to activity data the most logical method of obtaining these data was through activity diaries, which were maintained by the participants themselves during a working day. Entering data for the daily activity diaries was made as simple, user friendly, and intuitive as possible by applying a purpose-built survey system. However, data entry was still rather obtrusive (that is, it asked for considerable effort from the respondents) and some postprocessing was also required. Despite these issues, the experiment resulted in reliable and detailed observed data about the human-activity behaviour of the participants.
The USSU model is generic for office organisations but needs detailed input for specific cases. Data are needed from the organisation about employment, job classification, organisational units, and time registration. Many organisations have such data in their human resource management system, but these data must be processed before they match the required format for USSU input. The building floor plan must be converted into a graph of abstract workplaces. In the case of existing organisations and buildings, USSU can be used to study human-activity behaviour for different combinations of organisation and building layout. In case of new organisations and buildings, a template of an organisation type and a standard floor plan of an office building can be used to find the best combination.
In its current form the USSU model has specific limitations. Firstly, activities are scheduled on a day-to-day basis. Consequently crossover effects between days are not covered by the model. Secondly, locations for activities are selected by calculating the shortest distance from the employees' workplace. Presumably an employee will exhibit a preference for certain locations, which will affect his or her movement behaviour. Thirdly, USSU does not allow for combinations of activities. Naturally people optimise their schedule in order to reduce the walking distance by making combinations of activities that are located close to each other. Finally, USSU does not induce accidental interactions between employees. In addition to planned interactions, people also meet in public places by coincidence.
The USSU system was validated by comparing the predicted movement patterns for the test-case organisation with the data collected for all participants in the POPI and RFID experiments. In other words, the validation focused on the goodness of fit between the predicted and observed behaviour of the whole test organisation. The USSU model parameters, namely the importance values of the scheduler modules (see table 1) proved to generate reliable results for the test case. Although the importance values are not office or organisation specific, more test cases are needed to prove that these values are generic. Almost no significant differences were observed between the predicted and observed activity behaviour, but this only holds true for the whole test-case organisation and does not rule out the possibility of large differences between the predicted and observed activity behaviour on an individual basis. Human-activity behaviour in office buildings is very complex and differs for each employee. A comparison of the predicted activity behaviour (USSU) with the observed activity behaviour (RFID and POPI) for each employee could result in considerable differences. For a complete overview of the reliability of the USSU predictions a sensitivity analysis is planned and will be reported on in the near future.
