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POSITIVE-DEFINITENESS AND INTEGRAL
REPRESENTATIONS FOR SPECIAL FUNCTIONS
J. BUESCU AND A. C. PAIXA˜O
Abstract. We characterize a holomorphic positive definite function f
defined on a horizontal strip of the complex plane as the Fourier-Laplace
transform of a unique exponentially finite measure on R. The classical
theorems of Bochner on positive definite functions and of Widder on
exponentially convex functions become special cases of this characteri-
zation: they are respectively the real and pure imaginary sections of the
complex integral representation. We apply this integral representation
to special cases, including the Γ, ζ and Bessel functions, and construct
explicitly the corresponding measures, thus providing new insight into
the nature of complex positive and co-positive definite functions: in the
case of the zeta function this process leads to a new proof of an integral
representation on the critical strip.
1. Introduction
This is an overview of some fundamental representations of positive def-
inite functions and their connections to regularity and extension properties
of these functions. In this paper we derive consequences of these connec-
tions for the characterization of complex variable positive definite functions
on horizontal strips of the complex plane. This point of view is used in §6
as a means to establish connections between the concepts of characteristic
function, moment generating function and complex positive definiteness.
The paper is structured as follows. The first section will be dedicated to
the presentation of basic definitions and relevant properties of the different
notions of positive definiteness involved in the subsequent discussion. The
conditions under which a complex variable positive definite function defined
on a general (horizontal or vertical) strip admits an integral transform rep-
resentation are next explored. This point of view is then applied to specific
cases, including the special functions Γ(z), ζ(z) and Bessel functions of the
first kind. As it turns out, Γ is alternately co-positive and co-negative def-
inite on neighbouring vertical strips of the complex plane, ζ is co-positive
definite on the semiplane |z|> 1, and the normalized Bessel functions are
co-positive definite on the entire complex plane. For these functions we
compute explicitly the exponentially finite measures relative to which the
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2 J. BUESCU AND A. C. PAIXA˜O
integral representation holds, and as a corollary we derive a new proof of a
known integral representation of the ζ function on the critical strip.
This paper is partly expository in nature. The main theorems have been
published elsewhere; proofs are omitted and, unless otherwise stated, may
be found in references [5, 6, 7, 8, 9, 10, 11, 12, 13] by the authors. The
results involving special functions, namely the Γ, ζ and Bessel functions, are
original.
2. Real variable positive definite functions
A brief review of the properties of real variable positive definite functions
relevant for our purposes will be performed below.
A function f : R→ C is positive definite if
n∑
k,l=1
f(xk − xl)ξk ξl ≥ 0 (2.1)
for every choice of x1, . . . xn ∈ R and ξ1, . . . , ξn ∈ C; that is, if every matrix
[f(xk − xl)]nk,l=1 is positive semidefinite.
Basic properties of positive definite functions include the following well-
known facts:
1. f(0) ≥ 0 and f(−x) = f(x) ∀x ∈ R,
2. |f(x)| ≤ f(0) ∀x ∈ R.
These follow immediately form (2.1) by consideration of order 1 and 2 matri-
ces; references to these properties may be found in [20], [22]. We stress that
these are purely algebraic properties that hold under the single hypothesis of
positive definiteness and for which no form of regularity is necessary. Under
the further hypothesis of continuity, positive definite functions satisfy the
following classical representation theorem.
Theorem 2.1 (Bochner). A continuous function f : R → C is positive
definite if and only if it is the Fourier transform of a unique, finite, non-
negative measure µ on R, that is
f(x) =
∫ +∞
−∞
eitx dµ(t). (2.2)
The Bochner representation (2.2) is often the most expedite way to prove
that a function is positive definite. Indeed, the most obvious class of posi-
tive definite functions are characteristic functions, which arise naturally in
probability theory as Fourier transforms of probability measures. Specific
examples follow immediately: functions like cos(ax), e−|x|, 1
1+x2
, e−x2 are
Fourier transforms of probability measures; consequently, from the Bochner
representation theorem, they are positive definite.
A first case of propagation of regularity concerns the consequences of
certain regularity assumptions for a real variable positive definite function
on a neighborhood of the origin.
Theorem 2.2. Let φ be a positive definite function. Suppose φ is of class
C2k on a neighborhood of the origin. Then φ is C2k(R).
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This is a folklore theorem for which several proofs exist. The classical
proof relies in standard properties of the Fourier transform and may be
found, for instance, in [16]. Constructive approaches based on the algebraic
properties arising directly from the definition may be may be found in [9]
or [13].
3. Holomorphic extensions
We next turn to an extension result which states that it is possible to
extend a real-analytic positive definite function as a holomorphic function
to a maximal horizontal strip of the complex plane. Priority seems difficult
to establish; for proofs see [19], [23, 4, 24]. A proof along different lines is
also supplied in [11].
Remark 3.1. Note that a function f : R → C is analytic in the open set
A ⊂ R if and only if there exists a complex function Θ of one complex
variable which is holomorphic on an open set S ⊂ C such that f(x) = Θ(x)
for all x ∈ A.
Definition 3.2. A horizontal strip on the complex plane is an open set of
the form
Sa,b = {z ∈ C : a < =(z) < b} for a, b ∈ R.
Analogously, a vertical strip on the complex plane is a set of the form
Ta,b = {z ∈ C : a < <(z) < b} for a, b ∈ R.
Theorem 3.3. Suppose f : R → C is a positive definite function which is
analytic in a neighborhood of the origin. Then f is analytic in R and there
exist α, β ∈ (0,+∞] such that f extends to a function which is holomorphic
in the horizontal strip S−α,β, with α and β maximal with respect to this
property. If α < ∞ (resp. β < ∞), then −iα (resp. iβ) is a singularity of
this extension, which may be defined on this strip by
f˜(z) =
∫ ∞
−∞
eizt dµ(t), −α < =(z) < β,
where µ is a finite non-negative measure on R.
Further reference to related results and generalizations may be found in
[12].
With a view to addressing another line of holomorphic extension results
with special significance to the contents of the next section, we now turn
our attention to real variable co-positive definite functions or, as they are
traditionally referred to, exponentially convex functions.
Definition 3.4. A function G : I → C, with I ⊂ R, is said to be co-positive
definite if, for every n ∈ N and every finite collection {xj}nj=1 such that
xk + xl ∈ I for all k, l,= 1, . . . , n we have
n∑
k,l=1
G(xk + xl)ξk ξl ≥ 0 (3.1)
for every finite collection {ξj}nj=1 ⊂ C.
4 J. BUESCU AND A. C. PAIXA˜O
Co-positive definite functions are most usually defined in the case where I
is an interval, in which case they are known in the literature as exponentially
convex functions. In the real-variable context, these functions have been
introduced by Bernstein in 1929 [3] and have since been studied by Widder
[29], Devinatz [14], [15] and other authors.
A number of properties may be established for co-positive definite func-
tions as a direct algebraic consequence of definition 3.4. Much more, how-
ever, can be said if we assume continuity of G in an open interval. Widder’s
theorem [29], which we rephrase in a more convenient form, asserts that the
co-positive definite function G admits the following integral representation.
Theorem 3.5. (Widder) Let I = (a, b). A function G : I → R may be
represented in the form
G(y) =
∫ +∞
−∞
e−yt dµI(t), y ∈ (a, b) (3.2)
where µI is a non-negative Lebesgue-Stieltjes measure, if and only if G is
continuous and co-positive definite on I.
From Theorem 3.5 we may deduce the following
Corollary 3.6. Suppose G(x) is a continuous co-positive definite function
on the interval I = (a, b). Then G has a holomorphic extension g(z) to the
vertical strip Ta,b defined by
g(z) =
∫ +∞
−∞
e−ztdµI(t) (3.3)
that is co-positive definite in Ta,b. Furthermore, we have
dn
dzn
G(z) =
∫ +∞
−∞
(−t)n e−ztdµI . (3.4)
The contents and interplay of theorems 3.3 and 3.5 may be viewed as
the natural motivation for the definition of positive and co-positive definite
functions of a complex variable. This is the main concern of the next sec-
tion, along with the study of corresponding consequences for the integral
representation of these functions.
4. Complex variable positive and co-positive definite functions
We begin with a short introduction to complex variable positive definite
functions. A more comprehensive discussion may be found in [10], [11].
Definition 4.1. A set S ⊂ C (resp. T ⊂ C) is called a codifference set
(resp. cosum set) if there exists a set Ω ⊂ C such that S may be written as
S = Ω− Ω ≡ {z ∈ C : ∃ z1, z2 ∈ Ω : z = z1 − z2},
resp.
T = Ω + Ω ≡ {z ∈ C : ∃ z1, z2 ∈ Ω : z = z1 + z2}.
We write S = codiff(Ω) (resp. T = cosum(Ω)).
Basic but very useful examples of codifference and cosum sets are, respec-
tively, horizontal and vertical strips Sa,b and Ta,b as in definition 3.2.
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Definition 4.2. Let Λ ⊂ C. A function f : Λ → C is said to be positive
definite in S ⊂ Λ (resp. co-positive definite in T ⊂ Λ) if, for every n ∈ N
and every finite collection {zj}nj=1 such that zk−zl ∈ S for all k, l = 1, . . . , n
(resp. zk + zl ∈ S for all k, l = 1, . . . , n), we have
n∑
k,l=1
f(zk − zl) ξk ξl ≥ 0,
resp.
n∑
k,l=1
f(zk + zl) ξk ξl ≥ 0,
for every collection {ξj}nj=1 ⊂ C, that is, if every matrix [f(zk − zl)]nk,l=1
(resp. [f(zk + zl)]
n
k,l=1 ) is positive semidefinite.
Remark 4.3. We observe that, for a positive definite function f on a hor-
izontal strip Sa,b, the real variable function Fy(x) = f(x + iy) for fixed
y ∈ (a, b) verifies the condition ∑nk,l=1 Fy(xk − xl) ξkξl ≥ 0 for every col-
lection {xj}nj=1 ⊂ R, every collection {ξj}nj=1 ⊂ C and every positive inte-
ger n, and is thus a positive definite real-variable function. On the other
hand, the function G(y) = f(iy), for y ∈ (a, b), satisfies the inequalities∑n
k,l=1G(xk + xl) ξkξl ≥ 0. We recognize this property as the real-variable
co-positive definiteness condition.
These definitions of cosum set and co-positive definite function are readily
seen to be closely related to those of codifference set and positive definite
function, respectively. More precisely, the following is true.
Proposition 4.4. We have:
(i) T ⊂ C is a cosum set if and only if S = iT is a codifference set.
(ii) f(z) is positive definite in a set S ⊂ C if and only if g(z) = f(iz) is
co-positive definite in T = −iS.
It is immediate to show that Sa,b is a horizontal strip if and only −i Ta,b is
a vertical strip. Note also that Definition 4.2 does not require any regularity
on the function f . Even in this context, a number of properties of positive
definite functions may be established as purely algebraic consequences of
definition 4.2, as the next proposition shows for positive definite functions.
Proposition 4.5. Let f be a positive definite function on a set S ⊂ C.
Then the following hold.
(1) If x, y ∈ R and ±x + iy ∈ S, then f(−x + iy) = f(x+ iy). In
particular, taking x = 0 implies that f(iy) is real and non-negative.
(2) If x, y, β ∈ R and ±x+ iy, i(y ± β) ∈ S, then
|f(x+ iy)|2≤ f(i(y − β))f(i(y + β)).
(3) If f is positive definite, then so is f .
(4) If f1, . . . , fn are positive definite functions and ci ≥ 0, then so is∑n
k=1 ckfk.
(5) If {fn}n∈N is a pointwise convergent sequence of positive definite
functions, then the limit f(z) = lim
n→∞ fn(z) is a positive definite func-
tion.
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(6) The product of positive definite functions is positive definite.
Corresponding properties for co-positive definite functions immediately
follow from proposition 4.4.
We close this section with a reference to non-trivial examples of functions
defined on strips of the complex plane satisfying some kind of positive or
negative definiteness condition. The following definition will be useful for
this purpose.
Definition 4.6. Let Λ ⊂ C. A function f : Λ→ C is said to be
i) negative definite in Λ if g = −f is positive definite in Λ;
ii) co-negative definite in Λ if g = −f is co-positive definite in Λ.
The following examples illustrate the richness of behaviour of complex-
variable positive definite functions.
Example 1. The function f(z) = 1
1+z2
is positive definite in the horizontal
strip S−1,1 and negative definite in the half-planes S−∞,−1 and S1,∞. Let j
and n be positive integers and define aj = j for j ≤ n, an+1 =∞. Since the
product of positive definite functions is positive definite, it follows that
fn(z) =
n∏
j=1
1
(1− i zaj )(1 + i zaj )
is positive definite in the central horizontal strip S−1,1, alternating between
negative and positive definite in neighboring horizontal strips Saj ,aj+1 and
S−aj+1,−aj for j = 1, . . . , n.
Figure 1. f(z) = 1
1+z2
is positive definite in the horizontal
strip S−1,1 and negative definite in the complementary half-
planes.
Example 2. The function f(z) = 1cosh(piz
2
) is positive definite in any horizontal
strip of the form S4n−1,4n+1 and negative definite in any horizontal strip
S4n+1,4n+3 for n ∈ Z. In fact, the well-known integral representation (see
e.g. [18])
f(z) =
1
cosh
(
piz
2
) = 1
pi
∫ ∞
−∞
1
cosh t
e−izt dt (4.1)
implies that it is positive definite on the strip S−1,1. It is not difficult to show
directly that f is negative definite on S1,3. Since f is periodic of period 4i,
it alternates between being positive definite on horizontal strips S4n−1,4n+1
and negative definite on horizontal strips S4n+1,4n+3.
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Figure 2. f(z) = 1cosh(piz
2
) is positive definite in the dark
horizontal strips and negative definite on the light horizontal
strips.
Example 3. The Γ function, defined by
Γ(z) =
∫ +∞
0
xz−1e−x dx
for <(z) > 0, is easily seen to satisfy definition 4.2, so it is co-positive definite
in that semi-plane. The Γ function has a simple pole at z = 0 and at every
negative integer. In each vertical strip T−n−1,−n, for integer n ≥ 0, the Γ
function satisfies the Cauchy-Saalschu¨tz formula (see e.g. [28], pg. 244)
Γ(z) =
∫ +∞
0
xz−1
(
e−x −
n∑
m=0
(−1)mx
m
m!
)
dx,
from which a simple calculation shows that it is co-negative definite on
the vertical strip T−1,0, alternating from co-negative definite to co-positive
definite and back in neighbouring vertical strips. Corresponding statements
are valid for positive-definiteness of Γ(−iz) on horizontal strips in view of
Proposition 4.4.
Figure 3. The Γ function is co-positive definite on the half-
plane <(z) > 0 and in the dark shaded vertical strips, and
co-negative definite on the light vertical strips.
Example 4. Consider the real-variable Bessel function of the first kind Jα(x).
For α > −12 the normalized Bessel function Jα(x) is defined by
Jα(x) = 2αΓ(α+ 1)x−αJα(x)
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extends to a real-analytic in R with Jα(0) = 1 by, see [1, 2, 21, 25]. This
function satisfies the integral representation
Jα(x) = 1
2α−1
√
piΓ(α+ 1/2)
∫ 1
0
(1− t2)α−1/2 cos(xt) dt,
see e.g. Watson [27]. This representation admits the natural extension to
the complex plane
Jα(z) = 1
2α−1
√
piΓ(α+ 1/2)
∫ 1
0
(1− t2)α−1/2 cos(zt) dt.
This integral may be rewritten in the form of a Fourier-Laplace transform
(see example 10), and application of theorem 5.5 below shows that Jα is an
entire complex-variable positive definite function. This implies, for integer
α ≥ 0, that
Jα(z) =
1
2αΓ(α+ 1)
zαJα(z)
defines an entire extension Jα to the complex plane. If α = 0, in particular,
we have J0(z) = J0(z) and conclude that J0 is an entire positive definite
function.
Example 5. Riemann’s zeta function ζ(z) is defined by ζ(z) =
∑∞
n=1
1
nz for
z ∈ T1,+∞. Each summand in the series 1nz = e−z lnn is co-positive definite
and therefore ζ(z) =
∑∞
n=1
1
nz is co-positive definite on the half-plane of
convergence T1,+∞ by Prop. 4.5. The zeta function is meromorphic and has
a unique simple pole at z = 1. However, in contrast to previous examples,
ζ(z) is neither co-positive definite nor co-negative definite in any open cosum
set in the half-plane T−∞,1 = {z ∈ C : <(z) < 1} since, otherwise, f would
be co-positive (resp. co-negative) definite on some open interval I ⊂ (−∞, 1)
(refer to [11] and use Prop. 4.4 to derive the relevant properties of cosum
sets). By Theorem 5.8 below, ζ(z) would necessarily be co-positive (resp.
co-negative) in the whole half-plane T−∞,1. The existence of the trivial zeros
of the zeta function would then imply, by the inequalities corresponding to
statement (2) in Proposition 4.5, that ζ(z) would vanish identically in the
whole half-plane T−∞,1, which is not the case.
Figure 4. The ζ function is co-positive definite on the half-
plane <(z) > 1. On the complementary half-plane it is nei-
ther co-positive nor co-negative definite.
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Example 6. Define the function
Z(z) = −ζ(z)
z
. (4.2)
It is not difficult to show that Z is co-negative definite on the half-plane
<(z) > 1, co-positive definite on the vertical strip 0 < <(z) < 1 and neither
co-positive neither co-negative on the half-plane <(z) < 0.
Figure 5. The Z function is co-negative definite on the half-
plane <(z) > 1 (light grey) and co-positive definite on the
critical strip 0 < <(z) < 1 (dark grey). On the half-plane
<(z) < 0 (white) it is neither co-positive nor co-negative
definite.
A full discussion of these properties of Z is deferred to example 13, where
the interest of introducing this function will become apparent.
5. Positive definite functions as Fourier-Laplace transforms
The concept of exponentially finite measure, which we now introduce, will
prove essential for what follows.
Definition 5.1. A non-negative measure µ is said to be exponentially finite
with respect to the (non-empty) interval I if
∫ +∞
−∞ e
−yt dµ(t) is finite for every
y ∈ I.
Remark 5.2. It is easily seen that an exponentially finite measure is a
Lebesgue-Stieltjes measure.
Under the hypothesis of holomorphy, the notions of positive and co-
positive definiteness reviewed in the previous sections may now be related
in the following way.
Theorem 5.3. Suppose f is a holomorphic complex function defined on
the horizontal strip Sa,b. Define Fy(x) = f(x + iy) for fixed y ∈ (a, b) and
x ∈ R, and G(y) = f(iy) for y ∈ (a, b). Then the following statements are
equivalent:
(1) f is a complex-variable positive definite function on Sa,b.
(2) There exists a non-negative Lebesgue-Stieltjes measure µ on R such
that
f(z) =
∫ +∞
−∞
eitz dµ(t) ∀z ∈ Sa,b.
(3) Fy(x) is a positive definite function of the real variable x for some
y ∈ (a, b).
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(4) There exists a non-negative finite measure µy on R such that
Fy(x) =
∫ +∞
−∞
eitx dµy(t) ∀x ∈ R
for some y ∈ (a, b).
(5) G(y) is a co-positive definite function of the real variable y on the
interval (a, b).
(6) There exists a non-negative Lebesgue-Stieltjes measure µI on R such
that
G(y) =
∫ +∞
−∞
e−yt dµI(t) ∀y ∈ (a, b).
Furthermore, in any of these conditions we also have:
(i) The measures µ = µI and µy are uniquely determined by the function
f .
(ii) µ = µI is exponentially finite with respect to I = (a, b) and µy is
exponentially finite with respect to (a− y, b− y).
(iii) All the functions f(z), Fy(x) and G(y) are infinitely differentiable
and may be differentiated under the integral sign in their respective
representations (2), (4) and (6).
Theorem 5.3 may be seen as a consequence of the interplay of theorems 3.3
and 3.5 (along with Corollary 3.6) which reveals, through consideration of
the complex variable setting, the precise joint significance of these individual
results.
We are now ready to present a characterization of holomorphic complex
variable positive definite functions on a horizontal strip. The next definition
will be useful for that purpose.
Definition 5.4. Let µ be a non-negative measure. We define the complex
variable function
f(z) =
∫ +∞
−∞
eizt dµ(t)
to be the Fourier-Laplace transform of µ, and denote it by f = FL(µ).
Theorem 5.5. A function f defined on a horizontal strip Sa,b is a holomor-
phic positive definite function if and only if it is the Fourier-Laplace trans-
form of an exponentially finite measure with respect to the interval I = (a, b).
Furthermore, the measure µ is uniquely determined by f .
5.1. Examples. In order to show how theorem 5.5 applies to positive and
negative definite functions, we now revisit some of the examples in section
4.
Example 7. Consider the case n = 1 in example (1), i.e., the holomorphic
function
f(z) =
1
1 + z2
=
1
(1 + iz)(1− iz) =
1
2
(
1
1− iz +
1
1 + iz
)
. (5.1)
Define fc(z) = − 1c+iz for =(z) 6= c. Define also
σrc (t) =
{
0 if t < 0
ect if t ≥ 0 , σ
l
c(t) =
{
ect if t < 0
0 if t ≥ 0 ,
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and consider the non-negative Lebesgue-Stieltjes measures defined by
µrc(]a, b]) =
∫ b
a
σrc (t) dt, µ
l
c(]a, b]) =
∫ b
a
σlc(t) dt.
It is easily shown that µrc (resp. µ
l
c) is exponentially finite with respect to
]c,+∞[ (resp. ]−∞, c[). The Fourier-Laplace transforms of these measures
may be used to represent fc(z) in the following way:
fc(z) =
1
c+ iz
=
{
− ∫ +∞−∞ eizt dµrc(t) = −FL(µrc) if =(z) > c∫ +∞
−∞ e
izt dµlc(t) = FL(µlc) if =(z) < c
(5.2)
Hence fc(z) is negative definite on Sc,+∞ and positive definite on S−∞,c.
Observe that −fc(z) has the exact opposite behaviour on these semiplanes.
Now, according to identity (5.1), we may write f(z) = 12(f1(z)− f−1(z)).
By choosing the appropriate equalities and values of c in (5.2), we obtain
the following representation for f .
i) if z ∈ S1,+∞,
f(z) =
1
2
(−FL(µr1) + FL(µr−1)) = 12FL(−µr1 + µr−1).
Writing µ1,+∞ = 12(−µr1 +µr−1) and σ1,+∞ = 12(−σr1 +σr−1), we have
that f(z) = FL(µ1,+∞), where
σ1,+∞ =
{
0 if t < 0
− sinh(t) if t ≥ 0
is the density function associated with µ1,+∞, and we conclude that
f is negative definite in S1,+∞.
ii) if z ∈ S−1,1,
f(z) =
1
2
(
FL(µl1) + FL(µr−1)
)
=
1
2
FL(µl1 + µr−1).
Writing µ−1,1 = 12(µ
l
1 + µ
r−1) and σ−1,1 =
1
2(σ
l
1 + σ
r−1), we have
f(z) = FL(µ−1,1), where
σ−1,1 =
{
et if t < 0
e−t if t ≥ 0
is the density function associated with µ−1,1, and we conclude that
f is positive definite in S−1,1.
iii) if z ∈ S−∞,−1,
f(z) =
1
2
(
FL(µl1)−FL(µl−1)
)
=
1
2
FL(µl1 − µl−1).
Writing µ−∞,−1 = 12(µ
l
1 − µl−1) and σ−∞,−1 = 12(σl1 − σl−1), we now
have f(z) = FL(µ−∞,−1), where
σ−∞,−1 =
{
sinh(t) if t < 0
0 if t ≥ 0
is the density function associated with µ−∞,−1, and we conclude that
f is negative definite in S−∞,−1.
12 J. BUESCU AND A. C. PAIXA˜O
Notice that the measures representing f on each of these sets are expo-
nentially finite with respect to the intervals ]1,+∞[, ]− 1, 1[ and ]−∞,−1[,
respectively.
Example 8. Consider the function f(z) = 1
cosh(piz2 )
as defined in example
2. From the identity (4.1) we may conclude that f(z) = FL(µ0) in S−1,1,
where µ0 is the exponentially finite measure with respect to ]−1, 1[ associated
with the density function σ0(t) =
1
pi cosh t . Observing that, for each n ∈ Z,
f(z + (2 + 4n)i) = −f(z) and f(z + 4ni) = f(z), by using the appropriate
change of variable we may conclude from (4.1) that:
i) f(z) = FL(µ2+4n) for z ∈ S1+4n,3+4n associated with the density
function σ2+4n(t) = − e(2+4n)tpi cosh t , n ∈ Z;
ii) f(z) = FL(µ4n) for z ∈ S−1+4n,1+4n, where µ4n is the non-negative
exponentially finite measure with respect to the interval ]−1+4n, 1+
4n[ associated with the density function σ4n(t) =
e−4nt
pi cosh t , n ∈ Z.
Example 9. Consider the Γ function, as defined in example 3. Notice that,
for <(z) > 0, it may be written in the form
Γ(z) =
∫ ∞
0
ez lnx
e−x
x
dx.
Performing the change of variable t = − lnx we may write
Γ(z) =
∫ −∞
+∞
e−zt
e−e−t
e−t
(−e−t) dt =
∫ +∞
−∞
e−zt e−e
−t
dt.
Observe that Γ(−iz) = ∫ +∞−∞ eizt e−e−t dt is, according to theorem 5.5, the
positive definite holomorphic function on S0,+∞ associated with the measure
µ0 such that dµ0(t) = e
−e−t dt. Then, in view of proposition 4.4 , Γ(z) is
co-positive definite on T0,+∞.
For each integer n ≥ 0 and each vertical strip T−n−1,−n we may rewrite
the expression in example 3 in the form
Γ(z) =
∫ ∞
0
ez lnx
(∑∞
m=n+1
(−1)m
m! x
m
)
x
dx
Using once again the change of variables t = − lnx we obtain, on each
vertical strip T−n−1,−n,
Γ(z) =
∫ +∞
−∞
e−zt
( ∞∑
m=n+1
(−1)m
m!
e−mt
)
dt.
Reasoning as in the first case, we conclude that Γ(z) is a co-positive or co-
negative definite function on each of the vertical strips T−n−1,−n associated,
for n ≥ 0, with measures µn+1 such that dµn+1(t)=
(∑∞
m=n+1
(−1)m
m! e
−mt
)
dt.
Each of these measures is exponentially finite with respect to the interval
]−n−1,−n[. Their respective signs are determined by the sign of the factor
(−1)n+1 corresponding to the first term of the nth order tail of the series
expansion of ex.
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Example 10. Consider the normalized Bessel function Jα defined in example
4. Observe that, for z ∈ C, its integral representation may be written in the
form
Jα(z) =
∫ 1
−1
1
2α
√
piΓ(α+ 1/2)
(1− t2)α−1/2 eizt dt
=
∫ +∞
−∞
σJα(t) e
izt dt
where
σJα(t) =
{
(1−t2)α−1/2
2α
√
piΓ(α+1/2)
if −1 ≤ t ≤ 1
0 otherwise.
Notice that σJα is the density function of a non-negative measure µJα Since
σJα has compact support, µJα is exponentially finite with respect to the
interval ]−∞,+∞[ and the corresponding Fourier-Laplace integral
Jα(z) =
∫ +∞
−∞
eiztdµJα(t)
represents, by theorem 5.5, an entire positive definite function. Since, in the
special case α = 0, we have J0(z) ≡ J0(z), we derive the same conclusion
for the Bessel function J0(z). Notice that, in this case, we have
J0(z) = FL(µJ0)
where µJ0 admits the density function
σJ0(t) =
{ 1
pi
√
1−t2 if −1 ≤ t ≤ 1
0 otherwise.
Example 11. Recall from example 5 that the Riemann ζ function is co-
positive definite on the half-plane T1,+∞, where it is defined by ζ(z) =∑
n≥1
1
nz . Hence, according to theorem 5.5 and proposition 4.4, the ζ func-
tion is associated with a non-negative measure µ which is exponentially finite
with respect to the interval ]1,+∞[. We can identify this unique measure
by defining h(t) =
{
0 if t < 0
1 if t ≥ 0 and H(t) =
∑∞
n=1 h(t − lnn) since, by
writing µ(]a, b]) = H(b)−H(a) and observing that h′(t) = δ(t) in the sense
of distributions, we have:
FL(µ)(iz) =
∫ +∞
−∞
e−zt dµ(t) =
∫ +∞
−∞
e−ztH ′(t) dt
=
∫ +∞
−∞
e−zt
∞∑
n=1
δ(t− lnn) dt =
∫ +∞
−∞
∞∑
n=1
e−zt δ(t− lnn) dt
=
∞∑
n=1
e−z lnn
= ζ(z).
We thus conclude that H(t) is the distribution function for the measure
µ whose corresponding density function is σ(t) =
∑∞
n=1 δ(t− lnn).
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Example 12. We now consider an interesting analytic extension of the inte-
gral representation of the ζ function obtained in example 11 to the half-plane
R(z) > 0. Integrating by parts we have, for R(z) > 1,
ζ(z) =
∫ +∞
−∞
H ′(t)e−ztdt (5.3)
=
[
H(t)e−zt
]+∞
−∞ −
∫ +∞
−∞
H(t)(−z)e−ztdt (5.4)
= z
∫ +∞
0
H(t)e−ztdt. (5.5)
Observing that z
∫ +∞
0 e
(1−z)tdt = zz−1 for R(z) > 1, we derive from (5.3)
that
ζ(z) =
z
z − 1 − z
∫ +∞
0
(et −H(t))e−ztdt.
We denote as usual by {.} the fractional part of a real number and observe
that et −H(t) = et − [et] = {et} is the fractional part of et. Defining
σU (t) =
{ {et} if t ≥ 0
0 otherwise
we have
ζ(z) =
z
z − 1 − zU(z) (5.6)
U(z) =
∫ +∞
−∞
σU (t)e−ztdt.
Since {et} is bounded, we conclude that σU (t) is the density function as-
sociated with a non-negative measure µU which is exponentially finite with
respect to the interval ]0,+∞[. Hence U(z) ≡ FL(µU ) is a holomorphic
co-positive definite function on the half-plane R(z) > 0 and, by definition of
ζ(z), the meromorphic right hand side of (5.7) coincides, on this set, with
ζ(z).
Example 13. Recall the function Z = −ζ(z)/z defined by (4.2) in example
6. According to (5.6), we have
Z(z) = 1
1− z + U(z) for R(z) > 0. (5.7)
Recalling the definitions of σl1 and σ
r
1 in example 7, and replacing z with iz
in formula (5.2), we obtain
1
1− z =
∫ +∞
−∞
σl1(t)e
−ztdt for R(z) < 1,
1
1− z = −
∫ +∞
−∞
σr1(t)e
−ztdt for R(z) > 1.
From (5.6) we derive:
Z(z) =
∫ +∞
−∞
(
σl1(t) + σU (t)
)
e−ztdt =
∫ +∞
−∞
σlZ(t)e
−ztdt for 0 < R(z) < 1
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where σlZ(t) = e
t −H(t) = {et}, and
Z(z) =
∫ +∞
−∞
(−σr1(t) + σU (t)) e−ztdt =
∫ +∞
−∞
σrZ(t)e
−ztdt for R(z) > 1,
where σrZ(t) = −H(t).
Hence we conclude that Z(z) is a holomorphic co-positive definite function
on the vertical strip 0 < R(z) < 1 and a holomorphic co-definite negative
function on the half-plane R(z) > 1. Accordingly, the non-negative mea-
sure µlZ (resp. µ
r
Z) associated with the density function σ
l
Z (resp. σ
r
Z) is
exponentially finite with respect to the interval ]0, 1[ (resp. ]1,+∞[).
Notice the interesting fact that the zeros of ζ(z) and Z(z) coincide. Hence
we conclude, using the arguments in example 5 that Z is neither co-positive
nor co-negative definite in any cosum set contained in the half-plane R(z) <
0.
Remark 5.6. We remark that example 13 proves the following integral rep-
resentation for the ζ function on the critical strip:
ζ(z) = −z
∫ +∞
−∞
{et}e−ztdt, 0 < <(z) < 1. (5.8)
A change of variable leads to the integral representation
ζ(z) = −z
∫ +∞
0
tz−1{1/t}dt, 0 < <(z) < 1, (5.9)
a more usual of several equivalent forms in which it appears in the liter-
ature (see e.g. Titchmarsh [26], pg. 15).
We close this section with two results on regularity extension whose proofs
may be set in the context of integral representations; see theorems 2.11 and
2.13 in [12]. A different, constructive approach via holomorphic reproducing
kernels may be found in [13] but will not be addressed in this paper.
In the case of real variable positive definite functions, analyticity in a
neighborhood of the origin is known to imply analyticity in R (see Theorem
3.3). The next result may be seen as a complex variable counterpart of this
property.
Theorem 5.7. Let f : Sa,b → C be a positive definite function on the
horizontal strip Sa,b. If f is holomorphic on some open neighborhood Ω
of Γ = {iy ∈ C : a < y < b}, then f is holomorphic in Sa,b and is the
Fourier-Laplace transform of a unique exponentially finite measure µ.
Consequences of the results in the previous sections for the properties of
meromorphic functions under a minimal condition of positive definiteness
are the concern of our next result.
Theorem 5.8. Let f be meromorphic in C and suppose f(iy) = G(y) is co-
positive definite for y ∈ I = (a, b), with a, b ∈ R. Then f is a holomorphic
positive definite function on the maximal horizontal strip Sc,d containing Sa,b
such that ic and id are poles of f whenever c or d are finite, respectively.
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6. Moments, moment-generating functions and characteristic
functions
Suppose f is holomorphic and positive definite on the horizontal strip
Sa,b. Then, according to Theorem 5.5, we have
f(z) =
∫ +∞
−∞
eizt dµ(t) (6.1)
for a unique non-negative exponentially finite measure with respect to I =
(a, b). For each y ∈ I, define Myn =
∫ +∞
−∞ t
n dµy(t), where µy is the finite
measure defined by
µy(E) =
∫
E
e−yt dµ(t). (6.2)
We call Myn the nth moment of the measure µy. Notice that f
(n)(z) =
in
∫ +∞
−∞ t
neizt dµ(t) and f (n)(iy) = in
∫ +∞
−∞ t
ne−yt dµ(t) = inMyn . Observe
that, by Theorem 5.3, these integrals always exist for y ∈ I.
Defining hy(x) = f(z) for z = x+ iy and y ∈ (a, b), we may also write
hy(x) = Fy(x) =
∫ +∞
−∞
eixte−ytdµ(t) =
∫ +∞
−∞
eixt dµy(t). (6.3)
The function hy is the so-called characteristic function for the finite measure
µy. Notice that
h(n)y (x) = i
n
∫ +∞
−∞
tneixt dµy(t)
and consequently
h(n)y (0) = i
n
∫ +∞
−∞
tn dµy(t) = i
nMyn .
Finally, define gy(u) = G(y−u) = f(i(y−u)) for y ∈ (a, b) and y−u ∈ (a, b).
Then
gy(u) =
∫ +∞
−∞
e(−y+u)t dµ(t) =
∫ +∞
−∞
eut dµy(t). (6.4)
Now
g(n)y (u) =
∫ +∞
−∞
tneut dµy(t)
and therefore
g(n)y (0) =
∫ +∞
−∞
tn dµy(t) = M
y
n .
The function gy is the so-called moment generating function for the finite
measure µy. Hence we may generally write
Myn = i
nf (n)(iy) = inh(n)y (0) = g
(n)
y (0).
A special case arises when y = 0 ∈ (a, b) = I. Writing µ = µ0 and
h = h0 (6.3) becomes the usual definition of the characteristic function
for the finite measure µ, h(x) =
∫ +∞
−∞ e
ixtdµ(t). From (6.4), on the other
hand, we obtain g(u) = g0(u) =
∫ +∞
−∞ e
utdµ(t), and g(u) identifies with the
moment generating function for µ. In the case where µ is a probability
measure (i.e. a normalized finite measure) we recover the standard context
in which these notions have originally been defined. We may use the previous
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discussions on complex variable positive definite functions to shed new light
on the questions of existence and regularity of the characteristic and moment
generating functions associated with a finite measure µ.
Theorem 6.1. Suppose µ is a non-negative measure. Then the following
statements are equivalent:
(1) µ is exponentially finite with respect to some open interval containing
the origin.
(2) µ admits a characteristic function h which is analytic at the origin.
(3) µ admits a moment generating function g which is defined on some
open interval containing the origin.
Example 14. Recall from examples 5 and 11 that the Riemann Zeta function
is co-positive definite on the semiplane T1,+∞ with the integral representa-
tion ζ(z) = FL(µ)(iz), where dµ(t) = σ(t) dt and σ(t) = ∑∞n=1 δ(t − lnn).
Hence f(z) = ζ(−iz) = ∑∞n=1 niz is the positive definite function defined
on S1,+∞ associated with µ. According to the above definitions, the density
function for the finite measure µy is
σy(t) =
∞∑
n=1
e−ytδ(t− lnn) =
∞∑
n=1
n−yδ(t− lnn).
The characteristic function is hy(x) = f(x + iy) =
∑∞
n=1 n
ix−y and the
moment generating function is gy(u) = f(i(y − u)) =
∑∞
n=1 n
u−y. For the
moments of order k we find the expression
Myk =
∫ +∞
−∞
tk dµy(t) =
∫ +∞
−∞
tk
∞∑
n=1
n−yδ(t− lnn) dt
=
∞∑
n=1
n−y lnk n. (6.5)
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