Abstract: Infrared thermography can be used as a pre-, intra-and post-operative imaging technique during medical treatment of patients. Modern infrared thermal cameras are capable of acquiring images with a high sensitivity of 10 mK and beyond. They provide a planar image of an examined 3D object in which this high sensitivity is only reached within a plane perpendicular to the camera axis and defined by the focus of the lens. Out of focus planes are blurred and temperature values are inaccurate. A new 3D infrared thermography system is built by combining a thermal camera with a depth camera. Multiple images at varying focal planes are acquired with the infrared camera using a motorized system. The sharp regions of individual images are projected onto the 3D object's surface obtained by the depth camera. The system evaluation showed that deviation between measured temperature values and a ground truth is reduced with our system.
Introduction
Infrared thermography was introduced in the medical area already in the 1960s [1] . It is employed for diagnosis and monitoring of diseases involving temperature differences. Some applications are the detection of tumors [2, 3] or the monitoring of cardiovascular diseases [4, 5] . Moreover, because acquisition of data is performed contactless, thermography was brought in surgery for pre-operative planning, as intra-operative assistance tool and for postoperative monitoring of surgical outcome. Applications were mostly reported in neurosurgery [6] [7] [8] and in plastic surgery [9, 10] . Furthermore, since body temperature is correlated with tissue perfusion, identification and monitoring of skin transplants can be performed with this imaging technique [11, 12] .
Recent technical developments apply thermal imaging onto 3D scenes for visualization purposes [13] . This technique was presented for medical applications too [14] [15] [16] . However, thermal cameras possess a very small depth of field, especially at small distances between camera and object [17] . Soldan [18] extended the depth of field by combining multiple thermal images of the same scene acquired with varying focuses. The optimal focus for an object is chosen by selecting a focus measure function (FMF). The FMF yields a minimum or maximum value at optimum. But good results require selecting an optimal FMF and it's parameters for a given scene.
To overcome this disadvantage we combined an infrared thermal camera and a depth camera. The latter records a 3D surface of the examined object. Multiple thermal images of the scene are acquired with the infrared camera at varying focus settings. The optimal measurement is selected as a function of it's depth in the 3D scene. Sharp parts of each thermal image are projected on the 3D object surface in order to reconstruct a sharp 3D thermal scene. An automatic focus control system was implemented with the future goal to use the device in the operating room.
3D thermographic imaging system
Then imaging system consisting of an infrared thermal camera Optris PI450 and a Microsoft Kinect V2, providing depth and visual information ( The thermographic imaging system consists of a thermal camera and depth camera. A motor focus for the thermal camera allows for automatic image acquisition at different focal planes. A computer system processes the data.
camera with a drive for focus control. The hardware consists of a gear motor with a rotary encoder for position measurement which is controlled by an Arduino board. A firmware was developed providing basic functions for referencing the focus as well as getting and setting the focus position. A software developed by us retrieves the temperature information and a depth image via provided vendor software. The thermal images are acquired using the Optris PI Connect which supplies the data for the inter-process communication via a dynamic link library. The Kinect for Windows SDK is used to acquire the depth and RGB images from the Kinect camera. After reconstructing the all-infocus image, the 3D scene with applied thermal image mapping is rendered using the Kinect Fusion API.
Calibration of the system components
The components of the 3D thermographic imaging system must be calibrated in order to combine the different imaging modalities. The calibration process is described in detail in the following sections.
Calibration of the focus
Changing the focus of the thermal camera defines which objects at a certain distance to the camera will be displayed sharply. For automating the image acquisition process, the dependency between focus setting and the focal plane needs to be known. Therefore, the focus was referenced (zero position) by driving it to its end position. Following, the characteristic curve was determined by incrementally setting the focus and measuring the corresponding focal plane. The measurement was done by moving a checkerboard until it was displayed sharply and reading the corresponding object distance from the depth image.
Camera calibration
To be able to combine the spatial data of the depth camera and the temperature data of the thermal camera, the optical intrinsic (lens specific) and extrinsic parameters of the components must be calculated. For this process a known geometric pattern that is visible in both image modalities is needed. We used a checkerboard pattern which had alternating tiles removed (Figure 2 ). The removed tiles were clearly visible in both the depth and thermal image. Firstly, the intrinsic parameters of the thermal camera were calculated. The intrinsic parameters of the depth camera are stored in its firmware. Secondly, the extrinsic parameters describing the spatial relation between the cameras were obtained. Using the resulting transformation matrix, the thermal image can projected onto the 3D scene retrieved by the depth camera.
Depth scanning
To improve the image quality, sharp parts of multiple thermal images are combined to an overall sharp image. Therefore, images at multiple focal planes are acquired. Points of the 3D surface acquired with the depth camera become the temperature value in the corresponding thermal image obtained using the transformation between thermal and depth images.
System evaluation
To evaluate the system an object which is visible in the depth and thermal data was constructed. We mounted LED stripes into grids onto a plane board. Three boards were positioned to focal planes at a distances of 500, 1000, 1500 mm. Each board contained 120 LEDs.
The current flowing through the LEDs causes heating which was used to evaluate the image quality. If the plane containing the LEDs is out of focus it gets blurred. This blurring leads to a reduced temperature of the LED measured in the thermal image. The LEDs were heated for half an hour to reach a steady state. Then a manually focused thermal image of each board was acquired. These images were used as a ground truth. Secondly, our system reconstructed an overall sharp image using depth scanning (Figure 3) . We calculated the temperature difference between the ground truth and our algorithm. If the correct focus setting corresponding to the thermal pixel was selected the temperature difference is expected to be zero. The depth scanning algorithm was compared to an image with the focus set to the middle board.
Results
When using depth scanning, the temperature deviation due to blurring is reduced ( Table 1 ). The biggest improvement was achieved at near distance to the object. At far distances the negative effects of the small field of depth have less impact.
Discussion and conclusion
We showed that reconstructing an all-in-focus thermal image improves the image quality and therefor the accuracy of the temperature measurement. The temperature deviation induced by blurring was reduced but was still up to 2.45 K. Remaining errors may be caused by the rather simple model used for the camera calibration. Adjusting the focus causes a change in the focal length parameter which was assumed fix. This dependency needs to be added to the calibration process.
[18] improved the image quality by calculating an allin-focus thermal image by applying algorithms developed for visual images. This process requires adjusting parameters depending on the scene. By using a depth camera no parameters need to be adjusted, but more hardware is needed and the calibration process is more complex.
Further evaluation of the imaging system is needed to assess the impact on the image quality in medical use cases. 
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