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ABSTRACT
THE AFFECTIVE PERCEPTUAL MODEL
by
Jadin Tredup
Pushkin Kachroo, Examination Committee Chair
Professor of Electrical Engineering
University of Nevada, Las Vegas
Methods for prolonged compassionate care for persons with Profound Intellectual and
Multiple Disabilities (PIMD) require a rotating cast of import people in the subjects life
in order to facilitate interaction with the external environment. As subjects continue to
age, dependency on these people increases with complexity of communications while the
quality of communication decreases. It is theorized that a machine learning (ML) system
could replicate the attuning process and replace these people to promote independence.
This thesis extends this idea to develop a conceptual and formal model and system
prototype. The main contributions of this thesis are: (1) proposal of a conceptual and
formal model for using machine learning to attune to unique communications from
subjects with PIMD, (2) implementation of the system with both hardware and software
components, and (3) modeling affect recognition in individuals based on the sensors from
the hardware implementation.
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CHAPTER 1
INTRODUCTION
There is a growing need of enhanced care for people with Profound Intellectual and
Multiple Disabilities (PIMD) based on their limited abilities to communicate independently.
Limited to nonverbal and non-symbolic methods of communication, PIMD requires effected persons to have caretakers and family members learn about their unique methods
of communicating their needs [1], [2]. Quality of Life (QoL) and Family Quality of Life
(FQoL) are strained by the constant need for a responsible family member or caretaker to
be present in vital situations, as well as the ﬁnancial burden of healthcare [3]. The medical
care persons with PIMD receive may sometimes be inadequate due to the vital role their
caretakers and family members play when communicating with medical professionals
and the information lost in communication in general [4]. This is reﬂected in trends in
life expectancy. Although the expectancy for people with intellectual disabilities has
trended towards the average, the expectancy for PIMD has not due to the the severity
and comorbidity of disabilities present [5]. In all cases, as the subject ages and their needs
become more complex, there is a growing disparity between what it is they are trying to
communicate and how much is understood and conveyed to those around them [6], [7].
Adapting and regulating communications during an interaction is a learning process
performed by both the person with PIMD and their interaction partner. For someone to act
as a proverbial translator for a subject, this process, known as Attuning, is a constant and
must be continued even after a general understanding is attained [1], [2]. The attuning
process is unique to each case of PIMD and having family members and designated care
takers attune to these cases is a traditional approach to a person-centred problem [8].
Always relying on the attuned communicator supports dependency while also being based
1

on the available facilities. Table 1.1 shows qualities and differences of traditional care
approaches and person-centred principles from [8]. To change the effectiveness of care,
there should be an emphasis on person-centred principles such as empowerment and
maximizing quality of life. Thus there is a present need for innovations that allow for a
greater level of understanding while simultaneously promoting independence.
Table 1.1: Comparison of tradition and person-centered care from [8]
Traditional care approach
Person-centred care principles
Problem based
Plays to individual strengths
Focus on deﬁcits
Aims to maximize quality of life
Based on facilities
Based in community
Episodic in nature
Empowers individuals
Reactive to Emergencies Relies on prevention and early intervention
Supports Dependency
Encourages collaboration

This thesis theorizes that the roll of the attuned communicator can be replaced by
a system of physiological sensors and Machine Learning (ML) algorithms. With the
limitations and information loss associated with nonverbal and non-symbolic methods
of communication, it is believed that various biological processes which exist beyond
cognitive control can provide a deeper understanding than methods available to human
communicators.

OVERVIEW
This thesis is proposing a system, called the Affective-Perceptual Model for developing
machine learning systems to enhance communications and subsequently the quality of life
for persons with PIMD. Conceptually the model consists of two components: an affective
component which is centered on sensing and detecting phenomena present in the subjects
physiological signals and the perceptual component performs the same tasks in respect to
the environment. The central hypothesis is that a machine intelligence system which can
2

accurately bridge a subjects affect and perception can aid in their ability to be understood
by the general population, independent of an attuned communicator. This hypothesis is
left open ended in this thesis as the studies performed only begin to scratch the surface of
machine intelligence for aiding PIMD. It will however be used as the guiding principal for
future studies, discussed later.
Chapter 2 consists of an explanation of background concepts which lead to this model.
Developing a system for people with PIMD requires knowledge about how these people
are affected in their day-to-day functioning from their various disabilities. The background
section on PIMD goes on to discuss previous research on the communication process both
in theory and in practice via a case study. Following the discussion on PIMD, there is a
description and overview of relevant machine learning topics which are the basis of the
model.
Chapter 3 proposes the "Affective Perceptual Model," a framework for designing
machine intelligence systems to enhance communications with persons with PIMD. It
begins with the conceptual model, which draws inspiration from the attuning process
discussed in Chapter 2 to perform and address needs assessment on the requirements of the
system. The conceptual model is extended into a formal model by creating a reinforcement
learning problem analogous to the attuning process based on the notions of being reliant
on person-centred feedback. Chapter 3 is closed with a basic prototype of the system with
both hardware and software components to be used in future research.
Chapter 4 covers an experiment which serves two purposes: (1) to begin development
a solution to one of the machine learning problems from Chapter 3 based on parallels
from studies on healthy subjects (persons without PIMD) and (2) to justify aspects of the
proposed model and its hardware implementation. Chapter 5 discusses the results from
the experiment performed in Chapter 4 and follows it up with an explanation of the
limitations for the study.
Finally, Chapter 6 concludes the thesis with a discussion on the implications of the
3

experiment towards PIMD. Development of this system will be continued under the Howe
Foundation PhD Fellowship for Biomedical Engineering starting in Fall 2019 and so the
last section in Chapter 6 will be dedicated to outlining the future work to be done as part
of the fellowship and how the problems will be approached.

4

CHAPTER 2
BACKGROUND
Persons with Profound Intellectual and Multiple Disabilities (PIMD) are characterized
by impaired cognitive functioning, motor skills, and nonverbal means of communication.
While all intellectual disabilities have a lasting effect on communication channels to
varying degrees. Autism Spectrum Disorder, for example, can range from high-functioning
Aspberger’s syndrome to cases where the person is completely nonverbal. Support for
these intellectual disabilities is only made more difﬁcult by co-morbidity with other
disabilities which have compounding effects on one another [3]. Patients rely on their
families, caretakers, and other important ﬁgures in their lives to help them communicate
their wants and needs to ensure a decent quality of life [1]. Research indicates however, that
as these subjects age and their needs become more complex there is a growing disparity
between what the subject is trying to communicate and what the people closest in their
lives are able to attend to [6]. Reliance on individuals to help communicate can result in
periods of less effective communication than other as a result of changes in the attuned
communicators lives. For example, professionals at patient care facilities and teachers
may move on to new jobs or family members may have their own responsibilities which
take away from their availability. To reduce these periods of less effective communication,
reliance on speciﬁc individuals for effective communication should be minimized, which
this thesis is proposing can be done by a machine intelligence system. In order to model
a system for this task, this section will discuss how people learn to adapt to each others
unique communication habits, independent of a speciﬁc mode of communication, called
the Theory of Attuning. A case study will then be used to demonstrate how the theory
relates to subjects with PIMD. The next two sections will cover basic Machine learning
5
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Figure 2.1: An example of how level of effective communication can be affected over
time by attuned communicators leaving the subjects life. These events occur at 8, 20,
and 38 years. As the subjects age, their communication methods become more complex
and so anytime a communicator leaves their life, there is an even more dramatic loss of
effectiveness. At later stages, the time it takes to recuperate lost effective communication
increases [5], [7].

theory and relevant applications, followed by a section speciﬁcally about Reinforcement
Learning and its applications in cognitive neuroscience. Finally, the chapter concludes
with a discussion on recent research related to language generation and communication
studies of PIMD.

THE THEORY OF ATTUNING
"Attuning" is a name given to the process by which two individuals regulate their
communications with each other. It is described as "a process whereby communication
partners move symmetrically or asymmetrically towards or away from each other cognitively and emotionally" [2] and is applicable to understanding interactions between any
two people, not just those with PIMD. It is particularly relevant for the case of persons with
PIMD however, because it provides a theoretical framework for describing the adaptive
communication process without relying on any speciﬁc channels of communication. The
6

inter-subject variability in persons with PIMD means that when starting with each new
subject, the degree of functionality for each channel of communication is unknown and
different. Thus it is necessary to utilize a model which does not rely on any one speciﬁc
channel, e.g. speech.

Figure 2.2: The theory of attuning from [2]

The attuning process shown in Figure 2.2 consists of seven related components: setting,
being, stimulus, attention, action, engagement, and attuning. The setting of the interaction
has an inﬂuence on each individuals state of mind, or their being, which subsequently
inﬂuences what message, or stimulus, they display. If the displayed message is attended
to by the communication partner they may respond or become engaged in some manner
which is dictated by the attuning process [2]. The theory deﬁnes the level of attuning as
a two-dimensional categorical tuple with the x-axis representing the level of cooperation
and the y-axis representing empathy. Cooperation is measured ranging from refusal on the
negative end and dual attuning on the positive end whereas empathy is measured from
7

screaming on the negative end to harmony on the positive end [2]. The orientation of the
cooperation axis in Figure 2.2 is reversed from the referenced literature to follow standard
mathematical conventions.
The attuning process produces a few people within the subjects life they are close to
which can communicate effectively with the subject. As long as they are present the nonverbal person has a chance at having their needs met more effectively. Unfortunately, this
makes a portion of the persons quality of life dependent on these attuned communicators,
shown in Figure 2.3. These attuned communicators functional as a proverbial translator
for each unique subject and in order to develop a system which provides their subjects
with higher independent functionalities, the attuned communicators can provide helpful
information about how the attuning process is explicitly performed for their respective
subjects. A case study was done on a subject, Peter, and the attuned communicators in his
life to determine what aspects are most important during the attuning process [1].

Figure 2.3: A caretaker who is attuned to the subject helps to bridge the communication
gap.

CASE STUDY
Peter was diagnosed at a young age with Lissencephaly, a rare brain disorder which
smooths portions of the brains surface and signiﬁcantly hinders childhood development to
8

varying extents depending on the severity of brain malformation. In Peters case, his bodily
functions are so restricted that he requires a tracheotomy to breathe and a gastrostomy for
food and drinks. Due to how limited his motor functions are, Peter relies entirely on those
close to him to assess his needs. The author of the study determined there were two steps
to validating the interpretation of Peters behaviors. The author’s ﬁrst step was to identify
the most important people in Peter’s life as they are the most likely to be attuned to his
unique habits. The study goes on to identify key questions researchers and caretakers alike
must consider when validating their interpretations of Peters communication [1]:
1. What physical aspects affect [the subject’s] communication?
2. How does [the subject] communicate likes and dislikes?
3. How do people communicate with [the subject]?
4. What do you think [the subject] understands in different situations?
5. How can you be certain of your interpretation of [the subject’s] communication?
Relating back to the theory from the previous section, each of questions asked in the
case study can be viewed as representative of one of the theories individual components.
Questions one is indicative of a need to understand how the setting inﬂuences Peters
being. Questions two and three both relate to the stimulus aspect. In question two,
there is a relationship between the being and the stimulus represented; it is important to
understand what stimulus Peter offers which clues communicators into his being. Question
three is important regards to how people communicate with Peter as it is important to
understand what methods they use to communicate which Peter understand more than
others. Questions four and ﬁve related back to the feedback system involved in the theory.
What Peter understands and how much the communicators understand from Peter are the
feedback measures necessary for improving effective communication.

9

MACHINE LEARNING AND APPLICATIONS
Machine Learning is the ﬁeld of using statistical models and algorithms to infer a
systems dynamics and rules in order to solve a problem without giving the machine
explicit information. The term "Machine Learning" is often used interchangeably with
Artiﬁcial Intelligence (AI) because at a fundamental level, they are the same. A fully
artiﬁcially intelligent system would be one which utilizes an array of machine learning
systems to work togethe rand contribute towards general intelligence. As such, the terms
can be thought of to be synonymous. Consequently, many machine learning studies focus
on replicating aspects of human intelligence. As it relates to the idea of human intelligence,
machine learning problems can be separated into those focused on how humans perceive
and sense their surroundings, and how they process and respond to those surroundings.
These subﬁelds can be called perceptual and affective computing respectively.

Figure 2.4: A graph of Affect as a measure of Arousal against Valence
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Affective computing is an interdisciplinary ﬁeld with contributions from Computer
Science, Psychology, and Cognitive Science which focuses on processing, interpreting,
and simulating human affect via a variety of physiological signals. Any combination
of physiological signals can be used but some of the most commonly used methods are
Electroencephalography (EEG) [9], vocal biomarkers [10], facial expression recognition,
eye-tracking [11], and Galvanic Skin Response (GSR) [12]. One major beneﬁt to some
of these signals is that they are not affected by cognitive control meaning the subjects
cognitive impairment does not negate the usefulness of analyzing these features.
The problem of affect (emotion) recognition is of particular importance to this study
as it can provide a channel for direct feedback from the subject. When developing an
intervention strategy with compassion and empathy in mind it is important that the
subjects state is closely monitored to avoid extreme discomfort, a cognitive overload, or
emotional meltdown. Affect is generally measured as a function of valence, the measure of
positive and negative reactions, and arousal, which is deﬁned on a scale from passive to
active, shown in Figure 2.4 [9], [13]–[16].
Perceptual computing concentrates on understanding the environment surrounding
a system. The ﬁeld relies on sensors such as video/image capturing, audio processing,
and others, to process and learn about the surrounding world. One of the most common
applications of perceptual computing are image and video processing. Deep Neural
Network (DNN) models are used to classify images, separate objects in images, and more
[17]. A recent advance in the ﬁeld include deep-learning models for image captioning.
Through the use of a variety of classiﬁcation algorithms and natural language processing,
researchers have developed algorithms which caption images with descriptions about
their context [18], [19]. Perceptual computing and its relevance to the theory of attuning
will be discussed further in Chapter 3.
In the learning problem, there is an unknown target function f : X → Y where X
is the collection of all possible input vectors x and Y is the set of all possible outputs.
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The goal is then to ﬁnd a function g : X → Y which most appropriately approximates f
[20]. In supervised learning the learning process is handled by testing on a data set, D of
size N consisting of known input-output pairs ( x0 , y0 ), ( x1 , y1 ), ..., ( x N , y N ). Unsupervised
learning tasks on the other hand do not have the beneﬁt of being provided with correct
target labels. In these situations, the goal of the learning process is to group the samples in
the dataset based on similarities and patterns detected by the algorithm.
An example of supervised vs unsupervised learning applied to the same problem is
in the MNIST handwritten digits data set [21]. The problem focuses on identifying handwritten labeled digits. In the supervised problem, the algorithm ﬁnds g to approximate f
based on whether or not it correctly identiﬁes the digits. In the unsupervised problem, the
function f is approximated by grouping similar entries together, without knowing what
their labels are. In the unsupervised problem, a poorly designed or trained model may
mistake numbers with large holes for each other (0, 9, 6) or numbers with a sharp diagonal
point in the upper right-hand corner (1, 7). This example is used as it is easy for people to
visualize. It is worth noting that modern Convolutional Neural Networks (CNN) used for
image recognition tasks learn from more abstractly deﬁned features.

REINFORCEMENT LEARNING
Reinforcement learning is a subset of machine learning problems that blends elements
of both supervised and unsupervised learning techniques [22]. The system learns about the
dynamics of the environment through interaction rather than provided data sets. Before a
formal discussion of reinforcement learning and its relation to cognitive neuroscience, the
formalisms and terms standard to the ﬁeld must be presented.
Reinforcement learning problems consist of trials of interactions between two entities:
the agent and the environment. A generalized block diagram for reinforcement learning
problems is shown in Figure 2.5. During each step of the process the Agent observes state
information from the environment which dictates how and when an action is performed.
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After each action, the agent receives a new observation from the environment which
contains both state information, and a reward signal [23]. The agents learned decision
process for the state distribution is known as its policy π ( a|s) and is inﬂuenced by the
rewards generated by state-action pairs.

Figure 2.5: The model of a general reinforcement learning problem. The agent interacts
with the environment through actions, the ﬁrst of which is based on an initial observation.
After each action, the environment provides a new observation as well as a reward. The
reward is used in the learning algorithm to adjust the agents policy

At its core, reinforcement learning is an extension of the Markov Decision Process (MDP)
[24], [25], a problem space deﬁned by (S, A, Pa , R a , γ) where:
• S is the set of N possible states s0 , s1 , . . . , s N .
• A is the set of M possible actions a0 , a1 , . . . , a M .
• Pa (s, s� ) = Pr (st+1 = s� |st = s, at = a) is the probability that a transition from s to s�
at t + 1, triggered by action a at time t.
• R a (s, s� ) = E(rs,a ) is the expected value of the reward rs,a received from a state
transition.
• γ is the discounted factor applied to future rewards.
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The MDP is a process that only applies to a set of optimal control problems which satisfy
the Markov Property. The property states that the probability of arriving in a state from
future actions is dependent only on the current state, not on any preceding states [25].
This means that all necessary information relevant to determining the systems dynamics
should be contained in the state vector. The Markov Property is formally deﬁned as
E[ f ( Xt )| Fs ] = E[ f ( Xt )|σ( Xs )]

∀t ≥ s ≥ 0

(2.1)

or, the expected value of a function f of a random variable X at time t given the available
information F at state s is equal to the expected value of the function where the available
information is the set of σ-algebras of the random state variable Xt . Valid as long as
f : S → R is bounded and measurable [26].
Reinforcement learning is supervised in that the agent knows when it receives a reward
and can directly attribute that to a state-action pair. The problem is unsupervised however
in that the probability distribution of a reward for a given state-action pair is unknown.
As the agent interacts with the environment and learns, it makes adjustments to its policy.
An agent’s policy, deﬁned as π ( a|s), is the learned action a at state s which produces the
greatest future reward. As with most machine learning problems for optimization, there
needs to be an element of randomness to the learning process to ensure that the solution
does not resolve to a local minimum over a global minimum. In reinforcement learning,
this can be caused by an agents inability to observe greater long-term rewards in favor of
exploiting a known policy which produces an immediate, albeit smaller, reward. How
a learning process is constructed is based on a principle of exploration versus exploitation.
Exploration refers to the agents tendency to make actions not deemed "optimal" at the
given state in favor of examining the long-term beneﬁts of the new policy. Exploitation on
the other hand refers to an agents tendency towards repeating its known policy to receive
an immediate reward [22]. Exploration versus exploitation is the topic of many active
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studies relating to the theory of Artiﬁcial General Intelligence (AGI) as reinforcement
learning in general is believed to the most analogous to the way humans learn [22].
Parallels between reinforcement learning and how humans learn can be seen in classical
conditioning when an action is taught by linking it to an arbitrary stimulus for positive or
negative reinforcement [23]. Exploration versus exploitation is another concept that can
clearly be seen relating to human actions. People exploit known policies throughout their
daily functioning, however, without exploring the consequences of new policies people
would never learn new skills. There are also literal parallels that can be drawn between the
human brain and the reward mechanism of reinforcement problems. Dopamine regulates
the feeling of reward in the brain and can directly reinforce actions by providing immediate positive reward [22], [23]. Of course, managing the balance between maximizing
immediate reward and long term reward is another fundamental problem of both humans
and machine learning problems. Drug addiction for example can be related to a disregard
for long-term reward in favor of immediate reward via dopamine release.

A BRIEF OVERVIEW OF ELECTROENCEPHALOGRAPHY
Electrode placement for EEG systems often follow the internationally accepted 10-20
system. The name refers to the placement of the electrodes relative to the front (Naison)
and back (Inion) portions of the brain: the front and back rows of electrodes are placed 10%
of the distance from the end points with the other three rows being spaced an even 20%
apart [27], [28]. Electrode locations are named based on their position relative to the brain
and are denoted by a combination of identiﬁers (left side of Figure 2.6). The identiﬁers
"Fp," "F," "C," "P," "O," and "T" refer to the Frontal pole, Frontal, Central, Parietal, Occipital,
and Temporal lobes or regions of the brain respectively. These indicators are followed by
either a number 1-8 or a ’z’ for ’zero,’ indicating the electrodes distance from the mid-plane
[27]. Eventually, the 10-20 System was expanded upon to create a higher-resolution system
called the "Five Percent" System (right side of Figure 2.6) which places additional electrodes
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both between the existing rows and more frequently down the horizontal axis [29]. In the
Five Percent System, electrodes follow the same naming convention as the 10-20 System
with the new rows being indicated by combinations of the letters of the preexisting rows
on either side. The one exception being the "AF" (Anterior Frontal) row located between
the Frontal and Frontal pole rows.

Figure 2.6: Electrode placements for both the 10-20 system (left) and the extended 5 percent
system (right)

([30]) ([31]) ([9])
Analysis techniques for EEG signals depends on the goal of the study and is generally
divided into either strictly time-domain analysis or time-frequency analysis. Analysis in
the time domain is often centered around measuring the neurological responses to stimulus
and other environmental effects. The measure used in these situations is called the EventRelated Potential (ERP) [30]. ERP’s are normally indicated by a spike in neurological
activity across the channels which is generally time-locked to a presented stimulus. Being
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able to measure ERP is useful in that it allows researchers to understand the what avenues
for stimulus processing are present in the subject and how effective they are [32]. Timefrequency analysis of EEG signals is used for measuring prolonged cognitive states such
as attention, cognitive functioning, emotional state, and motor imagery tasks [31]. Instead
of measuring absolute voltage, time-frequency methods rely on examining changes in the
frequency spectrum and other related values along the time domain.

RELATED WORK
Related research on PIMD demonstrates the feasibility of using certain physiological
signals as a basis for subject analysis. In [32] ERP’s measured through an EEG system show
that most subjects exhibit normal auditory stimulus detection, half exhibit normal visual
stimulus detection, and half exhibit normal auditory and visual novelty processing. In [33],
EEG abnormalities in subjects with pervasive developmental disorders (PDD) was shown
to be directly linked to the presence of intellectual disability (ID). However, the presence
of EEG abnormalities does not negate the relevance of it for studying PIMD. EEG readings
from subjects with Lissencephaly show that although the patterns are different compared
to healthy subjects, they are still prevalent enough to identify and associate with states
of mind [34], [35]. This indicates that EEG signals can be representative of information
processing in PIMD to varying degrees and can be used as a basis for the system.
EEG, GSR, and eye-tracking all have research available for their individual and combined relevance in affect recognition. EEG by itself has been used for affect recognition
using Support Vector Machines [13], DNN architectures [36], and Riemannian Geometric
Classiﬁers (RGC) [37]. GSR and eye-tracking have both been shown to have their indicative
markers or affect [12], [38]. Multi-modal research across these measures, sometimes with
additional sensors, demonstrates increased system accuracy [39]–[42]
Some research over the last decade has been developed on the topic of assistive technologies and speech generation for PIMD [8], [43]Just recently, breakthrough research was
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published on the topic of neurological speech generation. Researchers from Columbia
University demonstrated that it is possible to to reconstruct speech from processing EEG
signals generated by the human auditory cortex. The data is fed to a deep neural network
which is used to generate the parameters of a vocoder (speech synthesizer) [44]. This
accomplishes a goal similar to ours, but working within the space of healthy people with
full cognitive functioning signiﬁcantly changes the way the problem is approached, which
will be discussed in Chapter 6.
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CHAPTER 3
THE AFFECTIVE PERCEPTUAL MODEL
An intervention strategy for individuals with PIMD should be based on a personcentred approach to maximize quality of life and promote independence by empowering
the subjects as individuals [8]. In order for the strategy to be applied to a whole population
of affected individuals however, it still needs to maintain the ability to generalize between
unique cases. With these ideas in mind, designing a model for enhancing communications
for persons with PIMD is broken into three steps. The ﬁrst step is formulation of a
conceptual model based on the theory of the attuning from [2] and the case study from [1]
both discussed in detail in Chapter 2. The conceptual phase will draw inspiration from
a general theory of communication independent of any verbal or symbolic methods and
show how it can be applied to PIMD through physiological signal processing. The second
step is to propose a theoretical model for the learning problem which aims to replicate
the attuning process. The theoretical framework proposes the situation as a reinforcement
learning problem based on the notion that the attuning process is a feedback learning
system [2], [23]. The third step is to propose and prototype a hardware implementation
of the system which further system development will take place on. Hardware for the
prototype will be chosen based on affordability, available developer tools, and modularity.

CONCEPTUAL MODEL
To create a model for integrating machine intelligence to encode and decode communications for subjects with PIMD, inspiration is drawn from the currently existing model
for attuned communication. In the existing model, a communicator who has attuned
themselves to the mannerisms unique to the subject is used to bridge the gap between
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the non-attuned communicators and the subject, shown in Figure 2.3. In order to develop
an intelligent system which can mimic the functionalities of the attuned communicator, it
is important to examine how the attuning process is performed and validated. The case
study on Peter from the previous chapter is a good place to start. Again, parallels can be
drawn between the needs pointed out by the case study from [1] and the theory of attuning
in [2]. In the case study, Peters attuned communicators indicate that it is important to
know both what Peter likes and dislikes as well as what it is he is able to understand, a
clear reference to his being. The relationship between setting and being is highlighted by the
need for contextual information; it is necessary to know what physical aspects change his
communications and how the people around Peter try to communicate with him. From
these questions it is determined that the system will need to:
1. Interpret direct feedback from the subject regarding their feelings about an event,
stimulus, setting, or person.
2. Determine the level of attention the subject is exhibiting and what that attention is
focused on.
3. Filter and translate any outside stimuli into a manner that is known to be understood
by the patient.
4. Maintain a running context-description for the setting of the interaction.
Another consideration taken when designing the model is what type of modalities from
which it should receive and process data. Due to the limitations of PIMD, sensors for
the subject must comprise of mostly physiological systems whereas their communication
partners messages can be received through video and audio alone. Given that the data
types and latent variables across the modalities are vastly different, deciding on appropriate
machine learning models for the system may require ensemble methods for combining the
most effective for each goal. The proposed model shown in Figure 3.1 splits the sensor
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systems and algorithm design into two fundamental components which together can
encompass the interactive communication process. Each component acts as a gateway
for the system to receive information, and subsequently interact with the communication
participants, with the affect and perceptual systems acting as the gateway for the person
with PIMD and the setting respectively.
The affective component provides insights into the person with PIMD by using established methods to identify a subjects affect, level of attention, or cognitive processes. Recall
from Chapter 2 that affect can be measured as a function of valence (negative to positive)
and arousal (passive to active). To account for signiﬁcant levels of motor impairment, signals are chosen which are more representative of low-level neurological and physiological
processes not easily distorted by cognitive control. The ﬁrst of these chosen is the EEG
signal. With advances in noise-ﬁltering and circuit design, EEG headsets have become a
much more reliable tool for detecting emotion and cognitive states in subjects within the
last decade [9], [13]–[15], [36]. It has also been demonstrated that combining EEG with
other physiological signals can produce more accurate classiﬁcation in certain situations.
Combining EEG and eye-tracking together can enhance accuracy when classifying valence
[39] whereas arousal classiﬁcation can be improved by adding Galvanic Skin Response
(GSR) [38].
In addition to enhancing classiﬁcation accuracy when combined with EEG, both GSR
and eye-tracking have their own independent beneﬁts. GSR by itself is used for arousal
activation [12], meaning GSR on its own can detect when a person is aroused in either a
positive or a negative sense, though it can not necessarily differentiate between the two.
Eye-tracking has its own measures for arousal as well. However, on its own, eye-tracking
can be indicative of other disabilities, such as schizophrenia, that may go unnoticed without
proper communication from the subject [11]. Eye-tracking also provides an additional
bridge between the perceptual and affective components. Because eye-trackers also have
a world camera, they can trace the users visual attention in the real world. This way, in
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addition to general information about the environment, descriptions can be generated
about what the subject is focusing on directly.
Information from the environment will be handled in the perceptual component which
uses an array of sensors to collect data about the interaction setting both from a global
standpoint, and relative to the subjects abilities. Raw data from the environment will
be processed by deep learning algorithms to generate descriptions based on a camera
feed [17]. Because the perceptual component will be aimed at providing information
about the environment relative to the subjects perception, models should be extended by
personalizing and localizing descriptions to more speciﬁc events. This means that the
types of sensors used should be chosen so that they most closely replicate the subjects
perceptual system. While cameras and microphones help record the general environment,
it does not do this through the lens of the user. The integration of eye tracking glasses helps
meet this need. By triangulating the the orientation of the cornea with what is recorded in
the head mounted world camera, the system is able to track the users visual attention so
that the system can develop information about the environment both globally and relative
to the user. By detecting the subjects attention, descriptions can be enhanced by localizing
around objects or events [18] or personalized based on the subjects personal characteristics
[19].
To support this model, parallels will be drawn to show how it directly implements the
theory of attuning.
Setting: The setting of an interaction can have a strong inﬂuence on how a person
communicates. It is easy to see how extreme environments can affect the content of the
messages presented but the settings inﬂuence on communication is not limited to the
content, it can also inﬂuence in what manner the subject presents a message. A good
example of how this works in healthy subjects with verbal capabilities is the tendency to
adjust speaking levels depending on the settings volume level and type of sound. People
tend to change the amplitude of their speaking level either proportionally or inversely
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Figure 3.1: The Affective Perceptual Model

proportional to the noise level in the setting depending on the source of the noise. When
the setting has a high noise level from environmental or mechanical sources, people will
increase their volume to be heard in a conversation. Conversely, if the source of noise
is human, people engaged in conversation will lower their voice levels [45]. Models for
context descriptions of images using Convolutional Neural nets (CNN) already exist and
are a strong topic of study for deep-learning researchers [17].
Being: Affective computing, and EEG signals in particular, are related directly to the
concept of "being" in that they are representative of states of mind. The topic of emotion
recognition has driven a lot of the discussion up to this point, but the state of mind is not
limited to emotion. A subjects being can also relate to their cognitive state and the level of
attention or engagement they are exhibiting. It can be argued that in the early stages of
developing the system, being cognizant of the subjects being is imperative to ensure the
subjects needs are being attended to. In later stages of system development, inspiration
from existing models can be drawn to connect the setting and being components. The usage
of deep learning methods for context descriptions has been discussed [17], [18] however
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the descriptions can be personalized using contest sequences and memory networks as
shown in [19]. By extending to the proposed system, the context sequences and memory
networks can be ﬁlled with information about the subjects being which can be used to turn
broad descriptions into personalized descriptions.
Stimulus: In the theory of attuning, the stimulus is what is presented by the subject in
order to communicate a message. A complication faced when attuning to PIMD is being
able to discern between what stimuli presented by the person are intentional or involuntary. Impaired cognitive functioning and limited motor skills means the person may not
always have the ability produce a meaningful stimulus when desired. Conversely, certain
disabilities result in involuntary meaningless movements. Each disability is unpredictable
in that regard and often not limited to one of the two types of impairment. Spastic Cerebral
Palsy is an example of a disability affected by both; spasticity can produce unintentional
movements by creating tension in muscles, however, as the disability progresses muscles
can grow stiffer, inhibiting intentional movements and speech [46].
Attention: In regards to attention, the system needs to detect what level of attention
the person is giving and at what the attention is directed. It has been shown previously
that in cases of PIMD, most subjects exhibit normal auditory stimulus detection, about
half exhibit normal visual stimulus detection, and about half of the subjects exhibit normal
visual and/or auditory novelty processing [32]. Indication of stimulus detection was
given through identiﬁcation of ERP’s within the EEG readings of subjects. If EEG can be
used to identify levels of attention and stimulus detection, then the next step is to ﬁgure
out what the attention is directed towards. For audio processes, the onset of an ERP can
be time-locked to an associated audio event. Visual attention is not as easy but can be
performed through the use of eye-tracking equipment. Eye-tracking allows the system to
see what the subject sees and track their gaze and determine where the attention is directed.
Once the area of attention is located, signiﬁcant events in this area can be time-locked to
the ERP in the EEG reading to ﬁgure out what elicited the response.
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ATTUNING AS A REINFORCEMENT PROBLEM
In [2] the communication process between two individuals is described as a dynamic
feedback control system where messages are output by a participant based on their partners
empathic response to the proceeding message.
Attuning is described as a feedback process; attuned communicators leverage feedback
from the persons with PIMD to further control their own communications. In feedback
control a controller for a system is designed based on the dynamics of the system. The
controller generates an output which is fed foward into the plant to be controlled. The
plants subsequent state is measured and used by the controller to regulate its output for
subsequent steps [47].

Figure 3.2: The Attuning process from [2] modeled as a classical feedback control problem

When engineering an analogous model to the attuning process however, it is inappropriate to refer to the problem explicitly as a classical control problem. Designing a
feedback controller relies on prior knowledge of the systems dynamics which is a luxury
not afforded when accounting for inter-subject variability among those with PIMD. There
are multiple unknowns unique to each persons case. There are the unknowns regarding
how each disability uniquely effects the subjects communication, the impact which each
disability has on their perceptive systems, and to what level each subject is aware of the
message they are trying to communicate themselves. The amount of unknowns means
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that a solution can not be "designed" in the classical sense as the dynamics are not known.
The solution should instead be "learned" by approximating the dynamics which shifts the
problem from that of classical control and one of machine learning [20].
The attuning process can better be described as a learning process which has a different
set of unknowns unique to each individual. The initial description of attuning as a
feedback process indicates that the process is dependent on information one person
receives from another via interaction. Learning problems which learn from interacting
with the environment with a set of unknown parameters are a subset of machine learning
problems called "reinforcement learning."

Figure 3.3: The Attuning process from [2] modeled as a reinforcement learning problem.

A reinforcement learning problem can be described as an MDP with an unknown
probability distribution for the rewards [48]. Recall from Chapter 2 that in order for a
system to be adequately described as an MDP, it needs to satisfy the Markov Property.
Communications between individuals however are a sequence of interactions with the
presented messages sometimes relying on information acquired many moments before
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which violates the Markov property. Systems which do not satisfy the Markov property are
their own subset of problems called Partially Observable Markov Decision Processes (POMDP)
which are far more complex than their observable counterparts. Because of the dramatic
increase in complexity, it is common practice to create a function which includes necessary
information from previous states as a feature of the current state [22]. An example of
how this is handled is observed in applications of reinforcement learning algorithms to
classic Atari games, speciﬁcally Pong. In Pong, it is necessary for the agent to know which
direction the ball is headed and how fast. Unfortunately, if each observation is taken
as a single frame, the only information provided is the position of the ball. So when
building a reinforcement model, researchers had to redeﬁne the state vector. Instead of
using a single frame, it was changed so that the agent took four consecutive frames as
a single observation. This provided enough information to calculate the balls velocity
vector without needing to pull information from previous observations [22], [49], [50].
Utilizing context descriptions for both the immediate context, and events which took place
a variable amount of time prior, the same effect can be achieved where the system obtains
all necessary information in each individual observation.
Adapting the general reinforcement learning block-diagram from Chapter 2 for the
attuning problem results in a the diagram in Figure 3.3. In this situation, the "agent"
is the developed system which interacts with the environment. Contrary to previous
descriptions of the "setting," the "environment" for the reinforcement problem contains
not only the setting and external communicators, but the subject as well. As attuning is
a process which takes place between both the subject and external communicators, the
learning problem needs to be split into two parts: one to learn about how the subject
attunes and another to learn how others attune to the subject. The agent interacts with the
environment by displaying translations and information about the presented stimuli in a
way which is understood by the receiver whether its the subject or external communicators. Observations for each state will consist of the presented stimuli, a general context
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description, the subjects affect and state of mind, and a description of the local history
(recent events which directly contribute to the communication). Determining a reward
signal on the other hand, is not as straight forward.

GENERATING A REWARD THROUGH SUPERVISED LEARNING
Accurately recognizing levels of valence and arousal do not entirely encompass the
reward signal. Feedback from the person about what they like and dislike about the
system is crucial early on, but as the system becomes more advanced and focuses more on
attuning bidirectional communication, positive and negative valence does not necessarily
mean the system is not performing correctly. In the case of attuning with high-empathy
and low-cooperation (e.g. the person being refused a snack late at night), the subject
could still exhibit negative affect without it reﬂecting bidirectional understanding. Both
communication partners understand the situation (person A wants a treat but is refused
by person B) however a negative emotion is still elicited due to the refusal. Conversely,
signals that may indicate negative emotions such as sadness or anger could actually be
representative of misunderstanding of the situation [2]. Later iterations of the system
will have more complex reward signals based on the empathy-cooperation relationship
from the theory of attuning. Developing a reward signal based on abstract deﬁnitions
of empathy and cooperation requires data collection from the subjects. For the early
stages, the ﬁrst reward signal will be the subject affective state. This provides a direct
reward in regards to the subject to at least avoid cognitive overload and over stimulation.
Furthermore empathy is often described as a combination of emotion and cognitive state,
so accurate affect recognition help meet one of those needs. Supervised learning methods
will be used for training this reward signal on sets of data labeled with a known emotion.
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IMPLEMENTATION
Implementation of the Affective-Perceptual model is done in efforts of a larger project,
the Nonverbal Toolkit (NVTK) [51]. Originally started in 2017, the NVTK is a collaborative
effort by the UNLV Howard R. Hughes College of Engineering and the UNLV School of
Medicine to help improve assistance and support for patients who, as a result of PIMD or
severe aging, are unable to verbally communicate effectively.
The ﬁrst iteration of the NVTK leveraged one physiological signal: facial expressions
[52]. In trial experiments, the system was accurate in detecting up to seven emotions in
a single subject. However, there were certain constraints that the accuracy of the system
relied too heavily on. Firstly, the subject studied was entirely healthy. This presents
a problem in that a healthy subject has full cognitive control over their facial muscles
whereas the level of cognitive control in subjects with PIMD varies between moderate
levels of control, and none at all. While early iterations of the system will be tested on
healthy subjects, it is necessary to use techniques that can be reasonably be assumed to
be transferable to the subjects in question. That is not to say the study was useless as it
still demonstrated that a machine intelligence system could pick up on facial expressions
unique to one individual. In [1]
An additional constraint placed on the system by the researchers is that it needs to be
mostly open-source. When selected components are not open source, it should be done
so with affordability in mind. By meeting these requirements, the NVTK can be utilized,
modiﬁed, and replicated by researchers across the world. Part of providing care and
support for people with PIMD across the world involves understanding the burden that is
often placed on the subject. Keeping the project open source and allowing for modulare
hardware helps keep to that goal.
The system is based on the Nvidia Jetson Nano embedded computing platform [53].
The Jetson platform is a series of embedded boards meant for the deployment of AI
applications and robotics. The platforms used to be fairly expensive, but recently Nvidia
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released the Jetson Nano, a low-cost alternative to the more expensive models. For onehundred dollars, the Jetson Nano includes a 128-core Nvidia Graphics Processing Unit
(GPU) and a 64-bit quad-core ARM A57 CPU all within an 80x100mm footprint. Having
an Nvidia GPU on-board means that the platform will experience increased performance
in machine and deep learning inference tasks. The Jetson Nano also runs a full desktop
linux environment based on 18.04 meaning the platform can be interacted with directly
as a computer, or act passively and send results to another PC over a network. Finally,
because the operating system is based on Ubuntu 18.04, it is easy to redeploy the system
on other compute platforms running a similar system.
Sensors chosen for the system should fall under two categories: physiological and
environment. The physiological sensors chosen should be those which are indicative of
low-level functions which can not be consciously controlled or altered by the subject, yet
are still proven to be useful for affect and cognitive state recognition. The ﬁrst sensors
identiﬁed for this were EEG and GSR.

Figure 3.4: Author Jadin Tredup recording EEG and GSR data simultaneously

EEG systems measure the electrical activity within a subjects brain through use of an
array of surface mounted electrodes. EEG signal analysis comes with many drawbacks
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such as the amount of time and materials it takes to set up and the ﬁdelity of signals.
EEG headsets commonly require a conductive gel to be applied to the scalp to increase
signal strength. The gel unfortunately is costly, sticky, and would require additional
considerations for setup time and subject comfort. Without the gel however, there is a
higher chance for signal disturbance, so it is necessary to select a headset that is shown to
still provide a research-worthy signal. So the main goals for selecting an EEG headset are:
• No conductive gel necessary.
• High-ﬁdelty signal for research purposes.
• Affordability.
• Flexibility.
With these in mind the selected hardware was the OpenBCI Ultra Cortex Mark IV. For
$1,500.00 the headset provides 16 channels sampled at 128 Hz over USB radio connection
or 1024+ Hz via Wiﬁ. The headset rests on a 3D printed base which means that the headset
can be redesigned as needed by the research team in instances such as attaching new
sensors. OpenBCI also provides a Python library for utilizing their API making the headset
easy to integrate into software.
Selection of a GSR sensor was straight forward as the technology is not complicated at
all. The GSR sensor from Grove only costs about twenty dollars with the addition of an
Arduino and the sensor shield. However, with the GPIO pins on the Nvidia Jetson Nano,
the sensor will be able to connect straight to the computing platform.
For the eye tracking system, it was chosen to use the open source design published by
Pupil Labs [54], [55]. Eye tracking hardware comes in many shapes, sizes, and price points
[56] and so the selection can easily be narrowed down when considering that it needs to
maintain both affordability and portability. A lot of commercially available eye tracking
solutions cost thousands of dollars while also being in a desktop form factor, meaning
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the subject needs to be in a ﬁxed location, with their head still, and other constraints
depending on the system. The system designed by Pupil Labs consists of a 3D printed
eye-glass frame with a few arms and extensions to position the cameras with the necessary
geometry to perform triangulation needed for the tracking algorithms [11], [13], [39], [54].
An added beneﬁt of this hardware is that because the frame is 3D printed, the ﬁles can be
used to design a mount for the eye-tracking equipment to be fastened to the EEG headset.

Figure 3.5: Initial window for the front-end GUI of the NVTk.

The software is built around the Python programming language and currently on
Linux-based platforms. While the development side of the software will be open source
and free for other developers to expand and innovate on, there will also be a General User
Interface (GUI) for medical professionals, caretakers, and other people to interact with.
The front end of the software will allow for professionals to run experiment protocols for
training, freely collect and monitor data from the physiological sensors, or run the systems
main functionality. When providing a visual monitor, the system will be able to display
sensor data as either a raw signal or as a plot of bandpower, frequency decomposition,
or topographical head-plot similar to the EEG software provided by OpenBCI shown in
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Figure 3.6.

Figure 3.6: The OpenBCI GUI which shows multiple real-time plots for EEG data.

Some of the functions included with the NVTk GUI are:
1. Running existing experiment protocols (such as DEAP protocol from Chapter 4) to
collect data in the context of known studies.
2. Free-recording of data without any predeﬁned protocols.
3. Segmenting, cleaning, and organizing data via GUI for pipelining into machine
learning algorithms.
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CHAPTER 4
EXPERIMENT
The process of reinforcement learning can not take place without some type of reward,
so before any algorithms of that sort are applied to this problem, some type of a reward
signal needs to be created. The case study from [1] indicated that feedback from the subject
about what they do and do not like is crucial to developing effective communication methods. What the subject does and does not like can be connected to the "setting" and "being"
elements from the attuning process [2]. Stimuli present in the environment can inﬂuence
the persons state of mind which in consequence inﬂuences how they communicate and
what messages they offer. An accurate classiﬁcation of affect can, in theory, help the system
learn more about its interactions with the subject.
The situations of low-empathy and high-cooperation from [2] indicate however, that a
purely negative value for valence may not always be indicative of the same underlying
state of mind. A low-valence measure can be representative of general dissatisfaction with
the setting despite an adequate understanding.
The goal of the experimental section is two-fold. The ﬁrst goal is to begin the steps
that will eventually lead to a full reward signal as well as recognize positive and negative
responses in the subject. In addition to being crucial for effective communication, being
able to recognize when a stimulus is eliciting a positive or negative response in the subject
helps to ensure that any protocols or interactions do not produce an overwhelmed feeling
or cognitive overload. The second objective of the experiment is to test how system
performance is changed when sixteen channels from the EEG signal are replaced by a
single GSR signal.
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THE DATABASE FOR EMOTION ANALYSIS USING PHYSIOLOGICAL SIGNALS
The Database for Emotion Analysis Using Physiological Signals (DEAP) is a commonly
used data set for performing affect recognition [15]. The study collected data from 32
subjects, each undergoing 40 trials. Each trial consisted of a 3 second baseline measurement
followed by 60 seconds of data collected while the subjects watched a clip from selected
music videos. Similar to the implemented system from Chapter 3, the DEAP data set
contains both EEG and GSR signals, in addition to some not included in the proposed
system. A full list of sensors used in the DEAP protocol and the physiological signals they
represent is in Table 4.1.
Table 4.1: Sensors and Signals Measured in DEAP Protocol
Sensor
Physiological Signal
EEG
Electrical Activity of the Brain
hEOG
Electrical Activity Generated from Horizontal Eye Movement
vEOG
Electrical Activity Generated from Vertical Eye Movement
EMG
Electrical activity produced by skeletal muscles
GSR
Skin Resistance
Respiration Belt
Heart Rate
Temperature
Changes in Body Heat
Video
Facial Expressions

After each trial, subjects were asked to rank their emotional responses for valence and
arousal on a scaled of 1-9 using a Self-Assessment Manikin (SAM) [16] shown in Figure 4.1.
The valence and arousal values will be selected as the target labels for the task of affect
recognition.

AFFECT RECOGNITION USING EEG AND GSR
In Chapter 3 the beneﬁts of combining physiological signals to improve emotion
recognition was discussed. While EEG provides a solid basis for detecting emotions, the
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Figure 4.1: The self-assessment manikin used by subjects to rank their valence (top row)
and arousal (bottom row) for each trial.

ability to classify valence and arousal are improved when implementing GSR and eyetracking. Unfortunately, the data set does not include eye-tracking data and interpolating
the gaze point from the facial video and stimulus video would be unreliable given the
unknown geometry of the experimental setup. For this reason only EEG and GSR are used
in this portion of the study. GSR by itself was shown to have high relevance to arousal
[12] and combined with EEG can enhance both valence and arousal detection [38]. For
these reasons, it is believed that using GSR in place of an additional 16 EEG channels will
provide a greater beneﬁt for emotion recognition. This will be shown by using classical
machine learning algorithms and comparing their performance to deep algorithms based
on the same features such as in [36].

DATA PREPROCESSING
When the data is collected, it exists as a set of raw EEG recordings sampled at 512
Hz littered with noise. In order to effectively apply machine learning to the data set, the
data needs to be cleaned to maximize the signal-to-noise ratio and then feature extraction
will be performed. The data set is provided in two formats: as raw data and with some
preprocessing for Python or Matlab analysis. For this study the preprocessed data was
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used, however the preprocessing steps will still be discussed as they will need to be
replicated in situations when preprocessed data is not provided.

Figure 4.2: Data for 16 EEG channels and 1 GSR channel for a single trial, including the
3-second pre-trial baseline.

The ﬁrst step taken is to remove artifacts from the EEG signal. In Chapter 2 it was
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mentioned that any type of muscle movement in the head can cause artifacts in the timedomain of an EEG signal. Although electrical activity from muscles is generally small, the
signals being measured by an EEG are so small (microvolts) that the muscular potential
is still prominent across all channels. Table 4.1 lists vertical Electrooculography (vEOG)
and horizontal-EOG (hEOG) as two signals included in the data set. These signals are
not utilized in emotion recognition but rather aid in artifact removal of the EEG signal.
Blinking is one of the main causes for artifacts in the time domain of an EEG signal and
so by using EOG sensors, the electrical potential caused by blinking can be detected and
ﬁltered out of the EEG signal to increase the signal-to-noise ratio.
The ﬁrst next stpe to prepare the data was to ﬁlter out unwanted frequencies. For affect
recognition using EEG, there are ﬁve main frequency bands of interest: theta (4-8 Hz),
slow-alpha (8-10 Hz), upper-alpha (10-12 Hz), beta (12-30 Hz), and gamma (30-45 Hz).
The EEG headset used in data collection for the DEAP data set follows the higherresolution "Five Percent" variation of the standardized 10-20 system.
In order to draw parallels between the prototype from Chapter 3 and the system used
in the DEAP experiments, the dimensions of the data set need to be reduced to match
the dimensions of the data recorded by the prototype. The data set currently consists of
32 subjects, 40 trials, and 40 channels of data. The prototype however only receives 17
channels of data: 16 channels of EEG and one GSR channel. Table 4.2 lists the relevant
channels recorded for the system (EEG and GSR) alongside their corresponding channels
in the DEAP data set. The numbering for EEG channels in the proposed system follows
the stock numbering convention provided by OpenBCI.

FEATURE EXTRACTION
In order to continue to draw parallels between the two system set ups, the same
features will be extracted from the data as was done in [36], [39]. For the EEG signals,
Power Spectral Density (PSD) was taken for each frequency band at each electrode. Once
38

Table 4.2: Relevant channel names and their assigned channel numbers in each of the
systems.
Channel Name
EEG (Fp1)
EEG (AF3)
EEG (F3)
EEG (F7)
EEG (FC5)
EEG (FC1)
EEG (C3)
EEG (T7)
EEG (CP5)
EEG (CP1)
EEG (P3)
EEG (P7)
EEG (PO3)
EEG (O1)
EEG (Oz)
EEG (Pz)
EEG (Fp2)
EEG (AF4)
EEG (Fz)
EEG (F4)
EEG (F8)
EEG (FC6)
EEG (FC2)
EEG (Cz)
EEG (C4)
EEG (T8)
EEG (CP6)
EEG (CP2)
EEG (P4)
EEG (P8)
EEG (PO4)
EEG (O2)
GSR

DEAP Channel
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
37
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NVTk Channel
1
11
9
3
13
15
5
7
2
12
10
4
14
16
6
8
17

(a) DEAP System

(b) open BCI System

Figure 4.3: Electrode placement for the DEAP system and for the Ultracortex Mark IV

every PSD was calculated, the asymmetric-PSD (aPSD) was computed for every available
pair of electrodes by calculating the differences in PSD between the two signals. Finally,
the all of the PSDs were averaged over the time series to produce an average band power.
Using the same method, the band power for the 0-2.4 Hz band in the GSR signal was
calculated for every trial, as well as the average of the signal, and the average of the
derivative of the signal. For the case of the 32-channel EEG system this results in 233 total
features compared to 123 features in the case of a 16 channel system. The list of features
for the systems can be seen in Table 4.3.
To compute the PSD and aPSD of the signals, the real EEG signal must be converted
to an analytical signal, or a signal containing both real and complex parts. In respect to
Euler’s formula, ei2π f t = cos(2π f t) + isin(2π f t), the right side represents the analytical
signal [57]. Morelet wavelet convolution, the Filter-Hilbert method, and the Short Time
Fast Fourier Transform (STFFT) all accomplish this and produce identical results [31].
These methods however, are best in ideal situations when there is an inherently low signal-
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to-noise ratio. In practice, the Multitaper method is often used due to higher frequency
resolution and applicability in noisy situations.
The multitaper method functions similarly to the STFFT method by sliding a tapered
window over segments of a speciﬁed length to smooth the signal before power analysis
[31]. Where the two methods differ from each other is the type of tapering performed. The
STFFT method uses a single Hann window function (Figure 4.4a) whereas the multitaper
method uses multiple window functions called Digital Prolate Spheroidal Sequences
(DPSS) or Slepian sequences, named after David Slepian [31], [58], [59]. The windows are a
spheroidal sequence and are each orthogonal to eachother.

(a) Hann window used for the Short-Time Fast (b) Digital Prolate Spheroidal Sequence (DPSS)
Fourier Transform (STFFT)
windows overlaid.

Figure 4.4: A Hann window used in the STFFT method is shown in (a). The multitaper
method for the experiment uses DPSS ( M = 7) tapers.

A full illustration of the process for the multitaper method can be seen in Figure 4.5
where it is compared step-by-step to the STFFT method. The ﬁrst column shows a onesecond window of data, ω (n) , sampled at 128 Hz. To taper the data, seven DPSS windows
were selected which maximize the ratio of energy in the main lobe compared to the total
energy, shown in the second column. Each DPSS window is multiplied element-wise
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with the segment of data. The resulting signals will all be versions of the original data
with concentrations at different points based on peaks in the DPSS tapers. The frequency
spectrum from each taper section is calculated and then they are all averaged together. For
a formal explanation of the multitaper method, see

Figure 4.5: An example of the multitaper process compared to the STFFT process.

The averaged spectrum in the ﬁnal column is the resulting spectrum for the segment
of data. Compared to the ﬁnal column of the STFFT method, the multitaper produces a
spectrum which has a much more obvious separation of frequency bands. Note that in the
averaged spectrum, the Theta band has the highest peak.
When performing time-frequency analysis on a signal spanning multiple frequency
bands, it is important to take into account the 1/ f power-scaling factor. This indicates that
the PSD of a signal is inversely proportional to its frequency, and thus decreases as the
examined frequency increases. When examining EEG signals spanning from the theta to
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gamma frequency bands without accounting for this inverse scaling law, the band power
measurements will show a dramatic difference between the power of the theta band and
the subsequent bands. The last column of Figure 4.5 and the left-most column in Figure
4.6 show this inverse scaling in effect.

Figure 4.6: The effects of decibel scaling band power. The left-most column shows the raw
data. The center column shows a decibel normalization without a baseline reference. The
third column shows a normalization based on the 3-second pre-trial baseline measurement.

The middle column in Figure 4.6 demonstrates normalization of the signal along a
decibel scale. Although this increases the usefulness of features for one subject, it is not
useful for inter-subject studies. EEG readings across people vary signiﬁcantly in scale
depending on cranial thickness and density. To account for inter-subject variability, the
data is normalized compares to the three second baseline measurement from the beginning
using this equation:
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Table 4.3: List of features for each system conﬁguration with GSR added
Signal
EEG
GSR

Features

32-EEG System

16-EEG System

PSD for all frequency bands across all electrodes
aPSD for all bands across all electrode pairs
PSD for 0-2.4 Hz frequency band
Average resistance
Average of the Derivative
Total:

160
70
1
1
1
233

80
40
1
1
1
123

dBt f = 10 log10

�

activityt f
¯ f
baseline

�

(4.1)

The third column in Figure 4.6 shows the same data normalized in reference to the baseline
measurement.
Implementation of the above methods was developed through inspiration from the
codebase belonging to [60], [61] and the DPSS function was handled using Scipy [62].
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CHAPTER 5
RESULTS
Classiﬁcation of the Valence and Arousal targets was tested on three different algorithms: SVM, random forests, and gradient-boosted random forests. Each models accuracy
for the individual classes is compared as well as their total accuracy across each target. For
classifying arousal, the random forest had the highest accuracy with 49.82%, beating the
next closest model by about 3%. For classifying valence, the SVM model narrowly beat the
random forest by about 0.75%; not as large of a margin as the arousal target.
When compared to the baseline model accuracy from [36], our models outperformed
the SVM and were narrowly outperformed by the adaptive deep learning network (DLN).
Leveraging adaptive techniques for training models across different subjects shows performance increases over a non-adaptive DLN. In the case of [36], the signal was adapted across
sample spaces by reducing the dimensions of the problem through principal component
analysis then applying a co-variate shift adaptation (CSA).
Where the model performed the best however, also happens to be the measure which
is believed to be more beneﬁcial: classifying the level of valence. An important aspect of
attuning communication

LIMITATIONS
The main limitation of this study is the amount of parallels that need to be drawn
between theories from available literature on PIMD and data collected on healthy individuals. Persons in this category are a highly vulnerable population and so a lot of precautions
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Table 5.1: Results from 16-channel EEG system with GSR channel compared to 32-channel
EEG system using adaptive models.

Arousal

Passive
Neutral
Active

Valence

Positive
Neutral
Negative

16 Channel with GSR
SVM
Random Forest Gradient-Boost
47.00%
57.00%
46.00%
65.00%
62.00%
52.00%
39.00%
34.00%
29.00%
Total: 46.50%
49.82%
40.98%
36.00%
38.00%
26.00%
55.00%
52.00%
49.00%
58.00%
58.00%
58.00%
Total: 52.53%
51.75%
48.23%

32 Channel without GSR
DLN with PCA+CSA SVM

52.03%

39.02%

53.42%

41.12%

need to be taken before permission can be granted to perform and publish research on
these subjects. For this reason, there was not enough time in this study to obtain IRB approval. However, a partnership has been established with Easterseals Nevada, a non-proﬁt
organization which helps people with disabilities become self sufﬁcient [63]. With this
partnership, we can ﬁll in these informational gaps that this study is bridging by recording
our own data on PIMD. More information on the partnership and how this work will
continue is in Chapter 6.
Some may suggest that due to how many parallels are drawn between healthy individuals and those with PIMD, it can not be assumed that the methods proposed in the
previous sections will carry over to the population of interest, similar to why models for
facial expression are not easily transferable. Unlike facial expressions however, lower level
physiological measures, speciﬁcally EEG, have been shown to have relevance independent
of other factors when studying individuals with PIMD. In [32] it was shown, by use of the
ERP method, that about half of the subjects with PIMD exhibit normal visual stimulus
processing and most exhibit normal auditory processing. Even in extreme cases like Peter
and his Lissencephaly where the disorder directly effects the anatomy of the brain, there
is still evidence of consistent EEG patterns within cases of a speciﬁc disability [34], [35].
Consistency across cases of a disability means that solutions to some of the limitations
could be explored through transfer learning. In transfer learning, a mapping is created
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between input feature spaces so that the output from one system can be transferred to
the output of another. This is commonly used in image processing where a photo can be
ﬁltered to look as though it were painted by a famous artist. To do this, a function would
be approximated which maps the feature space of healthy individuals to the feature space
of individuals with speciﬁc disabilities. If an accurate mapping can be made between the
two feature spaces, then the same mapping can be applied to the learned classiﬁcation
function.
While the limitations certainly bring into the question the versatility of this model,
there exists enough research in regards to physiological signal processing and PIMD to
suggest that pattern identiﬁcation is not only possible, but relevant and consistent across
cases of speciﬁc disabilities.
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CHAPTER 6
CONCLUSIONS
From the results in Chapter 5, it can be seen that replacing the additional sixteen EEG
channels with a GSR channel increases general performance by adding a new dimension
to the physiological analysis. Based on the effectiveness of transfer learning for increased
personalized learning in respect to EEG signals, it is believed that these models can
continue to be adapted to apply to subjects with PIMD [9]. The discussion on effective
EEG pattern recognition in PIMD from Chapter 5 supports this point as well.
More importantly, this thesis serves to lay down the ground work for future advancements in compassionate care for individuals with PIMD. Through researching case studies
on affected individuals as well as the dyadic nature of communication, the problem of
using machine intelligence to perform the attuning process was adequately framed as a
pair of reinforcement learning problems focused on both how the subject communicates
and how they are communicated with. Development of the Affective-Perceptual model,
the reinforcement framework, and a hardware system, medical students and engineers
across the world could start to develop their own techniques on top. Additionally, the
system and associated model are ready to be used by the UNLV Medical School and
College of Engineering to perform more research on the topic.

FUTURE WORK
This research was performed in support of greater efforts by the UNLV Howard R.
Hughes College of Engineering and the School of Medicine to establish a body of work
with a focus on enhancing the quality of life for nonverbal patients. With the support of
the Principal Investigators, doctors Pushkin Kachroo and Kate Martin, I was awarded the
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Howe Foundation Fellowship for Biomedical Engineering for the 2019-2020 school year to
continue research on this project as I start my PhD. This section concludes the thesis with
an outline of future work that needs to be done to advance this research.
Discussed brieﬂy in Chapter 3, accurate affect classiﬁcation is only scratching the
surface of a much larger problem. In order for reinforcement learning to take place, there
needs to be a deﬁnite way of generating reward signals. Further work on this project should
fall into one of any three subjects: data collection from persons with PIMD, algorithm
design, and hardware/software implementation.
From the partnership with Easterseals, data on PIMD will need to be collected both
qualitatively and quantitatively. With the concept of a "reward signal" in mind, the attuned communicators who are important in the persons lives should be interviewed to
see what constitutes "feedback" from the subject in their eyes. Interactions between the
subject and people of varying levels of attuned communication should also be recorded.
In these recordings it will be vital to capture as much information about the setting of
the interaction as possible due to its strong inﬂuence on communication and the attuning
process [2]. At ﬁrst this could come in the form of descriptions by the attuned communicators to help inﬂuence the study. Depending on the level of access granted, as the study
advances it would be ideal to obtain raw data such as video and audio recordings. The
system will be responsible for generating contextual descriptions for its own use in later
implementations and many of the models used for these purposes are based on the neural
network architectures which rely on raw data such as images or a video feed [17]–[19].
Algorithms and machine learning models heavily focused on adaptation will be of
focus in future research as well. In order to minimize the amount of time it takes for the
system to work effectively with a subject, an emphasis will be placed on adapting existing
models to new subjects. Transfer learning was previously mentioned as a method for
adapting models, however, there are adaptive learning methods which are also of interest.
These are methods that learn "online" so as to increase the weight newer examples have
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when changing the model parameters.
It will also be important to stay up to date with advancements in physiological sensing
hardware. A little bit over a decade ago, having research-grade EEG hardware at an
affordable level while still producing a high-ﬁdelity signal was not feasible. It is only with
recently advancements in sensing and computing hardware that mobilizing such a highly
capable system is possible at such an affordable cost. The system should always aim to
stay on the cutting edge of hardware so as to maximize the ﬁdelity of information being
obtained.
Finally, Figure 6.1 shows the sequence of general tasks to be completed for the realization of the entire goal. Currently in stage one, the project will soon move into stage
two, which is focused on studying single-subject adaptation of the system. Algorithms
will focus on adapting models to a single healthy subject while a single subject with PIMD
is observed for data collection. Stage three will involve using developed adaptive models
to adapt the system to the single subject with PIMD from stage two. Stages four and ﬁve
are similar to two and three except they are focused on a single system adapting between
multiple subjects. The ﬁnal stage is a fully general model that can adapt between all
subjects.

Figure 6.1: Sequence of general tasks to be completed for a full general system to be
realized.
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APPENDIX A: THE MULTITAPER METHOD
Consider a p-dimensional zero-mean stochastic process...

X(t) = [ X1 (t), X2 (t), ..., X p (t)] T

(6.1)

Where p is the number of available EEG channels.
Each channel is split into M segments of equal length N samples.
For a segment of data length N samples, there exists a 2NW − 1 order Digital Prolate
Spheroidal Sequence (DPSS) of windows u(n) which maximize

λ=

�W

2
−W | U ( f ) | d f
� Fs
2
− Fs /2 | U ( f ) | d f

(6.2)

the ratio of energy concentration in the main lobe compared to the total energy of the
window function u(n).
The window functions and segmented data are multiplied element-wise

u ( n ) ∗ X ( n ); ∀0 ≤ n ≤ N − 1

(6.3)

and their frequency-power Y is derived.
Finally, the power-spectra are all averaged for the Power Spectral Density of the data
segment.
This process is repeated for all M segments of data across p channels for the timevarying PSD. These values can again be averaged to obtain the PSD for the full length of
data across each channel. Band power for the segment can be calculated by integrating the
PSD over each frequency band [31], [58], [59].
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