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Introduction
Let X be a topological space equipped with a base point ∗. We let ΩX denote the loop space of X , which
we will identify with the space of continuous map p : [−1, 1] → X such that f(−1) = ∗ = f(1). Given a
pair of loops p, q ∈ ΩX , we can define a composite loop p ◦ q by concatenating p with q: that is, we define
p ◦ q : [−1, 1]→ X by the formula
(p ◦ q)(t) =
{
q(2t+ 1) if − 1 ≤ t ≤ 0
p(2t− 1) if 0 ≤ t ≤ 1.
This composition operation is associative up to homotopy, and endows the set of path components π0ΩX
with the structure of a group: namely, the fundamental group π1(X, ∗). However, composition of paths is
not strictly associative: given a triple of paths p, q, r ∈ ΩX , we have
(p ◦ (q ◦ r))(t) =

r(4t+ 3) if − 1 ≤ t ≤ −12
q(4t+ 1) if −12 ≤ t ≤ 0
p(2t− 1) if 0 ≤ t ≤ 1.
((p ◦ q) ◦ r)(t) =

r(2t+ 1) if − 1 ≤ t ≤ 0
q(4t− 1) if 0 ≤ t ≤ 12
p(4t− 3) if 12 ≤ t ≤ 1.
The paths p ◦ (q ◦ r) and (p ◦ q) ◦ r follow the same trajectories but are parametrized differently; they are
homotopic but not identical.
One way to compensate for the failure of strict associativity is to consider not one composition operation
but several. For every finite set S, let Rect((−1, 1)× S, (−1, 1)) denote the collection of finite sequences of
maps {fS : (−1, 1)→ (−1, 1)}s∈S with the following properties:
(a) For s 6= t, the maps fs and ft have disjoint images.
(b) For each s ∈ S, the map fs is given by a formula fs(t) = at+ b where a > 0.
If X is any pointed topological space, then there is an evident map
θ : (ΩX)S × Rect((−1, 1)× S, (−1, 1))→ ΩX,
given by the formula
θ({ps}s∈S, {fs}s∈S)(t) =
{
ps(t
′) if t = fs(t
′)
∗ otherwise.
Each of the spaces Rect((−1, 1) × S, (−1, 1)) is equipped with a natural topology (with respect to which
the map θ is continuous), and the collection of spaces {Rect((−1, 1)× S, (−1, 1))}I can be organized into a
topological operad, which we will denote by C1. We can summarize the situation as follows:
(∗) For every pointed topological space X , the loop space ΩX carries an action of the topological operad
C1.
Every point of Rect((−1, 1) × S, (−1, 1)) determines a linear ordering of the finite set S. Conversely, if
we fix a linear ordering of S, then the corresponding subspace of Rect((−1, 1)×S, (−1, 1)) is contractible. In
other words, there is a canonical homotopy equivalence of Rect((−1, 1)×S, (−1, 1)) with the (discrete) set of
linear orderings of S. Together, these homotopy equivalences determine a weak equivalence of the topological
operad C1 with the associative operad (see Example 1.1.7). Consequently, an action of the operad C1 can be
regarded as a homotopy-theoretic substitute for an associative algebra structure. In other words, assertion
(∗) articulates the idea that the loop space ΩX is equipped with a multiplication which associative up to
coherent homotopy.
If X is a pointed space, then we can consider also the k-fold loop space ΩkX , which we will identify with
the space of all maps f : [−1, 1]k → X which carry the boundary of the cube [−1, 1]k to the base point of X .
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If k > 0, then we can identify ΩkX with Ω(Ωk−1X), so that ΩkX is equipped with a coherently associative
multiplication given by concatenation of loops. However, if k > 1, then the structure of ΩkX is much richer.
To investigate this structure, it is convenient to introduce a higher-dimensional version of the topological C1,
called the little k-cubes operad. We begin by introducing a bit of terminology.
Definition 0.0.1. Let ✷k = (−1, 1)k denote an open cube of dimension k. We will say that a map
f : ✷k → ✷k is a rectilinear embedding if it is given by the formula
f(x1, . . . , xk) = (a1x1 + b1, . . . , akxk + bk)
for some real constants ai and bi, with ai > 0. More generally, if S is a finite set, then we will say that a
map ✷k × S → ✷k is a rectilinear embedding if it is an open embedding whose restriction to each connected
component of ✷k×S is rectilinear. Let Rect(✷k×S,✷k) denote the collection of all rectitlinear embeddings
from ✷k × S into ✷k. We will regard Rect(✷k × S,✷k) as a topological space (it can be identified with an
open subset of (R2k)I).
The spaces Rect(✷k × S,✷k) determine a topological operad, called the little k-cubes operad; we will
(temporarily) denote this operad by Ck. Assertion (∗) has an evident generalization:
(∗′) Let X be a pointed topological space. Then the k-fold loop space ΩkX carries an action of the
topological operad Ck.
Assertion (∗′) admits the following converse, which highlights the importance of the little cubes operad
Ck in algebraic topology:
Theorem 0.0.2 (May). Let Y be a topological space equipped with an action of the little cubes operad Ck.
Suppose that Y is grouplike (Definition 1.3.2). Then Y is weakly homotopy equivalent to ΩkX, for some
pointed topological space X.
A proof of Theorem 0.0.2 is given in [61] (we will prove another version of this result as Theorem 1.3.16,
using a similar argument). Theorem 0.0.2 can be interpreted as saying that, in some sense, the topological
operad Ck encodes precisely the structure that a k-fold loop space should be expected to possess. In the
case k = 1, the structure consists of a coherently associative multiplication. This structure turns out to be
useful and interesting outside the context of topological spaces. For example, we can consider associative
algebras in the category of abelian groups (regarded as a symmetric monoidal category with respect to the
tensor product of abelian groups) to recover the theory of associative rings.
A basic observation in the theory of structured ring spectra is that a similar phenomenon occurs for
larger values of k: that is, it is interesting to study algebras over the topological operads Ck in categories
other than that of topological spaces. Our goal in this paper is to lay the general foundations for such a
study, using the formalism of ∞-operads developed in [50]. More precisely, we will define (for each integer
k ≥ 0) an∞-operad E[k] of little k-cubes by applying the construction of Notation C.4.3.1 to the topological
operad Ck (see Definition 1.1.1). We will study these operads (and algebras over them) in §1.
In [49], we develop a general theory of associative algebras and (right or left) modules over them. This
theory has a number of applications to the study of E[k]-algebras, which we will describe in §2. For example,
we prove a version of the (generalized) Deligne conjecture in §2.5.
The description of the ∞-operads E[k] in terms of rectilinear embeddings between cubes suggests that
the the theory of E[k]-algebras is closely connected with geometry. In §3, we will make this connection more
explicit by developing the theories of factorizable (co)sheaves and topological chiral homology, following ideas
introduced by Beilinson and Drinfeld in the algebro-geometric context.
We conclude this paper with two appendices. The first, §A, reviews a number of ideas from topology
which are relevant to the subject of this paper. A large portion of this appendix, concerning the theory
of constructible sheaves and ∞-categories of exit paths, is not really needed. However, it can be used to
provide an alternative description of the∞-category of constructible (co)sheaves studied in §3.6. Our second
appendix, §B, develops several aspects of the general theory of∞-operads which are used in the body of this
paper, but are not covered in [50].
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Remark 0.0.3. We should emphasize that the little cubes operads and their algebras are not new objects
of study. Consequently, many of the ideas treated in this paper have appeared elsewhere, though often in
a rather different language. It should not be assumed that uncredited results are due to the author; we
apologize in advance to any whose work does not receive the proper attribution.
Notation and Terminology
For an introduction to the language of higher category theory (from the point of view taken in this paper),
we refer the reader to [46]. For convenience, we will adopt the following conventions concerning references
to [46] and to the other papers in this series:
(T ) We will indicate references to [46] using the letter T.
(S) We will indicate references to [48] using the letter S.
(M) We will indicate references to [49] using the letter M.
(C) We will indicate references to [50] using the letter C.
(D) We will indicate references to [51] using the letter D.
(B) We will indicate references to [55] using the letter B.
We will use the notation of [50] throughout this paper. In particular, for every integer n ≥ 0, we let 〈n〉◦
denote the finite set {1, . . . , n}, and 〈n〉 = {1, . . . , n, ∗} the finite set obtained by adjoining a base point to
〈n〉◦. We let Γ denote the category whose objects are the finite sets 〈n〉, and whose morphisms are maps of
finite sets f : 〈m〉 → 〈n〉 such that f(∗) = ∗.
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1 Foundations
Our goal in this section is to introduce the ∞-operads {E[k]}k≥0 of little k-cubes, and to verify their basic
properties. We begin in §1.1 with a review of the relevant definitions. In §1.2, we will prove an important
additivity result (Theorem 1.2.2), which asserts that endowing an object A of a symmetric monoidal ∞-
category C with the structure of an E[k + k′]-algebra is equivalent to equipping A with E[k]-algebra and
E[k′]-algebra structures, which are compatible with one another in a suitable sense. In particular, since E[1]
is equivalent to the associative ∞-operad (Example 1.1.7), we can think of an E[k]-algebra A ∈ Alg
E[k](C)
as an object of C which is equipped with k compatible associative multiplications.
One of the original applications of the little cubes operads in topology is to the study of k-fold loop
spaces. In §1.3, we will return to this setting by considering E[k]-algebra objects in the ∞-category S of
spaces. In particular, we will revisit a classical result of May, which establishes the equivalence between a
suitable ∞-category of E[k]-spaces and the ∞-category of k-fold loop spaces (Theorem 1.3.16).
Outside of topology, the little cubes operads have found a number of algebraic applications. For these
purposes, it is important to know that there is a good theory not only of E[k]-algebras A, but of modules
over such algebras. In §1.4 we will prove the existence of such a theory by verifying that the operads E[k]
are coherent in the sense of Definition C.3.1.10. The proof makes use of a general coherence criterion which
we establish in §B.4.
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In §1.5, we will study the formation of tensor products of E[k]-algebras. More precisely, we will give a
simple “generators and relations” description of the tensor product A ⊗ B in the case where A and B are
free (Theorem 1.5.1).
In §3, we will give a geometric reformulation of the theory of E[k]-algebras, using the formalism of
factorizable (co)sheaves. In this context, it is convenient to work with nonunital algebras. In §1.6, we
will show that there is not much difference between the theories of unital and nonunital E[k]-algebras.
More precisely, we will show that for any symmetric monoidal ∞-category C⊗, the ∞-category Alg
E[k](C) is
equivalent to a subcategory of Algnu
E[k](C) which can be explicitly described (Theorem 1.6.6).
1.1 The E[k]-Operads
Our goal in this section is to define the little cubes ∞-operads E[k] for k ≥ 0, which are our main object of
study throughout this paper. We begin by unfolding the definition of the topological operads Ck described
in the introduction.
Definition 1.1.1. We define a topological category E˜[k] as follows:
(1) The objects of E˜[k] are the objects 〈n〉 ∈ Γ.
(2) Given a pair of objects 〈m〉, 〈n〉 ∈ E˜[k], a morphism from 〈m〉 to 〈n〉 in E˜[k] consists of the following
data:
– A morphism α : 〈m〉 → 〈n〉 in Γ.
– For each j ∈ 〈n〉◦ a rectilinear embedding ✷k × α−1{j} → ✷k.
(3) For every pair of objects 〈m〉, 〈n〉 ∈ E˜[k], we regard HomeE[k](〈m〉, 〈n〉) as endowed with the topology
induced by the presentation
HomeE[k](〈m〉, 〈n〉) =
∐
f :〈m〉→〈n〉
∏
1≤j≤n
Rect(✷k × f−1{j},✷k).
(4) Composition of morphisms in E˜[k] is defined in the obvious way.
We let E[k] denote the nerve of the topological category E˜[k].
Corollary T.1.1.5.12 implies that E[k] is an ∞-category. There is an evident forgetful functor from E˜[k]
to the (discrete) category Γ, which induces a functor E[k]→ N(Γ).
Proposition 1.1.2. The functor E[k]→ N(Γ) exhibits E[k] as an ∞-operad.
Proof. We have a canonical isomorphism E[k] ≃ N⊗(O), where O denotes the simplicial colored operad
having a single object ✷k with MulO({Ck}i∈I , Ck) = SingX for X the space consisting of all rectilinear
embeddings f :
∐
i∈I ✷
k →֒ ✷k. Since O is a fibrant simplicial colored operad, E[k] is an ∞-operad by virtue
of Proposition C.4.3.6.
Definition 1.1.3. We will refer to the ∞-operad E[k] as the ∞-operad of little k-cubes.
Remark 1.1.4. Let Env(E[k]) be the symmetric monoidal envelope of E[k], as defined in §C.1.6. We can
describe the ∞-category Env(E[k]) informally as follows: its objects are topological space which are given
a finite unions
∐
i∈I ✷
k of the standard cube ✷k, and its morphisms are given by embeddings which are
rectilinear on each component. The symmetric monoidal structure on Env(E[k]) is given by disjoint union.
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Remark 1.1.5. The mapping spaces in the topological category E˜[k] are closely related to configuration
spaces. If I is a finite set and M is any manifold, we let Conf(I;M) denote the space of all injective
maps from I into M (regarded as an open subset of M I). Evaluation at the origin 0 ∈ ✷k induces a map
θ : Rect(✷k × I,✷k)→ Conf(I;✷k). We will prove that this map is a homotopy equivalence.
Let Rect(✷k×I,✷k) denote the collection of all maps✷k×I → ✷k which are either rectilinear embeddings,
or factor as a composition
✷
k × I → I →֒ ✷k.
Then θ factors as a composition
Rect(✷k × I,✷k)
θ′
→ Rect(✷k × I,✷k)
θ′′
→ Conf(I;✷k)
where θ′ is the open inclusion and θ′′ is given by evaluation at the origin 0 ∈ ✷k. We claim that both θ′ and
θ′′ are homotopy equivalences:
(i) For every map f ∈ Rect(✷k × I,✷k), let ǫ(f) denote the infumum over i, j ∈ I of the distance from
f(✷k ×{i}) to f(✷k ×{j}) and the distance from f(✷k × {i}) to the boundary of ✷k. We then define
a family of maps {ft}t∈[0,1] by the formula
ft(x1, . . . , xk, i) = f(x1, . . . , xk, i) +
tǫ(f)
2k
(x1, . . . , xk).
This construction determines a map H : Rect(✷k × I,✷k) × [0, 1] → Rect(✷k × I,✷k) such that
H |Rect(✷k × I,✷k)× {0} is the identity map and H carries (Rect(✷k × I,✷k)× (0, 1]) into the open
subset Rect(✷k × I,✷k) ⊆ Rect(✷k × I,✷k). It follows that the inclusion θ′ : Rect(✷k × I,✷k) ⊆
Rect(✷k × I,✷k) is a homotopy equivalence.
(ii) The inclusion j : Conf(I;✷k) ⊆ Rect(✷k × I,✷k) is a homotopy equivalence. Indeed, there is a
deformation retraction of Rect(✷k× I,✷k), which carries a map f : ✷k× I → ✷k to the family of maps
{ft : ✷
k × I → ✷k}t∈[0,1] given by the formula
ft(x1, . . . , xk, i) = f(tx1, . . . , txk, i).
Since θ′′ is a left inverse to j, it follows that θ′′ is a homotopy equivalence.
Example 1.1.6. Suppose that k = 0. Then ✷k consists of a single point, and the only rectilinear embedding
from ✷k to itself is the identity map. A finite collection {fi : ✷k → ✷k}i∈I of rectlinear embeddings have
disjoint images if and only if the index set I has at most one element. It follows that E˜[k] is isomorphic (as
a topological category) to the subcategory of Γ spanned by the injective morphisms in Γ. We conclude that
E[k] is the subcategory of N(Γ) spanned by the injective morphisms.
Example 1.1.7. Suppose that k = 1, so that we can identify the cube ✷k with the interval (−1, 1). Every
rectangular embedding (−1, 1) × I → (−1, 1) determines a linear ordering of the set I, where i < j if
and only if f(t, i) < f(t′, j) for all t, t′ ∈ (−1, 1). This construction determines a composition of the space
Rect((−1, 1)×I, (−1, 1)) into components Rect<((−1, 1)×I, (−1, 1)), where < ranges over all linear orderings
on I. Each of the spaces Rect<((−1, 1)× I, (−1, 1)) is a nonempty convex set and therefore contractible. It
follows that Rect((−1, 1)× I, (−1, 1)) is homotopy equivalent to the discrete set of all linear orderings on I.
Using these homotopy equivalences, we obtain a weak equivalence of topological categories E˜[1]→ Ass,
where Ass is the category defined in Example C.1.1.22. Passing to the homotopy coherent nerves, we obtain
an equivalence of ∞-operads E[1] ≃ Ass.
We can use the relationship between rectilinear embedding spaces and configuration spaces to establish
some basic connectivity properties of the ∞-operads E[k]:
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Proposition 1.1.8. Let k ≥ 0. For every pair of integers m,n ≥ 0, the map of topological spaces
MapeE[k](〈m〉, 〈n〉)→ HomΓ(〈m〉, 〈n〉) is (k − 1)-connective.
Proof. Unwinding the definitions, this is equivalent to the requirement that for every finite set I, the space
of rectinilinear embeddings Rect(✷k × I,✷k) is (k − 1)-connective. This space is homotopy equivalent (via
evaluation at the origin) to the configuration space Conf(I;✷k) of injective maps I →֒ ✷k (Remark 1.1.5).
We will prove more generally that Conf(J,✷k − F ) is (k − 1)-connective, where J is any finite set and F
is any finite subset of ✷k. The proof proceeds by induction on the number of elements of J . If J = ∅,
then Conf(J,✷k − F ) consists of a single point and there is nothing to prove. Otherwise, choose an element
j ∈ J . Evaluation at j determines a Serre fibration Conf(J,✷k − F ) → ✷k − F , whose fiber over a point
x is the space Conf(J − {j},✷k − (F ∪ {x})). The inductive hypothesis guarantees that these fibers are
(k− 1)-connective. Consequently, to show that Conf(J,✷k−F ) is (k− 1)-connective, it suffices to show that
✷
k −F is (k− 1)-connective. In other words, we must show that for m < k, every map g0 : Sm−1 → ✷k −F
can be extended to a map g : Dm → ✷k − F , where Dm denotes the unit disk of dimension m and Sm−1
its boundary sphere. Without loss of generality, we may assume that g0 is smooth. Since ✷
k is contractible,
we can extend g0 to a map g : D
m → ✷k, which we may also assume to be smooth and transverse to the
submanifold F ⊆ ✷k. Since F has codimension k in ✷k, g−1F has codimension k in Dm, so that g−1F = ∅
(since m < k) and g factors through ✷k − F , as desired.
For each k ≥ 0, there is a stabilization functor E˜[k]→ E˜[k+1] which is the identity on objects and is given
on morphisms by taking the product with the interval (−1, 1). This functor induces a map of ∞-operads
E[k]→ E[k + 1]. Proposition 1.1.8 immediately implies the following:
Corollary 1.1.9. Let E[∞] denote the colimit of the sequence of ∞-operads
E[0]→ E[1]→ E[2]→ . . .
Then the canonical map E[∞]→ N(Γ) is an equivalence of ∞-operads.
Consequently, if C⊗ is a symmetric monoidal ∞-category, then the ∞-category CAlg(C) of commutative
algebra objects of C can be identified with the homotopy limit of the tower of∞-categories {Alg
E[k](C)}k≥0.
In many situations, this tower actually stabilizes at some finite stage:
Corollary 1.1.10. Let C⊗ be a symmetric monoidal ∞-category. Let n ≥ 1, and assume that the underlying
∞-category C is equivalent to an n-category (that is, the mapping spaces MapC(X,Y ) are (n− 1)-truncated
for every pair of objects X,Y ∈ C; see §T.2.3.4). Then the map E[k] → N(Γ) induces an equivalence of
∞-categories CAlg(C)→ Alg
E[k](C) for k > n.
Proof. Let C and D be objects of C⊗, corresponding to finite sequences of objects (X1, . . . , Xm) and
(Y1, . . . , Ym′) of objects of C. Then MapC⊗(C,D) can be identified with the space∐
α:〈m〉→〈n〉
∏
1≤j≤m′
MapC(⊗α(i)=jXi, Yj),
and is therefore also (n − 1)-truncated. Consequently, C⊗ is equivalent to an n-category. Proposition
1.1.8 implies that the forgetful functor E[k] → N(Γ) induces an equivalence of the underlying homotopy
n-categories, and therefore induces an equivalence θ : FunN(Γ)(N(Γ),C
⊗)→ FunN(Γ)(E[k],C
⊗). The desired
result now follows from the observation that a map A ∈ FunN(Γ)(N(Γ),C
⊗) is a commutative algebra object
of C if and only if θ(A) is an E[k]-algebra object of C.
1.2 The Additivity Theorem
If K is a pointed topological space, then the k-fold loop space Ωk(K) carries an action of the (topological)
little cubes operad Ck of the introduction. Passing to singular complexes, we deduce that if X ∈ S∗, then
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the k-fold loop space Ωk(X) can be promoted to an E[k]-algebra object of the ∞-category S of spaces.
The work of May provides a converse to this observation: if Z is a grouplike E[k]-algebra object of S (see
Definition 1.3.2), then Z is equivalent to Ωk(Y ) for some pointed space Y ∈ S∗ (see Theorem 1.3.6 for a
precise statement). The delooping process Z 7→ Y is compatible with products in Z. Consequently, if Z is
equipped with a second action of the operad E[k′], which is suitable compatible with the E[k] action on Z,
then we should expect that the space Y again carries an action of E[k′], and is therefore itself homotopy
equivalent to Ωk
′
(X) for some pointed space X ∈ S∗. Then Z ≃ Ωk+k
′
(X) carries an action of the∞-operad
E[k + k′]. Our goal in this section is to show that this phenomenon is quite general, and applies to algebra
objects of an arbitrary symmetric monoidal ∞-category C⊗: namely, giving an E[k + k′]-algebra object of C
is equivalent to giving an object A ∈ C which is equipped with commuting actions of the∞-operads E[k] and
E[k′]. More precisely, we have a canonical equivalence Alg
E[k+k′ ](C) ≃ AlgE[k](AlgE[k′](C)) (Theorem 1.2.2).
Equivalently, we can identify E[k+k′] with the tensor product of the∞-operads E[k] and E[k′] (see Definition
B.7.1). We first describe the bifunctor E[k]× E[k′]→ E[k + k′] which gives rise to this identification.
Construction 1.2.1. Choose nonnegative integers k, k′. We define a topological functor × : E˜[k]× E˜[k′]→
E˜[k + k′] as follows:
(1) The diagram of functors
E˜[k]× E˜[k′]
× //

E˜[k + k′]

N(Γ)×N(Γ)
∧ // N(Γ)
commutes, where ∧ denotes the smash product functor on pointed finite sets (Notation C.1.8.10). In
particular, the functor × is given on objects by the formula 〈m〉 ∧ 〈n〉 = 〈mn〉.
(2) Suppose we are given a pair of morphisms α : 〈m〉 → 〈n〉 in E˜[k] and β : 〈m′〉 → 〈n′〉 in E˜[k′]. Write
α = (α, {fj : ✷
k×α−1{j},✷k}j∈〈n〉◦) and β = (β, {f
′
j : ✷
k×β−1{j},✷k}j′∈〈n′〉◦). We then define α×β :
〈mm′〉 → 〈nn′〉 to be given by the pair (α∧β, {fj×fj′ : ✷k+k
′
×α−1{j}×β−1{j′},✷k+k
′
}j∈〈n〉◦,j′∈〈n′〉◦).
Passing to homotopy coherent nerves, we obtain a bifunctor of ∞-operads (see Definition C.1.8.18)
E[k]× E[k′]→ E[k + k′].
A version of the following fundamental result was proven by Dunn (see [17]):
Theorem 1.2.2 (Dunn). Let k, k′ ≥ 0 be nonnegative integers. Then the bifunctor E[k]×E[k′]→ E[k + k′]
of Construction 1.2.1 exhibits the ∞-operad E[k + k′] as a tensor product of the ∞-operads E[k] with E[k′]
(see Definition B.7.1).
Example 1.2.3 (Baez-Dolan Stabilization Hypothesis). Theorem 1.2.2 implies that supplying an E[k]-
monoidal structure on an ∞-category C is equivalent to supplying k compatible monoidal structures on C.
Fix an integer n ≥ 1, and let Cat≤n∞ denote the full subcategory of Cat∞ spanned by those ∞-categories
which are equivalent to n-categories. For C,D ∈ Cat≤n∞ , the mapping space MapCat∞(C,D) is the underlying
Kan complex of Fun(C,D), which is equivalent to an n-category (Corollary T.2.3.4.8). It follows that Cat≤n∞
is equivalent to an (n+1)-category. Let us regard Cat≤n∞ as endowed with the Cartesian monoidal structure.
Corollary 1.1.10 implies that CAlg(Cat≤n∞ ) ≃ AlgE[k](Cat
≤n
∞ ) for k ≥ n + 2. Combining this observation
with Corollary C.1.4.15, we deduce that if C is an n-category, then supplying an E[k]-monoidal structure
on C is equivalent to supplying a symmetric monoidal structure on C. This can be regarded as a version
of the “stabilization hypothesis” proposed in [4] (the formulation above applies to n-categories where all
k-morphisms are invertible for k > 1, but the argument can be applied more generally.)
Example 1.2.4 (Braided Monoidal Categories). Let C be an ordinary category. According to Example 1.2.3,
supplying an E[k]-monoidal structure on N(C) is equivalent to supplying a symmetric monoidal structure on
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the ∞-category C if k ≥ 3. If k = 1, then supplying an E[k]-monoidal structure on N(C) is equivalent to
supplying a monoidal structure on C (combine Example 1.1.7, Proposition C.1.3.14, and Remark M.1.2.15).
Let us therefore focus our attention on the case n = 2. In view of Corollary C.1.4.15, giving an E[2]-
monoidal structure on N(C) is equivalent to exhibiting N(C) as an E[2]-algebra object of Cat∞. Theorem
1.2.2 provides an equivalence Alg
E[2](Cat∞) ≃ AlgE[1](AlgE[1](Cat∞)). Combining this with Example 1.1.7,
Proposition C.1.3.14, and Remark M.1.2.15, we can view N(C) as an (associative) monoid object in the
∞-category CatMon∞ of monoidal ∞-categories. This structure allows us to view C as a monoidal category
with respect to some tensor product ⊗, together with a second multiplication given by a monoidal functor
⊙ : (C,⊗)× (C,⊗)→ (C,⊗).
This second multiplication also has a unit, which is a functor from the one-object category [0] into C. Since
this functor is required to be monoidal, it carries the unique object of [0] to the unit object 1 ∈ C, up to
canonical isomorphism. It follows that 1 can be regarded as a unit with respect to both tensor product
operations ⊗ and ⊙.
We can now exploit the classical Eckmann-Hilton argument to show that the tensor product functors
⊗,⊙ : C×C → C are isomorphic. Namely, our assumption that ⊙ is a monoidal functor gives a chain of
isomorphisms
X ⊙ Y ≃ (X ⊗ 1)⊙ (1⊙ Y ) (1)
≃ (X ⊙ 1)⊗ (1⊙ Y ) (2)
≃ X ⊗ Y (3)
depending naturally on X and Y . Consequently, ⊙ is determined by ⊗ as a functor from C×C into C.
However, it gives rise to additional data when viewed as a monoidal functor: a monoidal structure on the
tensor product functor ⊗ : C×C→ C supplies a canonical isomorphism
(W ⊗X)⊗ (Y ⊗ Z) ≃ (W ⊗ Y )⊗ (X ⊗ Z).
Taking W and Z to be the unit object, we get a canonical isomorphism σX,Y : X⊗Y → Y ⊗X . Conversely,
if we are given a collection of isomorphisms σX,Y : X ⊗ Y → Y ⊗X , we can try to endow ⊗ : C×C → C
with the structure of a monoidal functor by supplying the isomorphisms
(W ⊗X)⊗ (Y ⊗ Z) ≃W ⊗ (X ⊗ Y )⊗ Z
σX,Y
≃ W ⊗ (Y ⊗X)⊗ Z ≃ (W ⊗ Y )⊗ (X ⊗ Z)
together with the evident isomorphism 1⊗1 ≃ 1. Unwinding the definitions, we see that these isomorphisms
supply a monoidal structure on the functor ⊗ if and only if the following condition is satisfied:
(1) For every triple of objects X,Y, Z ∈ C, the isomorphism σX,Y⊗Z is given by the composition
X ⊗ (Y ⊗ Z) ≃ (X ⊗ Y )⊗ Z
σX,Y
≃ (Y ⊗X)⊗ Z ≃ Y ⊗ (X ⊗ Z)
σX,Z
→ Y ⊗ (Z ⊗X) ≃ (Y ⊗ Z)⊗X.
In this case, we have a diagram of monoidal functors
C×C×C
⊗×id //
id×⊗

C×C
⊗

C×C
⊗ // C
such that the underlying diagram of categories commutes up to canonical isomorphism α (supplied by
the monoidal structure on C). Unwinding the definitions, we see that the natural transformation α is an
isomorphism of monoidal functors if and only if the following additional condition is satisfied:
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(2) For every triple of objects X,Y, Z ∈ C, the isomorphism σX⊗Y,Z is given by the composition
(X ⊗ Y )⊗ Z ≃ X ⊗ (Y ⊗ Z)
σY,Z
≃ X ⊗ (Z ⊗ Y ) ≃ (X ⊗ Z)⊗ Y
σX,Z
≃ (Z ⊗X)⊗ Y ≃ Z ⊗ (X ⊗ Y ).
(Equivalently, the inverse maps σ−1X,Y : Y ⊗X ≃ X ⊗ Y satisfy condition (1).)
A natural isomorphism σX,Y : X ⊗ Y ≃ Y ⊗ X is called a braiding on the monoidal category (C,⊗) if
it satisfies conditions (1) and (2). A braided monoidal category is a monoidal category equipped with a
braiding. We can summarize our discussion as follows: if C is an ordinary category, then endowing C with
the structure of a braided monoidal category is equivalent to endowing the nerve N(C) with the structure of
an E[2]-monoidal ∞-category.
Remark 1.2.5. It follows from Example 1.2.4 that if C is a monoidal category containing a sequence of
objects X1, . . . , Xn, then the tensor product X1 ⊗ · · · ⊗Xn is the fiber of a local system of objects of C over
the space Rect(✷2 × {1, . . . , n},✷2). In other words, the tensor product X1 ⊗ · · · ⊗Xn is endowed with an
action of the fundamental group π1Conf({1, . . . , n},R
2) of configurations of n distinct points in the planeR2
(Remark 1.1.5). The group π1 Conf({1, . . . , n},R
2) is the Artin pure braid group on n strands. The action
of π1 Conf({1, . . . , n},R
2) on X1⊗· · ·⊗Xn can be constructed by purely combinatorial means, by matching
the standard generators of the Artin braid group with the isomorphisms σXi,Xj . However, Theorem 1.2.2
provides a much more illuminating geometric explanation of this phenomenon.
The proof of Theorem 1.2.2 will occupy our attention for the remainder of this section. In what follows,
we will assume that the reader is familiar with the notation introduced in §B.7. We begin by observing that
the bifunctor E[k]× E[k′]→ E[k + k′] factors as a composition
E[k]× E[k′]
θ′
→ E[k] ≀ E[k′]
θ
→ E[k + k′],
where θ′ is the map described in Remark B.7.4. In the special case where k = 1, we will denote the functor
θ by Ψk : E[1] ≀ E[k]→ E[k + 1]. The key step in the proof of Theorem 1.2.2 is the following:
Proposition 1.2.6. Let k ≥ 0 be a nonnegative integer. Then the map θ : E[1] ≀ E[k] → E[k + 1] induces
a weak equivalence of ∞-preoperads (E[1] ≀ E[k],M)→ E[k + 1]♮. Here M denotes the collection of all inert
morphisms in E[1] ≀ E[k].
Assuming Proposition 1.2.6 for the moment, we can give the proof of Theorem 1.2.2.
Proof of Theorem 1.2.2. We proceed by induction on k. If k = 0, the desired result follows from Proposition
C.1.10.6, since the ∞-operad E[k] is unital. If k = 1, we consider the factorization
E[1]♮ ⊙ E[k′]♮ → (E[1] ≀ E[k′],M)→ E[1 + k′]♮
and apply Proposition 1.2.6 together with Theorem B.7.5. If k > 1, we have a commutative diagram
E[1]♮ ⊙ E[k − 1]♮ ⊙ E[k′]♮ //

E[k]♮ ⊙ E[k′]♮

E[1]♮ ⊙ E[k + k′ − 1]♮ // E[k + k′]♮.
The inductive hypothesis guarantees that the horizontal maps and the left vertical map are weak equivalences
of ∞-preoperads, so that the right vertical map is a weak equivalence as well.
We now turn to the proof of Proposition 1.2.6. Our first step is to establish the following lemma.
Lemma 1.2.7. Let 〈m〉 be an object of E[k + 1], and let J = (E[1] ≀ E[k]) ×E[k+1] (E[k + 1])〈m〉/, and let J
0
denote the full subcategory of J spanned by objects which correspond to inert morphisms 〈m〉 → Ψk(X) in
E[k + 1]. Then the inclusion J0 ⊆ J is left anodyne.
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To prove this, we will need to introduce some notation.
Construction 1.2.8. Fix an integer m ≥ 0. Let P denote the partially ordered set defined as follows:
(i) An element of P consists of an subset I ⊆ (−1, 1) which can be written as a finite disjoint union of
closed intervals, together with a surjection of finite sets χ : 〈m〉◦ → π0I is a surjection of finite sets.
(ii) We have (I, χ) ≤ (I ′, χ′) if and only if I ⊆ I ′ and the diagram
π0I
!!D
DD
DD
DD
D
〈m〉◦
χ
<<yyyyyyyy
χ′ // π0I ′
commutes.
Fix an active morphism α : 〈m〉 → 〈n〉 in Γ. We can lift 〈n〉 to an object (〈n〉) ∈ E[1] ≀N(Γ), allowing us
to identify α with an object D of the ∞-category
D = (E[1] ≀ N(Γ))×N(Γ) N(Γ)
〈m〉/.
LetD′ = D/D denote the∞-category whose objects consist of maps γ : (〈m1〉, . . . , 〈mb〉)→ (〈n〉) in E[1]≀N(Γ)
together with a commutative diagram
〈m〉
β //
id

〈m1 + . . .+mb〉

〈m〉
α // 〈n〉
in Γ, and let C0 denote the full subcategory spanned by those diagrams where β is an isomorphism and each
of the integers mi is positive.
Given an element (I, χ) ∈ P , write I as a disjoint union of intervals I1 ∪ . . . ∪ Ib, where x < y whenever
x ∈ Ii, y ∈ Ij , and i < j. For 1 ≤ i ≤ b, there is a unique order-preserving bijection χ−1{Ii} ≃ 〈mi〉
◦
for some mi > 0; these bijections together determine an isomorphism β : 〈m〉 → 〈m1 + · · ·+mb〉 in Γ.
There is a unique map γ0 : (〈m1〉, . . . , 〈mb〉) → (〈n〉) in N(Γ)∐ such that α = γ0 ◦ β, where γ0 denotes the
image of γ0 in Γ. The morphism γ0 lifts to a morphism γ in E[1] ≀N(Γ) by specifying rectilinear embeddings
{ej : (−1, 1)→ (−1, 1)}1≤j≤b such that ej(−1, 1) is the interior of Ij . The pair (β, γ) determines an object
of C0, and the construction (I, χ) 7→ (β, γ) extends naturally to a functor θ : N(P )→ C0.
Lemma 1.2.9. Let q : X → S be a Cartesian fibration of simplicial sets. If each fiber of q is weakly
contractible, then q is a weak homotopy equivalence.
Proof. We will prove that for any map of simplicial sets S′ → S, the induced map qS′ : X ×S S′ → S′ is
a weak homotopy equivalence. Since the collection of weak homotopy equivalences is stable under filtered
colimits, we can reduce to the case where the simplicial set S′ is finite. We now work by induction on the
dimension of n of S′. If S′ is empty, the result is obvious; otherwise, let T be the set of nondegenerate
n-simplices of S′ so that we have a pushout diagram
T × ∂∆n //

T ×∆n

S′′ // S′.
12
The inductive hypothesis guarantees that qT×∂∆n and qS′′ are weak homotopy equivalences. Since the usual
model structure on the category of simplicial sets is left proper, it will suffice to show that qT×∆n is a weak
homotopy equivalence. Since the collection of weak homotopy equivalences is stable under coproducts, we
can reduce to the case where S′ ≃ ∆n is an n-simplex.
We wish to show that X ′ = X ×S ∆n is weakly contractible. Note that X ′ is an ∞-category. Since the
map X ′ → ∆n is a Cartesian fibration, the inclusion X ′0 = X
′ ×∆n {0} ⊆ X ′ admits a right adjoint. It
follows that X ′ is weakly homotopy equivalent to X ′0, which is a fiber of the map q and therefore weakly
contractible by assumption.
Lemma 1.2.10. Fix an integer b ≥ 0, and let Qb denote the set of sequences (I1, . . . , Ib), where each
Ij ⊆ (−1, 1) is a closed interval, and we have x < y whenever x ∈ Ii, y ∈ Ij, and i < j. We regard Q as
a partially ordered set, where (I1, . . . , Ib) ≤ (I ′1, . . . , I
′
b) if Ij ⊆ I
′
j for 1 ≤ i ≤ j. Then the nerve N(Qb) is
weakly contractible.
Proof. The proof proceeds by induction on b. If b = 0, then Qb has a single element and there is nothing to
prove. Otherwise, we observe that “forgetting” the last coordinate induces a Cartesian fibration q : N(Qb)→
N(Qb−1). We will prove that the fibers of q are weakly contractible, so that q is a weak homotopy equivalence
(Lemma 1.2.9). Fix an element x = ([t1, t
′
1], [t2, t
′
2], . . . , [tb−1.t
′
b−1]) ∈ Qb−1. Then q
−1{x} can be identified
with the nerve of the partially ordered set Q′ = {(tb, t′b) : t
′
b−1 < tb < t
′
b < 1}, where (tb, t
′
b) ≤ (sb, s
′
b) if
tb ≥ sb and t′b ≤ s
′
b.
The map (tb, t
′
b) 7→ t
′
b is a monotone map from Q
′ to the open interval (t′b−1, 1). This map determines
a coCartesian fibration q′ : N(Q′) → N(t′b−1, 1). The fiber of q
′ over a point s can be identified with the
opposite of the nerve of the interval (t′b−1, s), and is therefore weakly contractible. Applying Lemma 1.2.9,
we deduce that q′ is a weak homotopy equivalence, so that N(Q′) is weakly contractible as desired.
Lemma 1.2.11. Let θ : N(P ) → C0 be the functor of Construction 1.2.8. Then θ induces a cofinal map
N(P )op → Cop0 .
Proof. Let D = (Ass ≀N(Γ)) ×N(Γ) N(Γ)
〈m〉/, let D denote the image of D in D under the map induced by
the trivial Kan fibration E[1] → Ass of Example 1.1.7. Let D
′
= D
/D
and let C0 be the essential image of
C0 in D
′. Finally, let θ denote the composition of θ with the trivial Kan fibration C0 → C0. We are now
reduced to the (purely combinatorial) problem of showing that θ induces a cofinal map N(P )op → C
op
0 .
According to Theorem T.4.1.3.1, it will suffice to prove that for every object C ∈ C0, the ∞-category
N(P )/C = N(P )×C0 (C0)/C is weakly contractible. Note that ∞-category C0 is actually the nerve of a small
category J whose objects consist of isomorphisms
β : 〈m〉◦ ≃
∐
1≤i≤b
〈mi〉
◦
where each mi > 0, together with a linear ordering < on the set of indices {1, . . . , b}. Without loss of
generality, we may assume that C = (β,<), where < is the standard linear ordering on the set {1, . . . , b}.
Then N(P )/C can be identified with the nerve of the partially ordered set P
′ of triples (I, χ, f), where
I ⊆ (−1, 1) is a disjoint union of closed intervals, χ : 〈m〉◦ → π0I is a surjection of finite sets, and f :
π0I → {1, . . . , b} is a nonstrictly increasing map such that β−1〈mi〉
◦
= (χ ◦ f)−1{i}. Let P ′0 denote the
partially ordered subset consisting of those pairs for which f is a bijection. We observe that the inclusion
N(P ′0) ⊆ N(P
′) has a left adjoint. Consequently, it will suffice to show that N(P ′0) is weakly contractible,
which follows from Lemma 1.2.10.
Construction 1.2.12. Let α : 〈m〉 → 〈n〉 be an active morphism in Γ, and let P be the partially ordered
set of Construction 1.2.8. We let P ⊳ denote the partially ordered set obtained from P by adjoining a new
smallest element, which we will denote by −∞. We define a contravariant functor T from P ⊳ to the category
of topological spaces as follows:
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(i) Let (I, χ) be an element of P . Then
T (I, χ) =
∏
i∈〈n〉◦
∏
j∈π0I
Rect(✷k × (α−1{i} ∩ χ−1(j)),✷k).
(ii) We set T (−∞) =
∏
i∈〈n〉◦ Rect(✷
k+1 × α−1{i},✷k+1).
(iii) For (I, χ) ∈ P , the map T (I, χ)→ T (−∞) carries an element {ei,j ∈ Rect(✷
k × (α−1{i}, χ−1{j}),✷k)
to the collection of rectilinear embeddings {e′i ∈ Rect(✷
k+1 × α−1{i},✷k+1)} characterized by the
property that for a ∈ 〈m〉◦, the image of e′α(a)|✷
k+1×{a} is the product of the image of J × eα(a),χ(j),
where J is the interior of the connected component of I given by J .
Lemma 1.2.13. The contravariant functor T of Construction 1.2.12 exhibits the simplicial set Sing• T (−∞)
as a homotopy colimit of the diagram of simplicial sets {Sing• T (x)}x∈P .
Proof. Given a finite set S and an open interval J , we let Conf′(S, J × ✷k) denote the space of all maps
S → J ×✷k such that the composite map S → J ×✷k → ✷k is injective. Since J is contractible, we deduce:
(∗) The projection map J ×✷k → ✷k induces a homotopy equivalence Conf′(S, J ×✷k)→ Conf(S,✷k).
We define a contravariant functor T0 from P
⊳ to the category of topological spaces as follows:
(i) Let (I, χ) be an element of P . Then T0(I, χ) is the space∏
i∈〈n〉◦
∏
j∈π0I
Conf′(α−1{i} ∩ χ−1{j}, Ij ×✷
k),
where Ij denotes the interior of the connected component of I corresponding to j ∈ π0I.
(ii) Set T0(−∞) =
∏
i∈〈n〉◦ Conf(α
−1{i},✷k+1).
(iii) For (I, χ) ∈ P , the map T0(I, χ)→ T0(−∞) is the canonical inclusion.
There is a natural transformation of functors γ : T → T0, which is uniquely determined by the requirement
that it induces the map T (−∞)→ T0(−∞) given by the product of the maps
Rect(✷k+1 × α−1{i},✷k+1)→ Conf(α−1{i},✷k+1)
given by evaluation at the origin of ✷k+1. It follows from Remark 1.1.5 that the map T (−∞)→ T0(−∞) is
a homotopy equivalence. For (I, χ) ∈ P , we have a commutative diagram
T (I, χ)
φ
))TTT
TTT
TTT
TTT
TTT
T
γ(I,χ) // T0(I, χ)
φ′uujjjj
jjj
jjj
jjj
jj
∏
i,j Conf(α
−1{i} × χ−1{j},✷k)
The map φ′ is a homotopy equivalence by virtue of (∗), and the map φ is a homotopy equivalence by virtue
of Remark 1.1.5. It follows that γ(I,χ) is a homotopy equivalence, so that γ is a weak equivalence of functors.
To prove that T exhibits T (−∞) has a homotopy colimit of T |P , it will suffice to show that T0 exhibits
T0(−∞) as a homotopy colimit of T0|P . We will deduce this by applying Theorem A.1.1. Fix a point
x ∈ T0(−∞), which we will identify with a map x : 〈m〉
◦ → ✷k+1 such that x(a) 6= x(b) if α(a) = α(b).
Let x0 : 〈m〉
◦ → (−1, 1) be the composition of x with the projection to the first coordinate, and let
x1 : 〈m〉
◦ → ✷k be given by the projection to the remaining coordinates. To apply Theorem A.1.1, we
must show that the partially ordered set Px has weakly contractible nerve, where Px denotes the subset of
P spanned by those pairs (I, χ) satisfying the following condition:
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(a) The subset I ⊆ (−1, 1) contains the set x0(〈m〉
◦
) in its interior.
(b) The map χ is characterized by the property that χ(i) ∈ π0I is the connected component containing
x0(〈m〉
◦
).
(c) Given a pair of elements a, b ∈ 〈m〉◦ such that α(a) = α(b) and x1(a) = x1(b), the points x0(a) and
x0(b) belong to different connected components of I.
The contractibility of N(Px) follows from the observation that P
op
x is filtered: for any finite set S ⊂ Px,
there exists another element (I, χ) ∈ Px such that (I, χ) ≤ s for each s ∈ S. Indeed, we can take I to be the
union of closed intervals
⋃
a∈〈m〉◦ [x0(a) − ǫ, x0(a) + ǫ] for any sufficiently small positive real number ǫ (the
map χ : 〈m〉 → π0I is uniquely determined by requirement (b)).
Lemma 1.2.14. Let X → S be Cartesian fibration of simplicial sets, let S′ → S be a map such that fop is
cofinal. Then the induced map f ′ : X ′ = X ×S S′ → X is a weak homotopy equivalence.
Proof. It follows from Propositions T.4.1.2.5 and T.4.1.2.15 that f ′
op
is cofinal, and therefore a weak homo-
topy equivalence (Proposition T.4.1.1.3).
Proof of Lemma 1.2.7. We wish to show that the inclusion (J0)op → Jop is cofinal (Proposition T.4.1.1.3).
Let I = E[1] ≀ E[k], and let J = I×E[k+1]E[k + 1]〈m〉/. It follows from Proposition T.4.2.1.5 that the natural
map J → J is a categorical equivalence; we let J
0
denote the essential image of J0 in J. It will therefore
suffice to show that the inclusion (J
0
)op ⊆ J
op
is cofinal. Using Theorem T.4.1.3.1 and Proposition T.4.2.1.5,
we can reduce to showing that for every object X ∈ J, the ∞-category J
0
×
J
J
/X
is weakly contractible.
Let X = (〈n1〉, 〈n2〉, . . . , 〈nb〉) denote the image of X in I. We can identify X with a morphism α : 〈m〉 →
Ψk(X) = 〈n1 + . . .+ nb〉 in E[k + 1]. Let K(α) be the ∞-category J
0
×
J
J
/X
by K(α). We can identify
objects of K(α) with triples (Y, γ, σ), where where Y = (〈n′1〉, . . . , 〈n
′
b′〉) is another object of I, γ : Y → X is
a morphism in I, and σ is a commutative diagram
〈m〉
id

β // Ψk(Y )
Ψk(γ)

〈m〉
α // Ψk(X)
in E[k + 1], where β is inert. The map γ can in turn be identified with a morphism γ0 : 〈b′〉 → 〈b〉 in E[1]
together with a collection of maps {γi : 〈b′i〉 → 〈bj〉}i∈γ−10 {j}
in E[k]. Let K′(α) denote the full subcategory
of K(α) spanned by those diagrams for which γ0 and each of the morphisms γi are active. The inclusion
K
′(α) ⊆ K(α) admits a left adjoint, and is therefore a weak homotopy equivalence. Let K′′(α) denote the
full subcategory of K′(α) spanned by those objects for which each of the integers n′i is positive. The inclusion
K
′′(α) ⊆ K′(α) admits a right adjoint, and is therefore a weak homotopy equivalence. It will therefore suffice
to show that K′′(α) is weakly contractible.
The map α factors as a composition
〈m〉
α′
→ 〈m′〉
α′′
→ Ψk(X)
where α′ is inert and α′′ is active. Composition with α′ induces an equivalence of ∞-categories K′′(α′′) →
K
′′(α). We may therefore replace α by α′′ and thereby reduce to the case where α is active. Then α
determines a partition m = m1+ . . .+mb of m and a collection of active maps {αi : 〈mi〉 → Ψk(〈ni〉)}1≤i≤b
in E[k + 1]. The ∞-category K′′(α) is equivalent to the direct product
∏
1≤i≤bK
′′(αi). It now suffices to
prove that each K′′(αi) is weakly contractible: in other words, we may replace α by αi and thereby reduce
to the case where X = (〈n〉) lies in the image of the embedding E[k] →֒ E[1] ≀ E[k].
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Let A denote the ∞-category N(Γ)〈m〉/ ×N(Γ) N(Γ)
∐, whose objects are pairs consisting of an object
(〈a1〉, . . . , 〈ap〉) ∈ N(Γ)∐ together with a morphism β : 〈m〉 → 〈a1 + · · ·+ ap〉 of pointed finite sets, and
let A = ((〈n〉), 〈m〉 → 〈n〉) denote the object of A determined by α. Let A0 denote the full subcategory
of A spanned by those objects for which each ai is positive and β is an equivalence. Let I
′ = I×N(Γ)∐ A,
and let X ′ denote the object (X,A) of I′. Note that the map J → I′ is a pullback of (E[k + 1])〈m〉/ →
E[k + 1] ×N(Γ) N(Γ)〈m〉/, and therefore a left fibration. It follows that the fiber JX′ = J ×I′ {X ′} is a Kan
complex. Let
C = A0×Fun({0},A) Fun(∆
1, J)×Fun({1},I′) {X
′}.
Evaluation at {1} induces a categorical fibration
φ : C→ JX′
such that φ−1{X} = K(α). Choose a contractible Kan complex K and a Kan fibration K → JX′ whose
image contains X , and consider the diagram
K
′′(α) //

K ×
JX′
C //
φ′

C
φ

{X} // K // JX′ .
Since φ is a categorical fibration, every square in this diagram is a homotopy pullback (with respect to the
Joyal model structure). Because K is contractible, the left horizontal maps are categorical equivalences.
Consequently, to prove that K′′(α) is weakly contractible, it suffices to show that the map φ′ is a weak
homotopy equivalence. Because the usual model structure on simplicial sets is right proper (and the map
K → JX′ is a Kan fibration), we may reduce to the problem of showing that φ : C→ JX′ is a weak homotopy
equivalence. To prove this, we will need to make some auxiliary constructions.
Let P be the partially ordered set of Construction 1.2.8, and let T : P ⊳ → Top be the contravariant
functor described in Construction 1.2.12. We define a topological category P as follows:
(i) The set of objects of P is P ∪ {−∞,∞} = P ⊳ ∪ {∞}.
(ii) The mapping spaces in P are given by the formula
MapP (x, y) =

∗ if x = y =∞
∗ if x, y ∈ P ⊳, x ≤ y
T (x) if x ∈ P ⊳, y =∞
∅ otherwise.
Let D denote the fiber product N(P )/∞ ×N(P ) N(P
⊳), and let D = D×N(P⊳) N(P ).
Let P 0 be the full subcategory of P spanned by the objects ±∞. There is an evident retraction r of P
onto P 0, given on objects by the formula
r(x) =
{
∞ if x =∞
−∞ otherwise.
We also have a topological functor ρ0 : P 0 → E˜[k + 1], given on objects by
ρ0(−∞) = 〈m〉 ρ0(∞) = 〈n〉.
The composition ρ0 ◦ r induces a map of ∞-categories N(P )→ E[k + 1], which determines in turn a map
D→ {〈m〉} ×Fun({0},E[k+1]) Fun(∆
1,E[k + 1])×Fun({1},E[k+1]) {〈n〉}.
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This map factors through JX′ ⊆ {〈m〉}×Fun({0},E[k+1])Fun(∆
1,E[k+1])×Fun({1},E[k+1]) {〈n〉}, and therefore
determines a map ρ : D→ JX′ .
Note that we can identify objects of D with triples (I, χ, η), where (I, χ) ∈ P and η ∈ T (I, χ). Given
such an object, write I as a disjoint union of closed intervals I1 ∪ . . . ∪ Ib, and choose an order-preserving
bijection χ−1[Ij ] ≃ 〈mj〉
◦
for 1 ≤ j ≤ b. The point η can be regarded as a morphism γ from the object
Y = (〈m1〉, . . . , 〈mb〉) to (〈n〉) in I. This morphism fits into a commutative diagram σ
〈m〉 //
id

Ψk(Y )
Ψk(γ)

〈m〉
η // 〈n〉
in the ∞-category E[k+ 1]. The construction (I, χ, η) 7→ (Y, γ, σ) extends to a functor ρ′ : D→ C. We have
a commutative diagram
D //
ρ′

D
ρ

C
φ // JX′ .
We wish to prove that φ is a weak homotopy equivalence. We will complete the proof by verifying the
following:
(a) The inclusion D ⊆ D is a weak homotopy equivalence.
(b) The map ρ is a weak homotopy equivalence.
(c) The map ρ′ is a weak homotopy equivalence.
To prove (a), we observe that the right fibration q : D→ N(P ⊳) ≃ N(P )⊳, which is equivalent to the right
fibration N(P )/∞ ×N(P ) N(P
⊳) → N(P ⊳) (Proposition T.4.2.1.5) obtained by applying the unstraightening
functor Un of §T.2.2.1 to the functor (Sing• ◦T ) : (P
⊳)op → Set∆. In other words, q is the right fibration
associated to the functor N(P op)⊲ → S given by the nerve of Sing• ◦T . Lemma 1.2.13 implies that Sing• ◦T
is a homotopy colimit diagram, so that N(P op)⊲ → S is a colimit diagram (Theorem T.4.2.4.1). Applying
Proposition T.3.3.4.5, we deduce that the inclusion D ⊆ D is a weak homotopy equivalence.
To prove (b), let D−∞ denote the fiber product D×N(P⊳) {−∞}, and consider the diagram
D
ρ
  A
AA
AA
AA
A
D−∞
j
=={{{{{{{{
ρ′′ // JX′ .
Since D→ N(P ⊳) is a right fibration and −∞ is an initial object of N(P ⊳), the inclusion j is a weak homotopy
equivalence (Lemma 1.2.14). The map ρ′′ is a homotopy equivalence because both its domain and codomain
can be identified with the summand
Map
E[k+1](〈m〉, 〈n〉)×HomΓ(〈m〉,〈n〉) {α0} ⊆MapE[k+1](〈m〉, 〈n〉),
where α0 denotes the morphism 〈m〉 → 〈n〉 in Γ determined by α. It follows from the two-out-of-three
property that ρ is a weak homotopy equivalence as required.
To prove (c), let C0 be defined as in Lemma 1.2.8, and observe that we have a commutative diagram
D
ρ′ //

C
ψ

N(P )
θ // C0 .
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We will prove:
(c′) The map ψ is a right fibration.
(c′′) For every object x ∈ P , the induced map D×N(P ){x} → C×C0{θ(x)} is a weak homotopy equivalence.
Then condition (c′′) and Lemma 1.2.9 guarantee that the map D→ C×C0 N(P ) is a weak homotopy equiv-
alence, while condition (c′), Lemma 1.2.14, and Lemma 1.2.11 guarantee that C×C0 N(P ) → C is a weak
homotopy equivalence. It follows that the composition ρ′ : D → C is a weak homotopy equivalence, as
required by (c).
We now prove (c′). Let I0 = E[1] ≀ N(Γ), let I
′
0 = I0×N(Γ)∐ A, and let X
′
0 denote the image of X
′ in I′0.
We note that ψ factors as a composition
C
ψ0
→ (A0×AJ)×I′ (I
′)/X0
ψ1
→ A0×A(I
′)/X
′ ψ2
→ A0×A(I
′
0)
/X′0 .
Since J → I′ is a left fibration and the inclusion {0} ⊆ ∆1 is left anodyne, the map ψ0 is a trivial Kan
fibration. The map ψ1 is also a trivial Kan fibration, because the forgetful functor E[k + 1]→ N(Γ) induces
a trivial Kan fibration between the underlying Kan complexes. The map ψ2 factors as a composition
A
0×A(I
′)/X
′ ψ′2→ A0×A(I
′×I′0(I
′
0)
/X′0 )
ψ′′2→ C0 .
Here ψ′2 is a pullback of Fun(∆
1, I′)→ Fun(∆1, I′0)×Fun({1},I′0) Fun({1}, I
′) (which is a right fibration since
the inclusion {1} ⊆ ∆1 is right anodyne and the map I′ → I′0 is a categorical fibration), and ψ
′′
2 is a pullback
of A0×N(Γ)∐E[k]
∐ → A0 (which is a trivial Kan fibration, since the map E[k]→ N(Γ) induces a trivial Kan
fibration over the full subcategory of Γ spanned by the injective maps).
To prove (c), consider an object x = (I1∪. . .∪Ib, χ), and let Y = (〈m1〉, . . . , 〈mb〉) be the corresponding ob-
ject of I. Both Dx and Cθ(x) are homotopy equivalent to the summand MapI(Y, 〈n〉)×HomΓ (〈m〉, 〈n〉){α0} ⊆
MapI(Y, 〈n〉).
Proof of Proposition 1.2.6. We use the strategy of Proposition C.1.3.14. Fix a fibration of∞-operads C⊗ →
E[k+1], and let Z denote the full subcategory of FunE[k+1](E[1] ≀E[k],C
⊗) spanned by those functors which
carry inert morphisms to inert morphisms; we will prove that composition with Ψk induces an equivalence
of ∞-categories θ : Alg
E[k+1](C)→ Z.
Let K denote the mapping cylinder of the functor Ψk : (E[1] ≀ E[k]) → E[k + 1]: that is, we let K be
a simplicial set equipped with a map K → ∆1 satisfying the following universal mapping property: given
any map of simplicial sets K → ∆1, the set Hom∆1(K,K) can be identified with the set of commutative
diagrams
K ×∆1 {0}

// E[1] ≀ E[k]
Ψk

K // E[k + 1].
Then K→ ∆1 is a correspondence from K0 ≃ E[k + 1] to K1 ≃ E[1] ≀E[k]. There is a canonical retraction r
of K onto E[k + 1].
Let X denote the full subcategory of FunE[k](K,C
⊗) spanned by those functors A which satisfy the
following pair of conditions:
(i) The restriction of A|E[k] belongs to Alg
E[k](C).
(ii) For every object X ∈ E[1] ≀ E[k], the canonical map A(ΨkX)→ A(X) is an equivalence in C
⊗.
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Note that condition (ii) is equivalent to the requirement that A is a left Kan extension of A|E[k]. It follows
from Proposition T.4.3.2.15 that the restriction map β : X → Alg
E[k](C) is a trivial Kan fibration. The
functor θ : Alg
E[k](C)→ Z factors as a composition
Alg
E[k](C)
θ′
→ X
θ′′
→ Z,
where θ′ is a section of the trivial Kan fibration β (and therefore a categorical equivalence). It will therefore
suffice to show that the map θ′′ is a trivial Kan fibration. In view of Proposition T.4.3.2.15, it will suffice to
verify the following:
(a) Let A ∈ FunE[k](K,C
⊗) be a functor such that A0 = A|(E[1] ≀ E[k]) belongs to Z. Then A ∈ X if and
only if and A is a p-right Kan extension of A0.
(b) Every object A0 ∈ Z admits a p-right Kan extension A ∈ FunE[k](K,C
⊗).
To prove (a), fix an object A ∈ FunE[k](K,C
⊗) such that A0 ∈ Z. Let 〈m〉 ∈ E[k], and let J
0 ⊆ J be the
inclusion described in Lemma 1.2.7. Using Lemma 1.2.7, we deduce:
(a0) The functor A is a p-right Kan extension of A0 at 〈m〉 if and only if the map
f
0
: (J0)⊳ → K
A
→ C⊗
is a p-limit diagram.
Let J1 denote the full subcategory of J0 spanned by those inert morphisms 〈m〉 → Ψk(X) in E[k+1] for
which X lies over the object (〈1〉) of N(Γ)∐. We next claim:
(a1) The map f
0 = f
0
| J0 is a p-right Kan extension of f1 = f
0
| J1. Consequently (by virtue of Lemma
T.4.3.2.7 and (a0)) the functor A is a p-right Kan extension of A0 at 〈m〉 if and only if the functor
f
1
= f
0
|(J1)⊳ is a p-limit diagram.
To prove (a1), consider an arbitrary object α : 〈m〉 → Ψk(X) of J
0, where X lies over the object
(〈n1〉, . . . , 〈nj〉) ∈ N(Γ)∐. Let D denote the∞-category J
0
α/×J0 J
1. Every object D ∈ D determines an inert
morphism 〈n1 + · · ·+ nj〉 → 〈1〉 in Γ, which we can identify with an element iD ∈ 〈n1 + · · ·+ nj〉
◦
. The
assignment D 7→ i(D) determines a decomposition of D as a disjoint union D ≃
∐
i∈〈n1+···+nj〉
◦ Di, where
each Di is a contractible Kan complex containing a vertex Di, which induces an inert morphism βi : X → Xi
in E[1] ≀ E[k]. It follows that f0 is a p-right Kan extension of f1 at α if and only if A0 exhibits A0(X) as a
p-product of the objects {A0(Xi)}1≤i≤n1+···+nj , which follows from our assumption that A0 ∈ Z.
Every object of J1 determines an inert morphism 〈m〉 → 〈1〉 in N(Γ), which we can identify with an
element i ∈ 〈m〉◦. This assignment determines a decomposition of J1 as a disjoint union J1 ≃
∐
1≤i≤m J
1
i .
Let X0 denote the unique vertex of E[1] ≀E[k] lying over the object (〈1〉) ∈ N(Γ)∐. Each of the ∞-categories
J
1
i is a contractible Kan complex containing a vertex αi : 〈m〉 → Ψk(X0). Combining this observation with
(a1), we deduce:
(a2) The functor A is a p-right Kan extension of A0 at 〈m〉 if and only if the morphisms A(αi) exhibit
A(〈m〉) as a p-product of the objects {A0(X0)}1≤i≤m.
Using the fact that p is a fibration of ∞-operads and allowing the integer m to vary, we deduce the
following version of (a):
(a3) The functor A is a p-right Kan extension of A0 if and only if, for every pair of integers 1 ≤ i ≤ m, the
morphism αi described above determines an inert morphism A(αi) : A(〈m〉)→ A0(X0).
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We now prove (a). Assume first that A is a p-right Kan extension of A0; we will show that A satisfies
conditions (i) and (ii). To prove (i), we must show that if γ : 〈m〉 → 〈m′〉 is an inert morphism in E[k], then
A(γ) is an inert morphism in C⊗. Using Remark C.1.2.2, we can reduce to the case where m′ = 1. We have
a commutative diagram
A(〈m〉)
A(γ) //
A(γ′)
%%KK
KK
KK
KK
KK
A(〈1〉)
A(γ′′)yytt
tt
tt
tt
t
A0(X0).
Applying (a3), we deduce that A(γ
′) and A(γ′′) are inert; in particular, A(γ′′) is an equivalence so that A(γ)
is inert as desired.
We now prove (ii). Fix an object X ∈ E[1] ≀E[k], and let 〈m〉 = Ψk(X) ∈ E[k+1]. We wish to show that
the canonical map γ : A(〈m〉) → A0(X) is an equivalence. For 1 ≤ i ≤ m, let βi : X → Xi be defined as
above, so that our assumption that A0 ∈ Z guarantees that A0(βi) is inert. Since C
⊗ is an ∞-operad, it will
suffice to show that each composition A(βi ◦ γ) is inert, which follows immediately from (a3), since βi ◦ γ is
equivalent to the morphism αi : 〈m〉 → Φk(X0).
We now prove the converse: suppose that the functor A satisfies conditions (i) and (ii); we wish to prove
that A is a p-right Kan extension of A0. In view of (a3), it suffices to show that for 1 ≤ i ≤ m, the map
A(αi) : A(〈m〉)→ A0(X0) is inert. This map factors as a composition
A(〈m〉)
ρ
→ A(〈1〉)
ρ′
→ A0(X0)
where ρ is inert by virtue of (i) and ρ′ is an equivalence by virtue of (ii). This completes the proof of (a).
We now prove (b). Fix A0 ∈ Z. To prove that A0 admits a p-right Kan extension A ∈ FunE[k](K,C
⊗), it
suffices to show that for every object 〈m〉 ∈ E[k], the composite diagram
f : J→ E[1] ≀ E[k]
A0→ C⊗
can be extended to a p-limit diagram f ∈ FunE[k](J
⊳,C⊗). Since the inclusion J0 ⊆ J is left anodyne, it
suffices to extend f0 = f | J0 to a p-limit diagram. Since f0 is a p-right Kan extension of f1 = f | J1, we can
reduce to showing that f1 can be extended to a p-limit diagram (Lemma T.4.3.2.7). Since J1 is equivalent
to the discrete simplicial set 〈m〉◦, we are reduced to showing that a map 〈m〉◦ → C can be extended to a
p-limit diagram in FunE[k+1](〈m〉
◦⊳
,C⊗), which follows immediately from our assumption that p is a fibration
of ∞-operads.
1.3 Iterated Loop Spaces
Let X be a topological space equipped with a base point ∗, and let Top denote the category of topological
spaces. For each n ≥ 0, let θX(〈n〉) ≃ (ΩkX)n denote the collection of n-tuples of maps f1, . . . , fn :
[−1, 1]k → X such that each fi carries the boundary of [−1, 1]
k to the base point ∗ ∈ X . The construction
〈n〉 → Sing• θX(〈n〉) determines a simplicial functor θX : Sing E˜[k]→ Kan (which encodes the idea that the
iterated loop space ΩkX is acted on by the little cubes operad Ck). This construction depends functorially
on X . Restricting our attention to the case where X = |K|, where K is a (pointed) Kan complex, we obtain
a simplicial functor
Kan∗/× Sing E˜[k]→ Kan .
Passing to nerves and using the evident equivalence N(Kan∗/)→ S∗, we obtain a functor
N(θ) : S∗×E[k]→ S .
For every pointed space K, the resulting map E[k]→ S is evidently an E[k]-monoid object of S (in the sense
of Definition C.1.4.11). Consequently, N(θ) is adjoint to a functor β : S∗ → MonE[k](S). We will refer to
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E[k]-monoid objects of S simply as E[k]-spaces, and MonE[k](S) as the∞-category of E[k]-spaces. The functor
β implements the observation that for every pointed space X , the k-fold loop space of X is an E[k]-space.
This observation has a converse: the functor β is almost an equivalence of ∞-categories. However, it fails to
be an equivalence for two reasons:
(a) If X is a pointed space, then the k-fold loop space ΩkX contains no information about the homotopy
groups πiX for i < k. More precisely, if f : X → Y is a map of pointed spaces which induces
isomorphisms πiX → πiY for i ≥ k > 0, then the induced map Ω
kX → ΩkY is a weak homotopy
equivalence of spaces (which underlies a weak homotopy equivalence of E[k]-monoids). Consequently,
the functor β : S∗ → MonE[k](S) fails to be conservative. To correct this problem, we need to restrict
our attention to k-connective spaces: that is, pointed spaces X such that πiX ≃ ∗ for i < k; in this
case, there is no information about low-dimensional homotopy groups to be lost.
(b) Suppose that k > 0 and let Y ∈ MonE[k](S); we will abuse notation by identifying Y with the space
Y (〈1〉). Then Y carries an action of the ∞-operad E[1]: in particular, there is a multiplication map
Y × Y → Y which is unital and associative up to homotopy. This multiplication endows the set
of connected components π0Y with the structure of a monoid (which is commutative if k > 1). If
Y ≃ ΩkX lies in the image of the functor β, then we have a canonical isomorphism π0Y ≃ πkX
(compatible with the monoid structures on each side). In particular, we deduce that the monoid π0Y
is actually a group (that is, Y is grouplike in the sense of Definition 1.3.2 below).
Remark 1.3.1. In the case k = 0, issues (a) and (b) do not arise: in fact, we have canonical equivalences
of ∞-categories
S∗ ≃ AlgE[0](S) ≃MonE[0](S)
(here we regard S as endowed with the Cartesian monoidal structure). The first equivalence results from
Proposition C.1.3.8, and the second from Proposition C.1.4.14; the composition of these equivalences agrees
with the map β defined above. For this reason, we will confine our attention to the case k > 0 in what
follows.
We now introduce some terminology to address objection (b).
Definition 1.3.2. Let X be an ∞-topos, and let φ : N(∆)op → Ass be defined as in Construction C.1.3.13.
We will say that an Ass-monoid object X : Ass→ X is grouplike if the composition
N(∆)op → Ass
X
→ X
is a groupoid object of X (see §T.6.1.2). Let Mongp
Ass(X) be the full subcategory of MonAss(X) spanned by
the grouplike Ass-monoid objects of X.
We will say that an E[1]-monoid object X : E[1] → X is grouplike if it belongs to the essential image
of Mongp
Ass(X) under the equivalence of ∞-categories MonAss(X) → MonE[1](X) induced by the equivalence
E[1] → Ass. We let Mongp
E[1](X) ⊆ MonE[1](X) denote the full subcategory spanned by the grouplike E[1]-
monoid objects of X.
If k > 0, then we will say that an E[k]-monoid object X : E[k] → X is grouplike if the composite map
E[1] →֒ E[k]
X
→ X is an grouplike E[1]-monoid object of X. We let Mongp
E[k](X) ⊆ MonE[k](X) denote the full
subcategory spanned by the grouplike E[k]-monoid objects.
Remark 1.3.3. Let X be an E[k]-monoid object of an ∞-topos X, for k > 0, and let us abuse notation
by identifying X with the underlying object X(〈1〉) ∈ X. Then X is equipped with a multiplication map
X × X → X , which is associative up to homotopy. Using Lemma T.6.5.1.2, we deduce that τ≤0X is an
associative monoid in the ordinary topos h(τ≤0 X). Unwinding the definitions, we see that X is grouplike
if and only if τ≤0X is a group object of hτ≤0 X. In particular, the condition that X is grouplike does not
depend on which of the natural embeddings E[1] →֒ E[k] is chosen.
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Remark 1.3.4. Let X be an E[k]-monoid object of an ∞-topos X for k > 0. If X is 1-connective, then
τ≤0X is a final object of hτ≤0 X, so that X is grouplike.
Remark 1.3.5. An E[k]-monoid object X of the ∞-category S of spaces is grouplike if and only if the
monoid π0X is a group. Note that the truncation functor X → π0X preserves colimits. Since the category
of (commutative) groups is stable under colimits in the larger category of (commutative) monoids, we deduce
that Mongp
E[k](S) is stable under small colimits in MonE[k](S).
We now prove an abstract version of our main result:
Theorem 1.3.6. Let k > 0, let X be an ∞-topos, and let X≥k∗ denote the full subcategory of X∗ spanned
by those pointed spaces which are k-connective. Then there is a canonical equivalence of ∞-categories α :
X
≥k
∗ ≃ Mon
gp
E[k](X).
Proof. We first observe that the forgetful functor MonE[k](X∗) → MonE[k](X) is an equivalence of ∞-
categories. This map fits into a commutative diagram
Alg
E[k](X∗) //

Alg
E[k](X)

MonE[k](X∗) // MonE[k](X).
The vertical maps are categorical equivalences by Proposition C.1.4.14, so we are reduced to proving that the
upper horizontal map is a categorical equivalence. The∞-category Alg
E[k](X∗) is equivalent to AlgE[k](X)1/,
where 1 is a trivial E[k]-algebra in X; since E[k] is unital, it follows from Proposition C.2.3.9 that the forgetful
functor Alg
E[k](X)1/ → AlgE[k](X) is an equivalence of ∞-categories. It will therefore suffice to construct an
equivalence α′ : X≥k∗ → MonE[k](X). The construction proceeds by recursion on k. Suppose first that k > 0,
so we can write k = k− + k+ where 0 < k−, k+ < k. The inductive hypothesis guarantees the existence of
equivalences α′− : X
≥k−
∗ → Mon
gp
E[k−]
(X∗) and α
′
+ : X
≥k+
∗ → Mon
gp
E[k+]
(X∗). Note that a pointed object X of
X is k-connective if and only if Ωk
′′
X is k′-connective; moreover, any k′-connective E[k′′]-monoid object of
X∗ is automatically grouplike by Remark 1.3.4. It follows that α
′
+ and α
′
− induce an equivalence
γ : X≥k∗ ≃MonE[k+](MonE[k−](X∗)).
Let δ : MonE[k](X∗) → MonE[k+](MonE[k−](X∗)) be the map induced by the ∞-operad bifunctor E[k−] ×
E[k+]→ E[k]. Then δ fits into a commutative diagram
Alg
E[k](X∗)
δ′ //

Alg
E[k+](AlgE[k−](X∗))

MonE[k](X∗)
δ // MonE[k+](MonE[k−](X∗)).
The vertical maps are categorical equivalences by Proposition C.1.4.14, and the map δ′ is a categorical
equivalence by virtue of Theorem 1.2.2; it follows that δ is likewise a categorical equivalence. Let δ−1 be a
homotopy inverse to δ. We now complete the proof by setting α′ = δ−1 ◦ γ.
It remains to treat the case where k = 1. Let C denote the full subcategory of Fun(N(∆op+ ,X) spanned
by those augmented simplicial objects X• satisfying the following conditions:
(i) The underlying map f : X0 → X−1 is an effective epimorphism in X.
(ii) The augmented simplicial object X• is a Cˇech nerve of f .
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(iii) The object X0 ∈ X is final.
Using Proposition T.4.3.2.15, we deduce that the construction X• 7→ f determines a trivial Kan fibration
from C to the full subcategory of Fun(∆1,X) spanned by those morphisms f : X0 → X−1 where X0 is a final
object of X and f is an effective epimorphism. Let φ0 : X
≥1
∗ → C be a section of this trivial Kan fibration.
Let Mon(X) ⊆ Fun(N(∆op),X) be the ∞-category of monoid objects of X, and Mongp(X) ⊆ Mon(X) the
full subcategory spanned by the grouplike monoid objects. Since X is an ∞-topos, the restriction map
φ1 : C→ Mon
gp(X) is an equivalence of ∞-categories. Using Propositions M.1.2.14, C.1.4.14, and C.1.3.14,
we deduce that the restriction functor Mongp
Ass(X) → Mon
gp(X) is an equivalence of ∞-categories which
admits a homotopy inverse φ2. Let φ3 : Mon
gp
Ass(X) → Mon
gp
E[1](X) be the equivalence of ∞-categories
induced by the categorical equivalence E[1] → Ass of Example 1.1.7. We now define α to be the composite
equivalence
X
≥1
∗
φ0
→ C
φ1
→ Mongp(X)
φ2
→ Mongp
Ass(X)
φ3
→ Mongp
E[1](X).
Corollary 1.3.7. The loop functor Ω : S≥1∗ → S is conservative and preserves sifted colimits.
Proof. Using Theorem 1.3.6, we may reduce to the problem of showing that the forgetful functor θ :
Mongp
E[1](S) → S is conservative and preserves sifted colimits. Since Mon
gp
E[1](S) is stable under colimits
in MonE[1](S), it suffices to show that the forgetful functor MonE[1](S) → S is conservative and preserves
sifted colimits. This follows from Proposition C.1.4.14, Proposition C.2.7.1, and Corollary C.2.1.6.
Corollary 1.3.8. For every integer n ≥ 0, the loop functor Ω : S≥n+1∗ → S
≥n
∗ is conservative and preserves
sifted colimits.
Corollary 1.3.9. Let Sp≥0 denote the ∞-category of connective spectra. Then the functor Ω
∞
∗ : Sp≥0 → S∗
is conservative and preserves sifted colimits.
Proof. Write Sp≥0 as the limit of the tower · · · → S
≥1
∗
Ω
→ S≥0∗ and apply Corollary 1.3.8.
Remark 1.3.10. Let X be an ∞-topos, and regard X as endowed with the Cartesian symmetric monoidal
structure. Theorem 1.3.6 guarantees the existence of an equivalence θ : X≥1∗ ≃ Mon
gp(X) ≃ Alggp(X), where
Alggp(X) denotes the essential image of Mongp(X) under the equivalence of ∞-categories Mon(X) ≃ Alg(X)
of Proposition M.1.2.14. This equivalence fits into a commutative diagram
Fun(∆1,X)×Fun({1},X) X
≥1
∗
θ //

Modgp(X)

X
≥1
∗
θ // Alggp(X),
where Modgp(X) denotes the fiber product Mod(X)×Alg(X)Alg
gp(X) and θ is an equivalence of∞-categories.
In other words, if X ∈ X is a pointed connected object, then there is a canonical equivalence between the
∞-topos X/X and the ∞-category Modθ(X)(X) of θ(X)-module objects of X.
To prove this, we let D denote the full subcategory of Fun(∆1 ×N(∆+)op,X) spanned by those functors
F with the following properties:
(i) The functor F is a right Kan extension of its restriction to the full subcategory K ⊆ ∆1 × N(∆+)op
spanned by the objects (0, [−1]), (1, [−1]), and (1, [0]).
(ii) The object F (1, [0]) ∈ X is final.
(iii) The augmentation map F (1, [0]) → F (1, [−1]) is an effective epimorphism (equivalently, the object
F (1, [−1]) ∈ X is 1-connective).
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It follows from Proposition T.4.3.2.15 that the restriction map F 7→ F |K determines a trivial Kan fibration
D → Fun(∆1,X) ×Fun({1},X) X
≥1
∗ . To construct the functor θ, it will suffice to show that the restriction
functor F 7→ F |(∆1 × N(∆)op) is a trivial Kan fibration from D onto MonL(X) ×Mon(X) Mon
gp(X), where
MonL(X) is described in Definition M.2.6.1. Using Proposition T.4.3.2.8, we see that (i) is equivalent to the
following pair of assertions:
(i0) The restriction F |({1} ×N(∆+)op) is a right Kan extension of its restriction to {1} ×N(∆
≤0
+ )
op.
(i1) The functor F determines a Cartesian natural transformation from F0 = F |({0} ×N(∆+)op) to F1 =
F |({1} ×N(∆+)op).
Assertions (i0), (ii), and (iii) are equivalent to requirement that the functor F1 belongs to the full subcategory
C ⊆ Fun(N(∆+)op,X) appearing in the proof of Theorem 1.3.6. In particular, these conditions guarantee
that F1 is a colimit diagram. Combining this observation with Theorem T.6.1.3.9 allows us to replace (i1)
by the following pair of conditions:
(i′1) The functor F0 is a colimit diagram.
(i′′1 ) The restriction F |(∆
1 ×N(∆)op) is a Cartesian transformation from F0|N(∆)op to F1|N(∆)op.
It follows that Y can be identified with the full subcategory of Fun(∆1,N(∆+)
op) spanned by those functors
F such that F ′ = F |(∆1 × N(∆)op) belongs to MonL(X) ×Mon(X) Mon
gp(X) and F is a left Kan extension
of F ′. The desired result now follows from Proposition T.4.3.2.15.
Remark 1.3.11. In the situation of Remark 1.3.10, let X be a pointed 1-connective object of the ∞-topos
X. Under the equivalence X/X ≃ Algθ(X)(X), the forgetful functor ModθX(X) → X corresponds to the
functor (Y → X) 7→ (Y ×X 1) given by passing to the fiber over the base point η : 1 → X (here 1 denotes
the final object of X). It follows that the free module functor X → Modθ(X)(X) corresponds to the functor
X ≃ X/1 → X/X given by composition with η.
We note that the loop functor Ω : S≥1∗ → S is corepresentable by the 1-sphere S
1 ∈ S≥1∗ . It follows from
Corollary 1.3.7 that S1 is a compact projective object of S≥1∗ . Since the collection of compact projective
objects of S≥1∗ is stable under finite coproducts, we deduce the following:
Corollary 1.3.12. Let F be a finitely generated free group, and BF its classifying space. Then BF is a
compact projective object of S≥1∗ .
For each n ≥ 0, let F (n) denote the free group on n generators, and BF (n) a classifying space for F (n).
Let F denote the full subcategory of the category of groups spanned by the objects {F (n)}n≥0. We observe
that the construction F (n) 7→ BF (n) determines a fully faithful embedding i : N(F)→ S≥1∗ . Let PΣ(N(F))
be defined as in §T.5.5.8 (that is, PΣ(N(F)) is the∞-category freely generated by N(F) under sifted colimits).
Remark 1.3.13. According to Corollary T.5.5.9.3, the∞-category PΣ(N(F)) is equivalent to the underlying
∞-category of the simplicial model category A of simplicial groups.
It follows from Proposition T.5.5.8.15 that the fully faithful embedding i is equivalent to a composition
N(F)
j
→ PΣ(N(F))
F
→ S≥1∗ ,
where F is a functor which preserves sifted colimits (moreover, the functor F is essentially unique).
Corollary 1.3.14. The functor F : PΣ(N(F))→ S
≥1
∗ is an equivalence of ∞-categories.
Remark 1.3.15. Combining Corollary 1.3.14 and Remark 1.3.13, we recover the following classical fact:
the homotopy theory of pointed connected spaces is equivalent to the homotopy theory of simplicial groups.
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Proof of Corollary 1.3.14. Since i : N(F)→ S≥1∗ is fully faithful and its essential image consists of compact
projective objects (Corollary 1.3.12), Proposition T.5.5.8.22 implies that F is fully faithful. We observe
that the functor i preserves finite coproducts, so that F preserves small colimits by virtue of Proposition
T.5.5.8.15. Using Corollary T.5.5.2.9, we deduce that F admits a right adjoint G. Since F is fully faithful,
G is a colocalization functor; to complete the proof, it will suffice to show that G is conservative.
Let f : X → Y be a morphism in S≥1∗ such that G(f) is an equivalence; we wish to prove that f is an
equivalence. Let Z be the free group on one generator, and jZ its image in PΣ(N(F)). Then f induces a
homotopy equivalence
Map
S
≥1
∗
(S1, X) ≃ MapPΣ(N(F))(jZ, GX)→ MapPΣ(N(F))(jZ, GY ) ≃ MapS≥1∗ (S
1, Y ).
It follows that Ω(f) : ΩX → ΩY is a homotopy equivalence, so that f is a homotopy equivalence by virtue
of Corollary 1.3.7.
We are now ready to prove a more precise version of Theorem 1.3.6:
Theorem 1.3.16. Let k > 0, and let β : S∗ → MonE[k](S) be the functor described at the beginning of this
section. Then β| S≥k∗ is equivalent to the functor α constructed in the proof of Theorem 1.3.6, so that β
induces an equivalence of ∞-categories S≥k∗ → Mon
gp
E[k](S).
Proof. As before, we work by induction on k. Suppose first that k = 1, and let α−1 be a homotopy inverse to
α. We wish to show that the composition θ : α−1 ◦ β is equivalent to the identity functor from S≥1∗ to itself.
Let F : PΣ(N(F)) → S
≥1
∗ be the equivalence of ∞-categories of Corollary 1.3.14; it will suffice to construct
an equivalence F ≃ θ ◦ F .
Let Ω : S≥1∗ → S denote the loop space functor. It is easy to see that there is an equivalence Ω ◦ θ ≃ Ω.
Using Corollary 1.3.7, we deduce that θ commutes with sifted colimits. In view of Proposition T.5.5.8.15,
it will suffice to show that F ◦ j is equivalent to θ ◦ F ◦ j in the ∞-category Fun(N(F), S≥1∗ ); here j :
N(F)→ PΣ(N(F)) denotes the Yoneda embedding so that F ◦ j is equivalent to the classifying space functor
i : N(F)→ S≥1∗ .
The functor π0 : S → N(Set) induces a functor from U : Mon
gp
E[1](S) to the nerve of the category G of
groups. This functor admits a right adjoint T , given by the fully faithful embedding
N(G) ≃ Mongp
E[1](N(Set)) ⊆ Mon
gp
E[1](S).
The composition U ◦β can be identified with the functor which carries a pointed space X to its fundamental
group π1X , while α
−1 ◦ T carries a group G to a classifying space BG ∈ A ⊆ S≥1∗ . Consequently, on S
≥1
∗ ,
the composition α−1 ◦ T ◦U ◦ β agrees with the truncation functor τ≤1, so there is a natural transformation
of functors v : id
S
≥1
∗
→ α−1 ◦ T ◦ U ◦ β. Since T and U are adjoint, we also have a unit transformation
u : θ → α−1 ◦ T ◦ U ◦ β. The natural transformation v is an equivalence when restricted to 1-truncated
spaces, and the natural transformation u is an equivalence when restricted to spaces X such that ΩX is
discrete. In particular, u and v are both equivalences on the essential image of the fully faithful embedding
i : N(F)→ S≥1∗ . It follows that u and v determines an equivalence of functors
F ◦ j ≃ i ≃ α−1 ◦ T ◦ U ◦ β ◦ i ≃ α−1 ◦ β ◦ i ≃ θ ◦ F ◦ j.
This completes the proof in the case k = 1.
Suppose now that k > 1. We observe that the functor β factors as a composition
S
≥k
∗
β′
→ Mongp
E[k](S∗)
β′′
→ Mongp
E[k](S),
where the functor β′′ is an equivalence of ∞-categories (as in the proof of Theorem 1.3.6). Consequently,
it will suffice to show that β′ is equivalent to the functor α′ constructed in the proof of Proposition 1.3.6.
Write k = k− + k+, where 0 < k−, k+ < k. By the inductive hypothesis, we may assume that the functors
β′− : S
≥1
∗ → MonE[k−](S∗) β
′
+ : S
≥1
∗ → MonE[k+](S∗)
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are equivalent to the functors α′− and α
′
+ constructed in the proof of Proposition 1.3.6. The equivalence of
α′ and β′ follows from the homotopy commutativity of the diagram
S
≥k
∗
β′+ //
β′

MonE[k+](S
≥k−
∗ )
β′−

Mongp
E[k](S∗)
δ // MonE[k+](Mon
gp
E[k−]
(S∗)).
1.4 Coherence of the Little Cubes Operads
In this section, we will use the coherence criterion of §B.4 (more specifically, Theorem B.4.6) to prove the
following result, which guarantees the existence of a good theory of modules over E[k]-algebras:
Theorem 1.4.1. Let k ≥ 0 be a nonnegative integer. Then the little cubes ∞-operad E[k] is coherent.
In order to prove Theorem 1.4.1, we will need to introduce a few simple constructions for passing convert-
ing information about simplicial or topological operads (such as E˜[k]) into information about their underlying
∞-operads (such as E[k]).
Notation 1.4.2. Let O be a simplicial operad (that is, a simplicial colored operad having a single distin-
guished object), and let O⊗ be the simplicial category described in Notation C.4.3.1: the objects of O⊗ are
objects 〈n〉 ∈ Γ, and the morphisms spaces O⊗ are given by the formula
MapO⊗(〈m〉, 〈n〉) =
∐
α:〈m〉→〈n〉
∏
1≤i≤n
MulO(α
−1{i}, {i})
where α ranges over all maps 〈m〉 → 〈n〉 in Γ. We will say that a morphism in O⊗ is active if its image
in Γ is active, and we let Mapact
O⊗
(〈m〉, 〈n〉) denote the summand of MapO⊗(〈m〉, 〈n〉) spanned by the active
morphisms.
We will say that O is unital if MulO(∅, {0}) is isomorphic to ∆0; in this case, every semi-inert morphism
α : 〈m〉 → 〈n〉 in Γ can be lifted uniquely to a morphism α in O⊗. In particular, the canonical inclusion
i : 〈m〉 → 〈m+ 1〉 admits a unique lift i : 〈m〉 → 〈m+ 1〉 in O⊗. Composition with i induces a map of
simplicial sets
θ : Mapact
O⊗
(〈m+ 1〉, 〈n〉)→ Mapact
O⊗
(〈m〉, 〈n〉).
For every active morphism f : 〈m〉 → 〈n〉 in O⊗, we will denote the simplicial set θ−1{f} by Ext∆(f); we
will refer to Ext∆(f) as the space of strict extensions of f .
Construction 1.4.3. Let O be a fibrant simplicial operad, and let N(O)⊗ be the underlying ∞-operad
(Definition B.6.4). Suppose we are given a sequence of active morphisms
〈m0〉
f1
→ 〈m1〉
f2
→ . . .
fn
→ 〈mn〉
in O⊗. This sequence determines an n-simplex σ of N(O)⊗. Let S ⊆ [n] be a proper nonempty subset
having maximal element j − 1. We define a map of simplicial sets θ : Ext∆(fj) → Ext(σ, S) as follows: for
every k-simplex τ : ∆k → Ext∆(fj), θ(τ) is a k-simplex of Ext(σ, S) corresponding to a map of simplicial
categories ψ : C[∆n ×∆k+1]→ O⊗, which may be described as follows:
(i) On objects, the functor ψ is given by the formula
ψ(n′, k′) =
{
〈mn′〉 if k′ = 0 or n′ /∈ S
〈mn′ + 1〉 otherwise.
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(ii) Fix a pair of vertices (n′, k′), (n′′, k′′) ∈ ∆n × ∆k+1. Then ψ induces a map of simplicial sets φ :
MapC[∆n×∆k+1]((n
′, k′), (n′′, k′′)) → MapO⊗(ψ(n
′, k′), ψ(n′′, k′′)). The left hand side can be identified
with the nerve of the partially ordered set P of chains
(n′, k′) = (n0, k0) ≤ (n1, k1) ≤ . . . ≤ (np, kp) = (n
′′, k′′)
in [n] × [k + 1]. If ψ(n′, k′) = 〈mn′〉 or ψ(n
′′, k′′) = 〈mn′′ + 1〉, then φ is given by the constant map
determined by fn′′ ◦ · · · ◦ fn′+1. Otherwise, φ is given by composing the morphisms fj−1 ◦ · · · ◦ fn′+1
and fn′′ ◦ · · · ◦ fj+1 with the map
N(P )
φ0
→ ∆k
τ
→ Ext∆(fj)→ MapO⊗(〈mj−1 + 1〉, 〈mj〉),
where φ0 is induced by the map of partially ordered sets P → [k] which carries a chain (n′, k′) =
(n0, k0) ≤ (n1, k1) ≤ . . . ≤ (np, kp) = (n
′′, k′′) to the supremum of the set {ki − 1 : ni ∈ S} ⊆ [k].
Remark 1.4.4. In the situation of Construction 1.4.3, the simplicial set Ext(σ, S) can be identified with
the homotopy fiber of the map
β : Mapact
O⊗
(〈mj−1 + 1〉, 〈mj〉)→ Map
act
O⊗
(〈mj−1〉, 〈mj〉),
while Ext∆(fj) can be identified with the actual fiber of β. The map θ of Construction 1.4.3 can be identified
with the canonical map from the actual fiber to the homotopy fiber.
Proposition 1.4.5. Let O be a fibrant simplicial operad, and assume that every morphism in the simplicial
category O = O⊗〈1〉 admits a homotopy inverse. Suppose that, for every pair active morphisms f0 : 〈m〉 → 〈n〉
and g0 : 〈n〉 → 〈1〉 in O
⊗, there exist morphisms f : 〈m〉 → 〈n〉, h : 〈n〉 → 〈n〉, and g : 〈n〉 → 〈1〉 satisfying
the following conditions:
(i) The map f is homotopic to f0, the map g is homotopic to g0, and the map h is homotopic to id〈n〉.
(ii) Each of the sequences
Ext∆(h)→ Map
act
O⊗
(〈n+ 1〉, 〈n〉)→ Mapact
O⊗
(〈n〉, 〈n〉)
Ext∆(g ◦ h)→ Map
act
O⊗
(〈n+ 1〉, 〈1〉)→ Mapact
O⊗
(〈n〉, 〈1〉)
Ext∆(h ◦ f)→ Map
act
O⊗
(〈m+ 1〉, 〈n〉)→ Mapact
O⊗
(〈m〉, 〈n〉)
Ext∆(g ◦ h ◦ f)→ Map
act
O⊗
(〈m+ 1〉, 〈1〉)→ Mapact
O⊗
(〈m〉, 〈1〉)
is a homotopy fiber sequence.
(iii) The diagram
Ext∆(h) //

Ext∆(g ◦ h)

Ext∆(h ◦ f) // Ext∆(g ◦ h ◦ f)
is a homotopy pushout square of simplicial sets.
Then the ∞-operad N(O)⊗ is coherent.
Proof. We will show that N(O)⊗ satisfies criterion (3) of Theorem B.4.6. Suppose we are given a degenerate
3-simplex σ :
〈n〉
id
  B
BB
BB
BB
B
g0 // 〈1〉
〈m〉
f0
=={{{{{{{{
f0 // 〈n〉
g0
>>}}}}}}}}
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in N(O)⊗, where f and g are active. We wish to show that the diagram
Ext(σ, {0, 1}) //

Ext(σ|∆{0,1,3}, {0, 1})

Ext(σ|∆{0,2,3}, {0}) // Ext(σ|∆{0,3}, {0})
is a homotopy pushout square of Kan complexes. In proving this, we are free to replace σ by any equivalent
diagram σ′ : ∆3 → N(O)⊗. We may therefore assume that σ′ is determined by a triple of morphisms
f : 〈m〉 → 〈n〉, h : 〈n〉 → 〈n〉, and g : 〈n〉 → 〈1〉 satisfying conditions (ii) and (iii) above. Using Remark
1.4.4, we see that Construction 1.4.3 determines a weak homotopy equivalence between the diagrams
Ext∆(h) //

Ext∆(g ◦ h)

Ext(σ, {0, 1}) //

Ext(σ|∆{0,1,3}, {0, 1})

Ext∆(h ◦ f) // Ext∆(g ◦ h ◦ f) Ext(σ|∆{0,2,3}, {0}) // Ext(σ|∆{0,3}, {0}).
Since the diagram on the left is a homotopy pushout square by virtue of (iii), the diagram on the right is
also a homotopy pushout square.
Proof of Theorem 1.4.1. Let O = Sing E˜[k] denote the simplicial operad associated to the topological operad
E˜[k]. We will say that a rectilinear embedding f ∈ Rect(✷k × 〈n〉◦,✷k) is generic if f can be extended to
an f : ✷k × 〈n〉◦ → ✷k, where ✷k = [−1, 1]k is a closed cube of dimension k. We will say that an active
morphism f : 〈n〉 → 〈m〉 in O⊗ is generic if it corresponds to a sequence of m rectlinear embeddings which
are generic.
We observe the following:
(a) If f is generic, then the difference ✷k − f(✷k × 〈n〉◦) is homotopy equivalent to ✷k − f({0}× 〈n〉◦). It
follows that the sequence Ext∆(f)→ MapO⊗(〈n+ 1〉, 〈1〉)→ MapO⊗(〈n〉, 〈1〉) is homotopy equivalent
to the fiber sequence of configuration spaces (see Remark 1.1.5)
✷
k − f({0} × 〈n〉◦)→ Conf(〈n+ 1〉◦,✷k)→ Conf(〈n〉◦,✷k),
hence also a homotopy fiber sequence. More generally, if f : 〈n〉 → 〈m〉 is generic, then
Ext∆(f)→ Map
act
O⊗
(〈n+ 1〉, 〈m〉)→ Mapact
O⊗
(〈n〉, 〈m〉),
is a fiber sequence.
(b) Every rectlinear embedding f0 ∈ Rect(✷
k × 〈n〉◦,✷k) is homotopic to a generic rectilinear embedding
f (for example, we can take f to be the composition of f0 with the “contracting” map ✷
k × 〈n〉◦ ≃
(−12 ,
1
2 )
k × 〈n〉◦ →֒ ✷k × 〈n〉◦). Similarly, every active morphism in O⊗ is homotopic to a generic
morphism.
(c) The collection of generic morphisms in O⊗ is stable under composition.
To prove that E[k] is coherent, it will suffice to show that the simplicial operad O satisfies the criteria
of Proposition 1.4.5. It is clear that every map in O admits a homotopy inverse (in fact, every rectilinear
embedding from ✷k to itself is homotopic to the identity). In view of (a), (b), and (c) above, it will suffice
to show that the diagram
Ext∆(h) //

Ext∆(g ◦ h)

Ext∆(h ◦ f) // Ext∆(g ◦ h ◦ f)
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is a homotopy pushout square for every triple of active morphisms
〈m〉
f
→ 〈n〉
h
→ 〈n〉
g
→ 〈1〉
in O⊗, provided that each of the underlying rectilinear embeddings is generic.
Let U0 ⊆ U1 ⊆ U2 be the images of g ◦ h ◦ f , g ◦ h, and g, respectively. Let U i denote the closure of Ui.
We now set
V = ✷k − U1 W = U2 − U0.
Note that V ∪W = ✷k − U0 and V ∩W = U2 − U1. The argument of Remark 1.1.5 shows that evaluation
at the origin of ✷k determines weak homotopy equivalences
Ext∆(h)→ Sing(V ∩W ) Ext∆(g ◦ h)→ Sing(V )
Ext∆(h ◦ f)→ Sing(W ) Ext∆(g ◦ h ◦ f)→ Sing(W ∪ V ).
It will therefore suffice to show that the diagram
Sing(V ∩W ) //

Sing(V )

Sing(W ) // Sing(W ∪ V )
is a homotopy pushout square of Kan complexes, which follows from Theorem A.1.1.
1.5 Tensor Products of E[k]-Algebras
Let O⊗ be any ∞-operad, and let C⊗ be a symmetric monoidal ∞-category. As explained in §C.1.8, the
∞-category AlgO(C) of O-algebras in C inherits the structure of a symmetric monoidal ∞-category. In
particular, for every pair of objects A,B ∈ AlgO(C), we have another object A ⊗ B ∈ AlgO(C), which is
given on objects by the formula
(A⊗B)(X) = A(X)⊗B(X)
for X ∈ O.
In the special case where O⊗ = N(Γ) is the commutative ∞-operad, the tensor product A ⊗ B can be
identified with the coproduct of A and B in the ∞-category AlgO(C) = CAlg(C) (Proposition C.2.7.6). For
other ∞-operads, this is generally not the case. Suppose, for example, that O⊗ is the associative∞-operad,
and that C is the (nerve of the) ordinary category VectC of vector spaces over the field C of complex numbers.
Then AlgAss(C) is equivalent the nerve of the category of associative C-algebras. Given a pair of associative
C-algebras A and B, there is a diagram of associative algebras
A→ A⊗C B ← B,
but this diagram does not exhibit A ⊗C B as a coproduct of A and B. Instead, it exhibits A ⊗C B as the
quotient of the coproduct A
∐
B by the (two-sided) ideal generated by commutators [a, b] = ab− ba, where
a ∈ A and b ∈ B. In other words, A ⊗C B is freely generated by A and B subject to the condition that A
and B commute in A⊗C B.
Our goal in this section is to obtain an ∞-categorical generalization of the above assertion. We will
replace the ordinary category VectC by an arbitrary symmetric monoidal ∞-category C, and the associative
∞-operad Ass by a little k-cubes operad E[k], for any k ≥ 0 (we can recover the case of associative algebras
by taking k = 1, by virtue of Example 1.1.7). Assume that C admits small colimits, and that the tensor
product of C preserves small colimits separately in each variable. Then the forgetful functor Alg
E[k](C)→ C
admits a left adjoint Free : C→ Alg
E[k](C) (Corollary C.2.6.10). Given a pair of objects C,D ∈ C, the tensor
product Free(C) ⊗ Free(D) is generally not equivalent to the coproduct Free(C)
∐
Free(D) ≃ Free(C
∐
D).
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To measure the difference, we note that every binary operation f ∈ MulE[k]({〈1〉, 〈1〉}, 〈1〉) gives rise to a
map
φf : C ⊗D → Free(C
∐
D)⊗ Free(C
∐
D)
f
→ Free(C
∐
D).
Note that the composite map C⊗D → Free(C
∐
D)
ψ
→ Free(C)⊗Free(D) does not depend on f . The space
of choices for the binary operation f is homotopy equivalent to the configuration space of pairs of points in
Rk (Remark 1.1.5), which is in turn homotopy equivalent to a sphere Sk−1. Allowing f to vary, we obtain
a map
φ : (C ⊗D)⊗ Sk−1 → Free(C
∐
D)
in C, where we regard C as tensored over the ∞-category S of spaces as explained in §T.4.4.4. Equivalently,
we can view φ as a map
Free(C ⊗D ⊗ Sk−1)→ Free(C
∐
D),
which fits into a diagram
Free(C ⊗D ⊗ Sk−1) //

Free(C
∐
D)

Free(C ⊗D) // Free(C)⊗ Free(D).
The commutativity of this diagram encodes the fact that ψ ◦ φf is independent of f ; equivalently, it reflects
the idea that C and D “commute” inside the tensor product Free(C) ⊗ Free(D). The main result of this
section can be formulated as follows:
Theorem 1.5.1. Let k ≥ 0, let C be a symmetric monoidal ∞-category which admits countable colimits, and
assume that the tensor product on C preserves countable colimits separately in each variable. Let Free : C→
Alg
E[k](C) be a left adjoint to the forgetful functor. Then, for every pair of objects C,D ∈ C, the construction
sketched above gives rise to a pushout diagram
Free(C ⊗D ⊗ Sk−1) //

Free(C)
∐
Free(D)

Free(C ⊗D) // Free(C)⊗ Free(D)
in C.
Example 1.5.2. Suppose that k = 0. In this case, we can identify the ∞-category Alg
E[k](C) with the
∞-category C1/ (Proposition C.1.3.8; here 1 denotes the unit object of C, and the free algebra functor
Free : C → Alg
E[k](C) is given by the formula C 7→ 1
∐
C. In this case, Theorem 1.5.1 asserts that the
diagram
1 //

1
∐
C
∐
D

1
∐
(C ⊗D) // (1
∐
C)⊗ (1
∐
D).
This follows immediately from the calculation
(1
∐
C)⊗ (1
∐
D) ≃ 1
∐
C
∐
D
∐
(C ⊗D).
Example 1.5.3. In the case k = 1, we can replace the operad E[1] with the associative ∞-operad Ass
(Example 1.1.7). In this case, Theorem 1.5.1 is equivalent to the assertion that the diagram
Free(C ⊗D)
f //
g
// Free(C)
∐
Free(D) // Free(C)⊗ Free(D)
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is a coequalizer, where f and g are induced by the maps C⊗D→ Free(C)
∐
Free(D) given by multiplication
on Free(C)
∐
Free(D) in the two possible orders.
Example 1.5.4. We can also take k = ∞ in Theorem 1.5.1. In this case, the sphere Sk−1 is contractible,
so the left vertical map Free(C ⊗D⊗Sk−1)→ Free(C ⊗D) is an equivalence. Consequently, Theorem 1.5.1
reduces to the assertion that the right vertical map Free(C)
∐
Free(D)→ Free(C)⊗Free(D) is an equivalence.
This follows from Proposition C.2.7.6, since the ∞-operad E[k] is equivalent to the commutative ∞-operad
N(Γ) (Corollary 1.1.9).
Let us now outline our approach to the proof of Theorem 1.5.1. The rough idea is to construct a functor
C×C → Alg
E[k](C) whose values can be computed in two different ways: the first computation will show
that this functor is given by the formula (C,D) 7→ Free(C) ⊗ Free(D), while the second computation will
show that it is given by
(C,D) 7→ Free(C ⊗D)
∐
Free(C⊗D)⊗Sk−1
(Free(C)
∐
Free(D)).
The construction will use the formalism of operadic left Kan extensions developed in §C.2.5, and the com-
parison between the two calculations rests on a transitivity result for operadic left Kan extensions which is
proven in §B.3.
For the discussion which follows, we fix∞-operadsO⊗ andD⊗. We will freely employ the notation of §B.5;
in particular, we let TO be the correspondence of ∞-operads defined in Notation B.5.7. Let ψ : TO → D
⊗
be a map of ∞-operad families and let q : C⊗ → D⊗ be a coCartesian fibration of ∞-operads, so that the
∞-categories Alg−O(C), Alg
+
O(C), and Alg
±
O(C) are defined as in Construction B.5.9. Similarly, we can define
∞-categories Fun−
D
(O,C), Fun+
D
(O,C), and Fun±
D
(O,C). There are evident forgetful functors
Alg−O(C)→ Fun
−
D
(O,C)
Alg+O(C)→ Fun
+
D
(O,C)
Alg±O(C)→ Fun
±
D
(O,C).
Under some mild hypotheses, these forgetful functors admit left adjoints, which we will denote by F−, F+,
and F±. The construction (X,Y ) 7→ F−(X)⊗ F+(Y ) determines a functor from Fun−
D
(O,C)× Fun+
D
(O,C)
to Alg±O(C). Our first step is to give a convenient description of this functor, using the theory of q-left Kan
extensions.
Remark 1.5.5. In the special case where D⊗ = Γ (so that C⊗ is a symmetric monoidal ∞-category), the
∞-categories Alg−O(C), Alg
+
O(C), and Alg
±
O(C) coincide and the superscripts become superfluous.
Notation 1.5.6. We let T0O denote the subcategory of TO spanned by all those morphisms f : X → Y
satisfying the following condition:
(∗) If X and Y belong to O⊗⊞O⊗ ⊆ TO, then the image of f in N(Γ) is inert.
Remark 1.5.7. It follows easily from Lemma B.5.8 that T0O → ∆
1 → N(Γ) is a ∆1-family of ∞-operads,
which we view as a correspondence of ∞-operads from O′
⊗
⊞ O
′⊗ to O; here O′
⊗
denotes the fiber product
O
⊗×N(Γ) Triv.
Proposition 1.5.8. Let κ be an uncountable regular cardinal, let O⊗ be an ∞-operad which is essentially
κ-small, let q : C⊗ → D⊗ be a coCartesian fibration of ∞-operads and ψ : TO → D
⊗ an ∞-operad family
map. Assume that for each D ∈ D, the fiber CD admits κ-small colimits, and that the D-monoidal structure
on C⊗ is compatible with κ-small colimits. Then:
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(1) For each symbol σ ∈ {−,+,±}, the forgetful functor AlgσO(C)→ Fun
σ
D(O,C) admits a left adjoint F
σ.
If we let O′
⊗
denote the fiber product O⊗×N(Γ) Triv, then F
σ is given by composing a homotopy inverse
to the trivial Kan fibration AlgσO′(C) → Fun
σ
D(O
′,C) ≃ FunσD(O,C) with the functor of operadic q-left
Kan extension along the inclusion O′
⊗
→ O⊗.
(2) Let F (2) : Fun−
D
(O,C) × Fun+
D
(O,C) → Alg±O(C) be the functor given by the formula X,Y 7→ F (X)⊗
F (Y ). Then F (2) is equivalent to the composition
Fun−
D
(O,C)× Fun+
D
(O,C) ≃ Funlax
D⊗
(O′
⊗
⊞ O
′⊗,C⊗)
f02
→ Alg±O(C),
where f02 denotes the functor given by operadic left Kan extension along the correspondence of ∞-
operads T0O of Notation 1.5.6.
Proof. Assertion (1) is a special case of Corollary C.2.6.10. To prove (2), let p : ∆2 → ∆1 be the map
which collapses the edge ∆{0,1} ⊆ ∆2, and let M⊗ be the subcategory of TO×∆1∆
2 spanned by those
morphisms f : X → Y satisfying the following condition: if both X and Y belong to M⊗×∆2{0}, then
the image of f in N(Γ) is inert. The canonical map M⊗ → ∆2 → N(Γ) is a ∆2-family of ∞-operads. Let
fij : AlgMi(C) → AlgMj (C) be the functor given by operadic left Kan extension along the correspondence
M
⊗×∆2∆
{i,j} for 0 ≤ i < j ≤ 2. Note that for every object X of M⊗0 , there exists a q-coCartesian morphism
X → Y , where Y ∈ M⊗1 ; here q denotes the projection M
⊗ → ∆2. It follows from Example B.3.3.5 that q
is a flat inner fibration, so we have an equivalence of functors f02 ≃ f12 ◦ f01 (Theorem B.3.1).
To study the functor f01, we note that M⊗∆2∆
{0,1} is the correspondence associated to the inclusion of
∞-operads
O
′⊗ ⊙ O′
⊗
→ O⊗⊙O⊗ .
We have a homotopy commutative diagram of ∞-categories
AlgM0(C)
f01 //

AlgM1(C)
f12 //

AlgM2(C)

Fun−
D
(O,C)× Fun+
D
(O,C)
g01 // Alg−O(C)×Alg
+
O(C)
g12 // Alg±O(C)
where the vertical maps are categorical equivalences (Theorem B.5.5), the map g01 can be identified with
F− × F+ (by virtue of (1)), and the map g12 can be identified with the tensor product ⊗ on Alg
±
O(C)
(Proposition B.5.10). Composing these identifications, we obtain the desired description of f02.
To deduce a version of Theorem 1.5.1 from Proposition 1.5.8, we would like to obtain a different description
of the functor f02 given by operadic left Kan extension along T
0
O. This description will also be obtained from
Theorem B.3.1, but using a more interesting factorization of the correspondence T0O.
Notation 1.5.9. We define categories J0, J1, and J2 as follows:
(1) The category J1 has as objects triples (〈n〉, S, T ), where S and T are subsets of 〈n〉 which contain the
base point such that 〈n〉 = S ∪ T . A morphism from (〈n〉, S, T ) to (〈n′〉, S′, T ′) in J1 consists of a map
α : 〈n〉 → 〈n′〉 in Γ which restricts to inert morphisms [S]→ [S′], [T ]→ [T ′].
(2) The category J0 is the full subcategory of J1 spanned by those objects (〈n〉, S, T ) for which S∩T = {∗}
(3) The category J2 coincides with Γ.
Let φ01 : J0 → J1 be the inclusion, let φ12 : J1 → J2 be the forgetful functor, and let φ02 = φ12 ◦ φ01. We
can assemble the categories Ji into one large category J as follows:
(i) An object of J is a pair (J, i), where 0 ≤ i ≤ 2 and X is an object of Ji.
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(ii) Given a pair of objects (I, i), (J, j) ∈ J, we have
HomJ((I, i), (J, j)) =

HomJj (φij(I), J) if i < j
HomJj (I, J) if i = j
∅ if i > j.
Let Sub′ be the category defined in Notation B.5.7. The inclusion J0 ⊆ Sub and equivalence J2 ≃ Γ
extend to a functor r : J→ Sub′, which is given on J1 by the formula r(〈n〉, S, T ) = 〈n〉. For every∞-operad
O
⊗, we define M[O]⊗ to be the fiber product N(J)×N(Sub′) TO. Let Φ denote the composite map
M[O]⊗ → N(J)
r′
→ ∆2 ×N(Γ).
Repeating the proof of Lemma B.5.8, we obtain the following:
Lemma 1.5.10. Let O⊗ be an ∞-operad. The map Φ : M[O]⊗ → ∆2 × N(Γ) of Notation 1.5.9 exhibits
M[O]⊗ as a ∆2-family of ∞-operads.
For i ∈ {0, 1, 2}, we let M[O]⊗i denote the fiber M[O]
⊗ ×∆2 {i}. Let O
′⊗ denote the fiber product
O
⊗×N(Γ) Triv. The fiber M[O]
⊗
0 is isomorphic to O
′⊗ ⊙ O′
⊗
, while M[O]⊗2 is isomorphic to O
⊗ itself. We
will denote the inner fiber M[O]⊗1 by Q
⊗. This ∞-operad is more exotic: it in some sense encodes the
“quadradic part” of the ∞-operad O⊗. Note that the fiber product M[O]⊗ ×∆2 ∆
{0,2} is isomorphic to the
correspondence T0O of Notation 1.5.6.
To proceed further with our analysis, we need the following technical result, whose proof we defer until
the end of this section:
Proposition 1.5.11. Let q : O⊗ → N(Γ) be an ∞-operad satisfying the following conditions:
(1) The ∞-operad O⊗ is coherent.
(2) The underlying ∞-category O is a Kan complex.
Then the map M[O]⊗ → ∆2 is a flat inner fibration.
Note that if ψ : TO → D
⊗ is a map of ∞-operad families, then composition with ψ induces another map
of ∞-operad families M[O]⊗ → D⊗.
Corollary 1.5.12. Let κ be an uncountable regular cardinal, let O⊗ be an essentially κ-small ∞-operad,
let q : C⊗ → D⊗ be a coCartesian fibration of ∞-operads, and let ψ : TO → D
⊗ be an ∞-operad family
map. Assume that each fiber CD of q admits κ-small colimits, and that the D-monoidal structure on C is
compatible with κ-small colimits.
For σ ∈ {−,+,±}, let F σ : FunσD(O,C) → Alg
σ
O(C) be a left adjoint to the restriction functor. Let Let
f01 : Fun
−
D
(O,C) × Fun+
D
(O,C) ≃ AlgM[O]0(C) → AlgQ(C) be given by operadic left Kan extension along
the correspondence M[O]⊗ ×∆2 ∆
{0,1}, and let f12 : AlgQ(C) → Alg
±
O(C) be the functor given by left Kan
extension along M[O]⊗×∆2 ∆
{1,2}. If O⊗ is coherent and O is a Kan complex, then the composition f12 ◦f01
can be identified with the composite functor
Fun−
D
(O,C)× Fun+
D
(O,C)
F−×F+
−→ Alg−O(C)×Alg
+
O(C)
⊗
−→ Alg±O(C).
Proof. Combine Proposition 1.5.8, Theorem B.3.1, and Proposition 1.5.11.
To apply Corollary 1.5.12, we need to understand the functors f01 and f12 better. To this end, we need
to introduce some additional notation. Fix an ∞-operad family map ψ : TO → D
⊗, so that ψ induces
∞-operad maps ψ−, ψ+, ψ± : O
⊗ → D⊗. We note that ψ also determines natural transformations
ψ−→ψ±←ψ+.
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If q : C⊗ → D⊗ is a coCartesian fibration of ∞-operads, then coCartesian transport along these transforma-
tions determines a pair of functors
Fun−D(O,C)
u−
→ Fun±D(O,C)
u+
← Fun+D(O,C).
Let Q⊗0 denote the full subcategory of Q
⊗ spanned by those objects whose image in N(J1) belongs to
the full subcategory N(J0) ⊆ N(J1). There is an evident forgetful functor Q
⊗
0 → M[O]
⊗
0 . If O
⊗ is unital,
then this forgetful functor is a trivial Kan fibration. Choosing a section, we obtain a map of ∞-operads
i : M[O]⊗0 → Q
⊗. There is also a natural transformation id→ i of functors M[O]⊗0 →M[O]
⊗.
Composition with i induces a forgetful functor
θ : AlgQ(C)→ AlgM[O]0(C) ≃ Fun
±
D
(O,C)× Fun±
D
(O,C).
Under the hypotheses of Corollary 1.5.12, the functor θ has a left adjoint θL : Fun±D(O,C)× Fun
±
D(O,C)→
AlgQ(C), given by operadic left Kan extension along i. Let F(2) : Fun
−
D
(O,C) × Fun+
D
(O,C) → AlgQ(C) be
the composition of θL with u− × u+. Since the composition θ ◦ f01 is equivalent to u− × u+, we obtain a
natural transformation of functors α : F(2) → f01.
We would like to measure the failure of α to be an equivalence. To this end, consider the fully faithful
embedding Triv → N(J1) given by the formula 〈n〉 7→ (〈n〉, 〈n〉, 〈n〉). This embedding determines a map
of ∞-operads j : O′
⊗
→ Q⊗. Composition with j induces a forgetful functor j∗ : AlgQ(C) → Alg
±
O′
(C) ≃
Fun±
D
(O,C). The hypotheses of Corollary 1.5.12 guarantee that j∗ admits a left adjoint j!, given by operadic
left Kan extension along j.
Lemma 1.5.13. Let O⊗, q : C⊗ → D⊗, and ψ : TO → D
⊗ be as in Corollary 1.5.12, and assume that O⊗
is unital. Then the diagram
j!j
∗F(2)
j!j
∗α //

j!j
∗f01

F(2)
α // f01
is a pushout diagram of functors from Fun−
D
(O,C)× Fun+
D
(O,C) to AlgQ(C).
The proof of Lemma 1.5.13 will be given at the end of this section. Let us accept Lemma 1.5.13 for the
moment, and see how it leads to a version of Theorem 1.5.1. Note that the correspondenceM[O]⊗×∆2∆
{1,2}
is associated to the forgetful map of∞-operads k : Q→ O⊗. Let k∗ : Alg±O(C)→ AlgQ(C) denote the induced
map, so that k∗ is right adjoint to the operadic left Kan extension functor f12 : AlgQ(C)→ Alg
±
O(C). Since
f12 preserves pushouts, we deduce from Lemma 1.5.13 the existence of a pushout diagram
f12j!j∗F(2) //

f12j!j
∗f01

j12F(2) // f12f01
of functors from Fun(O,C) × Fun(O,C) to AlgO(C). Let us identify the terms in this diagram. The functor
f12j! is left adjoint to the forgetful functor j
∗k∗ : Alg±O(C)→ Fun
±
D(O,C), and is therefore equivalent to F
±.
The composition j∗f01 can be identified with the tensor product functor ⊗ : Fun
−
D
(O,C) × Fun+
D
(O,C) →
Fun±
D
(O,C) determined by the composite map TO′ → TO
ψ
→ D⊗. In the case where O⊗ is coherent and O is
a Kan complex, Corollary 1.5.12 allows us to identify f12f01 with the composition
Fun−
D
(O,C)× Fun+
D
(O,C)
F−×F+
→ Alg−O(C)×Alg
+
O(C)
⊗
−→ Alg±O(C).
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Finally, j12F(2) is the composition of u−×u+ with a left adjoint to θk
∗, which coincides with the composition
Alg±O(C)→ Fun
±
D
(O,C)→ Fun±
D
(O,C)× Fun±
D
(O,C).
It follows that j12F(2) can be identified with the composition of F
± with the coproduct of the functors u−
and u+. Combining this identifications, we arrive at the following conclusion:
Theorem 1.5.14. Let O⊗ be a coherent ∞-operad whose underlying ∞-category O is a Kan complex,
ψ : TO → D
⊗ a map of ∞-operad families, and q : C⊗ → D⊗ a coCartesian fibration of ∞-operads. Assume
that there exists an uncountable regular cardinal κ such that O⊗ is essentially κ-small, each fiber CD of q
admits κ-small colimits, and the D-monoidal structure on C is compatible with κ-small colimits. Then, for
every pair of objects V ∈ Fun−
D
(O,C),W ∈ Fun+
D
(O,C), there is a canonical pushout diagram
F±(j∗F(2)(X,Y )) //

F±(X ⊗ Y )

F±(e−(X)
∐
e+(Y )) // F−(X)⊗ F+(Y )
in the ∞-category Alg±O(C). This diagram depends functorially on X and Y (in other words, it is given by
a pushout diagram of functors from Fun−
D
(O,C)× Fun+
D
(O,C) to Alg±O(C)).
Remark 1.5.15. In the special case where D⊗ = N(Γ), the superscripts in Theorem 1.5.14 are superfluous
and the functors e− and e+ are equivalent to the identity. In this case, we obtain a pushout diagram
F (j∗F(2)(X,Y )) //

F (X ⊗ Y )

F (X
∐
Y ) // F (X)⊗ F (Y ).
We can now proceed with the proof of our main result.
Proof of Theorem 1.5.1. Let O⊗ be the∞-operad E[k], and let C⊗ be a symmetric monoidal∞-category. We
will assume that C admits countable colimits and that the tensor product on C preserves countable colimits
separately in each variable. Since O is a contractible Kan complex, evaluation at 〈1〉 ∈ O induces a trivial
Kan fibration e : Fun(O,C) → C. Let Free : C → AlgO(C) be the functor obtained by composing the free
functor F : Fun(O,C)→ AlgO(C) of §1.5 with a section s of e, and let f(2) : C×C→ C be the composition
C×C
s×s
−→ Fun(O,C)× Fun(O,C)
j∗F(2)
−→ Fun(O,C)
e
→ C .
Unwinding the definitions, we see that f(2) is the colimit of the functors p! : C×C→ C indexed by the binary
operations
p ∈MulO({〈1〉, 〈1〉}, 〈1〉) ≃ Rect(〈2〉
◦ ×✷k,✷k) ≃ Sk−1.
Because C⊗ is symmetric monoidal, this diagram of functors is constant, and we can identify f(2) with the
functor (C,D) 7→ C ⊗D⊗Sk−1. Invoking Theorem 1.5.14 (note that O⊗ is coherent by Theorem 1.4.1), we
obtain the desired pushout diagram
Free(C ⊗D ⊗ Sk−1) //

Free(C ⊗D)

Free(C
∐
D) // Free(C)⊗ Free(D)
in the ∞-category AlgO(C).
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We conclude this section with the proofs of Lemma 1.5.13 and Proposition 1.5.11.
Proof of Lemma 1.5.13. Let C
⊗
denote the fiber product C⊗×D⊗ Q
⊗, and let q′ : C
⊗
→ Q⊗ denote the
projection map. We observe that AlgQ(C) can be identified with a full subcategory of FunQ⊗(Q
⊗,C
⊗
). We
will prove that for every pair of objects X ∈ Fun−
D
(O,C) and Y ∈ Fun+
D
(O,C), the diagram
j!j
∗F(2)(X,Y ) //

j!j
∗f01(X,Y )

F(2)(X,Y ) // f01(X,Y )
is a pushout in FunQ⊗(Q
⊗,C
⊗
). In view of Lemma M.2.3.1, it will suffice to show that for each object
Q ∈ Q⊗, the diagram σQ :
(j!j
∗F(2)(X,Y ))(Q) //

(j!j
∗f01(X,Y ))(Q)

F(2)(X,Y )(Q) // f01(X,Y )(Q)
is a q′-colimit diagram in C
⊗
.
Since q′ is a pullback of q : C⊗ → D⊗, it is a coCartesian fibration. For every morphism β : Q → Q′ in
Q
⊗, let β! : C
⊗
Q → C
⊗
Q′ be the induced map. To prove that σQ is a q
′-colimit diagram, it will suffice to show
that each of the diagrams β!(σQ) is a pushout diagram in C
⊗
Q′ (Proposition T.4.3.1.10). Let 〈n〉 denote the
image of Q′ in N(Γ), and choose inert morphisms γ(i) : Q′ → Q′i lying over ρ
i : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n.
Since q′ is a coCartesian fibration of ∞-operads, the functors γ(i)! induce an equivalence
C
⊗
Q′ →
∏
1≤i≤n
C
⊗
Q′i
.
It follows that β!(σQ) is a pushout diagram if and only if each γ(i)!β!(σQ) is a pushout diagram in C
⊗
Q′i
.
We may therefore replace β by γ(i) ◦ β and thereby reduce to the case Q′ ∈ Q. The map β factors as a
composition
Q
β′
→ Q′′
β′′
→ Q′
where β′ is inert and β′′ is active. Note that β′!(σQ) is equivalent to σQ′′ ; we may therefore replace Q by
Q′′ and thereby reduce to the case where β is active. Together these conditions imply that Q belongs to the
image of either j : O′
⊗
→ Q⊗ or the essential image of i : O′
⊗
⊞ O
′⊗ → Q⊗. We consider each case in turn.
Suppose that Q belongs to the image of j. We claim in this case that the vertical maps in the diagram
σQ are equivalences. It follows that β!(σQ) has the same property, and is therefore automatically a pushout
diagram. Our claim is a special case of the following more general assertion: let U be an arbitrary object
of AlgQ(C): then the counit map j!j
∗U → U induces an equivalence (j!j∗U)(Q) → U(Q). The functor j!
is computed by the formation of operadic q-left Kan extension: consequently, (j!j
∗U)(Q) is an operadic
q-colimit of the diagram
(M[O]⊗0 )
act
/Q → Q
⊗ U→ C⊗ .
The desired assertion now follows from the observation that Q belongs to the image of j, so that (M[O]⊗0 )
act
/Q
contains Q as a final object.
Suppose instead that Q belongs to the essential image of i. We claim in this case that the horizontal
maps in the diagram σQ are equivalences. As before, it follows that β!σQ has the same property and is
36
therefore automatically a pushout diagram. To prove the claim, we first show that for any map U → V in
AlgM[O]0(C) ≃ Fun
±
D
(O,C)×Fun±
D
(O,C), the induced map ξ : (j!U)(Q)→ (j!V )(Q) is an equivalence in C
⊗.
To see this, we observe that (j!U)(Q) and (j!V )(Q) are given by operadic q-colimits of diagrams
M[O]⊗0 ×Q⊗ (Q
⊗)act/Q →M[O]
⊗
0 → C
⊗ .
To prove that ξ is an equivalence, it suffices to show that these diagrams are equivalent. The assumption
that Q belongs to the image of i guarantees that every object of M[O]⊗0 ×Q⊗ (Q
⊗)act/Q lies over 〈0〉 ∈ N(Γ):
the desired result now follows from the observation that every morphism in C⊗〈0〉 is an equivalence, since C
⊗
〈0〉
is a (contractible) Kan complex.
To complete the proof, we must show that the map ξ′ : F(2)(X,Y )(Q)→ f01(X,Y )(Q) is an equivalence
whenever Q belongs to the image of i. Let U ∈ AlgM[O]0(C) be a preimage of (X,Y ) under the equivalence
AlgM[O]0(C)→ Fun
−
D
(O,C)× Fun+
D
(O,C). Then F(2)(X,Y )(Q) and f01(X,Y )(Q) can be identified with the
operadic q-colimits of diagrams
M[O]⊗0 ×Q⊗ (Q
⊗)act/Q →M[O]
⊗
0
U
→ C⊗
M[O]⊗0 ×M[O]⊗
/Q
(M[O]⊗)act/Q →M[O]
⊗
0
U
→ C⊗ .
To prove that ξ′ is an equivalence, it suffices to show that the functor
ǫ : M[O]⊗0 ×Q⊗ (Q
⊗)act/Q →M[O]
⊗
0 ×M[O]⊗
/Q
(M[O]⊗)act/Q →M[O]
⊗
0
is a categorical equivalence. Both the domain and codomain of ǫ are right-fibered over (M[O]⊗0 )
act: it will
therefore suffice to show that ǫ induces a homotopy equivalence after passing to the fiber over any object
P ∈M[O]⊗0 (Corollary T.2.4.4.4). Unwinding the definitions, we must show that the canonical map
MapQ⊗(i(P ), Q)→ MapM[O]⊗(P,Q)
is a homotopy equivalence. This follows from a simple calculation, using our assumptions that O⊗ is unital
and that Q belongs to the essential image of i.
Proof of Proposition 1.5.11. Let O⊗ be a coherent∞-operad such that O is a Kan complex; we wish to prove
that the inner fibration M[O]⊗ → ∆2 is flat.. Fix an object X ∈ M[O]⊗0 , corresponding to a pair of objects
X−, X+ ∈ O
⊗, and let Z ∈ O⊗ ≃M[O]⊗2 . Suppose we are given a morphism X → Z in M[O]
⊗. We wish to
prove that the ∞-category C = M[O]⊗X/ /Z ×∆2 {1} is weakly contractible. Let ∅ ∈ O
⊗
〈0〉 be a final object of
O
⊗. Since O⊗ is unital, ∅ is also an initial object of O⊗. We can therefore choose a diagram σ :
∅ //

X−
X+
in O⊗/Z . Let C[σ] denote the full subcategory of O
⊗
σ/ /Z spanned by those diagrams
∅ //

X−
f

X+
g // Q
where f and g are both semi-inert (by virtue of (2), this is equivalent to the requirement that q(f) and q(g)
are semi-inert morphisms in N(Γ)) and the map q(X−)
∐
q(X+)→ q(Q) is a surjection. Using the fact that
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∅ is an initial object of O⊗, we obtain a trivial Kan fibration C[σ]→ C. It will therefore suffice to show that
C[σ] is weakly contractible.
Let q(X+) = 〈m〉. The proof will proceed by induction on m. If m = 0, then C[σ] has an initial object
and there is nothing to prove. Otherwise, the map ∅ → X+ factors as a composition
∅ → X ′+
α
→ X+,
where q(α) is an inclusion 〈m− 1〉 →֒ 〈m〉. Let τ : ∆1
∐
{0}∆
2 → O⊗/Z denote the diagram X− ← ∅ →
X ′+ → X+, and let τ0 = τ |(∆
1
∐
{0}∆
1). Let D denote the full subcategory of the fiber product
Fun(∆1, (O⊗/Z)τ0/)×Fun({1},(O⊗
/Z
)τ0/
(O⊗/Z)τ/
spanned by those diagrams
∅ //

X−

X ′+ //

Q′

X+ // Q
in O⊗/Z where the maps X− → Q
′, X ′+ → Q
′, and Q′ → Q are semi-inert and the map q(X−)
∐
q(∅) q(X
′
+)→
q(Q′) is surjective. Let D0 ⊆ D be the full subcategory spanned by those diagrams for which the map
X+ → Q is semi-inert and the map q(Q′)
∐
q(X′+)
q(X+)→ q(Q) is surjective. We have canonical maps
C[σ]
φ
← D0 ⊆ D
ψ
→ C[τ0].
The map φ admits a right adjoint and is therefore a weak homotopy equivalence, and the simplicial set
C[τ0] is weakly contractible by the inductive hypothesis. The inclusion D0 ⊆ D admits a right adjoint, and
is therefore a weak homotopy equivalence. To complete the proof, it will suffice to show that ψ is a weak
homotopy equivalence. We have a homotopy pullback diagram
D
ψ

// (KO)α/ / idZ
ψ′

C[τ0] // O
⊗
X′+/ /Z
.
The coherence of O⊗ guarantees that the map KO → O
⊗ is a flat inner fibration, so that ψ′ satisfies the
hypotheses of Lemma B.4.16 (see Example B.4.17). It follows that ψ is a weak homotopy equivalence, as
desired.
1.6 Nonunital Algebras
Let A be an abelian group equipped with a commutative and associative multiplication m : A⊗A→ A. A
unit for the multiplication m is an element 1 ∈ A such that 1a = a for each a ∈ A. If there exists a unit for
A, then that unit is unique and A is a commutative ring (with unit). Our goal in this section is to prove
an analogous result, where the category of abelian groups is replaced by an arbitrary symmetric monoidal
∞-category C (Corollary 1.6.8).
An analogous result for associative algebras was proven in §M.2.8. Namely, we proved that if A is a
nonunital associative algebra object of a monoidal ∞-category C which is quasi-unital (Definition 1.6.2),
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then A can be promoted (in an essentially unique fashion) to an associative algebra with unit (Theorem
M.2.8.1). Roughly speaking, the idea is to realize A as the algebra of endomorphisms of A, regarded as a
right module over itself. This proof does not immediately generalize to the commutative context, since the
endomorphism algebra of an A-module is noncommutative in general. We will therefore take a somewhat
different approach: rather than trying to mimic the proof of Theorem M.2.8.1, we will combine Theorem
M.2.8.1 with Theorem 1.2.2 to deduce an analogous result for E[k]-algebras (Theorem 1.6.6). We then obtain
the result for commutative algebras by passing to the limit k →∞. We begin with a discussion of nonunital
algebras in general.
Definition 1.6.1. Let Surj denote the subcategory of Γ containing all objects of Γ, such that a morphism
α : 〈m〉 → 〈n〉 belongs to Surj if and only if it is surjective. If O⊗ is an∞-operad, we let O⊗nu denote the fiber
product O⊗×N(Γ)N(Surj). If C
⊗ → O⊗ is a fibration of ∞-operads, we let AlgnuO (C) denote the ∞-category
AlgOnu(C) of Onu-algebra objects of C; we will refer to Alg
nu
O (C) as the ∞-category of nonunital O-algebra
objects of C.
Our goal is to show that if O⊗ is a little k-cubes operad E[k] for some k ≥ 1, then the ∞-category
AlgnuO (C) of nonunital O-algebra objects of C is not very different from the ∞-category AlgO(C) of unital
O-algebras objects of C. More precisely, we will show that the restriction functor AlgO(C) → Alg
nu
O (C)
induces an equivalence of AlgO(C) onto a subcategory Alg
qu
O
(C) ⊆ AlgnuO (C) whose objects are required to
admit units up to homotopy and whose morphisms are required to preserve those units (see Definition 1.6.2
below). Our next step is to define the ∞-categories Algqu
O
(C) more precisely.
Definition 1.6.2. Let k ≥ 1, let q : C⊗ → E[k] be a coCartesian fibration of ∞-operads, and let A ∈
Algnu
E[k](C); we will abuse notation by identifying A with its image in the underlying ∞-category C.
Let 1 denote a unit object of C. The multiplication map A⊗A→ A induces an associative multiplication
m : HomhC(1, A)×HomhC(1, A)→ HomhC(1, A).
We will say that morphism e : 1 → A is a quasi-unit for A if its homotopy class [e] is both a left and a
right unit with respect to the multiplication m. We will say that A is quasi-unital if it admits a quasi-unit
e : 1→ A.
Let f : A→ B be a morphism between nonunital E[k]-algebra objects of C, and assume that A admits a
quasi-unit e : 1 → A. We will say that f is quasi-unital if the composite map f ◦ e : 1 → B is a quasi-unit
for B; in this case, B is also quasi-unital. We let Algqu
E[k](C) denote the subcategory of Alg
nu
E[k](C) spanned
by the quasi-unital algebras and quasi-unital morphisms between them.
Remark 1.6.3. In the situation of Definition 1.6.2, a map e : 1 → A is a quasi-unit for A if and only if
each of the composite maps
A ≃ 1⊗A
e⊗id
−→ A⊗A
m
→ A A ≃ A⊗ 1
id⊗e
−→ A⊗A
m
→ A
is homotopic to the identity. If k > 1, then the multiplication on A and the tensor product on C are
commutative up to homotopy, so these conditions are equivalent to one another.
Remark 1.6.4. Let A ∈ Algnu
E[k](C) be as in Definition 1.6.2. Then a quasi-unit e : 1 → A is uniquely
determined up to homotopy, if it exists. Consequently, the condition that a map of nonunital E[k]-algebras
f : A→ B be quasi-unital is independent of the choice of e.
Example 1.6.5. Let q : C⊗ → E[k] be a coCartesian fibration of ∞-operads, and let θ : Alg
E[k](C) →
Algnu
E[k](C) be the restriction functor. Then θ carries E[k]-algebra objects of C to quasi-unital objects of
Algnu
E[k](C), and morphisms of E[k]-algebras to quasi-unital morphisms in Alg
nu
E[k](C). Consequently, θ can be
viewed as a functor from Alg
E[k](C) to Alg
qu
E[k](C).
Our main result about nonunital algebras is the following:
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Theorem 1.6.6. Let k ≥ 1 and let q : C⊗ → E[k] be a coCartesian fibration of ∞-operads. Then the
forgetful functor θ : Alg
E[k](C)→ Alg
qu
E[k](C) is an equivalence of ∞-categories.
The proof of Theorem 1.6.6 is somewhat elaborate, and will be given at the end of this section.
Remark 1.6.7. In the situation of Theorem 1.6.6, we may assume without loss of generality that C⊗
is small (filtering C⊗ if necessary). Using Proposition C.4.1.6, we deduce the existence of a presentable
E[k]-monoidal ∞-category D⊗ → E[k] and a fully faithful E[k]-monoidal functor C⊗ → D⊗. We have a
commutative diagram
Alg
E[k](C)
θ

// Alg
E[k](D)
θ′

Algqu
E[k](C) // Alg
qu
E[k](D)
where the horizontal maps are fully faithful embeddings, whose essential images consist of those (unital or
nonunital) E[k]-algebra objects of D whose underlying object belongs to the essential image of the embedding
C →֒ D. To prove that θ is a categorical equivalence, it suffices to show that θ′ is a categorical equivalence.
In other words, it suffices to prove Theorem 1.6.6 in the special case where C⊗ is a presentable E[k]-monoidal
∞-category.
We can use Theorem 1.6.6 to deduce an analogous assertion regarding commutative algebras. Let C⊗
be a symmetric monoidal ∞-category. We let CAlgnu(C) denote the ∞-category AlgnuComm(C) of nonunital
commutative algebra objects of C. Definition 1.6.2 has an evident analogue for nonunital commutative
algebras and maps between them: we will say that a nonunital commutative algebra A ∈ CAlgnu(C) is
quasi-unital if there exists a map e : 1→ A in C such that the composition
A ≃ 1⊗A
e⊗id
−→ A⊗A→ A
is homotopic to the identity (in the ∞-category C). In this case, e is uniquely determined up to homotopy
and we say that e is a quasi-unit for A; a morphism f : A → B in CAlgnu(C) is quasi-unital if A admits a
quasi-unit e : 1→ A such that f ◦e is a quasi-unit for B. The collection of quasi-unital commutative algebras
and quasi-unital morphisms between them can be organized into a subcategory CAlgqu(C) ⊆ CAlgnu(C).
Corollary 1.6.8. Let C⊗ be a symmetric monoidal ∞-category. Then the forgetful functor CAlg(C) →
CAlgqu(C) is an equivalence of ∞-categories.
Proof. In view of Corollary 1.1.9, we have an equivalence of ∞-operads E[∞] → N(Γ). It will therefore
suffice to show that the forgetful functor Alg
E[∞](C) → Alg
qu
E[∞](C) is an equivalence of ∞-categories. This
map is the homotopy inverse limit of a tower of forgetful functors θk : AlgE[k](C)→ Alg
qu
E[k](C), each of which
is an equivalence of ∞-categories by Theorem 1.6.6.
As a first step toward understanding the forgetful functor θ : AlgO(C)→ Alg
nu
O (C), let us study the left
adjoint to θ. In classical algebra, if A is a nonunital ring, then we can canonically enlarge A to a unital ring
by considering the product A⊕ Z endowed with the multiplication (a,m)(b, n) = (ab +mb + na,mn). Our
next result shows that this construction works quite generally:
Proposition 1.6.9. Let O⊗ be a unital ∞-operad, let q : C⊗ → O⊗ be a coCartesian fibration of ∞-operads
which is compatible with finite coproducts, and let θ : AlgO(C)→ Alg
nu
O (C) be the forgetful functor. Then:
(1) For every object A ∈ AlgnuO (C), there exists another object A
+ ∈ AlgO(C) and a map A→ θ(A
+) which
exhibits A+ as a free O-algebra generated by A.
(2) A morphism f : A→ θ(A+) in AlgnuO (C) exhibits A
+ as a free O-algebra generated by A if and only if,
for every object X ∈ O, the map fX : A(X)→ A
+(X) and the unit map 1X → A
+(X) exhibit A+(X)
as a coproduct of A(X) and the unit object 1X in the ∞-category CX .
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(3) The functor θ admits a left adjoint.
Proof. For every object X ∈ O, the ∞-category D = O⊗nu×O⊗(O
⊗)act/X can be written as a disjoint union
of D0 = (O
⊗
nu)
act
/X with the full subcategory D1 ⊆ D spanned by those morphisms X
′ → X in O⊗ where
X ′ ∈ O⊗〈0〉. The ∞-category D0 contains idX as a final object. Since O
⊗ is unital, the ∞-category D1 is a
contractible Kan complex containing a vertex v : X0 → X . It follows that the inclusion {idX , v} is cofinal
in D. Assertions (1) and (2) now follow from Proposition C.2.6.8 (together with Propositions C.2.2.14 and
C.2.2.15). Assertion (3) follows from (1) (Corollary C.2.6.9).
In the stable setting, there is a close relationship between nonunital algebras and augmented algebras.
To be more precise, we need to introduce a bit of terminology.
Definition 1.6.10. Let q : C⊗ → O⊗ be a coCartesian fibration of∞-operads, and assume that O⊗ is unital.
An augmented O-algebra object of C is a morphism f : A → A0 in AlgO(C), where A0 is a trivial algebra.
We let Algaug
O
(C) denote the full subcategory of AlgO(C) spanned by the augmented O-algebra objects of C.
The following result will not play a role in the proof of Theorem 1.6.6, but is of some independent interest:
Proposition 1.6.11. Let q : C⊗ → O⊗ be a coCartesian fibration of ∞-operads. Assume that O⊗ is unital
and that q exhibits C as a stable O-monoidal ∞-category. Let F : AlgnuO (C) → AlgO(C) be a left adjoint to
the forgetful functor θ : AlgO(C) → Alg
nu
O (C). Let 0 ∈ Alg
nu
O (C) be a final object, so that F (0) ∈ AlgO(C) is
a trivial algebra (Proposition 1.6.9). Then F induces an equivalence of ∞-categories
T : AlgnuO (C) ≃ Alg
nu
O (C)
/0 → Algaug
O
(C).
Proof. Let p : M → ∆1 be a correspondence associated to the adjunction AlgnuO (C)
F // AlgO(C)
θ
oo . Let D
denote the full subcategory of Fun∆1(∆
1 ×∆1,M) spanned by those diagrams σ
A

f // A+
g

A0
f0 // A+0
whereA0 is a final object of Alg
nu
O (C) and the maps f and f
′ are p-coCartesian; this (together with Proposition
1.6.9) guarantees that A+0 ∈ AlgO(C) is a trivial algebra so that g can be regarded as an augmented O-algebra
object of C. Using Proposition T.4.3.2.15, we deduce that the restriction functor σ 7→ A determines a trivial
Kan fibration D→ AlgnuO (C). By definition, the functor T is obtained by composing a section of this trivial
Kan fibration with the restriction map φ : D → Algaug
O
(C) given by σ 7→ g. To complete the proof, it will
suffice to show that φ is a trivial Kan fibration.
Let K denote the full subcategory of ∆1 ×∆1 obtained by removing the object (0, 0), and let D0 be the
full subcategory of Fun∆1(K,M) spanned by those diagrams
A+
g
→ A+0
f0
← A0
where A0 is a final object of Alg
nu
O (C) and A
+
0 is a trivial O-algebra object of C; note that this last condition
is equivalent to the requirement that f0 be p-coCartesian. The functor φ factors as a composition
D
φ′
→ D0
φ′′
→ Algaug
O
(C).
We will prove that φ′ and φ′′ are trivial Kan fibrations.
Let D1 be the full subcategory of Fun∆1(∆
1,M) spanned by the p-coCartesian morphisms f0 : A0 → A
+
0
where A0 is a final object of Alg
nu
O (C). It follows from Proposition T.4.3.2.15 that the restriction map
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f0 7→ A0 determines a trivial Kan fibration from D1 to the contractible Kan complex of final objects in
AlgnuO (C), so that D1 is contractible. The restriction map f0 7→ A
+
0 is a categorical fibration φ
′′
from D1
onto the contractible Kan complex of initial objects of AlgO(C). It follows that φ
′′
is a trivial Kan fibration.
The map φ′′ is a pullback of φ
′′
, and therefore also a trivial Kan fibration.
We now complete the proof by showing that φ′ is a trivial Kan fibration. In view of Proposition T.4.3.2.15,
it will suffice to show that a diagram σ ∈ Fun∆1(∆
1 ×∆1,M) belongs to D if and only if σ0 = σ|K belongs
to D0 and σ is a p-right Kan extension of σ0. Unwinding the definitions (and using Corollary C.2.1.5), we
are reduced to showing that if we are given a diagram
A

f // A+
g

A0
f0 // A+0
where A0 is a final object of Alg
nu
O (C) and A
+
0 is a trivial algebra, then f is p-coCartesian if and only if the
induced diagram
A(X)
fX //

A+(X)

A0(X) // A+0 (X)
is a pullback square in CX , for each X ∈ O. Since CX is a stable ∞-category, this is equivalent to the
requirement that the induced map ψ : coker(fX) → A
+
0 (X) is an equivalence. The map ψ fits into a
commutative diagram
1X //

1X

A+(X) // coker(f) // A+0 (X)
where the vertical maps are given by the units for the algebra objects A+ and A+0 . Since A
+
0 (X) is a
trivial algebra, the unit map 1X → A
+
0 (X) is an equivalence. Consequently, it suffices to show that f is
p-coCartesian if and only if each of the composite maps 1X → A+(X) → coker(f) is an equivalence. We
have a pushout diagrm
1X
∐
A(X) //

A+(X)

1X // coker(f).
Since CX is stable, the lower horizontal map is an equivalence if and only if the upper horizontal map is
an equivalence. The desired result now follows immediately from the criterion described in Proposition
1.6.9.
Let us now return to the proof of Theorem 1.6.6. We begin by treating the case k = 1. Without loss
of generality, we may assume that q : C⊗ → E[1] is the pullback of a coCartesian fibration of ∞-operads
D
⊗ → Ass (Example 1.1.7). Let φ : N(∆)op → Ass be defined as in Construction C.1.3.13, so that the
pullback of D⊗ by φ determines a monoidal structure on the∞-categoryD. The map φ restricts to a functor
φ0 : N(∆s)
op → Ass×N(Γ)N(Surj). Composition with φ0 determines a functor Alg
nu
Ass(D)→ Alg
nu(D) (see
§M.2.2). We have the following nonunital analogue of Proposition C.1.3.14:
Proposition 1.6.12. Let q : D⊗ → Ass be a coCartesian fibration of ∞-operads. Then the functor
AlgnuAss(D)→ Alg
nu(D) constructed above is an equivalence of ∞-categories.
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Proof. Let Assnu denote the subcategory Ass×Γ Surj. We define a category I as follows:
(1) An object of I is either an object of ∆ops or an object of Ass
nu.
(2) Morphisms in I are give by the formulas
HomI([m], [n]) = Hom∆ops ([m], [n]) HomI(〈m〉, 〈n〉) = HomAssnu(〈m〉, 〈n〉)
HomI(〈m〉, [n]) = HomAssnu(〈m〉, φ0([n])) HomI([n], 〈m〉) = ∅.
where φ0 : ∆
op
s → Ass
nu is the functor defined above. We observe that φ0 extends to a retraction r : I →
Assnu. Let Alg(D) denote the full subcategory of FunAss(N(I),D
⊗) consisting of those functors f : N(I)→
D
⊗ such that q ◦ f = ψ and the following additional conditions are satisfied:
(i) For each n ≥ 0, f carries the canonical map 〈n〉 → [n] in I to an equivalence in D⊗.
(ii) The restriction f |N(∆s)
op belongs to Algnu(D).
(ii′) The restriction f |N(Assnu) is a nonunital Ass-algebra object of C.
If (i) is satisfied, then (ii) and (ii′) are equivalent to one another. Moreover, (i) is equivalent to the
assertion that f is a q-left Kan extension of f |N(Assnu). Since every functor f0 : N(Ass
nu)→ D⊗ admits a
q-left Kan extension (given, for example, by f0 ◦ r), Proposition T.4.3.2.15 implies that the restriction map
p : Alg(D)→ AlgnuAss(D) is a trivial Kan fibration. The map θ is the composition of a section to p (given by
composition with r) and the restriction map p′ : Alg(D)→ Algnu(D). It will therefore suffice to show that p′
is a trivial fibration. In view of Proposition T.4.3.2.15, this will follow from the following pair of assertions:
(a) Every f0 ∈ Alg
nu(D) admits a q-right Kan extension f ∈ FunAss(N(I),D
⊗).
(b) Given f ∈ FunAss(N(I),D
⊗) such that f0 = f |N(∆
op
s ) belongs to Alg
nu(D), f is a q-right Kan
extension of f0 if and only if f satisfies condition (i) above.
To prove (a), we fix an object 〈n〉 ∈ Assnu. Let J denote the category ∆ops ×Assnu(Ass
nu)〈n〉/, and let
g denote the composition N(J) → N(∆ops ) → D
⊗ . According to Lemma T.4.3.2.13, it will suffice to show
that g admits a q-limit in D⊗ (for each n ≥ 0). The objects of J can be identified with surjective morphisms
α : 〈n〉 → φ0([m]) in Ass. Let J0 ⊆ J denote the full subcategory spanned by those objects for which α is
inert. The inclusion J0 ⊆ J has a right adjoint, so that N(J0)
op → N(J)op is cofinal. Consequently, it will
suffice to show that g0 = g|N(J0) admits a q-limit in D
⊗.
Let J1 denote the full subcategory of J0 spanned by the morphisms ρ
j : 〈n〉 → φ0([1]). Using our
assumption that f0 is a nonunital algebra object of D, we deduce that g0 is a q-right Kan extension of
g1 = g0|N(J1). In view of Lemma T.4.3.2.7, it will suffice to show that the map g1 has a q-limit in D
⊗. But
this is clear; our assumption that f0 belongs to Alg
nu(D) guarantees that f0 exhibits f0([n]) as a q-limit of
g1. This proves (a). Moreover, the proof shows that f is a q-right Kan extension of f0 at 〈n〉 if and only if
f induces an equivalence f(〈n〉)→ f([n]); this immediately implies (b) as well.
Given a coCartesian fibration of ∞-operads D⊗ → Ass, we let Algqu
Ass(D) denote the fiber product
AlgnuAss(D)×Algnu(D) Alg
qu(D), where Algqu(D) is defined as in §M.2.2. We have a commutative diagram
Alg(D)
θ′

AlgAss(D)oo //

Alg
E[1](D)
θ

Algqu(D) AlgquAss(D)
oo // Algqu
E[1](D)
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in which the horizontal maps are categorical equivalences. Theorem M.2.8.1 implies that θ′ is an equivalence
of ∞-categories, so that θ is likewise an equivalence of ∞-categories. This proves Theorem 1.6.6 in the
special case k = 1.
The proof of Theorem 1.6.6 in general will proceed by induction on k. For the remainder of this section,
we will fix an integer k ≥ 1, and assume that Theorem 1.6.6 has been verified for the ∞-operad E[k].
Our goal is to prove that Theorem 1.6.6 is valid also for E[k + 1]. Fix a coCartesian fibration of ∞-operads
q : C⊗ → E[k+1]; we wish to show that the forgetful functor θ : Alg
E[k+1](C)→ Alg
qu
E[k+1](C) is an equivalence
of ∞-categories. In view of Remark 1.6.7, we can assume that C⊗ is a presentable E[k + 1]-monoidal ∞-
category.
We begin by constructing a left homotopy inverse to θ. Consider the bifunctor of∞-operads E[1]×E[k]→
E[k+1] of §1.2. Using this bifunctor, we can define E[1]-monoidal∞-categories Alg
E[k](C)
⊗ and Algnu
E[k](C)
⊗.
Moreover, the collection of quasi-unital E[k]-algebras and quasi-unital morphisms between them are stable
under tensor products, so we can also consider an E[1]-monoidal subcategory Algqu
E[k](C)
⊗ ⊆ Algnu
E[k](C)
⊗.
Similarly, we have E[k]-monoidal ∞-categories Alg
E[1](C)
⊗, Algnu
E[1](C)
⊗, and Algqu
E[1](C)
⊗.
There is an evident forgetful functor Algnu
E[k+1](C) → Alg
nu
E[1](Alg
nu
E[k](C)), which obviously restricts to a
functor ψ0 : Alg
qu
E[k+1](C) → Alg
nu
E[1](Alg
qu
E[k](C)). Using the inductive hypothesis (and Corollary T.2.4.4.4),
we deduce that the evident categorical fibration Alg
E[k](C)
⊗ → Algqu
E[k](C)
⊗ is a categorical equivalence and
therefore a trivial Kan fibration. It follows that the induced map Algnu
E[1](AlgE[k](C))→ Alg
nu
E[1](Alg
qu
E[j](C)) is
a trivial Kan fibration, which admits a section ψ1. Let ψ2 be the evident equivalence Alg
nu
E[1](AlgE[k](C)) ≃
Alg
E[k](Alg
nu
E[1](C)). We observe that the composition ψ2 ◦ ψ1 ◦ ψ0 carries Alg
qu
E[k+1](C) into the subcategory
Alg
E[k](Alg
qu
E[1](C)) ⊆ AlgE[k](Alg
nu
E[1](C)). Using the inductive hypothesis and Corollary T.2.4.4.4 again, we
deduce that the forgetful functor Alg
E[k](AlgE[1](C)) → AlgE[k](Alg
qu
E[1](C)) is a trivial Kan fibration, which
admits a section ψ3. Finally, Theorem 1.2.2 implies that the functor AlgE[k+1](C)→ AlgE[1](AlgE[k](C)) is an
equivalence of∞-categories which admits a homotopy inverse ψ4. Let ψ denote the composition ψ4ψ3ψ2ψ1ψ0.
Then ψ is a functor from Algqu
E[k+1](C) to AlgE[k+1](C). The composition ψ ◦ θ becomes homotopic to the
identity after composing with the functor Alg
E[k+1](C) ≃ Alg
qu
E[1](Alg
qu
E[k](C)) ⊆ Alg
nu
E[1](Alg
nu
E[k](C)), and is
therefore homotopic to the identity on Alg
E[k+1](C).
To complete the proof of Theorem 1.6.6, it will suffice to show that the composition θ ◦ψ is equivalent to
the identity functor from Algqu
E[k+1](C) to itself. This is substantially more difficult, and the proof will require
a brief digression. In what follows, we will assume that the reader is familiar with the theory of centralizers
of maps of E[k]-algebras developed in §2.4 (see Definition 2.5.1).
Definition 1.6.13. Let C⊗ → E[k] be a coCartesian fibration of ∞-operads, let A and B be E[k]-algebra
objects of C, and let u : 1 → A be a morphism in C. We let MapuAlg
E[k](C)
(A,B) be the summand of the
mapping space MapAlg
E[k](C)
(A,B) given by those maps f : A → B such that f ◦ u is an invertible element
in the monoid HomhC(1, B).
Let f : A → B be a morphism in Alg
E[k](C) and let u : 1 → A be as above. We will say that f is a
u-equivalence if, for every object C ∈ Alg
E[k](C), composition with f induces a homotopy equivalence
MapfuAlg
E[k](C)
(B,C)→ MapuAlg
E[k](C)
(A,C).
Remark 1.6.14. Let M be an associative monoid. If x and y are commuting elements of M , then the
product xy = yx is invertible if and only if both x and y are invertible. In the situation of Definition
1.6.13, this guarantees that if u : 1 → A and v : 1 → A are morphisms in C such that u and v commute
in the monoid HomhC(1, A) and w denotes the product map 1 ≃ 1 ⊗ 1
u⊗v
−→ A ⊗ A → A, then we have
MapwAlg
E[k](C)
(A,B) = MapuAlg
E[k](C)
(A,B) ∩ MapvAlg
E[k](C)
(A,B) (where the intersection is formed in the
mapping space MapAlg
E[k](C)
(A,B)). It follows that if f : A→ B is a u-equivalence or a v-equivalence, then
it is also a w-equivalence.
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Remark 1.6.15. Let C⊗ → E[k] be a presentable E[k]-monoidal ∞-category, and let e : 1→ A be the unit
map for an E[k]-algebra object A ∈ Alg
E[k](C). We will abuse notation by identifying A with the underlying
nonunital E[k]-algebra object, and let A+ be the free E[k]-algebra generated by this nonunital E[k]-algebra
(see Proposition 1.6.9). Let e+ denote the composite map 1→ A→ A+. Then the counit map v : A+ → A
is an e+-equivalence. To see this, it suffices to show that for every object B ∈ Alg
E[k](C), composition with
v induces a homotopy equivalence
MapAlg
E[k](C)
(A,B) = MapeAlg
E[k](C)
(A,B)→ Mape
+
Alg
E[k](C)
(A+, B).
Note that any nonunital algebra morphism f : A → B carries e to an idempotent element [f ◦ e] of the
monoid HomhC(1, B), so f ◦ e is a quasi-unit for B if and only if [f ◦ e] is invertible. Consequently, the ho-
motopy equivalence MapAlg
E[k]
(A+, B) ≃ MapAlgnu
E[k]
(A,B) induces an identification Mape
+
Alg
E[k](C)
(A+, B) ≃
MapAlgqu
E[k]
(C)(A,B). The desired result now follows from Theorem 1.6.6.
Lemma 1.6.16. Let q : C⊗ → E[k + 1] be a presentable E[k + 1]-monoidal ∞-category, so that Alg
E[k](C)
inherits the structure of an E[1]-monoidal ∞-category. Let f : A → A′ be a morphism in Alg
E[k](C), and
let u : 1 → A be a morphism in C such that f is a u-equivalence. Let B ∈ Alg
E[k](C) and v : 1 → B be an
arbitrary morphism in C. Then:
(1) The induced map f ⊗ idB is a u⊗ v : 1→ A⊗B equivalence.
(2) The induced map idB ⊗f is a v ⊗ u : 1→ B ⊗A-equivalence.
Proof. We will prove (1); the proof of (2) is similar. Let eA : 1 → A and eB : 1 → B denote the units of
A and B, respectively. We note that u ⊗ v is homotopic to the product of maps eA ⊗ v and u ⊗ eB which
commute in the monoid HomhC(1, A⊗ B). By virtue of Remark 1.6.14, it will suffice to show that f ⊗ idB
is a w-equivalence, where w = u⊗ eB.
Let w′ be the composition of w with f ⊗ idB, and let C ∈ AlgE[k](C). We have a commutative diagram
Mapw
′
Alg
E[k](C)
(A′ ⊗B,C) //
))TTT
TTT
TTT
TTT
TTT
MapwAlg
E[k](C
(A⊗B,C)
uukkkk
kkk
kkk
kkk
kk
MapAlg
E[k](C)
(B,C)
and we wish to show that the horizontal map is a homotopy equivalence. It will suffice to show that
this map induces a homotopy equivalence after passing to the homotopy fibers over any map g : B → C.
This is equivalent to the requirement that f induces a homotopy equivalence MapfuAlg
E[k](C)
(A′,ZE[k](g)) →
MapuAlg
E[k](C)
(A,ZE[k](g)), which follows from our assumption that f is a u-equivalence.
Lemma 1.6.17. Let C⊗ → E[k] be a presentable E[k]-monoidal ∞-category, let A ∈ Alg
E[k](C), and let
u : 1→ A be a morphism in the underlying ∞-category C. Then there exists a morphism f : A→ A[u−1] in
Alg
E[k](C) with the following universal properties:
(1) The map f is a u-equivalence.
(2) The composite map fu is a unit in the monoid HomhC(1, A[u
−1]).
Proof. Let P : Alg
E[k](C) → MonE[k](S) be the functor described in §1.3. The inclusion Mon
gp
E[k](S) ⊆
MonE[k](S) admits a right adjoint G which can be described informally as follows: G carries an E[k]-space X
to the subspaceXgp ⊆ X given by the union of those connected components ofX which are invertible in π0X .
Let J : MonE[k](S)→ S be the forgetful functor, and let χ : AlgE[k](C)→ S be the functor corepresented by
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A. We can identify u with a point in the space JP (A), which determines natural transformation of functors
χ → JP . Let χ denote the fiber product χ ×JP JGP in the ∞-category Fun(AlgE[k](C), S). Since χ, J ,
G, and P are all accessible functors which preserve small limits, the functor χ′ is accessible and preserves
small limits, and is therefore corepresentable by an object A[u−1] ∈ Alg
E[k](C) (Proposition T.5.5.2.7). The
evident map χ′ → χ induces a map f : A→ A[u−1] which is easily seen to have the desired properties.
Remark 1.6.18. Let C⊗ → E[k] be as in Lemma 1.6.17, let f : A → B be a morphism in Alg
E[k](C) and
let u : 1 → A be a morphism in C. Then f is a u-equivalence if and only if it induces an equivalence
A[u−1]→ B[(fu)−1] in the ∞-category Alg
E[k](C).
Example 1.6.19. Let A ∈ Algqu
E[k](C) be a nonunital algebra equipped with a quasi-unit eA : 1 → A. Let
A+ ∈ Alg
E[k](C) be an algebra equipped with a nonunital algebra map β : A → A
+ which exhibits A+ as
the free E[k]-algebra generated by A. Then the composite map γ0 : A→ A+ → A+[(βeA)−1] is quasi-unital,
and therefore (by Theorem 1.6.6) lifts to an E[k]-algebra map γ : A → A+[(βeA)−1]. Using Theorem 1.6.6
again, we deduce that γ is an equivalence in Alg
E[k](C), so that γ0 is an equivalence of nonunital algebras.
We now return to the proof of Theorem 1.6.6 for a presentable E[k + 1]-monoidal ∞-category C⊗ →
E[k + 1]. We will assume that Theorem 1.6.6 holds for the ∞-operad E[k], so that the forgetful functor
Alg
E[k](C)→ Alg
qu
E[k](C) is an equivalence of∞-categories. Consequently, all of the notions defined above for
E[k]-algebras make sense also in the context of quasi-unital E[k]-algebras; we will make use of this observation
implicitly in what follows.
Let D denote the fiber product
Fun(∂∆1,Algqu
E[k](C))×Fun(∂∆1,AlgnuE[k](C)) Fun(∆
1,Algnu
E[k](C))
whose objects are nonunital maps f : A → B between quasi-unital E[k]-algebra objects of C, and whose
morphisms are given by commutative diagrams
A
f //

B

A′
f ′ // B′
where the vertical maps are quasi-unital. Let D0 denote the full subcategory Fun(∆
1,Algqu
E[k](C)) ⊆ D
spanned by the quasi-unital maps f : A → B. The inclusion D0 →֒ D admits a left adjoint L, given
informally by the formula (f : A → B) 7→ (A → B[(feA)−1]), where eA : 1 → A denotes the unit of A.
Using Remark 1.6.18, we deduce the following:
Lemma 1.6.20. If α is a morphism in D corresponding to a commutative diagram
A
f //
g

B
g′

A′ // B′,
then L(α) is an equivalence if and only if the following pair of conditions is satisfied:
(i) The map g is an equivalence.
(ii) The map g′ is an feA-equivalence, where eA : 1→ A denotes a quasi-unit for A.
Note that the E[1]-monoidal structure on Algnu
E[k](C) induces an E[1]-monoidal structure on the∞-category
D.
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Lemma 1.6.21. The localization functor L : D → D0 ⊆ D is compatible with the E[1]-monoidal structure
on D. In other words, if α : D → D′ is an L-equivalence in D and E is any object of D, then the induced
maps D ⊗ E → D′ ⊗ E and E ⊗D → E ⊗D′ are again L-equivalences.
Proof. Combine Lemmas 1.6.20 and 1.6.16.
Combining Lemma 1.6.21 with Proposition C.1.7.6, we deduce that L can be promoted to an E[1]-
monoidal functor from D to D0; in particular, L induces a functor L
′ : Algnu
E[1](D) → Alg
nu
E[1](D0) which is
left adjoint to the inclusion and therefore comes equipped with a natural transformation α : idAlgnu
E[1]
(D) → L
′.
We are now ready to complete the proof of Theorem 1.6.6. Let G : Alg
E[k+1](C) → Alg
nu
E[k+1](C) denote
the forgetful functor, let F be a left adjoint to G (Proposition 1.6.11), and let β : idAlgnu
E[k+1]
(C) → G ◦F be a
unit transformation. Let j : Algqu
E[k+1](C)→ Alg
nu
E[k+1](C) be the inclusion functor and let ξ : Alg
nu
E[k+1](C)→
Algnu
E[1](Alg
nu
E[k](C)) be the forgetful functor. If A ∈ Alg
nu
E[k+1](C) is quasi-unital, then GF (A) is likewise
quasi-unital. Consequently, the construction A 7→ ξ(βA) induces a functor ǫ : Alg
qu
E[k+1](C) → Alg
nu
E[1](D).
Let L′ and α : id→ L′ be defined as above. The induced natural transformation ǫ→ L′ǫ can be regarded as
a functor from Algqu
E[k+1](C) to Fun(∆
1 ×∆1,Algnu
E[1](Alg
nu
E[k](C))). This functor can be described informally
as follows: it carries a quasi-unital algebra A to the diagram
A
βA //

F (A)

A // F (A)[(βAeA)−1],
where eA : 1→ A denotes the quasi-unit of A. It follows from Example 1.6.19 that the lower horizontal map
is an equivalence. Consequently, the above functor can be regarded as a natural transformation from ξGFj
to ξj in the ∞-category Fun(Algqu
E[k](C),Alg
nu
E[1](Alg
qu
E[k](C))). Composing with ψ4 ◦ ψ3 ◦ ψ2 ◦ ψ1, we obtain a
natural transformation δ : ψθF → ψ of functors from Algqu
E[k+1](C) to AlgE[k](C). Since ψθ is homotopic to
the identity, we can view δ as a natural transformation from F |Algqu
E[k+1](C) to ψ. This transformation is
adjoint to a map of functors idAlgqu
E[k+1]
(C) → θ ◦ψ. It is easy to see that this transformation is an equivalence
(using the fact that the forgetful functor Algqu
E[k+1](C)→ C is conservative, by Corollary C.2.1.6), so that ψ
is a right homotopy inverse to θ. This completes the proof of Theorem 1.6.6.
2 Applications of Left Modules
In [49], we saw that there is a good theory of (associative) algebra objects and (left and right) modules
over them in an arbitrary monoidal ∞-category C⊗ → N(Γ). Our goal in this section is to describe some
connections between this theory and the more general theory of ∞-operads developed in [50], and to obtain
some basic results about the little cubes ∞-operads E[k] as a consequence.
We will begin in §2.1 by showing that if C⊗ is a monoidal ∞-category and A is an algebra object
of C⊗, then the ∞-category ModRA(C) of right A-module objects of C is left-tensored over C. Moreover,
the construction (C⊗, A) → (C⊗,ModRA(C)) determines a functor Θ from the ∞-category of monoidal ∞-
categories equipped with an algebra object to the ∞-category of monoidal∞-categories equipped with a left
module (Construction 2.1.30).
The module category ModRA(C) has a canonical object, given by the algebra A itself. Since right and left
multiplication commute with one another, we can regard A as a left A-module object in ModRA(C). In fact,
ModRA(C) is in some sense freely generated by this left A-module object (Theorem 2.2.4). We will prove this
result, together with the formally similar Theorem 2.2.8, in §2.2. In §2.3, we will apply these results to prove
a number of formal properties of the functor Θ, which establish a close connection between the theory of
algebras objects and left module categories for a symmetric monoidal ∞-category C⊗.
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In §2.4, we will explain how to formulate the theory of algebras and their left (or right) modules in terms
of the general formalism of ∞-operads developed in [50]. More precisely, we will define an ∞-operad LMod,
and show that giving an LMod-algebra object of a symmetric monoidal ∞-category C⊗ is equivalent to
giving a pair (A,M), where A is an (associative) algebra object of C⊗ and M is a left A-module (Proposition
2.4.7).
Let O⊗ be a coherent ∞-operad. In §2.5, we will apply the theory of left modules to develop a general
theory of centralizers of maps f : A→ B between O⊗-algebra objects of a symmetric monoidal ∞-category
C
⊗. Taking O⊗ to be a little cubes operad E[k] (which is coherent by Theorem 1.4.1), we obtain a proof of the
generalized Deligne conjecture (the original statement of Deligne’s conjecture corresponds to the case k = 1).
As another application, we describe the construction of the Koszul dual of an (augmented) E[k]-algebra
(Example 2.5.14).
If M is any associative monoid, then its group M× of invertible elements acts on M by conjugation.
In §2.6, we will describe a higher-categorical analogue of this adjoint action, which applies to E[k]-algebra
objects of an arbitrary symmetric monoidal ∞-category. Our main result, Theorem 2.6.5, will be applied in
§2.7 to obtain a convenient description of the cotangent complex of an E[k]-algebra A (Theorem 2.7.1).
2.1 Algebras and their Module Categories
Let k be a commutative ring, and let A be an associative k-algebra. If M is a right A-module and V is an k-
module, then the tensor product V ⊗kM carries a right action of A, given by the formula (v⊗m)a = v⊗ma.
Via this construction, we can view the category ModRA of right A-modules as a left module over the monoidal
category Modk of k-modules. Our goal in this section is to generalize the above situation, replacing the
category Modk of k-modules by an arbitrary monoidal ∞-category.
Our goal in this section is twofold:
(i) We will introduce an ∞-category CatAlg∞ whose objects are pairs (C
⊗, A), where C⊗ is a monoidal ∞-
category and A is an algebra object of C⊗. Roughly speaking, a morphism from (C⊗, A) to (D⊗, B) in
CatAlg∞ consists of a monoidal functor F : C
⊗ → D⊗ together with a map of algebras F (A) → B. For
a more precise description, see Definition 2.1.7 below.
(ii) Let CatMod∞ denote the ∞-category of pairs (C
⊗,M), where C⊗ is a monoidal ∞-category and M is an
∞-category left-tensored over C⊗ (see Definition M.2.6.5). We will define functor Θ from a subcategory
of CatAlg∞ to Cat
Mod
∞ . Informally, the functor Θ associates to every pair (C
⊗, A) the∞-categoryModRA(C)
of right A-module objects of C⊗.
The relevant constructions are straightforward but somewhat tedious. The reader who does not wish to
become burdened by technicalities is invited to proceed directly to §2.3, where we will undertake a deeper
study of the functor Θ.
We begin by introducing some terminology.
Definition 2.1.1. Let S be a simplicial set. A coCartesian S-family of monoidal ∞-categories is a coCarte-
sian fibration q : C⊗ → N(∆)op × S with the following property: for every vertex s ∈ S, the induced map of
fibers C⊗s = C
⊗×S{s} → N(∆)op is a monoidal ∞-category. In this case, we will say that q exhibits C
⊗ as
a coCartesian S-family of monoidal ∞-categories.
Notation 2.1.2. If q : C⊗ → N(∆)op × S is a coCartesian S-family of monoidal ∞-categories, we let C
denote the fiber product C⊗×N(∆)op{[1]}, so that q induces a coCartesian fibration C→ S.
Example 2.1.3. Let CatMon∞ denote the ∞-category of monoidal ∞-categories. The ∞-category Cat
Mon
∞ is
equivalent to the ∞-category Mon(Cat∞) of monoid objects of Cat∞ (see Remark M.1.2.15). In particular,
there is a canonical map N(∆op) × CatMon∞ → Cat∞, which classifies a coCartesian fibration q : C˜at
Mon
∞ →
N(∆op)× CatMon∞ . The coCartesian fibration q exhibits C˜at
Mon
∞ as a coCartesian Cat
Mon
∞ -family of monoidal
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∞-categories. Moreover, this family of monoidal ∞-categories is universal in the following sense: for every
simplicial set S, the construction (φ : S → CatMon∞ ) 7→ S ×CatMon∞ C˜at
Mon
∞ establishes a bijection between
the collection of equivalence classes of diagrams S → CatMon∞ and the collection of equivalence classes of
coCartesian S-families of monoidal ∞-categories C⊗ → N(∆)op × S (with essentially small fibers).
Definition 2.1.4. Let K and S be simplicial sets. We will say that a coCartesian S-family of∞-categories
q : C⊗ → N(∆)op × S is compatible with K-indexed colimits if the following conditions are satisfied:
(i) For each vertex s ∈ S, the fiber Cs admits K-indexed colimits.
(ii) For each vertex s ∈ S, the tensor product functor Cs×Cs → Cs preservesK-indexed colimits separately
in each variable.
(iii) For every edge s→ t in S, the induced functor Cs → Ct preserves K-indexed colimits.
If K is a collection of simplicial sets, we will say that q is compatible with K-indexed colimits if it is compatible
with K-indexed colimits for each K ∈ K.
Notation 2.1.5. Let K be a collection of simplicial sets. We let CatMon∞ (K) denote the subcategory of
CatMon∞ whose objects are monoidal ∞-categories C
⊗ which are compatible with K-indexed colimits and
whose morphisms are monoidal functors F : C⊗ → D⊗ such that the underlying functor C → D preserves
K-indexed colimits. Let C˜at
Mon
∞ (K) denote the fiber product C˜at
Mon
∞ ×CatMon∞ Cat
Mon
∞ (K). The evident map
q : C˜at
Mon
∞ (K) → N(∆)
op × CatMon∞ (K) exhibits C˜at
Mon
∞ (K) as a coCartesian Cat
Mon
∞ (K)-family of monoidal
∞-categories which is compatible with K-indexed colimits. Moreover, it is universal with respect to this
property: for every simplicial set S, pullback along q induces a bijection from equivalence classes of dia-
grams S → CatMon∞ (K) and equivalence classes of coCartesian S-families of monoidal∞-categories which are
compatible with K-indexed colimits.
Definition 2.1.6. We let CatAlg∞ denote the full subcategory of the fiber product
CatMon∞ ×FunN(∆)op (N(∆)op,N(∆)op×CatMon∞ ) FunN(∆)op(N(∆)
op, C˜at
Mon
∞ )
spanned by those pairs (C⊗, A), where C⊗ ∈ CatMon∞ is a monoidal ∞-category and A is an algebra object of
the monoidal∞-category C˜at
Mon
∞ ×CatMon∞ {C
⊗} ≃ C⊗. If K is a collection of simplicial sets, we let CatAlg∞ (K)
denote the fiber product CatAlg∞ ×CatMon∞ Cat
Mon
∞ (K).
Remark 2.1.7. The ∞-category CatAlg∞ (K) is characterized up to equivalence by the following universal
property: for any simplicial set S, there is a bijection between equivalence classes of diagrams S → CatAlg∞ (K)
and equivalence classes of diagrams
C
⊗
q

N(∆)op × S
A
77nnnnnnnnnnnnn
id // N(∆)op × S,
where q exhibits C⊗ as a coCartesian S-family of monoidal ∞-categories whose fibers are essentially small,
q is compatible with K-indexed colimits, and A is an S-family of algebra objects of C⊗.
Definition 2.1.8. If q : C⊗ → N(∆)op×S is a coCartesian S-family of monoidal∞-categories, then we will
say that a map p : M⊗ → C⊗ exhibits M⊗ as a coCartesian S-family of ∞-categories left-tensored over C⊗
if the following conditions are satisfied:
(i) The composition q ◦ p is a coCartesian fibration.
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(ii) The map p is a categorical fibration which carries (q ◦ p)-coCartesian morphisms to q-coCartesian
morphisms.
(iii) For every vertex s ∈ S, the induced map of fibersM⊗s → C
⊗
s exhibitsM
⊗
s as an∞-category left-tensored
over C⊗s (see Definition M.2.1.1).
Notation 2.1.9. If M⊗ → C⊗ → N(∆)op × S is as in Definition 2.1.8, we let M denote the fiber product
M
⊗×N(∆)op{[0]}.
Remark 2.1.10. Assuming conditions (i) and (ii) of Definition 2.1.8 are satisfied, condition (iii) is equiv-
alent to the requirement that for each n ≥ 0 and each s ∈ S, the canonical map M⊗([n],s) →M
⊗
([0],s)×C
⊗
([n],s)
is an equivalence of ∞-categories.
Remark 2.1.11. In the situation of Definition 2.1.8, conditions (i), (ii), and (iii) guarantee that the map
M
⊗ → C⊗ is a locally coCartesian fibration (Proposition T.2.4.2.11). Conversely, suppose that p : C⊗ →
N(∆)op×S is a coCartesian S-family of monoidal∞-categories, and let q : M⊗ → C⊗ be a locally coCartesian
categorical fibration. Then conditions (i) and (ii) of Definition 2.1.8 are equivalent to the following:
(∗) Let e : M → N be a locally q-coCartesian edge of M⊗ such that q(e) is p-coCartesian. Then e is
q-coCartesian.
To see this, let us first suppose that q satisfies (i) and (ii), and let e : M → N be as in (∗). Then (i) implies
that there exists a (p◦ q)-coCartesian edge e′ :M →M ′ lifting (p◦ q)(e). Condition (ii) ensures that q(e′) is
p-coCartesian. We may therefore assume without loss of generality that q(e) = q(e′). Proposition T.2.4.1.7
guarantees that e′ is q-coCartesian, hence locally q-coCartesian and therefore homotopic to e; this proves
that e is q-coCartesian.
Conversely, suppose that (∗) is satisfied. Let M ∈ M⊗ and let α : (p ◦ q)(M) → X be an edge of
N(∆)op × S. We will prove (i) and (ii) by showing that α can be lifted to a (p ◦ q)-coCartesian edge
e :M → N such that q(e) is p-coCartesian. Using our assumption that p is a coCartesian fibration, we can
choose a p-coCartesian edge α : q(M)→ X. Since q is a locally coCartesian fibration, we can choose a locally
q-coCartesian edge e :M → N lifting α. Condition (∗) guarantees that e is q-coCartesian as required.
Using Lemma T.2.4.2.7, we can reformulate condition (∗) as follows:
(∗′) Suppose we are given a 2-simplex
M ′
e′′
""D
DD
DD
DD
D
M
e′
=={{{{{{{{ e // M ′′
in M⊗, where e′ and e′′ are locally q-coCartesian and q(e) is p-coCartesian. Then e is locally q-
coCartesian.
Notation 2.1.12. Let C⊗ → N(∆)op × S be a coCartesian S-family of ∞-operads. We define a simplicial
set A˜lg(C) equipped with a forgetful map A˜lg(C) → S so that the following universal property is satisfied:
for every map of simplicial sets K → S, there is a canonical bijection
HomS(K, A˜lg(C)) ≃ HomN(∆)op×S(N(∆)
op ×K,C⊗).
We let Alg(C) denote the full simplicial subset of A˜lg(C) spanned by those vertices which correspond to
algebra objects in the monoidal ∞-category C⊗s , for some vertex s ∈ S.
Suppose we are given a map M⊗ → C⊗ satisfying condition (iii) of Definition 2.1.8. We let M˜od
L
(M)
denote a simplicial set with a map M˜od
L
(M) having the following universal property: for every map of
simplicial sets K → S, there is a canonical bijection
HomS(K, M˜od
L
(M)) ≃ HomN(∆)op×S(N(∆)
op ×K,M⊗).
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We let ModL(M) denote the full simplicial subset of M˜od
L
(M) whose vertices are left module objects of M⊗s ,
for some vertex s ∈ S.
Remark 2.1.13. In the special case where S = ∆0, the terminology of Notation 2.1.12 agrees with that of
Definitions M.1.1.14 and M.2.1.4.
The following result is an easy consequence of Proposition T.3.1.2.1:
Lemma 2.1.14. Let q : C⊗ → N(∆)op × S be a coCartesian S-family of monoidal ∞-categories, let p :
M
⊗ → C⊗ be a coCartesian S-family of ∞-categories left-tensored over C⊗. Then:
(1) The map q′ : Alg(C)→ S is a coCartesian fibration of simplicial sets.
(2) A morphism A→ A′ in Alg(C) is q′-coCartesian if and only if the underying map A([1])→ A′([1]) is
a q-coCartesian morphism in C ⊆ C⊗.
(3) The map r : ModL(M)→ S is a coCartesian fibration of simplicial sets.
(4) A morphismM →M ′ inModL(M) is r-coCartesian if and only if its image in Alg(C) is q′-coCartesian,
and the induced map M([0])→M ′([0]) is a (q ◦ p)-coCartesian morphism in M ⊆M⊗.
Definition 2.1.15. Let K be a collection of simplicial sets, and let C⊗ → N(∆)op × S be a coCartesian S-
family of monoidal∞-categories which is compatible with K-indexed colimits. We will say that a coCartesian
S-family M⊗ of ∞-categories left-tensored over C⊗ is compatible with K-indexed colimits if the following
conditions are satisfied:
(i) For every vertex s ∈ S and each K ∈ K, the ∞-category Ms admits K-indexed colimits.
(ii) For every vertex s ∈ S and each K ∈ K, the action map Cs×Ms →Ms preserves K-indexed colimits
separately in each variable.
(iii) For every edge s → t in S and each K ∈ K, the induced functor Ms → Mt preserves K-indexed
colimits.
Lemma 2.1.16. Let p : C⊗ → N(∆)op be a coCartesian S-family of monoidal ∞-categories and let q :
M
⊗ → C⊗ be a coCartesian S-family of ∞-categories left-tensored over C⊗. Assume that both p and q are
compatible with N(∆)op-indexed colimits. Then:
(1) The forgetful functor r : ModL(M)→ Alg(C) is a coCartesian fibration of simplicial sets.
(2) Let f : M → N be an in ModL(M), lying over an edge f0 : A→ B in Alg(C), which in turn lies over
an edge α : s→ t in S. Then f is r-coCartesian if and only if it induces an equivalence B⊗α!AM → N
in the ∞-category ModL(M)t, where α! : Alg(C)s → Alg(C)t denotes the functor induced by α.
Proof. Choose a vertexM ∈ ModL(M) lying over A ∈ Alg(C), and let f0 : A→ B be an edge of Alg(C) lying
over an edge α : s→ t in S. To prove (1), we will show that f0 can be lifted to an r-coCartesian morphism of
ModL(M); assertion (2) will be a consequence of our construction. Let r′ : Alg(C)→ S denote the canonical
projection. Using Lemma 2.1.14, we can lift α to an (r′◦r)-coCartesian morphism f ′ :M →M ′ in ModL(M);
let f ′0 : A→ A
′ denote the image of f ′ in Alg(C). Lemma 2.1.14 guarantees that f ′0 is r
′-coCartesian, so we
can identify A′ with α!A; moreover, there exists a 2-simplex σ of Alg(C) corresponding to a diagram
A′
f ′′0
  B
BB
BB
BB
B
A
f0 //
f ′0
>>~~~~~~~
B.
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We will prove that f ′′0 can be lifted to an r-coCartesian morphism f
′′ of ModL(M). Using the fact that r is
an inner fibration, it will follow that there is a composition f = f ′′ ◦ f ′ lifting f0, which is also r-coCartesian
by virtue of Proposition T.2.4.1.7. We may therefore replace f0 by f
′′
0 and thereby reduce to the case where
s = t and the edge α is degenerate.
Corollary M.4.5.14 shows that f0 can be lifted to a locally r-coCartesian morphism f :M → B ⊗AM in
ModL(M)s. Since the projection rs : Mod
L(M)s → Alg(M)s is a Cartesian fibration (Corollary M.2.3.3), we
deduce that f is rs-coCartesian (Corollary T.5.2.2.4). To prove that f is r-coCartesian, it will suffice to show
that for every edge β : s → t in S, the image β!(f) is an rt-coCartesian morphism of the fiber Mod
L(M)t.
Using the characterization of rt-coCartesian morphisms supplied by Corollary M.4.5.14, we see that this is
equivalent to the requirement that the canonical map α!(B) ⊗α!A α!M → α!(B ⊗A M) is an equivalence
in ModL(M)t. This is clear, since the functor α! preserves tensor products and geometric realizations of
simplicial objects.
Definition 2.1.17. Let p : C⊗ → N(∆)op × S be a coCartesian S-family of monoidal ∞-categories. An
S-family of algebra objects of C⊗ is a section of the projection map Alg(C)→ S.
If q : M⊗ → C⊗ is a map satisfying condition (iii) of Definition 2.1.8 and A is an S-family of algebra
objects of C⊗, then we let ModLA(M) denote the fiber product Mod(M)×Alg(C) S.
Remark 2.1.18. In the situation of Definition 2.1.17, if p and q are compatible with N(∆)op-indexed
colimits, then Lemma 2.1.16 implies that the projection map ModLA(M) → S is a coCartesian fibration of
simplicial sets.
Variant 2.1.19. Let p : C⊗ → N(∆)op × S be a coCartesian S-family of monoidal ∞-categories. We will
say that an inner fibration q : M⊗ → C⊗ is a locally coCartesian S-family of ∞-categories left-tensored
over C⊗ if, for every edge ∆1 → S, the induced map q∆1 : M
⊗×S∆
1 → C⊗×S∆
1 is a coCartesian ∆1-
family of ∞-categories left-tensored over C⊗×S∆1. If K is a simplicial set, we will say that q is compatible
with K-indexed colimits if each q∆1 is compatible with K-indexed colimits. If p and q are compatible with
N(∆)op-indexed colimits and A is an S-family of algebra objects of C⊗, then Remark 2.1.18 implies that the
map ModLA(M)→ S is a locally coCartesian fibration of simplicial sets.
Variant 2.1.20. In the situation of Definition 2.1.8, there is an evident dual notion of a locally coCartesian
S-family of ∞-categories M⊗ → C⊗ right-tensored over C⊗. Given an S-family of algebra objects A of C⊗,
we can then define a locally coCartesian fibration ModRA(M)→ S (provided that C
⊗ and M⊗ are compatible
with N(∆)op-indexed colimits), whose fiber over a vertex s ∈ S is the ∞-category of right A-module objects
of the fiber Ms.
Let CatMod∞ be the ∞-category of Definition M.2.6.5, whose objects are diagrams M
⊗ → C⊗ → N(∆)op
which exhibit C⊗ as a monoidal ∞-category and M⊗ as an ∞-category which is left-tensored over C⊗. We
will informally describe the objects of CatMod∞ as pairs (C,M), where C is an ∞-category equipped with a
monoidal structure and M is an∞-category equipped with a left action of C. If K is a collection of simplicial
sets, we let CatMod∞ (K) denote the subcategory of Cat
Mod
∞ whose objects are diagrams where C and M admit
K-indexed colimits and the tensor product functors
C×C→ C C×M→M
preserve K-indexed colimits separately in each variable, and whose morphisms are maps (C,M) → (C′,M′)
such that the underlying functors C→ C′, M→M′ preserve K-indexed colimits.
Remark 2.1.21. The∞-category CatMod∞ (K) is characterized by the following universal property: for every
simplicial set S, there is a canonical bijection between equivalence classes of maps S → CatMod∞ (K) and
equivalence classes of diagrams M⊗ → C⊗ → N(∆)op × S which exhibit C⊗ as a coCartesian S-family
of monoidal ∞-categories compatible with K-indexed colimits, and M⊗ as a coCartesian S-family of ∞-
categories left-tensored over C⊗.
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We now sketch the construction of the functor Θ.
Construction 2.1.22. Let c : N(∆)op ×N(∆)op → N(∆)op be the concatenation functor, given on objects
by the formula c([m], [n]) = [m] ⋆ [n] ≃ [m + n + 1]. Let π0, π1 : N(∆)op × N(∆)op → N(∆)op denote
the projection functors. The inclusions of linearly ordered sets [m] →֒ [m] ⋆ [n] ←֓ [n] induce natural
transformations π0
α
← c
β
→ π1, which we can identify with a map γ : Λ20 ×N(∆)
op ×N(∆)op → N(∆)op.
Let q : C⊗ → N(∆)op×S be a coCartesian S-family of monoidal∞-categories. We define an∞-category
B(C⊗) equipped with a map p : B → N(∆)op × N(∆)op × S so that the following universal property is
satisfied: for every map of simplicial sets K → N(∆)op × N(∆)op × S, there is a canonical bijection of
Hom/N(∆)op×N(∆)op×S(K,B(C
⊗)) with the collection of all commutative diagrams
Λ20 ×K

//
C
⊗

Λ20 ×N(∆)
op ×N(∆)op × S
γ×idS // N(∆)op × S.
We can identify an object of the the fiber of the map p over a triple ([m], [n], s) with a pair of morphisms
C
f
← M
g
→ C′ in the ∞-category C⊗s , where C ∈ (C
⊗
s )[m], M ∈ (C
⊗
s )[m+n+1], D ∈ (C
⊗
s )[n], and the maps f
and g cover the inclusions [m] →֒ [m] ⋆ [n] ←֓ [n] in ∆. Let B(C⊗) denote the full subcategory of B(C⊗)
spanned by those objects for which the morphisms f and g are q-coCartesian.
Remark 2.1.23. Evaluation at the vertices {1}, {2} ⊆ Λ20 induces a canonical map B(C
⊗)→ C⊗×S C
⊗.
Lemma 2.1.24. Let q : C⊗ → N(∆)op × S be a coCartesian S-family of monoidal ∞-categories. Then:
(1) Let D⊗ denote the fiber product C⊗×S C
⊗. The projection
π : D⊗ → C⊗×S(N(∆)
op × S) ≃ N(∆)op × C⊗
exhibits D⊗ as a coCartesian C⊗-family of monoidal ∞-categories.
(2) The map p : B(C⊗) → D⊗ exhibits B(C⊗) as a locally coCartesian C⊗-family of ∞-categories left-
tensored over D⊗.
(3) If σ : ∆2 → C⊗ is a 2-simplex such that σ|∆{0,1} is a q-coCartesian edge of C⊗, then the restriction
pσ : B(C
⊗) ×C⊗ ∆
2 → N(∆)op × ∆2 is a coCartesian ∆2-family of ∞-categories right-tensored over
D
⊗×C⊗∆
2.
Proof. Assertion (1) is obvious. In view of Remarks 2.1.10 and 2.1.11, assertions (2) and (3) are consequences
of the following:
(a) The map p is a locally coCartesian fibration.
(b) Suppose we are given a 2-simplex
M ′
e′′
""D
DD
DD
DD
D
M
e′
=={{{{{{{{ e // M ′′
in B(C⊗) where e′ and e′′ are locally p-coCartesian, the edge p(e′) is π-coCartesian, and the edge
π(p(e′)) is q-coCartesian. Then e is locally p-coCartesian.
(c) For every object C ∈ C⊗, the induced map
B(C⊗)C,[n] → D
⊗
C,[n]×B(C
⊗)C,[0]
is an equivalence of ∞-categories.
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We first prove (a). Proposition T.3.1.2.1 implies that the maps r : D⊗ → N(∆)op × S × N(∆)op and
r′ : B(C⊗)→ N(∆)op ×S ×N(∆)op are coCartesian fibrations, and that p carries r′-coCartesian edges to r-
coCartesian edges. It therefore suffices to prove that for every objectX = ([m], s, [n]) ∈ N(∆)op×S×N(∆)op,
the induced map of fibers pX : B(C
⊗)X → D
⊗
X is a locally coCartesian fibration (Proposition T.2.4.2.11). We
now observe that pX is equivalent to the projection map C
m+n+1
s → C
m+n
s which omits the “middle” factor.
This proves (a). Assertion (b) follows from the description of the class of locally p-coCartesian morphisms
supplied by Proposition T.2.4.2.11, and assertion (c) is easy.
Remark 2.1.25. Suppose that C⊗ → N(∆)op×S is a coCartesian S-family of monoidal∞-categories which
is compatible with K-indexed colimits, for some collection of simplicial sets K. Then the locally coCartesian
C
⊗-family of∞-categoriesB(C⊗)→ D⊗ appearing in Lemma 2.1.24 will again be compatible with K-indexed
colimits.
Construction 2.1.26. Let q : C⊗ → N(∆)op×S be a coCartesian S-family of monoidal∞-categories which
is compatible with N(∆)op-indexed colimits, and let A be an S-family of algebra objects of C⊗. Then A
determines a section of the projection π : D⊗ → C⊗, which we will also denote by A′. We let ModRA(C)
⊗
denote the ∞-category ModRA′(B(C
⊗)) described in Variant 2.1.20.
Remark 2.1.27. In the situation of Construction 2.1.26, suppose that the simplicial set S consists of a
single vertex, so that C⊗ is a monoidal ∞-category. Fix an object C ∈ C⊗[0]. Then the fiber product
ModRA(C)
⊗×C⊗{C} can be identified with the∞-categoryMod
R
A(C) of rightA-module objects of C (Definition
M.2.1.4). More generally, each fiber ModRA(C)
⊗
[n] is equivalent to a product C
⊗
[n]×Mod
R
A(C), with projection
onto the first factor induced by the forgetful functor ModRA(C)
⊗ → C⊗.
Using Lemma 2.1.24 and Remark 2.1.25, we see that the canonical projection p : ModRA(C)
⊗ → C⊗ is a
locally coCartesian categorical fibration of simplicial sets satisfying condition (∗′) of Remark 2.1.11. Remarks
2.1.27 and 2.1.10 imply that p satisfies condition (iii) of Definition 2.1.8. We can summarize our analysis as
follows:
Proposition 2.1.28. Let K be a collection of simplicial sets which includes N(∆)op, let q : C⊗ → N(∆)op×S
be a coCartesian S-family of ∞-categories which is compatible with K-indexed colimits, and let A be an S-
family of algebra objects of C⊗. Then the forgetful functor p : ModRA(C)
⊗ → C⊗ exhibits ModRA(C)
⊗ as a
coCartesian S-family of ∞-categories left-tensored over C⊗ which is compatible with K-indexed colimits.
Remark 2.1.29. Let C⊗ be a monoidal ∞-category, and let A,B ∈ Alg(C). Proposition 2.1.28 implies
that ModRB(C)
⊗ is an ∞-category left-tensored over C⊗. The ∞-category ModLA(Mod
R
B(C)) of left A-module
objects of ModRB(C) is isomorphic to the∞-category of ABimodB(C) of (A,B)-bimodules (Definition C.3.5.5).
Construction 2.1.30. Fix a collection of simplicial sets K which includes N(∆)op. Let C⊗ denote the fiber
product CatAlg∞ (K)×CatMon∞ C˜at
Mon
∞ , so that we have a coCartesian Cat
Alg
∞ (K)-family of monoidal∞-categories
C
⊗ → N(Γ) × CatAlg∞ (K). By construction, there is a canonical Cat
Alg
∞ (K)-family of algebra objects of C
⊗,
which we will denote by A. Let ModRA(C)
⊗ be the ∞-category of Construction 2.1.26, so that we have
a forgetful functor ModRA(C)
⊗ → C⊗ which exhibits ModRA(C)
⊗ as a coCartesian CatAlg∞ (K)-family of ∞-
categories which are left-tensored over C⊗. Remark 2.1.21 implies that this family is classified by a functor
Θ : CatAlg∞ (K) → Cat
Mod
∞ (K). Note that the composite functor Cat
Alg
∞ (K) → Cat
Mod
∞ (K) → Cat
Mon
∞ (K)
classifies the coCartesian CatAlg∞ (K)-family of monoidal ∞-categories C
⊗, and is therefore equivalent to the
evident forgetful functor CatAlg∞ (K) → Cat
Mon
∞ (K). Replacing Θ by an equivalent functor if necessary, we
will henceforth assume that the diagram
CatAlg∞ (K)
Θ //
&&MM
MM
MM
MM
MM
CatMod∞ (K)
xxppp
pp
pp
pp
pp
CatMon∞ (K)
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is commutative.
Remark 2.1.31. More informally, we can describe the functor Θ : CatAlg∞ (K) → Cat
Mod
∞ (K) as follows: to
every object (C⊗, A) of CatAlg∞ (K) (given by a monoidal ∞-category C
⊗ and an algebra object A ∈ Alg(C)),
it associates the∞-category ModRA(C) of right A-module objects of C, viewed as an∞-category left-tensored
over C.
2.2 Properties of ModA(C)
Let C be a monoidal ∞-category and let A be an algebra object of C. The ∞-category ModRA(C) of right A-
module objects of C admits a left action of the ∞-category C: informally speaking, if M is a right A-module
and C ∈ C, then C ⊗M admits a right A-module structure given by the map
(C ⊗M)⊗A ≃ C ⊗ (M ⊗A)→ C ⊗M.
(for a complete construction, we refer to Proposition 2.1.28). In this section, we will prove that (under some
mild hypotheses) the ∞-category ModRA(C) enjoys two important features (which will be formulated more
precisely below):
(A) If N is an ∞-category left-tensored over C, then the ∞-category of C-linear functors from ModRA(C) to
N is equivalent to the ∞-category ModLA(N) of left A-module objects of N (Theorem 2.2.4).
(B) If M is an ∞-category right-tensored over C, then the tensor product M⊗CMod
R
A(C) is equivalent to
the ∞-category ModRA(M) of right A-module objects of M (Theorem 2.2.8).
We begin by formulating assertion (A) more precisely.
Definition 2.2.1. Let q : C⊗ → N(∆)op be a monoidal ∞-category, and suppose we are given maps
p : M⊗ → C⊗ and p′ : N⊗ → C⊗ which exhibit M = M⊗[0] and N = N
⊗
[0] as ∞-categories left-tensored over C.
A C-linear functor from M to N is a functor F : M⊗ → N⊗ with the following properties:
(i) The diagram
M
⊗
p
!!C
CC
CC
CC
C
F //
N
⊗
}}{{
{{
{{
{{
C
⊗
is commutative.
(ii) The functor F carries locally p-coCartesian morphisms of M⊗ to locally p′-coCartesian morphisms of
N
⊗.
We let LinFunC(M,N) denote the full subcategory of FunC⊗(M
⊗,N⊗) spanned by the C-linear functors from
M to N.
Remark 2.2.2. Note that restriction to the fiber over [0] ∈ N(∆)op induces a forgetful functor θ :
LinFunC(M,N) → Fun(M,N). If K is a collection of simplicial sets such that both M and N admit K-
indexed colimits, we let LinFunKC (M,N) denote the full subcategory of LinFunC(M,N) spanned by those
functors F such that θ(F ) : M→ N preserves K-indexed colimits.
Remark 2.2.3. Let C⊗ be a monoidal ∞-category, and let F : M⊗ → N⊗ be a C-linear functor from M to
N. Then composition with F determines a commutative diagram
ModL(M) //
%%LL
LL
LL
LL
LL
ModL(N)
yysss
ss
ss
ss
s
Alg(C).
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In particular, for every algebra object A ∈ AlgC, we have an induced functor Mod
L
A(M)→ Mod
L
A(N). This
construction depends functorially on F in an obvious sense, so we get a functor
LinFunC(M,N)→ Fun(Mod
L
A(M),Mod
L
A(N)).
We can now give a precise statement of (A):
Theorem 2.2.4. Let K be a collection of simplicial sets which includes N(∆)op, let C⊗ be a monoidal
∞-category, and M⊗ → C⊗ an ∞-category left-tensored over C. Assume that C and M admit K-indexed
colimits, and that the tensor product functors
C×C→ C C×M→M
preserve K-indexed colimits separately in each variable. Let A be an algebra object of C, and let θ denote the
composition
LinFunKC (Mod
R
A(C),M) ⊆ LinFunC(Mod
R
A(C),M)
θ′
→ Fun(ModLA(Mod
R
A(C)),Mod
L
A(M))
θ′′
→ ModLA(M),
where θ′ is the map described in Remark 2.2.3 and θ′′ is given by evaluation at the A-bimodule given by A.
Then θ is an equivalence of ∞-categories.
We turn to assertion (B). In order to make sense of the relative tensor product M⊗CMod
R
A(C), we need
to interpret each factor as an object of a relevant∞-category. To this end, let us recall a bit of notation. Fix
a collection of simplicial sets K. We let Cat∞(K) be the subcategory of Cat∞ whose objects are∞-categories
which admit K-indexed colimits and whose morphisms are functors which preserve K-indexed colimits, and
regard Cat∞(K) as endowed with the (symmetric) monoidal structure described in §C.4.1.
The basic features of Cat∞(K) are summarized in the following result:
Lemma 2.2.5. Let K be a small collection of simplicial sets. Then the ∞-category Cat∞(K) is presentable,
and the tensor product ⊗ : Cat∞(K) × Cat∞(K) → Cat∞(K) preserves small colimits separately in each
variable.
Proof. We first show that Cat∞(K) admits small colimits. Let J be an∞-category, and let χ : J→ Cat∞(K)
be a diagram. Let χ′ denote the composition
J
χ
→ Cat∞(K) ⊆ Cat∞,
and let C be a colimit of the diagram χ′ in Cat∞. Let R denote the collection of all diagrams in C given by
a composition
K⊲
p
→ χ(J)→ C,
where K ∈ K and p is a colimit diagram. It follows from Proposition T.5.3.6.2 that there exists a functor
F : C→ D with the following properties:
(i) For every diagram q : K⊲ → C belonging to R, the composition F ◦ q is a colimit diagram.
(ii) The ∞-category D admits K-indexed colimits.
(iii) For every ∞-category E which admits K-indexed colimits, composition with F induces an equivalence
from the full subcategory of Fun(D,E) spanned by those functors which preserve K-indexed colimits to
the full subcategory of Fun(C,E) spanned by those functors such that the composition χ(J)→ C→ E
preserves K-indexed colimits for each J ∈ J.
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The map F allows us to promote D to an object of D = (Cat∞)χ′/. Using (i) and (ii), we deduce that D lies
in the subcategory Cat∞(K)χ/ ⊆ (Cat∞)χ′/, and (iii) that this lifting exhibits D as a colimit of the diagram
χ.
We next show that the tensor product ⊗ : Cat∞(K) × Cat∞(K) → Cat∞(K) preserves small colimits
separately in each variable. It will suffice to show that for every object C ∈ Cat∞(K), the operation
D 7→ C⊗D admits a right adjoint. This right adjoint is given by the formula E 7→ FunK(C,E), where
FunK(C,E) denotes the full subcategory of Fun(C,E) spanned by those functors which preserve K-indexed
colimits.
We now complete the proof by showing that Cat∞(K) is presentable. Fix an uncountable regular cardinal
κ so that K is κ-small and every simplicial set K ∈ K is κ-small. Choose another regular cardinal τ such that
κ < τ and κ≪ τ : that is, τκ00 < τ whenever τ0 < τ and κ0 < κ. Let Cat
τ
∞(K) denote the full subcategory of
Catτ∞(K) spanned by those∞-categories C which are τ -small and admit K-indexed colimits. Then Cat
τ
∞(K)
is an essentially small ∞-category; it will therefore suffice to prove that every object C ∈ Cat∞(K) is the
colimit (in Cat∞(K)) of a diagram taking values in Cat
τ
∞(K).
Let A be the collection of all simplicial subsets C0 ⊆ C with the following properties:
(a) The simplicial set C0 is an ∞-category.
(b) The ∞-category C0 admits K-indexed colimits.
(c) The inclusion C0 →֒ C preserves K-indexed colimits.
(d) The simplicial set C0 is τ -small.
Our proof rests on the following claim:
(∗) For every τ -small simplicial subset C0 ⊆ C, there exists a τ -small simplicial subset C
′
0 ⊆ C which
contains C0 and belongs to A.
Let us regard the set A as partially ordered with respect to inclusions, and we have an evident functor
ρ : A → Set∆. From assertion (∗), it follows that A is filtered (in fact, τ -filtered) and that C is the colimit
of the diagram ρ (in the ordinary category Set∆). Since the collection of categorical equivalences in Set∆ is
stable under filtered colimits, we deduce that C is the homotopy colimit of the diagram ρ (with respect to
the Joyal model structure), so that C is the colimit of the induced diagram N(ρ) : N(A)→ Cat∞ (Theorem
T.4.2.4.1). Requirement (c) guarantees that every inclusion C0 ⊆ C1 between elements of A is a functor
which preserves K-indexed colimits, so that N(ρ) factors through Cat∞(K). We claim that C is a colimit
of the diagram N(ρ) in the ∞-category Cat∞(K). Unwinding the definitions, this amounts to the following
assertion: for every∞-category E which admits K-indexed colimits, a functor F : C→ E preservesK-indexed
colimits if and only if F |C0 preserves K-indexed colimits for each C0 ∈ A. The “only if” direction is obvious.
To prove the converse, choose K ∈ K and a colimit diagram p : K⊲ → C. The image of p is τ -small, so
that (∗) guarantees that p factors through C0 for some C0 ∈ A. Requirement (c) guarantees that p is also a
colimit diagram in C0, so that F ◦ p is a colimit diagram provided that F |C0 preserves K-indexed colimits.
It remains only to prove assertion (∗). Fix a τ -small subset C0 ⊆ C. We define a transfinite sequence of
τ -small simplicial subsets {Cα ⊆ C}α<κ. If α is a nonzero limit ordinal, we take Cα =
⋃
β<α Cβ . If α = β+1,
we define Cα to be any τ -small simplicial subset of C with the following properties:
• Every map Λni → Cβ for 0 < i < n extends to an n-simplex of Cα.
• For each K ∈ K and each map q : K → Cβ , there exists an extension q : K⊲ → Cα which is a colimit
diagram in C.
• Given n > 0 and a map f : K ⋆ ∂∆n → Cβ such that the restriction f |K ⋆ {0} is a colimit diagram in
C, there exists a map f : K ⋆∆n → Cα extending f .
Our assumption that κ ≪ τ guarantees that we can satisfy these conditions by adjoining a τ -small set of
simplices to Cβ . Let C
′
0 =
⋃
α<κ Cα. Then C
′
0 contains C0, and belongs to A as desired.
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Now suppose that we are given a monoidal ∞-category C⊗ and maps M⊗ → C⊗ ← N⊗ which exhibit
M = M⊗[0] as an ∞-category which is right-tensored over C and N = N
⊗
[0] as an ∞-category which is left-
tensored over C. Fixing a collection of simplicial setsK, we further assume that C,M, and N admitK-indexed
colimits, and that the tensor product functors
M×C→M C×C→ C C×N→ N
preserve K-indexed colimits separately in each variable. We can identify C⊗ with an associative algebra
object of Cat∞(K), and the ∞-categories M and N with right and left modules over this associative algebra,
respectively (see Remark M.1.2.15 and Corollary M.2.6.6). Consequently, we can define the tensor prod-
uct M⊗CN by applying the construction of §M.4.5: namely, we first form the two-sided bar construction
BarC(M,N)• of Definition M.4.5.1, and then take the geometric realization in the ∞-category Cat∞(K).
The bar complex BarC(M,N)• is given informally by the formula [n] 7→M⊗C
(⊗n)⊗N, where the tensor
product is formed in the ∞-category Cat∞(K). Consequently, this bar construction is dependent on the
choice of the collection K. To emphasize this dependence, we will denote BarC(M,N)• by Bar
K
C (M,N)•. If
K
′ ⊆ K, then we have a forgetful functor Cat∞(K)→ Cat∞(K
′) which is lax monoidal, and induces a natural
transformation BarK
′
C (M,N)• → Bar
K
C (M,N). In particular, we have a map θ : Bar
∅
C(M,N)• → Bar
K
C (M,N).
The map θ is characterized by the following universal property:
(∗) For each n ≥ 0 and every ∞-category E which admits K-indexed colimits, composition with θ induces
an equivalence from the full subcategory of Fun(BarKC (M,N)n,E) spanned by those functors which
preserve K-indexed colimits to the full subcategory of Fun(Bar∅C(M,N)n,E) ≃ Fun(M×C
n×N,E)
spanned by those functors which preserve K-indexed colimits separately in each variable.
We can identify Bar∅C(M,N)• with a simplicial object N(∆)
op → Cat∞. Unwinding the definitions,
we see that this object is classified by the coCartesian fibration q : M⊗×C⊗ N
⊗ → N(∆)op. Proposition
T.3.3.4.2 allows us to identify the geometric realization |Bar∅C(M,N)•| with the ∞-category obtained from
M
⊗×C⊗ N
⊗ obtained by inverting all of the q-coCartesian morphisms. Combining this observation with (∗),
we obtain the following concrete description of the relative tensor product in Cat∞(K):
Lemma 2.2.6. Let K be a small collection of simplicial sets and let M⊗ → C⊗ ← N⊗ be as above. For every
∞-category E which admits K-indexed colimits, the natural transformation Bar∅C(M,N)• → Bar
K
C (M,N)•
induces an equivalence of∞-categories from the full subcategory of Fun(M⊗C N,E) spanned by those functors
which preserve K-indexed colimits to the full subcategory of Fun(M⊗×C⊗ N
⊗,E) spanned by those functors
F with the following properties:
(i) The functor F carries q-coCartesian morphisms to equivalences in E, where q : M⊗×C⊗ N
⊗ → N(∆)op
denotes the canonical projection.
(ii) For each n ≥ 0, the functor
M×Cn×N ≃ q−1{[n]} → E
preserves K-indexed colimits separately in each variable.
Our next goal is to apply Lemma 2.2.6 to construct a canonical map M⊗CMod
R
A(C)→ Mod
R
A(M). Fix
a monoidal ∞-category C⊗ and a map M⊗ → C⊗ which exhibits M as an ∞-category right-tensored over C.
For this, we need a variant on Construction 2.1.22:
Construction 2.2.7. Let π0
α
← c
β
→ π1 be defined as in Construction 2.1.22, let p : C
⊗ → N(∆)op be
a monoidal ∞-category, and let q : M⊗ → C⊗ be an ∞-category right-tensored over C. We define an
∞-category B(M⊗) equipped with a map B → N(∆)op × N(∆)op so that the following universal property
is satisfied: for every map of simplicial sets K
φ
→ N(∆)op × N(∆)op, there is a canonical bijection of
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Hom(Set∆)/N(∆)op×N(∆)op×S (K,B(M
⊗)) with the collection of all commutative diagrams
N(∆)op ×N(∆)op ×∆1
α

K ×∆1
φ×idoo

K×{0}oo //

K×∆1
φ×id //

N(∆)op ×N(∆)op ×∆1
β

N(∆)op M⊗
pqoo
M
⊗idoo q //
C
⊗
p // N(∆)op.
More informally, B is the ∞-category whose fiber over ([m], [n]) ∈ N(∆)op × N(∆)op consists of a triple
(M, f : M → M0, g : q(M) → C), where M ∈ M
⊗
[m]⋆[n], f is a morphism in M
⊗ covering the inclusion
[m] →֒ [m]⋆ [n], and g is a morphism in C⊗ covering the inclusion [n] →֒ [m]⋆ [n]. Let B(M⊗) denote the full
subcategory of B(M⊗) spanned by those objects for which f is (p ◦ q)-coCartesian and g is p-coCartesian.
Composition with q induces a map B(M⊗)→ B(C⊗), where B(C⊗) is defined as in Construction 2.1.22. We
therefore obtain a map
θ : B(M⊗)→ B(C⊗)×C⊗ ×C⊗ (M
⊗×C⊗).
which is easily shown to be a trivial Kan fibration. Let s denote a section of the map θ.
Choose a (p ◦ q)-coCartesian natural transformation
h : (M⊗×N(∆)op(N(∆)
op ×N(∆)op))×∆1 →M⊗
covering the map induced by β. Then h induces a map h′ : B(M⊗)→M⊗. By construction, the diagram
B(M⊗)
h′ //

M
⊗
q

M
⊗×C⊗ // C⊗
commutes up to a canonical equivalence. Since q is a categorical fibration, we can modify h′ by a homotopy to
guarantee that this diagram is strictly commutative. The composition h′◦s is a functor h′′ : M⊗×C⊗B(C
⊗)→
M
⊗ . For any algebra object A in C⊗, composition with h′′ induces a map Ψ : M⊗×C⊗ Mod
R
A(C)
⊗ →
ModRA(M).
We can think of objects of the fiber product M⊗×C⊗ Mod
R
A(C)
⊗ as finite sequences (M,C1, . . . , Cn, N),
where M is an object of M, each Ci is an object of C, and N is a right A-module object of C. The functor Ψ
of Construction 2.2.7 is given informally by the formula (M,C1, . . . , Cn, N) 7→M ⊗C1⊗ . . .⊗Cn⊗N . From
this description, it is clear that Ψ carries r-coCartesian morphisms in M⊗×C⊗ Mod
R
A(C)
⊗ to equivalences
in ModRA(M), where r : M
⊗×C⊗ Mod
R
A(C)
⊗ → N(∆)op is the projection. Suppose furthermore that K is
a collection of simplicial sets such that C and M admit K-indexed colimits, and that the tensor product
functors
C×C→ C M×C→M
preserve K-indexed colimits separately in each variable. It then follows from Corollary M.2.3.7 that for each
n ≥ 0, the functor
M×Cn×ModRA(C) ≃ r
−1{[n]}
Ψ
→ ModRA(M)
preserves K-indexed colimits separately in each variable. It follows from Lemma 2.2.6 that Ψ determines a
functor Φ : M⊗CMod
R
A(C)→ Mod
R
A(M), which is well-defined up to equivalence.
We can now formulate (B) as follows:
Theorem 2.2.8. Let K be a small collection of simplicial sets which includes N(∆)op), let C⊗ be a monoidal
∞-category, let M⊗ → C⊗ be an ∞-category right-tensored over C, and let A ∈ Alg(C) be an algebra object
of C. Suppose that the ∞-categories C and M admit K-indexed colimits, and the tensor product functors
C×C→ C M×C→M
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preserve K-indexed colimits separately in each variable. Then the above construction yields an equivalence
of ∞-categories M⊗CMod
R
A(C)→ Mod
R
A(M), where the tensor product is taken in Cat∞(K).
Remark 2.2.9. In the formulation of Theorems 2.2.8 and 2.2.4, the ∞-categories ModRA(M) and Mod
L
A(M)
do not depend on the class of simplicial sets K. It follows that the ∞-categories M⊗CMod
R
A(C) and
LinFunKC (Mod
R
A(C),M) do not depend on K, provided that K contains N(∆)
op.
The proofs of Theorem 2.2.8 and 2.2.4 are very similar, and rest on an analysis of the forgetful functor
ModRA(C)→ C. We observe that this functor is C-linear. More precisely, evaluation at the point [0] in N(∆)
op
induces a C-linear functor G : ModRA(C)
⊗ → N⊗, where N⊗ → C⊗ exhibits N ≃ C as left-tensored over itself
(see Example M.2.1.3). We have the following fundamental observation:
Lemma 2.2.10. Let C⊗ be a monoidal ∞-category containing an algebra object A, and let N⊗ → C⊗ exhibit
N ≃ C as left-tensored over itself as in Example M.2.1.3. Consider the commutative diagram
N
⊗
q
  B
BB
BB
BB
B
ModRA(C)
⊗
p′zzuuu
uu
uu
uu
u
G
oo
C
⊗,
where G is defined as above. Then there exists a functor F : N⊗ → ModRA(C)
⊗ and a natural transformation
u : idN⊗ → G ◦ F which exhibits F as a left adjoint to G relative to C
⊗ (see Definition D.1.16 and Remark
D.1.17). Moreover, F is a C-linear functor from C to ModRA(C).
Remark 2.2.11. More informally, Lemma 2.2.10 asserts that the forgetful functor ModRA(C) → C and its
left adjoint C 7→ C ⊗A commute with the action of C by left multiplication.
Proof. We observe that p and p′ are locally coCartesian fibrations (Lemma M.2.1.13). Moreover, for each
object C ∈ C⊗, the induced map on fibers ModRA(C)
⊗
C → N
⊗
C is equivalent to the forgetful functor θ :
ModRA(C)→ C, and therefore admits a left adjoint (Proposition M.2.4.2). We complete the proof by observing
that the functor G satisfies hypothesis (2) of Proposition D.1.21. Unwinding the definitions, this results from
the observation that the canonical maps (C ⊗D)⊗A→ C ⊗ (D ⊗A) expressing the coherent associativity
of the tensor product on C are equivalences in C.
Lemma 2.2.12. Let p : C⊗ → N(∆)op be a monoidal ∞-category, and let q : M⊗ → C⊗ and N⊗ → C⊗
be ∞-categories left-tensored over C. Let K be a simplicial set such that N admits K-indexed colimits, and
such that for each C ∈ C, the tensor product functor {C} × N ⊆ C×N → N preserves K-indexed colimits.
Then:
(1) The ∞-category LinFunC(M,N) admits K-indexed colimits.
(2) A map f : K⊲ → LinFunC(M,N) is a colimit diagram if and only if, for each M ∈M, the induced map
K⊲ → N is a colimit diagram.
Remark 2.2.13. In the situation of Lemma 2.2.12, suppose that K is a class of simplicial sets such that C,
M, and N admit K-indexed colimits, and the tensor product functors
C×C→ C C×M→M C×N→ N
preserve K-indexed colimits separately in each variable. Then the full subcategory LinFunKC (M,N) ⊆
LinFunC(M,N) is stable under K-indexed colimits: this follows from the characterization of K-indexed
colimits supplied by Lemma 2.2.12 together with Lemma T.5.5.2.3.
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Proof. Assertion (1) follows from Proposition T.5.4.7.11. Moreover, Proposition T.5.4.7.11 guarantees that
a diagram f : K⊲ → LinFunC(M,N) is a colimit if and only if, for every object M ∈ M
⊗ having image
C ∈ C⊗ and [n] ∈ N(∆)op, the induced map fM : K⊲ → N
⊗
C is a colimit diagram. The necessity of condition
(2) is now obvious. For the sufficiency, we note that if we choose a p-coCartesian morphism α : C → C0 in
C
⊗ covering the inclusion [0] ≃ {n} ⊆ [n] in ∆ and a locally q-coCartesian morphism M → M0 lifting α,
then we have a homotopy commutative diagram
K⊲
pM}}||
||
||
|| pM0
!!C
CC
CC
CC
C
N
⊗
C
α! // N⊗C0
where α! is an equivalence of∞-categories, so that fM is a colimit if and only if fM0 is a colimit diagram.
We now turn to the proofs of Theorems 2.2.4 and 2.2.8.
Proof of Theorem 2.2.4. Let N⊗ → C⊗ exhibit the monoidal ∞-category C as left-tensored over itself, as in
Example M.2.1.3, and let G : ModRA(C)→ N
⊗ and F : N⊗ → ModRA(C) be as in Lemma 2.2.10. Then F and
G induce adjoint functors
LinFunKC (N,M)
f //
LinFunKC (Mod
R
A(C),M)g
oo
We first claim that evaluation at the unit object 1 ∈ N ≃ C induces an equivalence of ∞-categories
φ : LinFunKC (N,M) → M. It will suffice to show that for every simplicial set K, the induced map
Fun(K,LinFunKC (N,M)) → Fun(K,M) induces a bijection on equivalence classes of objects. Replacing
M by Fun(K,M), we are reduced to proving that φ induces a bijection on equivalence classes of objects. On
the left hand side, the set of equivalence classes can be identified with π0MapModL
C
(Cat∞(K)(C,M). Using
Proposition M.2.4.2, we can identify this with the set π0MapCat∞(K)(S(K),M) ≃ π0MapCat∞(∆
0,M), which
is the set of equivalence classes of objects of M as required.
Let T : LinFunKC (Mod
R
A(C),M)→M denote the composition of the functor g with the equivalence φ. We
have a homotopy commutative diagram of ∞-categories
LinFunKC (Mod
R
A(C),M)
θ //
T
((PP
PP
PP
PP
PP
PP
P
ModLA(M)
T ′zzuu
uu
uu
uu
u
M,
where T is the evident forgetful functor. We will prove that θ is an equivalence showing that this diagram
satisfies the hypotheses of Corollary M.3.5.7:
(a) The ∞-categories LinFunKC (Mod
R
A(C),M) and Mod
L
A(M) admit geometric realizations of simplicial
objects. In the first case, this follows from Lemma 2.2.12 and Remark 2.2.13. In the second, it follows
from Corollary M.2.3.7.
(b) The functors T and T ′ admit left adjoints, which we will denote by U and U ′. The left adjoint U is
given by composing f with a homotopy inverse to the equivalence φ, and the left adjoint U ′ is supplied
by Proposition M.2.4.2.
(c) The functor T ′ is conservative and preserves geometric realizations of simplicial objects. The first
assertion follows from Corollary M.2.3.3 and the second from Corollary M.2.3.7.
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(d) The functor T is conservative and preserves geometric realizations of simplicial objects. The second
assertion follows from Lemma 2.2.12. To prove the first, suppose that α : S → S′ is a natural
transformation of C-linear functors from ModRA(C) to M, each of which preserves K-indexed colimits,
and that T (α) is an equivalence. We wish to show that α is an equivalence. Let us abuse notation by
identifying S and S′ with the underlying maps ModRA(C) → M, and let X be the full subcategory of
ModRA(C) spanned by those objects X for which α induces an equivalence S(X) → S
′(X) in M. We
wish to show that X = ModRA(C).
Since φ is an equivalence of ∞-categories, we conclude that g(α) is an equivalence in LinFunKC (N,M).
In other words, the ∞-category X contains the essential image of the free module functor C ≃ N →
ModRA(C). Since S and S
′ preserve K-indexed colimits, X is stable under geometric realizations of
simplicial objects. The equality X = ModRA(C) now follows from Proposition M.3.5.5.
(e) The natural transformation T ′ ◦U ′ → T ◦U is an equivalence of functors from M to itself. Unwinding
the definitions, we see that both of these functors are given by tensoring with the object A ∈ C.
Proof of Theorem 2.2.8. The forgetful functor ModRA(C)→ C can be viewed as a map between left C-module
objects in Cat∞(K), and therefore induces a functor G : M⊗CMod
R
A(C) → M⊗C C ≃ M (where the last
equivalence is given by Proposition M.4.5.8). Let G′ : ModRA(M)→M be the evident forgetful functor. We
have a diagram
M⊗CMod
R
A(C)
G
&&MM
MM
MM
MM
MM
M
Φ // ModRA(M)
G′zzuu
uu
uu
uu
u
M,
which commutes up to canonical homotopy. To prove that Φ is an equivalence of∞-categories, it will suffice
to show that this diagram satisfies the hypotheses of Corollary M.3.5.7:
(a) The ∞-categories M⊗CMod
R
A(C) and Mod
R
A(M) admit geometric realizations of simplicial objects. In
the first case, this follows from our assumption that N(∆)op ∈ K; in the second case, it follows from
Corollary M.2.3.7 (since C admits geometric realizations and tensor product with A preserves geometric
realizations).
(b) The functors G and G′ admit left adjoints, which we will denote by F and F ′. The existence of
F ′ follows from Proposition M.2.4.2 (which also shows that F ′ is given informally by the formula
M 7→M ⊗A). Similar reasoning shows that the forgetful functor ModRA(C)→ C admits a left adjoint
F0. It is not difficult to see that this left adjoint can be promoted to a map of∞-categories left-tensored
over C, so that it induces a functor id⊗F0 : M⊗C C→M⊗CMod
R
A(C) which is left adjoint to G.
(c) The functor G′ is conservative and preserves geometric realizations of simplicial objects. The first
assertion follows from Corollary M.2.3.3 and the second from Corollary M.2.3.7 (since N(∆)op ∈ K).
(d) The functor G is conservative and preserves geometric realizations of simplicial objects. The sec-
ond assertion is obvious (since G is a morphism in Cat∞(K) by construction). The proof that G is
conservative is a bit more involved. Let c : N(∆)op × N(∆+)op × N(∆)op → N(∆)op be the con-
catenation functor, given by the formula ([l], [m], [n]) 7→ [l] ⋆ [m] ⋆ [n] ≃ [l + m + n − 2], and let
c0 : N(∆)
op ×N(∆+)op ×N(∆)op → N(∆)op be given by ([l], [m], [n]) 7→ [l] ⋆ [n]. The canonical inclu-
sions [l]⋆[n] →֒ [l]⋆[m]⋆[n] induce a natural transformation of functors α : c→ c0. Let p : C
⊗ → N(∆)op
be the canonical map and π : C⊗×N(∆)op(N(∆)
op × N(∆+)op × N(∆)op)) → C
⊗ the projection, and
choose a p-coCartesian natural transformation α : π → π′ covering α. Adjusting π′ by a homotopy
if necessary, we can assume that π′ induces a functor T• : N(∆+)
op ×ModRA(C)
⊗ → ModRA(C)
⊗. We
will view the functor T• as an augmented simplicial object in the category of left C-module functors
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from ModRA(C) to itself, given informally by the formula Tn(N) = N ⊗ A
⊗(n+1); in particular, the
functor T−1 is equivalent to the identity functor. For each object N ∈ Mod
R
A(C), the canonical map
ǫ : |T•N | → T−1N ≃ N is an equivalence: to prove this, it suffices to show that the image of ǫ under
the forgetful functor θ : ModRA(C)→ C is an equivalence (Corollary M.2.3.3): we note that θ|T•N | can
be identified with the relative tensor product N ⊗A A and that θ(ǫ) is the equivalence of Proposition
M.4.5.8).
Using Lemma 2.2.6, we see that T• determines an augmented simplicial object U• : N(∆+)
op →
Fun(M⊗CMod
R
A(C),M⊗CMod
R
A(C)). Note that each Un preserves K-indexed colimits. Let X be the
full subcategory of M⊗CMod
R
A(C) spanned by those objects for which the canonical map |U•X | →
U−1X ≃ X is an equivalence. Since each Un preservesK-indexed colimits, the full subcategory X is sta-
ble under K-indexed colimits in M⊗CMod
R
A(C)). Since M⊗CMod
R
A(C)) is generated under K-indexed
colimits by the essential image of the tensor product functor ⊗ : M×ModRA(C) → M⊗CMod
R
A(C)
(which obviously belongs to X), we conclude that X = M⊗CMod
R
A(C).
Now suppose that f : X → Y is a morphism in M⊗CMod
R
A(C)) such that G(f) is an equivalence. We
wish to prove that f is an equivalence. Note that f is equivalent to the geometric realization |U•f | (in
the∞-category Fun(∆1,M⊗CMod
R
A(C))); it therefore suffices to show that Un(f) is an equivalence for
n ≥ 0. We complete the argument by observing that Un factors through G (since Tn factors through
the forgetful functor ModRA(C)→ C).
(e) The canonical natural transformation G′ ◦ F ′ → G ◦ F is an equivalence of functors from M to itself.
This follows easily from the descriptions of F and F ′ given above: both functors are given by tensor
product with A.
2.3 Behavior of the Functor Θ
In §2.1, we saw that if C⊗ → N(∆)op is a monoidal ∞-category and A is an algebra object of C, then the
∞-category ModRA(C) of right A-module objects of C has the structure of an ∞-category left-tensored over
C. Moreover, the construction (C⊗, A) 7→ (C⊗,ModRA(C)) determines a functor
Θ : CatAlg∞ (K)→ Cat
Mod
∞ (K)
for any collection of simplicial sets K which contains N(∆)op (see Construction 2.1.30). In this section, we
will apply the main results of §2.2 (Theorems 2.2.8 and 2.2.4) to establish some basic formal properties of
Θ. We can describe our goals more specifically as follows:
(1) If A is an associative ring, we can almost recover A from the category ModRA of right A-modules. More
precisely, if we let M denote the ring A itself, regarded as a right A-module, then left multiplication
by elements of A determines a canonical isomorphism A→ EndA(M). In other words, the data of the
associative ring A is equivalent to the data of the category ModRA of right A-modules together with its
distinguished object M . An analogous result holds if we replace the category of abelian groups by a
more general monoidal ∞-category C: the functor Θ induces a fully faithful embedding Θ∗ from the
∞-category CatAlg∞ (K) to the ∞-category of triples (C
⊗,M,M), where C⊗ is a monoidal ∞-category,
M is an ∞-category left-tensored over C, and M ∈M is a distinguished object. We refer the reader to
Theorem 2.3.5 for a precise statement.
(2) If we work in the setting of presentable∞-categories, then the functor Θ∗ admits a right adjoint, which
carries a triple (C⊗,M,M) to the pair (C⊗, A), where A ∈ Alg(C) is the algebra of endomorphisms of
M (Theorem 2.3.8).
(3) The ∞-categories CatAlg∞ (K) and Cat
Mod
∞ (K) admit symmetric monoidal structures, and Θ can be
promoted to a symmetric monoidal functor (Theorem 2.3.12).
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We begin by addressing a small technical point regarding the behavior of the functor Θ with respect to
base change:
Proposition 2.3.1. Let K be a small collection of simplicial sets which includes N(∆)op, and consider the
commutative diagram
CatAlg∞ (K)
Θ //
φ
&&NN
NN
NN
NN
NN
CatMod∞ (K)
ψ
xxppp
pp
pp
pp
pp
CatMon∞ (K).
The functors φ and ψ are coCartesian fibrations, and the functor Θ carries φ-coCartesian morphisms to
ψ-coCartesian morphisms.
Proof. We first show that φ is a coCartesian fibration. Let C˜at
Mon,K
∞ be as defined in Notation 2.1.5, and
let X = Fun(N(∆)op, C˜at
Mon,K
∞ ) ×Fun(N(∆)op,N(∆)op×CatMon∞ (K)) Cat
Mon
∞ (K). Let us denote an object of X
by a pair (C⊗, A), where C⊗ is a monoidal ∞-category (compatible with K-indexed colimits) and A ∈
FunN(∆)op(N(∆)
op,C⊗). It follows from Proposition T.3.1.2.1 that the projection map φ′ : X → CatMon∞ (K)
is a coCartesian fibration; moreover, a morphism (C⊗, A)→ (D⊗, B) in X is φ′-coCartesian if and only if the
underlying map F (A)→ B is an equivalence, where F : C⊗ → D⊗ denotes the underlying monoidal functor.
In this case, if A is an algebra object of C⊗, then B ≃ F (A) is an algebra object of D⊗. Note that CatAlg∞ (K)
can be identified with the full subcategory of X spanned by those pairs (C⊗, A) where A is an algebra object
of C⊗. It follows that if f : X → Y is a φ′-coCartesian morphism of X such that X ∈ CatAlg∞ (K), then
Y ∈ CatAlg∞ (K). We conclude that φ = φ
′|CatAlg∞ (K) is again a coCartesian fibration, and that a morphism
in CatAlg∞ (K) is φ-coCartesian if and only if it is φ
′-coCartesian.
We next prove that ψ is a coCartesian fibration. Note that the equivalence CatMod∞ ≃ Mod
L(Cat∞)
of Corollary M.2.6.6 restricts to an equivalence CatMod∞ (K) ≃ Mod
L(Cat∞(K)). Moreover, the functor ψ
can be identified with the forgetful functor ModL(Cat∞(K))→ Alg(Cat∞(K)), and is therefore a Cartesian
fibration (Corollary M.2.3.3). Consequently, to prove that ψ is a coCartesian fibration, it will suffice to show
that for every morphism F : C⊗ → D⊗ in the ∞-category Alg(Cat∞(K)) ≃ Cat
Mon
∞ (K), the forgetful functor
ModLD⊗(Cat∞(K))→ Mod
L
C⊗(Cat∞(K)) admits a left adjoint. This follows immediately from Lemmas 2.2.5
and M.4.5.12.
It remains only to prove that Θ carries φ-coCartesian morphisms to ψ-coCartesian morphisms. Unwinding
the definitions, we must show that if F : C⊗ → D⊗ is a morphism in Alg(Cat∞(K)) and A is an algebra object
of C⊗, then the canonical map ρ : D⊗CMod
R
A(C) → Mod
R
FA(D) is an equivalence of ∞-categories (each of
which is left-tensored overD). Note that ModRFA(D) can be identified with the∞-category Mod
R
A(D), where
we regard D as right-tensored over the ∞-category C via the monoidal functor F . Under this identification,
the functor ρ is given by the equivalence of Theorem 2.2.8.
Let us now study the image of the initial object of CatAlg∞ (K) under the functor Θ.
Notation 2.3.2. Fix a small collection of simplicial sets K. We let S(K) denote the unit object of the
monoidal ∞-category Cat∞(K): it can be described concretely as the smallest full subcategory of S which
contains the final object ∆0 and is closed under K-filtered colimits (Remark T.5.3.5.9). Since the formation
of Cartesian products in S preserves small colimits in each variable, the full subcategory S(K) ⊆ S is stable
under finite products. We may therefore regard S(K) as equipped with the Cartesian monoidal structure,
which endows it with the structure of an algebra object of Cat∞(K). We letM denote the object of Cat
Mod
∞ (K)
given by the left action of S(K) on itself.
According to Corollary M.2.4.4, we can identify M with Θ(S(K)×,1), where 1 denotes the unit object
∆0 ∈ S(K), regarded as an algebra object of S(K).
Lemma 2.3.3. Let K be a small collection of simplicial sets. Then the pair (S(K)×,1) is an initial object
of CatAlg∞ (K).
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Proof. Let φ : CatAlg∞ (K) → Cat
Mon
∞ (K) denote the forgetful functor. Then φ(S(K)
×,1) is an initial object
of CatMon∞ (K) ≃ Alg(Cat∞(K)) (Proposition M.1.4.3). It will therefore suffice to show that (S(K)
×,1) is a
φ-initial object of CatAlg∞ (K) (Proposition T.4.3.1.5). Since φ is a coCartesian fibration (Proposition 2.3.1),
this is equivalent to the requirement that for every φ-coCartesian morphism α : (S(K)×,1) → (C⊗, A), the
object A is initial in the fiber φ−1{C⊗} ≃ Alg(C) (Proposition T.4.3.1.10). This follows immediately from
Proposition M.1.4.3.
It follows from Lemma 2.3.3 that the forgetful functor θ : CatAlg∞ (K)(S(K)×,1)/ → Cat
Alg
∞ (K) is a trivial
Kan fibration. We let Θ∗ denote the composition
CatAlg∞ (K) ≃ Cat
Alg
∞ (K)(S(K)×,1)
Θ
→ CatMod∞ (K)M/,
where the first map is given by a section of θ.
Remark 2.3.4. An object of CatMod∞ (K)M/ is given by a morphism (S(K)
×, S(K))→ (C⊗,M) in CatMod∞ (K),
given by a monoidal functor S(K)× → C⊗ which preserves K-indexed colimits (which is unique up to a
contractible space of choices by Proposition M.1.4.3) together with a functor f : S(K)→M which preserves
K-indexed colimits. In view of Remark T.5.3.5.9, such a functor is determined uniquely up to equivalence
by the object f(∆0) ∈ M. Consequently, we can informally regard CatMod∞ (K)M/ as an ∞-category whose
objects are triples (C⊗,M,M), where (C⊗,M) ∈ CatMod∞ and M ∈M is an object.
Theorem 2.3.5. Let K be a small collection of simplicial sets which contains N(∆)op. Then the functor
Θ∗ : Cat
Alg
∞ (K)→ Cat
Mod
∞ (K)M/ is fully faithful.
Lemma 2.3.6. Let K be a small collection of simplicial sets which contains N(∆)op, let (C⊗,M,M) be
an object of CatMod∞ (K)M/, and suppose that there exists an algebra object E ∈ Alg(C) such that M can
be promoted to an object M ∈ ModLE(M) where the action E ⊗M → M exhibits E as a morphism object
MorM(M,M) (see morphism object MorM(M,M) (Definition M.2.1.9). Then E represents the right fibration
CatAlg∞ (K)×CatMod∞ (K)M/ (Cat
Mod
∞ (K)M/)/(C⊗,M,M).
Proof. Theorem 2.2.4 implies the existence of a functor φ : ModRE(C)
⊗ → M⊗ of ∞-categories left-tensored
over C⊗ together with an identification α : M ≃ φ(E) of left E-modules. The pair (φ, α) determines an
object η ∈ CatAlg∞ (K)×CatMod∞ (K)M/ (Cat
Mod
∞ (K)M/)/(C⊗,M,M) lying over E. We claim that this object is final.
To prove this, consider an arbitrary object (D⊗, A) ∈ CatAlg∞ (K); we wish to show that the map
Map
CatAlg∞ (K)
((D⊗, A), (C⊗, E))→ MapCatMod∞ (K)M/(Θ∗(D
⊗, A), (C⊗,M,M))
is a homotopy equivalence. It will suffice to prove the result after passing to the homotopy fiber over a point
of MapCatMon∞ (K)(D
⊗,C⊗), corresponding to a monoidal functor F . Using Propositions 2.3.1 and T.2.4.4.2
and replacing D⊗ by C⊗ (and A by FA ∈ Alg(C)), we are reduced to proving that the diagram
MapAlg(C)(A,E) //

MapModC(Cat∞(K))(Mod
R
A(C),M)

{M} // M
is a pullback square. Theorem 2.2.4 allows us to identify the upper right corner of this diagram with the
∞-category ModLA(M), and the desired result follows from Corollary M.2.7.9.
Proof of Theorem 2.3.5. Fix objects (C⊗, A), (D⊗, B) ∈ CatAlg∞ (K). We wish to show that the canonical map
θ : Map
CatAlg∞ (K)
((C⊗, A), (D⊗, B)) → MapCatMod∞ (K)M/(Θ∗(C
⊗, A),Θ∗(D
⊗, B)) is a homotopy equivalence.
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Let M ∈ ModRB(D) denote the right B-module given by the action of B on itself. In view of Lemma
2.3.6, it will suffice to show that the canonical map m : B ⊗M → M exhibits B as a morphism object
MorModRB(D)(M,M). In other words, we must show that for every object D ∈ D, the multiplication map m
induces a homotopy equivalence MapD(D,B) → MapModRB(D)(D ⊗M,M). This follows from Proposition
M.2.4.2.
Lemma 2.3.6 can also be used to show that the fully faithful embedding Θ∗ admits a right adjoint, provided
that we can guarantee the existence of endomorphism objects MorM(M,M). For this, it is convenient to
work a setting where we require all ∞-categories to be presentable. For this, we need to introduce a bit of
terminology.
Notation 2.3.7. Let Ĉat∞ denote the ∞-category of (not necessarily small) ∞-categories, which contains
Cat∞ as a full subcategory. Similarly, we define ∞-categories Ĉat
Alg
∞ ⊃ Cat
Alg
∞ and Ĉat
Mod
∞ ⊃ Cat
Mod
∞ by
allowing monoidal ∞-categories and left-tensored ∞-categories which are not small. Let K denote the
collection of all small simplicial sets, and let Ĉat
Alg
∞ (K) and Ĉat
Mod
∞ (K) be defined as in §2.1. Construction
2.1.30 generalizes immediately to give a functor Θ̂ : Ĉat
Alg
∞ (K) → Ĉat
Mod
∞ (K). We let Pr
Alg denote the full
subcategory of Ĉat
Alg
∞ (K) spanned by those pairs (C
⊗, A) where the ∞-category C is presentable, and PrMod
the full subcategory of Ĉat
Mod
∞ (K) spanned by those pairs (C
⊗,M) where C and M are both presentable. It
follows from Corollary M.2.3.8 that the functor Θ̂ : Ĉat
Alg
∞ (K) → Ĉat
Mod
∞ (K) restricts to a functor Pr
Alg →
PrMod, which we will also denote by Θ̂. Similarly, if we letM denote the object Θ(S×,∆0) ≃ (S×, S) ∈ PrMod,
then we have a functor Θ̂∗ : Pr
Alg → PrModM/ .
Theorem 2.3.8. The functor Θ̂∗ : Pr
Alg → PrModM/ is fully faithful and admits a right adjoint.
Proof. The first assertion follows by applying Theorem 2.3.5 in a larger universe. For the second, it will
suffice to show that for every object X = (C⊗,M,M) ∈ PrModM/ , the right fibration Pr
Alg×PrMod
M/
(PrModM/ )/X
is representable (Proposition T.5.2.4.2). In view of Lemma 2.3.3, it will suffice to show that there exists
an algebra object E ∈ Alg(C) such that M can be promoted to a module M ∈ ModLE(C) such that the
action E ⊗M → M exhibits E as a morphism object MorM(M,M). According to Propositions M.2.7.3
and M.2.7.6, this is equivalent to requiring the existence of an algebra object E ∈ Alg(C[M ]) such that the
underlying object in C[M ] is final. According to Corollary M.1.5.5, it will suffice to show that C[M ] has a
final object (which then admits an essentially unique algebra structure): that is, it will suffice to show that
there exists a morphism object MorM(M,M). This follows from Proposition M.2.1.12.
Remark 2.3.9. Informally, the right adjoint to Θ̂∗ carries an object (C
⊗,M,M) ∈ PrModM/ to the pair
(C⊗, E) ∈ PrAlg, where E ∈ Alg(C) is the algebra of endomorphisms of the object M ∈M.
We next investigate the behavior of the functor Θ with respect to tensor products of ∞-categories.
Notation 2.3.10. The∞-category CatMon∞ admits finite products, and can therefore be regarded as endowed
with Cartesian symmetric monoidal structure. Let K be a small collection of simplicial sets. We define a
subcategory CatMon∞ (K)
⊗ ⊆ CatMon,×∞ as follows:
(1) Let C be an object of CatMon,×∞ , given by a finite sequence of monoidal∞-categories (C
⊗
1 , . . . ,C
⊗
n ). Then
C ∈ CatMon∞ (K)
⊗ if and only if each of the underlying ∞-categories Ci admits K-indexed colimits, and
the tensor product functors Ci×Ci → Ci preserve K-indexed colimits separately in each variable.
(2) Let F : (C⊗1 , . . . ,C
⊗
m) → (D
⊗
1 , . . . ,D
⊗
n ) be a morphism in Cat
Mon,×
∞ covering a map α : 〈m〉 → 〈n〉
in Γ, where the objects (C⊗1 , . . . ,C
⊗
m) and (D
⊗
1 , . . . ,D
⊗
n ) belong to Cat
Mon
∞ (K)
⊗. Then F belongs to
CatMon∞ (K)
⊗ if and only if the induced functor
∏
α(i)=j Ci → Dj preservesK-indexed colimits separately
in each variable, for 1 ≤ j ≤ n.
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We let CatMod∞ (K)
⊗ denote the subcategory of CatMod∞
×
described as follows:
(1′) Let C be an object of CatMod∞
×
, corresponding to a finite sequence ((C⊗1 ,M1), . . . , (C
⊗
n ,Mn)). Then
C ∈ CatMod∞ (K)
⊗ if and only if each Ci and each Mi admit K-indexed colimits, and the tensor product
functors
Ci×Ci → Ci Ci×Mi →Mi
preserves K-indexed colimits separately in each variable.
(2′) Let F : ((C⊗1 ,M1), . . . , (C
⊗
m,Mm))→ ((D
⊗
1 ,N1), . . . , (D
⊗
n ,Nn)) be a morphism in Cat
Mon,×
∞ covering a
map α : 〈m〉 → 〈n〉 in Γ, where the objects ((C⊗1 ,M1), . . . , (C
⊗
m,Mm)) and ((D
⊗
1 ,N1), . . . , (D
⊗
n ,Nn))
belong to CatMod∞ (K)
⊗. Then F belongs to CatMod∞ (K)
⊗ if and only if the induced functors∏
α(i)=j
Ci → Dj
∏
α(i)=j
Mi → Nj
preserves K-indexed colimits separately in each variable, for 1 ≤ j ≤ n.
We let CatAlg∞ (K)
⊗ denote the fiber product (CatAlg∞ )
× ×
CatMon,×∞
CatMon∞ (K)
⊗.
Remark 2.3.11. Assume that K consists entirely of sifted simplicial sets (this is satisfied, for example, if
K = {N(∆)op}. Then we can identify CatAlg∞ (K)
⊗, CatMod∞ (K)
⊗, and CatMon∞ (K)
⊗ with subcategories of
CatAlg∞ (K)
×, CatMod∞ (K)
×, and CatMon∞ (K)
×, respectively.
Theorem 2.3.12. Let K be a small collection of simplicial sets. Then:
(1) The map CatMon∞ (K)
⊗ → N(Γ) determines a symmetric monoidal structure on CatMon∞ , and the maps
CatAlg∞ (K)
⊗ → CatMon∞ (K)
⊗ ← CatMod∞ (K)
⊗ are coCartesian fibrations of symmetric monoidal ∞-
categories.
(2) The functor Θ : CatAlg∞ ({N(∆)
op}) → CatMod∞ ({N(∆)
op}) preserves products, and therefore induces a
symmetric monoidal functor Θ× : CatAlg∞ ({N(∆)
op})× → CatMod∞ ({N(∆)
op})×.
(3) Assume that N(∆)op ∈ K. Then the functor Θ× of (2) restricts to a functor Θ⊗ : CatAlg∞ (K)
⊗ →
CatMod∞ (K)
⊗ (see Remark 2.3.11).
(4) The functor Θ⊗ is symmetric monoidal.
Proof. We first prove (1). Recall that CatMon∞ can be identified with the∞-category AlgAss(Cat∞) of associa-
tive algebra objects of Cat∞ (Remark M.1.2.15 and Proposition C.1.3.14). Here we regard Cat∞ as endowed
with the Cartesian symmetric monoidal structure. The ∞-category AlgAss(Cat∞) inherits a symmetric
monoidal structure from that of Cat∞ (see Example C.1.8.20), which is also Cartesian; we therefore have
an induced identification AlgAss(Cat∞)
⊗ ≃ CatMon,×∞ . Under this equivalence, the subcategory Cat
Mon
∞ (K)
⊗
corresponds to the subcategory AlgAss(Cat∞(K))
⊗, which is a symmetric monoidal ∞-category (Example
C.1.8.20 again). This completes the proof that CatMon∞ (K)
⊗ is a symmetric monoidal ∞-category. A similar
argument (using Theorem C.3.6.7) shows that CatMod∞ (K)
⊗ → CatMon∞ (K)
⊗ is a coCartesian fibration of
symmetric monoidal ∞-categories. Finally, we observe that the functor CatAlg∞ (K)
⊗ → CatMon∞ (K)
⊗ is a
pullback of (CatAlg∞ )
× → CatMon,×∞ , which is easily seen to be a coCartesian fibration of ∞-operads.
Assertion (2) is obvious, and assertion (3) follows from Corollary M.2.3.7. We will prove (4). It is easy
to see that Θ⊗ is a map of∞-operads, and it follows from Corollary M.2.4.4 that Θ⊗ preserves unit objects.
Consequently, it will suffice to show that for every pair of objects (C⊗, A), (D⊗, B) ∈ CatAlg∞ (K), the induced
map
Θ(C⊗, A)⊗Θ(D⊗, B)→ Θ((C⊗, A)⊗ (D⊗, B))
is an equivalence in CatMod∞ (K). In other words, we wish to show that Θ induces an equivalence of ∞-
categories
θ : ModRA(C)⊗Mod
R
B(D)→ Mod
R
A⊗B(C⊗D)
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(here the tensor products are taken in Cat∞(K)). We have a homotopy commutative diagram of∞-categories
ModRA(C)⊗Mod
R
B(D)
θ //
G
((QQ
QQQ
QQQ
QQQ
QQ
ModRA⊗B(C⊗D)
wwooo
oo
oo
oo
oo
C⊗D .
To prove that θ is a categorical equivalence, it will suffice to show that this diagram satisfies the hypotheses
of Corollary M.3.5.7:
(a) The∞-categories ModRA(C)⊗Mod
R
B(D) and Mod
R
A⊗B(C⊗D) admit geometric realizations of simplicial
objects. This follows from our assumption that N(∆)op ∈ K.
(b) The functors G and G′ admit left adjoints, which we will denote by F and F ′. The existence of F ′ is
guaranteed by Proposition M.2.4.2, and is given informally by the formula X 7→ X⊗(A⊗B). Similarly,
Proposition M.2.4.2 guarantees that the forgetful functors ModRA(C) → C and Mod
R
B(D) → D admit
left adjoints, given by tensoring on the right with A and B, respectively. The tensor product of these
left adjoints is a left adjoint to G.
(c) The functor G′ is conservative and preserves geometric realizations of simplicial objects. The first
assertion follows from Corollary M.2.3.3 and the second from Corollary M.2.3.7.
(d) The functor G is conservative and preserves geometric realizations of simplicial objects. The second
assertion is obvious: G is a tensor product of the forgetful functors ModRA(C)→ C and Mod
R
B(D)→ D,
each of which preserves geometric realizations (and can therefore be interpreted as a morphism in
Cat∞(K)) by Corollary M.2.3.7. To prove that G is conservative, we factor G as a composition
ModRA(C)⊗Mod
R
B(D)
G0→ C⊗ModRB(D)
G1→ C⊗D .
Using Proposition M.4.5.13, we can identify G1 with the forgetful functor
(C⊗D)⊗D Mod
R
B(D)→ (C⊗D)⊗D D ≃ C⊗D .
Theorem 2.2.8 allows us to identify the left hand side with the ∞-category ModRB(C⊗D). Under this
identification, G1 corresponds to the forgetful functor Mod
R
B(C⊗D) → C⊗D, which is conservative
by Corollary M.2.3.3. A similar arguments shows that G0 is conservative, so that G ≃ G1 ◦ G0 is
conservative as required.
(e) The canonical natural transformation G′ ◦ F ′ → G ◦ F is an equivalence of functors from C⊗D to
itself. This is clear from the descriptions of F and F ′ given above: both compositions are given by
right multiplication by the object A⊗B ∈ C⊗D.
Remark 2.3.13. Fix a small collection of simplicial sets K which contains N(∆)op. Let C⊗ be a symmetric
monoidal ∞-category. Assume that C admits K-indexed colimits and that the tensor product C×C → C
preserves K-indexed colimits separately in each variable. Then we C⊗ as a commutative algebra object in
the (symmetric monoidal) ∞-category CatMon∞ (K). The fiber products
N(Γ)×CatMon∞ (K) Cat
Alg
∞ (C)
⊗ N(Γ)×CatMon∞ (K)⊗ Cat
Mod
∞ (C)
⊗
can be identified with the symmetric monoidal ∞-categories Alg(C)⊗ and ModLC(Cat∞(K))
⊗, respectively.
It follows from Theorem 2.3.12 and Proposition 2.3.1 that Θ determines a symmetric monoidal functor
Θ⊗
C
: Alg(C)⊗ → ModLC(Cat∞(K))
⊗.
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Corollary 2.3.14. Let K and C⊗ be as in Remark 2.3.13, and let O⊗ be a unital ∞-operad. Then the
functor Θ⊗
C
induces a fully faithful functor
θ : AlgO(Alg(C))→ AlgO(Mod
L
C(Cat∞(K))).
Proof. Let Alg(C)⊗∗ and Mod
L
C(Cat∞(K))
⊗
∗ be unitalizations of Alg(C)
⊗ and ModLC(Cat∞(K))
⊗, respectively
(see §B.1; note that Alg(C)⊗ is already a unital ∞-operad, so that Alg(C)⊗∗ ≃ Alg(C)
⊗). The functor Θ⊗
C
induces a symmetric monoidal functor Alg(C)⊗∗ → Mod
L
C(Cat∞(K))
⊗
∗ , and Theorem 2.3.5 guarantees that
this functor is fully faithful. We have a commutative diagram
AlgO(Alg(C)∗)
θ∗ //

AlgO(Mod
L
C(Cat∞(K))∗)

AlgO(Alg(C))
θ // AlgO(Mod
L
C(Cat∞(K)))
where θ∗ is fully faithful. Since O
⊗ is unital, the vertical maps are categorical equivalences, so that θ is fully
faithful as well.
Corollary 2.3.15. Let K and C⊗ be as in Remark 2.3.13. Then for n ≥ 1, we have a fully faithful functor
Alg
E[n](C)→ AlgE[n−1](Mod
L
C(Cat∞(K))).
Proof. Combine Corollary 2.3.14, Proposition C.1.3.14, and Theorem 1.2.2.
Corollary 2.3.15 furnishes a convenient way of understanding the notion of an E[n]-algebra: giving an E[n]-
algebra object A ∈ Alg
E[n](C) is equivalent to giving the underlying associative algebra object A0 ∈ Alg(C),
together with an E[n−1]-structure on the∞-category ModRA0(C) of right A0-modules (with unit object given
by the module A0 itself).
2.4 The ∞-Operad LMod
Proposition C.1.3.14 implies that giving a monoidal ∞-category C⊗ → N(∆)op is equivalent to giving a
coCartesian fibration of ∞-operads q : C′
⊗
→ Ass. Our goal in this section is to extend this equivalence to
the case of modules. More precisely, we will show that giving an ∞-category M⊗ → C⊗ left-tensored over
C
⊗ is equivalent to extending q to a coCartesian fibration of∞-operads M′
⊗
→ LMod, for a suitably defined
∞-operad LMod (see Remark 2.4.9). Moreover, giving a left module object of M⊗ is equivalent to giving
an LMod-algebra object of M′
⊗
(Proposition 2.4.7).
We begin by defining the ∞-operad LMod.
Definition 2.4.1. We define a category LMod as follows:
(1) The objects of LMod are pairs (〈n〉, S), where 〈n〉 is an object of Γ and S is a subset of 〈n〉◦.
(2) A morphism from (〈n〉, S) to (〈n′〉, S′) in LMod consists of a morphism α : 〈n〉 → 〈n′〉 in Ass satisfying
the following conditions:
(i) If s′ ∈ 〈n〉◦ − S′, then α−1{s′} does not intersect S.
(ii) If s′ ∈ S′, then α−1{s′} contains exactly one element of S, and that element is final with respect
to the linear ordering of α−1{s′}.
We let LMod denote the nerve of the category LMod.
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There is an evident forgetful functor LMod → Γ. It follows from Example C.1.1.24 that the induced
map LMod = N(LMod) → N(Γ) exhibits LMod as an ∞-operad. We will show in a moment that this
is the ∞-operad which governs left modules over associative algebras: that is, giving an LMod-algebra is
equivalent to giving a pair (A,M), where A is an associative algebra and M is a left A-module (Proposition
2.4.7).
Construction 2.4.2. We will identify Ass with the full subcategory of LMod spanned by those pairs
(〈n〉, S) where S = ∅.
Let φ : ∆op → Ass ⊂ LMod be the functor described in Construction C.1.3.13. We define another
functor φL :∆op → LMod as follows:
(1) For each n ≥ 0, we have φL([n]) = (〈n+ 1〉, {n+ 1}).
(2) Given a morphism α : [n] → [m] in ∆, the associated morphism φ(α) : 〈m+ 1〉 → 〈n+ 1〉 is given by
the formula
φ(α)(i) =

j if (∃j)[α(j − 1) < i ≤ α(j)]
n+ 1 if (∀j)[α(j) < i]
∗ otherwise.
There is an evident natural transformation of functors φL → φ, which determines a map of simplicial
sets N(∆)op → Fun(∆1,LMod).
Remark 2.4.3. The inclusion Ass ⊆ LMod induces a fully faithful embedding of∞-operads Ass→ LMod.
In particular, every coCartesian fibration of ∞-operads q : C⊗ → LMod determines an Ass-monoidal ∞-
category C⊗×LModAss, and therefore a monoidal∞-category C
⊗×LModN(∆)
op (see Construction C.1.3.13).
We will refer to the fiber product C⊗×LModN(∆)op as the underlying monoidal∞-category of C
⊗, and denote
it by A[q]⊗.
Construction 2.4.4. Suppose that q : C⊗ → LMod is a coCartesian fibration of ∞-operads. We let M[q]⊗
denote the fiber product Fun(∆1,C⊗) ×Fun(∆1,LMod) N(∆)
op, where N(∆)op maps to Fun(∆1,LMod) via
the functor described in Construction 2.4.2.
Remark 2.4.5. Let q : C⊗ → LMod be as in Construction 2.4.4. Evaluation at {0} ⊆ ∆1 induces a trivial
Kan fibration M[q]⊗ → C⊗×LModN(∆)op, where the map N(∆)op → LMod is determined by the functor
φL :∆op → LMod of Construction 2.4.2.
Proposition 2.4.6. Let q : C⊗ → LMod be a coCartesian fibration of ∞-operads. Then evaluation at
{1} ⊆ ∆1 induces a map θ : M[q]⊗ → A[q]⊗, which exhibits M[q]⊗ as an ∞-category left-tensored over the
monoidal ∞-category A[q]⊗ (see Definition M.2.1.1).
Proof. It is easy to see that θ is a categorical fibration. Let p : A[q]⊗ → N(∆)op and p′ : M[q]⊗ → N(∆)op
be the projection maps. It follows from Proposition T.3.1.2.1 that the map p′ is a coCartesian fibration,
and that θ carries p′-coCartesian morphisms to p-coCartesian morphisms. To complete the proof, it suffices
to show that for every n ≥ 0, the inclusion {n} ⊆ [n] induces an equivalence of ∞-categories M[q]⊗[n] →
A[q]⊗[n]×M[q]
⊗
[0]. Using Remark 2.4.5, we see that this is equivalent to the requirement that the natural map
C
⊗
(〈n+1〉,{n+1}) → C
⊗
(〈n〉,∅)×C
⊗
(〈1〉,{1})
is an equivalence. This follows from the observation that the maps
(〈n〉, ∅)← (〈n+ 1〉, {n+ 1})→ (〈1〉, {1})
determine a splitting of the object (〈n+ 1〉, {n+ 1}) ∈ LMod (Definition C.3.3.9).
The main result of this section is the following analogue of Proposition C.1.3.14:
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Proposition 2.4.7. Let q : C⊗ → LMod be a coCartesian fibration of ∞-operads. Then Construction 2.4.4
induces an equivalence of ∞-categories θ : AlgLMod(C)→ Mod
L(M[q]).
Proof. We define a category I as follows:
(a) An object of I is either an object of ∆op×[1] or an object of LMod.
(b) Morphisms in I are give by the formulas
HomI(([m], i), ([n], j)) = Hom∆op ×[1](([m], i), ([n], j))
HomI((〈m〉, S), (〈n〉, T )) = HomLMod((〈m〉, S), (〈n〉, T ))
HomI((〈m〉, S), ([n], 0)) = HomLMod((〈m〉, S), φ
L[n])
HomI((〈m〉, S), ([n], 1)) = HomLMod((〈m〉, S), φ[n])
HomI(([n], i), (〈m〉, T )) = ∅.
where φ, φL : ∆op → LMod are defined as in Construction 2.4.2. There is a canonical retraction r from I
onto LMod, given on objects of ∆op×[1] by the formula r([n], 0) = φL([n]), r([n], 1) = φ([n]).
Let Alg(C) denote the full subcategory of FunLMod(N(I),C
⊗) consisting of those functors f : N(I)→ C⊗
such that q ◦ f = r and the following additional conditions are satisfied:
(i) For every object ([n], i) ∈ ∆op×[1], the functor f carries the canonical map r([n], i) → ([n], i) in I to
an equivalence in C⊗.
(ii) The restriction f |N(∆)op ×∆1 determines an object of ModL(M[q]).
(iii) The restriction f |LMod is an LMod-algebra object of C.
It is easy to see that condition (ii) follows from (i) and (iii). Moreover, (i) is equivalent to the requirement
that f is a q-left Kan extension of f |LMod. Since every functor f0 ∈ FunLMod(LMod,C
⊗) admits a q-left
Kan extension f ∈ FunLMod(N(I),C
⊗) (given, for example, by f0 ◦ r), Proposition T.4.3.2.15 implies that
the restriction map p : Alg(C) → AlgLMod(C) is a trivial Kan fibration. The map θ is the composition of
a section to p (given by composition with r) with the restriction map p′ : Alg(C) → ModL(M[q]). It will
therefore suffice to show that p′ is a trivial fibration. In view of Proposition T.4.3.2.15, this will follow from
the following pair of assertions:
(a) Every f0 ∈ Mod
L(M[q]) admits a q-right Kan extension f ∈ FunLMod(N(I),C
⊗).
(b) Given f ∈ FunLMod(N(I),C
⊗) such that f0 = f |N(∆)op ×∆1 belongs to Mod
L(M[q]), f is a q-right
Kan extension of f0 if and only if f satisfies conditions (i) and (ii) above.
To prove (a), we fix an object (〈n〉, S) ∈ LMod. Let J denote the category (∆op×[1]) ×I (I)(〈n〉,S)/,
and let g denote the composition N(J) → N(∆)op × ∆1
f0
→ C⊗ . According to Lemma T.4.3.2.13, it will
suffice to show that g admits a q-limit in C⊗ (compatible with the evident map N(J)⊳) → LMod). The
objects of J can be identified with morphisms α : (〈n〉, S) → r([m], i) in LMod. Let J0 ⊆ J denote the full
subcategory spanned by those objects for which α is inert. The inclusion J0 ⊆ J has a right adjoint, so that
N(J0)
op → N(J)op is cofinal. Consequently, it will suffice to show that g0 = g|N(J0) admits a q-limit in C
⊗
(compatible with the evident map N(J0)
⊳ → LMod).
Let J1 denote the full subcategory of J0 spanned by the morphism which are either of the form ρ
j :
(〈n〉, S) → r([1], 0) where j ∈ S or ρj : (〈n〉, S) → r([1], 1) when j /∈ S. Using our assumption that
f0 ∈Mod
L(M[q]), we deduce that g0 is a q-right Kan extension of g1 = g0|N(J1). In view of Lemma T.4.3.2.7,
it will suffice to show that the map g1 admits a q-limit in C (compatible with the map N(J1)
⊳ → LMod). This
follows immediately from our assumption that q is a fibration of ∞-operads, thereby proving (a). Moreover,
the proof shows that f is a q-right Kan extension of f0 if and only if it satisfies the following condition:
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(i′) For every object (〈n〉, S) ∈ LMod as above and every morphism α : (〈n〉, S) → ([1], i) in I belonging
to J1, the morphism f(α) is inert in C
⊗.
To prove (b), it will suffice to show that if f ∈ FunLMod(N(I),C
⊗) satisfies condition (ii), then it satisfies
conditions (i) and (iii) if and only if it satisfies condition (i′). We first prove the “only if” direction. Assume
that f ∈ Alg(C), and let α : (〈n〉, S)→ ([1], i) be as in (i′). Then α factors as a composition
(〈n〉, S)
α′
→ (〈1〉, T )
α′′
→ ([1], i),
where α′ is inert (so that f(α′) is inert by virtue of (iii)) and f(α′′) is an equivalence by virtue of (i).
Suppose now that f satisfies (i′) and (ii). We first show that f satisfies (i). Fix an object ([n], i) in
N(∆)op ×∆1; we wish to show that f carries the canonical map α : r([n], i) → ([n], i) to an equivalence in
C
⊗. For 1 ≤ j ≤ n, let βj : ([n], i)→ ([1], i′) be the map carrying [1] to the interval {j − 1, j} ⊆ [n], where
i′ =
{
0 if i = 0, j = n
1 otherwise.
Condition (ii) guarantees that each of the maps f(βj) is inert in C
⊗. Since C⊗ is an ∞-operad, we deduce
that f(α) is an equivalence if and only if each of the composite maps f(βj ◦ α) is inert. We now conclude
by invoking (i′).
It remains to show that f satisfies (iii). By virtue of Remark C.1.2.2, it will suffice to show that f(α) is
inert whenever α is an inert morphism of LMod of the form (〈n〉, S) → (〈1〉, T ). Let β : (〈1〉, T ) → ([1], i)
be a morphism in I such that r(β) is an equivalence. Then f(β) is an equivalence by virtue of (i), so it will
suffice to show that f(β ◦ α) is an inert morphism in C⊗: this follows from (i′).
Definition 2.4.8. We let a denote the object (〈1〉, ∅) ∈ LMod and m the object (〈1〉, {1}) ∈ LMod. If
q : C⊗ → LMod is a fibration of ∞-operads, then we let Ca and Cm denote the fiber products C
⊗×LMod{a}
and C⊗×LMod{m}, respectively.
Remark 2.4.9. Suppose that q : C⊗ → LMod is a coCartesian fibration of ∞-operads. According to
Corollary C.1.4.15, we can identify q with an LMod-algebra object of Cat∞ (endowed with the Cartesian
symmetric monoidal structure), is in turn equivalent to giving a left module object of Cat∞ (Proposition
2.4.7). In other words, we can think of q as providing an ∞-category with an associative tensor product
(namely, the fiber Ca) together with a left action of this ∞-category on another ∞-category (the fiber Cm).
This is an equivalent way of describing the data encoded in a left-tensored ∞-category (see Proposition
2.4.6).
2.5 Centralizers and Deligne’s Conjecture
Let A be an associative algebra over a field k with multiplication m. Then the cyclic bar complex
. . .→ A⊗k A⊗k A
m⊗id− id⊗m
−→ A⊗k A
provides a resolution of A by free (A ⊗k Aop)-modules; we will denote this resolution by P•. The cochain
complex HC∗(A) = HomA⊗kAop(P•, A) is called the Hochschild cochain complex of the algebra A. The co-
homologies of the Hochschild cochain complex (which are the Ext-groups ExtiA⊗kAop(A,A)) are called the
Hochschild cohomology groups of the algebra A. A famous conjecture of Deligne asserts that the Hochschild
cochain complex HC∗(A) carries an action of the little 2-disks operad: in other words, that we can regard
HC∗(A) as an E[2]-algebra object in the ∞-category of chain complexes over k. This conjecture has subse-
quently been proven by many authors in many different ways (see, for example, [62], [42], and [79]). In this
section we will outline a proof of Deligne’s conjecture, using the ideas presented in this paper. Our basic
strategy can be outlined as follows:
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(1) Let C⊗ be an arbitrary presentable symmetric monoidal ∞-category, and let f : A → B be an E[k]-
algebra object of C. We will prove that there exists another E[k]-algebra ZE[k](f) of C, which is universal
with respect to the existence of a commutative diagram
ZE[k](f)⊗A
%%K
KK
KK
KK
KK
K
A
u
99tttttttttt f // B
in the ∞-category Alg
E[k](C), where u is induced by the unit map 1→ ZE[k](f) (Theorem 2.5.12).
(2) In the case where A = B and f is the identity map, we will denote ZE[k](f) by ZE[k](A). We
will see that ZE[k](A) has the structure of an E[k + 1]-algebra object of C. (More generally, the
centralizer construction is functorial in the sense that there are canonical maps of E[k]-algebras
ZE[k](f) ⊗ ZE[k](g) → ZE[k](f ◦ g); in the special case f = g = idA this gives rise to an associative
algebra structure on the E[k]-algebra ZE[k](A), which promotes ZE[k](A) to an E[k + 1]-algebra by
Theorem 1.2.2.)
(3) We will show that the image of ZE[k](f) in C can be identified with a classifying object for morphisms
from A to B in the ∞-category Mod
E[k]
A (C) (Theorem 2.5.27). In the special case where k = 1 and
f = idA, we can identify this with a classifying object for endomorphisms of A as an A-bimodule (see
§C.3.5), recovering the usual definition of Hochschild cohomology.
We begin with a very general discussion of centralizers.
Definition 2.5.1. Let q : C⊗ → LMod be a coCartesian fibration of ∞-operads. Let 1 denote the unit
object of Ca, and suppose we are given a morphism f : 1⊗M → N in Cm. A centralizer of f is final object
of the ∞-category
(Ca)1/ ×(Cm)1⊗M/ (Cm)1⊗M//N .
We will denote such an object, if it exists, by Z(f). We will refer to Z(f) as the centralizer of the morphism
f .
Remark 2.5.2. We will generally abuse notation by identifying Z(f) with its image in the ∞-category C.
By construction, this object is equipped with a map Z(f)⊗A→ B which fits into a commutative diagram
Z(f)⊗A
$$H
HH
HH
HH
HH
1⊗A
99ssssssssss f // B.
Remark 2.5.3. In the situation of Definition 2.5.1, choose an algebra object A ∈ AlgLMod(C) such that
A(m) = M and A|Ass is a trivial algebra. Then we can identify centralizers for a morphism f : M → N
with morphism objects MorMM/(M,N) computed in the LMod-monoidal ∞-category C
⊗
ALMod/
.
Definition 2.5.4. Let q : C⊗ → LMod be a fibration of∞-operads, and let M ∈ Cm be an object. A center
of M is a final object of the fiber product AlgLMod(C)×Cm {M}. If such an object exists, we will denote it
by Z(M).
Remark 2.5.5. In the situation of Definition 2.5.4, we will often abuse notation by identifying the center
Z(M) with its image in the ∞-category AlgAss(C) of associative algebra objects of the Ass-monoidal ∞-
category Ca.
Our first goal is to show that, as our notation suggests, the theory of centers is closely related to the
theory of centralizers. Namely, we have the following:
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Proposition 2.5.6. Let q : C⊗ → LMod be a coCartesian fibration of ∞-operads, and let M ∈ Cm. Suppose
that there exists a centralizer of the canonical equivalence e : 1⊗M →M . Then there exists a center of M .
Moreover, an object A ∈ AlgLMod(C) with A(m) =M is a center of M if and only if the unit map of A and
the diagram
A(a)⊗M
$$I
II
II
II
II
1⊗M
88rrrrrrrrrr
e // M
exhibits A(a) as a centralizer of e.
The proof will require a few preliminaries.
Proposition 2.5.7. Let q : C⊗ → LMod be a fibration of ∞-operads. Assume that C⊗ admits a a-unit
object (Definition C.2.3.1), and let θ : AlgLMod(C)→ Cm be the functor given by evaluation at m. Then:
(1) The functor θ admits a left adjoint L.
(2) Let Alg′LMod(C) ⊆ AlgLMod(C) be the essential image of L. Then θ induces a trivial Kan fibration
Alg′LMod(C)→ Cm. In particular, L is fully faithful.
(3) An LMod-algebra object A ∈ AlgLMod(C) belongs to Alg
′
LMod(C) if and only if A|Ass is a trivial
Ass-algebra (see §C.2.3).
Proof. Let us identify the∞-operad Triv with the full subcategory of LMod spanned by those objects having
the form (〈n〉, 〈n〉◦). The functor θ factors as a composition
AlgLMod(C)
θ′
→ AlgTriv(C)
θ′′
→ Cm,
where θ′′ is a trivial Kan fibration (Example C.1.3.6). To prove (1), it will suffice to show that θ′ admits a
left adjoint. We claim that this left adjoint exists, and is given by operadic q-left Kan extension along the
inclusion Triv ⊂ LMod. According to Proposition C.2.6.8, it suffices to verify that for each M ∈ AlgTriv(C)
and every object of the form X = (〈1〉, S) ∈ LMod, the map Triv×LMod(LMod)act/X → C
⊗ can be extended
to an operadic q-colimit diagram (lying over the natural map (Triv×LMod(LMod)act)/X)
⊲ → LMod). If
S = {1}, then X ∈ Triv and the result is obvious. If S = ∅, then the desired result follows from our
assumption that C⊗ admits an a-unit. This proves (1). Moreover, we see that if A ∈ AlgLMod(C), then a
map f : M → A|Triv exhibits A as a free LMod-algebra generated by M if and only A|Ass is a trivial
algebra and f is an equivalence. It follows that the unit map id → θ ◦ L is an equivalence, so that L is a
fully faithful embedding whose essential image Alg′LMod(C) is as described in assertion (3). To complete the
proof, we observe that θ|Alg′LMod(C) is an equivalence of ∞-categories and also a categorical fibration, and
therefore a trivial Kan fibration.
Proposition 2.5.8. Let q : C⊗ → LMod be a fibration of ∞-operads. Assume that C⊗ admits a a-unit
object (see Definition C.2.3.1), let A ∈ AlgLMod(C) be an algebra object such that A|Ass is trivial, and let
M = A(m). Let C′
⊗
= C⊗ALMod/ be defined as in Notation B.6.3, and letM
′ be the object idM ∈ C
′
m ≃ (Cm)M/.
Then the forgetful functor
θ : AlgLMod(C
′)×C′
m
{M ′} → AlgLMod(C)×Cm {M}
is a trivial Kan fibration. In particular, M has a center in C⊗ if and only if M ′ has a center in C′
⊗
.
Proof. Note thatA : LMod→ C⊗ is a coCartesian section of q, so that C′
⊗
→ LMod is a coCartesian fibration
of ∞-operads (Theorem B.6.4). Since θ is evidently a categorical fibration, it will suffice to show that θ is a
trivial Kan fibration. To this end, we let A denote the full subcategory of Fun(∆1,AlgLMod(C)) spanned by
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those morphisms A′ → A which exhibit A′ as an Alg′LMod(C)-colocalization of A, where Alg
′
LMod(C) is the
full subcategory of AlgLMod(C) described in Proposition 2.5.7 (in other words, a morphism A
′ → A belongs
to A if and only if A′|Ass is a trivial algebra and the map A′(m)→ A(m) is an equivalence). Evaluation at
{1} ⊆ ∆1 and m ∈ LMod induces a functor e : A→ Cm. The map θ factors as a composition
AlgLMod(C
′)×C′
m
{M ′}
θ′
→ A×Cm{M}
θ′′
→ AlgLMod(C)×Cm {M},
where θ′′ is a pullback of the trivial Kan fibration A→ AlgLMod(C) given by evaluation at {1}. We conclude
by observing that θ′ is also an equivalence of ∞-categories.
Proposition 2.5.9. Let q : C⊗ → LMod be a coCartesian fibration of ∞-operads and let M ∈ Cm be such
that a morphism object MorCm(M,M) exists in Ca (Definition M.2.1.9). Then there exists a center Z(M);
moreover, an algebra object A ∈ AlgLMod(C) with A(m) = M is a center of M if and only if the canonical
map A(a)⊗M →M exhibits A(a) as a morphism object MorCm(M,M).
Proof. Combine Proposition M.2.7.3, Corollary M.1.5.3, and Proposition 2.4.7.
Proof of Proposition 2.5.6. Combine Proposition 2.5.8, Proposition 2.5.9, and Remark 2.5.3.
We are primarily interested in studying centralizers in the setting of O⊗-algebra objects of a symmetric
monoidal ∞-category C⊗. To emphasize the role of O⊗, it is convenient to introduce a special notation for
this situation:
Definition 2.5.10. Let O⊗ and D⊗ be ∞-operads, and let p : O⊗×LMod → D⊗ be a bifunctor of ∞-
operads. Suppose that q : C⊗ → D⊗ is a coCartesian fibration of ∞-operads. Then we have an induced
coCartesian fibration of ∞-operads q′ : AlgO(C)
⊗ → LMod (see Notation C.1.8.15). If f : A → B is
a morphism in AlgO(C)m, then we let ZO(f) denote the centralizer of f (as a morphism in AlgO(C)
⊗),
provided that this centralizer exists. If A ∈ AlgO(C)m, we let ZO(A) denote the center of A.
Remark 2.5.11. The primary case of interest to us is that in which D⊗ = N(Γ), so that C⊗ can be regarded
as a symmetric monoidal ∞-category and the map p : O⊗×LMod → D⊗ is uniquely determined. In this
case, we will denote AlgO(C)m ≃ AlgO(C)a simply by AlgO(C). If A ∈ AlgO(C), we can identify the center
ZO(A) (if it exists) with an associative algebra object of the symmetric monoidal ∞-category AlgO(C). If
O
⊗ is a little cubes operad, then Theorem 1.2.2 and Example 1.1.7 provide equivalences of ∞-categories
Alg
E[k+1](C)→ AlgE[1](AlgE[k](C))← AlgAss(AlgE[k](C)),
so we can identify ZE[k](A) with an E[k + 1]-algebra object of C.
In the situation of Definition 2.5.10, it is generally not possible to prove the existence of centralizers by
direct application of Proposition 2.5.9: the tensor product of O-algebra objects usually does not commute
with colimits in either variable, so there generally does not exist a morphism object MorAlg
O
(C)m(A,B) for
a pair of algebras A,B ∈ AlgO(C)m. Nevertheless, if O is coherent, then we will show that the centralizer
ZO(f) of a morphism f : A→ B exists under very general conditions:
Theorem 2.5.12. Let O⊗ be a coherent ∞-operad, let p : O⊗×LMod→ D⊗ be a bifunctor of ∞-operads,
and let q : C⊗ → D⊗ exhibit C⊗ as a presentable D-monoidal ∞-category. Then, for every morphism
f : A→ B in AlgO(C)m, there exists a centralizer ZO(f).
Corollary 2.5.13. Let k ≥ 0, and let C⊗ be a symmetric monoidal∞-category. Assume that C is presentable
and that the tensor product ⊗ : C×C→ C preserves small colimits separately in each variable. Then:
(1) For every morphism f : A→ B in Alg
E[k](C), there exists a centralizer ZE[k](f) ∈ AlgE[k](C).
(2) For every object A ∈ Alg
E[k](C), there exists a center
ZE[k](A) ∈ AlgAss(AlgE[k](C) ≃ AlgE[k+1](C).
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Proof. Combine Theorems 2.5.12 and 1.4.1.
Example 2.5.14 (Koszul Duality). Let C⊗ be a symmetric monoidal ∞-category. Assume that C is pre-
sentable and that the tensor product on C preserves small colimits separately in each variable. An augmented
E[k]-algebra in C is a map of E[k]-algebras ǫ : A→ 1, where 1 is a trivial E[k]-algebra object of C. It follows
from Theorem 2.5.27 that ǫ admits a centralizer Z(ǫ). We will refer to this centralizer as the Koszul dual of ǫ,
and denote it by A∨. By definition, A∨ is universal among E[k]-algebras such that A⊗A∨ is equipped with
an augmentation ǫ′ : A ⊗ A∨ → 1 compatible with the augmentation ǫ on A. In this case, the composite
map
ǫ∨ : A∨ ≃ 1⊗A∨ → A⊗A∨
ǫ′
→ 1
is an augmentation on A∨, so we can again regard A∨ as an augmented E[k]-algebra object of C. In many
cases, the relationship between A and A∨ is symmetric: that is, ǫ′ also exhibits A as a centralizer of ǫ∨. We
will discuss this construction in more detail elsewhere (see also Example 2.7.7).
Example 2.5.15 (Drinfeld Centers). Let C be an E[k]-monoidal ∞-category. Using Example C.1.4.13 and
Proposition C.1.4.14, we can view C as an E[k]-algebra object of the ∞-category Cat∞ (which we regard as
endowed with the Cartesian symmetric monoidal structure). Corollary 2.5.13 guarantees the existence of a
center ZE[k](C), which we can view as an E[k + 1]-monoidal ∞-category. In the special case where k = 1
and C is (the nerve of) an ordinary monoidal category, the center ZE[1](C) is also equivalent to the nerve
of an ordinary category Z. Example 1.2.4 guarantees that Z admits the structure of a braided monoidal
category. This braided monoidal category Z is called the Drinfeld center of the monoidal category underlying
C (see, for example, [37]). Consequently, we can view the construction C 7→ ZE[k](C) as a higher-categorical
generalization of the theory of the Drinfeld center.
Our goal for the remainder of this section is to provide a proof of Theorem 2.5.12. The idea is to change
∞-categories to maneuver into a situation where Proposition 2.5.9 can be applied. To carry out this strategy,
we will need to introduce a bit of notation.
Definition 2.5.16. Let O⊗ be an ∞-operad and S an ∞-category. A coCartesian S-family of O-operads is
a map q : C⊗ → O⊗×S with the following properties:
(i) The map q is a categorical fibration.
(ii) The underlying map C⊗ → N(Γ)×S exhibits C⊗ as an S-family of∞-operads, in the sense of Definition
C.1.9.9.
(iii) For every object C ∈ C⊗ with q(C) = (X, s) ∈ O⊗×S and every morphism f : s→ s′ in S, there exists
a q-coCartesian morphism C → C′ in C⊗ lifting the morphism (idX , f).
Remark 2.5.17. Let q : C⊗ → O⊗×S be a coCartesian S-family of O-operads. Condition (iii) of Definition
2.5.16 guarantees that the underlying map C⊗ → S is a coCartesian fibration, classified by some map
χ : S → Cat∞. The map q itself determines a natural transformation from χ to the constant functor χ0
taking the value O⊗, so that χ determines a functor χ : S → Cat/O
⊗
∞ . This construction determines a
bijective correspondence between equivalences classes of S-families of O-operads and equivalence classes of
functors from S to the ∞-category Catlax,O∞ of O-operads (see Remark C.1.3.11), which we can identify with
a subcategory of Cat/O
⊗
∞ .
Definition 2.5.18. Let O⊗ be an ∞-operad, S an ∞-category, and q : C⊗ → O⊗×S be a coCartesian
S-family of O-operads. We define a simplicial set AlgSO(C) equipped with a map Alg
S
O(C) → S so that the
following universal property is satisfied: for every map of simplicial sets T → S, there is a canonical bijection
of HomS(T,Alg
S
O(C)) with the subset of HomO⊗ ×S(O
⊗×T,C) spanned by those maps with the property
that for each vertex t ∈ T , the induced map O⊗ → C⊗t belongs to AlgO(Ct).
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Remark 2.5.19. If q : C⊗ → O⊗×S is as in Definition 2.5.18, then the induced map q′ : AlgSO(C)→ S is a
coCartesian fibration. We will refer to a section A : S → AlgSO(C) of q
′ as an S-family of O-algebra objects
of C. We will say that an S-family of O-algebra objects of C is coCartesian if A carries each morphism in S
to a q′-coCartesian morphism in AlgSO(C).
Definition 2.5.20. Let O⊗ be a coherent ∞-operad, let q : C⊗ → O⊗×S be a coCartesian S-family of O-
operads, and let C⊗0 denote the product O
⊗×S. If A is an S-family of algebra objects of C, we let ModOA(C)
denote the fiber product
Mod
O
(C)⊗ ×Alg
O
(C) S,
where Mod
O
(C) and AlgO(C) are defined as in §C.3.1 and the map S → AlgO(C) is determined by A. We
let ModO,SA (C) denote the fiber product Mod
O
A(C)×ModOqA(C0) C0.
Remark 2.5.21. Let q : C⊗ → O⊗×S be as in Definition 2.5.20 and A is an S-family of ∞-operads. Then
the ∞-category ModO,SA (C)
⊗ is equipped with an evident forgetful functor ModO,SA (C)
⊗ → O⊗×S. For
every object s ∈ S, the fiber ModO,SA (C)
⊗
s = Mod
O
A(C)
⊗ ×S {s} is canonically isomorphic to the ∞-operad
ModOAs(Cs)
⊗ defined in §C.3.1.
We will need the following technical result, whose proof will be given at the end of this section.
Proposition 2.5.22. Let O⊗ be a coherent∞-operad, q : C⊗ → O⊗×S a coCartesian S-family of O-operads,
and A ∈ AlgSO(C) a coCartesian S-family of O-algebras. Then:
(1) The forgetful functor q′ : ModO,SA (C)
⊗ → O⊗×S is a coCartesian S-family of ∞-operads.
(2) Let f be a morphism in ModO,SA (C)
⊗ whose image in O⊗ is degenerate. Then f is q′-coCartesian if
and only if its image in C⊗ is q-coCartesian.
Remark 2.5.23. In the situation of Proposition 2.5.22, suppose that O⊗ is the 0-cubes operad E[0]. Let C
denote the fiber product C⊗×O⊗ O. Then the forgetful functor θ : Mod
O,S
A (C)→ C is a trivial Kan fibration.
To prove this, it suffices to show that θ is a categorical equivalence (since it is evidently a categorical
fibration). According to Corollary T.2.4.4.4, it suffices to show that θ induces a categorical equivalence after
passing to the fiber over each vertex of S, which follows from Proposition C.3.1.27.
Suppose now that q : C⊗ → O⊗×S is a coCartesian S-family of O-operads and that A is a coCartesian
S-family of O-algebra objects of C. Then A determines an S-family of O-algebra objects of ModO,SA (C),
which we will denote also by A. Note that, for each s ∈ S, As ∈ AlgO(Mod
O
As(Cs)) is a trivial algebra and
therefore initial in AlgO(Mod
O
As(Cs)) (Proposition C.2.3.9). Let Alg
S
O(C)
AS/ be defined as in §T.4.2.2 and
let AlgSO(Mod
O,S
A (C))
AS/ be defined similarly. We have a commutative diagram
AlgSO(Mod
O,S
A (C))
AS/
θ //
''OO
OO
OO
OO
OO
OO
O
AlgSO(C)
AS/
zzttt
tt
tt
tt
t
S.
The vertical maps are coCartesian fibrations and θ preserves coCartesian morphisms. Using Corollary
C.3.2.7, we deduce that θ induces a categorical equivalence after passing to the fiber over each object of S.
Applying Corollary T.2.4.4.4, we deduce the following:
Proposition 2.5.24. Let O⊗ be a coherent∞-operad, q : C⊗ → O⊗×S a coCartesian S-family of O-operads,
and A a coCartesian S-family of O-algebra objects of C. Then the forgetful functor
θ : AlgSO(Mod
O,S
A (C))
AS/ → AlgSO(C)
AS/
is an equivalence of ∞-categories.
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Proposition 2.5.24 provides a mechanism for reducing questions about centralizers of arbitrary algebra
morphisms f : A→ B to the special case where A is a trivial algebra.
Remark 2.5.25. Let A⊗ → LMod be a coCartesian fibration of ∞-operads, and let 1 denote the unit
object of the Ass-monoidal ∞-category Aa. Let f : M0 → M be a morphism in Am, and consider the fiber
product X = Aa×Am(Am)/M , where the map Aa → Am is given by tensor product withM0. We will identify
the tensor product 1 ⊗M0 with M0, so that the pair (1, f : M0 → M) can be identified with an object
X ∈ X. The undercategory XX/ can be identified with the fiber product (Aa)1/×(Am)M0/ (Cm)M0/ /M . Using
Proposition T.1.2.13.8, we deduce that the forgetful functor XX/ → X induces an equivalence between the
full subcategories spanned by the final objects of XX/ and X. In other words:
(i) A map ǫ : 1→ Z in Aa together with a commutative diagram
Z ⊗M0
g
##H
HH
HH
HH
HH
M0
ǫ⊗idM0
::vvvvvvvvv f // M
in Am is a centralizer of f if and only if the underlying morphism g exhibits Z as a morphism object
MorAm(M0,M).
(ii) For any object Z ∈ Aa and any morphism Z ⊗M0 → M which exhibits Z as a morphism object
MorAm(M0,M), there exists a map 1→ Z and a commutative diagram
Z ⊗M0
g
##H
HH
HH
HH
HH
M0
ǫ⊗idM0
::vvvvvvvvv f // M
satisfying the conditions of (i).
Proposition 2.5.26. Let q : C⊗ → O⊗×LMod be a coCartesian LMod-family of O⊗-operads, and assume
that the induced map AlgLModO (C)→ LMod is a coCartesian fibration of ∞-operads (this is automatic if, for
example, the map C⊗ → LMod is a coCartesian fibration of ∞-operads). For every object X ∈ O⊗, we let
CX,a denote the fiber of q over the vertex (a, X), and define CX,m similarly. Let f : A0 → A be a morphism
in AlgLModO (C)m. Assume that:
(i) The ∞-operad O⊗ is unital.
(ii) The algebra object A0 is trivial (see §C.2.3).
(iii) For every object X ∈ O⊗, there exists a morphism object MorCX,m(A0(X), A(X)) ∈ CX,a.
Then:
(1) There exists a centralizer Z(f) ∈ AlgLModO (C)a.
(2) Let Z ∈ AlgLModO (C)a be an algebra object. Then a commutative diagram
Z ⊗A0
g
##F
FF
FF
FF
FF
A0
;;wwwwwwwww f // A
exhibits Z as a centralizer of f if and only if, for every object X ∈ O, the induced map gX : Z(X) ⊗
A0(X)→ A(X) exhibits Z(X) as a morphism object MorCX,m(A0(X), A(X)).
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Proof. Let 1 ∈ AlgLModO (C)a be a trivial algebra; we will abuse notation by identifying the tensor product
1⊗A0 with A0. To prove (1), we must show that the ∞-category
A = (AlgModO (C)a)1/ ×(AlgLMod
O
(C)m)A0/
(AlgLModO (C)m)A0/ /A
has a final object. Let C⊗a denote the fiber product C
⊗×LMod{a}, define C
⊗
m similarly, and set
E
⊗ = (C⊗a )1O/ ×(C⊗m)A0O/
(C⊗m)A0O/ /AO
(see §B.6 for an explanation of this notation). Using Theorem B.6.4 (and assumption (ii)), we deduce that
the evident forgetful functor E⊗ → O⊗ is a coCartesian fibration of∞-operads; moreover, we have a canonical
isomorphism A ≃ AlgO(E). For each object X ∈ O
⊗, the ∞-category EX = E
⊗×O⊗{X} is equivalent to the
fiber product
(CX,a)1(X)/ ×(CX,m)A0(X)/ (CX,m)A0(X)/ /A(X),
which has a final object by virtue of assumption (iii) and Remark 2.5.25. It follows that A has a final object;
moreover, an object A ∈ A ≃ AlgO(E) is final if and only if each A(X) is a final object of EX . This proves
(1), and reduces assertion (2) to the contents of Remark 2.5.25.
We now apply Proposition 2.5.26 to the study of centralizers in general. Fix a coherent ∞-operad O⊗,
a bifunctor of ∞-operads O⊗×LMod → D⊗, and a coCartesian fibration of ∞-operads q : C⊗ → D⊗.
Let A ∈ AlgO(C)m, and let A ∈ AlgLMod(AlgO(C)) be an algebra such that Am = A and Aa is a trivial
algebra. We can regard A as a coCartesian LMod-family of O-algebra objects of C⊗×D⊗(O
⊗×LMod). Let
C
⊗
= ModO,LMod
A
(C) be the coCartesian S-family of O-operads given by Proposition 2.5.22. Since Aa is
trivial, the forgetful functor C
⊗
a → C
⊗
a = C
⊗×D⊗(O
⊗×{a}) is an equivalence of O-operads, and induces an
equivalence of ∞-categories AlgO(C)a → AlgO(C)a. It follows from Proposition 2.5.24 that every morphism
f : A→ B in AlgO(C)m is equivalent to θ(f
′), where f ′ : A→ B′ is a morphism in AlgO(C)m; here we abuse
notation by identifying A with the associated trivial O-algebra object of C
⊗
m. It follows from Proposition 2.5.24
that the forgetful functor θ induces an identification between centralizers of f in AlgO(C)a and centralizers
of f ′ in AlgO(C)a. Combining this observation with Proposition 2.5.26, we obtain the following result:
Theorem 2.5.27. Let O⊗ be a coherent ∞-operad, O⊗×LMod → D⊗ a bifunctor of ∞-operads, and
q : C⊗ → D⊗ a coCartesian fibration of ∞-operads. Let f : A→ B be a morphism in AlgO(C)m and let C
⊗
and f ′ : A→ B′ be defined as above. Assume that:
(∗) For every object X ∈ O, there exists a morphism object Mor
CX,m
(A(X), B′(X)) ∈ CX,a.
Then:
(1) There exists a centralizer Z(f) ∈ AlgO(C)a.
(2) Let Z be an arbitrary object of AlgO(C)a, and let σ :
Z ⊗A
g
##F
FF
FF
FF
FF
A
f //
<<xxxxxxxxx
B
be a commutative diagram in AlgO(C)m. Let Z
′ be a preimage of Z in AlgO(C)a, so that σ lifts (up to
homotopy) to a commutative diagram
Z ′ ⊗A
##G
GG
GG
GG
GG
A
;;xxxxxxxxx f ′ // B′
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in AlgO(C)m. Then σ exhibits Z as a centralizer of f if and only if, for every object X ∈ O, the induced
map Z ′(X)⊗A(X)→ B′(X) exhibits Z ′(X) as a morphism object Mor
CX,m
(A(X), B′(X)) ∈ CX,a.
Corollary 2.5.28. In the situation of Theorem 2.5.27, suppose that O⊗ is the 0-cubes ∞-operad E[0]. Then
we can identify centralizers of a morphism f : A→ B in AlgO(C)m with morphism objects MorCm(A,B) in
Ca.
Proof. Combine Theorem 2.5.27 with Remark 2.5.23.
Remark 2.5.29. More informally, we can state Theorem 2.5.27 as follows: the centralizer of a morphism
f : A→ B can be identified with the classifying object for A-module maps from A to B. In particular, the
center Z(A) can be identified with the endomorphism algebra of A, regarded as a module over itself.
We now return to the proof of our main result.
Proof of Theorem 2.5.12. Combine Theorem 2.5.27, Proposition M.2.1.12, and Theorem C.3.4.2.
We conclude this section with the proof of Proposition 2.5.22. First, we need a lemma.
Lemma 2.5.30. Let n ≥ 2, and let C→ ∆n be an inner fibration of ∞-categories. Let q : D→ E be another
inner fibration of ∞-categories. Every lifting problem of the form
Λn0 ×∆n C
g //

D
q

C
::u
u
u
u
u
u // E
admits a solution, provided that g|∆{0,1} ×∆n C is a q-left Kan extension of g|{0} ×∆n C.
Proof. We first define a map r : ∆n ×∆1 → ∆n, which is given on vertices by the formula
r(i, j) =
{
0 if (i, j) = (1, 0)
i otherwise,
and let j : ∆n → ∆n ×∆1 be the map (id, j0), where j0 carries the first two vertices of ∆n to {0} ⊆ ∆1 and
the remaining vertices to {1} ⊆ ∆1.
Let K = (Λn0 ×∆
1)
∐
Λn0×{0}
(∆n×{0}), let C′ = (∆n×∆1)×∆n C, and let C
′
0 = K ×∆n C. We will show
that there exists a solution to the lifting problem
C
′
0
//
g′

D
q

C
′ //
??~
~
~
~
E .
Composing this solution with the map C→ C′ induced by j, we will obtain the desired result.
For every simplicial subset L ⊆ ∆n, let C′L denote the fiber product
((L×∆1)
∐
L×{0}
(∆n × {0}))×∆n C,
and let XL denote the full subcategory of FunE(C
′
L,D) ×FunE(C′∅,D) {g
′|C′∅} spanned by those functors F
with the following property: for each vertex v ∈ L, the restriction of F to ({v} ×∆1)×∆n C is a q-left Kan
extension of F |({v} × {0})×∆n C.
To complete the proof, it will suffice to show that the restriction map X∆n → XΛn0 is surjective on
vertices. We will prove the following stronger assertion:
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(∗) For every inclusion L′ ⊆ L of simplicial subsets of ∆n, the restriction map θL′,L : XL → XL′ is a trivial
Kan fibration.
The proof proceeds by induction on the number of nondegenerate simplices of L. If L′ = L, then θL′,L is
an isomorphism and there is nothing to prove. Otherwise, choose a nondegenerate simplex σ of L which does
not belong to L′, and let L0 be the simplicial subset of L obtained by removing σ. The inductive hypothesis
guarantees that the map θL′,L0 is a trivial Kan fibration. Consequently, to show that θL′,L is a trivial Kan
fibration, it will suffice to show that θL0,L is a trivial Kan fibration. Note that θL0,L is a pullback of the
map θ∂ σ,σ: we may therefore assume without loss of generality that L = σ is a simplex of ∆
n.
Since the map θL′,L is evidently a categorical fibration, it will suffice to show that each θL′,L is a categorical
equivalence. We may assume by the inductive hypothesis that θ∅,L′ is a categorical equivalence. By a two-
out-of-three argument, we may reduce to the problem of showing that θ∅,L′ ◦ θL′,L = θ∅,L is a categorical
equivalence. In other words, we may assume that L′ is empty. We are now reduced to the problem of showing
that the map Xσ → X∅ is a trivial Kan fibration, which follows from Proposition T.4.3.2.15.
Proof of Proposition 2.5.22. It follows from Proposition C.1.9.5 and Remark C.3.1.22 that q′ is a categorical
fibration and the induced map ModO,SA (C)
⊗ → N(Γ)× S exhibits ModO,SA (C)
⊗ as an S-family of ∞-operads
(note that the projection ModO,SA (C)
⊗ → ModOA(C)
⊗ is an equivalence of ∞-categories). To complete the
proof of (1), it will suffice to show that q′ satisfies condition (iii) of Definition 2.5.16. That is, we must show
that if M is an object of ModO,SA (C)
⊗ having image (X, s) in O⊗×S and f : s→ s′ is a morphism in S, then
(idX , f) can be lifted to a q
′-coCartesian morphism M →M ′ in ModO,SA (C)
⊗. Let A be the full subcategory
of (O⊗)X/ spanned by the semi-inert morphisms X → Y in O⊗, and let A0 be the full subcategory of A
spanned by the null morphisms. The object M ∈ ModO,SA (C)
⊗ determines a functor F : A → C⊗. Let F0
denote the composite map A
F
→ C⊗ → O⊗. Since q exhibit C⊗ as a coCartesian S-family of∞-operads, there
exists a q-coCartesian natural transformation H : A×∆1 → C⊗ from F to another map F ′, such that q◦H is
the product map A×∆1
F0×f
→ O⊗×S. Let H ′ : A0×∆1 → C
⊗ be the composition A0×∆1 → O
⊗×S
A
→ C⊗.
Since A is a coCartesian S-family of O-algebras, the functors H |A0×∆1 and H ′ are equivalent; we may
therefore modify H by a homotopy (fixed on A×{0}) and thereby assume that H |A0×∆1 = H ′, so that H
determines a morphism α : M → M ′ in ModO,SA (C)
⊗ lying over (idX , f). To complete the proof of (1), it
will suffice to show that α is q′-coCartesian.
Let C⊗0 = O
⊗×S. We have a commutative diagram of ∞-categories
ModOA(C)
⊗ r//
q′

Mod
O
(C)⊗ ×
Mod
O
(C0)⊗
C
⊗
0
p
''PP
PP
PP
PP
PP
PP
PP
p′

O
⊗×S // O
⊗×AlgO(C)×Alg
O
(C0)
C
⊗
0
p′′
// C⊗0
Since the upper square is a pullback diagram, it will suffice to show that r(α) is p′-coCartesian. In view
of Proposition T.2.4.1.3, we are reduced to showing that r(α) is p-coCartesian and that (p′ ◦ r)(α) is p′′-
coCartesian.
To prove that r(α) is p-coCartesian, we must show that every lifting problem of the form
Λn0
g //

Mod
O
(C)⊗ ×
Mod
O
(C)⊗
C0

∆n
77n
n
n
n
n
n
n // C⊗0
admits a solution, provided that n ≥ 2 and that g carries the initial edge of Λn0 to the morphism determined
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by H . Unwinding the definitions, this amounts to solving a lifting problem of the form
Λn0 ×O⊗ KO

G //
C
⊗

∆n ×O⊗ KO //
88p
p
p
p
p
p
O
⊗×S.
The existence of a solution to this lifting problem is guaranteed by Lemma 2.5.30. The assertion that
(p′ ◦ r)(α) is p′′-coCartesian can be proven in the same way. This completes the proof of (1).
Let f : M → M ′′ be as in (2), let f be the image of f in S, and let f˜ : M → M ′ be the q′-coCartesian
map constructed above. We have a commutative diagram
M ′
g
""E
EE
EE
EE
E
M
ef
=={{{{{{{{ f // M ′′.
Let θ : ModOA(C)
⊗ → C⊗ be the forgetful functor. By construction, θ(f ) is a q-coCartesian morphism in C⊗,
so that θ(f˜) is q-coCartesian if and only if θ(g) is an equivalence. We note that f is q′-coCartesian if and
only if the map g is an equivalence. The “only if” direction of (2) is now obvious, and the converse follows
from Remark 2.5.21 together with Corollary C.3.3.4.
2.6 The Adjoint Representation
Let A be an associative ring, and let A× be the collection of units in A. Then A× forms a group, which acts
on A by conjugation. This action is given by a group homomorphism φ : A× → Aut(A) whose kernel is the
subgroup of A× consisting of units which belong to the center: this group can be identified with the group
of units of the center Z(A). In other words, we have an exact sequence of groups
0→ Z(A)× → A× → Aut(A).
Our goal in this section is to prove a result which generalizes this statement in the following ways:
(a) In place of a single associative ring A, we will consider instead a map of algebras f : A → B. In this
setting, we will replace the automorphism group Aut(A) by the set Hom(A,B) of algebra homomor-
phisms from A to B. This set is acted on (via conjugation) by the group B× of units in B. Moreover,
the stabilizer of the element f ∈ Hom(A,B) can be identified with the group of units Z(f)× of the
centralizer of the image of f . In particular, we have an exact sequence of pointed sets
Z(f)× →֒ B× → Hom(A,B).
(b) Rather than considering rings (which are associative algebra objects of the category of abelian groups),
we will consider algebra objects in an arbitrary symmetric monoidal∞-category C. In this setting, we
need to determine appropriate analogues of the sets Z(f)×, B×, and Hom(A,B) considered above. In
the last case this is straightforward: the analogue of the set Hom(A,B) of ring homomorphisms from
A to B is the space MapAlg(C)(A,B) of morphisms in the ∞-category Alg(C). In §1.3, we will define
unit subspaces ZAss(f)
× ⊆MapC(1,ZAss(f)) and B
× ⊆MapC(1, B).
The collection of units in an associative ring R is equipped with the structure of group (with respect
to multiplication). We will see that there is an analogous structure on the space of units B× for an
associative algebra object B of an arbitrary symmetric monoidal ∞-category C: namely, B× is a loop
space. That is, there exists a pointed space X(B) and a homotopy equivalence B× ≃ ΩX(B). There
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is an “action” of the loop space B× on the mapping space MapAlg(C(A,B). This action is encoded by
a fibration X(A,B) → X(B), whose homotopy fiber (over the base point of X(B)) can be identified
with MapAlg(C)(A,B). In particular, a morphism of associative algebra objects f : A→ B determines
a base point of X(A,B), and we will see that the loop space ΩX(A,B) can be identified with the the
space of units ZAss(f)
×. In other words, we have a fiber sequence of spaces
MapAlg(C)(A,B)→ X(A,B)→ X(B)
which, after looping the base and total space, yields a fiber sequence
ZAss(f)
× → B× → MapAlg(C)(A,B)
analogous to the exact sequence of sets described in (a).
(c) Instead of considering only associative algebras, we will consider algebras over an arbitrary little cubes
operad E[k] (according to Example 1.1.7, we can recover the case of associative algebras by setting
k = 1). If B is an E[k]-algebra object of a symmetric monoidal∞-category C, then we can again define
a space of units B× ⊆MapC(1, B). The space B
× has the structure of a k-fold loop space: that is, one
can define a pointed space X(B) and a homotopy equivalence B× ≃ ΩkX(B). If A is another E[k]-
algebra object of C, then there exists a fibration X(A,B)→ X(B) whose fiber (over a well-chosen point
of X(B)) can be identified with MapAlg
E[k](C)
(A,B). In particular, every E[k]-algebra map f : A→ B
determines a base point of the total space X(A,B), and the k-fold loop space ΩkX(A,B) can be
identified with the space of units Z(E[k])f× (see Definition 2.6.4 below). We therefore have a fiber
sequence of spaces
MapAlg
E[k](C)
(A,B)→ X(A,B)→ X(B)
which yields, after passing to loop spaces repeatedly, a fiber sequence
ZE[k](f)
× → B×
φ
→ Ωk−1MapAlg
E[k](C)
(A,B).
We should regard the map φ as a k-dimensional analogue of the adjoint action of the unit group B×
of an associative ring B on the set of maps Hom(A,B).
Our first step is to define the spaces of units appearing in the above discussion. This requires a bit of a
digression.
Definition 2.6.1. Let O⊗ be an∞-operad, and let O⊗∗ ⊆ Fun(∆
1,O⊗) be the∞-category of pointed objects
of O⊗. The forgetful functor q : O⊗∗ → O
⊗ is a left fibration of simplicial sets. We let χO : O
⊗ → S denote a
functor which classifies q.
Proposition 2.6.2. Let q : O⊗ → N(Γ) be an ∞-operad and let χO : O
⊗ → S be as in Definition 2.6.1.
Then χO is a O-monoid object of S.
Proof. We must show that if X ∈ O⊗〈n〉, and if αi : X → Xi are a collection of inert morphisms in O
⊗
lifting the maps ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n, then the induced map χO(X) →
∏
1≤i≤n χO(Xi) is a
homotopy equivalence. Let 0 denote a final object of O⊗; then the left hand side is homotopy equivalent to
MapO⊗(0, X), while the right hand side is homotopy equivalent to
∏
1≤i≤nMapO⊗(0, Xi). The desired result
now follows from the observation that the maps αi exhibit X as a q-product of the objects {Xi}1≤i≤n.
Remark 2.6.3. An ∞-operad O⊗ is unital if and only if the functor χO : O
⊗ → S is equivalent to the
constant functor taking the value ∆0.
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Definition 2.6.4. Let q : C⊗ → O⊗ be a fibration of ∞-operads, where O⊗ is unital, and let χC : C
⊗ → S
be as in Definition 2.6.1. Composition with χC determines a functor AlgO(C)→ MonO(S).
Suppose that O⊗ = E[k], where k > 0. Since the collection of grouplike E[k]-spaces is stable under colimits
in MonE[k](S) (Remark 1.3.5) the inclusion i : Mon
gp
E[k](S) ⊆ MonE[k](S) preserves small colimits. It follows
from Proposition 1.3.6 that Mongp
E[k](S) is equivalent to S
≥k
∗ , and therefore presentable. Using Corollary
T.5.5.2.9, we deduce that the inclusion functor i admits a right adjoint G. We let GL1 : AlgE[k](C) →
Mongp
E[k](S) denote the composite functor
AlgO(C)
χC◦→ MonE[k](C)
G
→ Mongp
E[k](C).
If A ∈ Alg
E[k](C), we will often write A
× in place of GL1(A); we will refer to A
× as the E[k]-space of units
in A.
In the special case k = 0, we let GL1 : AlgE[k](C)→ MonE[k](S) ≃ S∗ be the functor defined by composition
with χC; we will also denote this functor by A 7→ A×.
We are now prepared to state our main result:
Theorem 2.6.5. Let C⊗ be a symmetric monoidal ∞-category. Assume that the underlying ∞-category C
is presentable and that the tensor product ⊗ : C×C→ C preserves small colimits separately in each variable.
Fix an integer k ≥ 0, and let Map : Alg
E[k](C)
op × Alg
E[k](C) → S be the adjoint of the Yoneda embedding
Alg
E[k](C) → Fun(AlgE[k](C)
op, S). There exists another functor X : Alg
E[k](C)
op × Alg
E[k](C) → S and a
natural transformation α : Map→ X with the following properties:
(1) For every object B ∈ Alg
E[k](C) and every morphism f : A
′ → A in Alg
E[k](C), the diagram
Map(A,B) //

Map(A′, B)

X(A,B) // X(A′, B)
is a pullback square.
(2) Let f : A → B be a morphism in Alg
E[k](C), so that the map f determines a base point of the space
X(A,B) (via α). Then there is a canonical homotopy equivalence ΩkX(A,B) ≃ ZE[k](f)
×.
Remark 2.6.6. In the situation of Theorem 2.6.5, it suffices to prove assertion (1) in the case where A′ is
the initial object 1 ∈ Alg
E[k](C). This follows by applying Lemma T.4.4.2.1 to the diagram
Map(A,B) //

Map(A′, B) //

Map(1, B)

X(A,B) // X(A′, B) // X(1, B).
Remark 2.6.7. In the special case where A′ is the initial object 1 ∈ Alg
E[k](C), the space Map(A
′, B) is
contractible, so that part (1) of Theorem 2.6.5 asserts the existence of a fiber sequence
Map(A,B)→ X(A,B)→ X(1, B).
Fixing a base point (f : A→ B) ∈ Map(A,B) and taking loop spaces repeatedly, we have a fiber sequence
ΩkX(A,B)→ ΩkX(1, B)→ Ωk−1MapAlg
E[k](C)
(A,B)
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We observe that there is a canonical natural transformation β : ZE[k](f0) → B of functors E[k] → C
⊗.
The natural transformation β induces an equivalence of E[k]-spaces ZE[k](f0)× → B×. Invoking part (2) of
Theorem 2.6.5, we obtain the fiber sequence
ZE[k](f)
× → B× → Ωk−1MapAlg
E[k](C)
(A,B)
described in (c).
An E[k]-algebra object A of a symmetric monoidal ∞-category C determines an (∞, n)-category C(A)
enriched over C. One approach to the proof of Theorem 2.6.5 would be to define X(A,B) to be the space of
functors from C(A) into C(B). Since we do not wish to develop the theory of enriched (∞, n)-categories in
this paper, our proof will proceed along somewhat different lines: we will use an inductive approach, which
iteratively replaces the ∞-category C by the ∞-category ModLC of ∞-categories left-tensored over C. To
guarantee that this replacement does not destroy our hypothesis that C is presentable, we need to introduce
a few restrictions on the C-modules that we allow.
Notation 2.6.8. Let κ be a regular cardinal. Recall that a presentable ∞-category C is κ-compactly
generated if C is generated by its κ-compact objects under the formation of small, κ-filtered colimits (see
§T.5.5.7). If C andD are κ-compactly generated∞-categories, then we will say that a functor F : C→ D is κ-
good if F preserves small colimits and carries κ-compact objects of C to κ-compact objects of D. Equivalently,
F is κ-good if F admits a right adjoint G which commutes with κ-filtered colimits (Proposition T.5.5.7.2).
Let LPr denote the ∞-category of presentable ∞-categories and colimit-preserving functors. We let
LPrκ denote the subcategory of the ∞-category LPr whose objects are κ-compactly generated presentable
∞-categories and whose morphisms are κ-good functors.
Lemma 2.6.9. Let κ be an uncountable regular cardinal. Then:
(1) Let K denote the collection of all κ-small simplicial sets. Then the functor C 7→ Indκ(C) determines
an equivalence of ∞-categories from Cat∞(K) to LPrκ.
(2) The ∞-category LPrκ is presentable.
Proof. Note that assertion (2) follows immediately from (1) and Lemma 2.2.5. It is clear that the functor
Indκ : Cat∞(K)→ LPrκ is essentially surjective. To prove that it is fully faithful, it will suffice to show that
for every pair of ∞-categories C,D ∈ Cat∞(K), the canonical map θ : Fun(C,D) → Fun(Indκ(C), Indκ(D))
induces an equivalence of ∞-categories from the full subcategory Fun′(C,D) of Fun(C,D) spanned by
the those functors which preserve K-indexed colimits to the full subcategory Fun′(Indκ(C), Indκ(D)) of
Fun(Indκ(C), Indκ(D)) spanned by the κ-good functors. Let Fun
′(C, Indκ(D)) denote the full subcategory
of Fun(C, Indκ(D)) consisting of those functors which preserve K-indexed colimits and carry C into the full
subcategory of Indκ(D) spanned by the κ-compact objects. We have a homotopy commutative diagram of
∞-categories
Fun′(C,D)
θ //
θ′
((QQ
QQ
QQ
QQ
QQ
QQ
Fun′(Indκ(C), Indκ(D))
θ′′ttjjjj
jjj
jjj
jjj
jj
Fun′(C, Indκ(D)),
where θ′ and θ′′ are given by composing with the Yoneda embeddings for D and C, respectively. To complete
the proof, it will suffice to show that θ′ and θ′′ are categorical equivalences.
To show that θ′ is a categorical equivalence, let D′ denote the collection of all κ-compact objects of
Indκ(D). Since D
′ is stable under κ-small colimits in Indκ(D), Fun
′(C, Indκ(D)) is isomorphic to the full
subcategory of Fun(C,D′) spanned by those functors which preserve κ-small colimits. It will therefore suffice
to show that the Yoneda embedding induces an equivalence D→ D′. Lemma T.5.4.2.4 guarantees that D′ is
an idempotent completion of D; it will therefore suffice to show that D is idempotent complete. This follows
from Proposition T.4.4.5.15, since κ is assumed to be uncountable so that D admits sequential colimits.
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Repeating the previous argument with C in place of D, we see that an object of Indκ(C) is κ-compact
if and only if it lies in the image of the Yoneda embedding j : C → Indκ(C). Consequently, to prove that
θ′′ is a categorical equivalence, it suffices to show that composition with j induces an equivalence from the
full subcategory of Fun(Indκ(C), Indκ(C)) spanned by those functors which preserve small colimits to the full
subcategory of Fun(C, Indκ(C)) spanned by those functors which preserve κ-small colimits; this follows from
Proposition T.5.5.1.9.
Remark 2.6.10. In the statement of Lemma 2.6.9, we can drop the requirement that the cardinal κ is
uncountable if we are willing to restrict our attention to idempotent complete ∞-categories.
We now study the interaction between the subcategory LPrκ ⊆ LPr and the symmetric monoidal structure
LPr⊗ on LPr constructed in §C.4.1. Let LPr⊗κ denote the subcategory of LPr
⊗ whose objects are finite
sequences (C1, . . . ,Cn) where each of the ∞-categories Ci is κ-compactly generated, and whose morphisms
are given by maps (C1, . . . ,Cm) → (D1, . . . ,Dn) covering a map α : 〈m〉 → 〈n〉 in Γ such that the functor∏
α(i)=j Ci → Dj preserves κ-compact objects for 1 ≤ j ≤ n.
Lemma 2.6.11. Let κ be an uncountable regular cardinal. Then:
(1) If C and D are κ-compactly generated presentable monoidal ∞-categories, then C⊗D is κ-compactly
presented. Moreover, the collection of κ-compact objects of C⊗D is generated under κ-small colimits
by tensor products of the form C ⊗D, where C ∈ C and D ∈ D are κ-compact.
(2) The composite map LPr⊗κ ⊆ LPr
⊗ → N(Γ) exhibits LPr⊗κ as a symmetric monoidal ∞-category, and
the inclusion LPr⊗κ ⊆ LPr
⊗ is a symmetric monoidal functor.
(3) Let K denote the collection of all κ-small simplicial sets. The functor Indκ induces a symmetric
monoidal equivalence Cat∞(K)
⊗ → LPr⊗κ .
(4) The tensor product ⊗ : LPrκ×LPrκ → LPrκ preserves colimits separately in each variable.
Proof. Recall (see §C.4.1) that Indκ determines a symmetric monoidal functor from Cat∞(K) to LPr. To
prove (1), we note that if C ≃ Indκ(C0) and D ≃ Indκ(D0), then C⊗D ≃ Indκ(C0⊗D0) is a κ-compactly
generated ∞-category. To prove the second assertion of (1), it suffices to show that C0⊗D0 is generated
under κ-small colimits by the essential image of the functor C0×D0 → C0⊗D0, which is clear. Assertion
(2) follows immediately from (1). Assertion (3) follows from Lemma 2.6.9, and assertion (4) follows from (3)
together with Lemma 2.2.5.
Lemma 2.6.12. Let C⊗ be a symmetric monoidal ∞-category. Assume that C is presentable and that the
tensor product ⊗ : C×C → C preserves small colimits separately in each variable. Then there exists an
uncountable regular cardinal κ with the following properties:
(1) The ∞-category C is κ-compactly generated.
(2) The tensor product ⊗ : C×C→ C preserves κ-compact objects, and the unit object 1 ∈ C is κ-compact.
(3) For every algebra object A ∈ Alg(C), the ∞-category ModRA(C) is κ-compactly generated.
(4) For every algebra object A ∈ Alg(C), the action functor ⊗ : C×ModRA(C) → Mod
R
A(C) preserves
κ-compact objects.
Proof. Choose an regular cardinal κ0 such that C is κ0-compactly generated. Let C0 be the full subcategory
of C spanned by the κ0-compact objects, and let C1 denote the smallest full subcategory of C which contains
C0, the unit object of C, and the essential image of the tensor product functor ⊗ : C0×C0 → C. Since C1 is
essentially small, there exists a regular cardinal κ > κ0 such that every object in C1 is κ-small. We claim
that κ has the desired properties. It is clear that κ is uncountable and that (1) is satisfied.
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To prove (2), choose κ-compact objects C,D ∈ C. Then C and D can be written as κ-small colimits
lim
−→
(Cα) and lim−→
(Dβ), where the objects Cα and Dβ are κ0-compact. Then C ⊗ D ≃ lim−→
(Cα ⊗ Dβ) is a
κ-small colimit of objects belonging to C1, and is therefore κ-compact.
We now prove (3). According to Corollary M.2.3.7, the forgetful functor G : ModRA(C) → C preserves
κ-filtered colimits (in fact, all small colimits). It follows from Proposition T.5.5.7.2 that the left adjoint F
to G preserves κ-compact objects. Let X denote the full subcategory of ModRA(C) generated under small
colimits by objects of the form F (C), where C ∈ C is κ-compact; we will show that X = ModRA(C). For each
M ∈ ModRA(C), we can write M ≃ A ⊗A M = |BarA(A,M)•| (see Proposition M.4.5.8). Consequently, to
show thatM ∈ X, it will suffice to show that X contains F (A⊗n−1⊗G(M)) for each n ≥ 1. We are therefore
reduced to proving that F (C) ∈ X for each C ∈ C, which is clear (the functor F preserves small colimits and
C can be written as a colimit of κ-compact objects of C by (1)).
We now prove (4). Let Y denote the full subcategory of ModRA(C) spanned by those objects M such that
C ⊗M ∈ ModRA(C) is κ-compact for every κ-compact object C ∈ C. The ∞-category Y is evidently closed
under κ-small colimits in ModRA(C). Since C ⊗ F (D) ≃ F (C ⊗D), it follows from (2) that Y contains F (D)
for every κ-compact object D ∈ C. Since every object of Y is κ-compact in ModRA(C), we have a fully faithful
embedding f : Indκ(Y) → Mod
R
A(C), which preserves small colimits by Proposition T.5.5.1.9. The essential
image Y′ of f is stable under small colimits and contains F (D) for every κ-compact object D ∈ C, so that
X ⊆ Y′. It follows that f is essentially surjective and therefore an equivalence of ∞-categories. Lemma
T.5.4.2.4 now guarantees that the collection of κ-compact objects of ModRA(C) is an idempotent completion
of Y. Since κ is uncountable, Y is stable under sequential colimits and therefore idempotent complete. It
follows that Y contains every κ-compact object of ModRA(C), as desired.
We now proceed with the proof of our main result.
Proof of Theorem 2.6.5. We proceed by induction on k. Assume first that k = 0. LetX denote the composite
functor
Alg
E[k](C)
op ×Alg
E[k](C)→ C
op×C
H′
→ S,
where H is the adjoint of the Yoneda embedding for C (given informally by H(C,C′) = MapC(C,C
′)). The
forgetful functor θ : Alg
E[k](C) → C determines a natural transformation of functors Map → X . We claim
that this functor satisfies conditions (1) and (2) of Theorem 2.6.5.
Suppose we are given a morphism A′ → A in Alg
E[k](C) and an object B ∈ AlgE[k](C). Let 1 denote the
unit object of Cm. Proposition C.1.3.8 implies that AlgE[k](C) is equivalent to (C)
1/. It follows that we have
a natural transformation of fiber sequences
Map(A,B) //

Map(A′, B)

X(A,B) //

X(A′, B)

MapC(1, θ(B)) // MapC(1, θ(B)).
Since the bottom horizontal map is a homotopy equivalence, the upper square is a homotopy pullback square.
This proves (1). To prove (2), we invoke Corollary 2.5.28 to identify ZE[k](f)
× = MapC(1,ZE[k](f)
×) with
the mapping space MapC(θ(A), θ(B)) = X(A,B).
We now treat the case where k > 0. Applying Corollary 2.3.15 (in the setting of ∞-categories which
are not necessarily small, which admit small colimits) we obtain a fully faithful embedding ψ : Alg
E[k](C)→
Alg
E[k−1](Mod
L
C(LPr)). Let κ be an uncountable regular cardinal satisfying the conditions of Lemma 2.6.12
and let C′ = ModC(LPrκ). Using Corollary M.2.3.8, Lemma 2.6.9, and Lemma 2.6.11, we deduce that C
′
is a presentable ∞-category equipped with a symmetric monoidal structure, such that the tensor product
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⊗ : C′×C′ → C′ preserves colimits separately in each variable. The functor ψ induces a fully faithful
embedding Alg
E[k](C)→ AlgE[k−1](C
′), which we will also denote by ψ.
Let Map′ : Alg
E[k−1](C
′)op × Alg
E[k−1](C
′) → S be the adjoint to the Yoneda embedding. Invoking the
inductive hypothesis, we deduce that there exists another functor X ′ : Alg
E[k−1](C
′)op × Alg
E[k−1](C
′) → S
and a natural transformation α′ : Map′ → X ′ satisfying hypotheses (1) and (2) for the ∞-category C′. Let
X denote the composition
Alg
E[k](C)
op ×Alg
E[k](C)
ψ×ψ
→ Alg
E[k−1](C
′)op ×Alg
E[k−1](C
′)
X′
→ S .
Since ψ is fully faithful, the composition
Alg
E[k](C)
op ×Alg
E[k](C)
ψ×ψ
→ Alg
E[k−1](C
′)op ×Alg
E[k−1](C
′)
Map′
→ S
is equivalent to Map, so that α′ induces a natural transformation of functors α : Map→ X .
It is clear from the inductive hypothesis that the natural transformation α satisfies condition (1). We
will prove that α satisfies (2). Let f : A → B be a morphism in Alg
E[k](C), and let ψ(f) : A → B be the
induced morphism in Alg
E[k−1](C
′). Let Z = ZE[k](f), so that we have a commutative diagram
Z ⊗A
##G
GG
GG
GG
G
A
<<xxxxxxxxx f // B.
Applying the (symmetric monoidal) functor ψ, we obtain a diagram
ψ(Z)⊗A
$$I
II
II
II
II
A
;;vvvvvvvvvv ψ(f) // B,
which is classified by a map β : ψ(Z) → ZE[k−1](ψ(f)). The inductive hypothesis guarantees a homotopy
equivalence ZE[k−1](ψ(f))
× ≃ Ωn−1X ′(A,B) ≃ Ωn−1X(A,B). Passing to loop spaces, we get an homotopy
equivalence ΩZE[k−1](ψ(f))
× ≃ ΩnX(A,B). We will complete the proof by showing the following:
(a) There is a canonical homotopy equivalence Z× ≃ Ωψ(Z)×.
(b) The map β induces a homotopy equivalence Ωψ(Z)× → ΩZE[k−1](ψ(f))
×.
Assertion (a) is easy: the space Ωψ(Z)× can be identified with the summand of the mapping space
MapModRZ (C)(Z,Z) spanned by the equivalences from Z to itself. Corollary M.2.4.3 furnishes an identification
MapModRZ (C)(Z,Z) ≃ MapC(1, Z), under which the summand Ωψ(Z)
× ⊆ MapModRZ (C)(Z,Z) corresponds to
the space of units Z×.
The proof of (b) is slightly more involved. We wish to show that β induces a homotopy equivalence
φ : ΩMapModC(LPrκ)(C,Mod
R
Z (C))→ ΩMapModC(LPrκ)(C,ZE[k−1](ψ(f))).
Let D⊗ be a unitalization of the symmetric monoidal ∞-category ModC(LPr)⊗, so that the underlying
∞-category of D is equivalent to ModC(LPr)C /. Since E[k − 1] is unital, we can regard Mor
R
Z(C) and
ZE[k−1](ψ(f)) as E[k − 1]-algebra objects of D. Regard the ∞-category ModC(LPr) as tensored over spaces,
and let D = C⊗S1 (see §T.4.4.4), regarded as an object of D by choosing a base point ∗ ∈ S1. Then we can
identify φ with the morphism MapD(D,Mod
R
Z(C))→ MapD(D,ZE[k−1](ψ(f))).
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Theorem 2.3.5 guarantees that the construction C 7→ ModRC(C) determines a fully faithful embedding
of symmetric monoidal ∞-categories F : Alg(C)⊗ → D⊗. Theorem 2.3.8 guarantees that the underlying
functor f : Alg(C) → D admits a right adjoint g, so that f exhibits Alg(C) as a colocalization of D which
is stable under tensor products in D. Using Proposition C.1.7.1, we see that g can be regarded as a lax
symmetric monoidal functor, and induces a map γ : Alg
E[k](C) ≃ AlgE[k−1](Alg(C))→ AlgE[k−1](D) which is
right adjoint to the functor given by composition with F . Using the fact that ψ is a fully faithful symmetric
monoidal functor, we deduce that γ(β) is an equivalence in Alg
E[k](C). Consequently, to prove that φ induces
an equivalence from MapD(D,Mod
R
Z(C)) to MapD(D,ZE[k−1](ψ(f))), it will suffice to show that the object
D ∈ D lies in the essential image of the functor f . In other words, we must show that there exists an algebra
object K ∈ Alg(C) such that C⊗S1 is equivalent to ModRK(C) in the ∞-category ModC(LPr)C /. Choosing
a symmetric monoidal functor S× → C⊗ (which is well-defined up to a contractible space of choices), we
can reduce to the case where C = S, endowed with the Cartesian symmetric monoidal structure. In this
case, ModC(LPr) is equivalent to the ∞-category LPr of symmetric monoidal ∞-categories, and the tensor
product C⊗S1 can be identified with the ∞-category (S)/S1 of spaces lying over the circle. In this case, we
can take K = Z ≃ Ω(S1) ∈ Mon(S) ≃ Alg(S) to be the group of integers: the equivalence S/S1 ≃ AlgK(S)
is provided by Remark 1.3.10, and the free module functor S → AlgK(S) corresponds to the map given by
the base point on S1 by virtue of Remark 1.3.11.
Warning 2.6.13. The spaces X(A,B) constructed in the proof of Theorem 2.6.5 depend on the regular
cardinals κ that are chosen at each stage of the construction. We can eliminate this dependence by replacing
the functor X by the essential image of the natural transformation α : Map→ X at each step.
Remark 2.6.14. With a bit more effort, one can show that the homotopy equivalence ΩkX(A,B) ≃
ZE[k](f)
× appearing in Theorem 2.6.5 is an equivalence of k-fold loop spaces, which depends functorially on
A and B.
2.7 The Cotangent Complex of an E[k]-Algebra
Let k → A be a map of commutative rings. The multiplication map A ⊗k A → A is a surjection whose
kernel is an ideal I ⊆ A⊗kA. The quotient I/I2 is an A-module, and there is a canonical k-linear derivation
d : A→ I/I2, which carries an element a ∈ A to the image of (a⊗ 1− 1⊗ a) ∈ I. In fact, this derivation is
universal: for any A-module M , composition with d induces a bijection HomA(I/I
2,M)→ Derk(A,M). In
other words, the quotient I/I2 can be identified with the module of Ka¨hler differentials ΩA/k.
The above analysis generalizes in a straightforward way to the setting of associative algebras. Assume
that k is a commutative ring and that A is an associative k-algebra. Let M be an A-bimodule (in the
category of k-modules: that is, we require λm = mλ for m ∈ M and λ ∈ k). A k-linear derivation from
A into M is a k-linear map d : A → M satisfying the Leibniz formula d(ab) = d(a)b + ad(b). If we let I
denote the kernel of the multiplication map A ⊗k A → A, then I has the structure of an A-bimodule, and
the formula d(a) = a ⊗ 1 − 1 ⊗ a defines a derivation from A into M . This derivation is again universal in
the following sense:
(∗) For any bimodule M , composition with d induces a bijection of Hom(I,M) with the set of k-linear
derivations from I into M .
If A is commutative, then I/I2 is the universal A-module map which receives an A-bimodule homomorphism
from I. Consequently, (∗) can be regarded as a generalization of the formula ΩA/k ≃ I/I
2.
Our goal in this section is to obtain an∞-categorical analogue of assertion (∗). Rather than than working
in the ordinary abelian category of k-modules, we will work with a symmetric monoidal stable ∞-category
C. In this case, we can consider algebra objects A ∈ AlgO(C) for any coherent ∞-operad O
⊗. According
to Theorem D.1.78, we can identify the stabilization Stab(AlgO(C)/A) with the stable ∞-category Mod
O
A(C)
of O-algebra objects of C. In particular, the absolute cotangent complex LA can be identified an object of
ModOA(C). Our goal is to obtain a concrete description of LA in the special case where O
⊗ = E[k] is the
∞-operad of little k-cubes.
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To motivate the description, let us consider first the case where k = 1. In this case, we can identify
ModOA(C) with the ∞-category of A-bimodule objects of C (see §C.3.5). Motivated by assertion (∗), we
might suppose that LA can be identified with the fiber of the multiplication map A ⊗ A → A (regarded as
a map of A-bimodules). The domain of this map is the free A-bimodule, characterized up to equivalence by
the existence of a morphism e : 1→ A⊗A with the property that it induces homotopy equivalences
MapModOA(C)(A⊗A,M)→ MapC(1,M)
(here and in what follows, we will identify A-module objects of C with their images in C).
Assume now that k ≥ 0 is arbitrary, that C is presentable, and that the tensor product on C preserves
colimits separately in each variable. The forgetful functor ModOA(C)→ C preserves small limits and colimits
(Corollaries C.3.3.2 and C.3.4.5), and therefore admits a left adjoint F : C→ ModOA(C) (Corollary T.5.5.2.9).
We can formulate our main result as follows:
Theorem 2.7.1. Let C⊗ be a stable symmetric monoidal ∞-category and let k ≥ 0. Assume that C is
presentable and that the tensor product operation on C preserves colimits separately in each variable. For
every E[k]-algebra object A ∈ Alg
E[k](C), there is a canonical fiber sequence
F (1)→ A→ LA[k]
in the stable ∞-category ModOA(C). Here F : C → Mod
O
A(C) denotes the free functor described above, and
the map of A-modules F (1)→ A is determines by the unit map 1→ A in the ∞-category C.
Remark 2.7.2. A version of Theorem 2.7.1 is proven in [21].
Remark 2.7.3. If A is an E[k]-algebra object of C, then we can think of an A-module M ∈ ModE[k]A (C) as
an object of C equipped with a commuting family of (left) actions of A parametrized by the (k − 1)-sphere
of rays in the Euclidean space Rk which emanate from the origin. This is equivalent to the action of a single
associative algebra object of C: namely, the topological chiral homology
∫
Sk−1
A (see the discussion at the
end of §3.5). The free module F (1) can be identified with
∫
Sk−1
A itself.
An equivalent formulation of Theorem 2.7.1 asserts the existence of a fiber sequence of A-modules
LA
θ
→ Ωk−1F (1)
θ′
→ Ωk−1A.
In particular, the map θ classifies a derivation d of A into Ωk−1F (1). Informally, this derivation is determined
by pairing the canonical Sk−1-parameter family of maps A →
∫
Sk−1 A with the fundamental class of S
k−1.
Because the induced family of composite maps A →
∫
Sk−1
A → A is constant, this derivation lands in the
fiber of the map θ′. When k = 1, we can identify F (1) with the tensor product A ⊗ A, and our heuristic
recovers the classical formula d(a) = a⊗ 1− 1⊗ a.
Remark 2.7.4. Our formulation of Theorem 2.7.1 is designed to emphasize the maximal amount of sym-
metry. The shift LA[k] can be identified with the tensor product of LA with the pointed space S
k, regarded
as the one-point compactification of the Euclidean space Rk. With respect to this identification, the fiber
sequence of Theorem 2.7.1 can be constructed so as to be equivariant with respect to the group of self-
homeomorphisms of Rk (which acts on the ∞-operad E[k] up to coherent homotopy, as explained in §3.1).
However, this equivariance is not apparent from the construction we present below.
We now explain how to deduce Theorem 2.7.1 from Theorem 2.6.5. Fix an E[k]-algebra A ∈ Alg
E[k](C),
and let E = Alg
E[k](C)A/. Consider the functors X,Y, Z : E→ S∗ given informally by the formulas
X(f : A→ B) = ΩnMapAlg
E[k]
(A,B) Y (f : A→ B) = ZE[k](f)
× Z(f : A→ B) = B×.
Theorem 2.6.5 implies that these functors fit into a pullback diagram
X //

Y

∗ // Z,
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where ∗ : E → S∗ is the constant diagram taking the value ∗. (In fact, we have a pullback diagram in the
∞-category of functors from E to the ∞-category MonE[k](S) of E[k]-spaces, but we will not need this).
Let E′ = Alg
E[k](C)A/ /A. Let X
′ : E′ → S∗ be the functor which assigns to a diagram
B
@
@@
@@
@@
A
f
??~~~~~~~ idA // A
the fiber of the induced map X(f)→ X(idA), and let Y ′ and Z ′ be defined similarly. Using Lemma T.5.5.2.3,
we deduce the existence of a pullback diagram of functors
X ′ //

Y ′

∗ // Z ′.
Let φ : ModOA(C) → AlgE[k](C)A/ /A be the functor given informally by the formula M 7→ A ⊕ M
(that is, φ is the composition of the identification ModOA(C) ≃ Stab(AlgE[k](C)A/ /A) with the functor Ω
∞ :
Stab(Alg
E[k](C)A//A) → AlgE[k](C)A/ /A). Let X
′′ = X ′ ◦ φ, and define Y ′′ and Z ′′ similarly. We have a
pullback diagram of functors
X ′′ //

Y ′′

∗ // Z ′′
from ModOA(C) to S∗.
The functor Z ′′ carries an A-module M to the fiber of the map (A⊕M)× → A×, which can be identified
with MapC(1,M) ≃ MapModE[k]A (C)
(F (1),M). In other words, the functor Z ′′ is corepresentable by the object
F (1) ∈ Mod
E[k]
A (C). Similarly, Theorem 2.5.27 implies that the functor Y
′′ is corepresentable by the object
A ∈ Mod
E[k]
A (C). By definition, the functor X
′′ is corepresentable by the shifted cotangent complex LA[k].
Since the Yoneda embedding for Mod
E[k]
A (C) is fully faithful, we deduce the existence of a commutative
diagram of representing objects
LA[k] Aoo
0
OO
F (1)oo
OO
which is evidently a pushout square. This yields the desired fiber sequence
F (1)→ A→ LA[k].
in Mod
E[k]
A (C).
Remark 2.7.5. The fiber sequence of Theorem 2.7.1 depends functorially on A (this follows from a more
careful version of the construction above). We leave the details of the formulation to the reader’s imagination.
Remark 2.7.6. Let A be a commutative algebra object of C. Then A can be regarded as an E[k]-algebra
object of C for every nonnegative integer k. When regarded as an E[k]-algebra object, A has a cotangent
complex which we will denote by L
(k)
A , to emphasize the dependence on k. The topological chiral homology
(see §3)
∫
Sk−1 A can be identified with the tensor product A ⊗ S
k−1 (Theorem 3.5.4), which is the (k − 1)-
fold (unreduced) suspension Σk−1A of A, regarded as an object of AlgCRing(C)/A. According to Theorem
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2.7.1, we have a canonical identification L
(k)
A ≃ (kerΩ
k−1Σk−1(A) → A) in the ∞-category C. Since the
∞-operad CRing is equivalent to the colimit of the ∞-operads E[k] (see Corollary 1.1.9), we conclude that
the commutative algebra cotangent complex LA can be computed as the colimit lim−→k
L
(k)
A . Combining this
observation with the above identification, we obtain an alternative “derivation” of the formula Ω∞Σ∞ ≃
lim−→k Ω
kΣk.
Example 2.7.7. Let C be as in Theorem 2.7.1 and let ǫ : A→ 1 be an augmented E[k]-algebra object of C
(see Example 2.5.14). Theorem 2.5.27 guarantees the existence of a Koszul dual A∨ = ZE[k](ǫ). Moreover, as
an object of the underlying ∞-category C, A∨ can be identified with a morphism object Mor
Mod
E[k]
A (C)
(A,1).
Combining this observation with the fiber sequence of Theorem 2.7.1 (and observing that the morphism
object Mor
Mod
E[k]
A (C)
(F (1),1) is equivalent to 1), we obtain a fiber sequence
Mor
Mod
E[k]
A (C)
(LA[k],1)→ A
∨ θ→ 1
in C. The map θ underlies the augmentation on A∨ described in Example 2.5.14; we may therefore view
Mor
Mod
E[k]
A (C)
(LA[k],1) as the “augmentation ideal” of the Koszul dual A
∨.
In heuristic terms, we can view the E[k]-algebra A as determining a “noncommutative scheme” SpecA,
which is equipped with a point given by the augmentation ǫ. We can think of LA as a version of the
cotangent bundle of SpecA, and Mor
Mod
E[k]
A (C)
(LA,1) as a version of the tangent space to SpecA at the
point determined by ǫ. The above analysis shows that, up to a shift by k, this “tangent space” itself is the
augmentation ideal in a different augmented E[k]-algebra object of C (namely, the Koszul dual algebra A∨).
3 Factorizable Sheaves
Fix an integer k ≥ 0. In §1, we introduced the ∞-operad E[k] of little k-cubes. The underlying ∞-category
of E[k] has a unique object, which we can think of as an abstract open cube ✷k of dimension k. There
are a number of variations on this theme, where we consider cubes (or, equivalently, open disks) endowed
with additional structures of various types. In §3.1, we will review some of these variations and study their
relationship with one another. For our purposes, the main case of interest is that in which we require all
of our cubes to be equipped with an open embedding into a topological manifold M of dimension k. The
collection of such cubes can be organized into an ∞-operad, which we will denote by E[M ]; we refer the
reader to 3.2 for a precise definition.
Roughly speaking, we can think of an E[M ]-algebra object of a symmetric monoidal ∞-category C⊗ as
a family of E[k]-algebras Ax parametrized by the points x ∈ M (more accurately, one should think of this
family as “twisted” by the tangent bundle of M : that is, for every point x ∈ M we should think of Ax as
an algebra over an ∞-operad whose objects are little disks in the tangent space TM,x to M at x). There
is a convenient geometric way to encode this information. Following Beilinson and Drinfeld (see [8]), we
define the Ran space Ran(M) of M to be the collection of all nonempty finite subsets of M (for a more
detailed discussion of Ran(M), together with a definition of Ran(M) as a topological space, we refer the
reader to 3.3). To every point S ∈ Ran(M), the tensor product AS =
⊗
s∈S As is an object of C. We
will see that the objects are the stalks of a C-valued cosheaf F on the Ran space. We can regard F as a
constructible cosheaf which is obtained by gluing together locally constant cosheaves along the locally closet
subsets Rann(M) = {S ∈ Ran(M) : |S| = n} ⊆ Ran(M) for n ≥ 1; the “gluing” data for these restrictions
reflects the multiplicative structure of the algebras {Ax}x∈M . In §3.6, we will see that the construction
A 7→ F determines an equivalence of∞-categories from the ∞-category of (nonunital) E[M ]-algebras in C to
a suitable ∞-category of factorizable C-valued cosheaves on Ran(M), which are constructible with respect
to the above stratification (Theorem 3.6.10).
The description of an E[M ]-algebra object A of C as a factorizable C-valued cosheaf F on Ran(M) suggests
an interesting invariant of A: namely, the object F(Ran(M)) ∈ C given by global sections of F. In the case
where M is connected, we will refer to the global sections F(Ran(M)) as the topological chiral homology of
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M with coefficients in A, which we will denote by
∫
M
A. We will give an independent definition of
∫
M
A
(which does not require the assumption that M is connected) in §3.4, and verify that it is equivalent to
F(Ran(M)) for connected M in §3.6 (Theorem 3.6.13). The construction A 7→
∫
M
A can be regarded as
a generalization of Hochschild homology (Theorem 3.5.7) and has a number of excellent formal properties,
which we will verify in §3.5. In §3.8, will use the theory of topological chiral homology to formulate and
prove a nonabelian version of the Poincare duality theorem (Theorem 3.8.6). The proof relies on a technical
compatibility result between fiber products and sifted colimits, which we verify in §3.7.
Convention 3.0.8. Unless otherwise specified, the word manifold will refer to a paracompact Hausdorff
topological manifold of some fixed dimension k.
3.1 Variations on the Little Cubes Operads
Fix an integer k ≥ 0. In §1.1, we introduced a topological operad E˜[k] whose n-ary operations are given by
rectilinear open embeddings from ✷k×〈n〉◦ into ✷k. Our goal in this section is to introduce some variations
on this construction, where we drop the requirement that our embeddings be rectilinear (or replace the
condition of rectilinearity by some other condition). The main observation is that the resulting ∞-operads
are closely related to the ∞-operad E[k] studied in §1 (see Proposition 3.1.9 below).
Notation 3.1.1. If M and N are manifolds of the same dimension, we let Emb(M,N) denote the space of
all open embeddings from M into N (for a more detailed discussion of these embedding spaces, we refer the
reader to §A.11).
Definition 3.1.2. Fix an integer k ≥ 0. We define a topological category E˜[BTop(k)] as follows:
(1) The objects of E˜[BTop(k)] are the objects 〈n〉 ∈ Γ.
(2) Given a pair of objects 〈m〉, 〈n〉 ∈ E˜[BTop(k)], the mapping space MapeE[BTop(k)](〈m〉, 〈n〉) is given by
the disjoint union ∐
α
∏
1≤i≤n
Emb(Rk×α−1{i},Rk)
taken over all morphisms α : 〈m〉 → 〈n〉 in Γ.
We let E[BTop(k)] denote the ∞-category given by the topological nerve N(E˜[BTop(k)]).
Remark 3.1.3. It follows from Proposition C.4.3.6 that E[BTop(k)] is an ∞-operad.
Remark 3.1.4. Definition 3.1.2 is a close relative of Definition 1.1.1. In fact, choosing a homeomorphism
Rk ≃ ✷k, we obtain an inclusion of ∞-operads E[k]→ E[BTop(k)].
Remark 3.1.5. The object 〈0〉 is initial in E˜[BTop(k)]. It follows that E[BTop(k)] is a unital ∞-operad.
Example 3.1.6. Suppose that k = 1. Every open embedding j : ✷k × S →֒ ✷k determines a pair (<, ǫ),
where < is an element of the set of linear orderings of S (given by s < s′ if j(0, s) < j(0, s′)) and ǫ : S → {±1}
is a function defined so that ǫ(s) = 1 if j|✷k × {s} is orientation preserving, and ǫ(s) = −1 otherwise. This
construction determines a homotopy equivalence Emb(✷k×S,✷k)→ L(S)×{±1}S, where L(S) denotes the
set of linear orderings of S. It follows that E[BTop(k)] is equivalent to the nerve of its homotopy category
and therefore arises from an operad in the category of sets via Construction C.1.1.9. In fact, this is the
operad which controls associative algebras with involution, as described in §B.2.
Definition 3.1.7. For each integer k ≥ 0, we let BTop(k) denote the fiber product E[BTop(k)]×N(Γ) {〈1〉}.
Then BTop(k) can be identified with the nerve of the topological category having a single object whose
endomorphism monoid is the space Emb(Rk,Rk) of open embeddings from Rk to itself. It follows from
the Kister-Mazur theorem (Theorem A.11.5) that Emb(Rk,Rk) is a grouplike topological monoid, so that
BTop(k) is a Kan complex. In fact, Theorem A.11.5 shows that BTop(k) can be identified with a classifying
space for the topological group Top(k) of homeomorphisms from Rk to itself.
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Remark 3.1.8. We can modify Definition 3.1.2 by replacing the embedding spaces Emb(Rk ×S,Rk) by the
products
∏
s∈S Emb(R
k,Rk). This yields another ∞-operad, which is canonically isomorphic to BTop(k)∐.
The evident inclusions Emb(Rk×S,Rk) →֒
∏
s∈S Emb(R
k,Rk) induce an inclusion of ∞-operads
E˜[BTop(k)] →֒ BTop(k)∐.
If k > 0, then the Kan complex BTop(k) is not contractible (nor even simply-connected, since an
orientation-reversing homeomorphisms from Rk to itself cannot be isotopic to the identity), so the ∞-
operad E˜[BTop(k)] is not reduced. Consequently, we can apply Theorem B.2.6 to decompose E˜[BTop(k)] as
the assembly of a family of reduced∞-operads. The key to understanding this decomposition is the following
observation:
Proposition 3.1.9. Let k be a nonnegative integer, and choose a homeomorphism Rk ≃ ✷k. The induced
inclusion f : E[k]→ E[BTop(k)] is an ornamental map of ∞-operads (see §B.2).
Proof. We will employ the notation introduced in §A.11. It will suffice to show that f satisfies criterion
(3) of Lemma B.2.14. Unwinding the definitions, we are reduced to showing that for every finite set S, the
diagram
Sing(Rect(✷k × S,✷k)) //

(Sing Rect(✷k,✷k))S

Sing(Emb(Rk×S),Rk) // Sing(Emb(Rk,Rk))S
is a homotopy pullback square of Kan complexes. Consider the larger diagram
Sing(Rect(✷k × S,✷k)) //

(Sing Rect(✷k,✷k))S

Sing(Emb(Rk ×S,Rk)) //

Sing(Emb(Rk,Rk))S

Germ(S,Rk) //

∏
s∈S Germ({s},R
k)

Conf(S,Rk) //
∏
s∈S Conf({s},R
k).
The lower square is a pullback diagram in which the vertical maps are Kan fibrations, and therefore a
homotopy pullback diagram. The middle square is a homotopy pullback diagram because the middle vertical
maps are homotopy equivalences (Proposition A.11.8). The outer rectangle is a homotopy pullback diagram
because the vertical compositions are homotopy equivalences (Remark 1.1.5). The desired result now follows
from a diagram chase.
Remark 3.1.10. Fix a nonnegative integer k. The ∞-operad E[BTop(k)] is unital and its underlying
∞-category is a Kan complex BTop(k). According to Theorem B.2.6, there exists a reduced family of ∞-
operads O⊗ and an assembly map O⊗ → E[BTop(k)]. Then O⊗〈0〉 ≃ O ≃ BTop(k); we may therefore assume
without loss of generality that O⊗ → BTop(k) × N(Γ) is a BTop(k)-family of ∞-operads. Since E[k] is
reduced, Theorem B.2.6 guarantees that the inclusion E[k]→ E[BTop(k)] factors (up to homotopy) through
O
⊗. Without loss of generality, this map factors through O⊗x for some vertex x ∈ BTop(k). The resulting
map E[k] → O⊗x is an ornamental map between reduced ∞-operads (Proposition 3.1.9), and therefore an
equivalence (Lemma B.2.22). We can summarize the situation as follows: the ∞-operad E[BTop(k)] is
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obtained by assembling a reduced BTop(k)-family of ∞-operads, each of which is equivalent to E[k]. More
informally, we can regard this BTop(k)-family as encoding an action of the loop space ΩBTop(k) ≃ Top(k)
on the ∞-operad E[k], so that E[BTop(k)] can be regarded as a semidirect product of E[k] by the action of
the topological group Top(k) of homeomorphisms of Rk with itself.
We can summarize Remark 3.1.10 informally as follows: if C⊗ is a symmetric monoidal∞-category, then
the∞-category Alg
E[BTop(k)](C) can be identified with the∞-category of E[k]-algebra objects of C which are
equipped with a compatible action of the topological group Top(k). The requirement that Top(k) act on
an E[k]-algebra is rather strong: in practice, we often encounter situations where an algebra A ∈ Alg
E[k](C)
is acted on not by the whole of Top(k), but by some subgroup. Our next definition gives a convenient
formulation of this situation.
Definition 3.1.11. Let B be a Kan complex equipped with a Kan fibration B → BTop(k). We let E[B]
denote the fiber product
E[BTop(k)]×BTop(k)∐ B
∐.
Remark 3.1.12. It follows immediately from the definitions that E[B] is a unital∞-operad, equipped with
an ornamental map E[B]→ E[BTop(k)].
Warning 3.1.13. Our notation is slightly abusive. The ∞-operad E[B] depends not only on the Kan
complex B, but also the integer k and the map θ : B → BTop(k). We can think of θ as classifying a fiber
bundle over the geometric realization |B|, whose fibers are Euclidean spaces.
Remark 3.1.14. Let O⊗ → BTop(k)×N(Γ) be the ∞-operad family of Remark 3.1.10. If θ : B → BTop(k)
is any map of Kan complexes, then the fiber product O⊗×BTop(k)B is a B-family of reduced unital ∞-
operads. When θ is a Kan fibration (which we may assume without loss of generality), then this B-family of
∞-operads assembles to the unital ∞-operad E[B] (see §B.2). We can informally describe the situation as
follows: an E[B]-algebra object of a symmetric monoidal ∞-category C is a (twisted) family of E[k]-algebra
objects of C, parametrized by Kan complex B (the nature of the twisting is specified by the map θ).
We conclude this section by illustrating Definition 3.1.11 with some examples. Another general class of
examples will be discussed in §3.2.
Example 3.1.15. Let B be a contractible Kan complex equipped with a Kan fibration B → BTop(k). Then
E[B] is equivalent to the ∞-operad E[k].
Example 3.1.16. Fix k ≥ 0, and choose a homeomorphism of Rk with the unit ball B(1) ⊆ Rk. We will
say that a map f : B(1)→ B(1) is a projective isometry if there exists an element γ in the orthogonal group
O(k), a positive real number λ, and a vector v0 ∈ B(1) such that f is given by the formula f(w) = v0+λγ(w).
For every finite set S, we let Isom+(B(1) × S,B(1)) denote the (closed) subspace of Emb(B(1) × S,B(1))
consisting of those open embeddings whose restriction to each ball B(1) × {s} is an orientation-preserving
projective isometry. Let E˜[SO(k)] be the subcategory of E˜[BTop(k)] having the same objects, with morphism
spaces given by
MapeE[SO(k)](〈m〉, 〈n〉) =
∐
α
∏
1≤i≤n
Isom+(B(1)× α−1{i}, B(1)).
Then O⊗ = N(E˜[SO(k)]) is a unital∞-operad. The inclusion O⊗ →֒ E[BTop(k)] is an ornamental map which
induces an identification of O⊗ with the ∞-operad E[B], where B is a Kan complex which plays the role
of a classifying space BSO(k) for the special orthogonal group SO(k) (and we arrange that the inclusion of
topological groups SO(k)→ Top(k) induces a Kan fibration BSO(k)→ BTop(k)). This recovers the operad
of framed disks described, for example, in [70].
Variant 3.1.17. In Example 3.1.16, there is no need to restrict our attention to orientation preserving
maps. If we instead allow all projective isometries, then we get another ∞-operad O⊗ ≃ E[B], where B is a
classifying space for the orthogonal group O(k).
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Example 3.1.18. In the definition of E˜[BTop(k)], we have allowed arbitrary open embeddings between
Euclidean spaces Rk. We could instead restrict our attention to spaces of smooth open embeddings (which
we regard as equipped with the Whitney topology, where convergence is given by uniform convergence
of all derivatives on compact sets) to obtain an ∞-operad E[Sm]. This can be identified with the ∞-
operad E[B], where B is a classifying space for the monoid of smooth embeddings from the open ball
B(1) to itself. Since every projective isometry is smooth, there is an obvious map O⊗ → E[Sm], where
O
⊗ is defined as in Variant 3.1.17. In fact, this map is an equivalence of ∞-operads: this follows from
the fact that the inclusion from the orthogonal group O(k) into the space Embsm(B(1), B(1)) of smooth
embeddings of B(1) to itself is a homotopy equivalence (it has a homotopy inverse given by the composition
Embsm(B(1), B(1)) → GLk(R) → O(k), where the first map is given by taking the derivative at the origin
and the second is a homotopy inverse to the inclusion O(k) →֒ GLk(R)).
Variant 3.1.19. In Example 3.1.18, we can use piecewise linear manifolds in place of smooth manifolds. We
can also consider manifolds which are equipped with additional structures, such as orientations. We leave
the details to the reader.
3.2 Little Cubes in a Manifold
Let M be a topological space equipped with an Rk-bundle ζ →M . Assuming that M is sufficiently nice, we
can choose a Kan complex B such that X is homotopy equivalent to the geometric realization |B|, and the
bundle ζ is classified by a Kan fibration of simplicial sets θ : B → BTop(k). In this case, we can apply the
construction of Definition 3.1.11 to obtain an ∞-operad E[B]. In the special case where M is a topological
manifold of dimension k and ζ is the tangent bundle of M , we will denote this ∞-operad by E[M ] (see
Definition 3.2.1 below for a precise definition). We can think of E[M ] as a variation on the ∞-operad E[k]
whose objects are cubes ✷k equipped with an open embedding intoM , and whose morphisms are required to
be compatible with these open embeddings (up to specified isotopy). We will also consider a more rigid version
of the∞-operad E[M ], where the morphisms are required to be strictly compatible with the embeddings into
M (rather than merely up to isotopy); this ∞-operad will be denoted by N(Disk(M))⊗ (Definition 3.2.4).
The main result of this section is Theorem 3.2.7, which asserts that theory of E[M ]-algebras is closely related
to the more rigid theory of N(Disk(M))⊗-algebras.
Our first step is to describe the ∞-operad E[M ] more precisely.
Definition 3.2.1. Let M be a topological manifold of dimension k. We define a topological category CM
having two objects, which we will denote by M and Rk, with mapping spaces given by the formulas
MapCM (R
k,Rk) = Emb(Rk,Rk) MapCM (R
k,M) = Emb(Rk,M)
MapCM (M,R
k) = ∅ MapCM (M,M) = {idM}.
We identify the Kan complex BTop(k) with a full subcategory of the nerve N(CM ). Let BM denote the Kan
complex BTop(k)×N(CM ) N(CM )/M . We let E[M ] denote the ∞-operad E[BTop(k)]×BTop(k)∐ B
∐
M In other
words, we let E[M ] denote the ∞-operad E[BM ] introduced in Definition 3.1.11.
Remark 3.2.2. Let M be a topological manifold of dimension k, and let BM be defined as in Definition
3.2.1. Then E[M ] can be obtained as the assembly of a BM -family of∞-operads, each of which is equivalent
to E[k] (Remark 3.1.14). To justify our notation, we will show that the Kan complex BM is canonically
homotopy equivalent to the (singular complex of) M . More precisely, we will construct a canonical chain of
homotopy equivalences
BM ← B
′
M → B
′′
M ← Sing(M).
To this end, we define topological categories C′M and C
′′
M , each of which consists of a pair of objects {R
k,M}
with morphism spaces given by the formulas
MapC′M (R
k,Rk) = Emb0(R
k,Rk) MapC′M (R
k,M) = Emb(Rk,M)
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MapC′′M (R
k,Rk) = {0} MapC′′M (R
k,M) =M
MapC′M (M,R
k) = ∅ = MapC′′M (M,R
k) MapC′M (M,M) = {idM} = MapC′′M (M,M).
Here we let Emb0(R
k,Rk) denote the closed subset of Emb(Rk,Rk) spanned by those open embeddings
f : Rk → Rk such that f(0) = 0.
Let BTop′(k) denote the full subcategory of N(C′M ) spanned by the object R
k, let B′M denote the fiber
product BTop(k)×N(C′M ) N(C
′
M )/M , and let B
′′
M denote the fiber product {R
k}×N(C′′M ) N(C
′′
M )/M . We have
maps of topological categories CM
θ
← C′M
θ′′
→ C′′M . The map θ is a weak equivalence of topological categories,
and so induces a homotopy equivalence B′M → BM . We claim that the induced map ψ : B
′
M → B
′′
M
is also a homotopy equivalence. We can identify vertices of B′M with open embeddings R
k → M and
vertices of B′′M with points of M ; since M is a k-manifold, the map ψ is surjective on vertices. Fix a vertex
(j : Rk →֒M) ∈ B′M . We have a map of homotopy fiber sequences
MapN(C′M )(R
k,Rk) //

MapN(C′M )(R
k,M)
φ //

B′M

∗ // MapN(C′′M )(R
k,M) // B′′M .
It follows from Remark A.11.11 that the left square is a homotopy pullback. It follows that the map of path
spaces MapB′M (j, j
′) → MapB′′M (ψ(j), ψ(j
′)) is a homotopy equivalence for every j′ lying in the essential
image of φ. Since the space BTop′(k) is connected, the map φ is essentially surjective, so that ψ is a
homotopy equivalence as desired.
We note there is a canonical homotopy equivalence Sing(M) → B′′M (adjoint to the weak homotopy
equivalence appearing in Proposition T.2.2.2.7). Consequently, we obtain a canonical isomorphism BM ≃
B′M ≃ B
′′
M ≃ Sing(M) in the homotopy category H. It follows that E[M ] can be identified with the colimit
of a family of ∞-operads parametrized by M , each of which is equivalent to E[k]. This family is generally
not constant: instead, it is twisted by the principal Top(k)-bundle given by the tangent bundle of M . In
other words, if O⊗ is an ∞-operad, then we can think of an object of Alg
E[M ](O) as a family of E[k]-algebra
objects of O⊗, parametrized by the points of M .
Example 3.2.3. Let M be the Euclidean space Rk. Then the space BM is contractible, so that E[M ]
is equivalent to the littles cubes operad E[k] (see Example 3.1.15). Since the ∞-operad E[M ] depends
functorially on M , we obtain another description of the “action up to homotopy” of the homeomorphism
group Top(k) on E[k] (at least if we view Top(k) as a discrete group).
We now introduce a more rigid variant of the ∞-operad E[M ].
Definition 3.2.4. Let M be a topological manifold of dimension k. Let Disk(M) denote the collection of
all open subsets U ⊆M which are homeomorphic to Euclidean space Rk. We regard Disk(M) as a partially
ordered set (with respect to inclusions of open sets), and let N(Disk(M)) denote its nerve. Let N(Disk(M))⊗
denote the subcategory subset of N(Disk(M))∐ spanned by those morphisms (U1, . . . , Um) → (V1, . . . , Vn)
with the following property: for every pair of distinct integers 1 ≤ i, j ≤ m having the same image k ∈ 〈n〉◦,
the open subsets Ui, Uj ⊆ Vk are disjoint.
Remark 3.2.5. Let M be a manifold of dimension. Then N(Disk(M))⊗ is the ∞-operad associated to the
ordinary colored operad O whose objects are elements of Disk(M), with morphisms given by
MulO({U1, . . . , Un}, V ) =
{
∗ if U1 ∪ . . . ∪ Un ⊆ V and Ui ∩ Uj = ∅ for i 6= j
∅ otherwise.
In particular, N(Disk(M))⊗ is an ∞-operad (see Example C.1.1.24).
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Remark 3.2.6. Let Disk(M)′ denote the category whose objects are open embeddings Rk →֒M , and whose
morphisms are commutative diagrams
Rk
f //
!!B
BB
BB
BB
B R
k
}}||
||
||
||
M
where f is an open embedding. Then the forgetful functor (j : Rk →֒M) 7→ j(Rk) determines an equivalence
of categories from Disk(M)′ to Disk(M). If we regard Disk(M) as a colored operad via the construction
of Remark 3.2.5, then Disk(M)′ inherits the structure of a colored operad, to which we can associate an
∞-operad N(Disk(M)′)⊗ equipped with an equivalence φ : N(Disk(M)′)⊗ → N(Disk(M))⊗. The forgetful
functor (j : Rk →֒ M) 7→ Rk determines a map of colored operads from Disk(M)′ to E˜[BTop(k)]. Passing
to nerves, we obtain a map of ∞-operads N(Disk(M)′)⊗ → E[BTop(k)], which naturally factors through
the map E[M ] → E[BTop(k)]. Composing with a homotopy inverse to φ, we get a map of ∞-operads
N(Disk(M))⊗ → E[M ].
We can describe the situation roughly as follows: the objects of the ∞-operads N(Disk(M))⊗ and E[M ]
are the same: copies of Euclidean space Rk equipped with an embedding in M . However, the morphisms
are slightly different: an n-ary operation in E[M ] is a diagram of open embeddings∐
1≤i≤nR
k //
$$J
JJ
JJ
JJ
JJ
Rk
~~ ~
~~
~~
~~
M
which commutes up to (specified) isotopy, while an n-ary operation in N(Disk(M))⊗ is given by a diagram
as above which commutes on the nose.
The map of ∞-operads ψ : N(Disk(M))⊗ → E[M ] appearing in Remark 3.2.6 is not an equivalence.
For example, the underlying ∞-category of E[M ] is the Kan complex BM ≃ Sing(M), while the underlying
∞-category of N(Disk(M))⊗ is the nerve of the partially ordered set Disk(M), which is certainly not a Kan
complex. However, this is essentially the only difference: the map ψ exhibits E[M ] as the∞-operad obtained
from N(Disk(M))⊗ by inverting each of the morphisms in Disk(M). More precisely, we have the following
result:
Theorem 3.2.7. Let M be a manifold and let C⊗ be an ∞-operad. Composition with the map
N(Disk(M))⊗ → E[M ]
of Remark 3.2.6 induces a fully faithful embedding θ : Alg
E[M ](C) → AlgN(Disk(M))(C). The essential image
of θ is the full subcategory of AlgN(Disk(M))(C) spanned by the locally constant N(Disk(M))
⊗-algebra objects
of C (see Definition B.2.12).
Theorem 3.2.7 is an immediate consequence of Proposition B.2.13, together with the following pair of
lemmas:
Lemma 3.2.8. Let M be a manifold of dimension k. Then the map N(Disk(M))⊗ → E[M ] induces a weak
homotopy equivalence ψ : N(Disk(M))→ BM .
Lemma 3.2.9. The map of ∞-operads Disk(M)⊗ → E[M ] is ornamental.
Proof of Lemma 3.2.8. The construction U 7→ BU determines a functor χ from the category Disk(M) to
the category of simplicial sets. Let X denote the relative nerve Nχ(Disk(M)) (see §T.3.2.5), so that we
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have a coCartesian fibration θ : X → N(Disk(M)) whose over an object U ∈ Disk(M) is the Kan complex
BU . Remark 3.2.2 implies that the fibers of θ are contractible, so that θ is a trivial Kan fibration. The
projection map θ has a section s, which carries an object U ∈ Disk(M) to a chart Rk ≃ U in BU . The
map ψ is obtained by composing the section s with the evident map ψ′ : X → BM . Consequently, it will
suffice to show that the map ψ′ is a weak homotopy equivalence. According to Proposition T.3.3.4.5, this is
equivalent to the requirement that BM be a colimit of the diagram {U 7→ BU}U∈Disk(M) in the ∞-category
of spaces S. Using Remark 3.2.2 again, we may reduce to showing that SingM is a colimit of the diagram
{U 7→ SingU}U∈Disk(M). In view of Theorem A.1.1, we need only show that for every point x ∈ M , the
partially ordered set P : {U ∈ Disk(M) : x ∈ U} is weakly contractible. In fact, P op is filtered: for every
finite collection of open disks Ui ⊆ M containing x, the intersection
⋂
i Ui is an open neighborhood of x
which contains a smaller open neighborhood V ≃ Rk of x (because M is a topological manifold).
Proof of Lemma 3.2.9. In view of Remark B.2.8, it is sufficient to show that the composite map
γ : N(Disk(M))⊗ → E[M ]→ E[BTop(k)]
is ornamental. To this end, fix an object U ∈ Disk(M) and an integer m ≥ 0; wish to prove that the map
ψ : N(Disk(M))⊗/U ×N(Γ)/〈1〉 {〈m〉} → E[BTop(k)]/U ×N(Γ)/〈1〉 {〈m〉}
is a weak homotopy equivalence. We can identify the domain of ψ with the nerve N(A), where A ⊆ Disk(M)m
denotes the partially ordered set of sequences (V1, . . . , Vm) ∈ Disk(M)m such that
⋃
Vi ⊆ U and Vi ∩ Vj = ∅
for i 6= j.
It will now suffice to show that ψ induces a homotopy equivalence after passing to the homotopy fiber
over some point of the (connected) Kan complex BTop(k)m. Unwinding the definitions, we must show that
the canonical map
hocolim(V1,...,Vm)∈A
∏
1≤i≤m
Sing Emb(Rk, Vi)→ SingEmb(R
k ×〈m〉◦, U)
is a weak homotopy equivalence. Using Proposition A.11.8, we can reduce to showing instead that the map
hocolim(V1,...,Vm)∈A
∏
1≤i≤m
Germ(Vi)→ Germ(〈m〉
◦
, U)
is a homotopy equivalence. Both sides are acted on freely by the simplicial group Germ0(R
k). Consequently,
it will suffice to show that we obtain a weak homotopy equivalence of quotients
hocolim(V1,...,Vm)∈A
∏
1≤i≤m
Conf({i}, Vi)→ Conf(〈m〉
◦
, U).
In view of Theorem A.1.1, it will suffice to show that for every injective map φ : 〈m〉◦ → U , the partially
ordered set Aφ = {(V1, . . . , Vm) ∈ A : φ(i) ∈ Vi} has weakly contractible nerve. This is clear, since A
op
φ
is filtered (because each point φ(i) has arbitrarily small neighborhoods homeomorphic to Euclidean space
Rk).
We can summarize Theorem 3.2.7 informally as follows. To give an E[M ]-algebra object A of a symmetric
monoidal ∞-category C, we need to specify the following data:
(i) For every open disk U ⊆M , an object A(U) ∈ C.
(ii) For every collection of disjoint open disks V1, . . . , Vn contained in an open disk U ⊆M , a map A(V1)⊗
. . .⊗A(Vn)→ A(U), which is an equivalence when n = 1.
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In §3.3, we will explain how to describe this data in another way: namely, as a cosheaf on the Ran space
of M (see Definition 3.3.1). However, in the setting of the Ran space, it is much more convenient to work
with a nonunital version of the theory of E[M ]-algebras. Consequently, we will spend the remainder of this
section explaining how to adapt the above ideas to the nonunital case.
Definition 3.2.10. For every k-manifold M , we let E[M ]nu denote the ∞-operad E[M ] ×N(Γ) N(Surj). It
follows from Remark B.2.9 and Proposition B.2.19 that E[M ]nu is the assembly of the BM -family of ∞-
operads (BM × N(Γ)) ×B∐M E[M ]nu, each fiber of which is equivalent to the nonunital little cubes operad
E[k]nu.
If C⊗ is a symmetric monoidal ∞-category, we let Algnu
E[M ](C) denote the ∞-category AlgE[M ]nu(C) of
nonunital E[M ]-algebra objects of C. Our next goal is to show that the results of §1.6 can be generalized to
the present setting: that is, for any symmetric monoidal ∞-category C, we can identify Alg
E[M ](C) with a
subcategory of Algnu
E[M ](C) (Proposition 3.2.13). Our first step is to identify the relevant subcategory more
precisely.
Definition 3.2.11. If C⊗ is a symmetric monoidal ∞-category and M is a manifold of dimension k > 0,
we will say that an E[M ]nu-algebra object A ∈ AlgE[M ]nu(C) is quasi-unital if, for every point U ∈ BM , the
restriction of A to the fiber ({U} × N(Γ)) ×B∐M E[M ]nu ≃ E[k]nu determines a quasi-unital E[k]nu-algebra
object of C, in the sense of Definition 1.6.2. Similarly, we will say that a map f : A → B of quasi-unital
E[M ]nu-algebra objects of C is quasi-unital if its restriction to each fiber ({U}×N(Γ))×B∐M E[M ]nu determines
a quasi-unital map of E[k]nu-algebras. We let Alg
qu
E[M ](C) denote the subcategory fo AlgE[M ]nu(C) spanned
by the quasi-unital E[M ]nu-algebra objects of C and quasi-unital morphisms between them.
Remark 3.2.12. Let M be a manifold of dimension k > 0 and let A be a E[M ]nu-algebra object of a
symmetric monoidal ∞-category C⊗. Fix a point U ∈ BM , corresponding to an open embedding ψ : R
k →֒
M . We will say that a map u : 1→ A(U) in C is a quasi-unit for A if, for every pair of objects V,W ∈ BM
and every morphism φ : U ⊕ V →W , the composite map
A(V ) ≃ 1⊗A(V )
u
→ A(U)⊗A(V )→ A(W )
is homotopic to the map induced by the composition U → U ⊕ V
φ
→ W in E[M ]nu. Note that it suffices to
check this condition in the special case where V =W = U and, if k > 1, where φ is a single map (arbitrarily
chosen). Unwinding the definition, we see that A is quasi-unital if and only if there exists a quasi-unit
u : 1 → A(U) for each U ∈ BM . Similarly, a map A → B between quasi-unital E[M ]nu-algebra objects is
quasi-unital if, for every quasi-unit u : 1→ A(U), the composite map 1
u
→ A(U)→ B(U) is a quasi-unit for
B. Moreover, if M is connected, then it suffices to check these conditions for a single U ∈ BM .
Proposition 3.2.13. Let M be a manifold of dimension k > 0 and let C⊗ be a symmetric monoidal ∞-
category. Then the restriction functor Alg
E[M ](C)→ Alg
qu
E[M ](C) is an equivalence of ∞-categories.
Proof. For every map of simplicial sets K → BM , let O
⊗
K denote the K-family of∞-operads (K×N(Γ))×B∐M
E[M ], let O′
⊗
K = (K × N(Γ)) ×B∐M E[M ]nu. Note that the projection map q : O
⊗
K → K is a coCartesian
fibration. Let Alg′OK (C) denote the full subcategory of AlgOK (C) spanned by those ∞-operad maps which
carry q-coCartesian morphisms to equivalences in C, let Alg′O′K (C) be defined similarly, and let Alg
qu
OK
(C)
denote the subcategory of Alg′O′K (C) spanned by those objects which restrict to quasi-unital O
′⊗
{v} ≃ E[k]nu-
algebra objects of C and those morphisms which restrict to quasi-unital O′
⊗
{v} ≃ E[k]nu-algebra maps for every
vertex v ∈ K. There is an evident restriction map θK : Alg
′
OK
(C) → Algqu
O′K
(C) fitting into a commutative
diagram
Alg
E[M ](C) //

Algqu
E[M ](C)

Alg′OK
θK // Algqu
O′K
(C).
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If K = BM , then the vertical maps are categorical equivalences. Consequently, it will suffice to prove that
θK is an equivalence for every map of simplicial sets K → BM . The collection of simplicial sets K which
satisfy this condition is clearly stable under homotopy colimits; we can therefore reduce to the case where
K is a simplex, in which case the desired result follows from Theorem 1.6.6.
It follows from Lemma 3.2.9 and Remark B.2.9 that for every manifoldM , the map Disk(M)⊗nu → E[M ]nu
is ornamental. Combining this with Lemma 3.2.8 and Proposition B.2.13, we deduce the following nonunital
variant of Theorem 3.2.7:
Proposition 3.2.14. Let M be a manifold and let C⊗ be an ∞-operad. Then composition with map
N(Disk(M))⊗ → E[M ] of Remark 3.2.6 induces a fully faithful embedding θ : Algnu
E[M ](C)→ Alg
nu
N(Disk(M))(C).
The essential image of θ is the full subcategory of AlgnuN(Disk(M))(C) spanned by the locally constant objects.
Definition 3.2.15. Let M be a manifold of dimension k > 0 and let C⊗ be a symmetric monoidal ∞-
category. We will say that a locally constant Disk(M)⊗nu-algebra object of C is quasi-unital if it corresponds
to a quasi-unital E[M ]nu-algebra object of C under the equivalence of Proposition 3.2.14. Similarly, we will
say that a map f : A → B between locally constant quasi-unital Disk(M)⊗nu-algebra objects of C is quasi-
unital if it corresponds to a quasi-unital morphism in Algnu
E[M ](C) under the equivalence of Proposition 3.2.14.
We let Algqu,locDisk(M)(C) denote the subcategory of AlgDisk(M)(C) spanned by the quasi-unital, locally constant
Disk(M)⊗-algebra objects of C and quasi-unital morphisms between them.
Remark 3.2.16. Let A ∈ AlgnuDisk(M)(C), let W ∈ Disk(M) be an open disk in M , and let U ⊆ W be an
open disk with compact closure in W . We say that a map 1→ A(U) in C is a quasi-unit for A if, for every
disk V ∈ Disk(M) such that V ⊆W and V ∩ U = ∅, the diagram
1⊗A(V )

u⊗id // A(U)⊗A(V )

A(V ) // A(W )
commutes up to homotopy. Note that if M has dimension at least 2, it suffices to check this condition for
a single open disk V . Unwinding the definition, we see that A is quasi-unital if and only if there exists
a quasi-unit u : 1 → A(U) for every pair U ⊆ W as above, and a map f : A → B in AlgnuDisk(M)(C) is
quasi-unital if and only if composition with f carries every quasi-unit 1→ A(U) to a quasi-unit 1→ B(U)
(see Remark 3.2.12). In fact, it suffices to check these conditions for a single pair U ⊆W in each connected
component of M .
Combining Proposition 3.2.13, Theorem 3.2.7, and Proposition 3.2.14, we arrive at the following:
Proposition 3.2.17. Let M be a manifold of dimension k > 0 and C⊗ a symmetric monoidal ∞-category.
Then the restriction functor AlgDisk(M)(C) → Alg
qu
Disk(M)(C) induces an equivalence between the full subcat-
egories spanned by the locally constant algebras.
In other words, there is no essential loss of information in passing from unital Disk(M)⊗-algebras to
nonunital Disk(M)⊗-algebras, at least in the locally constant case. For this reason, we will confine our
attention to nonunital algebras in §3.3.
3.3 The Ran Space
Definition 3.3.1. Let M be a manifold. We let Ran(M) denote the collection of nonempty finite subsets
S ⊆ M which have nonempty intersection with each connected component of M . We will refer to Ran(M)
as the Ran space of M .
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The Ran space Ran(M) admits a natural topology, which we will define in a moment. Our goal in this
section is to study the basic properties of Ran(M) as a topological space. Our principal results are Theorem
3.3.6, which asserts that Ran(M) is weakly contractible (provided that M is connected), and Proposition
3.3.14, which characterizes sheaves on Ran(M) which are constructible with respect to the natural filtration
of Ran(M) by cardinality of finite sets.
Our first step is to define the topology on Ran(M). First, we need to introduce a bit of notation. Suppose
that {Ui}1≤i≤n is a nonempty collection of pairwise disjoint subsets of M . We let Ran({Ui}) ⊆ Ran(M)
denote the collection of finite sets S ⊆M such that S ⊆
⋃
Ui and S ∩ Ui is nonempty for 1 ≤ i ≤ n.
Definition 3.3.2. Let M be a manifold. We will regard the Ran space Ran(M) as equipped with the
coarsest topology for which the subsets Ran({Ui}) ⊆ Ran(M) are open, for every nonempty finite collection
of pairwise disjoint open sets {Ui} of M .
Remark 3.3.3. If {Ui} is a nonempty finite collection of pairwise disjoint open subsets of a manifold
M , then the open subset Ran({Ui}) ⊆ Ran(M) is homeomorphic to a product
∏
iRan(Ui), via the map
{Si ⊆ Ui}) 7→ (
⋃
i Si ⊆M).
Remark 3.3.4. Let M be a manifold, and let S = {x1, . . . , xn} be a point of Ran(M). Then S has a basis
of open neighborhoods in Ran(M) of the form Ran({Ui}), where the Ui range over all collections of disjoint
open neighborhoods of the points xi in M . Since M is a manifold, we may further assume that that each Ui
is homeomorphic to Euclidean space.
Remark 3.3.5. If we choose a metric d on on the manifold M , then the topology on Ran(M) is described
by a metric D, where
D(S, T ) = sup
s∈S
inf
t∈T
d(s, t) + sup
t∈T
inf
s∈S
d(s, t).
It follows that Ran(M) is paracompact.
Our first main result in this section is the following observation of Beilinson and Drinfeld:
Theorem 3.3.6 (Beilinson-Drinfeld). Let M be a connected manifold. Then Ran(M) is weakly contractible.
We first formulate a relative version of Theorem 3.3.8 which is slightly easier to prove.
Notation 3.3.7. Let M be a manifold and S a finite subset of M . We let Ran(M)S denote the closed
subset of Ran(M) consisting of those nonempty finite subsets T ⊆ Ran(M) such that S ⊆ T .
Lemma 3.3.8 (Beilinson-Drinfeld). Let M be a connected manifold and let S be a nonempty finite subset
of M . Then RanS(M) is weakly contractible.
Proof. We first prove that Ran(M)S is path connected. Let T be a subset of M containing S. For each
t ∈ T , choose a path pt : [0, 1]→M such that pt(0) = t and pt(1) ∈ S (this is possible since M is connected
and S is nonempty). Then the map r 7→ S ∪ {pt(r)}t∈T determines a continuous path in Ran(M)S joining
T with S. We will complete the proof by showing that for each n > 0, every element η ∈ πnRan(M)S is
trivial; here we compute the homotopy group πn with respect to the base point given by S ∈ Ran(M)S .
The topological space Ran(M)S admits a continuous product U : Ran(M)S × Ran(M)S → Ran(M)S ,
given by the formula U(T, T ′) = T ∪ T ′. This product induces a map of homotopy groups
φ : πnRan(M)S × πnRan(M)S → πn Ran(M)S
(here the homotopy groups are taken with respect to the base point S ∈ Ran(M)S). Since S is a unit with
respect to the multiplication on Ran(M)S , we conclude that φ(η, 1) = η = φ(1, η) (where we let 1 denote
the unit element of the homotopy group πn Ran(M)S). Because the composition of the diagonal embedding
Ran(M)S → Ran(M)S ×Ran(M)S with U is the identity from Ran(M)S to itself, we have also φ(η, η) = η.
It follows that
η = φ(η, η) = φ(η, 1)φ(1, η) = η2
so that η = 1 as desired.
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Proof of Theorem 3.3.6. For every point x ∈ M , choose an open embedding jx : R
k →֒ M such that
jx(0) = x. Let Ux = jx(B(1)) be the image under jx of the unit ball in R
k, and let Vx be the open subset
of Ran(M) consisting of those nonempty finite subsets S ⊆M such that S ∩ Ux 6= ∅. Let J be the partially
ordered set of all nonempty finite subsets ofM (that is, J is the Ran space Ran(M), but viewed as a partially
ordered set). We define a functor from Jop to the category of open subsets of Ran(M) by the formula
T 7→ VT =
⋂
x∈T
Vx.
For each S ∈ Ran(M), the partially ordered set {T ∈ J : S ∈ VT } is nonempty and stable under finite unions,
and therefore has weakly contractible nerve. It follows that Sing Ran(M) is equivalent to the homotopy
colimit of the diagram {Sing VT }T∈Jop . We will prove that each of the spaces VT is weakly contractible, so
that this homotopy colimit is weakly homotopy equivalent to N(Jop) and is therefore weakly contractible.
Fix T ∈ J, and choose a continuous family of maps {hr : R
k → Rk}0≤r≤1 with the following properties:
(i) For 0 ≤ r ≤ 1, the map hr is the identity outside of a ball B(2) ⊆ R
k of radius 2.
(ii) The map h0 is the identity.
(iii) The map h1 carries B(1) ⊆ R
k to the origin.
We now define a homotopy φT : Ran(M)× [0, 1]→ Ran(M) by the formula
φT (S, r) = S ∪
⋃
x∈T
jxhtj
−1
x (S).
The homotopy φT leaves VT and Ran(M)T setwise fixed, and carries VT × {1} into Ran(M)T . It follows
that the inclusion Ran(M)T ⊆ VT is a homotopy equivalence, so that VT is weakly contractible by Lemma
3.3.8.
We now discuss a natural stratification of the Ran space.
Definition 3.3.9. Let M be a manifold. We let Ran≤n(M) denote the subspace of Ran(M) consisting of
those subsets S ⊆ M having cardinality ≤ n, and Rann(M) the subspace of Ran≤n(M) consisting of those
subsets S ⊆M having cardinality exactly n.
Remark 3.3.10. The set Ran≤n(M) is closed in Ran(M), and Rann(M) is open in Ran≤n(M).
Definition 3.3.11. Let M be a manifold and let F ∈ Shv(Ran(M)) be a sheaf on Ran(M). For each n ≥ 0,
let i(n) : Ran≤n(M)→ Ran(M) denote the inclusion map. We will say that F is constructible if the following
conditions are satisfied:
(1) The canonical map F → lim←−n i(n)∗i(n)
∗ F is an equivalence.
(2) For each n, the restriction of i(n)∗ F to the open subset Rann(M) ⊆ Ran≤n(M) is locally constant.
Remark 3.3.12. Condition (2) of Definition 3.3.11 is equivalent to the requirement that F be Z≥0-
constructible, where we regard Ran(M) as Z≥0-stratified via the map Ran(M) → Z≥0 given by S 7→ |S|.
We refer the reader to §A.5 for a general review of the theory of constructible sheaves. Here we are required
to impose condition (1) because the partially ordered set Z≥0 does not satisfy the ascending chain condition.
Remark 3.3.13. We can endow the topological space Ran(M) with another topology, where a set U ⊆
Ran(M) is open if and only if its intersection with each Ran≤n(M) is open (with respect to the topology
of Definition 3.3.1). If F is a sheaf on Ran(M) with respect to this second topology, then condition (1) of
Definition 3.3.11 is automatic: this follows from Proposition T.7.1.5.8.
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The following result gives a convenient characterization of constructible sheaves on the Ran space:
Proposition 3.3.14. Let M be a manifold and F ∈ Shv(Ran(M)). Then F is constructible if and only if it
is hypercomplete and satisfies the following additional condition:
(∗) For every nonempty finite collection of disjoint disks U1, . . . , Un ⊆ M containing open subdisks V1 ⊆
U1, . . . , Vn ⊆ Un, the restriction map F(Ran({Ui}))→ F(Ran({Vi})) is a homotopy equivalence.
Proof. We first prove the “only if” direction. Suppose that F is constructible. To show that F is hypercom-
plete, we write F as a limit lim
←−
i(n)∗i(n)
∗ F as in Definition 3.3.11. It therefore suffices to show that each
i(n)∗ F is hypercomplete. This follows from the observation that Ran≤n(M) is a paracompact topological
space of finite covering dimension (Corollary T.7.2.1.12).
We now prove every constructible sheaf F ∈ Shv(Ran(M)) satisfies (∗). For 1 ≤ i ≤ n, we invoke
Theorem A.11.5 to choose an isotopy {hti : Vi → Ui}t∈R such that h
0
i is the inclusion of Vi into Ui and h
1
i is
a homeomorphism. These isotopies determine an open embedding
H : Ran({Vi})×R→ Ran({Ui})×R .
Let F′ ∈ Shv(Ran({Ui}) × R) be the pullback of F, so that F
′ is hypercomplete (see Lemma A.3.6 and
Example A.3.8). It follows that H∗ F′ is hypercomplete. Since F is constructible, we deduce that F′ is
foliated. For t ∈ R, let F′t denote the restriction of F to Ran({Vi})× {t}. We have a commutative diagram
of spaces
F(Ran({Ui}))
θ //
θ′
((QQ
QQQ
QQ
QQQ
QQQ
F
′((Ran({Vi})×R)
θ′′uukkkk
kkk
kkk
kkk
k
F
′
1(Ran({Vi}))
Since each h1i is a homeomorphism, we deduce that θ
′ is a homotopy equivalence. Proposition A.3.5 guaran-
tees that θ′′ is a homotopy equivalence, so that θ is a homotopy equivalence by the two-out-of-three property.
Applying Proposition A.3.5 again, we deduce that the composite map F(Ran({Ui})) → F
′
0(Ran({Vi})) ≃
F(Ran({Vi})) is a homotopy equivalence as desired.
We now prove the “if” direction of the proposition. Assume that F is hypercomplete and that F satisfies
(∗); we wish to prove that F is constructible. We first show that the restriction of F to each Rann(M) is locally
constant. Choose a point S ∈ Rann(M); we will show that F |Rann(M) is constant in a neighborhood of S.
Let S = {x1, . . . , xn}, and choose disjoint open disks U1, . . . , Un ⊆ X such that xi ∈ Ui. Let W ⊆ Ran
n(M)
denote the collection of all subsets S ⊆M which contain exactly one point from each Ui. We will prove that
F |Rann(M) is constant on W . Let X = F(Ran({Ui})). Since W ⊆ Ran({Ui}), there is a canonical map
from the constant sheaf on W taking the value X to F |W ; we will show that this map is an equivalence.
Since W ≃ U1 × . . . × Un is a manifold, it has finite covering dimension so that Shv(W ) is hypercomplete.
Consequently, to show that a morphism in Shv(W ) is an equivalence, it suffices to check after passing to the
stalk at each point {y1, . . . , yn} ∈ W . This stalk is given by lim−→V F(V ), where the colimit is taken over all
open subsets V ⊆ Ran(M) containing {y1, . . . , yn}. It follows from Remark 3.3.4 that it suffices to take the
colimit over those open sets V of the form Ran({Vi}), where each Vi ⊆ Ui is an open neighborhood of yi.
Condition (∗) guarantees that each of the maps X → F(V ) is a homotopy equivalence, so after passing to
the filtered colimit we obtain a homotopy equivalence X → lim
−→V
F(V ) as desired.
Let G = lim
←−n
i(n)∗i(n)
∗ F (using the notation of Definition 3.3.11). To complete the proof, it will suffice to
show that the canonical map α : F → G is an equivalence. Since each i(n)∗ F is automatically hypercomplete
(because Ran≤n(M) is a paracompact space of finite covering dimension), we see that G is hypercomplete.
Using the results of §T.6.5.3, we deduce that the collection of those open sets U ⊆ Ran(M) such that α
induces a homotopy equivalence αU : F(U)→ G(U) is stable under the formation of unions of hypercoverings.
It therefore suffices to show that αU is an homotopy equivalence for some collection of open sets U which
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forms a basis for the topology of Ran(M). By virtue of Remark 3.3.4, we may assume that U = Ran({Ui})
for some collection of disjoint open disks U1, . . . , Un meeting every connected component of M .
For each integer m, let F≤m = i(m)∗ F. We wish to prove that the map F(U) → lim
←−m
F
≤m(U ∩
Ran≤m(M)) is a homotopy equivalence. In fact, we will prove that the individual maps F(U) → F≤m(U ∩
Ran≤m(M)) are homotopy equivalences for m ≥ n. Choose a point xi in each disk Ui, and let S =
{x1, . . . , xn}. Let FS denote the stalk of F at the point S. We have a commutative diagram of restriction
maps
F(U)
φ
!!D
DD
DD
DD
D
// F≤m(U ∩ Ran≤m(M))
φ′
wwnnn
nn
nn
nn
nn
nn
FS
where φ is a homotopy equivalence by the argument given above. By the two-out-of-three property, we are
reduced to proving that φ′ is a homotopy equivalence.
The set U ∩ Ran≤m(M) admits a stratification by the linearly ordered set [m], which carries a point
T ∈ Ran(M) to the cardinality of T . Let C = Sing[m](U ∩ Ran≤m(M)). Since F is constructible, the sheaf
F |(U ∩ Ran≤m(M)) corresponds to some left fibration q : C˜ → C under the equivalence of ∞-categories
provided by Theorem A.10.3. Under this equivalence, we can identify F≤m(U ∩ Ran≤m(M)) with the ∞-
category FunC(C, C˜) of sections of q, while FS corresponds to the fiber of C˜S of q over the point S ∈ C.
To prove that θ′ is an equivalence, it suffices to show that S is an initial object of C. To this end, choose
homeomorphisms ψi : R
k → Ui for 1 ≤ i ≤ n such that ψi(0) = xi. We then have a map
c : [0, 1]× (U ∩ Ran≤m(M))→ (U ∩ Ran≤m(M))
given by the formula c(t, T ) = {ψi(tv) : ψi(v) ∈ T }. The continuous map c induces a natural transformation
from the inclusion {S} →֒ C to the identity functor from C to itself, thereby proving that S ∈ C is initial as
desired.
To apply Proposition 3.3.14, it is convenient to have the following characterization of hypercompleteness:
Proposition 3.3.15. Let X be a topological space, U(X) the collection of open subsets of X, and F :
N(U(X)op)→ S a presheaf on X. The following conditions are equivalent:
(1) The presheaf F is a hypercomplete sheaf on X.
(2) Let U be an open subset of X, C be a category, and f : C → U(U) a functor. Suppose that, for every
point x ∈ U , the full subcategory Cx = {C ∈ C : x ∈ f(C)} ⊆ C has weakly contractible nerve. Then F
exhibits F(U) as a limit of the diagram N(C)op → N(U(X)op)
F
→ S.
Lemma 3.3.16. Let X be a topological space, and let F ∈ Shv(X) be an ∞-connective sheaf satisfying the
following condition:
(∗) Let A be a partially ordered set and f : A → U(X)op an order-preserving map such that, for every
point x ∈ X, the full subcategory Ax = {a ∈ A : x ∈ f(a)} ⊆ A is filtered. Then F exhibits F(X) as a
limit of the diagram N(A)→ N(U(X)op)
F
→ S.
Then the space F(X) is nonempty.
Proof. The functor F : N(U(X)op) → S classifies a left fibration q : E → N(U(X)op). We will construct a
partially ordered set A and a map ψ : N(A)→ E such that the composite map N(A)→ N(U(X)op) and each
subset Ax is filterd. According to Corollary T.3.3.3.3, we can identify the limit lim←−a∈A F(f(a)) with the Kan
complex FunN(U(X)op)(N(A),E), which is nonempty by construction.
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We will construct a sequence of partially ordered sets
∅ = A(0) ⊆ A(1) ⊆ . . .
and compatible maps ψ(n) : N(A(n))→ E with the following properties:
(i) For every element a ∈ A(n), the set {b ∈ A(n) : b < a} is a finite subset of A(n− 1).
(ii) For every point x ∈ X and every finite subset S ⊆ A(n − 1)x, there exists an upper bound for S in
A(n)x.
Assuming that this can be done, we can complete the proof by taking A =
⋃
nA(n) and ψ be the amalga-
mation of the maps ψ(n).
The construction now proceeds by induction on n. Assume that n > 0 and that the map ψ(n − 1) :
N(A(n − 1)) → E has already been constructed. Let K be the set of pairs (x, S), where x ∈ X and S is a
finite subset of A(n − 1)x which is closed-downwards (that is, a ≤ a′ and a′ ∈ S implies a ∈ S). We define
A(n) to be the disjoint union A(n− 1)
∐
K. We regard A(n) as a partially ordered set, where a < b in A(n)
if and only a, b ∈ A(n− 1) and a < b in A(n− 1), or a ∈ A(n− 1), b = (x, S) ∈ K, and a ∈ S. It is clear that
A(n) satisfies condition (i). It remains only to construct a map ψ(n) : N(A(n))→ E which extends ψ(n− 1)
and satisfies (ii). Unwinding the definitions, we must show that for every pair (x, S) ∈ K, the extension
problem
N(S)
ψ′ //

E
N(S)⊲
φ
=={
{
{
{
{
admits a solution, where ψ′ denotes the restriction ψ(n− 1)|N(S) and φ carries the cone point of N(S)⊲ to
an object E ∈ E such that x ∈ q(E) ∈ U(X).
Since S is finite, the subset U =
⋂
s∈S q(ψ
′(s)) is an open subset of X containing the point x. The
map ψ′ determines a diagram α : N(S) → E×N(U(X)op){U} ≃ F(U). To prove the existence of φ, it
suffices to show that there exists a smaller open subset V ⊆ U containing x such that the composite map
N(S)
α
→ F(U)→ F(V ) is nullhomotopic. Since N(S) is finite, it suffices to show α induces a nullhomotopic
map from N(S) into the stalk Fx = lim−→x∈V
F(V ). We conclude by observing that Fx is contractible (since
F is assumed to be ∞-connective).
Proof of Proposition 3.3.15. Suppose first that (1) is satisfied; we will verify (2). Let χ : U(X) → Shv(X)
be the functor which carries an open set U to the sheaf χU given by the formula
χU (V ) =
{
∆0 if V ⊆ U
∅ otherwise.
Let G = lim
−→C∈C
χf(C). For every point x ∈ U , the stalk Gx is weakly homotopy equivalent to the nerve of
the category Cx, and for x /∈ U the stalk Gx is empty. If each Cx has weakly contractible nerve, then we
conclude that the canonical map G→ χU is ∞-connective, so that
F(U) ≃MapShv(X)(χU ,F) ≃ MapShv(X)(G,F) ≃ lim←−
C∈C
MapShv(X)(χf(C),F) = lim←−
C∈C
F(f(C)).
Now suppose that (2) is satisfied. Let S ⊆ U(X) be a covering sieve on an open set U ⊆ X . Then
for each x ∈ U , the partially ordered set Sx = {V ∈ S : x ∈ V } is nonempty and stable under finite
intersections, so that N(Sx)
op is filtered and therefore weakly contractible. It follows from (2) that the
map F(U) → lim
←−V ∈S
F(V ) is a homotopy equivalence, so that F is a sheaf. It remains to show that F is
hypercomplete. Choose an∞-connective morphism α : F → F′, where F′ is hypercomplete; we wish to show
that α is an equivalence. The first part of the proof shows that F′ also satisfies the condition stated in (2).
Consequently, it will suffice to prove the following:
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(∗) Let α : F → G be an ∞-connective morphism in Shv(X), where F and G both satisfy (2). Then α is
an equivalence.
To prove (∗), it suffices to show that for each open set U ⊆ X , α induces a homotopy equivalence αU :
F(U) → G(U). We will show that αU is n-connective for each n ≥ 0, using induction on n. If n > 0, then
we can conclude by applying the inductive hypothesis to the diagonal map β : F → F×G F. It remains to
consider the case n = 0: that is, to show that the map αU is surjective on connected components. In other
words, we must show that every map χU → G factors through α. This follows by applying Lemma 3.3.16 to
the fiber product χU ×G F (and restricting to the open set U).
3.4 Topological Chiral Homology
Let M be a k-manifold and C⊗ a symmetric monoidal ∞-category. We can think of an E[M ]-algebra
A ∈ Alg
E[M ](C) as a family of E[k]-algebras Ax ∈ AlgE[k](C), parametrized by the points x ∈ M . (More
precisely, we should think of this family as twisted: each Ax should really be viewed as an algebra over the
operad of little k-cubes in the tangent space TM,x to M at the point x.) In this section, we will explain
how to extract form A a global invariant
∫
M A, which we call the topological chiral homology of M (with
coefficients in A). Our construction is a homotopy-theoretic analogue of the Beilinson-Drinfeld theory of
chiral homology described in [8]. It should be closely related to the theory of blob homology studied by
Morrison and Walker.
The basic idea of the construction is simple. According to Theorem 3.2.7, we can think of an E[M ]-
algebra object A of a symmetric monoidal ∞-category C as a functor which assigns to every disjoint union
of open disks U ⊆ M an object A(U) ∈ C, which carries disjoint unions to tensor products. Our goal is to
formally extend the definition of A to all open subsets of M . Before we can give the definition, we need to
establish a bit of terminology.
Definition 3.4.1. LetM be a manifold and U(M) the partially ordered set of all open subsets ofM . We can
identify objects of the∞-category N(U(M))∐ with finite sequences (U1, . . . , Un) of open subsets ofM . We let
N(U(M))⊗ denote the subcategory of N(U(M))∐ spanned by those morphisms (U1, . . . , Un)→ (V1, . . . , Vm)
which cover a map α : 〈n〉 → 〈m〉 in Γ and possess the following property: for 1 ≤ j ≤ m, the sets {Ui}α(i)=j
are disjoint open subsets of Vj .
For every manifold M , the nerve N(U(M)⊗) is an ∞-operad which contains N(Disk(M))⊗ as a full
subcategory.
Definition 3.4.2. We will say that a symmetric monoidal∞-category C⊗ is sifted-complete if the underlying
∞-category C admits small sifted colimits and the tensor product functor C×C → C preserves small sifted
colimits.
Remark 3.4.3. If a simplicial set K is sifted, then the requirement that the tensor product C×C → C
preserve sifted colimits is equivalent to the requirement that it preserve sifted colimits separately in each
variable.
Example 3.4.4. Let C⊗ be a symmetric monoidal ∞-category. Assume that the underlying ∞-category C
admits small colimits, and that the tensor product on C preserves small colimits separately in each variable.
Let O⊗ be an arbitrary small ∞-operad, so that AlgO(C) inherits a symmetric monoidal structure (given by
pointwise tensor product). The∞-category AlgO(C) itself admits small colimits (Corollary C.2.7.3), but the
tensor product on AlgO(C) generally does not preserve colimits in each variable. However, it does preserve
sifted colimits separately in each variable: this follows from Proposition C.2.7.1. Consequently, AlgO(C) is a
sifted-complete symmetric monoidal ∞-category.
The main existence result we will need is the following:
Theorem 3.4.5. Let M be a manifold and let q : C⊗ → N(Γ) be a sifted-complete symmetric monoidal
∞-category. For every algebra object A ∈ Alg
E[M ](C), the restriction A|N(Disk(M))
⊗ admits an operadic
left Kan extension to N(U(M)⊗).
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Assuming Theorem 3.4.5 for the moment, we can give the definition of topological chircal homology.
Definition 3.4.6. Let M be a manifold and let C⊗ be a sifted-complete symmetric monoidal ∞-category.
We let
∫
: Alg
E[M ](C) → AlgN(U(M))(C) be the functor given by restriction to N(Disk(M))
⊗ followed by
operadic left Kan extension along the inclusion N(Disk(M))⊗ → N(U(M)⊗). If A ∈ Alg
E[M ](C) and U is an
open subset of M , we will denote the value of
∫
(A) on the open set U ⊆ M by
∫
U
A ∈ C. We will refer to∫
U A as the topological chiral homology of U with coefficients in A.
Remark 3.4.7. To describe the content of Definition 3.4.6 more concretely, it is useful to introduce a bit of
notation. If M is a manifold, we let Disj(M) denote the partially ordered subset of U(M) spanned by those
open subsets U ⊆M which are homeomorphic to S×Rk for some finite set S. In the situation of Definition
3.4.6, the algebra object A determines a functor θ : N(Disj(M))→ C, given informally by the formula
V1 ∪ · · · ∪ Vn 7→ A(V1)⊗ · · · ⊗A(Vn)
(here the Vi denote pairwise disjoint open disks in M). The topological chiral homology
∫
M A ∈ C is then
given by the colimit of the diagram θ.
Example 3.4.8. Let U ⊆M be an open subset homeomorphic to Euclidean space. Then there is a canonical
equivalence A(U) ≃
∫
U
A.
Remark 3.4.9. Suppose that we have a map of ∞-operads ψ : E[M ] → O⊗, where O⊗ is some other
∞-operad. Let A ∈ AlgO(C). Then we will abuse notation by denoting the topological chiral homology∫
M
(ψ ◦ A) simply by
∫
M
A. This abuse is consistent with the notation of Definition 2.1.5 in the following
sense: if A ∈ Alg
E[M ](C), then the topological chiral homology
∫
U
A of U with coefficients in A is equivalent
to the topological chiral homology
∫
U
(A|E[U ]) of U with coefficients in the induced E[U ]-algebra.
Example 3.4.10. Let A ∈ Alg
E[BTop(k)](C). Then Remark 3.4.9 allows us to define the topological chiral
homology
∫
M
A of any k-manifold with coefficients in A. Similarly, if A ∈ Alg
E[Sm](C) (see Example 3.1.18),
then
∫
M
A is defined for any smooth manifoldM . Many other variations on this theme are possible: roughly
speaking, if A is an E[k]-algebra object of C equipped with a compatible action of some group G mapping
to Top(k), then
∫
M
A is well-defined if we are provided with a reduction of the structure group of M to G.
In order to prove Theorem 3.4.5 (and to establish the basic formal properties of topological chiral ho-
mology), we need to have good control over colimits indexed by partially ordered sets of the form Disj(M),
where M is a manifold (see Remark 3.4.7). We will obtain this control by introducing a less rigid version of
the ∞-category N(Disj(M)), where we allow open disks in M to “move”.
Definition 3.4.11. Fix an integer k ≥ 0. We letMan(k) denote the topological category whose objects are
k-manifolds, with morphism spaces given by MapMan(k)(N,M) = Emb(N,M). If M is a k-manifold, we let
D(M) denote the full subcategory of the ∞-category N(Man(k))/M spanned by those objects of the form
j : N →M , where N is homeomorphic to S ×Rk for some finite set S.
Remark 3.4.12. An object of the ∞-category D(M) can be identified with a finite collection of open
embeddings {ψi : R
k →֒ M}1≤i≤n having disjoint images. Up to equivalence, this object depends only on
the sequence of images (ψ1(R
k), . . . , ψn(R
k)), which we can identify with an object of the category Disj(M).
However, the morphisms in these two categories are somewhat different: a morphism in D(M) is given by a
diagram ∐
1≤i≤mR
k
{φi}
$$J
JJ
JJ
JJ
JJ
J
// ∐
1≤j≤nR
k
{ψj}
zztt
tt
tt
tt
t
M
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which commutes up to (specified) isotopy, which does not guarantee an inclusion of images
⋃
φi(R
k) ⊆⋃
ψj(R
k).
Nevertheless, there is an evident functor γ : N(Disj(M))→ D(M), defined by choosing a parametrization
of each open disk in M (up to equivalence, the functor γ is independent of these choices).
The fundamental result we will need is the following:
Proposition 3.4.13. Let M be a k-manifold. Then:
(1) The functor γ : N(Disj(M))→ D(M), described in Remark 3.4.12, is cofinal.
(2) Let Disj(M)nu denote the subcategory of Disj(M) whose objects are nonempty open sets U ∈ Disj(M)
and whose morphisms are inclusions U →֒ V such that the induced map π0U → π0V is surjective. If
M is connected, then the induced functor N(Disj(M)nu)→ D(M) is cofinal.
The second assertion of Proposition 3.4.13 will require the following technical result, which employs the
notation introduced in §3.3.
Lemma 3.4.14. Let M be a connected manifold, let S be a finite subset of M , and let Disj(M)nuS denote the
full subcategory of Disj(M)nu spanned by those objects V ∈ Disj(M)nu such that S ⊆ V . Then the simplicial
set N(Disj(M)nu) is weakly contractible.
Proof. For every object V ∈ Disj(M)nuS , let ψ(V ) denote the subset of Ran(M) consisting of those subsets
T with the following properties:
(i) We have inclusions S ⊆ T ⊆ V .
(ii) The map T → π0V is surjective.
For every point T ∈ Ran(M)S , let CT denote the full subcategory of Disj(M)nuS spanned by those objects
V such that T ∈ ψ(V ). Each of the category CopT is filtered (for every finite collection V1, . . . , Vn ∈ CT , we
can choose V ∈ CT such that V ⊆
⋂
Vi and each of the maps π0V → π0Vi is surjective: namely, take V to be
a union of sufficiently small open disks containing the points of T ). It follows from Theorem A.1.1 that the
Kan complex Sing Ran(M)S is equivalent to the homotopy colimit of the diagram {ψ(V )}V ∈Disk(M)nuS . For
each V ∈ Disj(M)nuS , write V as a disjoint union of open disks U1 ∪ . . . ∪ Um. Then ψ(V ) is homeomorphic
to a product
∏
1≤i≤mRan(Um)S∩Um , and is therefore weakly contractible by Lemmas 3.3.8 and 3.3.6. It
follows that the Kan complex Sing(Ran(M)S) is weakly homotopy equivalent to the nerve of the category
Disj(M)nu. The desired result now follows from the weak contractiblity of Sing Ran(M)S (Lemmas 3.3.8
and 3.3.6).
Proof of Proposition 3.4.13. We first give the proof of (1). Let S = {1, . . . , n}, let U = S × Rk, and
let ψ : U → M be an open embedding corresponding to an object of D(M). According to Theorem
T.4.1.3.1, it will suffice to show that the ∞-category C = N(Disj(M)) ×D(M) D(M)ψ/ is weakly con-
tractible. We observe that the projection map C → N(Disj(M)) is a left fibration, associated to a functor
χ : N(Disj(M))→ S which carries each object V ∈ Disj(M) to the homotopy fiber of the map of Kan com-
plexes SingEmb(U, V )→ Sing Emb(U,M). According to Proposition T.3.3.4.5, it will suffice to show that the
colimit lim−→(χ) is contractible. Since colimits in S are universal, it will suffice to show that SingEmb(U,M) is
a colimit of the diagram {Sing Emb(U, V )}V ∈Disj(M). Using Theorem T.6.1.3.9 and Remark A.11.11, we are
reduced to showing that SingConf(S,M) is a colimit of the diagram {SingConf(S, V )}V ∈Disj(M). According
to Theorem A.1.1, it will suffice to show that for every injective map j : S →֒ M , the partially ordered set
Disj(M)S = {V ∈ Disj(M) : j(S) ⊆ V } has weakly contractible nerve. This is clear, since Disj(M)
op
S is
filtered: every open neighborhood of j(S) contains a union of sufficiently small open disks around the points
{j(s)}s∈S .
The proof of (2) is identical except for the last step: we must instead show that that for every injective
map j : S →֒ M , the category Disj(M)nuS = {V ∈ Disj(M)
nu : j(S) ⊆ V } has weakly contractible nerve,
which follows from Lemma 3.4.14.
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The advantage of the ∞-category D(M) over the more rigid ∞-category N(Disj(M)) is summarized in
the following result:
Proposition 3.4.15. For every manifold M , the ∞-category D(M) is sifted.
Proof. We wish to prove that the diagonal map δ : D(M)→ D(M)×D(M) is cofinal. We have a commutative
diagram
N(Disj(M))
γ
xxqqq
qq
qq
qq
q
θ
((QQ
QQ
QQ
QQ
QQ
QQ
D(M)
δ // D(M)×D(M),
where γ is cofinal by virtue of Proposition 3.4.13. It will therefore suffice to show that θ is cofinal (Proposition
T.4.1.1.3). Fix a pair of objects φ : U →֒M , ψ : V →֒M in D(M). According to Theorem T.4.1.3.1, it will
suffice to show that the ∞-category C = D(M)φ/×D(M) N(Disj(M))×D(M)D(M)ψ/ is weakly contractible.
There is an evident left fibration C→ N(Disj(M)), classified by a functor χ : N(Disj(M))→ S which carries
an object W ∈ Disj(M) to the homotopy fiber of the map
Sing(Emb(U,W )× Emb(V,W ))→ Sing(Emb(U,M)× Emb(V,M))
over the vertex given by (φ, ψ). Using Proposition T.3.3.4.5, we can identify the weak homotopy type of
C with the colimit lim
−→
(χ) ∈ S. Consequently, it will suffice to show that lim
−→
(χ) is contractible. Since
colimits in S are universal, it will suffice to show that Sing(Emb(U,M) × Emb(V,M)) is a colimit of the
diagram χ′ : N(Disj(M)) → S given by the formula χ′(W ) = Sing(Emb(U,W ) × Emb(V,W )). Let S ⊆ U ,
T ⊆ V be subsets containing one point from each connected component of U and V , respectively, and let
χ′′ : N(Disj(M)) → S be the functor given by the formula W 7→ Sing(Conf(S,W ) × Conf(T,W )). There
is an evident restriction functor of diagrams χ′ → χ′′. Using Remark A.11.11 and Theorem T.6.1.3.9, we
are reduced to proving that the canonical map lim
−→
(χ′′) → Sing(Conf(S,M) × Conf(T,M)) is a homotopy
equivalence. In view of Theorem A.1.1, it will suffice to show that for every point (j, j′) ∈ Conf(S,M) ×
Conf(T,M), the full subcategory Disj(M)(j,j′) of Disj(M) spanned by those objects W ∈ Disj(M) such that
j(S), j′(T ) ⊆W is weakly contractible. This is clear, since Disj(M)op(j,j′) is filtered.
Armed with Proposition 3.4.15, we are ready to prove that topological chiral homology is well-defined.
Proof of Theorem3.4.5. According to Theorem C.2.5.4, it will suffice to show that for each open set U ⊆M
the induced diagram
N(Disj(U))
θ
→ D(U)
β
→ E[M ]
A
→ C⊗
can be extended to an operadic colimit diagram in C⊗. Since θ is cofinal (Proposition 3.4.13), it suffices to
show that A ◦ β can be extended to an operadic colimit diagram in C⊗. Choose a q-coCartesian natural
transformation from A ◦ β to a functor χ : D(()U) → C, given informally by the formula χ({ψi : Vi →֒
U}1≤i≤n) = A(ψ1) ⊗ · · · ⊗ A(ψn). In view of Proposition C.2.2.14, it will suffice to show that χ can be
extended to an operadic colimit diagram in C. Since D(U) is sifted (Proposition 3.4.15) and the tensor
product on C preserves sifted colimits separately in each variable, it suffices to show that χ can be extended
to a colimit diagram in C (Proposition C.2.2.15). This colimit exists because C admits sifted colimits and
D(U) is sifted.
We close this section with the following result concerning the functorial behavior of topological chiral
homology:
Proposition 3.4.16. Let M be a manifold, and let F : C⊗ → D⊗ be a symmetric monoidal functor. Assume
C
⊗ and D⊗ are sifted-complete and that the underlying functor F : C→ D preserves sifted colimits. Then:
(1) If A ∈ AlgN(U(M))(C) has the property that A0 = A|N(Disk(M))
⊗ is locally constant and A is an
operadic left Kan extension of A0, then FA is an operadic left Kan extension of FA0.
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(2) For any locally constant algebra A ∈ Alg
E[M ](C), the canonical map
∫
M
FA → F (
∫
M
A) is an equiva-
lence in C.
Proof. We first prove (1). Since A0 is locally constant, we can assume that A0 factors as a composition
N(Disk(M))⊗ → E[M ]
A′0→ C⊗ (Theorem 3.2.7). We wish to prove that for every object U ∈ U(M), the
diagram FA exhibits FA(U) ∈ D as an operadic colimit of the composite diagram
Disj(M)
α
→ D(M)
β
→ E[M ]
A′0→ C⊗
F
→ D⊗ .
Since α is cofinal (Proposition 3.4.13), it will suffice to show that FA exhibits FA(U) as an operadic colimit
of F ◦A′0 ◦ β.
Let p : C⊗ → N(Γ) exhibit C⊗ as a symmetric monoidal ∞-category, and let q : D⊗ → N(Γ) exhibit D⊗
as a symmetric monoidal∞-category. Choose a p-coCartesian natural transformation α from A′0◦β to a map
φ : D(M) → C. Since F is a symmetric monoidal functor, F (α) is a q-coCartesian natural transformation
from F ◦A′0 ◦β to F ◦φ. It will therefore suffice to show that FA exhibits FA(U) as a colimit of the diagram
F ◦φ in the ∞-category D (Propositions C.2.2.14 and C.2.2.15). Since F |C preserves sifted colimits and the
∞-category D(M) is sifted (Proposition 3.4.15), it suffices to show that A(U) is a colimit of the diagram φ.
Using Propositions C.2.2.14 and C.2.2.15 again, we are reduced to proving that A(U) is an operadic colimit
of the diagram A′0 ◦ β, which (since α is cofinal) follows from our assumption that A is an operadic left Kan
extension of A0. This completes the proof of (1). Assertion (2) is an immediate consequence.
3.5 Properties of Topological Chiral Homology
Our goal in this section is to establish four basic facts about the theory of topological chiral homology.
In what follows, we will assume that C⊗ is a sifted-complete symmetric monoidal ∞-category and M a
topological manifold of dimension k.
(1) For a fixed algebra A ∈ Alg
E[M ](C), the construction U 7→
∫
U
A carries disjoint unions of open subsets
of M to tensor products in the ∞-category C (Theorem 3.5.1).
(2) For a fixed open set U ⊆ M , the construction A 7→
∫
U
A carries tensor products of E[M ]-algebra
objects of C to tensor products in C (Theorem 3.5.2).
(3) If A ∈ Alg
E[M ](C) arises from a family {Ax}x∈M of commutative algebra objects of C, then
∫
U
A can
be identified with image in C of the colimit lim
−→x∈U
(Ax) ∈ CAlg(C) (Theorem 3.5.4).
(4) If k = 1 and M is the circle S1, then we can view an algebra object A ∈ Alg
E[M ](C) as an associative
algebra object of C (equipped with an automorphism θ given by monodromy around the circle). In this
case, the topological chiral homology
∫
M A can be identified with the (θ-twisted) Hochschild homology
of A, which is computed by an analogue of the usual cyclic bar complex (Theorem 3.5.7).
We begin with assertion (1). The functor
∫
of Definition 3.4.6 carries Alg
E[M ](C) into AlgN(U(M))(C).
Consequently, whenever U1, . . . , Um are disjoint open subsets of U ⊆M , we have a multiplication map∫
U1
A⊗ · · · ⊗
∫
Um
A→
∫
U
A.
Theorem 3.5.1. Let M be a manifold and C⊗ a sifted-complete symmetric monoidal ∞-category. Then for
every object A ∈ Alg
E[M ](C) and every collection of pairwise disjoint open subsets U1, . . . , Um ⊆M , the map∫
U1
A⊗ · · · ⊗
∫
Um
A→
∫
S
Ui
A
is an equivalence in C.
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Proof. It follows from Proposition 3.4.13 that for each open set U ⊆ M , the topological chiral homology∫
U A is the colimit of a diagram ψU : D(()U) → C given informally by the formula ψU (V1 ∪ . . . ∪ Vn) =
A(V1)⊗ · · · ⊗A(Vn). Since each D(Ui) is sifted (Proposition 3.4.15) and the tensor product on C preserves
sifted colimits separately in each variable, we can identify the tensor product
∫
U1
A⊗ · · · ⊗
∫
Um
A with the
colimit lim
−→D(()U1)×...×D(()Un)
(ψU1 ⊗ · · ·⊗ψUm). Let W =
⋃
Ui. The tensor product functor ψU1 ⊗ · · ·⊗ψUm
can be identified with the pullback of ψW along the evident map
α : D(U1)× · · · ×D(Um)→ D(W )
(V1 ⊆ U1, . . . , Vm ⊆ Um) 7→ V1 ∪ . . . ∪ Vm.
Consequently, we are reduced to proving that the α induces an equivalence
lim
−→
(α ◦ ψW )→ lim−→
ψW .
It will suffice to show that α is cofinal. This follows by applying Proposition T.4.1.1.3 to the commutative
diagram
N(Disj(U1)× . . .×Disj(Un)) //

D(U1)× . . .×D(Um)
α

N(Disj(W )) // D(W );
note that the horizontal maps are cofinal by Proposition 3.4.13, and the map β is an isomorphism of simplicial
sets.
To formulate assertion (2) more precisely, suppose we are given a pair of algebras A,B ∈ Alg
E[M ](C). Let∫
(A),
∫
(B) ∈ AlgN(U(M))(C) be given by operadic left Kan extension. Then (
∫
(A) ⊗
∫
(B))|N(Disk(M))⊗
is an extension of (A⊗B)|N(Disk(M))⊗, so we have a canonical map
∫
(A⊗B)→
∫
(A) ⊗
∫
(B). We then
have the following:
Theorem 3.5.2. Let M be a manifold and C⊗ a sifted-complete symmetric monoidal ∞-category. Then for
every pair of locally constant algebras A,B ∈ Alg
E[M ](C), the canonical map θ :
∫
M
(A⊗B)→
∫
M
A⊗
∫
M
B
is an equivalence in C.
Proof. Proposition 3.4.13 allows us to identify
∫
M
A with the colimit of a diagram φ : D(M)→ E[M ]
A
→ C and∫
M B with the colimit of a diagram ψ : D(M)→ E[M ]
B
→ C. Since the tensor product on C preserves sifted
colimits, we deduce that
∫
M A⊗
∫
M B is given by the colimit of the functor (φ⊗ψ) : D(M)×D(M)→ C. On
the other hand, the topological chiral homology is given by the colimit of the diagram δ◦(φ⊗ψ) : D(M)→ C,
where δ : D(M)→ D(M)×D(M) is the diagonal map. The map θ is induced by the δ, and is an equivalence
since δ is cofinal (Proposition 3.4.15).
The proof of assertion (3) is based on the following simple observation:
Lemma 3.5.3. Let M be a manifold and C an∞-category which admits small colimits. Regard C as endowed
with the coCartesian symmetric monoidal structure (see §C.1.5). Then, for every object A ∈ Alg
E[M ](C),
the functor
∫
A exhibits the topological chiral homology
∫
M
A as the colimit of the diagram A|N(Disk(M)) :
N(Disk(M))→ C.
Proof. Let χ : N(Disj(M)) → C be the functor given informally by the formula χ(U1 ∪ . . . ∪ Un) =
A(U1)
∐
· · ·
∐
A(Un), where the Ui are disjoint open disks in M . We observe that χ is a left Kan extension
of χ|N(Disk(M)), so that
∫
M
A ≃ colimχ ≃ colim(χ|N(Disk(M))) (see Lemma T.4.3.2.7).
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Theorem 3.5.4. Let M be a manifold and C⊗ a sifted-complete symmetric monoidal ∞-category. Regard
the Kan complex BM as the underlying ∞-category of the ∞-operad B∐M , and let A ∈ AlgBM (C) so that∫
M
A is well-defined (see Remark 3.4.9). Composing A with the diagonal map BM × N(Γ) → B∐M , we
obtain a functor ψ : BM → CAlg(C). Let A′ = colim(ψ) ∈ CAlg(C). Then there is a canonical equivalence∫
M A ≃ A
′(〈1〉) in the ∞-category C.
Remark 3.5.5. Let A be as in the statement of Theorem 3.5.4. It follows from Theorem C.1.5.6 that A is
determined by the functor ψ, up to canonical equivalence. In other words, we may identify A ∈ AlgBM (C)
with a family of commutative algebra objects of C parametrized by the Kan complex BM (which is homotopy
equivalent to Sing(M), by virtue of Remark 3.2.2). Theorem 3.5.4 asserts that in this case, the colimit of
this family of commutative algebras is computed by the formalism of topological chiral homology.
Proof of Theorem 3.5.4. Let φ : Disk(M)⊗ × Γ→ Disk(M)⊗ be the functor given by the construction
((U1, . . . , Um), 〈n〉) 7→ (U
′
1, . . . , U
′
mn),
where U ′mi+j = Uj . Composing φ with the map N(Disk(M))
⊗ → B∐M
A
→ C⊗, we obtain a locally constant
algebra object A ∈ AlgN(Disk(M))(CAlg(C)), where CAlg(C) is endowed with the symmetric monoidal struc-
ture given by pointwise tensor product (see Example C.1.8.20). Since the symmetric monoidal structure
on CAlg(C) is coCartesian (Proposition C.2.7.6), the colimit lim
−→
(ψ) can be identified with the topological
chiral homology
∫
M A ∈ CAlg(C). Let θ : CAlg(C)
⊗ → C⊗ denote the forgetful functor. We wish to prove
the existence of a canonical equivalence θ(
∫
M A) ≃
∫
M θ(A). In view of Proposition 3.4.16, it suffices to
observe that θ is a symmetric monoidal functor and that the underlying functor CAlg(C) → C preserves
sifted colimits (Proposition C.2.7.1).
IfM is an arbitrary k-manifold, we can view an E[M ]-algebra object of a symmetric monoidal∞-category
C as a family of E[k]-algebras {Ax}x∈M parametrized by the points ofM . In general, this family is “twisted”
by the tangent bundle of M . In the special case where M = S1, the tangent bundle TM is trivial, so we
can think of an E[M ]-algebra as a family of associative algebras parametrized by the circle: that is, as an
associative algebra A equipped with an automorphism σ (given by monodromy around the circle). Our final
goal in this section is to show that in this case, the topological chiral homology
∫
S1
A coincides with the
Hochschild homology of the A-bimodule corresponding to σ.
Fix an object of D(S1) corresponding to a single disk ψ : R →֒ S1. An object of D(S1)ψ/ is given by a
diagram
R
ψ
  A
AA
AA
AA
A
j // U
ψ′~~}}
}}
}}
}
S1
which commutes up to isotopy, where U is a finite union of disks. The set of components π0(S
1 − ψ′(U))
is finite (equal to the number of components of U). Fix an orientation of the circle. We define a linear
ordering ≤ on π0(S1 −ψ′(U)) as follows: if x, y ∈ S1 belong to different components of S1−ψ′(U), then we
write x < y if the three points (x, y, ψ′(j(0)) are arranged in a clockwise order around the circle, and y < x
otherwise. This construction determines a functor from D(S1)ψ/ to (the nerve of) the category of nonempty
finite linearly ordered sets, which is equivalent to ∆op. A simple calculation yields the following:
Lemma 3.5.6. Let M = S1, and let ψ : R →֒ S1 be any open embedding. Then the above construction
determines an equivalence of ∞-categories θ : D(M)ψ/ → N(∆
op).
We can now formulate the relationship between Hochschild homology and topological chiral homology
precisely as follows:
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Theorem 3.5.7. Let q : C⊗ → N(Γ) be a sifted-complete symmetric monoidal category. Let A ∈ Alg
E[S1](C)
be an algebra determining a diagram χ : D(S1) → C whose colimit is
∫
S1 A. Choose an open embedding
ψ : R →֒ S1. Then the restriction χ|D(S1)ψ/ is equivalent to a composition
D(S1)ψ/
θ
→ N(∆op)
B•→ C,
where θ is the equivalence of Lemma 3.5.6 and B• is a simplicial object of C. Moreover, there is a canonical
equivalence
∫
S1 A ≃ |B•|.
Lemma 3.5.8. Let C be a nonempty ∞-category. Then C is sifted if and only if, for each object C ∈ C, the
projection map θC : CC/ → C is cofinal.
Proof. According to Theorem T.4.1.3.1, the projection map θC is cofinal if and only if, for every object
D ∈ C, the ∞-category CC/×C CD/ is weakly contractible. Using the evident isomorphism CC/×C CD/ ≃
C×(C×C)(C×C)(C,D)/, we see that this is equivalent to the cofinality of the diagonal map C → C×C
(Theorem T.4.1.3.1).
Proof of Theorem 3.5.7. The first assertion follows from Lemma 3.5.6. The second follows from the obser-
vation that D(S1)ψ/ → D(S
1) is a cofinal map, by virtue of Lemma 3.5.8 and Proposition 3.4.15.
Remark 3.5.9. In the situation of Theorem 3.5.7, let us view A as an associative algebra object of C
equipped with an automorphism σ. We can describe the simplicial object B• informally as follows. For each
n ≥ 0, the object Bn ∈ C can be identified with the tensor power A⊗(n+1). For 0 ≤ i < n, the ith face map
from Bn to Bn−1 is given by the composition
Bn ≃ A
⊗i ⊗ (A⊗A)⊗A⊗(n−1−i) → A⊗i ⊗A⊗A⊗(n−1−i) ≃ Bn−1,
where the middle map involves the multiplication on A. The nth face map is given instead by the composition
Bn ≃ (A⊗A
⊗(n−1))⊗A ≃ A⊗ (A⊗A⊗n−1) ≃ (A⊗A)⊗A⊗n−1 → A⊗ A⊗
n−1
≃ Bn−1.
Example 3.5.10. Let E denote the homotopy category of the∞-operad E[BTop(1)], so that N(E) is the∞-
operad describing associative algebras with involution (see Example 3.1.6). Then N(E) contains a subcategory
equivalent to the associative ∞-operad Ass. Since the circle S1 is orientable, the canonical map E[S1] →
E[BTop(1)] → N(E) factors through this subcategory. We obtain by composition a functor AlgAss(C) →
Alg
E[S1](C) for any symmetric monoidal ∞-category C. If C admits sifted colimits and the tensor product
on C preserves sifted colimits, we can then define the topological chiral homology
∫
S1
A. It follows from
Theorem 3.5.7 that this topological chiral homology can be computed in very simple terms: namely, it is
given by the geometric realization of a simplicial object B• of C consisting of iterated tensor powers of the
algebra A. In fact, in this case, we can say more: the simplicial object B• can be canonically promoted
to a cyclic object of C. The geometric realization of this cyclic object provides the usual bar resolution for
computing the Hochschild homology of A.
3.6 Factorizable Cosheaves and Ran Integration
Let M be a manifold and let A be an E[M ]-algebra object of a sifted-complete symmetric monoidal ∞-
category C⊗. We refer to the object
∫
U A ∈ C introduced in Definition 3.4.6 as the topological chiral
homology of U with coefficients in A, which is intended to suggest that (like ordinary homology) it enjoys
some form of codescent with respect to open coverings in M . However, the situation is more subtle: the
functor U 7→
∫
U A is not generally a cosheaf on the manifold M itself (except in the situation described in
Lemma 3.5.3). However, it can be used to construct a cosheaf on the Ran space Ran(M) introduced in §3.3.
In other words, we can view topological chiral homology as given by the procedure of integration over the
Ran space (Theorem 3.6.13).
We begin with a review of the theory of cosheaves.
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Definition 3.6.1. Let C be an ∞-category, X a topological space, and U(X) the partially ordered set of
open subsets of X . We will say that a functor F : N(U(X))→ C is a cosheaf on X if, for every object C ∈ C,
the induced map
FC : N(U(X))
op F→ Cop
eC→ S
is a sheaf on X , where eC : C
op → S denotes the functor represented by C. We will say that a cosheaf
F : N(U(X)) → C is hypercomplete if each of the sheaves FC ∈ Shv(X) is hypercomplete. If X is the Ran
space of a manifold M , we will say that F is constructible if each of the sheaves FC is constructible in the
sense of Definition 3.3.11.
Remark 3.6.2. Let X be a topological space. It follows from Proposition 3.3.15 that a functor F :
N(U(X))→ C is a hypercomplete cosheaf on X if and only if, for every open set U ⊆ X and every functor
f : J→ U(U) with the property that Jx = {J ∈ J : x ∈ f(J)} has weakly contractible nerve for each x ∈ U ,
the functor F exhibits F(U) as a colimit of the diagram {F(f(J))}J∈J.
In particular, if g : C → D is a functor which preserves small colimits, then composition with g carries
hypercomplete cosheaves to hypercomplete cosheaves. Similarly, if C = P(E) for some small ∞-category
E, a functor F : N(U(X)) → C is a hypercomplete cosheaf if and only if, for every E ∈ E, the functor
U 7→ F(U)(E) determines a cosheaf of spaces N(U(X))→ S.
Our first goal in this section is to show that, if M is a manifold, then we can identify E[M ]-algebras with
a suitable class of cosheaves on the Ran space Ran(M). To describe this class more precisely, we need to
introduce a bit of terminology.
Definition 3.6.3. Let M be a manifold, and let U be a subset of Ran(M). The support SuppU of U is the
union
⋃
S∈U S ⊆M . We will say that a pair of subsets U, V ⊆ Ran(M) are independent if SuppU∩SuppV =
∅.
Definition 3.6.4. If U and V are subsets in Ran(M), we let U ⋆V denote the set {S ∪T : S ∈ U, T ∈ V } ⊆
Ran(M).
Remark 3.6.5. If U is an open subset of Ran(X), then SuppU is an open subset of X .
Example 3.6.6. If {Ui}1≤i≤n is a nonempty finite collection of disjoint open subsets of a manifold M , then
the open set Ran({Ui}) ⊆ Ran(M) defined in §3.3 can be identified with Ran(U1) ⋆Ran(U2) ⋆ · · · ⋆Ran(Un).
Remark 3.6.7. If U and V are open in Ran(M), then U ⋆ V is also open in Ran(M).
Remark 3.6.8. We will generally consider the set U ⋆ V only in the case where U and V are independent
subsets of Ran(M). In this case, the canonical map U × V → U ⋆ V given by the formula (S, T ) 7→ S ∪ T is
a homeomorphism.
Definition 3.6.9. Let M be a manifold. We define a category Fact(M)⊗ as follows:
(1) The objects of Fact(M)⊗ are finite sequences (U1, . . . , Un) of open subsets Ui ⊆ Ran(M).
(2) A morphism from (U1, . . . , Um) to (V1, . . . , Vn) in FactM is a surjective map α : 〈m〉 → 〈n〉 in Γ with
the following property: for 1 ≤ i ≤ n, the sets {Uj}α(j)=i are pairwise independent and ⋆α(j)=iUj ⊆ Vi.
We let Fact(M) ⊆ Fact(M)⊗ denote the fiber product Fact(M)⊗ ×Γ {〈1〉}, so that Fact(M) is the category
whose objects are open subsets of Ran(M) and whose morphisms are inclusions of open sets.
The ∞-category N(Fact(M)⊗) is an ∞-operad. Moreover, there is a canonical map of ∞-operads Ψ :
N(Disk(M))⊗nu → N(Fact(M)
⊗), given on objects by the formula (U1, . . . , Un) 7→ (Ran(U1), . . . ,Ran(Un)).
We can now state our main result:
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Theorem 3.6.10. Let M be a manifold and let C⊗ be a symmetric monoidal ∞-category. Assume that C
admits small colimits and that the tensor product on C preserves small colimits separately in each variable.
Then the operation of operadic left Kan extension along the inclusion Ψ : N(Disk(M))⊗nu → N(Fact(M)
⊗)
determines a fully faithful embedding F : AlgnuN(Disk(M))(C) → AlgN(Fact(M))(C). Moreover, the essential
image of the full subcategory Algnu,locDisk(M)(C) spanned by the locally constant objects of Alg
u
N(Disk(M))(C) is the
full subcategory of AlgFact(M)(C) spanned by those objects A satisfying the following conditions:
(1) The restriction of A to N(Fact(M)) is a constructible cosheaf on Ran(M), in the sense of Definition
3.6.1.
(2) Let U, V ⊆ Ran(M) be independent open sets. Then the induced map A(U)⊗A(V )→ A(U ⋆ V ) is an
equivalence in C.
Remark 3.6.11. In view of Proposition 3.2.14, we can formulate Theorem 3.6.10 more informally as follows:
giving a nonunital E[M ]-algebra object of the ∞-category C is equivalent to giving a constructible C-valued
cosheaf F on the Ran space Ran(M), with the additional feature that F(U ⋆V ) ≃ F(U)⊗F(V ) when U and
V are independent subsets of Ran(M). Following Beilinson and Drinfeld, we may sometimes refer a cosheaf
with this property as a factorizable cosheaf on Ran(M).
The proof of Theorem 3.6.10 rests on the following basic calculation:
Lemma 3.6.12. Let M be a k-manifold, let D ∈ E[M ]nu be an object (corresponding to a nonempty finite
collection of open embeddings {ψi : R
k →M}1≤i≤m), let χ : N(Disj(M)nu)→ S be a functor classified by the
left fibration N(Disj(M)nu)×E[M ]nu (E[M ]nu)
act
D/ (here Disj(M)nu is defined as in Proposition 3.4.13), and let
χ : N(Fact(M))→ S be a left Kan extension of χ. Then χ is a hypercomplete S-valued cosheaf on Ran(M).
Proof. Recall that a natural transformation of functors α : F → G from an ∞-category C to S is said to be
Cartesian if, for every morphism C → D in C, the induced diagram
F (C) //

F (D)

G(C) // G(D)
is a pullback square in S. Let D′ be the image of D in E[BTop(k)], and let χ′ : N(Disj(M)nu) → S be a
functor classified by the left fibration N(Disj(M)nu)×E[BTop(k)] (E[BTop(k)])act/D′ . There is an evident natural
transformation of functors β : χ → χ′, which induces a natural transformation β : χ → χ′. It is easy
to see that β is a Cartesian natural transformation. Let S = {1, . . . ,m}, so that we can identify χ′ with
the functor which assigns to V ∈ Disj(M)nu the summand Sing Emb
′(S × Rk, V ) ⊆ SingEmb(S ×Rk, V )
consisting of those open embeddings j : S × Rk → V which are surjective on connected components. Let
χ′′ : N(Disj(M)nu)→ S be the functor given by the formula V 7→ Sing Conf
′(S, V ), where Sing Conf ′(S, V ) ⊆
Sing Conf(S, V ) is the summand consisting of injective maps i : S → V which are surjective on connected
components. We have an evident natural transformation of functors γ : χ′ → χ′′. Using Remark A.11.10,
we deduce that γ is Cartesian, so that α = γ ◦ β is a Cartesian natural transformation from χ to χ′′.
Let φ : Conf(S,M) → Ran(M) be the continuous map which assigns to each configuration i : S → M
its image i(S) ⊆ M (so that φ exhibits Conf(S,M) as a finite covering space of Ranm(M) ⊆ Ran(M)).
Let χ′′ : N(Fact(M)) → S be the functor given by the formula U 7→ Sing(φ−1U). We observe that χ′′ is
canonically equivalent to χ′′. We claim that χ′′ is a left Kan extension of χ′′. To prove this, it suffices to
show that for every open subset U ⊆ Ran(M), the map χ′′ exhibits Sing(φ−1U) as a colimit of the diagram
{χ′′(V )}V ∈J, where J ⊆ Disj(M)nu is the full subcategory spanned by those unions of disks V = U1∪ . . .∪Un
such that Ran({Ui}) ⊆ U . For each x ∈ φ−1(U), let Jx denote the full subcategory of J spanned by those
open sets V such that the map x : S → M factors through a map S → V which is surjective on connected
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components. In view of Theorem A.1.1, it will suffice to show that Jx has weakly contractible nerve. In
fact, we claim that Jopx is filtered: this follows from the observation that every open neighborhood of x(S)
contains an open set of the form U1∪ . . .∪Um, where the Ui are a collection of small disjoint disks containing
the elements of x(S).
The map α induces a natural transformation α : χ→ χ′′. Using Theorem T.6.1.3.9, we deduce that α is
also a Cartesian natural transformation. We wish to show that χ satisfies the criterion of Remark 3.6.2. In
other words, we wish to show that if U ⊆ Ran(M) is an open subset and f : I→ Fact(M) is a diagram such
that each f(I) ⊆ U and the full subcategory Ix = {I ∈ I : x ∈ f(I)} has weakly contractible nerve for each
x ∈ U , then χ exhibits χ(U) as a colimit of the diagram {χ(f(I))}I∈I. By virtue of Theorem T.6.1.3.9, it
will suffice to show that χ′′ exhibits χ′′(U) as a colimit of the diagram {χ′′(f(I))}I∈I. This is an immediate
consequence of Theorem A.1.1.
Proof of Theorem 3.6.10. The existence of the functor F follows from Corollary C.2.6.10. Let A0 be a
nonunital N(Disk(M))⊗-algebra object of C. Using Corollary C.2.6.10, Proposition C.2.2.14, and Proposition
C.2.2.15, we see that A = F (A0) can be described as an algebra which assigns to each U ⊆ Ran(M) a colimit
of the diagram
χU : N(Disk(M))
⊗ ×N(Fact(M)⊗) N(Fact(M)
⊗)act/U → C .
The domain of this functor can be identified with the nerve of the category CU whose objects are finite
collections of disjoint disks V1, . . . , Vn ⊆ M such that Ran({Vi}) ⊆ U . In particular, if U = Ran(U ′) for
some open disk U ′ ⊆ M , then the one-element sequence (U ′) is a final object of CU . It follows that the
canonical map A0 → A|N(Disk(M))⊗ is an equivalence, so that the functor F is fully faithful.
We next show that if A = F (A0) for some A0 ∈ Alg
loc,nu
N(Disk(M))(C), then A satisfies conditions (1) and (2).
To prove that A satisfies (2), we observe that if U, V ⊆ Ran(M) are independent then we have a canonical
equivalence CU⋆V ≃ CU ⋆CV . Under this equivalence, the functor χU⋆V is given by the tensor product of the
functors χU and χV . The map A(U)⊗A(V )→ A(U ⋆ V ) is a homotopy inverse to the equivalence
lim
−→
N(CU⋆V )
χU⋆V ≃ lim−→
N(CU )×N(CV )
χU ⊗ χV → ( lim−→
N(CU )
χU )⊗ ( lim−→
N(CV )
χV )
provided by our assumption that the tensor product on C preserves small colimits separately in each variable.
We next show that A|N(Fact(M)) is a hypercomplete cosheaf on Ran(M). By virtue of Proposition
3.2.14, we can assume that A0 factors as a composition
Disk(M)⊗nu → E[M ]nu
A′0→ C⊗ .
Let D be the subcategory of E[M ]nu spanned by the active morphisms. As explained in §C.1.6, the ∞-
category D admits a symmetric monoidal structure and we may assume that A′0 factors as a composition
E[M ]nu → D
⊗ A
′′
0→ C⊗,
where A′′0 is a symmetric monoidal functor. Corollary C.4.1.7 implies that the P(D) inherits a symmetric
monoidal structure, and that A′′0 factors (up to homotopy) as a composition
D
⊗ → P(D)⊗
T
→ C⊗
where T is a symmetric monoidal functor such that the underlying functor T〈1〉 : P(D)→ C preserves small
colimits. Let B0 denote the composite map
Disk(M)⊗nu → E[M ]nu → D
⊗ → P(D)⊗,
and let B ∈ AlgFact(M)(P(D)) be an operadic left Kan extension of B0, so that A0 ≃ T ◦B0 and A ≃ T ◦B.
Since T〈1〉 preserves small colimits, it will suffice to show that B|N(Fact(M)) is a hypercomplete P(D)-
valued cosheaf on Ran(M) (Remark 3.6.2). Fix an object D ∈ D, and let eD : P(D) → S be the functor
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given by evaluation on D. In view of Remark 3.6.2, it will suffice to show that eD ◦ (B|N(Fact(M))) is a
hypercomplete S-valued cosheaf on Ran(M). The desired result is now a translation of Lemma 3.6.12.
To complete the proof that A satisfies (1), it suffices to show that for each C ∈ C, the functor U 7→
MapC(A(U), C) satisfies condition (∗) of Proposition 3.3.14. Let U1, . . . , Un ⊆ M be disjoint disks con-
taining smaller disks V1, . . . , Vn ⊆ M ; it will suffice to show that the corestriction map A(Ran({Vi})) →
A(Ran({Ui})) is an equivalence in C. Since A satisfies (2), we can reduce to the case where n = 1. In this
case, we have a commutative diagram
A0(V1)
β //

A0(U1)

A(Ran(V1))
β′ // A(Ran(U1)).
The vertical maps are equivalences (since F is fully faithful), and the map β is an equivalence because A0 is
locally constant.
Now suppose that A ∈ AlgN(Fact(M))(C) satisfies conditions (1) and (2); we wish to prove that A lies in the
essential image of F |Algloc,nuN(Disk(M))(C). Let A0 = A|N(Disk(M))
⊗. Since A satisfies (1), Proposition 3.3.14
guarantees that A0 is locally constant; it will therefore suffice to show that the canonical map F (A0)→ A is an
equivalence in the ∞-category AlgN(Fact(M))(C). It will suffice to show that for every open set U ⊆ Ran(M)
and every object C ∈ C, the induced map αU : MapC(A(U), C) → MapC(F (A0)(U), C) is a homotopy
equivalence of spaces. Since A and F (A0) both satisfy condition (1), the collection of open sets U such that
αU is a homotopy equivalence is stable under unions of hypercovers. Consequently, Remark 3.3.4 allows us
to assume that U = Ran(V1) ⋆ · · · ⋆ Ran(Vn) for some collection of disjoint open disks V1, . . . , Vn ⊆ M . We
claim that β : F (A0)(U)→ A(U) is an equivalence. Since A and F (A0) both satisfy (2), it suffices to prove
this result after replacing U by Ran(Vi) for 1 ≤ i ≤ n. We may therefore assume that U = Ran(V ) for some
open disk V ⊆M . In this case, we have a commutative diagram
A0(V )
β′′
$$I
II
II
II
II
F (A0)(U)
β //
β′
99ssssssssss
A(U).
The map β′ is an equivalence by the first part of the proof, and β′′ is an equivalence by construction. The
two-out-of-three property shows that β is also an equivalence, as desired.
The construction of topological chiral homology is quite closely related to the left Kan extension functor F
studied in Theorem 3.6.10. Let M be a manifold, let A ∈ AlgN(Disk(M))(C), and let A0 = A|N(Disk(M))
⊗
nu.
Evaluating Ψ(A0) on the Ran space Ran(M), we obtain an object of C which we will denote by
∫ nu
M
A.
Unwinding the definition, we see that
∫ nu
M
A can be identified with the colimit lim
−→V ∈Disj(M)nu
χ(V ), where
χ : N(Disj(M))→ C is the functor given informally by the formula χ(U1 ∪ . . . ∪Un) = A(U1)⊗ · · · ⊗A(Un).
The topological chiral homology
∫
M A is given by the colimit lim−→V ∈Disj(M)
χ(V ). The inclusion of Disj(M)nu
into Disj(M) induces a map
∫ nu
M A→
∫
M A. We now have the following result:
Theorem 3.6.13. Let M be a manifold and C⊗ a symmetric monoidal ∞-category. Assume that C admits
small colimits and that the tensor product on C preserves colimits separately in each variable, and let A ∈
AlgN(Disk(M))(C). Suppose that M is connected and that A is locally constant. Then the canonical map∫ nu
M
A→
∫
M
A is an equivalence in C.
Proof. The map A determines a diagram ψ : N(Disj(M))→ C, given informally by the formula ψ(U1 ∪ . . .∪
Un) = A(U1)⊗ · · · ⊗A(Un). We wish to prove that the canonical map θ : lim−→
(ψ|N(Disj(M)nu))→ lim
−→
(ψ) is
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an equivalence. Since A is locally constant, we can use Theorem 3.2.7 to reduce to the case where A factors as
a composition Disk(M)⊗ → E[M ]
A′
→ C⊗ . In this case, ψ factors as a composition N(Disj(M))→ D(M)
ψ′
→ C,
so we have a commutative diagram
lim
−→
(ψ|N(Disj(M)nu))
θ′
((QQ
QQ
QQ
QQ
QQ
QQ
θ // lim
−→
(ψ)
θ′′zzuu
uu
uu
uu
u
lim
−→
(ψ′).
Proposition 3.4.13 guarantees that θ′ and θ′′ are equivalences in C, so that θ is an equivalence by the
two-out-of-three property.
Theorem 3.6.13 can be regarded as making the functor Ψ of Theorem 3.6.10 more explicit: if A0 is
a locally constant quasi-unital N(Disk(M))⊗-algebra and M is connected, then the global sections of the
associated factorizable cosheaf can be computed by the topological chiral homology construction of Definition
3.4.6. We can also read this theorem in the other direction. If A is a locally constant N(Disk(M))⊗-algebra,
the the functor U 7→
∫
U A does not determine a cosheaf N(U(M)) → C in the sense of Definition 3.6.1.
However, when U is connected, the topological chiral homology
∫
U
A can be computed as the global sections
of a sheaf on the Ran space Ran(U). This is a reflection of a more subtle sense in which the construction
U 7→
∫
U A behaves “locally in U .” We close this section with a brief informal discussion.
Let M be a manifold of dimension k, and let N ⊆ M be a submanifold of dimension k − d which has a
trivial neighborhood of the form N×Rd. Let A ∈ Alg
E[M ](C) and let
∫
(A) denote the associated N(U(M))⊗-
algebra object of C. Restricting
∫
(A) to open subsets of M of the form N ×V , where V is a union of finitely
many open disks in Rd, we obtain another algebra AN ∈ AlgN(Disk(Rd))(C). This algebra is locally constant,
and can therefore be identified with an E[d]-algebra object of C (Theorem 3.2.7). We will denote this algebra
by
∫
N A.
Warning 3.6.14. This notation is slightly abusive: the E[d]-algebra
∫
N A depends not only on the closed
submanifold N ⊆M but also on a trivialization of a neighborhood of N .
Suppose now that d = 1, and that N ⊆M is a hypersurface which separates the connected manifold M
into two components. Let M+ denote the union of one of these components with the neighborhood N ×R
of N , and M− the union of the other component with N ×R of N . After choosing appropriate conventions
regarding the orientation of R, we can endow the topological chiral homology
∫
M+
A with the structure of
a right module over
∫
N
A (which we will identify with an associative algebra object of C), and
∫
M−
A with
the structure of a left module over
∫
N A. There is a canonical map
(
∫
M+
A)⊗R
N
A (
∫
M−
A)→
∫
M
A,
which can be shown to be an equivalence. In other words, we can recover the topological chiral homology∫
M
A of the entire manifold M if we understand the topological chiral homologies of M+ and M−, together
with their interface along the hypersurface N .
Using more elaborate versions of this analysis, one can compute
∫
M A using any sufficiently nice decom-
position of M into manifolds with corners (for example, from a triangulation of M). This can be made
precise using the formalism of extended topological quantum field theories (see [47] for a sketch).
Example 3.6.15. Let M = Rk, so that the∞-operad E[M ] is equivalent to E[k]. Let N = Sk−1 denote the
unit sphere in Rk. We choose a trivialization of the normal bundle to N in M , which assigns to each point
x ∈ Sk−1 ⊆ Rk the “inward pointing” normal vector given by −x itself. According to the above discussion,
we can associate to any algebra object A ∈ Alg
E[k](C) an E[1]-algebra object of C, which we will denote by
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B =
∫
Sk−1
A. Using Example 1.1.7 and Proposition C.1.3.14, we can identify B with an associative algebra
object of C. One can show that this associative algebra has the following property: there is an equivalence
of ∞-categories θ : Mod
E[k]
A (C) ≃ Mod
L
B(C) which fits into a commutative diagram of ∞-categories
Mod
E[k]
A (C)
θ //
$$H
HH
HH
HH
HH
H
ModLB(C)
{{ww
ww
ww
ww
w
C
which are right-tensored over C (in view of Theorem 2.3.5, the existence of such a diagram characterizes the
object B ∈ Alg(C) up to canonical equivalence). Under the equivalence θ, the left B-module B corresponds
to the object F (1) ∈ Mod
E[k]
A (C) appearing in the statement of Theorem 2.7.1.
3.7 Digression: Colimits of Fiber Products
If X is an ∞-topos, then colimits in X are universal: that is, for every morphism f : X → Y in X, the
fiber product construction Z 7→ X ×Y Z determines a colimit-preserving functor from X/Y to X/X . In other
words, the fiber product X×Y Z is a colimit-preserving functor of Z. The same argument shows that X×Y Z
is a colimit-preserving functor of X . However, the dependence of the fiber product X ×Y Z on Y is more
subtle. In §3.8, we will need the following result, which asserts that the construction Y 7→ X×Y Z commutes
with colimits in many situations:
Theorem 3.7.1. Let X be an ∞-topos. Let C denote the ∞-category Fun(Λ22,X) ×Fun({2},X) X
≥1
∗ whose
objects are diagrams X → Z ← Y in X, where Z is a pointed connected object of C. Let F : C → X be the
functor
C→ Fun(Λ22,X)
lim
→ X
given informally by the formula (X → Z ← Y ) 7→ X ×Z Y . The F preserves sifted colimits.
Proof of Theorem 3.7.1. Let C′ denote the full subcategory of Fun(∆1 ×∆1 ×N(∆op+ ),X) spanned by those
functors G which corresponding to diagrams of augmented simplicial objects
W• //

X•

Y• // Z•
which satisfy the following conditions:
(i) The object Z0 is final.
(ii) The augmentation map Z0 → Z−1 is an effective epimorphism (equivalently, Z−1 is a connected object
of X).
(iii) Let K denote the full subcategory of ∆1×∆1×N(∆op+ ) spanned by the objects (1, 0, [−1]), (0, 1, [−1]),
(1, 1, [−1]), and (1, 1, [0]). Then G is a right Kan extension of G|K. In particular, the diagram
W−1 //

X−1

Y−1 // Z−1
is a pullback square.
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It follows from Proposition T.4.3.2.15 that the restriction map G 7→ G|K induces a trivial Kan fibration
q : C′ → C. Note that the functor F is given by composing a section of q with the evaluation functor
G 7→ G(0, 0, [−1]). To prove that F commutes with sifted colimits, it will suffice to show that C′ is stable
under sifted colimits in Fun(∆1 ×∆1 ×N(∆op+ ),X).
Let D be the full subcategory of Fun(∆1 × ∆1 × N(∆op),X) spanned by those diagrams of simplicial
objects
W• //

X•

Y• // Z•
satisfying the following conditions:
(i′) The simplicial object Z• is a group object of X (that is, Z• is a groupoid object of X and Z0 is final in
X; equivalently, for each n ≥ 0 the natural map Zn → Zn1 is an equivalence).
(ii′) For each integer n and each inclusion [0] →֒ [n], the induced maps
Xn → X0 × Zn Yn → Y0 × Zn Wn → X0 × Y0 × Zn
are equivalences.
Since the product functor X×X → X commutes with sifted colimits (Proposition T.5.5.8.6), we deduce
that D is stable under sifted colimits in Fun(∆1 ×∆1 × N(∆op),X). Let D′ ⊆ Fun(∆1 ×∆1 × N(∆op+ ),X)
be the full subcategory spanned by those functors G such that G is a left Kan extension of G0 = G|(∆1 ×
∆1 ×N(∆op+ )) and G0 ∈ D. Then D
′ is stable under sifted colimits in Fun(∆1 ×∆1 ×N(∆op+ ),X). We will
complete the proof by showing that D′ = C′.
Suppose first that G ∈ C′, corresponding to a commutative diagram of augmented simplicial objects
W• //

X•

Y• // Z•.
Condition (iii) guarantees that Z• is a Cˇechnerve of the augmentation map Z0 → Z−1. Since this augmenta-
tion map is an effective epimorphism (by virtue of (ii)), we deduce that the augmented simplicial object Z• is
a colimit diagram. Condition (iii) guarantees that the natural maps Xn → Zn×Z−1 X−1 is are equivalences.
Since colimits in X are universal, we deduce that X• is also a colimit diagram. The same argument shows
that Y• and W• are colimit diagrams, so that G is a left Kan extension of G0 = G|(∆1 ×∆1 ×N(∆
op)). To
complete the proof that G ∈ D′, it suffices to show that G0 satisfies conditions (i′) and (ii′). Condition (i′)
follows easily from (i) and (iii), and condition (ii′) follows from (iii).
Conversely, suppose that G ∈ D′; we wish to show that G satisfies conditions (i), (ii), and (iii). Condition
(i) follows immediately from (i′), and condition (ii) from the fact that Z• is a colimit diagram. It remains
to prove (iii). Let K ′ denote the full subcategory of ∆1 ×∆1 × N(∆op+ ) spanned by the objects (0, 1, [−1),
(1, 0, [−1]), and {(1, 1, [n])}n≥−1. Since X is an ∞-topos and Z• is the colimit of a groupoid object of X,
it is a Cˇechnerve of the augmentation map Z0 → Z−1. This immediately implies that G|K ′ is a right Kan
extension of G|K. To complete the proof, it will suffice to show that G is a right Kan extension of G|K ′
(Proposition T.4.3.2.8).
We first claim that G is a right Kan extension of G|K ′ at (0, 1, [n]) for each n ≥ 0. Equivalently, we
claim that each of the maps
Xn //

X−1

Zn // Z−1
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is a pullback diagram. Since X• and Z• are both colimit diagrams, it will suffice to show that the map
X• → Z• is a Cartesian transformation of simplicial objects (Theorem T.6.1.3.9): in other words, it will
suffice to show that for every morphism [m]→ [n] in ∆, the analogous diagram
Xn //

Xm

Zn // Zm
is a pullback square. Choosing a map [0] →֒ [m], we obtain a larger diagram
Xn //

Xm //

X0

Zn // Zm // Z0.
Since Z0 is a final object of X, condition (ii
′) implies that the right square and the outer rectangle are
pullback diagrams, so that the left square is a pullback diagram as well. A similar argument shows that
Y• → Z• andW• → Z• are Cartesian transformations, so that G is a right Kan extension of G|K ′ at (1, 0, [n])
and (0, 0, [n]) for each n ≥ 0.
To complete the proof, we must show that G is a right Kan extension of G|K ′ at (0, 0, [−1]): in other
words, that the diagram σ :
W−1 //

X−1

Y−1 // Z−1
is a pullback square. Since the map ǫ : Z0 → Z−1 is an effective epimorphism, it suffices to show that the
diagram σ becomes a pullback square after base change along ǫ. In other words, we need only show that the
diagram
W0 //

X0

Y0 // Z0
is a pullback square, which follows immediately from (ii′).
The remainder of this section is devoted to describing some applications of Theorem 3.7.1. The results
here are not used elsewhere in this paper, and may be safely skipped by the reader.
Corollary 3.7.2. Let X be an ∞-topos, Grp(X) the ∞-category of group objects of X, and K a sifted
simplicial set. Suppose we are given a pullback diagram
W //

X

Y // Z
in the ∞-category Fun(K⊲,Grp(X)) satisfying the following conditions:
(i) The functors X, Y , and Z are colimit diagrams.
(ii) For every vertex v of K, the map Y (k)→ Z(k) induces an effective epimorphism in X.
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Then W is a colimit diagram in Grp(X).
Proof. We observe that condition (ii) is also satisfied when v is the cone point of K⊳, since the collection of
effective epimorphisms in X is stable under colimits.
Since X is an ∞-topos, the formation of colimits determines an equivalence of ∞-categories from Grp(X)
to the∞-category X≥1∗ of pointed connected objects of X. Applying this equivalence, we have a commutative
diagram σ :
W ′ //

X ′

Y ′ // Z ′
of functors from K⊳ to X∗. Since the forgetful functor Grp(X) → X is conservative and preserves sifted
colimits, we deduce that X ′, Y ′, and Z ′ are colimit diagrams, and we wish to prove that W ′ is a colimit
diagram. This follows from Theorem 3.7.1, provided that we can show that σ is a pullback square. The
diagram σ is evidently a pullback square in Fun(K⊳,X≥1∗ ), so it will suffice to show that the fiber product
X ′ ×Z′ Y ′ (formed in the larger ∞-category Fun(K⊳,X∗)) belongs to Fun(K⊳,X
≥1
∗ ). In other words, we
wish to show that for every vertex v ∈ K⊳, the fiber product X ′(v) ×Z′(v) Y
′(v) is a connected object of
X. Since the map Y (v) → Z(v) is an effective epimorphism, we deduce that its delooping Y ′(v)→ Z ′(v) is
1-connective. It follows that the projection map X ′(v) ×Z′(v) Y
′(v) → X ′(v) is 1-connective. The desired
result now follows from the observation that X ′(v) is connected.
Corollary 3.7.3. Let X be an ∞-topos, let X• be a simplicial object in the ∞-category Grp(X). Then X• is
a hypercovering of its geometric realization |X•|.
Proof. Without loss of generality, we may suppose that X is the essential image of a left exact localization
functor L : P(C) → P(C), for some small ∞-category C. We may assume without loss of generality that
X• ≃ LY•, for some simplicial object Y• of Grp(P(C)) (for example, we can take Y• = X•). Since L : P(C)→ X
preserves colimits, we have an equivalence L|Y•| ≃ |X•|. Since L preserves hypercoverings, it will suffice to
show that Y• is a hypercovering of |Y•|. For this, we need only show that Y•(C) is a hypercovering of |Y•(C)|
in S, for each object C ∈ C. In other words, we may assume that X is the ∞-topos S of spaces.
Let A denote the category of simplicial groups, regarded as a simplicial model category; we then have a
canonical equivalence of∞-categories N(Ao)→ Grp(S) (see Remark 1.3.13). Let X• ∈ Fun(N(∆
op
+ ),Grp(S))
be a colimit of X•. Using Proposition T.4.2.4.4, we may assume that X• is image of an augmented simplicial
object G : ∆op+ → A. We will identify G with a simplicial object in the category A/G([−1]). For every
simplicial set K, let G(K) ∈ A denote the limit lim
←−σ∈HomSet∆ (∆n,K)
G([n]), computed in the category
A/G([−1]). Without loss of generality, we may assume that G is Reedy fibrant. Then the map from Xn
to the matching object Mn(X•) (computed in the ∞-category S/|X•| can be identified with the map θ :
G(∆n)→ G(∂∆n). Consequently, to prove that X• is a hypercovering |X•|, it will suffice to show that the
map π0G(∆
n)→ π0G(∂∆n) is surjective. Since θ is a Kan fibration (by virtue of our assumption that G is
Reedy fibrant), this is equivalent to the requirement that θ : G(∆n)0 → G(∂∆
n)0 is a surjection of groups.
Given an inclusion of simplicial sets A ⊆ B, we let G(B,A) denote the kernel of the restriction map
G(B) → G(A). Since the map X0 → X−1 is an effective epimorphism, the fibration G(∆0) → G(∅) is
surjective on connected components and therefore induces a surjection G(∆0)0 → G(∅)0. Every nonempty
simplicial set K contains ∆0 as a retract, so that the map G(K)0 → G(∅)0 is likewise surjective (this is
evidently true also if K = ∅). We have a commutative diagram
G(∆n, ∅)0 //
θ′

G(∆n)0 //
θ

G(∅)0 //

0

G(∂∆n, ∅)0 // G(∂∆n)0 // G(∅)0 // 0
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with exact rows. Consequently, to prove that θ is surjective, it will suffice to show that θ′ is surjective.
Let H• denote the simplicial group given by the formula Hn = G(∆
n, ∅)0. Then H• is automatically
fibrant. Consequently, the map G(∆n, ∅)0 → G(Λn0 , ∅)0 is surjective. We have a commutative diagram
G(∆n,Λn0 )0 //
θ′′

G(∆n, ∅)0 //
θ′

G(Λn0 , ∅)0 //

0

G(∂∆n,Λn0 )0 // G(∂∆
n, ∅) // G(Λn0 , ∅)0 // 0
with exact rows. Consequently, to prove that θ′ is surjective, it will suffice to show that the map
θ′′ : G(∆n,Λn0 )0 → G(∂∆
n,Λn0 )0 ≃ G(∆
{1,...,n}, ∂∆{1,...,n})0
is surjective. To complete the proof, it will suffice to verify the following:
(∗) Let G : ∆op+ → A be an augmented simplicial object of the category A of simplicial groups. Assume
that G is Reedy fibrant and is a homotopy colimit diagram in A. Then the map θ′′ : G(∆n,Λn0 )0 →
G(∆{1,...,n}, ∂∆{1,...,n})0 is surjective.
We will prove (∗) by induction on n. The case n = 0 is obvious, since the groupG(∆{1,...,n}, ∂∆{1,...,n})0 ≃
G(∂∆n,Λn0 )0 is trivial. To handle the inductive step, let TG denote the augmented simplicial group given
by the formula TG([m]) = G([m] ⋆ [0]) = G([m + 1]), and form a pullback diagram (in the category of
augmented simplicial objects of A)
G′ //

∗

TG // G.
Since each of the face maps TG([m]) ≃ G([m+1])→ G([m]) is a fibration, the above diagram is a homotopy
pullback square. Note that TG is a split augmented simplicial object of A, and therefore automatically a
homotopy colimit diagram. For n ≥ 0, the face map TG([m]) → G([m]) admits a section, and therefore
determines an effective epimorphism in S. Invoking Corollary 3.7.2, we deduce that G′ is a homotopy colimit
diagram in A. We have a commutative diagram
G(∆n,Λn0 )
//

G(∆{1,...,n}, ∂∆{1,...,n})

G′(∆n−1,Λn−10 )
// G′(∆{1,...,n−1}, ∂∆{1,...,n−1})
in which the vertical maps are isomorphisms of simplicial groups. The inductive hypothesis guarantees
that G′(∆n−1,Λn−10 )0 → G
′(∆{1,...,n−1}, ∂∆{1,...,n−1})0 is surjective. This implies that the map θ
′′ :
G(∆n,Λn0 )0 → G(∆
{1,...,n}, ∂∆{1,...,n})0 is also surjective as required.
Remark 3.7.4. Let C be the full subcategory of Fun(N(∆op+ , S) spanned by those augmented simplicial
spaces X• whose underlying simplicial space is a hypercovering of X−1. Then C is stable under products in
Fun(N(∆op+ , S): this follows from the observation that the collection of effective epimorphisms in S is stable
under products.
Corollary 3.7.5. Let Grp(S) denote the ∞-category of group objects of S. Let F : Fun(N(∆)op,Grp(S))→ S
denote the composition of the forgetful functor Fun(N(∆)op,Grp(S)) → Fun(N(∆)op, S) with the geometric
realization functor Fun(N(∆)op, S)→ S. Then F commutes with small products.
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Proof. It suffices to show that the collection of augmented simplicial objects of Grp(S) which determine
colimit diagrams in S is stable under products. This follows immediately from Corollary 3.7.3 together with
Remark 3.7.4.
Definition 3.7.6. Let C be an ∞-category which admits geometric realizations. We will say that an object
P ∈ C is strongly projective if P corepresents a functor e : C→ S with the following property:
(∗) For every simplicial object X• in C, the simplicial space e(X•) is a hypercovering of e(|X•|).
Remark 3.7.7. Every strongly projective object of an ∞-category C is projective.
Example 3.7.8. Let C be an ∞-category which admits geometric realizations, and let P be a cogroup
object of C (that is, a group object of the opposite ∞-category Cop). Then P is projective if and only if it is
strongly projective. The “if” direction is obvious (Remark 3.7.7). For the converse, we observe that because
P is a cogroup object, the functor e : C→ S corepresented by P can be lifted to a functor e : C→ Grp(S). It
follows from Corollary 3.7.3 that e carries every simplicial object X• of C to a hypercovering of |e(X•)|. If e
is projective, then this geometric realization can be identified with e|X•|.
Proposition 3.7.9. Let C be an ∞-category which admits geometric realizations. Then the collection of
strongly projective objects of C is stable under all coproducts which exist in C.
Proof. This is an immediate consequence of Remark 3.7.4.
We close this section by describing an application of Example 3.7.8: namely, we will show that it is
possible to construct an analogue of the theory of projectively generated∞-categories without assuming the
generators to be compact.
Definition 3.7.10. Let κ be a regular cardinal and let C be a small ∞-category which admits κ-small
coproducts. We let PκΣ denote the full subcategory of PΣ spanned by those presheaves F : C
op → S which
carry κ-small coproducts in C to products in S.
Remark 3.7.11. In the special case κ = ω, we have PκΣ(C) = PΣ(C).
Proposition 3.7.12. Let κ be a regular cardinal. Let C be a small ∞-category which admits κ-small
coproducts and satisfies the following additional condition:
(∗) Every object of C can be regarded as a cogroup object of C (that is, a group object of the opposite
∞-category Cop).
Then the full subcategory PκΣ(C) ⊆ P(C) is closed under the formation of geometric realizations of simplicial
objects.
Example 3.7.13. Let C be a pointed∞-category which admits finite colimits. Then for every object X ∈ C,
the suspension Σ(X) is a cogroup object of C. In particular, if the suspension functor Σ : C→ C is essentially
surjective (for example, if C is stable), then C satisfies condition (∗) of Proposition 3.7.12.
Proof. Let X• be a simplicial object of P
κ
Σ(C), and let X denote the geometric realization |X•| formed in
the ∞-category P(C). We wish to prove that X ∈ PκΣ(C). In other words, we wish to show that if {Cα} is
a κ-small collection of objects of C having a coproduct C ∈ C, then the natural map X(C)→
∏
αX(Cα) is
an equivalence. In other words, we must show that the map φ : |X•(C)| →
∏
α |X•(Cα)| is an equivalence.
Since each Xn belongs to P
κ
Σ(C), we can identify φ with the natural map
|
∏
α
X•(Cα)| →
∏
α
|X•(Cα)|.
Since each Cα is a cogroup object of C and each Xn carries finite coproducts to finite products, we deduce
that each X•(Cα) can be identified with a simplicial object in the ∞-category Grp(S) of group objects of S.
The desired result now follows from Corollary 3.7.5.
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Proposition 3.7.14. Let κ be a regular cardinal, and let C be a small ∞-category which admits κ-small
coproducts. Assume that every object of C has the structure of a cogroup object of C. Then:
(1) The ∞-category PκΣ(C) is an accessible localization of PΣ(C). In particular, P
κ
Σ(C) is a presentable
∞-category.
(2) Let j : C→ P(C) be the Yoneda embedding. Then j factors through PκΣ(C).
(3) The functor j : C→ PκΣ(C) preserves κ-small coproducts.
(4) The essential image of j consists of projective cogroup objects of PκΣ(C) (and, in particular, of strongly
projective objects of PκΣ(C): Example 3.7.8).
(5) Let X be an arbitrary object of PκΣ(C). Then X can be written as the geometric realization of a simplicial
object X• of P
κ
Σ(C), where each Xn is a small coproduct (in P
κ
Σ(C)) of objects lying in the essential
image of j. In particular, each Xn is a projective cogroup object of C.
(6) An object X ∈ PκΣ(C) is projective if and only if X can be obtained as a retract of some coproduct∐
α j(Cα).
Proof. Assertion (1), (2), and (3) are obvious. Let C ∈ C. The projectivity of the object j(C) ∈ PκΣ(C)
follows from Proposition 3.7.12. By assumption, C has the structure of a cogroup object of C. Because j
preserves finite coproducts (by virtue of (3)), we conclude that j(C) has the structure of a cogroup in PκΣ(C).
This proves (4). Assertion (5) follows immediately from (1) together with Lemma T.5.5.8.13. The “if”
direction of (6) follows from (5) (since the collection of projective objects of PκΣ(C) is stable under retracts).
Conversely, suppose that X is a projective object of PκΣ(C), and let X• be as in assertion (5). Since X is
projective, the identity map idX : X → X ≃ |X•| factors (up to homotopy) through some map X → X0.
This exhibits X as a retract of X0 ≃
∐
α j(Cα).
Remark 3.7.15. In the situation of Proposition 3.7.14, the subcategory PκΣ(C) is stable under small κ-
filtered colimits in P(C). It follows that the essential image of the Yoneda embedding j : C→ PκΣ(C) consists
of κ-compact objects of PκΣ(C). Conversely, suppose that X is a κ-compact projective object of P
κ
Σ(C). It
follows from Proposition 3.7.14 that X is a retract of a small coproduct
∐
α∈A j(Cα). We can write this
coproduct as a κ-filtered colimit of coproducts
∐
α∈A0
j(Cα), where A0 ranges over the κ-small subsets of
A. Since X is κ-compact, it follows that X is a retract of some coproduct
∐
α∈A0
j(Cα) ≃ j(
∐
α∈A0
Cα):
in other words, X belongs to the idempotent completion of the essential image of j. In particular, every
projective object of PκΣ(C) is strongly projective.
3.8 Nonabelian Poincare Duality
Let M be an oriented k-manifold. Poincare duality provides a canonical isomorphism
Hmc (M ;A) ≃ Hk−m(M ;A)
for any abelian group A (or, more generally, for any local system of abelian groups on M). Our goal in this
section is to establish an analogue of this statement for nonabelian cohomology: that is, cohomology with
coefficients in a local system of spaces on M . To formulate this analogue, we will need to replace the right
hand side by the topological chiral homology
∫
M A of M with coefficients in an approparite E[M ]-algebra.
Remark 3.8.1. The ideas described in this section are closely related to results of Segal, McDuff, and
Salvatore on configuration spaces (see [74], [63], and [69]). In particular, a special case of our main result
(Theorem 3.8.6) can be found in [69].
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Definition 3.8.2. LetM be a manifold, and let p : E →M be a Serre fibration equipped with a distinguished
section s :M → E. Given a commutative diagram
|∆n| ×M
$$I
II
II
II
II
f // E
p
~~
~~
~~
~~
M,
we will say that f is trivial on an open set U ⊆M if the restriction f |(|∆n|×U) is given by the composition
|∆n| × U → U ⊆M
s
→ E.
We define the support of f to be the smallest closed set K such that f is trivial on M −K. Given an open
set U ⊆ M , we let Γ(U ;E) denote the simplicial set whose n-simplices are maps f as above, and Γc(U ;E)
the simplicial subset spanned by those simplices such that the support of f is a compact subset of U (in this
case, f is determined by its restriction f |(|∆n| × U)
The construction (U1, . . . , Un) 7→ Γc(U1;E) × . . . × Γc(Un;E) determines a functor from U(M)⊗ to the
simplicial category of Kan complexes. Passing to nerves, we obtain a functor N(UM⊗)→ S, which we view
as a N(U(M)⊗)-monoid object of S. Let us regard the∞-category S as endowed with the Cartesian monoidal
structure, so that this monoid object lifts in an essentially unique way to a N(U(M)⊗)-algebra object of S
(Proposition C.1.4.14). We will denote this algebra by E!.
Remark 3.8.3. Let p : E → M be as in Definition 3.8.2. Every inclusion of open disks U ⊆ V in M
is isotopic to a homeomorphism (Theorem A.11.5), so the inclusion Γc(U ;E) → Γc(V ;E) is a homotopy
equivalence. It follows that the restriction E!|N(Disk(M))⊗ is a locally constant object of AlgN(Disk(M))(S),
and is therefore equivalent to the restriction E!|N(Disk(M))⊗ for some essentially unique E[M ]-algebra
E! ∈ Alg
E[M ](S) (Theorem 3.2.7).
Remark 3.8.4. Let M be a manifold and let p : E → M be a Serre fibration equipped with a section s.
Then the functor U 7→ Γ(U ;E) determines a sheaf F onM with values in the∞-category S∗ of pointed spaces
(Proposition T.7.1.3.14). Using Remark 3.8.13 and Lemma 3.8.14, we can identify the functor U 7→ Γc(U ;F)
of Definition A.12.9 with the functor U 7→ Γc(U ;E).
Remark 3.8.5. Let p : E → M be as in Definition 3.8.2. Since p is a Serre fibration, the inverse image
U ×M E is weakly homotopy equivalent to a product U × K for every open disk R
k ≃ U ⊆ M , for some
pointed topological spaceK. For every positive real number r, let Xr denote the simplicial subset of Γc(U ;E)
whose n-simplices correspond to maps which are supported in the closed ball B(r) ⊆ Rk ≃ U . Then each
Xr is homotopy equivalent to the iterated loop space Sing(Ω
kK). Since there exist compactly supported
isotopies of Rk carrying B(r) to B(s) for 0 < r < s, we deduce that the inclusion Xr ⊆ Xs is a homotopy
equivalence for each r < s. It follows that Γc(U ;E) = lim−→r
Xr is weakly homotopy equivalent to Xr for every
real number r.
In other words, we can think of E! : E[M ]→ S× as an algebra which assigns to each open disk j : U →֒M
the k-fold loop space of F , where F is the fiber of the Serre fibration p : E →M over any point in the image
of j.
We can now state our main result as follows:
Theorem 3.8.6 (Nonabelian Poincare Duality). Let M be a k-manifold, and let p : E → M be a Serre
fibration whose fibers are k-connective, which is equipped with a section s : M → E. Then E! exhibits
Γc(M ;E) as the colimit of the diagram E!|N(Disj(M)). In other words, Γc(M ;E) is the topological chiral
homology
∫
M E
!, where E! ∈ Alg
E[M ](S) is the algebra described in Remark 3.8.3.
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Remark 3.8.7. The assumption that p : E →M have k-connective fibers is essential. For example, suppose
that E = M
∐
M and that the section s : M → E is given by the inclusion of the second factor. If M is
compact, then the inclusion of the second factor determines a vertex η ∈ Γc(M ;E). The support of η is the
whole of the manifold M : in particular, η does not lie in the essential image of any of the extension maps
i : Γc(U ;E) → Γc(M ;E) where U is a proper open subset of M . In particular, if U is a disjoint union of
open disks, then η cannot lie in the essential image of i unless k = 0 or M is empty.
Remark 3.8.8. Theorem 3.8.6 implies in particular that any compactly supported section s′ of p : E →M
is homotopic to a section whose support is contained in the union of disjoint disks in M . It is easy to see
this directly, at least when M admits a triangulation. Indeed, let M0 ⊆ M be the (k − 1)-skeleton of this
triangulation, so that the open set M −M0 consists of the interiors of the k-simplices of the triangulation
and is thus a union of disjoint open disks in M . Since the fibers of p are k-connective, the space of sections
of p over the (k − 1)-dimensional space M0 is connected. Consequently, we can adjust s′ by a homotopy so
that it agrees with s on a small neighborhood of M0 in M , and is therefore supported in M −M0.
Example 3.8.9. Let M be the circle S1, let X be a connected pointed space, and let E = X × S1,
equipped with the projection map p : E →M . Then E! ∈ Alg
E[S1](S) is the E[S
1]-algebra determined by the
associative algebra object Sing(ΩX) ∈ AlgAss(S). Since M is compact, we can identify Γc(S
1;E) with the
singular complex of the space LX = Map(S1, X) of all sections of p. In view of Example 3.5.10, Theorem
3.8.6 recovers the following classical observation: the free loop space LX is equivalent to the Hochschild
homology of the based loop space ΩX (regarded as an associative algebra with respect to composition of
loops).
Remark 3.8.10. Let M be a k-manifold. We will say than an algebra A ∈ Alg
E[M ](S) is grouplike if,
for every open disk U ⊆ M , the restriction A|E[U ] ∈ Alg
E[U ](S) ≃ AlgE[k](S) is grouplike in the sense
of Definition 1.3.2 (by convention, this condition is vacuous if k = 0). For every fibration E → M , the
associated algebra E! ∈ Alg
E[M ](S) is grouplike. In fact, the converse holds as well: every grouplike object
of Alg
E[M ](S) has the form E
!, for an essentially unique Serre fibration E → E[M ] with k-connective fibers.
To prove this, we need to introduce a bit of notation. For each open set U ⊆ M , let AU denote the
simplicial category whose objects are Serre fibrations p : E → U equipped with a section s, where the pair
(U,E) is a relative CW complex and the fibers of p are k-connective; an n-simplex of MapCU (E,E
′) is a
commutative diagram
E ×∆n
p
##G
GG
GG
GG
GG
f // E′
p′~~}}
}}
}}
}
U,
such that f respects the preferred sections of p and p′. Let BU denote the full subcategory of AlgE[U ](S)
spanned by the grouplike objects. The construction E 7→ E! determines a functor θU : N(AU )→ BU , which
we claim is an equivalence of∞-categories. If U ≃ Rk is an open disk in M , then this assertion follows from
Theorem 1.3.6 (at least if k > 0; the case k = 0 is trivial). Let J denote the collection of all open subsets
U ⊆M which are homeomorphic to Rk, partially ordered by inclusion. This collection of open sets satisfies
the following condition:
(∗) For every point x ∈M , the subset Jx = {U ∈ J : x ∈ U} has weakly contractible nerve (in fact, J
op
x is
filtered, since every open subset of M containing x contains an open disk around x).
We have a commutative diagram of ∞-categories
N(AM )
θM //
φ

BM
ψ

lim
←−U∈Jop
N(AU ) // lim←−U∈Jop BU
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(here the limits are taken in the ∞-category Cat∞). Here the lower horizontal map is an equivalence of
∞-categories. Consequently, to prove that θM is an equivalence of ∞ categories, it suffices to show that the
vertical maps are equivalences of ∞-categories. We consider each in turn.
For each U ⊆M , let CU denote the simplicial category whose objects are Kan fibrations p : X → Sing(U).
The functor E 7→ Sing(E) determines an equivalence of ∞-categories N(AU ) → N(CU )∗. Consequently,
to show that φ is a categorical equivalence, it will suffice to show that the associated map N(CM ) →
lim
←−U∈Jop
N(CU ) is a categorical equivalence. This is equivalent to the requirement that Sing(M) is a colimit
of the diagram {Sing(U)}U∈J in the ∞-category S, which follows from (∗) and Theorem A.1.1.
To prove that ψ is a categorical equivalence, it suffices to show that Alg
E[M ](S) is a limit of the diagram
{Alg
E[U ](S)}U∈Jop . For each U ⊆ M , let DU denote the ∞-category AlgOU (S), where O
⊗
U denotes the
∞-operad family E[BTop(k)] ×BTop(k)∐ (BU × N(Γ)). It follows that the restriction functor A 7→ A|O
⊗
determines an equivalence of ∞-categories Alg
E[U ](S) → DU . It will therefore suffices to show that DM
is a limit of the diagram of ∞-categories {DU}U∈Jop . To prove this, we show that the functor U 7→ O
⊗
U
exhibits the ∞-operad family O⊗M as a homotopy colimit of the ∞-operad families {O
⊗
U}U∈J. For this, it is
sufficient to show that the Kan complex BM is a homotopy colimit of the diagram {BU}U∈J, which follows
from Remark 3.2.2, (∗), and Theorem A.1.1.
Remark 3.8.11. In proving Theorem 3.8.6, it is sufficient to treat the case where the manifold M is
connected. To see this, we note that for every open set U ⊆ M , we have a map θU :
∫
U
E! → Γc(U ;E).
Assume that θU is a homotopy equivalence whenever U is connected. We will prove that θU is a homotopy
equivalence whenever the set of connected components π0(U) is finite. It will then follow that θU is an
equivalence for every open set U ⊆ M , since the construction U 7→ θU commutes with filtered colimits; in
particular, it will follow that θM is a homotopy equivalence.
To carry out the argument, let U ⊆ M be an open set with finitely many connected components
U1, . . . , Un, so that we have a commutative diagram
∏
1≤i≤n
∫
Ui
E!
θU1×···×θUn //
φ

∏
1≤i≤n Γc(Ui, E)
ψ
∫
U E
! θU // Γc(U,E).
The map θU1 × · · · × θUn is a homotopy equivalence since each Ui is connected, the map φ is a homotopy
equivalence by Theorem 3.5.1, and the map ψ is an isomorphism of Kan complexes; it follows that θU is a
homotopy equivalence as desired.
Notation 3.8.12. Let p : E →M be as in Definition 3.8.2. Given a compact set K ⊆M , we let ΓK(M ;E)
denote the simplicial set whose n-simplices are commutative diagrams
(|∆n| ×M)
∐
|∆n|×(M−K)×{0}(|∆
n| × (M −K)× [0, 1])
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
f
ssggggg
gggg
gggg
gggg
gggg
ggg
E
p // M
such that f |(|∆n| × (M −K)× {1}) is given by the composition
|∆n| × V × {1} → (M −K) ⊆M
s
→ E.
In other words, an n-simplex of ΓK(M ;E) is an n-parameter family of sections of E, together with a
nullhomotopy of this family of sections on the open set M −K.
129
Note that any n-simplex of Γc(M ;E) which is trivial on M −K extends canonically to an n-simplex of
ΓK(M ;E), by choosing the nullhomotopy to be constant. In particular, if U ⊆ M is any open set, then we
obtain a canonical map
Γc(U ;E)→ lim−→
K⊆U
ΓK(M ;E),
where the colimit is taken over the (filtered) collection of all compact subsets of U .
Remark 3.8.13. The simplicial set ΓK(M ;E) can be identified with the homotopy fiber of the restriction
map F(M)→ F(M −K), where F ∈ Shv(M) is the sheaf associated to the fibration p : E →M .
Lemma 3.8.14. Let p : E → M be a Serre fibration equipped with a section s (as in Definition 3.8.2), let
U ⊆M be an open set. Then the canonical map
Γc(U ;E)→ lim−→
K⊆U
ΓK(M ;E)
is a homotopy equivalence.
Proof. It will suffice to show that if A ⊆ B is an inclusion of finite simplicial sets and we are given a
commutative diagram
A //

Γc(U ;E)

B
f
//
f ′
88q
q
q
q
q
q
q lim−→K⊆U ΓK(M ;E),
then, after modifying f by a homotopy that is constant on A, there exists a dotted arrow f ′ as indicated
in the diagram (automatically unique, since the right vertical map is a monomorphism). Since B is finite,
we may assume that f factors through ΓK(M ;E) for some compact subset K ⊆ U . Such a factorization
determines a pair (F, h), where F : |B|×M → E is a map of spaces overM and h : |B|×(M−K)×[0, 1]→ E
is a fiberwise homotopy of F |(|B| × (M −K)) to the composite map |B| × (M −K)→M
s
→ E. Choose a
continuous map λ : M → [0, 1] which is supported in a compact subset K ′ of U and takes the value 1 in a
neighborhood of K. Let F ′ : |B| ×M → E be the map defined by the formula
F ′(b, x) =
{
F (b, x) if x ∈ K
h(b, x, 1− λ(x)) if x /∈ K.
Then F ′ determines a map B → Γc(U ;E) such that the composite map B → Γc(U ;E)→ lim−→K⊆U
ΓK(M ;E)
is homotopic to f relative to A, as desired.
We now proceed with the proof of Theorem 3.8.6. If M is homeomorphic to Euclidean space Rk, then
Disj(M) containsM as a final object and Theorem 3.8.6 is obvious. Combining this observation with Remark
3.8.11, we obtain an immediate proof in the case k = 0. If k = 1, then we may assume (by virtue of Remark
3.8.11) that M is homeomorphic to either an open interval (in which case there is nothing to prove) or to
the circle S1. The latter case requires some argument:
Proof of Theorem 3.8.6 for M = S1. Choose a small open disk U ⊆ S1 and a parametrization ψ : R ≃ U ,
and let χ : D(S1)/ψ → S be the diagram determined by E
!. According to Theorem 3.5.7, the functor χ is
equivalent to a composition D(S1)/ψ → N(∆
op)
B•→ S for some simplicial object B• of S, and the topological
chiral homology
∫
S1
E! can be identified with the geometric realization |B•|. We wish to show that the
canonical map θ : |B•| → Γc(S1;E) is an equivalence in S. Since S is an ∞-topos, it will suffice to verify the
following pair of assertions:
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(a) The map θ0 : B0 → Γc(S1;E) is an effective epimorphism. In other words, θ0 induces a surjection
π0B0 = π0Γc(U ;E)→ π0Γc(S1;E).
(b) The map θ exhibits B• as a Cˇech nerve of θ0. That is, for each n ≥ 0, the canonical map
Bn → B0 ×Γc(S1;E) · · · ×Γc(S1;E) B0
is a homotopy equivalence (here the fiber products are taken in the ∞-category S).
To prove (a), let s : S1 → E denote our given section of the Serre fibration p : E → S1, and let f : S1 → E
denote any other section of p. Choose a point x ∈ U . Since S1 − {x} is contractible and the fibers of p are
connected, there exists a (fiberwise) homotopy h : (S1−{x})× [0, 1]→ E from f |(S1−{x}) to s|(S1−{x}).
Let λ : S1 → [0, 1] be a continuous function which vanishes in a neighborhood of x, and takes the value 1
outside a compact subset of U . Let h′ : S1 × [0, 1]→ E be the map defined by
h′(y, t) =
{
f(x) if y = x
h(y, tλ(y)) if y 6= x.
Then h′ determines a homotopy from f to another section f ′ = h′|(S1 × {1}), whose support is a compact
subset of U .
We now prove (b). Choose a collection of open disks U1, . . . , Un ⊆ S1 which are disjoint from one
another and from U . Then the closed set S1− (U ∪U1∪ . . .∪Un) is a disjoint union of connected components
A0, . . . , An. Unwinding the definitions, we are required to show that the simplicial set Γc(U∪U1∪. . .∪Un;E)
is a homotopy product of the simplicial sets Γc(S
1 −Ai;E) in the model category (Set∆)/Γc(S1;E). For each
index i, let Ui denote the collection of all open subsets of S
1 that contain Ai, and let U =
⋂
Ui. It follows
from Lemma 3.8.14 that we have canonical homotopy equivalences
Γc(S
1 − Ai;E)→ lim−→
V ∈Ui
ΓS1−V (S
1;E)
Γc(U ∪ U1 ∪ . . . ∪ Un;E)→ lim−→
V ∈U
ΓS1−V (S
1;E).
Note that for each V ∈ Ui, the forgetful map ΓS1−V (S
1;E) → Γc(S1;E) is a Kan fibration. It follows
that each lim
−→V ∈Ui
ΓS1−V (S
1;E) is a fibrant object of (Set∆)/Γc(S1;E), so the relevant homotopy product
coincides with the actual product
∏
0≤i≤n lim−→Vi∈Ui
ΓS1−Vi(S
1;E) (formed in the category (Set∆)/Γc(S1;E).
Let V denote the partially ordered set of sequences (V0, . . . , Vn) ∈ U0× · · ·×Un such that Vi∩Vj = ∅ for i 6= j.
We observe that the inclusion Vop ⊆ (U0× · · · × Un)op is cofinal, and the construction (V0, . . . , Vn) 7→
⋃
Vi
is a cofinal map from Vop to Uop. Consequently, we obtain isomorphisms
lim
−→
V ∈U
ΓS1−V (S
1;E) ≃ lim
−→
(V0,...,Vn)
ΓS1−
S
Vi(S
1;E)
∏
0≤i≤n
lim
−→
Vi∈Ui
ΓS1−Vi(S
1;E) ≃ lim
−→
(V0,...,Vn)∈V
∏
0≤i≤n
ΓS1−Vi(S
1;E);
here the product is taken in the category (Set∆)/Γc(S1;E). To complete the proof, it suffices to show that for
each (V0, V1, . . . , Vn) ∈ V, the canonical map
θ : ΓS1−
S
Vi(S
1;E)→
∏
0≤i≤n
ΓS1−Vi(S
1;E)
is a homotopy equivalence.
We now complete the proof by observing that θ is an isomorphism (since the open sets Vi are assumed
to be pairwise disjoint).
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Our proof of Theorem 3.8.6 in higher dimensions will use a rather different method. We first consider
the following linear version of Theorem 3.8.6, which is an easy consequence of the version of Verdier duality
presented in §A.12.
Proposition 3.8.15. Let M be a k-manifold, let F ∈ Shv(M ; Sp) be a locally constant Sp-valued sheaf on
M , and let F′ ∈ Shv(M ; S∗) be the sheaf of pointed spaces given by the formula F
′(U) = Ω∞∗ F(U). Assume
that for every open disk U ⊆M , the spectrum F(U) is k-connective. Then F′ exhibits Γc(M ;F
′) as a colimit
of the diagram {Γc(U ;F
′)}U∈Disj(M) in the ∞-category S∗.
Proof. It follows from Corollary A.12.13 that F exhibits Γc(M ;F) as a colimit of the diagram
{Γc(U ;F)}U∈Disj(M)
in the ∞-category Sp of spectra. It will therefore suffice to show that the functor Ω∞∗ preserves the colimit
of the diagram {Γc(U ;F)}U∈Disj(M).
Let us regard the ∞-category Sp as endowed with its Cartesian symmetric monoidal structure, which
(by virtue of Proposition C.1.4.18) is also the coCartesian symmetric monoidal structure. The functor U 7→
Γc(U ;F) determines a functor N(Disk(M)) → Sp, which extends to a map of ∞-operads N(Disk(M))∐ →
Sp∐ and therefore determines an algebra A ∈ AlgN(Disk(M))(Sp). Since F is locally constant, the algebra A
is locally constant and is therefore equivalent to a composition
N(Disk(M))⊗ → E[M ]
B
→ Sp× .
Let A′ : N(Disk(M))⊗ → Sp and B′ : E[M ] → Sp be the associated monoid objects of Sp (see Proposition
C.1.4.14). We wish to show that Ω∞∗ preserves the colimit of the diagram {A
′(U)}U∈Disj(M). In view of
Proposition 3.4.13, it will suffice to prove that Ω∞∗ preserves the colimit of the diagram B
′|D(M). For every
open set U = U1∪. . .∪Un ofD(M), the spectrum B′(U) ≃
∏
1≤i≤n B
′(Ui) ≃
∏
1≤i≤n Ω
k F(Ui) is connective.
Since the∞-categoryD(M) is sifted (Proposition 3.4.15), the desired result follows from Corollary 1.3.9.
Proof of Theorem 3.8.6 for k ≥ 2. Replacing E by | Sing(E)|, we can assume without loss of generality that
E is the geometric realization of a simplicial set X equipped with a Kan fibration X → Sing(M). We wish
to prove that the canonical map
∫
M E
! → Γc(M ;E) is a homotopy equivalence. For this, it suffices to show
that τ≤m(
∫
M E
!)→ τ≤mΓc(M ;E) is a homotopy equivalence for every integer m ≥ 0. Since the truncation
functor τ≤m : S→ τ≤m S preserves small colimits and finite products, Proposition 3.4.16 allows us to identify
the left hand side with the topological chiral homology
∫
M
(τ≤mE
!) in the ∞-category τ≤m S.
Regard X as an object of the ∞-topos X = S/ Sing(M), let X
′ be an (m + k)-truncation of X , and let
E′ = |X ′|. The map X → X ′ induces a map E! → E′! which is an equivalence on m-truncations, and
therefore induces an equivalence τ≤m(
∫
M
E!) → τ≤m(
∫
M
E′
!
). This equivalence fits into a commutative
diagram
τ≤m
∫
M E
! α //

τ≤mΓc(M ;E)
β

τ≤m
∫
M E
′! α
′
// τ≤mΓc(M ;E′),
where β is also an equivalence (since M has dimension k). Consequently, to prove that α is an equivalence,
it suffices to prove that α′ is an equivalence. We may therefore replace X by X ′ and thereby reduce to the
case where X is an n-truncated object of X for some n≫ 0.
The proof now proceeds by induction on n. If n < k, then X is both k-connective and (k− 1)-truncated,
and is therefore equivalent to the final object of X. In this case, both
∫
M
E! and Γc(M ;E) are contractible
and there is nothing to prove. Assume therefore that n ≥ k ≥ 2. Let A = πnX , regarded as an object of the
topos of discrete objects DiscX/X . Since X is a 2-connective object of X, this topos is equivalent to the topos
of discrete objects DiscX of local systems of sets on the manifold M . We will abuse notation by identifying
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A with its image under this equivalence; let K(A, n+1) denote the associated Eilenberg-MacLane objects of
X. Let Y = τ≤n−1X , so that X is an n-gerbe over Y banded by A and therefore fits into a pullback square
X //

1

Y // K(A, n+ 1)
Let E0 = |Y | and E1 = |K(A, n + 1)|, so that we have a fiber sequence E → E0 → E1 of Serre fibrations
over M . We then have a commutative diagram∫
M
E!
α //

∫
M
E!0 //
α0

∫
M
E!1
α1

Γc(M ;E) // Γc(M ;E0) // Γc(M ;E1)
where α0 is a homotopy equivalence by the inductive hypothesis, and α1 is a homotopy equivalence by
Proposition 3.8.15. Consequently, to prove that α is a homotopy equivalence, it suffices to prove that the
upper line is a fiber sequence. The algebras E!, E!0, and E
!
1 determine functors χ, χ0, χ1 : D(M) → S∗,
which fit into a pullback square
χ

// ∗

χ0 // χ1.
To complete the proof, it suffices to show that the induced square of colimits
lim
−→
(χ) //

∗

lim−→(χ0)
// lim−→(χ1)
is again a pullback diagram. Since n ≥ k, the object K(A, n+1) is (k+1)-connective, so that χ1 takes values
in connected spaces. The desired result now follows from Theorem 3.7.1, since D(M) is sifted (Proposition
3.4.15).
A Background on Topology
In this appendix, we collect together some results in topology which are relevant (directly or indirectly) to the
body of this paper. We begin in §A.1 by describing a “higher” version of the Seifert-van Kampen theorem,
which permits us to reconstruct the weak homotopy type of a topological space X from any covering (or
hypercovering) of X . Our principal application is given in §A.4, where we show that if X is a sufficiently
nice topological space, then the ∞-category of locally constant (S-valued) sheaves on X is equivalent to
the ∞-category of functors from the Kan complex Sing(X) into S (Theorem A.4.19). The proof relies on
having developed a good theory of locally constant sheaves (which we describe in §A.2) and on the homotopy
invariance of this theory, which we prove in §A.3.
The theory of locally constant sheaves is really a special case of the more general theory of constructible
sheaves on a stratified topological space X , which we review in §A.5. While locally constant sheaves on X
can be described as S-valued functors on the Kan complex Sing(X), constructible sheaves on an A-stratified
topological space can be described as S-valued functors on an∞-category SingA(X) ⊆ Sing(X), which we call
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the ∞-category of exit paths of X . We will define this ∞-category in §A.6 and establish its connection with
constructible sheaves in §A.10. The proof relies on a generalization of the Seifert-van Kampen theorem to
stratified spaces, which we prove in §A.8, and on a general formalism for analyzing “stratified”∞-categories,
which we discuss in §A.9. In §A.7, we will give a detailed description of the ∞-category of exit paths in the
case of a simplicial complex (stratified by its simplices), in which case the∞-category SingA(X) is equivalent
to the nerve of the partially ordered set A of simplices of X (Theorem A.7.5).
The theory of factorizable (co)sheaves developed in §3 relies heavily on understanding moduli spaces of
embeddings between manifolds of the same dimension. For this reason, we collect together (with proofs)
some basic facts about these embedding spaces in §A.11. Finally, in §A.12, we sketch a version of Verdier
duality which can be applied to sheaves of spectra (or sheaves with values in any other stable ∞-category)
on a locally compact topological space X . This result has a simple consequence (Corollary A.12.13) that
plays an essential role in our discussion of nonabelian Poincare duality in §3.8.
A.1 The Seifert-van Kampen Theorem
Let X be a topological space covered by a pair of open sets U and V , such that U , V , and U ∩ V are
path-connected. The Seifert-van Kampen theorem asserts that, for any choice of base point x ∈ U ∩ V , the
diagram of groups
π1(U ∩ V, x) //

π1(U, x)

π1(V, x) // π1(X, x)
is a pushout square. In this section, we will prove a generalization of the Seifert-van Kampen theorem, which
describes the entire weak homotopy type of X in terms of any sufficiently nice covering of X by open sets:
Theorem A.1.1. Let X be a topological space, let U(X) denote the collection of all open subsets of X
(partially ordered by inclusion). Let C be a small category and let χ : C → U(X) be a functor. For every
x ∈ X, let Cx denote the full subcategory of C spanned by those objects C ∈ C such that x ∈ χ(C). Assume
that χ satisfies the following condition:
(∗) For every point x, the simplicial set N(Cx) is weakly contractible.
Then the canonical map lim
−→C∈C
Sing(χ(C)) → Sing(X) exhibits the simplicial set Sing(X) as a homotopy
colimit of the diagram {Sing(χ(C))}C∈C.
The proof of Theorem A.1.1 will occupy our attention throughout this section. The main step will be to
establish the following somewhat weaker result:
Proposition A.1.2. Let X be a topological space, let U(X) be the partially ordered set of all open subsets
of X, and let S ⊆ U(X) be a covering sieve on X. Then the canonical map lim
−→U∈S
Sing(U) → Sing(X)
exhibits the simplicial set Sing(X) as the homotopy colimit of the diagram of simplicial sets {Sing(U)}U∈S.
Proposition A.1.2 is itself a consequence of the following result, which guarantees that Sing(X) is weakly
homotopy equivalent to the simplicial subset consisting of “small” simplices:
Lemma A.1.3. Let X be a topological space, and let {Uα} be an open covering of X. Let Sing
′(X) be the
simplicial subset of Sing(X) spanned by those n-simplices |∆n| → X which factor through some Uα. Then
the inclusion i : Sing′(X) ⊆ Sing(X) is a weak homotopy equivalence of simplicial sets.
The proof of Lemma A.1.3 will require a few technical preliminaries.
Lemma A.1.4. Let X be a compact topological space and let K be a simplicial set. Then every continuous
map f : X → |K| factors through |K0|, for some finite simplicial subset K0 ⊆ K.
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Proof. LetK0 be the simplicial subset ofK spanned by those simplices σ such that the interior of |σ| intersects
f(X). We claim that K0 is finite. Otherwise, we can choose an infinite sequence of points x0, x1, . . . ∈ X
such that each f(xi) belongs to the interior of a different simplex of |K|. Let U = |K|− {f(x0), f(x1), . . . , },
and for each i ≥ 0 let Ui = U ∪ {f(xi)}. Then the collection of open sets {Ui} forms an open cover of
K, so that {f−1Ui} forms an open covering of X . This open covering does not admit a finite subcovering,
contradicting our assumption that X is compact.
Lemma A.1.5. Let i : K0 ⊆ K be an inclusion of simplicial sets. Suppose that the following condition is
satisfied:
(∗) For every finite simplicial subset L ⊆ K, there exists a homotopy h : |L| × [0, 1] → |K| such that
h|(|L| × {0}) is the inclusion, h|(|L| × {1}) ⊆ |K0|, and h|(|L0| × [0, 1]) ⊆ |K0|, where L0 = L ∩K0.
Then the inclusion i is a weak homotopy equivalence.
Proof. We first show the following:
(∗′) Let X be a compact topological space, X0 a closed subspace, and f : X → |K| a continuous map such
that f(X0) ⊆ |K0|. Then there exists a homotopy h : X × [0, 1] → |K| such that h|(X × {0}) = f ,
h(X × {1}) ⊆ |K0|, and h|(X0 × [0, 1]) ⊆ |K0|.
To prove (∗′), we note that since X is compact, the map f factors through |L|, where L is some finite
simplicial subset of K. Then f |X0 factors through |L0|, where L0 = L ∩K0. We may therefore replace X
and X0 by |L| and |L0|, in which case (∗′) is equivalent to our assumption (∗).
Applying (∗′) in the case whereX is a point andX0 is empty, we deduce that the inclusion i is surjective on
connected components. It will therefore suffice to show that i induces a bijection φ : πn(|K0|, v)→ πn(|K|, v)
for each n ≥ 0 and each vertex v ofK. To prove that φ is surjective, consider a homotopy class η ∈ πn(|K|, v).
This homotopy class can be represented by a pointed map f : (Sn, ∗)→ (|K|, v). Applying (∗′), we deduce
that f is homotopic to a another map g : Sn → |K0|, via a homotopy which, when restricted to the base
point ∗ ∈ Sn, determines a path p from v to another point v′ ∈ |K0|. Then g determines an element
η′ ∈ πn(|K0|, v′). The image of η′ under the transport isomorphism p∗ : πn(|K0|, v′) ≃ πn(|K0|, v) is a
preimage of η under φ.
We now prove that φ is injective. Suppose we are given a continuous map f0 : S
n → |K0| which extends
to a map f : Dn+1 → |K|; we wish to show that f0 is nullhomotopic. Applying (∗
′), we deduce that f0 is
homotopic to a map which extends over the disk Dn+1, and is therefore itself nullhomotopic.
Before we can proceed with the proof of Lemma A.1.3, we need to recall some properties of the barycentric
subdivision construction in the setting of simplicial sets.
Notation A.1.6. Let [n] be an object of ∆. We let P [n] denote the collection of all nonempty subsets
of [n], partially ordered by inclusion. We let P [n] denote the disjoint union P [n]
∐
[n]. We regard P [n] as
endowed with a partial ordering which extends the partial orderings on P [n] and [n], where we let i  σ for
i ∈ [n] and σ ∈ P [n], while σ ≤ i if and only if each element of σ is ≤ i.
The functors [n] 7→ NP [n] and [n] 7→ NP [n] extend to colimit-preserving functors from the category of
simplicial sets to itself. We will denote these functors by sd and sd, respectively.
Let us identify the topological n-simplex |∆n| which the set of all maps t : [n] → [0, 1] such that
t(0) + . . . + t(n) = 1. For each n ≥ 0, there is a homeomorphism ηn : |P [n]| → |∆n| × [0, 1] which is linear
on each simplex, carries a vertex i ∈ [n] to (ti, 0) where ti is given by the formula ti(j) =
{
1 if i = j
0 if i 6= j,
and
carries a vertex σ ∈ P [n] to the pair (tσ, 1), where
tσ(i) =
{
1
m if i ∈ σ
0 if i /∈ σ
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where m is the cardinality of σ. This construction is functorial in [n], and induces a homeomorphism
|sdK| → |K| × [0, 1] for every simplicial set K. We observe that sdK contains K and sdK as simplicial
subsets, whose geometric realizations map homeomorphically to |K| × {0} and |K| × {1}, respectively.
Proof of Lemma A.1.3. We will show that i satisfies the criterion of Lemma A.1.5. Let L ⊆ Sing(X) be a
finite simplicial subset, and let L0 = L ∩ Sing
′(X). Fix n ≥ 0, let L denote the iterated pushout
sd sdn−1 L
∐
sdn−1 L
sd sdn−2 L
∐
sdn−2 L
. . .
∐
sdL
L,
and define L0 similarly. Using the homeomorphisms |sdK| ≃ |K| × [0, 1] of Notation A.1.6 repeatedly, we
obtain a homeomorphism |L| ≃ |L| × [0, n] (which restricts to a homeomorphism |L0| ≃ |L0| × [0, n]).
The inclusion map L ⊆ Sing(X) is adjoint to a continuous map of topological spaces f : |L| → X . Let f
denote the composite map
|L| ≃ |L| × [0, n]→ |L|
f
→ X.
Then f determines a map of simplicial sets L→ Sing(X); we observe that this map carries L0 into Sing
′(X).
Passing to geometric realizations, we get a map h : |L| × [0, n] ≃ |L| → | Sing(X)|, which is a homotopy
from the inclusion |L| ⊆ | Sing(X)| to the map g = h|(|L| × {n}) (by construction, this homotopy carries
|L0| × [0, n] into | Sing
′(X)|). We note that g is the geometric realization of the map sdn L → Sing′(X),
which is adjoint to the composition | sdn L| ≃ |L|
f
→ X . To complete the proof, it suffices to observe that for
n sufficiently large, each simplex of the n-fold barycentric subdivision | sdn L| will map into one of the open
sets Uα, so that g factors through | Sing
′(X)| as required.
Armed with Lemma A.1.3, it is easy to finish the proof of Proposition A.1.2.
Proof of Proposition A.1.2. Choose a collection of open sets {Uα}α∈A which generates the sieve S. Let
P (A) denote the collection of all nonempty subsets of A, partially ordered by reverse inclusion. Let P0(A)
be the subset consisting of nonempty finite subsets of A. For each A0 ∈ P (A), let UA0 =
⋂
α∈A0
Uα (if
A0 is finite, this is an open subset of X , though in general it need not be). The construction A0 7→ UA0
determines a map of partially ordered sets P0(A) → S. Using Theorem T.4.1.3.1, we deduce that the map
N(P0(A)) → N(S) is cofinal, so that (by virtue of Theorem T.4.2.4.1) it will suffice to show that Sing(X)
is a homotopy colimit of the diagram {Sing(UA0)}A0∈P0(A). A similar argument shows that the inclusion
N(P0(A)) ⊆ N(P (A)) is cofinal, so we are reduced to showing that Sing(X) is a homotopy colimit of the
diagram ψ = {Sing(UA0)}A0∈P (A). The actual colimit of the diagram ψ is the simplicial set Sing
′(X) which
is weakly equivalent to Sing(X) by Lemma A.1.3. It will therefore suffice to show that the diagram ψ is
projectively cofibrant. To prove this, we will show more generally that for any pair of simplicial subsets
K0 ⊆ K ⊆ Sing(X), the induced map
φ : {Sing(UA0) ∩K0}A0∈P (A) →֒ {Sing(UA0) ∩K}A0∈P (A)
is a projective cofibration of diagrams (taking K0 = ∅ and K = Sing(X) will then yield the desired result).
Working simplex by simplex, we may assume thatK is obtained fromK0 by adjoining a single nondegenerate
simplex σ : |∆n| → X whose boundary already belongs to K0. Let A′ = {α ∈ A : σ(|∆n|) ⊆ Uα}. If A′ is
empty, then φ is an isomorphism. Otherwise, φ is a pushout of the projective cofibration F0 →֒ F , where
F0(A0) =
{
∂∆n if A0 ⊆ A′
∅ otherwise
F (A0) =
{
∆n if A0 ⊆ A′
∅ otherwise.
Variant A.1.7. If X is a paracompact topological space, we can replace U(X) with the collection of all
open Fσ subsets of X in the statement of Proposition A.1.2; the proof remains the same.
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Remark A.1.8. Let X be a topological space, and let U(X) denote the partially ordered set of all open
subsets of X . The construction U 7→ Sing(U) determines a functor between ∞-categories N(U(X)) → S.
Theorem T.5.1.5.6 implies that this functor is equivalent to a composition
N(U(X))
j
→ P(U(X))
F
→ S,
where j denotes the Yoneda embedding and the functor F preserves small colimits (moreover, the functor F
is determined uniquely up to equivalence). Proposition A.1.2 implies that F is equivalent to the composition
P(U(X))
L
→ Shv(X)
F
→ S,
where L denotes a left adjoint to the inclusion Shv(X) ⊆ P(U(X)) and we identify F with its restriction to
Shv(X). In particular, the functor F : Shv(X)→ S preserves small colimits.
We now explain how to deduce Theorem A.1.1 from Proposition A.1.2. The main technical obstacle is
that the ∞-topos Shv(X) need not be hypercomplete. We will address this problem by showing that the
functor F of Remark A.1.8 factors through the hypercompletion of Shv(X): in other words, that F carries∞-
connected morphisms in Shv(X) to equivalences in S (Lemma A.1.10). We first note that ∞-connectedness
is a condition which can be tested “stalkwise”:
Lemma A.1.9. Let X be a topological space, and let α : F → F′ be a morphism in the ∞-category Shv(X).
For each point x ∈ X, let x∗ : Shv(X)→ Shv({x}) ≃ S denote the pullback functor. The following conditions
are equivalent:
(1) The morphism α is ∞-connective.
(2) For each x ∈ X, the morphism x∗(α) is an equivalence in S.
Proof. The implication (1) ⇒ (2) is obvious, since the pullback functors x∗ preserve ∞-connectivity and
the ∞-topos S is hypercomplete. Conversely, suppose that (2) is satisfied. We will prove by induction
on n that the morphism α is n-connective. Assume that n > 0. By virtue of Proposition T.6.5.1.18, it
will suffice to show that the diagonal map F×F′ F is (n − 1)-connective, which follows from the inductive
hypothesis. We may therefore reduce to the case n = 0: that is, we must show that α is an effective
epimorphism. According to Proposition T.7.2.1.14, this is equivalent to the requirement that the induced
map α′ : τ≤0 F → τ≤0 F
′ is an effective epimorphism. We may therefore replace α by α′ and thereby reduce
to the case where F,F′ ∈ ShvSet(X) are sheaves of sets on X , in which case the result is obvious.
Lemma A.1.10. Let X be a topological space, and let F : Shv(X) → S be as in Remark A.1.8. Then F
carries ∞-connective morphisms of Shv(X) to equivalences in S.
Proof. Let α be an∞-connectivemorphism in Shv(X). We will show that F (α) is an∞-connective morphism
in S, hence an equivalence (since the ∞-topos S is hypercomplete). For this, it suffices to show that for each
n ≥ 0, the composite functor
Shv(X)
F
→ S
τS≤n
→ τ≤n S
carries α to an equivalence. Since τ≤n S is an n-category, the functor τ
S
≤n ◦ F is equivalent to a composition
Shv(X)
τ
Shv(X)
≤n
→ τ≤n Shv(X)
Fn→ τ≤n S .
We now observe that τ
Shv(X)
≤n (α) is an equivalence, since α is assumed to be ∞-connective.
We now have the tools in place to complete the proof of our main result.
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Proof of Theorem A.1.1. Passing to nerves, we obtain a diagram of ∞-categories p : N(C)⊲ → S. In view
of Theorem T.4.2.4.1, it will suffice to show that p is a colimit diagram. Note that p is equivalent to the
composition
N(C)⊲
χ
→ N(U(X))
j
→ Shv(X)∧
F
→ S,
where Shv(X)∧ denotes the full subcategory of P(U(X)) spanned by the hypercomplete sheaves on X , j
denotes the Yoneda embedding, and F is defined as in Remark A.1.8. Using Proposition A.1.2 and Lemma
A.1.10, we deduce that F preserves small colimits. It therefore suffices to show that j◦χ is a colimit diagram.
Since Shv(X)∧ is hypercomplete, it suffices to show that the composition f∗ ◦ j ◦ χ is a colimit diagram,
where f : {x} →֒ X is the inclusion of any point into X . This follows immediately from assumption (∗).
A.2 Locally Constant Sheaves
Let X be a topological space. A sheaf of sets F on X is said to be constant if there exists a set A and a
map η : A → F(X) such that, for every point x ∈ X , the composite map A → F(X) → Fx is a bijection
from A to the stalk Fx of F at x. More generally, we say that a sheaf of sets F is locally constant if every
point x ∈ X has an open neighborhood U such that the restriction F |U is a constant sheaf on U . The
category of locally constant sheaves of sets on X is equivalent to the category of covering spaces of X . If
X is path connected and semi-locally simply connected, then the theory of covering spaces guarantees that
this category is equivalent to the category of sets with an action of the fundamental group π1(X, x) (where
x is an arbitrarily chosen point of X).
Our goal in this section is to obtain an ∞-categorical analogue of the above picture. More precisely,
we will replace the topological space X by an ∞-topos X. Our goal is to introduce a full subcategory of X
consisting of “locally constant” objects (see Definition A.2.12). We will further show that if X is sufficiently
well-behaved, then this full subcategory is itself an∞-topos: more precisely, it is equivalent to an∞-category
of the form S/K , for some Kan complex K. In §A.4, we will show that if X is the ∞-category Shv(X) of
sheaves on a well-behaved topological space X , then we can take K to be the Kan complex Sing(X).
The first step is to formulate a condition on an ∞-topos which is a counterpart to the hypothesis of
semi-local simple connectivity in the usual theory of covering spaces.
Definition A.2.1. Let X be an∞-topos, let π∗ : X→ S be a functor corepresented by the final object of X,
and let π∗ be a right adjoint to π∗. We will say that X has constant shape if the composition π∗π
∗ : S → S
is corepresentable.
Remark A.2.2. Recall that the shape of an ∞-topos X is the functor π∗π∗ : S→ S, which can be regarded
as a pro-object of the ∞-category S (see §T.7.1.6). The ∞-topos X has constant shape if this pro-object can
be taken to be constant.
Remark A.2.3. According to Proposition T.5.5.2.7, an ∞-topos X has constant shape if and only if the
functor π∗π
∗ preserves small limits.
Remark A.2.4. Let X be a paracompact topological space, and let π∗ : Shv(X) → Shv(∗) ≃ S be the
global sections functor. It follows from the results of §T.7.1 that we can identify the composition π∗π∗
with the functor K 7→ MapTop(X, |K|). Consequently, the ∞-topos Shv(X) has constant shape if and
only if there exists a simplicial set K0 and a continuous map f : X → |K0| such that, for every Kan
complex K, composition with f induces a homotopy equivalence MapSet∆(K0,K) ≃ MapTop(|K0|, |K|) →
MapTop(X, |K|). This is guaranteed, for example, if f is a homotopy equivalence: in other words, if X is a
paracompact topological space with the homotopy type of a CW complex, then X has constant shape.
Definition A.2.5. Let X be an ∞-topos. We will say that an object U ∈ X has constant shape if the
∞-topos X/U has constant shape. We will say that X is locally of constant shape if every object U ∈ X has
constant shape.
The following result guarantees that Definition A.2.5 is reasonable:
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Proposition A.2.6. Let X be an ∞-topos, and let X′ be the full subcategory of X spanned by those objects
which have constant shape. Then X′ is stable under small colimits in X.
Proof. For each U ∈ X, let χU : X→ S be the functor corepresented by U , and let π∗ : S→ X be a geometric
morphism. Then U has constant shape if and only if the functor χU ◦ π
∗ is corepresentable: in other words,
if and only if χU ◦ π∗ preserves small limits (Remark A.2.3). Suppose that U is the colimit of a diagram
{Uα}. Then χU is the limit of the induced diagram of functors {χUα} (Proposition T.5.1.3.2), so that χU ◦π
∗
is a limit of the diagram of functors {χUα ◦ π
∗}. If each Uα has constant shape, then each of the functors
χUα ◦ π
∗ preserves small limits, so that χU ◦ π∗ preserves small limits (Lemma T.5.5.2.3).
Corollary A.2.7. Let X be an ∞-topos. Suppose that there exists a collection of objects Uα ∈ X such that
the projection U =
∐
α Uα → 1 is an effective epimorphism, where 1 denotes the final object of X. If each of
the ∞-topoi X/Uα is locally of constant shape, then X is locally of constant shape.
Proof. Let V ∈ X; we wish to show that V has constant shape. Let V0 = U×V , and let V• be the Cˇechnerve
of the effective epimorphism V0 → V . Since X is an ∞-topos, V is equivalent to the geometric realization
of the simplicial object V•. In view of Proposition A.2.6, it will suffice to show that each Vn has constant
shape. We note that Vn is a coproduct of objects of the form Uα0 × . . . × Uαn × V . Then X/Vn admits
an e´tale geometric morphism to the ∞-topos X/Uα0 , which is locally of constant shape by assumption. It
follows that X/Vn is of constant shape.
Proposition A.2.8. Let X be an ∞-topos and let π∗ : S → X be a geometric morphism. The following
conditions are equivalent:
(1) The ∞-topos X is locally of constant shape.
(2) The functor π∗ admits a left adjoint π!.
Proof. According to Corollary T.5.5.2.9, condition (2) is equivalent to the requirement that π∗ preserves
small limits. In view of Proposition T.5.1.3.2, this is equivalent to the assertion that for each U ∈ X, the
composition χU ◦ π∗ : S→ S preserves limits, where χU : X→ S is the functor corepresented by U .
Let X be an ∞-topos which is locally of constant shape, and let π! and π∗ be the adjoint functors
appearing in Proposition A.2.8. Let X → Y be a morphism in S and let Z → π∗Y be a morphism in X.
Then we have a commutative diagram
π!(π
∗X ×π∗Y Z) //

π!Z

π!π
∗X //

π!π
∗Y

X // Y,
and the outer square determines a canonical map π!(π
∗X ×π∗Y Z)→ X ×Y π!Z.
Proposition A.2.9. Let X be an ∞-topos which is locally of constant shape, let π∗ : S→ X be a geometric
morphism and π! a left adjoint to π
∗ (so that X is locally of constant shape). For every morphism α : X → Y
in S and every morphism β : Z → π∗Y in X, the associated push-pull morphism
π!(π
∗X ×π∗Y Z)→ X ×Y π!Z
is an equivalence.
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Proof. Let us first regard the morphism α as fixed, and consider the full subcategory Y ⊆ X/π∗Y spanned
by those objects Z for which the conclusion holds. Since both π!(π
∗X ×π∗Y Z) and X ×Y π!Z are colimit-
preserving functors of Z, the full subcategory Y is stable under colimits in X/π∗Y . Regard Y as a Kan
complex, and let C be the category of simplices of Y , so that we can identify Y with the colimit lim
−→C∈C
(∆0)
of the constant diagram C→ S taking the value ∆0. For every Z ∈ X/π∗Y , we have a canonical equivalence
Z ≃ lim
−→C∈C
(Z ×π∗Y π∗∆0). We may therefore replace Z by the fiber product Z ×π∗Y π∗∆0, and thereby
reduce to the case where β factors through the map π∗∆0 → π∗Y determined by a point of Y . Replacing Y
by ∆0 and X by X ×Y ∆0, we can reduce to the case where Y = ∆0. In this case, we must show that the
canonical map π!(π
∗X×Z)→ X×π!Z is an equivalence. Let us now regard Z as fixed and consider the full
subcategory Z ⊆ S spanned by those objects for which the conclusion holds. Since the functors π!(π∗X ×Z)
and X × π!Z both preserve colimits in X , the full subcategory Z ⊆ S is stable under small colimits. It will
therefore suffice to show that ∆0 ∈ S, which is obvious.
Let X be an ∞-topos which is locally of constant shape. Let π! and π∗ denote the adjoint functors
appearing in Proposition A.2.8. Let 1 be a final object of X. We have a canonical functor
X ≃ X/1
π!→ S/π!1,
which we will denote by ψ!. The functor ψ! admits a right adjoint ψ
∗, which can be described informally by
the formula ψ∗X = π∗X ×π∗π!1 1 (Proposition T.5.2.5.1). We observe that ψ
∗ preserves small colimits, and
is therefore a geometric morphism of ∞-topoi.
Remark A.2.10. The object π!1 ∈ S can be identified with the shape of the ∞-topos X.
Proposition A.2.11. Let X be an ∞-topos which is locally of constant shape, and let ψ∗ : S/π!1 → X be
defined as above. Then ψ∗ is fully faithful.
Proof. Fix an object X → π!1 in S/π!1; we wish to show that the counit map v : ψ!ψ
∗X → X is an
equivalence. Unwinding the definitions, we see that v can be identified with the push-pull transformation
π!(1×π∗π!1 π
∗X)→ π!1×π!1 X ≃ X,
which is an equivalence by virtue of Proposition A.2.9.
We now describe the essential image of the fully faithful embedding ψ∗.
Definition A.2.12. Let X be an ∞-topos, and let F be an object of X. We will say that F is constant if it
lies in the essential image of a geometric morphism π∗ : S→ X (the geometric morphism π∗ is unique up to
equivalence, by virtue of Proposition T.6.3.4.1). We will say that F is locally constant if there exists a small
collection of objects {Uα ∈ X}α∈S such that the following conditions are satisfied:
(i) The objects Uα cover X: that is, there is an effective epimorphism
∐
Uα → 1, where 1 denotes the
final object of X.
(ii) For each α ∈ S, the product F×Uα is a constant object of the ∞-topos X/Uα .
Remark A.2.13. Let f∗ : X → Y be a geometric morphism of ∞-topoi. Then f∗ carries constant objects
of X to constant objects of Y and locally constant objects of X to locally constant objects of Y.
Remark A.2.14. Let F be a locally constant object of Shv(X), where X is a topological space. Then there
exists an open covering {Uα ⊆ X} such that each F |Uα is constant. Moreover, if X is paracompact, we can
assume that each Uα is an open Fσ set.
We now come to the main result of this section, which provides an ∞-categorical version of the classical
theory of covering spaces.
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Theorem A.2.15. Let X be an ∞-topos which is locally of constant shape, and let ψ∗ : S/π!1 → X be
the functor of Proposition A.2.11. Then ψ∗ is a fully faithful embedding, whose essential image is the full
subcategory of X spanned by the locally constant objects.
Proof. Suppose first that X → π!1 is an object of S/π!1; we will prove that ψ
∗(X) is locally constant. Choose
an effective epimorphism
∐
α∈AKα → π!1 in S, where each Kα is contractible. Then we obtain an effective
epimorphism
∐
α∈A ψ
∗Kα → 1; it will therefore suffice to show that each ψ∗X × ψ∗Kα is a constant object
of X/ψ∗Kα . The composite functor
S/π!1
ψ∗
→ X
×ψ∗Kα→ X/ψ∗Kα
is equivalent to a composition of geometric morphisms
S/π!1 → S/Kα ≃ S→ X/ψ∗Kα
and so its essential image consists of constant objects.
For the converse, suppose that F ∈ X is a locally constant object; we wish to show that F belongs to the
essential image of ψ∗. Since F is locally constant, there exists a diagram {Uα} in X having colimit 1, such
that each product Uα × F is a constant object of X/Uα . We observe that S/π!1 can be identified with the
limit of the diagram of ∞-categories {S/π!Uα}, and that X can be identified with the limit of the diagram
of ∞-categories {X/Uα} (Theorem T.6.1.3.9). Moreover, the fully faithful embedding ψ
∗ is the limit of fully
faithful embeddings ψ∗α : S/π!Uα → X/Uα . Consequently, F belongs to the essential image of ψ
∗ if and only if
each product F×Uα belongs to the essential image of ψ∗α. We may therefore replace X by X/Uα and thereby
reduce to the case where F is constant. In this case, F belongs to the essential image of any geometric
morphism φ∗ : Y→ X, since we have a homotopy commutative diagram of geometric morphisms
Y
φ∗
  @
@@
@@
@@
@
S
@@        π∗ // X .
Corollary A.2.16. Let X be an ∞-topos which is locally of constant shape. Then the collection of locally
constant objects of X is stable under small colimits.
Corollary A.2.17. Let X be an ∞-topos which is locally of constant shape. Then for every locally constant
object X ∈ X, the canonical map X → lim
←−
τ≤nX is an equivalence; in particular, X is hypercomplete.
Proof. Let π! : X → S and ψ∗ : S/π!1 → X be as in Proposition A.2.11. According to Theorem A.2.15, we
can write X = ψ∗X0 for some X0 ∈ S/π!1. Since ψ
∗ commutes with truncations and preserves limits (being
a right adjoint), we can replace X by S/π!1. Since the result is local on X, we can reduce further to the case
where X = S, in which case there is nothing to prove.
A.3 Homotopy Invariance
Let X be a topological space, and let F be a locally constant sheaf of sets on X . If p : [0, 1] → X is a
continuous path from x = p(0) to y = p(1), then p induces a bijection between the stalks Fx and Fy of the
sheaf F, given by transport along p. More generally, if h : Y × [0, 1]→ X is any homotopy from a continuous
map h0 : Y → X to a continuous map h1 : Y → X , then h induces an isomorphism of sheaves h∗0 F ≃ h
∗
1 F.
Our goal in this section is to generalize these statements to the case where F is a sheaf of spaces.
Our first step is to study locally constant sheaves on the unit interval [0, 1]. These are characterized by
the following result:
Proposition A.3.1. Let X be the unit interval [0, 1], and let F ∈ Shv(X). Let π∗ : Shv(X)→ Shv(∗) = S
be the global sections functor, and let π∗ be a left adjoint to π∗. The following conditions are equivalent:
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(i) The sheaf F is locally constant.
(ii) The sheaf F is constant.
(iii) The canonical map θ : π∗π∗ F → F is an equivalence.
Before giving the proof, we need an easy lemma.
Lemma A.3.2. Let X be a contractible paracompact topological space, let π∗ : Shv(X)→ Shv(∗) ≃ S be the
global sections functor, and let π∗ be a right adjoint to π∗. Then π
∗ is fully faithful.
Proof. Let K be a Kan complex (regarded as an object of S; we wish to prove that the unit map u :
K → π∗π∗K is an equivalence. The results of §T.7.1 show that π∗π∗K has the homotopy type of the Kan
complex of maps MapTop(X, |K|). Under this identification, the map u corresponds to the diagonal inclusion
K → Sing |K| ≃ MapTop(∗, |K|) → MapTop(X, |K|). Since X is contractible, this inclusion is a homotopy
equivalence.
Proof of Proposition A.3.1. The implications (iii) ⇒ (ii) ⇒ (i) are obvious. We prove that (ii) ⇒ (iii).
Suppose that F is constant; then F ≃ π∗K for some K ∈ S. Then θ admits a right homotopy inverse, given
by applying π∗ to the unit map u : K → π∗π∗K. It follows from Lemma A.3.2 that u is an equivalence, so
that θ is an equivalence as well.
We now prove that (i)⇒ (ii). Assume that F is locally constant. Let S ⊆ [0, 1] be the set of real numbers
t such that F is constant in some neighborhood of the interval [0, t] ⊆ [0, 1]. Let s be the supremum of the
set S (since F is constant in a neighborhood of 0, we must have s > 0). We will show that s ∈ S. It will
follow that s = 1 (otherwise, since F is locally constant on [0, s + ǫ] for ǫ sufficiently small, we would have
s+ ǫ2 ∈ S) so that F is locally constant on [0, 1], as desired.
Since F is locally constant, it is constant when restricted to some open neighborhood U of s ∈ [0, 1].
Since s is a limit point of S, we have S ∩U 6= ∅. Consequently, we can choose some point t ∈ S ∩U , so that
F is constant on U and on [0, t). We will prove that F is constant on the neighborhood V = U ∪ [0, t) of
[0, s], so that s ∈ S as desired.
Since F is constant on [0, t), we have an equivalence α : (F |[0, t)) ≃ (π∗K|[0, t)) for some object K ∈ S.
Similarly, we have an equivalence β : (F |U) ≃ (π∗K ′|U) for some K ′ ∈ S. Restricting to the intersection, we
get an equivalence γ : (π∗K|U ∩ [0, t)) ≃ (π∗K ′|U ∩ [0, t)). Since the intersection U ∩ [0, t) is contractible,
Lemma A.3.2 guarantees that γ is induced by an equivalance γ0 : K ≃ K
′ in the ∞-category S. Identifying
K with K ′ via γ0, we can reduce to the case where K = K
′ and γ′ is homotopic to the identity. For every
open subset W ⊆ [0, 1], let χW ∈ Shv(X) denote the sheaf given by the formula
χW (W
′) =
{
∗ if W ′ ⊆W
∅ otherwise.
We then have a commutative diagram
π∗K × χU∩[0,t) //

π∗K × χU

π∗K × χ[0,t) // F .
This diagram induced a map π∗K×χV → F, which determines the required equivalence π∗K|V ≃ F |V .
Remark A.3.3. Proposition A.3.1 remains valid (with essentially the same proof) if we replace the closed
unit interval [0, 1] by an open interval (0, 1) or a half-open interval [0, 1).
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Let h0, h1 : X → Y be a pair of continuous maps from a topological space X to another topological space
Y . If h0 is homotopic to h1, then there exists a continuous map h : X ×R→ Y such that h0 = h|X × {0}
and h1 = h|X×{1}. In this case, we can attempt to understand the relationship between the pullbacks h∗0 F
and h∗1 F of a sheaf F on Y by studying the pullback h
∗ F ∈ Shv(Y ×R). If F is locally constant, then so is
h∗ F. It will be convenient for us to consider a more general situation where F is only required to be locally
constant along the paths h|({y} ×R) (and, for technical reasons, hypercomplete). The following definition
axiomatizes the expected properties of the pullback h∗ F:
Definition A.3.4. Let X be a topological space and let F ∈ Shv(X ×R). We will say that F is foliated if
the following conditions are satisfied:
(i) The sheaf F is hypercomplete (see §T.6.5.2).
(ii) For every point x ∈ X , the restriction F |({x} ×R) is constant.
The main result of this section is the following result, which should be regarded as a relative version of
Proposition A.3.1 (where we have replaced the unit interval [0, 1] with the entire real line):
Proposition A.3.5. Let X be a topological space, let π : X × R → X denote the projection, and let
F ∈ Shv(X ×R). The following conditions are equivalent:
(1) The sheaf F is foliated.
(2) The pushforward π∗ F is hypercomplete, and the counit map v : π
∗π∗ F → F is an equivalence.
The proof of Proposition A.3.5 will require a few preliminaries.
Lemma A.3.6. Let f∗ : X→ Y be a geometric morphism of ∞-topoi. Assume that f∗ admits a left adjoint
f!. Then f
∗ carries hypercomplete objects of X to hypercomplete objects of Y.
Proof. To show that f∗ preserves hypercomplete objects, it will suffice to show that the left adjoint f!
preserves ∞-connective morphisms. We will show that f! preserves n-connective morphisms for every non-
negative integer n. This is equivalent to the assertion that f∗ preserves (n− 1)-truncated morphisms, which
follows from Proposition T.5.5.6.16.
Example A.3.7. Every e´tale map of ∞-topoi satisfies the hypothesis of Lemma A.3.6. Consequently, if X
is a hypercomplete object of an ∞-topos X, then X × U is a hypercomplete object of X/U for each U ∈ X.
Example A.3.8. Let X and Y be topological spaces, and let π : X × Y → X be the projection. Assume
that Y is locally compact and locally of constant shape. Then π∗ satisfies the hypothesis of Lemma A.3.6,
and therefore preserves hypercompletess. To prove this, we observe that Shv(X × Y ) can be identified with
Shv(X)⊗ Shv(Y ), where ⊗ denotes the tensor product operation on presentable ∞-categories described in
§C.4.1: this follows from Proposition T.7.3.1.11 and Example M.4.1.9. The functor π∗ can be identified with
the tensor product idShv(X)⊗π
′∗, where π′ : Y → ∗ is the projection. Proposition A.2.8 guarantees that
π′
∗
admits a left adjoint π′! . It follows that idShv(X)⊗π
′
! is a left adjoint to π
∗. Moreover, if π′
∗
is fully
faithful, then the counit map v : π′!π
′∗ → id is an equivalence, so the counit map π!π∗ → idShv(X) is also an
equivalence: it follows that π∗ is fully faithful.
Lemma A.3.9. Let X be a topological space and let π : X × (0, 1) → X denote the projection. Then the
pullback functor π∗ : Shv(X) → Shv(X × (0, 1)) is fully faithful (so that the unit map F → π∗π∗ F is an
equivalence for every F ∈ Shv(X)).
Proof. Let ψ : (0, 1)→ ∗ denote the projection map, and let ψ∗ : S→ Shv((0, 1)) be the associated geometric
morphism. Then ψ∗ admits a left adjoint ψ! (Proposition A.2.8) and the counit transformation v : ψ!ψ
∗ → id
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is an equivalence of functors from S to itself. As in Example A.3.8, we can identify Shv(X × (0, 1)) with the
tensor product Shv(X)⊗ Shv((0, 1)), so that ψ! and ψ∗ induce a pair of adjoint functors
Shv(X × (0, 1))
F // Shv(X).
G
oo
The functor G can be identified with π∗. Since the counit map v is an equivalence, the counit F ◦G→ idShv(X)
is likewise an equivalence, which proves that G ≃ π∗ is fully faithful.
Variant A.3.10. In the statement of Lemma A.3.9, we can replace (0, 1) by a closed or half-open interval.
Proof of Proposition A.3.5. Suppose first that (2) is satisfied, and let G = π∗ F. Then G is hypercomplete,
so π∗ G is hypercomplete (Example A.3.8); since v : π∗ G → F is an equivalence, it follows that F is
hypercomplete. It is clear that F ≃ π∗ G is constant along {x} ×R, for each x ∈ X .
Conversely, suppose that F is foliated. To prove that π∗ F is hypercomplete, it suffices to show that π∗ F
is local with respect to every ∞-connective morphism α in Shv(X). This is equivalent to the requirement
that F is local with respect to π∗(α). This follows from our assumption that F is hypercomplete, since π∗(α)
is again ∞-connective. To complete the proof that (1) ⇒ (2), it will suffice to show that the counit map
v : π∗ G→ F is an equivalence.
For each positive integer n, let Fn = F |(X × (−n, n)) ∈ Shv(X × (−n, n)), let πn : X × (−n, n)→ X be
the projection map, and let Gn = (πn)∗ F. We have a commutative diagram
(π∗ G)|(X × (−n, n))
v //

F |(X × (−n, n))

π∗n Gn
vn // Fn .
To prove that v is an equivalence, it will suffice to show that the left vertical and lower horizontal maps in
this diagram are equivalences (for each n). This will follow from the following pair of assertions:
(a) For each n > 0, the restriction map Gn+1 → Gn is an equivalence (so that G ≃ lim←−n
Gn is equivalent to
each Gn).
(b) For each n > 0, the map π∗n Gn → Fn is an equivalence.
Note that assertion (a) follows from (b): if we let i : X → X × R be the map induced by the inclusion
{0} →֒ R, then we have a commutative diagram
Gn
//

Gn+1

i∗π∗n Gn //

i∗π∗n+1 Gn+1

i∗ Fn
s // i∗ Fn+1
in which the upper vertical maps are equivalences, the lower horizontal maps are equivalences by (b), and
the map s is an equivalence by construction.
To prove (b), let F+n ∈ Shv(X × [−n, n]) denote the hypercompletion of the restriction F |(X × [−n, n]),
let πn : X × [−n, n] → X be the projection, and let G+n = π
n
∗ F
+
n . Let v
′ : (πn)∗ G+n → F
+
n be the counit
map. We claim that v′ is an equivalence. Since F+n is hypercomplete by assumption, G
+
n ≃ π
n
∗ F
+
n is likewise
hypercomplete and so (πn)∗ G+n is hypercomplete by virtue of Example A.3.8. Consequently, to prove that
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v′ is an equivalence, it will suffice to show that v′ is ∞-connective. To prove this, choose a point x ∈ X and
let j : [−n, n]→ X × [−n, n] be the map induced by the inclusion j′ : {x} →֒ X . We will show that j∗(v′) is
an equivalence. Consider the diagram of ∞-topoi
Shv([−n, n])
j∗ //
ψ∗

Shv(X × [−n, n])
πn∗

// Shv([0, 1])
ψ∗

Shv(∗)
j′∗ // Shv(X) // Shv(∗).
The right square and the outer rectangle are pullback diagrams (Proposition T.7.3.1.11), so the left square
is a pullback diagram as well. Moreover, the geometric morphism ψ∗ is proper (Corollary T.7.3.4.11), so
that πn∗ is likewise proper and the push-pull morphism e : j
′∗πn∗ → ψ∗j
∗ is an equivalence. We have a
commutative diagram
ψ∗j′
∗
πn∗ F
+
n
//
e

j∗(πn)∗πn∗ F
+
n
j∗(v′)

ψ∗ψ∗j
∗ F
+
n
v′x // j∗ F+n .
By virtue of the above diagram (and the fact that e is an equivalence), we are reduced to proving that
v′x is an equivalence. To prove this, it suffices to verify that j
∗ F
+
n ∈ Shv([−n, n]) is constant (Proposition
A.3.1). We have an ∞-connective morphism θ : F |({x} × [−n, n]) → j∗ F+n . Since every open subset of
the topological space [−n, n] has covering dimension ≤ 1, the ∞-topos Shv([−n, n]) is locally of homotopy
dimension ≤ 1 (Theorem T.7.2.3.6) and therefore hypercomplete. It follows that θ is an equivalence. Since
F is foliated, the restriction F |({x} × [−n, n]) is constant, from which it follows immediately that j∗ F+n is
constant as well.
The ∞-connective morphism F |(X × [−n, n])→ F+n induces another ∞-connective morphism α : Fn →
F
+
n |(X×(−n, n)). Since the domain and codomain of α are both hypercomplete (Example A.3.7), we deduce
that α is an equivalence. In particular, we have Fn ≃ ((π
n)∗ G+n )|(X × (−n, n) = π
∗
n G
+
n . Thus Fn lies in the
essential image of the functor π∗n, which is fully faithful by virtue of Lemma A.3.9. It follows that that the
counit map π∗n(πn)∗ Fn → Fn is an equivalence as desired.
A.4 Singular Shape
In §A.2, we defined the notion of a locally constant object of an ∞-topos X. Moreover, we proved that the
∞-topos X is locally of constant shape, then the ∞-category of locally constant objects of X is equivalent to
the ∞-topos S/K of spaces lying over some fixed object K ∈ S (Theorem A.2.15). This can be regarded as
an analogue of the main result in the theory of covering spaces, which asserts that the category of covering
spaces of a sufficiently nice topological space X can be identified with the category of sets acted on by the
fundamental group of X . If we apply Theorem A.2.15 in the special case X = Shv(X), then we deduce
that the fundamental groups of X and K are isomorphic to one another. Our objective in this section is to
strengthen this observation: we will show that if X is a sufficiently nice topological space, then the ∞-topos
Shv(X) of sheaves on X is locally of constant shape, and the shape K of Shv(X) can be identified with the
singular complex Sing(X).
Remark A.4.1. We refer the reader to [81] for a closely related discussion, at least in the case where X is
a CW complex.
Our first step is to describe a class of topological spaces X for which the theory of locally constant sheaves
on X is well-behaved. By definition, if F is a locally constant sheaf on X , then every point x ∈ X has an
open neighborhood U such that the restriction F |U is constant. Roughly speaking, we want a condition on
X which guarantees that we can choose U to be independent of F.
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Definition A.4.2. Let f∗ : X → Y be a geometric morphism of ∞-topoi. We will say that f∗ is a shape
equivalence if it induces an equivalence of functors π∗π
∗ → π∗f∗f∗π∗, where π∗ : S → X is a geometric
morphism.
Remark A.4.3. Let X be an ∞-topos. Then X has constant shape if and only if there exists a shape
equivalence f∗ : S/K → X, for some Kan complex K. The “if” direction is obvious (since S/K is of constant
shape). Conversely, if X is of constant shape, then π∗π
∗ is corepresentable by some object K ∈ S. In
particular, there is a canonical map ∆0 → π∗π
∗K, which we can identify with a map α : 1 → π∗K in
the ∞-topos X, where 1 denotes the final object of X. According to Proposition T.6.3.5.5, α determines a
geometric morphism of ∞-topoi f∗ : S/K → X, which is easily verified to be a shape equivalence.
Definition A.4.4. Let f : X → Y be a continuous map of topological spaces. We will say that f is a shape
equivalence if the associated geometric morphism f∗ Shv(X) → Shv(Y ) is a shape equivalence, in the sense
of Definition A.4.2.
Example A.4.5. Let f : X → Y be a continuous map between paracompact topological spaces. Then f
is a shape equivalence in the sense of Definition A.4.4 if and only if, for every CW complex Z, composition
with f induces a homotopy equivalence of Kan complexes MapTop(Y, Z)→ MapTop(X,Z).
Example A.4.6. If X is any topological space, then the projection map π : X × R → X is a shape
equivalence. This follows immediately from the observation that π∗ is fully faithful (Example A.3.8).
Remark A.4.7. It follows from Example A.4.6 that every homotopy equivalence of topological spaces is
also a shape equivalence.
Warning A.4.8. For general topological spaces, Definition A.4.4 does not recover the classical notion of a
shape equivalence (see, for example, [60]). However, if X and Y are both paracompact then we recover the
usual notion of strong shape equivalence (Remark T.7.1.6.7).
Definition A.4.9. Let X be a topological space. We will say that X has singular shape if the counit map
| Sing(X)| → X is a shape equivalence.
Remark A.4.10. If X is a topological space with singular shape, then the ∞-topos Shv(X) has constant
shape: indeed, Shv(X) is shape equivalent to Shv(| Sing(X)|), and | Sing(X)| is a CW complex (Remark
A.2.4).
Remark A.4.11. Let f : X → Y be a homotopy equivalence of topological spaces. Then X has singular
shape if and only if Y has singular shape. This follows immediately from Remark A.4.7 by inspecting the
diagram
| Sing(X)| //

| Sing(Y )|

X // Y.
Example A.4.12. Let X be a paracompact topological space. Then X has singular shape if and only if,
for every CW complex Y , the canonical map
MapTop(X,Y )→ MapSet∆(Sing(X), Sing(Y )) ≃ MapTop(| Sing(X)|, Y )
is a homotopy equivalence of Kan complexes.
Remark A.4.13. Let X be a paracompact topological space. There are two different ways that we might
try to assign to X a homotopy type. The first is to consider continuous maps from nice spaces (such as CW
complexes) into the space X . Information about such maps is encoded in the Kan complex Sing(X) ∈ S,
which controls the weak homotopy type of X . Alternatively, we can instead consider maps from X into
CW complexes. These are controlled by the pro-object Sh(X) of S which corepresents the functor K 7→
MapTop(X, |K|). There is a canonical map Sing(X)→ Sh(X), and X has singular shape if and only if this
map is an equivalence.
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Lemma A.4.14. Let X be a topological space, and let {Uα ∈ U(X)}α∈A be an open covering of X. Assume
that for every nonempty finite subset A0 ⊆ A, the intersection UA0 =
⋂
α∈A0
Uα has singular shape. Then
X has singular shape.
Proof. Let π∗ : S → Shv(X) be a geometric morphism. For each open set U ⊆ X , let FU : S → S be
the functor given by composing π∗ with evaluation at U , and let GU : S → S be the functor given by
K 7→ Fun(Sing(U),K). There is a natural transformation of functors γU : FU → GU , and U has singular
shape if and only if γU is an equivalence. We observe that FX can be identified with a limit of the diagram
{FUA0 } where A0 ranges over the finite subsets of A, and that GX can be identified with a limit of the
diagram {GUA0 } (since Sing(X) is the homotopy colimit of {Sing(UA0)} by Theorem A.1.1). Under these
identifications, γX is a limit of the functors {γUA0 }. Since each of these functors is assumed to be an
equivalence, we deduce that γX is an equivalence.
Definition A.4.15. We will say that topological space X is locally of singular shape if every open set U ⊆ X
has singular shape.
Remark A.4.16. Let X be a topological space. Suppose that X admits a covering by open sets which are
locally of singular shape. Then X is locally of singular shape (this follows immediately from Lemma A.4.14).
Let X be a topological space which is locally of singular shape. Then Shv(X) is locally of constant
shape, and the shape of Shv(X) can be identified with the Kan complex Sing(X). It follows from Theorem
A.2.15 that the ∞-category of locally constant objects of Shv(X) is equivalent to S/ Sing(X). Our goal for
the remainder of this section is to give a more explicit description of this equivalence.
Construction A.4.17. Let X be a topological space. We let AX denote the category (Set∆)/ Sing(X),
endowed with the usual model structure. Let AoX denote the full subcategory of AX spanned by the fibrant-
cofibrant objects (these are precisely the Kan fibrations Y → Sing(X)).
We define a functor θ : U(X)op × AX → Set∆ by the formula θ(U, Y ) = FunSing(X)(Sing(U), Y ). Re-
stricting to AoX and passing to nerves, we get a map of ∞-categories N(U(X)
op) × N(AoX) → S, which we
regard as a map of ∞-categories N(UoX) → P(U(X)). It follows from Variant A.1.7 on Proposition A.1.2
that this functor factors through the full subcategory Shv(X) ⊆ P(U(X)) spanned by the sheaves on X . We
will denote the underlying functor N(AoX)→ Shv(X) by ΨX .
Example A.4.18. Let X be a topological space. The construction K 7→ K×Sing(X) determines a functor
from Set∆ ≃ A∗ to AX , which restricts to a functor Ao∗ → A
o
X . Passing to nerves and composing with ΨX ,
we get a functor ψ : S → Shv(X), which carries a Kan complex K to the sheaf U 7→ MapSet∆(Sing(U),K).
Let π∗ : Shv(X)→ S be the functor given by evaluation on X . There is an evident natural transformation
idS → π∗ ◦ ψ, which induces a natural transformation π∗ → ψ. The space X is locally of singular shape if
and only if this natural transformation is an equivalence.
We note that the object ψ Sing(X) ∈ Shv(X) has a canonical global section given by the identity map from
Sing(X) to itself. If Y → Sing(X) is any Kan fibration, then ΨX(Y ) can be identified with the (homotopy)
fiber of the induced map ψ(Y ) → ψ(Sing(X)). It follows that the functor ΨX is an explicit model for the
fully faithful embedding described in Proposition A.2.11. Coupling this observation with Theorem A.2.15,
we obtain the following:
Theorem A.4.19. Let X be a topological space which is locally of singular shape. Then the functor ΨX :
N(AoX) → Shv(X) is a fully faithful embedding, whose essential image is the full subcategory of Shv(X)
spanned by the locally constant sheaves on X.
A.5 Constructible Sheaves
In §A.2 and §A.4, we studied the theory of locally constant sheaves on a topological space X . In many
applications, one encounters sheaves F ∈ Shv(X) which are not locally constant but are nevertheless con-
structible: that is, they are locally constant along each stratum of a suitable stratification of X . We begin
by making this notion more precise.
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Definition A.5.1. Let A be a partially ordered set. We will regard A as a topological space, where a subset
U ⊆ A is open if it is closed upwards: that is, if x ≤ y and x ∈ U implies that y ∈ U .
Let X be a topological space. An A-stratification of X is a continuous map f : X → A. Given an
A-stratification of a space X and an element a ∈ A, we let Xa, X≤a, X<a, X≥a, and X>a denote the subsets
of X consisting of those points x ∈ X such that f(x) = a, f(x) ≤ a, f(x) < a, f(x) ≥ a, and f(x) > a,
respectively.
Definition A.5.2. Let A be a partially ordered set and let X be a topological space equipped with an
A-stratification. We will say that an object F ∈ Shv(X) is A-constructible if, for every element a ∈ A, the
restriction F |Xa is a locally constant object of Shv(Xa). Here F |Xa denotes the image of F under the left
adjoint to the pushforward functor Shv(Xa)→ Shv(X).
We let ShvA(X) denote the full subcategory of Shv(X) spanned by the A-constructible objects.
To ensure that the theory of A-constructible sheaves is well-behaved, it is often convenient to make the
introduce a suitable regularity condition on the stratification X → A.
Definition A.5.3. Let A be a partially ordered set, and let A⊳ be the partially ordered set obtained by
adjoining a new smallest element −∞ to A. Let f : X → A be an A-stratified space. We define a new
A⊳-stratified space C(X) as follows:
(1) As a set C(X) is given by the union {∗} ∪ (X ×R>0).
(2) A subset U ⊆ C(X) is open if and only if U ∩ (X ×R>0) is open, and if ∗ ∈ U then X × (0, ǫ) ⊆ U
for some positive real number ǫ.
(3) The A⊳-stratification of C(X) is determined by the map f : C(X) → A⊳ such that f(∗) = −∞ and
f(x, t) = f(x) for (x, t) ∈ X ×R>0.
We will refer to C(X) as the open cone on X .
Remark A.5.4. If the topological space X is compact and Hausdorff, then the open cone C(X) is homeo-
morphic to the pushout (X ×R≥0)
∐
X×{0}{∗}.
Definition A.5.5. Let A be a partially ordered set, let X be an A-stratified space, and let x ∈ Xa ⊆ X
be a point of X . We will say that X is conically stratified at the point x if there exists an A>a-stratified
topological space Y , a topological space Z, and an open embedding Z × C(Y ) →֒ X of A-stratified spaces
whose image Ux contains x. Here we regard Z × C(Y ) as endowed with the A-stratification determined by
the A⊳>a ≃ A≥a-stratification of C(Y ).
We will say that X is conically stratified if it is conically stratified at every point x ∈ X .
Remark A.5.6. In Definition A.5.5, we do not require that the space Y itself be conically stratified.
Definition A.5.7. We will say that a partially ordered set A satisfies the ascending chain condition if every
nonempty subset of A has a maximal element.
Remark A.5.8. Equivalently, A satisfies the ascending chain condition if there does not exist any infinite
ascending sequence a0 < a1 < · · · of elements of A.
The main goal of this section is to prove the following somewhat technical convergence result concerning
constructible sheaves:
Proposition A.5.9. Let A be a partially ordered set, and let X be an A-stratified space. Assume that:
(i) The space X is paracompact and locally of singular shape.
(ii) The A-stratification of X is conical.
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(iii) The partially ordered set A satisfies the ascending chain condition.
Let F ∈ ShvA(X) be an A-constructible sheaf. Then the canonical map θ : F → lim
←−
τ≤n F is an equivalence.
In particular, F is hypercomplete.
The proof of Proposition A.5.9 will require several preliminaries, and will be given at the end of this
section. Our first step is to consider the case of a very simple stratification of X : namely, a decomposition of
X into an open set and its closed complement. The following result is useful for working with constructible
sheaves: it allows us to reduce global questions to questions which concern individual strata.
Lemma A.5.10. Let X be an ∞-topos and U a (−1)-truncated object of X. Let i∗ : X → X /U and
j∗ : X→ X/U be the canonical geometric morphisms, j∗ a right adjoint to j
∗, and let p : K⊳ → X be a small
diagram in X indexed by a weakly contractible simplicial set K. Suppose that i∗p, j∗p, and i∗j∗j
∗p are all
limit diagrams. Then p is a limit diagram.
Proof. Let F denote the image of the cone point of K⊳ under p, let p′ : K → X be the constant diagram
taking the value F, and let p = p|K. Then p determines a natural transformation of diagrams α : p′ → p;
we wish to prove that α induces an equivalence lim
←−
(p′)→ lim
←−
(p) in X. For this, it suffices to show that for
every object V ∈ X, the induced map
θ : MapX(V, lim←−
(p′))→ MapX(V, lim←−
(p))
is a homotopy equivalence. Replacing X by X/V , we can reduce to the case where V is the final object of X.
In this case, we let Γ denote the functor X→ S corepresented by V (the functor of global sections).
Fix a point η ∈ Γ(lim
←−
(p)); we will show that the homotopy fiber of θ over η is contractible. Let j∗ denote
a right adjoint to j∗, let q = j∗ ◦ j∗ ◦ p, and let q′ = j∗ ◦ j∗ ◦ p′. Then η determines a point η0 ∈ Γ(lim←−
(q)).
Since j∗ ◦ p is a limit diagram (and the functor j∗ preserves limits), the canonical map lim←−
(q′) → lim
←−
(q) is
an equivalence, so we can lift η0 to a point η1 ∈ Γ(lim←−
(q′)). This point determines a natural transformation
from the constant diagram c : K → X taking the value V ≃ 1 to the diagram q′. Let p′0 = c ×q′ p
′ and let
p0 = c×q p. We have a map of homotopy fiber sequences
Γ(lim
←−
(p′0)) //
θ′

Γ(lim
←−
(p′)) //
θ

Γ(lim
←−
(q′))
θ′′

Γ(lim
←−
(p0)) // Γ(lim←−(p))
// Γ(lim
←−
(q)).
Here θ′′ is a homotopy equivalence. Consequently, to prove that the homotopy fiber of θ is contractible, it
will suffice to show that θ′ is a homotopy equivalence.
By construction, the diagrams p′0 and p0 take values in the full subcategory X /U ⊆ X, so that the
localization maps p′0 → i
∗p′0 and p0 → i
∗p0 are equivalences. It therefore suffices to show that the map
Γ(lim
←−
(i∗p′0)→ Γ(lim←−
(i∗p0)) is a homotopy equivalence. We have another map of homotopy fiber sequences
Γ(lim
←−
(i∗p′0)) //
ψ′

Γ(lim
←−
(i∗p′)) //
ψ

Γ(lim
←−
(i∗q′))
ψ′′

Γ(lim
←−
(i∗p0)) // Γ(i∗ lim←−(p))
// Γ(lim
←−
(i∗q)).
The map ψ is a homotopy equivalence by virtue of our assumption that i∗p is a limit diagram, and the map
ψ′′ is a homotopy equivalence by virtue of our assumption that i∗j∗j
∗p is a limit diagram. It follows that ψ′
is also a homotopy equivalence, as desired.
Lemma A.5.11. Let X be an ∞-topos and U a (−1)-truncated object of X. Let i∗ : X → X /U and
j∗ : X → X/U be the canonical geometric morphisms, and let α : F → G be a morphism in X. Suppose that
i∗(α) and j∗(α) are equivalences. Then α is an equivalence.
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Proof. Apply Lemma A.5.10 in the special case where K = ∆0 (note that i∗j∗ automatically preserves
j-indexed limits).
Lemma A.5.12. Let X be a paracompact topological space, Y any topological space, V an open neighborhood
of X in X × C(Y ). Then there exists a continuous function f : X → (0,∞) such that V contains
Vf = {(x, y, t) : t < f(x)} ⊆ X × Y × (0,∞) ⊆ X × C(Y ).
Proof. For each point x ∈ X , there exists a neighborhood Ux of x and a real number tx such that {(x′, y, t) :
t < tx ∧ x′ ∈ Ux} ⊆ V . Since X is paracompact, we can choose a locally finite partition of unity {ψx}x∈X
subordinate to the cover {Ux}x∈X . We now define f(y) =
∑
x∈X ψx(y)tx.
Remark A.5.13. In the situation of Lemma A.5.12, the collection of open sets of the form Vf is nonempty
(take f to be a constant function) and stable under pairwise intersections (Vf ∩Vg = Vinf{f,g}). The collection
of such open sets is therefore cofinal in partially ordered set of all open subsets of X × C(Y ) which contain
X (ordered by reverse inclusion).
Lemma A.5.14. Let X be a paracompact topological space. Let π denote the projection X× [0,∞)→ X, let
j denote the inclusion X× (0,∞) →֒ X× [0,∞), and let π0 = π ◦ j. Then the obvious equivalence π∗0 ≃ j
∗π∗
is adjoint to an equivalence of functors α : π∗ → j∗π∗0 from Shv(X) to Shv(X × [0,∞)).
Proof. Let F ∈ Shv(X); we wish to prove that α induces an equivalence π∗ F → j∗π∗0 F. It is clear that this
map is an equivalence when restricted to the open set X × (0,∞). Let i : X → X × [0,∞) be the map
induced by the inclusion {0} ⊆ [0,∞). By Corollary A.5.11, it will suffice to show that the map
β : F ≃ i∗π∗ F → i∗j∗π
∗
0 F
determined by α is an equivalence. Let U be an open Fσ subset of X ; we will show that the map βU :
F(U)→ (i∗j∗π∗0 F)(U) is a homotopy equivalence. Replacing X by U , we can assume that U = X .
According to Corollary T.7.1.5.6, we can identify (i∗j∗π
∗
0 F)(X) with the colimit lim−→V ∈S
(j∗π
∗
0 F)(V ) ≃
lim
−→V ∈S
(π∗0 F)(V −X), where V ranges over the collection S of all open neighborhoods of X = X × {0} in
X × [0,∞). Let S′ ⊆ S be the collection of all open neighborhoods of the form Vf = {(x, t) : t < f(x)},
where f : X → (0,∞) is a continuous function (see Lemma A.5.12). In view of Remark A.5.13, we have an
equivalence lim
−→V ∈S
(π∗0 F)(V −X) ≃ lim−→V ∈S′
(π∗0 F)(V −X). Since S
′ is a filtered partially ordered set (when
ordered by reverse inclusion), to prove that βX is an equivalence it suffices to show that the pullback map
F(X)→ (π∗0 F)(Vf −X) is a homotopy equivalence, for every continuous map f : X → (0,∞). Division by
f determines a homeomorphism Vf −X → X × (0, 1), and the desired result follows from Lemma A.3.9.
Lemma A.5.15. Let X be a paracompact topological space of the form Z × C(Y ), and consider the (non-
commuting) diagram
Z × Y × (0,∞)
j //
π0
))RR
RRR
RRR
RRR
RR
Z × Y × [0,∞)
π

k // X
Z × Y
ψ // Z.
i
OO
Let i′ denote the inclusion Z × Y → Z × Y × [0,∞) given by {0} →֒ [0,∞). Assume that X is paracompact.
Then:
(i) The canonical map α : π∗ → j∗π∗0 is an equivalence of functors from Shv(Z×Y ) to Shv(Z×Y ×[0,∞)).
(ii) Let β : π∗ → i′∗ be the natural transformation adjoint to the equivalence i
′∗π∗ ≃ idShv(Z×Y ). Then the
natural transformation
γ : i∗k∗π
∗ β→ i∗k∗i
′
∗ ≃ i
∗i∗ψ∗ → ψ∗
is an equivalence of functors from Shv(Z × Y ) to Shv(Z).
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(iii) The functor i∗j∗π
∗
0 is equivalent to ψ∗.
Proof. Note that Z × Y ≃ Z × Y × {1} can be identified with a closed subset of X , and is therefore
paracompact. Consequently, assertion (i) follows from Lemma A.5.14. Assertion (iii) follows immediately
from (i) and (ii). It will therefore suffice to prove (ii).
Since Z can be identified with a closed subset of X , it is paracompact. Let F ∈ Shv(Z×Y ), and let U be
an open Fσ subset of Z. We will show that γ induces a homotopy equivalence (i
∗k∗π
∗ F)(U) → (ψ∗ F)(U).
Shrinking Z if necessary, we may suppose that Z = U . The right hand side can be identified with F(Z ×Y ),
while the left hand side is given (by virtue of Corollary T.7.1.5.6) by the colimit lim
−→V ∈S
(π∗ F)(k−1V ),
where V ranges over partially ordered set S of open subsets of Z × C(Y ) which contain Z. By virtue of
Remark A.5.13, we can replace S by the cofinal subset S′ consisting of open sets of the form V = Vf , where
f : Z → (0,∞) is a continuous function (see Lemma A.5.12). Since S′ is filtered, it will suffice to show
that each of the maps (π∗ F)(k−1V ) → F(Z × Y ) is an equivalence. Division by f allows us to identify
(π∗ F)(k−1V ) with (π∗ F)(Z ×Y × [0, 1)), and the desired result now follows from Variant A.3.10 on Lemma
A.3.9.
Lemma A.5.16. Let X be a paracompact space equipped with a conical A-stratification. Then every point
x ∈ Xa admits a open Fσ neighborhood V which is homeomorphic (as an A-stratified space) to Z × C(Y ),
where Y is some A>a-stratified space.
Proof. Since the stratification of X is conical, there exists an open neighborhood U of x which is homeo-
morphic (as an A-stratified space) to Z ×C(Y ), where Y is some A>a-stratified space. The open set U need
not be paracompact. However, there exists a smaller open set U ′ ⊆ U containing x such that U ′ is an Fσ
subset of X , and therefore paracompact. let Z ′ = U ′ ∩ Z. Then Z ′ is a closed subset of the paracompact
space U ′, and therefore paracompact. Replacing Z by Z ′, we can assume that Z is paracompact. Applying
Lemma A.5.12, we deduce that there exists a continuous function f : Z → (0,∞) such that Vf ⊆ U (see
Lemma A.5.12 for an explanation of this notation). The set Vf is the union of the closures in U
′ of the open
sets {V n
n+1f
}n>0. It is therefore an open Fσ subset of U
′ (and so also an Fσ subset of the space X). We
conclude by observing that Vf is again homeomorphic to the product Z × C(Y ).
Remark A.5.17. If A is a partially ordered set satisfying the ascending chain condition, then we can
define an ordinal-valued rank function rk on A. The function rk is uniquely determined by the following
requirement: for every element a ∈ A, the rank rk(a) is the smallest ordinal not of the form rk(b), where
b > a. More generally, suppose that X is an A-stratified topological space. We define the rank of X to be
the supremum of the set of ordinals {rk(a) : Xa 6= ∅}.
Remark A.5.18. Let X be a paracompact topological space of the form Z×C(Y ). Then Z is paracompact
(since it is homeomorphic to a closed subset of X). Suppose that X has singular shape. Since the inclusion
Z →֒ X is a homotopy equivalence, we deduce also that Z has singular shape (Remark A.4.11). The same
argument shows that if X is locally of singular shape, then Z is locally of singular shape.
Proof of Proposition A.5.9. The assertion that θ : F → lim
←−
τ≤n F is an equivalence is local on X . It will
therefore suffice to prove that every point x ∈ Xa admits an open Fσ neighborhood U such that θ is an
equivalence over U . Since A satisfies the ascending chain condition, we may assume without loss of generality
that the same result holds for every point x′ ∈ X>a. Using Lemma A.5.16, we may assume without loss of
generality that U is a paracompact open set of the form Z × C(Y ), where Y is some A>a-stratified space.
Let i : Z → Z × C(Y ) and j : Z × Y × (0,∞) → Z × C(Y ) denote the inclusion maps. According to
Lemma A.5.10, it will suffice to verify the following:
(a) The canonical map i∗ F → lim
←−
i∗τ≤n F ≃ lim←−
τ≤ni
∗ F is an equivalence.
(b) The canonical map j∗ F → lim
←−
j∗τ≤n F ≃ lim←−
τ≤nj
∗ F is an equivalence.
(c) The canonical map i∗j∗j
∗ F → lim
←−
i∗j∗j
∗τ≤n F is an equivalence.
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Assertion (a) follows from Corollary A.2.17 (note that Z is locally of singular shape by Remark A.5.18),
and assertion (b) follows from the inductive hypothesis. To prove (c), let π : Z × Y × (0,∞) denote
the projection. Using the inductive hypothesis, we deduce that j∗ F is hypercomplete. Since each fiber
{z} × {y} × (0,∞) is contained in a stratum of X , we deduce that j∗ F is foliated, so that the counit map
π∗π∗j
∗ F → j∗ F is an equivalence. The same reasoning shows that π∗π∗j∗τ≤n F → j∗τ≤n F is an equivalence
for each n ≥ 0. Consequently, (c) is equivalent to the assertion that the canonical map
i∗j∗π
∗ G→ lim
←−
i∗j∗π
∗ Gn
is an equivalence, where G = π∗j
∗ F and Gn = π∗j
∗τ≤n F. Since the functor π∗ preserves limits, the canonical
map G → lim
←−
Gn is an equivalence by virtue of (b). The desired result now follows from the fact that the
functor i∗j∗π
∗ is equivalent to π∗, and therefore preserves limits (Lemma A.5.15).
Remark A.5.19. Let X be a paracompact topological space equipped with a conical A-stratification, where
A is a partially ordered set which satisfies the ascending chain condition. Suppose that each stratum Xa is
locally of singular shape. Then X is locally of singular shape. To prove this, it suffices to show that X has
a covering by open sets which are locally of singular shape (Remark A.4.16). Using Lemma A.5.16, we may
reduce to the case where X = Z×C(Y ), where Y is some A>a-stratified space and Z×C(Y ) is endowed with
the induced A≥a-stratification. Working by induction on a, we may suppose that X − Z ≃ Z × Y × (0,∞)
is locally of singular shape. Let U be an open Fσ subset of X and let U0 = U ∩ Z. We wish to prove
that U is locally of singular shape. Using Lemma A.5.12, we deduce that there exists a continuous map
f : U0 → (0,∞) such that U contains the open set Vf = U0 ∪ {(z, y, t) ∈ U0 × Y × (0,∞) : t < f(z)}. Then
U is covered by the open subsets Vf and U − U0. According to Lemma A.4.14, it suffices to show that Vf ,
U − U0, and Vf ∩ (U − U0) are of singular shape. The open sets U − U0 and Vf ∩ (U − U0) belong to X>a
and are therefore of singular shape by the inductive hypothesis. The open set Vf is homotopy equivalent to
U0, and thus has singular shape by virtue of our assumption that Xa is locally shapely (Remark A.4.11).
A.6 ∞-Categories of Exit Paths
If X is a sufficiently nice topological space, then Theorem A.4.19 guarantees that the ∞-category of locally
constant sheaves on X can be identified with the ∞-category S/ Sing(X) ≃ Fun(Sing(X), S). Roughly speak-
ing, we can interpret a sheaf F on X as a functor which assigns to each x ∈ X the stalk Fx ∈ S, and to each
path p : [0, 1]→ X joining x = p(0) to y = p(1) the homotopy equivalence Fx ≃ Fy given by transport along
p (see §A.3).
Suppose now that F is a sheaf on X which is not locally constant. In this case, a path p : [0, 1] → X
from x = p(0) to y = p(1) does not necessarily define a transport map Fx → Fy. However, every point η0 in
the stalk Fx can be lifted to a section of F over some neighborhood of x, which determines points ηt ∈ Fp(t)
for t sufficiently small. If we assume that p∗ F is locally constant on the half-open interval (0, 1], then each
ηt can be transported to a point in the stalk Fy, and we should again expect to obtain a well-defined map
Fx → Fy. For example, suppose that F is a sheaf which is locally constant when restricted to some closed
subset X0 ⊆ X , and also when restricted to the open set X −X0. In this case, the above analysis should
apply whenever p−1X0 = {0}: that is, whenever p is a path which is exiting the closed subset X0 ⊆ X .
Following an idea proposed by MacPherson, this suggests that we might try to identify F with an S-valued
functor defined on some subset of the Kan complex Sing(X), which allows paths to travel from X0 to X−X0
but not vice-versa.
Our objective in this section is to introduce a simplicial subset SingA(X) associated to any stratification
f : X → A of a topological space X by a partially ordered set A. Our main result, Theorem A.6.4, asserts
that SingA(X) is an ∞-category provided that the stratification of X is conical (Definition A.5.5). In this
case, we will refer to SingA(X) as the∞-category of exit paths in X with respect to the stratification X → A.
In §A.10, we will show that (under suitable hypotheses) the ∞-category of A-constructible sheaves on X is
equivalent to the ∞-category of functors Fun(SingA(X), S).
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Remark A.6.1. The exit path ∞-category SingA(X) can be regarded as an ∞-categorical generalization
of the 2-category of exit paths constructed in [88].
Definition A.6.2. Let A be a partially ordered set, and let X be a topological space equipped with an A-
stratification f : X → A. We SingA(X) ⊆ Sing(X) to be the simplicial subset consisting of those n-simplices
σ : |∆n| → X which satisfy the following condition:
(∗) Let |∆n| = {(t0, . . . , tn) ∈ [0, 1]n+1 : t0 + . . .+ tn = 1}. Then there exists a chain a0 ≤ . . . ≤ an of ele-
ments of A such that for each point (t0, . . . , ti, 0, . . . , 0) ∈ |∆n| where ti 6= 0, we have f(σ(t0, . . . , tn)) =
ai.
Remark A.6.3. Let A be a partially ordered set, regarded as a topological space as in Definition A.5.1.
Then there is a natural map of simplicial sets N(A)→ Sing(A), which carries an n-simplex (a0 ≤ . . . ≤ an)
of N(A) to the map σ : |∆n| → A characterized by the formula
σ(t0, . . . , ti, 0, . . . , 0) = ai
whenever ti > 0. For any A-stratified topological space X , the simplicial set Sing
A(X) can be described as
the fiber product Sing(X)×Sing(A)N(A). In particular, there is a canonical map of simplicial sets Sing
A(X)→
N(A).
We can now state our main result as follows:
Theorem A.6.4. Let A be a partially ordered set, and let X be a conically A-stratified topological space.
Then:
(1) The projection SingA(X)→ N(A) is an inner fibration of simplicial sets.
(2) The simplicial set SingA(X) is an ∞-category.
(3) A morphism in SingA(X) is an equivalence if and only if its image in N(A) is degenerate (in other
words, if and only if the underlying path [0, 1]→ X belongs to a single stratum).
Proof. The implication (1)⇒ (2) is obvious. The “only if” direction of (3) is clear (since any equivalence in
SingA(X) must project to an equivalence in N(A)), and the “if” direction follows from the observation that
each fiber SingA(X)×N(A) {a} is isomorphic to the Kan complex Sing(Xa). It will therefore suffice to prove
(1). Fix 0 < i < n; we wish to prove that every lifting problem of the form
Λni
σ0 //

SingA(X)

∆n //
σ
::v
v
v
v
v
N(A)
admits a solution.
The map ∆n → N(A) determines a chain of elements a0 ≤ a1 ≤ . . . ≤ an. Without loss of generality,
we may replace A by A′ = {a0, . . . , an} and X by X ×A A′. We may therefore assume that A is a finite
nonempty linearly ordered set. We now work by induction on the number of elements of A. If A has only a
single element, then SingA(X) = Sing(X) is a Kan complex and there is nothing to prove. Otherwise, there
exists some integer p < n such that ap = a0 and ap+1 6= a0. There are two cases to consider.
(a) Suppose that p < i < n. Let q = n − p − 1 and let j = i − p − 1, so that we have isomorphisms of
simplicial sets
∆n ≃ ∆p ⋆∆q Λni ≃ (∆
p ⋆ Λqq′)
∐
∂∆p⋆Λqj
(∂∆p ⋆∆q).
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We will use the first isomorphism to identify |∆n| with the pushout
|∆p|
∐
|∆p|×|∆q|×{0}
(|∆p| × |∆q| × [0, 1])
∐
|∆p|×|∆q|×{1}
|∆q|.
Let K ⊆ |∆p| × |∆q| be the union of the closed subsets | ∂∆p| × |∆q| and |∆p| × |Λqj |, so that |Λ
n
i | can
be identified with the pushout
|∆p|
∐
|∆p|×|∆q|×{0}
(K × [0, 1])
∐
|∆p|×|∆q|×{1}
|∆q|.
Let K ′ ⊆ |∆p| × |∆q| × [0, 1] be the union of K × [0, 1] with |∆p| × |∆q| × {0, 1}. Then σ0 determines a
continuous map F0 : K
′ → X . To construct the map σ, we must extend F0 to a map F : |∆p| × |∆q| ×
[0, 1] → X satisfying the following condition: for every point s ∈ (|∆p| × |∆q| × [0, 1])−K ′, we have
F (s) ∈ Xan .
Let F− : |∆p| → Xa0 be the map obtained by restricting F0 to |∆
p| × |∆q| × {0}. For every point
x ∈ Xa0 , choose an open neighborhood Ux ⊆ X as in Definition A.5.5. Choose a triangulation of the
simplex |∆p| with the following property: for every simplex τ of the triangulation, the image F−(τ)
is contained in some Ux. Refining our triangulation if necessary, we may assume that | ∂∆p| is a
subcomplex of |∆p|. For every subcomplex L of |∆p| which contains | ∂∆p|, we let KL ⊆ |∆p| × |∆q|
denote the union of the closed subsets L × |∆q| and |∆p| × |Λqj | and K
′
L ⊆ |∆
p| × |∆q| × [0, 1] denote
the union of the closed subsets KL × [0, 1] and |∆p| × |∆q| × {0, 1}. We will show that F0 can be
extended to a continuous map FL : K
′
L → X (satisfying the condition that FL(s) ∈ Xan for s /∈ K
′),
using induction on the number of simplices of L. If L = | ∂∆p|, there is nothing to prove. Otherwise,
we may assume without loss of generality that L = L0 ∪ τ , where L0 is another subcomplex of |∆p|
containing | ∂∆p| and τ is a simplex of L such that τ ∩L0 = ∂ τ . The inductive hypothesis guarantees
the existence of a map FL0 : K
′
L0
→ X with the desired properties.
LetKτ ⊆ τ×|∆q| be the union of the closed subsets ∂ τ×|∆q| and τ×|Λ
q
j |, and letK
′
τ ⊆ τ×|∆
q|×[0, 1]
be the union of the closed subsets Kτ × [0, 1] and τ × |∆
q| × {0, 1}. The map FL0 restricts to a map
G0 : K
′
τ → X . To construct FL, it will suffice to extend G0 to a continuous mapG : τ×|∆
q|×[0, 1]→ X
(satisfying the condition that G(s) ∈ Xan for s /∈ K
′
τ ).
By assumption, the map G0 carries τ × |∆q| × {0} into an open subset Ux, for some x ∈ Xa0 . Let
U = Ux, and choose a homeomorphism U ≃ Z × C(Y ), where Y is an A>a0 -stratified space. Since
τ × |∆q| is compact, we deduce that G0(τ × |∆q| × [0, r]) ⊆ U for some real number 0 < r < 1.
Let X ′ = X − Xa0 and let A
′ = A − {a0}, so that X
′ is an A′-stratified space. Let m be the
dimension of the simplex τ . The restriction G0|(τ × |∆q| × {1}) determines a map of simplicial sets
h1 : ∆
m ×∆q → SingA
′
(X ′). Let J denote the simplicial set (∂∆m ×∆q)
∐
∂∆m×Λqj
(∆m × Λqj). The
restriction of G0 to Kτ × [r, 1] determines another map of simplicial sets h : J × ∆1 → Sing
A′(X ′),
which is a natural transformation from h0 = h|(J × {0}) to h1 = h|(J × {1}) = h1|J . It follows from
the inductive hypothesis that SingA
′
(X ′) is an∞-category, and (using (3)) that natural transformation
h is an equivalence. Consequently, we can lift h to an equivalence h : h0 → h1 in Fun(J, Sing
A′(X ′)).
This morphism determines a continuous map G+ : τ × |∆q| × [r, 1] → X which agrees with G0 on
(τ × |∆q| × [r, 1]) ∩K ′τ .
Let us identify |∆q| with the set of tuples of real numbers ~t = (t0, t1, . . . , tq) such that 0 ≤ tk ≤ 1 and
t0 + · · ·+ tq = 1. In this case, we let d(~t) = inf{tk : k 6= j}: note that d(~t) = 0 if and only if ~t ∈ |Λ
q
j |.
If u is a real number satisfying 0 ≤ u ≤ d(~t), we let ~tu denote the tuple
(t0 − u, t1 − u, . . . , tj−1 − u, tj + qu, tj+1−u − u, . . . , tq − u) ∈ |∆
q|.
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Choose a continuous function d′ : τ → [0, 1] which vanishes on ∂ τ and is positive on the interior of R.
For every positive real number v, let cv : τ × |∆q| × [r, 1]→ τ × |∆q| × [r, 1] given by the formula
cv(s,~t, r
′) = (s,~td(~t)
vd′(s)(1 − r′)
1 + vd′(s)(1− r′)
, r′),
and let Gv+ denote the composition G+ ◦ cv. Since G+ agrees with G0 on Kτ ×{r}, it carries Kτ ×{r}
into U . By continuity, there exists a neighborhood V of Kτ in τ × |∆q| such that G+(V ×{r}) ⊆ U . If
the real number v is sufficiently large, then cv(τ × |∆q| × {r}) ⊆ V , so that Gv+(τ × |∆
q| × {r}) ⊆ U .
Replacing G+ by G
v
+, we may assume that G+(τ × |∆
q| × {r}) ⊆ U (here we invoke the assumption
that j < q to guarantee that G+ continues to satisfy the requirement that G+(s,~t, r
′) ∈ Xan whenever
~t /∈ |Λqj |).
Let X ′′ = U −Xa0 ≃ Z ×Y ×R>0. The A
′-stratification of X ′ restricts to a (conical) A′-stratification
of X ′′. Let g : τ × |∆q| × {r} → X ′′ be the map obtained by restricting G+. Then g determines a map
of simplicial sets φ0 : ∆
m ×∆q → SingA
′
(X ′′). Let I denote the simplicial set
∆{0,1}
∐
{1}
∆{1,2}
∐
{2}
∆{2,3}
∐
{3}
. . . ,
and identify the geometric realization |I| with the open interval (0, r]. Then G0 determines a map
of simplicial sets J × I → SingA
′
(X ′′), which we can identify with a sequence of maps φ0, φ1, . . . ∈
Fun(J, SingA
′
(X ′′)) together with natural transformations φ0 → φ1 → . . .. We note that φ0 = φ0|J .
The inductive hypothesis guarantees that SingA
′
(X ′′) is an ∞-category, and assertion (3) ensures that
each of the natural transformations φk → φk+1 is an equivalence. It follows that we can lift these
natural transformations to obtain a sequence of equivalences
φ0 → φ1 → φ2 → · · ·
in the ∞-category Fun(∆m × ∆q, SingA
′
(X ′′)). This sequence of equivalences is given by a map of
simplicial sets ∆m ×∆q × I → SingA
′
(X ′′), which we can identify with a continuous map τ × |∆q| ×
(0, r]→ Z×Y ×R>0. Let y : τ ×|∆q|× (0, r]→ Y be the projection of this map onto the second fiber.
We observe that G+ and G0 together determine a map (Kτ × [0, r])
∐
Kτ×{0,r}
(τ ×|∆q|×{0, r})→ X ′.
Let z denote the composition of this map with the projection U → Z ×R≥0. Since the domain of z
is a retract of τ × |∆q| × [0, r], we can extend z to a continuous map z : τ × |∆q| × [0, r] → Z ×R≥0.
Let z1 : τ × |∆q| × [0, r] → R≥0 be obtained from z by projection onto the second factor. By adding
to z1 a function which vanishes on (Kτ × [0, r])
∐
Kτ×{0,r}
(τ × |∆q| × {0, r}) and is positive elsewhere,
we can assume that z−11 {0} = τ × |∆
q| × {0}. Let G− : τ × |∆q| × [0, r]→ U ≃ Z ×C(Y ) be the map
which is given by z on τ × |∆q| × {0} and by the pair (z, y) on τ × |∆q| × (0, r]. Then G− and G+
together determine an extension G : τ × |∆q| × [0, 1]→ X of G0 with the desired properties.
(b) Suppose now that 0 < i ≤ p. The proof proceeds as in case (a) with some minor changes. We let
q = n− p− 1 as before, so that we have an identification of |∆n| with the pushout
|∆p|
∐
|∆p|×|∆q|×{0}
(|∆p| × |∆q| × [0, 1])
∐
|∆p|×|∆q|×{1}
|∆q|.
Let K ⊆ |∆p| × |∆q| be the union of the closed subsets |Λpi | × |∆
q| and |∆p| × | ∂∆q|, so that |Λni | can
be identified with the pushout
|∆p|
∐
|∆p|×|∆q|×{0}
(K × [0, 1])
∐
|∆p|×|∆q|×{1}
|∆q|.
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Let K ′ ⊆ |∆p| × |∆q| × [0, 1] be the union of K × [0, 1] with |∆p| × |∆q| × {0, 1}. Then σ0 determines a
continuous map F0 : K
′ → X . To construct the map σ, we must extend F0 to a map F : |∆p| × |∆q| ×
[0, 1] → X satisfying the following condition: for every point s ∈ (|∆p| × |∆q| × [0, 1])−K ′, we have
F (s) ∈ Xan .
We observe that there is a homeomorphism of |∆p| with |∆p−1|×[0, 1] which carries |Λpi | to |∆
p−1|×{0}.
Let F− : |∆p−1| × [0, 1] → Xa0 be the map determined by σ0 together with this homeomorphism.
For every point x ∈ Xa0 , choose an open neighborhood Ux ⊆ X as in Definition A.5.5. Choose a
triangulation of the simplex |∆p−1| and a large positive integer N so that the following condition is
satisfied: for every simplex τ of |∆p−1| and every nonnegative integer k < N , the map F− carries
τ × [ kN ,
k+1
N ] into some Ux. For every subcomplex L of |∆
p−1|, we let KL ⊆ |∆p| × |∆q| denote the
union of the closed subsets L × [0, 1] × |∆q|, |∆p−1| × {0} × |∆q|, and |∆p−1| × [0, 1] × | ∂∆q|. Let
K ′L ⊆ |∆
p| × |∆q| × [0, 1] denote the union of the closed subsets KL × [0, 1] and |∆
p| × |∆q| × {0, 1}.
We will show that F0 can be extended to a continuous map FL : K
′
L → X (satisfying the condition
that FL(s) ∈ Xan for s /∈ K
′), using induction on the number of simplices of L. If L is empty there is
nothing to prove. Otherwise, we may assume without loss of generality that L = L0 ∪ τ , where τ is a
simplex of |∆p−1| such that τ ∩L0 = ∂ τ . The inductive hypothesis guarantees the existence of a map
FL0 : K
′
L0
→ X with the desired properties.
For 0 ≤ k ≤ N , let Kτ,k ⊆ τ × [0, 1] × |∆q| be the union of the closed subsets ∂ τ × [0, 1] × |∆q|,
τ × [0, kN ]× |∆
q|, and τ × [0, 1]× | ∂∆q|. Let K ′τ,k ⊆ τ × [0, 1]× |∆
q| × [0, 1] be the union of the closed
subsets Kτ,k × [0, 1] and τ × |∆q| × {0, 1}. The map FL0 restricts to a map F [0] : K
′
τ,0 → X . To
construct FL, it will suffice to extend G0 to a continuous map F [N ] : Kτ,N × [0, 1] → X (satisfying
the condition that F [n](s) ∈ Xan for s /∈ K
′
τ ). We again proceed by induction, constructing maps
F [k] : K ′τ,k → X for k ≤ N using recursion on k. Assume that k > 0 and that F [k − 1] has already
been constructed.
Let τ denote the prism τ × [k−1N ,
k
N ], and let τ0 denote the closed subset of τ which is the union of
∂ τ × [k−1N ,
k
N ] with τ ×{
k−1
N }. Let Kτ ⊆ τ ×|∆
q| denote the union of the closed subsets τ ×| ∂∆q| and
τ0×|∆q|. Let K ′τ ⊆ τ ×|∆
q|× [0, 1] be the union of the closed subsets Kτ × [0, 1] with τ ×|∆
q|×{0, 1}.
Then F [k − 1] determines a map G0 : K ′τ → X . To find the desired extension F [k] of F [k − 1], it
will suffice to prove that G0 admits a continuous extension G : τ × |∆q| × [0, 1] (again satisfying the
condition that G(s) ∈ Xan whenever s /∈ K
′
τ ).
By assumption, the map G0 carries τ × |∆q| × {0} into an open subset Ux, for some x ∈ Xa0 . Let
U = Ux, and choose a homeomorphism U ≃ Z × C(Y ), where Y is an A>a0 -stratified space. Since
τ × |∆q| is compact, we deduce that G0(τ × |∆q| × [0, r]) ⊆ U for some real number 0 < r < 1.
Let X ′ = X − Xa0 and let A
′ = A − {a0}, so that X ′ is an A′-stratified space. Let m be the
dimension of the simplex τ . The restriction G0|(τ × |∆q| × {1}) determines a map of simplicial sets
h1 : ∆
m ×∆1 ×∆q → SingA
′
(X ′). Let J denote the simplicial subset of ∆m ×∆1 ×∆q spanned by
∆m×{0}×∆q, ∆m×∆1× ∂∆q, and ∂∆m×∆1×∆q. The restriction of G0 to Kτ × [r, 1] determines
another map of simplicial sets h : J × ∆1 → SingA
′
(X ′), which is a natural transformation from
h0 = h|(J ×{0}) to h1 = h|(J ×{1}) = h1|J . It follows from the inductive hypothesis that Sing
A′(X ′)
is an ∞-category, and (using (3)) that natural transformation h is an equivalence. Consequently, we
can lift h to an equivalence h : h0 → h1 in Fun(J, Sing
A′(X ′)). This morphism determines a continuous
map G+ : τ × |∆q| × [r, 1]→ X which agrees with G0 on (τ × |∆q| × [r, 1]) ∩K ′τ .
Let d : |∆q| → [0, 1] be a continuous function which vanishes precisely on | ∂∆q|, and choose d′ : τ →
[0, 1] similarly. For every nonnegative real number v, let cv be the map from τ×[
k−1
N ,
k
N ]×|∆
q|×[r, 1]→
τ × |∆q| × [r, 1] to itself which is given by the formula
cv(x,
k − 1
N
+ t, y, r′) = (x,
k − 1
N
+
t
1 + vd′(x)d(y)(1 − r′)
, y, r′)
and let Gv+ denote the composition G+ ◦ cv. Since G+ agrees with G0 on Kτ ×{r}, it carries Kτ ×{r}
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into U . By continuity, there exists a neighborhood V of Kτ in τ × |∆
q| such that G+(V ×{r}) ⊆ U . If
the real number v is sufficiently large, then cv(τ × |∆q| × {r}) ⊆ V , so that Gv+(τ × |∆
q| × {r}) ⊆ U .
Replacing G+ by G
v
+, we may assume that G+(τ × |∆
q| × {r}) ⊆ U .
Let X ′′ = U −Xa0 ≃ Z ×Y ×R>0. The A
′-stratification of X ′ restricts to a (conical) A′-stratification
of X ′′. Let g : τ × |∆q| × {r} → X ′′ be the map obtained by restricting G+. Then g determines a map
of simplicial sets φ0 : ∆
m ×∆1 ×∆q → SingA
′
(X ′′). Let I denote the simplicial set
∆{0,1}
∐
{1}
∆{1,2}
∐
{2}
∆{2,3}
∐
{3}
. . . ,
and identify the geometric realization |I| with the open interval (0, r]. Then G0 determines a map
of simplicial sets J × I → SingA
′
(X ′′), which we can identify with a sequence of maps φ0, φ1, . . . ∈
Fun(J, SingA
′
(X ′′)) together with natural transformations φ0 → φ1 → . . .. We note that φ0 = φ0|J .
The inductive hypothesis guarantees that SingA
′
(X ′′) is an ∞-category, and assertion (3) ensures that
each of the natural transformations φk → φk+1 is an equivalence. It follows that we can lift these
natural transformations to obtain a sequence of equivalences
φ0 → φ1 → φ2 → · · ·
in the ∞-category Fun(∆m ×∆1 ×∆q, SingA
′
(X ′′)). This sequence of equivalences is given by a map
of simplicial sets ∆m × ∆1 × ∆q × I → SingA
′
(X ′′), which we can identify with a continuous map
τ × |∆q| × (0, r]→ Z × Y ×R>0. Let y : τ × |∆q| × (0, r]→ Y be the projection of this map onto the
second fiber.
We observe that G+ and G0 together determine a map (Kτ × [0, r])
∐
Kτ×{0,r}
(τ ×|∆q|×{0, r})→ X ′.
Let z denote the composition of this map with the projection U → Z ×R≥0. Since the domain of z
is a retract of τ × |∆q| × [0, r], we can extend z to a continuous map z : τ × |∆q| × [0, r] → Z ×R≥0.
Let z1 : τ × |∆q| × [0, r] → R≥0 be obtained from z by projection onto the second factor. By adding
to z1 a function which vanishes on (Kτ × [0, r])
∐
Kτ×{0,r}
(τ × |∆q| × {0, r}) and is positive elsewhere,
we can assume that z−11 {0} = τ × |∆
q| × {0}. Let G− : τ × |∆q| × [0, r]→ U ≃ Z ×C(Y ) be the map
which is given by z on τ × |∆q| × {0} and by the pair (z, y) on τ × |∆q| × (0, r]. Then G− and G+
together determine an extension G : τ × |∆q| × [0, 1]→ X of G0 with the desired properties.
A.7 Exit Paths in a Simplicial Complex
Every simplicial complex X admits a canonical stratification, whose strata are the interiors of the simplices
of X . In this section, we will show that the ∞-category of exit paths associated to a stratified space of this
type is particularly simple: it is equivalent to the partially ordered set of simplices of X (Theorem A.7.5).
We begin by reviewing some definitions.
Definition A.7.1. An abstract simplicial complex consists of the following data:
(1) A set V (the set of vertices of the complex).
(2) A collection S of nonempty finite subsets of V satisfying the following condition:
(∗) If ∅ 6= σ ⊆ σ′ ⊆ V and σ′ ∈ S, then σ ∈ S.
We will say that (V, S) is locally finite if each element σ ∈ S is contained in only finitely many other elements
of S.
Let (V, S) be an abstract simplicial complex, and choose a linear ordering on V . We let ∆(V,S) denote
the simplicial subset of ∆V spanned by those simplices σ of ∆V such that the set of vertices of σ belongs
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to S. Let |∆(V,S)| denote the geometric realization of ∆(V,S). This topological space is independent of the
choice of linear ordering on S, up to canonical homeomorphism. As a set, |∆V,S | can be identified with the
collection of maps w : V → [0, 1] such that Supp(w) = {v ∈ V : w(v) 6= 0} ∈ S and
∑
v∈V w(v) = 1.
Definition A.7.2. Let (V, S) be an abstract simplicial complex. We regard S as a partially ordered set
with respect to inclusions. Then |∆(V,S)| is equipped with a natural S-stratification, given by the map
(t ∈ |∆(V,S)|) 7→ (Supp(t) ∈ S).
Proposition A.7.3. Let (V, S) be a locally finite abstract simplicial complex. Then the S-stratification of
|∆(V,S)| is conical.
Proof. Consider an arbitrary σ ∈ S. Let V ′ = V − σ, and let S′ = {σ′ − σ : σ ⊂ σ′ ∈ S}. Then (V ′, S′)
is another abstract simplicial complex. Let Z = |∆(V,S)|σ and let Y = |∆(V
′,S′)|. Then the inclusion
Z →֒ |∆(V,S)| extends to an open embedding h : Z ×C(Y )→ |∆(V,S)|, which is given on Z × Y × (0,∞) by
the formula
h(wZ , wY , t)(v) =
{
wZ(v)
t+1 if v ∈ σ
twY (v)
t+1 if v /∈ σ
If (V, S) is locally finite, then h is an open embedding whose image is |∆(V,S)|>σ, which proves that the
S-stratification of |∆(V,S)| is locally conical.
Corollary A.7.4. Let (V, S) be an abstract simplicial complex. Then the simplicial set SingS |∆(V,S)| is an
∞-category.
Proof. For every subset V0 ⊆ V , let S0 = {σ ∈ S : σ ⊆ V0}. Then Sing
S |∆(V,S)| is equivalent to the filtered
colimit lim
−→V0
SingS0 |∆(V0,S0)|, where the colimit is taken over all finite subsets V0 ⊆ V . It will therefore
suffice to prove that each SingS0 |∆(V0,S0)| is an ∞-category. Replacing V by V0, we may assume that V is
finite so that (V, S) is locally finite. In this case, the desired result follows immediately from Proposition
A.7.3 and Theorem A.6.4.
Theorem A.7.5. Let (V, S) be an abstract simplicial complex. Then the projection q : SingS |∆(V,S)| → N(S)
is an equivalence of ∞-categories.
Proof. Since each stratum of |∆(V,S)| is nonempty, the map q is essentially surjective. To prove that q is
fully faithful, fix points x ∈ |∆(V,S)|σ and y ∈ |∆
(V,S)|σ′ . It is clear that M = MapSingS |∆(V,S)|(x, y) is empty
unless σ ⊆ σ′. We wish to prove that M is contractible if σ ⊆ σ′. We can identify M with SingP , where P
is the space of paths p : [0, 1] → |∆(V,S)| such that p(0) = x, p(1) = y, and p(t) ∈ |∆(V, S)|σ′ for t > 0. It
now suffices to observe that there is a contracting homotopy h : P × [0, 1]→ P , given by the formula
h(p, s)(t) = (1− s)p(t) + s(1− t)x + sty.
Remark A.7.6. Let (V, S) be an abstract simplicial complex. It is possible to construct an explicit homotopy
inverse to the equivalence of∞-categories q : SingS |∆(V,S)| → N(S) of Theorem A.7.5. For each σ ∈ S having
cardinality n, we let wσ ∈ |∆(V,S)| be the point described by the formula
wσ(v) =
{
1
n if v ∈ σ
0 if v /∈ σ.
For every chain of subsets ∅ 6= σ0 ⊆ σ1 ⊆ . . . ⊆ σk ∈ S, we define a map |∆
k| → |∆(V,S)| by the formula
(t0, . . . , tk) 7→ t0wσ0 + · · ·+ tkwσk .
This construction determines section φ : N(S) → SingS |∆(V,S)| of q, and is therefore an equivalence of
∞-categories. The induced map of topological spaces |N(S)| → |∆(V,S)| is a homeomorphism: it is given by
the classical process of barycentric subdivision of the simplicial complex |∆(V,S)|.
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A.8 A Seifert-van Kampen Theorem for Exit Paths
Our goal in this section is to prove the following generalization of Theorem A.1.1:
Theorem A.8.1. Let A be a partially ordered set, let X be an A-stratified topological space, and let C be
a category equipped with a functor U : C → U(X), where U(X) denotes the partially ordered set of all open
subsets of X. Assume that the following conditions are satisfied:
(i) The A-stratification of X is conical.
(ii) For every point x ∈ X, the full subcategory Cx ⊆ C spanned by those objects C ∈ C such that x ∈ U(C)
has weakly contractible nerve.
Then U exhibits the ∞-category SingA(X) as the colimit (in the ∞-category Cat∞) of the diagram
{SingA(U(C))}C∈C.
Remark A.8.2. Theorem A.8.1 reduces to Theorem A.1.1 in the special case where A has only a single
element.
The proof of Theorem A.8.1 will occupy our attention throughout this section. We begin by establishing
some notation.
Definition A.8.3. Let A be a partially ordered set and X an A-stratified topological space. Given a chain
of elements a0 ≤ . . . ≤ an in A (which we can identify with an n-simplex ~a in N(A)), we let Sing
A(X)[~a]
denote the fiber product Fun(∆n, SingA(X))×Fun(∆n,N(A)) {~a}.
Remark A.8.4. Suppose that X is a conically A-stratified topological space. It follows immediately from
Theorem A.6.4 that for every n-simplex ~a of N(A), the simplicial set SingA(X)[~a] is a Kan complex.
Example A.8.5. Let a ∈ A be a 0-simplex of N(A), and let X be an A-stratified topological space. Then
SingA(X)[a] can be identified with the Kan complex Sing(Xa).
In the special case where ~a = (a0 ≤ a1) is an edge of N(A), the simplicial set Sing
A(X)[~a] can be viewed
as the space of paths p : [0, 1]→ X such that p(0) ∈ Xa0 and p(t) ∈ Xa1 for t 6= 0. The essential information
is encoded in the behavior of the path p(t) where t is close to zero. To make this more precise, we need to
introduce a bit of notation.
Definition A.8.6. Let A be a partially ordered set, let X be an A-stratified topological space, and let a ≤ b
be elements of A. We define a simplicial set SingAa≤b(X) as follows:
(∗) An n-simplex of SingAa≤b(X) consists of an equivalence class of pairs (ǫ, σ), where ǫ is a positive
real number and σ : |∆n| × [0, ǫ] → X is a continuous map such that σ(|∆n| × {0}) ⊆ Xa and
σ(|∆n| × (0, ǫ]) ⊆ Xb. Here we regard (ǫ, σ) and (ǫ
′, σ′) as equivalent if there exists a positive real
number ǫ′′ < ǫ, ǫ′ such that σ|(|∆n| × [0, ǫ′′]) = σ′|(|∆n| × [0, ǫ′′]).
More informally, we can think of SingAa≤b(X) as the space of germs of paths in X which begin in Xa and
then pass immediately into Xb. There is an evident map Sing
A(X)[a ≤ b]→ SingAa≤b(X), which is given by
passing from paths to germs of paths.
Lemma A.8.7. Let A be a partially ordered set, X an A-stratified topological space, and a ≤ b elements of
A. Then the map φ : SingA(X)[a ≤ b]→ SingAa≤b(X) is a weak homotopy equivalence of simplicial sets.
Proof. For every positive real number ǫ, let S[ǫ] denote the simplicial set whose n-simplces are maps σ :
|∆n| × [0, ǫ] → X such that σ(|∆n| × {0}) ⊆ Xa and σ(|∆n| × (0, ǫ]) ⊆ Xb. There are evident restriction
maps
SingA(X)[a ≤ b] = S[1]→ S[
1
2
]→ S[
1
4
]→ · · ·
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and the colimit of this sequence can be identified with SingAa≤b(X). Consequently, to prove that φ is a
weak homotopy equivalence, it will suffice to show that each of the restriction maps ψ : S[ǫ] → S[ ǫ2 ] is a
weak homotopy equivalence. It now suffices to observe that ψ is a pullback of the trivial Kan fibration
Fun(∆1, Sing(Xb))→ Fun({0}, Sing(Xb)).
The space of germs SingAa≤b(X) enjoys a formal advantage over the space of paths of fixed length:
Lemma A.8.8. Let A be a partially ordered set, X a conically A-stratified topological space, and a ≤ b
elements of A. Then the restriction map SingAa≤b(X)→ Sing(Xa) is a Kan fibration.
Proof. We must show that every lifting problem of the form
Λn+1i
F 0+ //

SingAa≤b(X)

∆n+1
F 0− //
99s
s
s
s
s
Sing(Xa)
admits a solution. Let us identify |∆n+1| with a product |∆n| × [0, 1] in such a way that the closed subset
|Λn+1i | is identified with |∆
n| × {0}. We can identify F 0+ with a continuous map |∆
n| × {0} × [0, ǫ]→ X for
some positive real number ǫ, and F 0− with a continuous map |∆
n| × [0, 1]× {0} → Xa. To solve the lifting
problem, we must construct a positive real number ǫ′ ≤ ǫ and a map F : |∆n|× [0, 1]× [0, ǫ′]→ X compatible
with F 0− and F
0
+ with the following additional property:
(∗) For 0 < t, we have F (v, s, t) ∈ Xb.
For each point x ∈ Xa, choose a neighborhood Ux of x as in Definition A.5.5. Choose a triangulation of
|∆n| and a nonnegative integer N ≫ 0 with the property that for each simplex τ of |∆n| and 0 ≤ k < N ,
the map F 0− carries τ × [
k
N ,
k+1
N ] into some Ux for some point x ∈ Xa. For each subcomplex L of |∆
n|, we
will prove that there exists a map FL : L × [0, 1]× [0, ǫ] → X (possibly after shrinking ǫ) compatible with
F 0− and F
0
+ and satisfying condition ∗. Taking L = |∆
n| we will obtain a proof of the desired result.
The proof now proceeds by induction on the number of simplices of L. If L = ∅ there is nothing to
prove. Otherwise, we can write L = L0 ∪ τ , where τ is a simplex of |∆n| such that L0 ∩ τ = ∂ τ . By the
inductive hypothesis, we may assume that the map FL0 has already been supplied; let F∂ τ be its restriction
to ∂ τ × [0, 1] × [0, ǫ]. To complete the proof, it will suffice to show that we can extend F∂ τ to a map
Fτ : τ × [0, 1]× [0, ǫ]→ X compatible with F 0− and F
0
+ and satisfying (∗) (possibly after shrinking the real
number ǫ). We again proceed in stages by defining a compatible sequence of maps F kτ : τ× [0,
k
N ]× [0, ǫ]→ X
using induction on k ≤ N . The map F 0τ is determined by F
0
+. Assume that F
k−1
τ has already been
constructed. Let K = τ × [k−1N ,
k
N ] and let K0 be the closed subset of K given by the union of ∂ τ × [
k−1
N ,
k
N ]
and τ × {k−1N }. Then F
k−1
τ determines a continuous map
g0 : (K × {0})
∐
K0×{0}
(K0 × [0, ǫ])→ X.
To construct F kτ , it will suffice to extend g0 to a continuous map g : K × [0, ǫ]→ X satisfying (∗) (possibly
after shrinking ǫ).
By assumption, the map g0 carries K × {0} into some open set U = Ux of the form Z ×C(Y ) described
in Definition A.5.5. Shrinking ǫ if necessary, we may assume that g0 also carries K0 × [0, ǫ] into U . Let
g′0 : (K × {0})
∐
K0×{0}
(K0 × [0, ǫ]) → C(Y ) be the composition of g0 with the projection to C(Y ), and
let g′′0 : (K × {0})
∐
K0×{0}
(K0 × [0, ǫ]) → Z be defined similarly. Let r be a retraction of K onto K0, and
let g′ be the composition K × [0, ǫ] → K0 × [0, ǫ]
g′0→ C(Y ); we observe that g′ is an extension of g′0 (since
g′0 is constant on K × {0}). Let r
′ be a retraction of K × [0, ǫ] onto (K × {0})
∐
K0×{0}
(K0 × [0, ǫ]), and
let g′′ be the composition g′′0 ◦ r
′. The pair (g′, g′′) determines a map g : K × [0, ǫ] → X with the desired
properties.
160
Proposition A.8.9. Let A be a partially ordered set, let X be a conically A-stratified space, let U be an open
subset of X (which inherits the structure of a conically A-stratified space), and let ~a = (a0 ≤ a1 ≤ . . . ≤ an)
be an n-simplex of N(A). Then the diagram of Kan complexes
SingA(U)[~a] //

SingA(X)[~a]

Sing(Ua0) // Sing(Xa0)
is a homotopy pullback square.
Proof. The proof proceeds by induction on n. If n = 0 the result is obvious. If n > 1, then let ~a′ denote the
truncated chain (a0 ≤ a1) and ~a′′ the chain (a1 ≤ . . . ≤ an−1 ≤ an). We have a commutative diagram
SingA(U)[~a] //

SingA(X)[~a]

SingA(U)[~a′]×Sing(Ua1 ) Sing
A(U)[~a′′] //

SingA(X)[~a′]×Sing(Xa1 ) Sing
A(X)[~a′′]

SingA(U)[~a′] //

SingA(X)[~a′]

Sing(Ua0) // Sing(Xa0).
The upper square is a homotopy pullback because the vertical maps are weak homotopy equivalences (since
SingA(U) and SingA(X) are ∞-categories, by virtue of Theorem A.6.4). The lower square is a homotopy
pullback by the inductive hypothesis. The middle square is a (homotopy) pullback of the diagram
SingA(U)[~a′′] //

SingA(X)[~a′′]

Sing(Ua1) // Sing(Xa1),
and therefore also a homotopy pullback square by the inductive hypothesis. It follows that the outer rectangle
is a homotopy pullback as required.
It remains to treat the case n = 1. We have a commutative diagram
SingA(U)[a0 ≤ a1] //

SingA(X)[a0 ≤ a1]

SingAa0≤a1(U)
//

SingAa0≤a1(X)

Sing(Ua0) // Sing(Xa0).
The lower square is a homotopy pullback since it is a pullback square in which the vertical maps are Kan
fibrations (Lemma A.8.8). The upper square is a homotopy pullback since the upper vertical maps are weak
homotopy equivalences (Lemma A.8.7). It follows that the outer square is also a homotopy pullback, as
desired.
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We are now ready to establish our main result.
Proof of Theorem A.8.1. Let f : Cat∞ → Fun(N(∆)op, S) be the functor described in Corollary B.4.3.16.
Then f is a fully faithful embedding, whose essential image consists of the complete Segal objects in the
∞-category Fun(N(∆)op, S) of simplicial spaces. It will therefore suffice to prove that the composite functor
θ : N(C)⊲ → Cat∞ → Fun(N(∆)
op, S)
is a colimit diagram. Since colimits in Fun(N(∆)op, S) are computed pointwise, it will suffice to show that
θ determines a colimit diagram in S after evaluation at each object [n] ∈ ∆. Unwinding the definitions, we
see that this diagram is given by the formula
C 7→
∐
a0≤a1≤···≤an
SingA(U(C))[a0 ≤ . . . ≤ an].
Since the collection of colimit diagrams is stable under coproducts (Lemma T.5.5.2.3), it will suffice to show
that for every n-simplex ~a = (a0 ≤ . . . ≤ an) of N(A), the functor
θ~a : N(C)
⊲ → S
given by the formula C 7→ SingA(U(C))[~a] is a colimit diagram in S.
We have an evident natural tranformation α : θ~a → θa0 . The functor θa0 is a colimit diagram in S: this
follows by applying Theorem A.1.1 to the stratum Xa. Proposition A.8.9 guarantees that α is a Cartesian
natural transformation. Since S is an ∞-topos, Theorem T.6.1.0.6 guarantees that θ~a is also a colimit
diagram, as desired.
A.9 Digression: Complementary Colocalizations
In this section, we will describe a technical device which can be used to show that a functor F : C→ D is an
equivalence of ∞-categories, assuming that C and D can be decomposed into “pieces” on which F is known
be an equivalence. To make this idea more precise, we need to introduce some terminology.
Definition A.9.1. Let C be an ∞-category which admits pushouts and which contains a pair of full sub-
categories C0,C1 ⊆ C. Assume that each of the inclusions Ci ⊆ C admits a right adjoint Li. We will say that
L0 is complementary to L1 if the following conditions are satisfied:
(1) The ∞-category C admits pushouts.
(2) The functors L0 and L1 preserve pushouts.
(3) The functor L1 carries every morphism in C0 to an equivalence.
(4) If α is a morphism in C such that L0(α) and L1(α) are both equivalences, then α is an equivalence.
Warning A.9.2. The relation of complementarity is not symmetric in L0 and L1.
Our main result is the following:
Proposition A.9.3. Let C and C′ be ∞-categories which admit pushouts. Suppose that we are given in-
clusions of full subcategories C0,C1 ⊆ C, C
′
0,C
′
1 ⊆ C
′, which admit right adjoints L0, L1, L
′
0, and L
′
1. Let
F : C→ C′ be a functor satisfying the following conditions:
(1) The colocalizations L0 and L1 are complementary in C, and the colocalizations L
′
0 and L
′
1 are comple-
mentary in C′.
(2) The functor F restricts to equivalences C0 → C
′
0 and C1 → C
′
1.
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(3) The functor F preserves pushout squares.
(4) Let C ∈ C1, and let α : C0 → C be a map which exhibits C0 as a C0-colocalization of C. Then F (α)
exhibits F (C0) ∈ C0 as a C
′
0-localization of F (C) ∈ C
′
1 ⊆ C
′.
Then F is an equivalence of ∞-categories.
Before proving Proposition A.9.3, we describe a mechanism by which an ∞-category C can be recovered
from a pair of complementary colocalizations.
Lemma A.9.4. Let C be an ∞-category which admits pushouts, and let C0,C1 ⊆ C be full subcategories.
Assume that the inclusions Ci ⊆ C admit right adjoints Li, and that L0 is complementary to L1. Let D be
the full subcategory of Fun(∆1 ×∆1,C) spanned by those diagrams σ:
C01 //

C0

C1 // C
satisfying the following conditions:
(i) The diagram σ is a pushout square.
(ii) The object C0 belongs to C0, and the object C1 belongs to C1.
(iii) The map C01 → C1 exhibits C01 as a C0-colocalization of C1.
Then the evaluation functor σ 7→ C determines a trivial Kan fibration D→ C.
Proof. Let D′ denote the full subcategory of D spanned by those diagrams which satisfy the following
additional conditions:
(iv) The map C0 → C exhibits C0 as a C0-colocalization of C.
(v) The map C1 → C exhibits C1 as a C1-colocalization of C.
Let D′′ denote the full subcategory of Fun(∆1 ×∆1,C) spanned by those functors which satisfy conditions
(ii) through (v). Let C denote the full subcategory of C×∆1 × ∆1 spanned by those objects (C, i, j) such
that C ∈ C0 if i = 0 and C ∈ C1 if 0 = i < j = 1. Let p : C → ∆1 × ∆1 denote the projection map.
We observe that D′′ can be identified with the ∞-category of functors F ∈ Fun∆1×∆1(∆
1 × ∆1,C) which
are p-right Kan extensions of F |{(1, 1)}. It follows from Proposition T.4.3.2.15 that the evaluation functor
D
′′ → C is a trivial Kan fibration. We will complete the proof by showing that D = D′ = D′′.
To prove that D′ = D′′, consider a diagram σ :
L0L1C //

L0C

L1C // C
which belongs to D′′. This diagram induces a map α : L0C
∐
L0L1C
L1C → C; to prove that σ ∈ D
′ we
must show that α is an equivalence. For this, it suffices to show that both L0(α) and L1(α) are equivalences.
Since L0 and L1 preserve pushout squares, we are reduced to proving that the diagrams L0(σ) and L1(σ)
are pushout squares. This is clear: in the diagram L0(σ), the vertical maps are both equivalences; in the
diagram L1(σ), the horizontal maps are both equivalences.
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To show that D = D′, consider an arbitrary diagram
C01 //

C0

C1 // C
satisfying (i) through (iii). Since L0 preserves pushouts, we have a pushout diagram
L0C01 //

L0C0

L0C1 // L0C.
The left vertical map is an equivalence by assumption (iii), so the right vertical map is also an equivalence.
Since C0 ∈ C0 by (ii), this proves (iv). Similarly, since the functor L1 preserves pushouts we have a pushout
diagram
L1C01 //

L1C0

L1C1 // L1C.
Since L0 is complementary to L1, the upper horizontal map is an equivalence. It follows that the lower
horizontal map is an equivalence. Since C1 ∈ C1 by (ii), we conclude that assertion (v) holds.
Proof of Proposition A.9.3. Let D and D′ be defined as in Lemma A.9.4. Let E be the full subcategory of
Fun(Λ20,C) spanned by those diagrams
C0 ← C01
α
→ C1
where C0 ∈ C0, C1 ∈ C1, and α exhibits C01 as a C0-colocalization of C1. Proposition T.4.3.2.15 guarantees
that the restriction functor D → E is a trivial Kan fibration. Similarly, we have a trivial Kan fibration
D
′ → E. These maps fit into a commutative diagram
C
F // C′
D
OO
//

D
′
OO

E
F0 // E
Using Lemma A.9.4, we are reduced to the problem of showing that F0 is an equivalence of ∞-categories.
The map F0 extends to a map of (homotopy) pullback diagrams
E //

Fun(∆1,C0)

E
′ //

Fun(∆1,C′0)

M // Fun({0},C0) M′ // Fun({0},C
′
0),
where M is denotes the full subcategory of C spanned by those morphisms f : C01 → C1 such that C1 ∈ C1
and f exhibits C01 as a C0-colocalization of C1, and M
′ is defined similarly. Since F induces an equivalence
C0 → C
′
0 by assumption, it suffices to show that the map M→M
′ (which is well-defined by virtue of (3)) is
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an equivalence of∞-categories. This follows from the assumption that F restricts to an equivalence C1 → C
′
1,
since we have a commutative diagram
M //

M
′

C1 // C
′
1
in which the vertical maps are trivial Kan fibrations.
In order to apply Proposition A.9.3, we will need to be able to recognize the existence of complementary
colocalizations. The following result provides a useful criterion:
Proposition A.9.5. Let p : M → ∆1 be a correspondence between ∞-categories. Assume that there exists
a retraction r from M onto the full subcategory M0. Let A be an ∞-category which admits finite colimits,
and let C = Fun(M,A). We define full subcategories C0,C1 ⊆ C as follows:
(a) A functor f : M→ A belongs to C0 if f is a left Kan extension of f |M1 (that is, if f(M) is an initial
object of A, for each M ∈M0).
(b) A functor f : M→ A belongs to C1 if f(α) is an equivalence, for every p-coCartesian morphism in M.
Then:
(1) The inclusion functors C0 ⊆ C and C1 ⊆ C admit right adjoints L0 and L1.
(2) The functor L0 is complementary to L1.
Proof. We prove (1) by explicit construction. The functor L0 is given by composing the restriction functor
Fun(M,A) → Fun(M1,A) with a section of the trivial Kan fibration C0 → Fun(M1,A). The functor L1 is
given by composing the restriction functor Fun(M,A)→ Fun(M0,A) with the retraction r : M→M0.
To prove (2), we must verify that the conditions of Definition A.9.1 are satisfied. It is clear that the
∞-category C admits pushouts (these are computed pointwise), and the above constructions show that
L0 and L1 preserve pushouts. The restriction L1|C0 factors through Fun(M0,A
′), where A′ ⊆ A is the
contractible Kan complex spanned by the final objects of A. It follows that L1|C0 is essentially constant
(and, in particular, that L1 carries every morphism in C0 to an equivalence). Finally, if α is a morphism in
C such that L0(α) and L1(α) are both equivalences, then α is a natural transformation of functors from M
to A which induces an equivalence after evaluation at every object M1 and every object of M0. Since every
object of M belongs to M0 or M1, we conclude that α is an equivalence.
A.10 Exit Paths and Constructible Sheaves
Let A be a partially ordered set and let X be a space equipped with an A-stratificatin f : X → A. Our goal in
this section is to prove that, if X is sufficiently well-behaved, then the∞-category of A-constructible objects
of Shv(X) can be identified with the ∞-category Fun(SingA(X), S), where SingA(X) is the ∞-category of
exit paths defined in §A.6. In fact, we will give an explicit construction of this equivalence, generalizing the
analysis we carried out for locally constant sheaves in §A.4. First, we need to establish a bit of terminology.
Notation A.10.1. Let A be a partially ordered set and let X be a paracompact A-stratified space. We let
AX denote the category (Set∆)/ SingA(X), which we regard as endowed with the covariant model structure
described in §T.2.1.4. Let B(X) denote the partially ordered collection of all open Fσ subsets of X . We let
Shv(X) denote the full subcategory of P(B(X)) spanned by those objects which are sheaves with respect to
the natural Grothendieck topology on B(X).
Proposition T.4.2.4.4 and Theorem T.2.2.1.2 furnish a chain of equivalences of ∞-categories
Fun(SingA(X), S)← N((Set
C[SingA(X)]
∆ )
o)→ N(AoX).
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Construction A.10.2. We define a functor θ : B(X)op ×AX → Set∆ by the formula
θ(U, Y ) = FunSingA(X)(Sing
A(U), Y ).
Note that if Y ∈ AX is fibrant, then Y → Sing
A(X) is a left fibration so that each of the simplicial sets
θ(U, Y ) is a Kan complex. Passing to the nerve, θ induces a map of∞-categories N(B(X)op)×N(AoX)→ S,
which we will identify with a map of ∞-categories
ΨX : N(A
o
X)→ P(B(X)).
We are now ready to state the main result of this section.
Theorem A.10.3. Let X be a paracompact topological space which is locally of singular shape and is equipped
with a conical A-stratification, where A is a partially ordered set satisfying the ascending chain condition.
Then the functor ΨX induces an equivalence N(A
o
X)→ Shv
A(X).
The proof of Theorem A.10.3 will be given at the end of this section, after we have developed a number
of preliminary ideas. For later use, we record the following easy consequence of Theorem A.10.3:
Corollary A.10.4. Let X be a paracompact topological space which is locally of singular shape and is
equipped with a conical A-stratification, where A is a partially ordered set satisfying the ascending chain
condition. Then the inclusion i : SingA(X) →֒ Sing(X) is a weak homotopy equivalence of simplicial sets.
Proof. Let X ′ denote the topological space X equipped with the trivial stratification. The inclusion i induces
a pullback functor i∗ : N(AoX′)→ N(A
o
X), and we have an evident natural transformation α : ΨX ◦ i
∗ → ΨX′
from N(AoX′) to Shv(X). We claim that α is an equivalence. Since both functors take values in the full
subcategory of hypercomplete objects of Shv(X) (Lemma A.10.10 and Proposition A.5.9), it suffices to show
that α(Y ) is ∞-connective for each Y ∈ N(AoX′). For this, it suffices to show that x
∗α(Y ) is an equivalence
for every point x ∈ X (Lemma A.1.9). Using Proposition A.10.16, we can reduce to the case X = {x} where
the result is obvious. Applying the functor of global sections to α, we deduce that for every Kan fibration
Y → Sing(X) the restriction map
FunSing(X)(Sing(X), Y )→ FunSing(X)(Sing
A(X), Y )
is a homotopy equivalence of Kan complexes, which is equivalent to the assertion that i is a weak homotopy
equivalence.
We now turn to the proof of Theorem A.10.3 itself. Our first objective is to show that the functor ΨX
takes values in the the full subcategory Shv(X) ⊆ P(B(X)).
Lemma A.10.5. Let A be a partially ordered set, let X be a paracompact topological space equipped with a
conical A-stratification. The functor ΨX : N(A
o
X)→ P(B(X)) factors through the full subcategory Shv(X) ⊆
P(B(X)).
Proof. Let U ∈ B(X), and let S ⊆ B(U) be a covering sieve on U . In view of Theorem T.4.2.4.1, it will
suffice to show that for every left fibration Y → SingA(X), the canonical map
FunSingA(X)(Sing
A(U), Y )→ lim
←−
V ∈S
FunSingA(X)(Sing
A(V ), Y )
exhibits the Kan complexes FunSingA(X)(Sing
A(U), Y ) as a homotopy limit of the diagram of Kan complexes
{FunSingA(X)(Sing
A(V ), Y )}V ∈S . For this, it suffices to show that Sing
A(U) is a homotopy colimit of the
simplicial sets {SingA(V )}V ∈S in the category (Set∆)/ SingA(X), endowed with the covariant model structure.
This follows from the observation that the covariant model structure on (Set∆)/ SingA(X) is a localization of
the Joyal model structure, and SingA(U) is a homotopy colimit of {SingA(V )}V ∈S with respect to the Joyal
model structure (by Theorems A.8.1 and T.4.2.4.1).
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Remark A.10.6. Let X be a paracompact space equipped with an A-stratification. For each open Fσ
subset U of X , the composition of ΨX : N(A
o) → Shv(X) with the evaluation functor F 7→ F(U) from
Shv(X) to S is equivalent to the functor N(AoX)→ S corepresented by (a fibrant replacement for) the object
SingA(U) ∈ AX . It follows that ΨX preserves small limits.
Remark A.10.7. Combining Remark A.10.6 with Proposition T.5.5.6.16, we deduce that the functor
ΨX : Fun(Sing
A(X), S) ≃ N(AoX)→ Shv(X)
preserves n-truncated objects for each n ≥ −1. Since every object F ∈ Fun(SingA(X), S) equivalent to a
limit of truncated objects (since Postnikov towers in S are convergent), we deduce from Remark A.10.6 that
ΨX(F ) is also equivalent to a limit of truncated objects, and therefore hypercomplete.
We now discuss the functorial behavior of the map ΨX . Let f : X
′ → X be a continuous map of
paracompact spaces. Let A be a partially ordered set such that X is endowed with an A-stratification. Then
X ′ inherits an A-stratification. The map f determines a morphism of simplicial sets SingA(X ′)→ SingA(X);
let r : AX → AX′ be the associated pullback functor and R : N(AoX) → N(A
o
X′) the induced map of ∞-
categories. For each U ∈ B(X), we have f−1U ∈ B(X ′). The canonical map SingA(f−1U) → SingA(U)
induces a map θX(U, Y ) → θX′(f−1U, r(Y )). These maps together determine a natural transformation
of functors ΨX → f∗ΨX′R from N(AoX) to Shv(X). We let φX′,X : f
∗ΨX → ΨX′R denote the adjoint
transformation (which is well-defined up to homotopy).
Example A.10.8. If X ′ is an open Fσ subset of X , then the pullback functor f
∗ : Shv(X)→ Shv(X ′) can
be described as the restriction along the inclusion of partially ordered sets B(X ′) ⊆ B(X). In this case,
the natural transformation φX′,X can be chosen to be an isomorphism of simplicial sets, since the maps
θX(U, Y )→ θX′(U, r(Y )) are isomorphisms for U ⊆ X ′.
Lemma A.10.9. Let X be a paracompact topological space equipped with an A-stratification. Let a ∈ A, let
X ′ = Xa, and let f : X
′ → X denote the inclusion map. Assume that Xa is paracompact. Then the natural
transformation φX′,X defined above is an equivalence.
Proof. Fix a left fibration M → SingA(X), and let M ′ = M ×SingA(X) Sing(Xa). We wish to show that
φX′,X induces an equivalence of sheaves f
∗ΨX(M) → ΨXa(M
′). This assertion is local on Xa. We may
therefore use Lemma A.5.16 (and Example A.10.8) to reduce to the case where X has the form Z × C(Y ),
where Y is an A>a-stratified space. Corollary T.7.1.5.6 implies that the left hand side can be identified with
the (filtered) colimit lim
−→V
(ΨX(Y ))(V ), where V ranges over the collection of all open neighborhoods of Z in
Z ×C(Y ). In view of Lemma A.5.12, it suffices to take the same limit indexed by those open neighborhoods
of the form Vg, where g : Z → (0,∞) is a continuous function. It will therefore suffice to show that each of
the maps ΨX(Y )(Vg)→ ΨXa(Y
′)(Z) is a homotopy equivalence. This map is given by the restriction
FunSingA(X)(Sing
A(Vg), Y )→ FunSingA(X)(Sing(Z), Y ).
To show that this map is a homotopy equivalence, it suffices to show that the inclusion i : Sing(Z) →֒
SingA(Vg) is a covariant equivalence in Sing
A(X). We will show that i is left anodyne. Let h : C(Y )×[0, 1]→
C(Y ) be the map which carries points(y, s, t) ∈ Y × (0,∞)× (0, 1] to (y, st) ∈ Y × (0,∞), and every other
point to the cone point of C(Y ). Then h induces a homotopy H : Vg × [0, 1] → Vg from the projection
Vg → Z ⊆ Vg to the identity map on Vg. The homotopy H determines a natural transformation from the
projection SingA(Vg) → Sing(Z) to the identity map from Sing
A(Vg) to itself, which exhibits the map i as
a retract of the left anodyne inclusion
(Sing(Z)×∆1)
∐
Sing(Z)×{0}
(SingA(Vg)× {0}) ⊆ Sing
A(Vg)×∆
1.
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Lemma A.10.10. Let X be a paracompact topological space which is locally of singular shape and is equipped
with a conical A-stratification. Then the functor ΨX : N(A
o
X)→ Shv(X) factors through the full subcategory
ShvA(X) ⊆ Shv(X) spanned by the A-constructible sheaves on X.
Proof. Choose a left fibration Y → SingA(X) and an element a ∈ A; we wish to prove that (ΨX(Y )|Xa) ∈
Shv(Xa) is locally constant. The assertion is local on X , so we may assume without loss of generality that
X has the form Z × C(Y ) (Lemma A.5.16), so that Xa ≃ Z is locally of singular shape (Remark A.5.18).
Using Lemma A.10.9, we can replace X by Z, and thereby reduce to the case where X consists of only one
stratum. In this case, the desired result follows from Theorem A.4.19.
Lemma A.10.11. Let X be a paracompact topological space of the form Z × C(Y ), and let π : X → Z
denote the projection map. Then the pullback functor π∗ : Shv(Z)→ Shv(X) is fully faithful.
Proof. Fix an object F ∈ Shv(Z); we will show that the unit map F → π∗π∗ F is an equivalence. In view
of Corollary T.7.1.4.4, we may suppose that there exists a map of topological spaces Z ′ → Z such that
F is given by the formula U 7→ MapTop/Z (U,Z
′). Using the results of §T.7.1.5, we may suppose also that
π∗ F is given by the formula V 7→ MapTop/X (V, Z
′ ×Z X). It will suffice to show that the induced map
F(U) → (π∗ F)(π−1U) is a homotopy equivalence for each U ∈ B(Z). Replacing Z by U , we may assume
that U = Z. In other words, we are reduced to proving that the map
MapTop/Z (Z,Z
′)→ MapTop/Z (X,Z
′)
is a homotopy equivalence of Kan complexes. This follows from the observation that there is a deformation
retraction from X onto Z (in the category Top/Z of topological spaces over Z).
Lemma A.10.12. Let X be a paracompact space of the form Z×C(Y ), let π : X → Z denote the projection
map, and let i : Z → X be the inclusion. Let F ∈ Shv(X) be a sheaf whose restriction to Z × Y × (0,∞) is
foliated. Then the canonical map π∗ F → i∗ F is an equivalence.
Proof. It will suffice to show that for every U ∈ B(Z), the induced map F(π−1(U)) → (i∗ F)(U) is a
homotopy equivalence. Replacing Z by U , we can assume U = Z. Using Corollary T.7.1.5.6, we can identify
(i∗ F)(Z) with the filtered colimit lim
−→V
F(V ), where V ranges over all open neighborhoods of Z in X . In
view of Lemma A.5.12, it suffices to take the colimit over the cofinal collection of open sets of the form Vf ,
where f : Z → (0,∞) is a continuous map. To prove this, it suffices to show that each of the restriction
maps θ : F(X) → F(Vf ) is an equivalence. Let W ⊆ Z × Y × (0,∞) be the set of triples (z, y, t) such that
t > f(z)2 , so that we have a pullback diagram
F(X)
θ //

F(Vf )

F(W )
θ′ // F(W ∩ Vf ).
To prove that θ is a homotopy equivalence, it suffices to show that θ′ is a homotopy equivalence. The map
θ′ fits into a commutative diagram
F(W )
θ′ //
&&NN
NN
NN
NN
NN
N
F(W ∩ Vf )
wwnnn
nn
nn
nn
nn
n
(s∗ F)(Z × Y ),
where s : Z × Y →W ∩ Vf is the section given by the continuous map
3
4f : Z → (0,∞). Since F is foliated,
Proposition A.3.5 and Lemma A.3.9 guarantee that the vertical maps in this diagram are both equivalences,
so that θ′ is an equivalence as well.
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Lemma A.10.13. Let A be a partially ordered set containing an element a. Let X be a paracompact A≥a-
stratified topological space of the form Z ×C(Y ), where Y is an A>a-stratified space. Let C = Shv
A(X). Let
j : Z × Y × (0,∞)→ X denote the inclusion and let C0 denote the intersection of C with the essential image
of the left adjoint j! : Shv(Z × Y × (0,∞)) → Shv(X) to the pullback functor j∗. Let π : X → Z be the
projection map, and let C1 denote the intersection of C with the essential image of π
∗ (which is fully faithful
by Lemma A.10.11). Then:
(1) The inclusion functors C0 ⊆ C and C1 ⊆ C admit right adjoints L0 and L1.
(2) The functor L0 is complementary to L1.
Proof. Let i : Z → X be the inclusion map. The functor L0 is given by the composition j!j∗, and the functor
L1 is given by the composition π
∗π∗ (which is equivalent to π
∗i∗ by Lemma A.10.12, and therefore preserves
constructibility and pushout diagrams). Since the composition i∗j! is equivalent to the constant functor
Shv(Z × Y × (0,∞)) → Shv(Z) (taking value equal to the initial object of Shv(Z)), the functor L1 carries
every morphism in C0 to an equivalence. Finally, suppose that α is a morphism in C such that L0(α) and
L1(α) are equivalences. Since j! and π
∗ are fully faithful, we conclude that j∗(α) and i∗(α) are equivalences,
so that α is an equivalence (Corollary A.5.11).
Lemma A.10.14. Let X be a paracompact topological space which is locally of singular shape and is equipped
with a conical A-stratification. Then the full subcategory ShvA(X) ⊆ Shv(X) is stable under finite colimits
in Shv(X).
Proof. Let F ∈ Shv(X) be a finite colimit of A-constructible sheaves; we wish to show that F |Xa is con-
structible for each a ∈ A. The assertion is local; we may therefore assume that X has the form Z × C(Y )
(Lemma A.5.16). Then Xa ≃ Z is paracompact and locally of singular shape (Remark A.5.18) so the desired
result follows from Corollary A.2.16.
Lemma A.10.15. Let X be a paracompact topological space which is locally of singular shape and equipped
with a conical A-stratification, where A satisfies the ascending chain condition. Then the functor ΨX :
N(AoX)→ Shv(X) preserves finite colimits.
Proof. Fix a diagram p : K → N(AoX) having a colimit Y , where K is finite. We wish to prove that the
induced map α : lim
−→
(ΨX ◦ p)→ ΨX(Y ) is an equivalence. Lemma A.10.10 implies that ΨX(Y ) ∈ Shv
A(X),
and is therefore hypercomplete (Proposition A.5.9). Similarly, lim
−→
(ΨX ◦p) is a finite colimit in Shv(X) of A-
constructible sheaves, hence A-constructible (Lemma A.10.14) and therefore hypercomplete. Consequently,
to prove that α is an equivalence, it will suffice to show that α is∞-connective. This condition can be tested
pointwise (Lemma A.1.9); we may therefore reduce to the problem of showing that α is an equivalence when
restricted to each stratum Xa. Shrinking X if necessary, we may suppose that X has the form Z × C(Y )
(Lemma A.5.16) so that Xa ≃ Z is paracompact and locally of singular shape (Remark A.5.18). Using
Lemma A.10.9 we can replace X by Xa and thereby reduce to the case of a trivial stratification. In this
case, the functor ΨX is a fully faithful embedding (Theorem A.4.19) those essential image is stable under
finite colimits (Corollary A.2.16), and therefore preserves finite colimits.
We can use the same argument to prove a sharpened version of Lemma A.10.9 (at least in case where A
satisfies the ascending chain condition):
Proposition A.10.16. Let A be a partially ordered set which satisfies the ascending chain condition, and let
f : X ′ → X be a continuous map between paracompact topological spaces which are locally of singular shape.
Suppose that X is endowed with a conical A-stratification, and that the induced A-stratification of X ′ is also
conical. Then the natural transformation φX′,X is an equivalence of functors from N(A
o
X) to Shv(X
′).
Lemma A.10.17. Let X be a topological space of singular shape. For every point x ∈ X, there exists an
open neighborhood U of x such that the inclusion of Kan complexes Sing(U)→ Sing(X) is nullhomotopic.
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Proof. Let K = Sing(X) ∈ S, and let π : X → ∗ denote the projection map. Since X is of singular shape,
there exists a morphism 1→ π∗K in Shv(X) The geometric realization | Sing(X)| is a CW complex. Since
X is of singular shape, composition with the counit map v : | Sing(X)| → X induces a homotopy equivalence
of Kan complexes MapTop(X, | Sing(X)|) → MapTop(| Sing(X)|, | Sing(X)|). In particular, there exists a
continuous map s : X → | Sing(X)| such that s ◦ v is homotopic to the identity. Choose a contractible open
subset V ⊆ | Sing(X)| containing s(x), and let U = s−1(V ). We claim that the inclusion i : Sing(U) →
Sing(X) is nullhomotopic. To prove this, it suffices to show that |i| : | Sing(U)| → | Sing(X)| is nullhomotopic.
This map is homotopic to the composition s ◦ v ◦ |i|, which factors through the contractible open subset
V ⊆ | Sing(X)|.
Proof of Proposition A.10.16. Let Y ∈ N(AoX), and let Y
′ = Y ×SingA(X) Sing
A(X ′). We wish to prove that
the map α : f∗ΨX(Y ) → ΨX′(Y ′) is an equivalence in Shv(X ′). Lemma A.10.10 implies that ΨX(Y ) ∈
ShvA(X), so that f∗ΨX(Y ) ∈ Shv
A(X ′). Similarly, ΨX′(Y
′) ∈ ShvA(X ′), so that both f∗ΨX(Y ) and
ΨX′(Y
′) are hypercomplete (Proposition A.5.9). To prove that α is an equivalence, it will suffice to show
that α is ∞-connective. Since this condition can be tested pointwise, it will suffice to show that α induces
an equivalence after restricting to each stratum X ′a of X
′. Using Lemma A.5.16 and Remark A.5.18, we can
shrink X and X ′ so that Xa and X
′
a are again paracompact and locally of singular shape. Applying Lemma
A.10.9, we can reduce to the case where X = Xa and X
′ = X ′a. Shrinking X further (using Lemma A.10.17),
we may assume that Y ≃ Sing(X) ×K for some Kan complex K ∈ S. In this case, Example A.4.18 allows
us to identify ΨX(Y ) with the pullback π
∗K and ΨX′(Y
′) with π′
∗
K, where π : X → ∗ and π′ : X ′ → ∗
denote the projection maps. Under these identifications, the natural transformation φX′,X(Y ) is induced by
the canonical equivalence f∗ ◦ π∗ ≃ (π ◦ f)∗ = π′∗.
Proof of Theorem A.10.3. We will prove more generally that for every U ∈ B(X), the functor ΨU : N(AoU )→
ShvA(U) is an equivalence of∞-categories. The proof proceeds by induction on rk(U), where the rank functor
rk is defined in Remark A.5.17.
Let S denote the partially ordered set of all open sets V ∈ B(U) which are homeomorphic to a product
Z×C(Y ), where Y is an A>a-stratified space, and Z×C(Y ) is endowed with the induced A≥a-stratification.
For every such open set V , let χV ∈ Shv(X) be the sheaf determined by the formula
χV (W ) =
{
∗ if W ⊆ V
∅ otherwise.
Let α denote the canonical map lim
−→V
χV → χU . For each point x ∈ U , the stalk of the colimit lim−→V
χV at
x is homotopy equivalent to the nerve of the partially ordered set Sx = {V ∈ S : x ∈ V }. It follows from
Lemma A.5.16 that the partially ordered set Sopx is filtered, so that |Sx| is contractible: consequently, the map
α is ∞-connective. Consequently, α induces an equivalence lim
−→V
χV → χU in the hypercomplete ∞-topos
Shv(X)∧. Applying Theorem T.6.1.3.9 to the∞-topos Shv(X)∧, we conclude that Shv(U)∧ ≃ Shv(X)∧/χU is
equivalent to the homotopy limit of the diagram of ∞-categories {Shv(V )∧ ≃ Shv(X)∧/χV }V ∈S . Proposition
A.5.9 guarantees that ShvA(U) ⊆ Shv(U)∧ (and similarly ShvA(V ) ⊆ Shv(V )∧) for each V ∈ S). Since the
property of being constructible can be tested locally, we obtain an equivalence
ShvA(U) ≃ lim
←−
{ShvA(V )}V ∈S .
We next show that the restriction maps N(AoU ) → N(A
o
V ) exhibit N(A
o
U ) as the homotopy limit of the
diagram of ∞-categories {N(AoV )}V ∈S . In view of the natural equivalences
Fun(SingA(V ), S)← N((Set
C[SingA(V )]
∆ )
o)→ N(AoV ),
it will suffice to show that the canonical map
Fun(SingA(U), S)→ lim
←−
{Fun(SingA(V ), S)}V ∈S
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is an equivalence. This follows immediately from Theorem A.8.1.
We have a commutative diagram
N(AoU )
//

lim←−V ∈S N(A
o
V )

ShvA(U) // lim←−V ∈S Shv
A(V )
where the vertical maps are equivalences. Consequently, to prove that ΨU is an equivalence, it will suffice
to show that ΨV is an equivalence for each V ∈ S. Replacing U by V , we can assume that U has the form
Z × C(Y ). We will also assume that Z is nonempty (otherwise there is nothing to prove).
Let U ′ = Z × Y × (0,∞), which we regard as an open subset of U . Let C0 ⊆ N(AoU ) be the full
subcategory spanned by the left fibrations Y → SingA(U) which factor through SingA(U ′), and let C1 ⊆
N(AoU ) be the full subcategory spanned by the Kan fibrations Y → Sing
A(U). Under the equivalence
N(AoU ) ≃ Fun(Sing
A(U), S), these correspond to the full subcategories described in Proposition A.9.5 (where
A = S and p : SingA(U)→ ∆1 is characterized by the requirements that p−1{0} = Sing(Ua) and p
−1{1} =
SingA(U ′)). It follows that the inclusions C0,C1 ⊆ N(AoU ) admit right adjoints L0 and L1, and that L0 is
complementary to L1. Let C
′
0,C
′
1 ⊆ Shv
A(U) be defined as in Lemma A.10.13, so that we again have right
adjoints L′0 : Shv
A(U) → C′0 and L
′
1 : Shv
A(U) → C′1 which are complementary. We will prove that the
functor ΨU is an equivalence of ∞-categories by verifying the hypotheses of Proposition A.9.3:
(2) The functor ΨU restricts to an equivalence C0 → C
′
0. Let Y → Sing
A(U ′) be an object of C0. Then
(ΨU (Y ))(W ) is empty if W is not contained in U
′, so that ΨU (Y ) ∈ C
′
0. Moreover, the composition
of ΨU |C0 with the equivalence C
′
0 ≃ Shv
A(U ′) coincides with the functor ΨU ′ . Since the strata U
′
b are
empty unless b > a, while Ua is nonempty (since Z 6= ∅), we have rk(U ′) < rk(U) so that ΨU ′ is an
equivalence of ∞-categories by the inductive hypothesis.
(2′) We must show that the functor ΨU restricts to an equivalence C1 → C
′
1. Let π : U → Z denote the
projection. We have a diagram of ∞-categories
N(AoZ)
//
ΨZ

N(AoU )
ΨU

Shv(Z)
π∗ // Shv(U)
which commutes up to homotopy (Proposition A.10.16). The upper horizontal arrow is fully faithful,
and its essential image is precisely the ∞-category C1. Consequently, it suffices to show that the
composite map π∗ΨZ is a fully faithful embedding whose essential image is precisely C
′
1. Theorem
A.4.19 implies that ΨZ is fully faithful, and that its essential image is the full subcategory of Shv(Z)
spanned by the locally constant sheaves. The desired result now follows from the definition of C′1.
(3) The functor ΨU preserves pushouts. This follows from Lemma A.10.15.
(4) If α : Y0 → Y is a morphism which exhibits Y0 ∈ C0 as a C0-colocalization of Y ∈ C1, then ΨU (α)
exhibits ΨU (Y0) as a C
′
0-localization of ΨU (Y1). Unwinding the definitions, α induces an equivalence
of left fibrations Y0 → Y ×SingA(U) Sing
A(U ′), and we must show that for each W ∈ B(U ′) that
the induced map FunSingA(U)(Sing
A(W ), Y0)→ FunSingA(U)(Sing
A(W ), Y ) is a homotopy equivalence.
This is clear, since the condition that W ⊆ U ′ guarantees that any map SingA(W ) → Y factors
uniquely through the fiber product Y ×SingA(U) Sing
A(U ′).
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A.11 Embeddings of Topological Manifolds
Let M and N be topological manifolds of the same dimension. We let Emb(M,N) denote the set of all open
embeddings M →֒ N . We will regard Emb(M,N) as a topological space: it is a subspace of the collection of
all continuous maps from M to N , which we endow with the compact-open topology. We let Homeo(M,N)
denote the set of all homeomorphisms of M with N , regarded as a subspace of Emb(M,N). For k ≥ 0, we
let Top(k) denote the topological group Homeo(Rk,Rk) of homeomorphisms from Rk to itself.
Warning A.11.1. We will regard Convention 3.0.8 as in force throughout this section: the word manifold
will always refer to a paracompact, Hausdorff, topological manifold of some fixed dimension k.
We begin by recalling some classical results from point-set topology. The following is a parametrized
version of Brouwer’s invariance of domain theorem (for the reader’s convenience, we reproduce a proof at
the end of this section).
Theorem A.11.2 (Brouwer). LetM and N be manifolds of dimension k, and let S be an arbitrary topological
space. Suppose we are given a continuous map f :M×X → N×X satisfying the following pair of conditions:
(i) The diagram
M ×X
f //
##G
GG
GG
GG
GG
N ×X
{{ww
ww
ww
ww
w
X
is commutative.
(ii) The map f is injective.
Then f is an open map.
Corollary A.11.3. Let M and N be manifolds of the same dimension, and let f : M ×X → N ×X be a
continuous bijection which commutes with the projection to X. Then f is a homeomorphism.
Remark A.11.4. LetM and N be topological manifolds of the same dimension, and let Map(M,N) denote
the set of all continuous maps from M to N , endowed with the compact-open topology. Since M is locally
compact, Map(M,N) classifies maps of topological spaces from M to N : that is, for any topological space
X , giving a continuous map X → Map(M,N) is equivalent to giving a continuous map M ×X → N , which
is in turn equivalent to giving a commutative diagram
M ×X
f //
##H
HH
HH
HH
HH
N ×X
{{vv
vv
vv
vv
v
X.
Under this equivalence, continuous maps from X to Emb(M,N) correspond to commutative diagrams as
above where f is injective (hence an open embedding, by Theorem A.11.2), and continuous maps from
X to Homeo(M,N) correspond to commutative diagrams as above where f is bijective (and therefore a
homeomorphism, by Theorem A.11.2). It follows that the space of embeddings Emb(M,M) has the structure
of a topological monoid, and that Homeo(M,M) has the structure of a topological group.
In §3.1, we need the to know that the topological monoid Emb(Rk,Rk) is grouplike: that is, the set of
path components π0 Emb(R
k,Rk) forms a group under composition. This is an immediate consequence of
the following version of the Kister-Mazur theorem (again, we reproduce a proof at the end of this section):
Theorem A.11.5 (Kister-Mazur). For each k ≥ 0, the inclusion Top(k) →֒ Emb(Rk,Rk) is a homotopy
equivalence.
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We now describe some variants on the embedding spaces Emb(M,N) and their homotopy types.
Definition A.11.6. Let M be a topological manifold of dimension k, let S be a finite set, and for every
positive real number t let B(t) ⊂ Rk be as in Lemma A.11.7. We let Germ(S,M) denote the simplicial set
lim
−→n
Sing Emb(B( 12n )× S,M). We will refer to Germ(S,M) as the simplicial set of S-germs in M .
Lemma A.11.7. Let M be a topological manifold of dimension k and S a finite set. For every positive real
number t, let B(t) ⊂ Rk denote the open ball of radius t. For every pair of positive real numbers s < t, the
restriction map r : Emb(B(t)× S,M)→ Emb(B(s)× S,M) is a homotopy equivalence.
Proof. This follows from the observation that the embedding B(s) →֒ B(t) is isotopic to a homeomorphism.
By repeated application of Lemma A.11.7 we deduce the following:
Proposition A.11.8. Let M be a topological manifold of dimension k and let S be a finite set. Then the
obvious restriction map Sing Emb(Rk×S,M)→ Germ(S,M) is a homotopy equivalence of Kan complexes.
Notation A.11.9. LetM be a topological manifold of dimension k. Evaluation at the origin 0 ∈ Rk induces
a map θ : Emb(Rk,M) → M . We will denote the fiber of this map over a point x ∈ M by Embx(R
k,M).
The map θ is a Serre fibration, so we have a fiber sequence of topological spaces
Embx(R
k,M)→ Emb(Rk,M)→M.
We let Germ(M) denote the simplicial set Germ({∗},M). Evaluation at 0 induces a Kan fibration
Germ(M) → SingM ; we will denote the fiber of this map over a point x ∈ M by Germx(M). We have a
map of fiber sequences
Sing Embx(R
k,M) //
ψ

Sing Emb(Rk,M) //
ψ′

SingM
ψ′′

Germx(M) // Germ(M) // SingM.
Since ψ′ is a homotopy equivalence (Proposition A.11.8) and ψ′′ is an isomorphism, we conclude that ψ is a
homotopy equivalence.
The simplicial set Germ0(R
k) forms a simplicial group with respect to the operation of composition of
germs. Since Rk is contractible, we have homotopy equivalences of simplicial monoids
Germ0(R
k)← Sing Embx(R
k,Rk)→ Sing Emb(Rk,Rk)← Sing Top(k)
(see Theorem A.11.5): in other words, Germ0(R
k) can be regarded as a model for the homotopy type of the
topological group Top(k).
Remark A.11.10. For any topological k-manifold M , the group Germ0(R
k) acts on Germ(M) by compo-
sition. This action is free, and we have a canonical isomorphism of simplicial sets Germ(M)/Germ0(R
k) ≃
SingM .
Remark A.11.11. Let j : U → M be an open embedding of topological k-manifolds and S a finite set.
Then evaluation at 0 determines a diagram of simplicial sets
Sing Emb(Rk ×S,U) //

SingEmb(Rk×S,M)

Conf(S,U) // Conf(S,M).
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We claim that this diagram is homotopy Cartesian. In view of Proposition A.11.8, it suffices to show that
the equivalent diagram
Germ(S,U) //

Germ(S,M)

Conf(S,U) // Conf(S,M),
is homotopy Cartesian. This diagram is a pullback square and the vertical maps are Kan fibrations: in fact,
the vertical maps are principal fibrations with structure group Germ0(R
k)S .
Taking U = Rk, and S to consist of a single point, we have a larger diagram
Sing Emb0(R
k,Rk) //

Sing Emb(Rk,Rk) //

Sing Emb(Rk,M)

{0} // SingRk // SingM.
Since the horizontal maps on the left are homotopy equivalences of Kan complexes, we obtain a homotopy
fiber sequence of Kan complexes
Sing Emb0(R
k,Rk)→ Sing Emb(Rk,M)→ SingM.
We conclude this section with the proofs of Theorems A.11.2 and A.11.5.
Proof of Theorem A.11.2. Fix a continuous map f : M × X → N × X and an open set U ⊆ M × X ; we
wish to show that f(U) is open in N ×X . In other words, we wish to show that for each u = (m,x) ∈ U ,
the set f(U) contains a neighborhood of f(u) = (n, x) in N ×S. Since N is a manifold, there exists an open
neighborhood V ⊆ N containing n which is homeomorphic to Euclidean space Rk. Replacing N by V (and
shrinking M and X as necessary), we may assume that N ≃ Rk. Similarly, we can replace M and X by
small neighborhoods of m and s to reduce to the case where M ≃ Rk and U =M ×X .
We first treat the case where X consists of a single point. Let D ⊆ M be a closed neighborhood of m
homeomorphic to a (closed) k-dimensional disk, and regard N as an open subset of the k-sphere Sk. We
have a long exact sequence of compactly supported cohomology groups
0 ≃ Hk−1c (S
k;Z)→ Hk−1c (f(∂ D);Z)→ H
k
c (S
k − f(∂ D);Z)→ Hkc (S
k;Z)→ Hkc (f(∂ D);Z) ≃ 0.
Since f is injective, f(∂ D) is homeomorphic to a (k − 1)-sphere. It follows that Hkc (S
k − f(∂ D);Z) is a
free Z-module of rank 2, so that (by Poincare duality) the ordinary cohomology H0(Sk − f(∂ D);Z) is also
free of rank 2: in other words, the open set Sk − f(∂ D) has exactly two connected components. We have
another long exact sequence
0 ≃ Hk−1c (f(D);Z)→ H
k
c (S
k − f(D);Z)→ Hkc (S
k;Z)→ Hkc (f(D);Z) ≃ 0.
This proves that Hkc (S
k − f(D);Z) is free of rank 1 so that (by Poincare duality) Sk − f(D) is connected.
The set Sk − f(∂ D) can be written as a union of connected sets f(D − ∂ D) and Sk − f(D), which must
therefore be the connected components of Sk − f(∂ D). It follows that f(D− ∂ D) is open Sk so that f(M)
contains a neighborhood of f(m) as desired.
Let us now treat the general case. Without loss of generality, we may assume that f(u) = (0, x),
where x ∈ X and 0 denotes the origin of Rk. Let fx : M → N be the restriction of f to M × {x}.
The above argument shows that fx is an open map, so that fx(M) contains a closed ball B(ǫ) ⊆ R
k
for some positive radius ǫ. Let S ⊆ M − {m} be the inverse image of the boundary ∂ B(ǫ), so that S
is homeomorphic to the (k − 1)-sphere. In particular, S is compact. Let π : M × X → Rk denote the
composition of f with the projection map N ×X → N ≃ Rk. Shrinking X if necessary, we may suppose
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that the distance d(f(s, x), f(s, y)) < ǫ2 for all s ∈ S and all y ∈ X . We will complete the proof by
showing that B( ǫ2 ) × X is contained in the image of f . Supposing otherwise; then there exists v ∈ B(
ǫ
2 )
and y ∈ X such that (v, y) /∈ f(M × X). Then fy defines a map from M to R
k −{v}, so the restriction
fy|S is nullhomotopic when regarded as a map from S to R
k−{v}. However, this map is homotopic (via a
straight-line homotopy) to fx|S, which carries S homeomorphically onto ∂ B(ǫ) ⊆ R
k−{v}. It follows that
the inclusion ∂ B(ǫ) ⊆ Rk−{v} is nullhomotopic, which is impossible.
We now turn to the proof of Theorem A.11.5. The main step is the following technical result:
Lemma A.11.12. Let X be a paracompact topological space, and suppose that there exists a continuous map
f0 : R
k×X → Rk such that, for each x ∈ X, the restriction f0,x = f0|R
k ×{x} is injective. Then there
exists an isotopy f : Rk ×X × [0, 1]→ Rk with the following properties:
(i) The restriction f |Rk ×X × {0} coincides with f0.
(ii) For every pair (x, t) ∈ X × [0, 1], the restricted map ft,x = f |R
k ×{x} × {t} is injective.
(iii) For each x ∈ X, the map f1,x is bijective.
(iv) Suppose x ∈ X has the property that f0,x is bijective. Then ft,x is bijective for all t ∈ [0, 1].
Proof. Let w : X → Rk be given by the formula w(x) = f0(0, x). Replacing f0 by the map (v, x) 7→
f0(v, x) − w(x), we can reduce to the case where w = 0: that is, each of the maps f0,x carries the origin of
Rk to itself.
For every continuous positive real-valued function ǫ : X → R>0, we let B(ǫ) denote the open subset of
Rk×X consisting of those pairs (v, x) such that |v| < ǫ(x). If r is a real number, we let B(r) = B(ǫ), where
ǫ : X → R>0 is the constant function taking the value r.
Let g1 : Rk ×X → Rk ×X be given by the formula g1(v, x) = (f1(v, x), x). The image g1(B(1)) is an
open subset of Rk ×X (Theorem A.11.2) which contains the zero section {0} ×X ; it follows that g1(B(1))
contains B(ǫ) for some positive real-valued continuous function ǫ : X → R>0. Replacing f0 by the funciton
(v, x) 7→ f0(v,x)ǫ(x) , we can assume that B(1) ⊆ g
1(B(1)).
We now proceed by defining a sequence of open embeddings {gi : Rk×X → Rk ×X}i≥2 and isotopies
{hit}0≤t≤1 from g
i to gi+1, so that the following conditions are satisfied:
(a) Each of the maps gi is compatible with the projection to X .
(b) Each isotopy {hit}0≤t≤1 consists of open embeddings R
k ×X → Rk ×X which are compatible with the
projection to X . Moreover, this isotopy is constant on the open set B(i) ⊆ Rk×X .
(c) For i ≥ 1, we have B(i) ⊆ gi(B(i)).
(d) Let x ∈ X be such that the map gix : R
k → Rk is a homeomorphism. Then hit,x : R
k → Rk is a
homeomorphism for all t ∈ [0, 1].
Assuming that these requirements are met, we can obtain the desired isotopy ft by the formula
ft(v, x) =
{
πgi(v, x) if (|v| < i) ∧ (t > 1− 12i−1 )
πhis(v, x) if t = 1 +
s−2
2i ,
where π denotes the projection from Rk ×X onto Rk. We now proceed by induction on i. Assume that gi
has already been constructed; we will construct an isotopy hi from gi to another open embedding gi+1 to
satisfy the above conditions. First, we need to establish a bit of notation.
For every pair of real numbers r < s, let {H(r, s)t : R
k → Rk}0≤t≤1 be a continuous family of homeo-
morphisms satisfying the following conditions:
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(i) The isotopy {H(r, s)t} is constant on {v ∈ R
k : |v| < r2} and {v ∈ R
k : |v| > s+ 1}.
(ii) The map H(r, s) restricts to a homeomorphism of B(r) with B(s).
We will assume that the homeomorphisms {H(r, s)t} are chosen to depend continuously on r, s, and t.
Consequently, if ǫ < ǫ′ are positive real-valued functions on X , we obtain an isotopy {H(ǫ, ǫ′)t : R
k×X →
Rk×X} by the formula H(ǫ, ǫ′)t(v, x) = (H(ǫ(x), ǫ
′(x))t(v), x).
Since gi is continuous and {0}×X ⊆ (gi)−1B(12 ), there exists a real-valued function δ : X → (0, 1) such
that gi(B(δ)) ⊆ B(12 ). We define a homeomorphism c : R
k ×X → Rk ×X as follows:
c(v, x) =
{
(v, x) if (v, x) /∈ gi(Rk ×X)
gi(H(δ(x), i)−11 (w), x) if (v, x) = g
i(w, x).
Since gi carries B(δ) into B(12 ), we deduce that c(g
i(v, x)) ∈ B(12 ) if (v, x) ∈ B(i). Note that c is the identity
outside of the image giB(i + 1); we can therefore choose a positive real valued function ǫ : X → (i + 1,∞)
such that c is the identity outside of B(ǫ).
We now define hit by the formula h
i
t = c
−1 ◦H(1, ǫ)t ◦ c ◦ gi (here we identify the real number 1 ∈ R with
the constant function X → R taking the value 1). It is clear that hit is an isotopy from g
i = gi0 to another
map gi+1 = gi1, satisfying conditions (a) and (d) above. Since H(1, ǫ)t is the identity on B(
1
2 ) and c ◦ g
i
carries B(i) into B(12 ), we deduce that h
i
t is constant on B(i) so that (b) is satisfied. It remains only to verify
(c): we must show that gi+1B(i + 1) contains B(i + 1). In fact, we claim that gi+1B(i + 1) contains B(ǫ).
Since c is supported in B(ǫ), it suffices to show that (cgi+1)B(i + 1) = (H(1, ǫ)1 ◦ c ◦ gi)B(i + 1) contains
B(ǫ). For this we need only show that (c ◦ gi)B(i + 1) contains B(1) ⊆ B(i) ⊆ giB(i) ⊆ giB(i+ 1). This is
clear, since H(δ(x), i)1 induces a homeomorphism of B(i+ 1) with itself.
Proof of Theorem A.11.5. For every compact set K ⊆ Rk, the compact open topology on the set of continu-
ous maps Map(K,Rk) agrees with the topology induced by the metric dK(f, g) = sup{|f(v)− g(v)|, v ∈ K}.
Consequently, the compact open topology on the entire mapping space Map(Rk,Rk) is defined by the count-
able sequence of metrics {dB(n)}n≥0 (here B(n) denotes the closed ball of radius n), or equivalently by the
single metric
d(f, g) =
∑
n≥0
1
2n
inf{1, dB(n)(f, g)}.
It follows that Emb(Rk,Rk) ⊆ Map(Rk,Rk) is metrizable and therefore paracompact. Applying Lemma
A.11.12 to the canonical pairing
f0 : R
k ×Emb(Rk,Rk) →֒ Rk ×Map(Rk,Rk)→ Rk,
we deduce the existence of an map f : R k×Emb(Rk,Rk)× [0, 1]→ Rk which is classified by a homotopy χ :
Emb(Rk,Rk)× [0, 1]→ Emb(Rk,Rk) from idEmb(Rk,Rk) to some map s : Emb(R
k,Rk)→ Homeo(Rk,Rk).
We claim that s is a homotopy inverse to the inclusion i : Homeo(Rk,Rk)→ Emb(Rk,Rk). The homotopy χ
shows that i◦s is homotopy to the identity on Emb(Rk,Rk), and the restriction of χ to Homeo(Rk,Rk)×[0, 1]
shows that s ◦ i is homotopic to the identity on Homeo(Rk,Rk).
A.12 Verdier Duality
Our goal in this section is to prove the following result:
Theorem A.12.1 (Verdier Duality). Let C be a stable ∞-category which admits small limits and colimits,
and let X be a locally compact topological space. There is a canonical equivalence of ∞-categories
D : Shv(X ;C)op ≃ Shv(X ;Cop).
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Remark A.12.2. Let k be a field and let A denote the category of chain complexes of k-vector spaces.
Then A has the structure of a simplicial category; we let C = N(A) denote the nerve of A (that is, the
derived ∞-category of the abelian category of k-vector spaces; see Definition S.13.6). Vector space duality
induces a simplicial functor Aop → A, which in turn gives rise to a functor Cop → C. This functor preserves
limits, and therefore induces a functor Shv(X ;Cop) → Shv(X ;C) for any locally compact topological space
X . Composing this map with the equivalence D of Theorem A.12.1, we obtain a functor D′ : Shv(X ;C)op →
Shv(X,C): that is, a contravariant functor from Shv(X ;C) to itself. It is the functor D′ which is usually
called Verdier duality. Note that D′ is not an equivalence of ∞-categories: it is obtained by composing the
equivalence D with vector space duality, which fails to be an equivalence unless suitable finiteness restrictions
are imposed.
The first step in the proof of Theorem A.12.1 is to choose a convenient model for the∞-category Shv(X ;C)
of C-valued sheaves on X . Let K(X) denote the collection of all compact subsets of X , regarded as a partially
ordered set with respect to inclusion. Recall (Definition T.7.3.4.1) that a K-sheaf on X (with values in an
∞-category C) is a functor F : N(K(X))op → C with the following properties:
(i) The object F(∅) ∈ C is final.
(ii) For every pair of compact sets K,K ′ ⊆ X , the diagram
F(K ∪K ′) //

F(K)

F(K ′) // F(K ∩K ′)
is a pullback square in C.
(iii) For every compact set K ⊆ X , the canonical map lim
−→K′
F(K ′) → F(K) is an equivalence, where K ′
ranges over all compact subsets of X which contain a neighborhood of K.
We let ShvK(X ;C) denote the full subcategory of Fun(N(K(X)
op,C) spanned by the K-sheaves. We now
have the following:
Lemma A.12.3. Let X be a locally compact topological space and C a stable ∞-category which admits small
limits and colimits. Then there is a canonical equivalence of ∞-categories Shv(X ;C) ≃ ShvK(X ;C).
Proof. Since C is stable, filtered colimits in C are left exact. The desired result is now a consequence of
Theorem T.7.3.4.9 (note that Theorem T.7.3.4.9 is stated under the hypothesis that C is presentable, but
this hypothesis is used only to guarantee the existence of small limits and colimits in C).
Using Lemma A.12.3, we can reformulate Theorem A.12.1 as follows:
Theorem A.12.4. Let X be a locally compact topological space and let C be a stable ∞-category which
admits small limits and colimits. Then there is a canonical equivalence of ∞-categories
ShvK(X ;C)
op ≃ ShvK(X ;C
op).
We will prove Theorem A.12.4 by introducing an ∞-category which is equivalent to both ShvK(X ;C)op
and ShvK(X ;C
op).
Notation A.12.5. Fix a locally compact topological space X . We define a partially ordered set M as
follows:
(1) The objects of M are pairs (i, S) where 0 ≤ i ≤ 2 and S is a subset of X such that S is compact if
i = 0 and X − S is compact if i = 2.
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(2) We have (i, S) ≤ (j, T ) if either i ≤ j and S ⊆ T , or i = 0 and j = 2.
Remark A.12.6. The projection (i, S) 7→ i determines a map of partially ordered sets φ : M → [2].
For 0 ≤ i ≤ 2, we let Mi denote the fiber φ−1{i}. We have canonical isomorphisms M0 ≃ K(X) and
M2 ≃ K(X)op, while M1 can be identified with the partially ordered set of all subsets of X .
The proof of Theorem A.12.4 rests on the following:
Proposition A.12.7. Let X be a locally compact topological space, C a stable ∞-category which admits
small limits and colimits, and let M be the partially ordered set of Notation A.12.5. Let F : N(M) → C be
a functor. The following conditions are equivalent:
(1) The restriction (F |N(M0))op determines a K-sheaf N(K(X))op → C
op, the restriction F |N(M1) is
zero, and F is a left Kan extension of the restriction F |N(M0 ∪M1).
(2) The restriction F |N(M2) determines a K-sheaf N(K(X))op → C, the restriction F |N(M1) is zero, and
F is a right Kan extension of F |N(M1 ∪M2).
Assuming Proposition A.12.7 for the moment, we can give the proof of Theorem A.12.4.
Proof of Theorem A.12.4. Let E(C) be the full subcategory of Fun(N(M),C) spanned by those functors which
satisfy the equivalent conditions of Proposition A.12.7. The inclusionsM0 →֒M ←֓ M2 determine restriction
functors
ShvK(X ;C
op)
θ
← E(C)op
θ′
→ ShvK(X ;C)
op.
Note that a functor F ∈ Fun(N(M),C) belongs to E(C) if and only if F |N(M0) belongs to ShvK(X ;C
op),
F |N(M0 ∪M1) is a right Kan extension of F |N(M0), and F is a left Kan extension of F |N(M0 ∪M1).
Applying Proposition T.4.3.2.15, we deduce that θ is a trivial Kan fibration. The same argument shows that
θ′ is a trivial Kan fibration, so that θ and θ′ determine an equivalence ShvK(X ;C
op) ≃ ShvK(X ;C)op.
Remark A.12.8. The construction (i, S) 7→ (2− i,X−S) determines an order-reversing bijection from the
partially ordered set M to itself. Composition with this involution induces an isomorphism E(C)op ≃ E(C)op,
which interchanges the restriction functors θ and θ′ appearing in the proof of Theorem A.12.4. It follows
that the equivalence of Theorem A.12.4 is symmetric in C and Cop (up to coherent homotopy).
We will give the proof of Proposition A.12.7 at the end of this section. For the moment, we will concentrate
on the problem of making the equivalence of Theorem A.12.1 more explicit.
Definition A.12.9. Let X be a locally compact topological space and let C be a pointed ∞-category which
admits small limits and colimits. Let F be a C-valued sheaf on X . For every compact set K ⊆ X , we let
ΓK(X ;C) denote the fiber product F(X) ×F(X−K) 0, where 0 denotes a zero object of C. For every open
set U ⊆ X , we let Γc(U ;F) denote the filtered colimit lim−→K⊆U
ΓK(M ;F), where K ranges over all compact
subsets of U . The construction U 7→ Γc(U ;F) determines a functor N(U(X))→ C, which we will denote by
Γc(•;F).
Proposition A.12.10. In the situation of Definition A.12.9, suppose that the ∞-category C is stable. Then
the equivalence D of Theorem A.12.1 is given by the formula D(F)(U) = Γc(U ;F).
Remark A.12.11. Proposition A.12.10 is an abstract formulation of the following more classical fact:
conjugation by Verdier duality exchanges cohomology with compactly supported cohomology.
Proof. It follows from the proof of Theorem T.7.3.4.9 that the equivalence
θ : ShvK(X ;C
op)op ≃ Shv(X ;Cop)op
of Lemma A.12.3 is given by the formula θ(G)(U) = lim
−→K⊆U
G(K). Consequently, it will suffice to show
that the composition of the equivalence ψ : Shv(X ;C)→ ShvK(X ;C) of Lemma A.12.3 with the equivalence
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ψ′ : ShvK(X ;C) → ShvK(X ;C
op)op is given by the formula (ψ′ ◦ ψ)(F)(K) = ΓK(X ;F). To prove this, we
need to introduce a bit of notation.
Let M ′ denote the partially ordered set of pairs (i, S), where 0 ≤ i ≤ 2 and S is a subset of X such that
S is compact if i = 0 and X − S is either open or compact if i = 2; we let (i, S) ≤ (j, T ) if i ≤ j and S ⊆ T
or if i = 0 and j = 2. We will regard the set M of Notation A.12.5 as a partially ordered subset of M ′.
For 0 ≤ i ≤ 2, let M ′i denote the subset {(j, S) ∈ M
′ : j = i} ⊆ M ′. Let D denote the full subcategory of
Fun(N(M ′),C) spanned by those functors F which satisfy the following conditions:
(i) The restriction F |N(M2) is a K-sheaf on X .
(ii) The restriction F |N(M ′2) is a right Kan extension of F |N(M2).
(iii) The restriction F |N(M ′1) is zero.
(iv) The restriction F |N(M ′) is a right Kan extension of F |N(M ′1 ∪M
′
2).
Note that condition (ii) is equivalent to the requirement that F |N(M ′1 ∪M
′
2) is a right Kan extension of
F |N(M1∪M2). It follows from Proposition T.4.3.2.8 that condition (iv) is equivalent to the requirement that
F |N(M) is a right Kan extension of F |N(M1∪M2). Consequently, the inclusion M →֒M ′ induces a restric-
tion functor D→ E, where E ⊆ Fun(N(M),C) is defined as in the proof of Theorem A.12.4. Using Theorem
T.7.3.4.9 and Proposition T.4.3.2.15, we deduce that the restriction functor D → Fun(N(U(X))op,C) is a
trivial Kan fibration onto the full subcategory θ : Shv(X ;C) ⊆ Fun(N(U(X))op,C); moreover, the composi-
tion ψ′ ◦ψ is given by composing a homotopy inverse to θ with the restriction functor D→ Fun(N(M0),C) ≃
Fun(N(K(X))op,Cop)op.
We define a map of simplicial sets φ : N(M0) → Fun(∆1 × ∆1,N(M ′)) so that φ carries an object
(0,K) ∈M0 to the diagram
(0,K) //

(1,K)

(2, ∅) // (2,K).
It follows from Theorem T.4.1.3.1 that for each (0,K) ∈M0, the image φ(0,K) can be regarded as a cofinal
map Λ22 → N(M
′)(0,K)/×N(M ′)N(M
′
1 ∪M
′
2). Consequently, if F ∈ D then condition (iv) is equivalent to the
requirement that the composition of F with each φ(0,K) yields a pullback diagram
F (0,K) //

F (1,K)

F (2, ∅) // F (2,K)
in the ∞-category C. Since F (1,K) is a zero object of C (condition (iii)), we can identify F (0,K) with the
kernel of the map F (2, ∅)→ F (2,K). Taking F to be a preimage of F ∈ Shv(X ;C) under the functor θ, we
obtain the desired equivalence
(ψ′ ◦ ψ)(F)(K) ≃ ker(F(X)→ F(X −K)) = ΓK(X ;F).
Corollary A.12.12. Let X be a locally compact topological space, let C be a stable ∞-category which admits
small limits and colimits, and let F ∈ Shv(X ;C) be a C-valued sheaf on X. Then the functor Γc(•;F) is a
C-valued cosheaf on X.
We will need the following consequence of Corollary A.12.12 in the next section.
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Corollary A.12.13. Let M be a manifold and let F ∈ Shv(M ; Sp) be a spectrum-valued sheaf on M . Then:
(1) The functor F exhibits Γc(M ;F) as a colimit of the diagram {Γc(U ;F)}U∈Disk(M).
(2) The functor F exhibits Γc(M ;F) as a colimit of the diagram {Γc(U ;F)}U∈Disj(M).
Proof. We will give the proof of (1); the proof of (2) is similar. According to Corollary A.12.12, the functor
U 7→ Γc(U ;F) is a cosheaf of spectra onM . Since every open subset ofM is a paracompact topological space
of finite covering dimension, the∞-topos Shv(M) is hypercomplete so that F is automatically hypercomplete.
According to Remark 3.6.2, it will suffice to show that for every point x ∈ M , the category Disk(M)x =
{U ∈ Disk(M) : x ∈ U} has weakly contractible nerve. This follows from the observation that Disk(M)opx is
filtered (since every open neighborhood of M contains an open set U ∈ Disk(M)x).
We conclude this section by giving the proof of Proposition A.12.7.
Proof of Proposition A.12.7. We will prove that condition (2) implies (1); the converse follows by symmetry,
in view of Remark A.12.8. Let F : N(M) → C be a functor satisfying condition (2), and let M ′ and
D ⊆ Fun(N(M ′),C) be defined as in the proof of Proposition A.12.10. Using Proposition T.4.3.2.15, we
deduce that F can be extended to a functor F ′ : N(M ′) → C belonging to D. It follows from Theorem
T.7.3.4.9 that the inclusion U(X)op ⊆M ′2 determines a restriction functor D→ Shv(X ;C); let F ∈ Shv(X ;C)
be the image of F ′ under this restriction functor. The proof of Proposition A.12.10 shows that G = F |N(M0)
is given informally by the formula G(K) = ΓK(X ;F).
We first show that Gop is a Cop-valued K-sheaf on X . For this, we must verify the following:
(i) The object G(∅) ≃ Γ∅(X ;F) is zero. This is clear, since the restriction map F(X) → F(X − ∅) is an
equivalence.
(ii) Let K and K ′ be compact subsets of X . Then the diagram σ:
G(K ∩K ′) //

G(K)

G(K ′) // G(K ∪K ′)
is a pushout square in C. Since C is stable, this is equivalent to the requirement that σ is a pullback
square. This follows from the observation that σ is the fiber of a map between the squares
F(X) //

F(X)

F(X − (K ∩K ′)) //

F(X −K)

F(X) // F(X) F(X −K ′) // F(X − (K ∪K ′)).
The left square is obviously a pullback, and the right is a pullback since F is a sheaf.
(iii) For every compact subset K ⊆ X , the canonical map θ : G(K) → lim
←−K′
G(K ′) is an equivalence in
C, where K ′ ranges over the partially ordered set A of all compact subsets of X which contain a
neighborhood of K. We have a map of fiber sequences
G(K)
θ //

lim←−K′∈A G(K
′)

F(X)
θ′ //

lim
←−K′∈A
F(X)

F(X −K)
θ′′ // lim
←−K′∈A
F(X −K ′).
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It therefore suffices to show that θ′ and θ′′ are equivalences. The map θ′ is an equivalence because
the partially ordered set A has weakly contractible nerve (in fact, both A and Aop are filtered). The
map θ′′ is an equivalence because F is a sheaf and the collection {X −K ′}K′∈A is a covering sieve on
X −K.
To complete the proof, we will show that F is a left Kan extension of F |N(M0∪M1). LetM ′′ ⊆M0∪M1
be the subset consisting of objects of the form (i, S), where 0 ≤ i ≤ 1 and S ⊆ X is compact. We note
that F |N(M0 ∪M1) is a left Kan extension of F |N(M ′′). In view of Proposition T.4.3.2.8, it will suffice to
show that F is a left Kan extension of F |N(M ′′) at every element (2, S) ∈ M2. We will prove the stronger
assertion that F ′|N(M ′′ ∪M ′2) is a left Kan extension of F |N(M
′′). To prove this, we let B denote the
subset of M ′2 consisting of pairs (2, X − U) where U ⊆ X is an open set with compact closure. In view of
Proposition T.4.3.2.8, it suffices to prove the following:
(a) The functor F ′|N(M ′′ ∪M ′2) is a left Kan extension of F
′|N(M ′′ ∪B).
(b) The functor F ′|N(M ′′ ∪B) is a left Kan extension of F |N(M ′′).
To prove (a), we note that Theorem T.7.3.4.9 guarantees that F ′|N(M ′2) is a left Kan extension of F
′|N(M ′′′)
(note that, if K is a compact subset of X , then the collection of open neighborhoods of U of K with compact
closure is cofinal in the collection of all open neighborhoods of K in X). To complete the proof, it suffices to
observe that for every object (2, X−K) ∈M ′2−B, the inclusion N(M
′′′)/(2,X−K) ⊆ N(M
′′∪M ′′′)/(2,X−K) is
cofinal. In view of Theorem T.4.1.3.1, this is equivalent to the requirement that for every object (i, S) ∈M ′′,
the partially ordered set P = {(2, X − U) ∈ B : (i, S) ≤ (2, X − U) ≤ (2, X −K)} has weakly contractible
nerve. This is clear, since P is nonempty and stable under finite unions (and therefore filtered). This
completes the proof of (a).
To prove (b), fix an open subset U ⊆ X with compact closure; we wish to prove that F ′(2, X − U) is a
colimit of the diagram F ′|N(M ′′)/(2,X−U). For every compact set K ⊆ X , let M
′′
K denote the subset of M
′′
consisting of those pairs (i, S) with (0,K) ≤ (i, S) ≤ (2, X − U). Then N(M ′′)/(2,X−U) is a filtered colimit
of the simplicial sets N(M ′′K), where K ranges over the collection of compact subsets of X which contain
U . It follows that colim(F ′|N(M ′′)/(2,X−U)) can be identified with the filtered colimit of the diagram
{colim(F ′|N(M ′′K)}K (see §T.4.2.3). Consequently, it will suffice to prove that for every compact set K
containing U , the diagram F ′ exhibits F ′(2, X−U) as a colimit of F ′|N(M ′′K). Theorem T.4.1.3.1 guarantees
that the diagram (K, 0) ← (K − U, 0) → (K − U, 1) is cofinal in N(M ′′K). Consequently, we are reduced to
proving that the diagram
F ′(0,K − U) //

F ′(1,K − U)

F ′(0,K) // F ′(2, X − U)
is a pushout square in C. Form a larger commutative diagram
F ′(0,K − U) //

F (1,K − U)

F ′(0,K) //

Z //

F (1,K)

F (2, ∅) // F (2,K − U) //

F (2,K)

F (2, X − U) // F (2, X),
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where the middle right square is a pullback. Since F ′ is a right Kan extension of F ′|N(M1 ∪M ′2), the proof
of Proposition A.12.10 shows that the middle horizontal rectangle is also a pullback square. It follows that
the lower middle square is a pullback. Since the left vertical rectangle is a pullback diagram (Proposition
A.12.10 again), we deduce that the upper left square is a pullback. Since C is stable, we deduce that the
upper left square is a pushout diagram. To complete the proof of (b), it suffices to show that the composite
map Z → F (2,K − U) → F (2, X − U) is an equivalence. We note that F (1,K − U) and F (2, X) ≃ F(∅)
are zero objects of C, so the composite map F (1,K − U) → F (2,K) → F (X) is an equivalence. It will
therefore suffice to show that the right vertical rectangle is a pullback square. Since the middle right square
is a pullback by construction, we are reduced to proving that the lower right square is a pullback. This is
the diagram
F((X −K) ∪ U) //

F(X −K)

F(U) // F(∅),
which is a pullback square because F is a sheaf and the open sets U,X −K ⊆ X are disjoint.
B Generalities on ∞-Operads
In this appendix, we collect some general results about ∞-operads which are needed for the study of little
cubes∞-operads undertaken in the body of this paper. In §B.2, we will describe mutually inverse “assembly”
and “disintegration” processes which allow us to decompose an arbitrary unital ∞-operad O⊗ into reduced
pieces, provided that O is a Kan complex (for a precise statement, see Theorem B.2.6). The proof makes
use of the notion of an ornamental map between ∞-operads, which plays an important role throughout §3.
It also makes use of the process of unitalization: that is, the process of transforming an arbitrary∞-operad
into a unital ∞-operad, which we describe in §B.1.
In §C.2.5, we introduced the notion of an operadic left Kan extension. If C is a symmetric monoidal
∞-category and M⊗ → ∆1 × N(Γ) is a correspondence from an ∞-operad M⊗0 = M
⊗×∆1{0} to another
∞-operad M⊗1 = M
⊗×∆1{1}, then (in good cases) operadic left Kan extension gives rise to a functor
AlgM0(C) → AlgM1(C). If we are given instead a family of ∞-operads N
⊗ → ∆2 × N(Γ), then we obtain a
diagram of operadic left Kan extension functors
AlgN1(C)
&&MM
MM
MM
MM
MM
AlgN0(C)
88rrrrrrrrrr
// AlgN2(C).
In §B.3, we will show that this diagram commutes up to homotopy provided that the map N⊗ → ∆2 is a
flat categorical fibration (Corollary B.3.2). This transitivity result will play a crucial role in our analysis of
tensor products of E[k]-algebras in §1.5.
In §C.3.1, we introduced the notion of a coherent ∞-operad, and showed that the coherence of an ∞-
operad O⊗ guarantees the existence of a good theory of modules over arbitrary O-algebras. However, our
definition of coherence was somewhat cumbersome and difficult to verify. Our goal in §B.4 is to reformulate
this definition in a more conceptual way. We use this reformulation in §1.4 to prove that the ∞-operad E[k]
is coherent for each k ≥ 0 (Theorem 1.4.1).
The final three sections of this appendix are devoted to generalizing some basic constructions of higher
category theory to the setting of ∞-operads:
(a) If C and D are ∞-categories, then the disjoint union C
∐
D is again an ∞-category: moreover, it is
the coproduct of C and D in the setting of ∞-categories. The ∞-category of ∞-operads also admits
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coproducts, but these are a bit more difficult to describe: we will give an explicit construction of these
coproducts in §B.5.
(b) If C is an ∞-category and p : K → C is a diagram, then we can define an overcategory C/p and an
undercategory Cp/. This operation also has an analogue in the ∞-operadic setting, which we will
describe in §B.6.
(c) If C and D are ∞-categories, then the product C×D is also an ∞-category. This operation has more
than one analogue in the ∞-operadic setting. In addition to the Cartesian product O⊗×N(Γ)O
′⊗ of
∞-operads, there is also the tensor product of∞-operads (induced by the monoidal structure ⊙ on the
model category POp∞ of∞-preoperads discussed in §C.1.8). This tensor product is difficult to describe
directly, but can often be analyzed using the closely related wreath product construction described in
§B.7. Our comparison between wreath products and tensor products (given by Theorem B.7.5) will
play a key role in our proof of the additivity theorem (Theorem 1.2.2) of §1.2.
B.1 Unitalization
In §C.1.10, we introduced the notion of a unital ∞-operad. The ∞-category of unital ∞-operads is a
localization of the ∞-category of all ∞-operads: that is, the inclusion from the ∞-category of unital ∞-
operads to the ∞-category of all ∞-operads admits a left adjoint. Our goal in this section is to give an
explicit construction of this left adjoint. We begin by introducing some terminology.
Definition B.1.1. Let f : O′
⊗
→ O⊗ be a map of ∞-operads. We will say that f exhibits O′
⊗
as a
unitalization of O⊗ if the following conditions are satisfied:
(1) The ∞-operad O′
⊗
is unital.
(2) For every unital∞-operad C⊗, composition with f induces an equivalence of∞-categories AlgC(O
′)→
AlgC(O).
It is clear that unitalizations of ∞-operads are unique up to equivalence, provided that they exist. For
existence, we have the following result:
Proposition B.1.2. Let O⊗ be an ∞-operad, and let O⊗∗ be the ∞-category of pointed objects of O
⊗. Then:
(1) The forgetful map p : O⊗∗ → O
⊗ is a fibration of ∞-operads (in particular, O⊗∗ is an ∞-operad).
(2) The ∞-operad O⊗∗ is unital.
(3) For every unital ∞-operad C⊗, composition with p induces a trivial Kan fibration θ : AlgC(O∗) →
AlgC(O) (here AlgC(O∗) denotes the ∞-category of C-algebra objects in the ∞-operad O
⊗
∗ ).
(4) The map p exhibits O⊗∗ as a unitalization of the ∞-operad O
⊗.
Lemma B.1.3. Let C be a pointed∞-category, and let D be an∞-category with a final object. Let Fun′(C,D)
be the full subcategory of Fun(C,D) spanned by those functors which preserve final objects, and let Fun′(C,D∗)
be defined similarly. Then the forgetful functor
Fun′(C,D∗)→ Fun
′(C,D)
is a trivial Kan fibration.
Proof. Let E ⊆ C×∆1 be the full subcategory spanned by objects (C, i), where either C is a zero object of C
or i = 1. Let Fun′(E,D) be the full subcategory of Fun(E,D) spanned by those functors F such that F (C, i)
is a final object of D, whenever C ∈ C is a zero object. We observe that a functor F ∈ Fun(E,D) belongs to
Fun′(E,D) if and only if F0 = F |C×{1} belongs to Fun
′(C,D), and F is a right Kan extension of F0. We
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can identify Fun′(C,D∗) with the full subcategory of Fun(C×∆1,D) spanned by those functors G such that
G0 = G|E ∈ Fun
′(E,D) and G is a left Kan extension of G0. It follows from Proposition T.4.3.2.15 that the
restriction maps
Fun′(C,D∗)→ Fun
′(E,D)→ Fun′(C,D)
are trivial Kan fibrations, so that their composition is a trivial Kan fibration as desired.
Proof of Proposition B.1.2. We first prove (1). Fix an objectX∗ ∈ O
⊗
∗ lying overX ∈ O
⊗, and let α : X → Y
be an inert morphism in O⊗. Since the map q : O⊗∗ → O
⊗ is a left fibration, we can lift α to a morphism
X∗ → Y∗, which is automatically q-coCartesian. Let 〈n〉 denote the image of X in Γ, and choose inert
morphisms αi : X → X i covering the maps ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. We claim that the induced functors
αi! induce an equivalence (O
⊗
∗ )X →
∏
1≤i≤n(O
⊗
∗ )Xi . Fix a final object 1 in O
⊗, so that O⊗∗ is equivalent to
O
⊗
1/. The desired assertion is not equivalent to the assertion that the maps α
i induce a homotopy equivalence
MapO⊗(1, X)→
∏
1≤i≤n
MapO⊗(1, Xi),
which follows immediately from our assumptions that O⊗ is an ∞-operad and that each αi is inert.
To complete the proof that p is an ∞-operad fibration, let X∗ be as above, let 〈n〉 be its image in Γ,
and suppose we have chosen morphisms X∗ → X i∗ in O
⊗
∗ whose images in O
⊗ are inert and which cover the
inert morphisms ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n; we wish to show that the induced diagram δ : 〈n〉◦
⊳
→ O⊗∗ is
a p-limit diagram. Let δ = δ|〈n〉◦; we wish to prove that the map
(O⊗∗ )/δ → (O
⊗
∗ )/δ ×O⊗
/pδ
O
⊗
/pδ
is a trivial Kan fibration. Since O⊗∗ is equivalent to O
⊗
1/, this is equivalent to the requirement that every
extension problem of the form
∂∆m ⋆ 〈n〉◦
f //

O
⊗
∆m ⋆ 〈n〉◦
99t
t
t
t
t
admits a solution, provided thatm ≥ 2, f carries the initial vertex of ∆m to 1 ∈ O⊗, and f |{m}⋆〈n〉◦ = p◦δ.
Let π : O⊗ → N(Γ). The map π ◦ f admits a unique extension to ∆m ⋆ 〈n〉◦: this is obvious if m > 2, and
for m = 2 it follows from the observation that π(1) = 〈0〉 is an initial object of N(Γ). The solubility of the
relevant lifting problem now follows from the observation that p ◦ δ is a π-limit diagram.
Assertion (2) is clear (since O⊗∗ has a zero object), assertion (3) follows from the observation that θ is
a pullback of the morphism Fun′(C⊗,O⊗∗ ) → Fun
′(C⊗,O⊗) described in Lemma B.1.3, and assertion (4)
follows immediately from (2) and (3).
We conclude this section with two results concerning the behavior of unitalization in families.
Proposition B.1.4. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads, where O⊗ is unital. The
following conditions are equivalent:
(1) The ∞-operad C⊗ is unital.
(2) For every object X ∈ C, the unit object of CX (see §C.2.3) is an initial object of CX .
Proof. Choose an object 1 ∈ C⊗〈0〉. Assertion (1) is equivalent to the requirement that 1 be an initial object of
C
⊗. Since p(1) is an initial object of O⊗, this is equivalent to the requirement that ∅ is p-initial (Proposition
T.4.3.1.5). Since p is a coCartesian fibration, (1) is equivalent to the requirement that for every morphism
β : p(1)→ X in Ass, the object β!(1) is an initial object of C
⊗
X (Proposition T.4.3.1.10). Write X =
⊕
Xi,
where each Xi ∈ O. Using the equivalence C
⊗
X ≃
∏
i CXi , we see that it suffices to check this criterion when
X ∈ O, in which case we are reduced to assertion (2).
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Proposition B.1.5. Let p : C⊗ → O⊗ be a coCartesian fibration of ∞-operads, where O⊗ is unital. Then:
(1) Let q : C′
⊗
→ C⊗ be a categorical fibration which exhibits C⊗ as a unitalization of C′
⊗
. Then the map
p ◦ q : C′
⊗
→ O⊗ is a coCartesian fibration of ∞-operads.
(2) For every map of unital ∞-operads O′
⊗
→ O⊗, the map q induces an equivalence of ∞-categories
θ : AlgO′(C
′)→ AlgO′(C).
Proof. By virtue of Proposition B.1.2, we may assume without loss of generality that C′
⊗
= C⊗∗ . In this case,
the map p◦q factors as a composition C⊗∗ → O
⊗
∗ → O
⊗ . The functor C⊗∗ → O
⊗
∗ is equivalent to C
⊗
1/ → O
⊗
p(1)/,
where 1 ∈ C⊗〈0〉 is a final object of C
⊗, and therefore a coCartesian fibration (Proposition T.2.4.3.2), and the
map O⊗∗ → O
⊗ is a trivial Kan fibration by virtue of our assumption that O⊗ is unital. This proves (1). To
prove (2), it suffices to observe that θ is a pullback of the map Funlax(O′
⊗
,C⊗∗ )→ Fun
lax(O′
⊗
,C⊗), which is
a trivial Kan fibration by Proposition B.1.2.
B.2 Disintegration of ∞-Operads
Let A be an associative ring. Recall that an involution on A is a map σ : A→ A satisfying the conditions
(a+ b)σ = aσ + bσ (ab)σ = bσaσ (aσ)σ = a.
Let Ring denote the category of associative rings, and let Ringσ denote the category of associative rings
equipped with an involution (whose morphisms are ring homomorphisms that are compatible with the
relevant involutions). To understand the relationship between these two categories, we observe that the
construction A 7→ Aop defines an action of the symmetric group Σ2 on the category Ring. The category
Ringσ can be described as the category of (homotopy) fixed points for the action of Σ2 on Ring. In particular,
we can reconstruct the category Ringσ by understanding the category Ring together with its action of Σ2.
Note that the category Ring can be described as the category of algebras over the associative operad O
in the (symmetric monoidal) category of abelian groups. Similarly, we can describe Ringσ as the category
of algebras over a larger operad O′ in the category of abelian groups. The relationship between Ring and
Ringσ reflects a more basic relationship between the operads O and O′: namely, the operad O carries an
action of the group Σ2, and the operad O
′ can be recovered as a kind of semidirect product O⋊Σ2. This
description of O′ is potentially useful because O is a simpler object. For example, the operad O is reduced:
that is, it contains only a single unary operation.
Our goal in this section is to show that the paradigm described above is quite general. Namely, if O⊗
is a unital ∞-operad whose underlying ∞-category O is a Kan complex, then O⊗ can be “assembled” (in
a precise sense to be defined below) from a family of reduced ∞-operads parametrized by O. We begin by
introducing some of the relevant terminology.
Remark B.2.1. Let C be a Kan complex, and let q : O⊗ → C×N(Γ) be a C-family of ∞-operads. Every
object X ∈ O⊗〈0〉 is q-final, so that we have a trivial Kan fibration O
⊗
/X → C/C ×N(Γ), where C denotes the
image of X in C. Since C is a Kan complex, the ∞-category C/C is a contractible Kan complex, so that O
⊗
/X
is equivalent to the ∞-operad O⊗×C{C}.
Let O⊗ be an arbitrary ∞-operad family, and suppose that C = O⊗〈0〉 is a Kan complex. Then there
is an equivalence of ∞-operad families e : O⊗ → O′
⊗
, where O′
⊗
is a C-family of ∞-operads (see Remark
C.1.9.11). For each object C ∈ C, we have equivalences of ∞-operads
O
⊗
/C → O
′⊗
/e(C) ← O
′⊗
C .
In other words, we can identify O⊗ with a C-family of ∞-operads whose fibers are given by O⊗/C .
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Definition B.2.2. Let O⊗ be an∞-operad. We will say that O⊗ is reduced if O⊗ is unital and the underlying
∞-category O is a contractible Kan complex. More generally, we will say that an ∞-operad family O⊗ is
reduced if O⊗〈0〉 is a Kan complex and, for each object X ∈ O
⊗
〈0〉, the ∞-operad O
⊗
/X is reduced.
Example B.2.3. For 0 ≤ k ≤ ∞, the little cubes ∞-operad E[k] is reduced. This follows from the
observation that the space Rect(✷k,✷k) of rectilinear embeddings from ✷k to itself is contractible.
Definition B.2.4. Let O⊗ be an ∞-operad family and O′
⊗
an ∞-operad. We will say that a map γ :
O
⊗ → O′
⊗
assembles O⊗ to O′
⊗
if, for every ∞-operad O′′
⊗
, composition with γ induces an equivalence of
∞-categories AlgO′(O
′′)→ AlgO(O
′′). In this case we will also say that O′
⊗
is an assembly of O⊗, or that γ
exhibits O′
⊗
as an assembly of O⊗.
Remark B.2.5. In the situation of Definition B.2.4, suppose that O⊗ → C×N(Γ) is a C-family of ∞-
operads. We can think of an object of AlgO(O
′′) as a family of ∞-operad maps O⊗C → O
′′⊗ parametrized
by the objects C ∈ C. The map γ assembles O⊗ if this is equivalent to the data of a single ∞-operad map
O
′⊗ → O′′
⊗
. In this case, we can view O′
⊗
as a sort of colimit of the family of ∞-operads {O⊗C}C∈C. This
description is literally correct in the case where C is a Kan complex.
If O⊗ is an ∞-operad family, then an assembly of O⊗ is clearly well-defined up to equivalence, provided
that it exists. To verify the existence, let M be the collection of inert morphisms in O⊗, so that (O⊗,M) is
an object in the category POp∞ of ∞-preoperads (see §C.1.8). We can then take O
′⊗ to be the underlying
simplicial set of any fibrant replacement for (O⊗,M) with respect to the ∞-operadic model structure on
POp∞ (see Proposition C.1.8.4).
We now describe the process of assembly in more precise terms. Let FOp∆ denote the simplicial category
whose objects are∞-operad families, where MapFOp∆(O
⊗,O′
⊗
) is the largest Kan complex contained in the
∞-category AlgO(O
′) of ∞-operad family maps from O⊗ to O′
⊗
. Let FOp = N(FOp∆) be the associated
∞-category. We can regard the ∞-category Catlax∞ of ∞-operads as a full subcategory of FOp. The process
of assembly can be regarded as a left adjoint Assem : FOp → Catlax∞ to the inclusion functor. Our main
result is the following:
Theorem B.2.6. Let FOpr denote the full subcategory of FOp spanned by the reduced ∞-operad families.
Then the assembly functor Assem : FOp → Catlax∞ induces an equivalence from FOp to the full subcategory
of Catlax∞ spanned by those ∞-operads O
⊗ such that the underlying ∞-category O is a Kan complex.
In other words, if O⊗ is a unital∞-operad such that O is a Kan complex, then O⊗ can be obtained (in an
essentially unique way) as the assembly of a reduced ∞-operad family. The proof of Theorem B.2.6 will be
given at the end of this section. First, we need to establish a criterion for testing when a map γ : O⊗ → O′
⊗
assembles O⊗ into O′
⊗
.
Definition B.2.7. Let γ : O⊗ → O′
⊗
be a map of∞-operads. We will say that γ is ornamental if, for every
object X ∈ O⊗, and every active morphism 〈n〉 → 〈1〉 in N(Γ), γ induces a weak homotopy equivalence of
simplicial sets
O
⊗
/X ×N(Γ)/〈1〉{〈n〉} → O
′⊗
/γ(X) ×N(Γ)/〈1〉 {〈n〉}.
Remark B.2.8. Suppose we are given maps of∞-operads O⊗
f
→ O′
⊗ g
→ O′′
⊗
, where g is ornamental. Then
f is ornamental if and only if g ◦ f is ornamental.
Remark B.2.9. Let γ : O⊗ → O′
⊗
be a map of ∞-operads, and let γ′ : O⊗nu → O
′⊗
nu be the induced map.
If γ is ornamental, then γ′ is ornamental. Conversely, if γ′ is ornamental and both O⊗ and O′
⊗
are unital,
then γ is ornamental.
Definition B.2.10. Let O⊗ be an ∞-operad family and O′
⊗
an ∞-operad. We will say that an ∞-operad
family map γ : O⊗ → O′
⊗
is ornamental if, for every object X ∈ O⊗〈0〉, the induced map O
⊗
/X → O
′⊗ is an
ornamental map of ∞-operads.
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Example B.2.11. Let C be an ∞-category, and let γ : C×N(Γ) → C∐ be the canonical map. Then γ
is ornamental. Unwinding the definitions, this is equivalent to the assertion that for every object C ∈ C
and each n ≥ 0, the ∞-category Cn/C is weakly contractible, which is clear (since C
n
/C has a final object
(C,C, . . . , C)).
Definition B.2.12. Let O⊗ be an ∞-operad family and C⊗ an ∞-operad map. We will say that a map of
∞-operad families A : O⊗ → C⊗ is locally constant if A carries every morphism in O to an equivalence in C.
We let AlglocO (C) denote the full subcategory of AlgO(C) spanned by the locally constant maps of ∞-operad
families.
The following result describes a connection between the process of assembly and the theory of ornamental
maps.
Proposition B.2.13. Let γ : O⊗ → O′
⊗
be a map between small ∞-operad families, where O′
⊗
is an
∞-operad, and the ∞-categories O⊗〈0〉 and O
′ are Kan complexes. Then:
(1) Suppose that γ is ornamental and induces a weak homotopy equivalence O → O′. Then, for every
∞-operad C⊗, composition with γ induces an equivalence of ∞-categories ψ : AlgO′(C) → Alg
loc
O (C).
In particular, if O is a Kan complex (so that AlglocO (C) = AlgO(C)), then γ exhibits O
′⊗ as an assembly
of O⊗.
(2) Conversely, suppose that O⊗ is a unital ∞-operad family and that O is a Kan complex. If γ exhibits
O
′⊗ as an assembly of O⊗, then γ is ornamental and the underlying map O → O′ is a homotopy
equivalence of Kan complexes. Moreover, the ∞-operad O′
⊗
is also unital.
The proof of Proposition B.2.13 will require some preliminaries.
Lemma B.2.14. Let γ : O⊗ → O′
⊗
be a map of ∞-operads. The following conditions are equivalent:
(1) The map γ is ornamental.
(2) For every object X ∈ O⊗〈n〉 and every active map α : 〈n〉 → 〈m〉 in N(Γ), γ induces a weak homotopy
equivalence
O
⊗
/X ×N(Γ)/〈m〉{〈n〉} → O
′⊗
/γ(X) ×N(Γ)/〈m〉 {〈n〉}.
If O and O′ are Kan complexes, then (1) and (2) are equivalent to the following other conditions:
(3) For every object X ∈ O the map γ induces an equivalence of∞-categories from (O⊗)act/X and (O
′⊗)act/γ(X).
(4) For every object X ∈ O⊗ the map γ induces an equivalence of∞-categories from (O⊗)act/X to (O
′⊗)act/γ(X).
Proof. The implication (2)⇒ (1) is obvious, and the converse implication follows from the observation that
if α : 〈n〉 → 〈m〉 is an active map inducing a decomposition n = n1+ · · ·+nm and X ≃ X1⊕ . . .⊕Xm, then
we have canonical equivalences
O
⊗
/X ×N(Γ)/〈m〉{〈n〉} ≃
∏
1≤i≤m
O
⊗
/Xi
×N(Γ)/〈1〉{〈ni〉}
O
′⊗
/γ(X) ×N(Γ)/〈m〉 {〈n〉} ≃
∏
1≤i≤m
O
′⊗
/γ(Xi) ×N(Γ)/〈1〉 {〈ni〉}.
The proof of the equivalence (3) ⇔ (4) is similar. Suppose now that O and O′ are Kan complexes.
The implication (3) ⇒ (1) follows from the observation that if X ∈ O, then
∐
n(O
⊗
/X ×N(Γ)/〈1〉{〈n〉})
and
∐
n O
′⊗
/γ(X) ×N(Γ)/〈1〉 {〈n〉} are the largest Kan complexes contained in the ∞-categories (O
⊗)act/X and
(O′
⊗
)act/γ(X), respectively. We will complete the proof by showing that (2)⇒ (4).
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We wish to show that for each X ∈ O⊗, the induced map φ : (O⊗)act/X → (O
′⊗)act/γ(X) is an equivalence
of ∞-categories. Since φ induces a homotopy equivalence between the underlying Kan complexes, it is
essentially surjective. It therefore suffices to show that φ is fully faithful. Fix active morphisms Y → X ← Z
in O⊗. We wish to show that γ induces a homotopy equivalence
Map
O
⊗
/X
(Y, Z)→ Map
O′
⊗
/γ(X)
(γ(Y ), γ(Z)).
For every ∞-category C, let C∼ denote the largest Kan complex contained in C. We have a map between
homotopy fiber sequences
Map
O
⊗
/X
(Y, Z) //
θ

((O⊗)act/Z )
∼ //
θ′

((O⊗)act/X)
∼
θ′′

Map
O′
⊗
/γ(X)
(γ(Y ), γ(Z)) // ((O′
⊗
)act/γ(Z))
∼ // ((O′
⊗
)act/γ(X))
∼.
Assumption (2) guarantees that θ′ and θ′′ are homotopy equivalences, so that θ is a homotopy equivalence
as well.
Remark B.2.15. Let γ : C → D be a categorical fibration of ∞-categories. For every object C ∈ C, the
induced map γC : C/C → D/γ(C) is also a categorical fibration, so that γC is an equivalence of ∞-categories
if and only if it is a trivial Kan fibration. Consequently, the requirement that γC be an equivalence for each
object C ∈ C is equivalent to the requirement that γ have the right lifting property with respect to the
inclusion Λnn ⊂ ∆
n for each n ≥ 0. Since γ is an inner fibration by assumption, this is equivalent to the
requirement that γ be a right fibration.
Combining this observation with Lemma B.2.14, we obtain the following result: if γ : O⊗ → O′
⊗
is a
fibration of ∞-operads where O and O′ are Kan complexes, then γ is ornamental if and only if the induced
map γ′ : (O⊗)act → (O′
⊗
)act is a right fibration. Note that the “if” direction is valid without the assumption
that O and O′ are Kan complexes: if γ′ is a right fibration, then each of the maps O⊗/X ×N(Γ)/〈1〉{〈n〉} →
O
′⊗
/γ(X) ×N(Γ)/〈1〉 {〈n〉} is a trivial Kan fibration.
Remark B.2.16. Suppose we are given a homotopy pullback diagram of ∞-operads
C
⊗
β //

C
′⊗

O
⊗
γ //
O
′⊗.
If γ is ornamental and the ∞-categories O and O′ are Kan complexes, then β is ornamental. To prove this,
we may assume without loss of generality that γ is a categorical fibration and that C⊗ = C′
⊗
×O′⊗ O
⊗. Then
γ induces a right fibration γ′ : (O⊗)act → (O′
⊗
)act (Remark B.2.15); it follows that the map β′ : (C⊗)act →
(C′
⊗
)act is also a right fibration so that β is ornamental by Remark B.2.15.
Lemma B.2.17. Let f : X → Y be a map of simplicial sets. If f is a weak homotopy equivalence and Y is
a Kan complex, then f is cofinal.
Proof. The map f factors as a composition X
f ′
→ X ′
f ′′
→ Y , where f ′ is a categorical equivalence and f ′′ is
a categorical fibration. Replacing f by f ′′, we can reduced to the case where f is a categorical fibration so
that X is an ∞-category. According to Theorem T.4.1.3.1, it suffices to show that for every vertex y ∈ Y ,
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the fiber product X ×Y Yy/ is weakly contractible. Consider the pullback diagram
X ×Y Yy/
f ′ //

Yy/
g

X
f // Y.
The map g is a left fibration over a Kan complex, and therefore a Kan fibration (Lemma T.2.1.3.3). Since
the usual model structure on simplicial sets is right proper, our diagram is a homotopy pullback square.
Because f is a weak homotopy equivalence, we deduce that f ′ is a weak homotopy equivalence. Since Yy/ is
weakly contractible, we deduce that X ×Y Yy/ is weakly contractible, as desired.
Lemma B.2.18. Let f : X → Y be a weak homotopy equivalence of simplicial sets, let C be an ∞-category,
and let p : Y ⊲ → C be a colimit diagram. Suppose that p carries every edge of Y to an equivalence in C.
Then the composite map X⊲ → Y ⊲ → C is a colimit diagram.
Proof. Let C ∈ C be the image under p of the cone point of Y ⊲. Let C′ be the largest Kan complex contained
in C, so that p induces a map p : Y → C′. Factor the map p as a composition
Y
p′
→ Z
p′′
→ C′,
where p′ is anodyne and p′′ is a Kan fibration (so that Z is a Kan complex). Lemma B.2.17 guarantees
that the inclusion Y → Z is cofinal and therefore right anodyne (Proposition T.4.1.1.3). Applying this
observation to the lifting problem
Y

// C/C

Z
p′′ //
>>}
}
}
}
C,
we deduce that p factors as a composition
Y ⊲ → Z⊲
q
→ C .
Since p′ is cofinal, the map q is a colimit diagram. Lemma B.2.17 also guarantees that the composition
f ◦ p′ : X → Z is cofinal, so that
X⊲ → Z⊲
q
→ C
is also a colimit diagram.
Proposition B.2.19. Let γ : O⊗ → O′
⊗
be a map between small ∞-operads, and let C⊗ be a symmetric
monoidal ∞-category. Assume that C admits small colimits, and that the tensor product on C preserves small
colimits in each variable, and let F : Fun(O,C) → AlgO(C) and F
′ : Fun(O′,C) → AlgO′(C) be left adjoints
to the forgetful functors (Example C.2.6.11). The commutative diagram of forgetful functors
AlgO′(C)
θ //

AlgO(C)

Fun(O,C)
θ′ // Fun(O′,C)
induces a natural transformation α : F ◦ θ′ → θ ◦ F ′ from Fun(O′,C) to AlgO(C).
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(1) If the map γ is ornamental and A0 : O
′ → C is a map which carries every morphism in O′ to an
equivalence in C, then α induces an equivalence F (θ′(A0)) → θF ′(A0). In particular, if O
′ is a Kan
complex, then α is an equivalence.
(2) Conversely, suppose that α is an equivalence in the special case where C = S (equipped with the Carte-
sian monoidal structure) and when evaluated on the constant functor O′ → C taking the value ∆0.
Then γ is ornamental.
Proof. Fix a map A0 ∈ Fun(O
′,C) and let X ∈ O. Let X be the subcategory of O⊗/X whose objects are
active maps Y → X in O⊗ and whose morphisms are maps which induce equivalences in N(Γ), and let
X
′ ⊆ O′
⊗
/γ(X) be defined similarly. Then A0 determines diagrams χ : X → C and χ
′ : X′ → C (here χ is
given by composing χ′ with the map X → X′ induced by γ). Using the characterization of free algebras
given in §C.2.6, we deduce that α(A0)(X) : (F ◦ θ′)(A0)(X)→ (θ ◦ F ′)(A0)(X) is given by the evident map
colimX χ → colimX′ χ
′. If A0 carries every morphism in O
′ to an equivalence in C, then χ′ carries every
morphism in X′ to an equivalence in C. If γ is ornamental, then the evident map X→ X′ is a weak homotopy
equivalence, so that α is an equivalence by Lemma B.2.18: this proves (1).
Conversely, suppose that the hypotheses of (2) are satisfied. Taking A0 to be the constant functor taking
the value ∆0 ∈ S, we deduce from Corollary T.3.3.4.6 that the map X→ X′ is a weak homotopy equivalence
for each X ∈ O, so that γ is ornamental.
Proposition B.2.20. Let S be a Kan complex, let O⊗ → S × N(Γ) be an S-family of ∞-operads, and let
C
⊗ be a symmetric monoidal ∞-category. Suppose that, for each s ∈ S, the restriction functor AlgOs(C)→
Fun(Os,C) admits a left adjoint Fs. Then:
(1) The restriction functor θ : AlgO(C)→ Fun(O,C) admits a left adjoint F .
(2) Let A ∈ AlgO(C), let B ∈ Fun(O,C), and let α : B → θ(A) be a morphism in Fun(O,C). Then the
adjoint map F (B)→ A is an equivalence in AlgO(C) if and only if, for each s ∈ S, the underlying map
Fs(B|Os)→ A|O
⊗
s is an equivalence in AlgOs(C).
Proof. Fix B ∈ Fun(O,C). For every map of simplicial sets ψ : T → S, let OT = O×ST , BT = B|OT , and
X(T ) denote the full subcategory of AlgOT (C) ×Fun(OT ,C) Fun(OT ,C)BT / spanned by those objects (AT ∈
AlgOT (C), φ : BT → AT |OT ) such that, for each vertex t ∈ T , the induced map Fψ(t)(BT |Oψ(t))→ AT |O
⊗
ψ(t)
is an equivalence. We claim that every inclusion of simplicial sets i : T ′ →֒ T in (Set∆)/S , the restriction
map X(T ) → X(T ′) is a trivial Kan fibration. The collection of maps i for which the conclusion holds is
clearly weakly saturated; it therefore suffices to prove the claim in the case where i is an inclusion of the form
∂∆n ⊂ ∆n. The proof proceeds by induction on n. The inductive hypothesis implies that the restriction
map X(∂∆n) → X(∅) ≃ ∆0 is a trivial Kan fibration, so that X(∂∆n) is a contractible Kan complex.
The map X(∆n) → X(∂∆n) is evidently a categorical fibration; it therefore suffices to show that it is a
categorical equivalence. In other words, it suffices to show that X(∆n) is also a contractible Kan complex.
Let s ∈ S denote the image of the vertex {0} ∈ ∆n in S. Since the inclusion O⊗s →֒ O
⊗
∆n is a categorical
equivalence, it induces a categorical equivalence X(∆n) → X({s}). We are therefore reduced to proving
that X({s}) is a contractible Kan complex, which is obvious.
The above argument shows that X(S) is a contractible Kan complex; in particular, X(S) is nonempty.
Consequently, there exists a map φ : B → θ(A) satisfying the condition described in (2). We will prove
(1) together with the “if” direction of (2) by showing that that φ induces a homotopy equivalence ρ :
MapAlg
O
(C)(A,C)→ MapFun(O,C)(B, θ(C)) for each C ∈ AlgO(C). The “only if” direction of (2) will then fol-
low by the usual uniqueness argument. We proceed as before: for every map of simplicial sets T → S, let Y (T )
denote the ∞-category AlgOT (C)(A|O⊗T )/
×Fun(OT ,C)(AT |OT )/ Fun(OT ,C)φT / and Y
′(T ) = Fun(OT ,C)(B|OT )/.
The map ρ can be regarded as a pullback of the restriction map Y (S) → Y ′(S). To complete the proof,
it will suffice to show that Y (S) → Y ′(S) is a trivial Kan fibration. We will prove the following stronger
assertion: for every inclusion T ′ →֒ T in (Set∆)/S , the restriction map π : Y (T )→ Y (T
′)×Y ′(T ′) Y
′(T ) is a
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trivial Kan fibration. As before, the collection of inclusions which satisfy this condition is weakly saturated,
so we may reduce to the case where T = ∆n, T ′ = ∂∆n, and the result holds for inclusions of simplicial
sets having dimension < n. Moreover, since π is easily seen to be a categorical fibration, it suffices to show
that π is a categorical equivalence. Using the inductive hypothesis, we deduce that Y (T ′) → Y ′(T ′) is a
trivial Kan fibration, so that the pullback map Y (T ′) ×Y ′(T ′) Y
′(T ) → Y ′(T ) is a categorical equivalence.
By a two-out-of-three argument, we are reduced to proving that the restriction map Y (T ) → Y ′(T ) is a
categorical equivalence. If we define s to be the image of {0} ⊆ ∆n ≃ T in S, then we have a commutative
diagram
Y (T ) //

Y ′(T )

Y ({s}) // Y ′({s})
in which the vertical maps are categorical equivalences. We are therefore reduced to showing that Y ({s})→
Y ′({s}) is a categorical equivalence, which is equivalent to the requirement that the map Fs(B|Os)→ A|O
⊗
s
be an equivalence in AlgOs(C).
Remark B.2.21. In the situation of Definition B.2.10, suppose that O, O′, and O⊗〈0〉 are Kan complexes.
A map γ : O⊗ → O′
⊗
is ornamental if and only if it induces an equivalence of ∞-categories (O⊗)act/X →
(O′
⊗
)act/γ(X) for every X ∈ O
⊗. The alternative characterizations given in Remark B.2.15, Remark B.2.16,
and Lemma B.2.14 remain valid in this context.
Proof of Proposition B.2.13. We first prove (1). Note that since γ induces a homotopy equivalence γ0 :
O → O′ and O′ is a Kan complex, the map γ0 is essentially surjective. We may assume withoout loss of
generality that the ∞-operad C⊗ is small. Let D be the ∞-category of presheaves P((C)⊗act). The small ∞-
category (C)⊗act ≃ Env(C) has the structure of a symmetric monoidal∞-category, and there is a fully faithful
embedding of ∞-operads C⊗ →֒ Env(C)⊗ (see Remark C.1.6.9). Combining this with Corollary C.4.1.7, we
obtain a symmetric monoidal structure on the∞-categoryD (such that the tensor product preserves colimits
separately in each variable) and a fully faithful embedding of ∞-operads C⊗ →֒ D⊗. Let D′
⊗
denote the
essential image of this embedding; it will suffice to show that the restriction map AlgO′(D
′)→ AlglocO (D
′) is
an equivalence of ∞-categories. We have a commutative diagram
AlgO′(D
′) //

AlglocO′ (D)

AlgO(D
′) // AlglocO (D).
Since γ0 is essentially surjective, this diagram is a homotopy pullback square. Consequently, it will suffice
to show that the lower horizontal map is a categorical equivalence. We may therefore replace C⊗ with D⊗,
and thereby reduce to the case where C is a symmetric monoidal ∞-category which admits small colimits,
where the tensor product on C preserves small colimits separately in each variable.
We may assume without loss of generality that O⊗ is an S-family of ∞-operads for some Kan complex
S. Using Corollary C.2.6.10 (and Proposition B.2.20), we deduce that the forgetful functors
θ : AlgO(C)→ Fun(O,C) θ
′ : AlgO′(C)→ Fun(O
′,C)
admit left adjoints F : Fun(O,C) → AlgO(C), F
′ : Fun(O′,C) → AlgO′(C). Let Fun
loc(O,C) denote the full
subcategory of Fun(O,C) spanned by those functors which carry each morphism in O to an equivalence in C.
Since γ0 is a weak homotopy equivalence and O
′ is a Kan complex, composition with γ0 induces a categorical
equivalence φ : Fun(O′,C)→ Funloc(O,C); we let φ−1 denote any homotopy inverse to φ. Propositions B.2.20
and B.2.19 guarantee that the canonical natural transformation F ◦φ→ ψ ◦F ′ is an equivalence of functors.
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In particular, F carries the essential image Funloc(O,C) into AlglocO (C). It follows that F and θ restrict to a
pair of adjoint functors Funloc(O,C)
F loc //
AlglocO (C).
θloc
oo
We wish to prove that ψ is an equivalence of ∞-categories. To this end, we consider the diagram
AlgO′(C)
&&NN
NN
NN
NN
NN
N
ψ // AlglocO (C)
θlocxxppp
pp
pp
pp
pp
Funloc(O,C).
Using Corollaries C.2.1.6 and C.2.7.1, we deduce that the functors θ′ and θ′◦ψ ≃ φ◦ψ′◦φ−1 are conservative
and preserve geometric realizations of simplicial objects. Consequently, to prove that ψ is an equivalence of
∞-categories, it will suffice to show that the map of monads θloc ◦ F loc → φ ◦ θ′ ◦ F ′ ◦ φ−1 is an equivalence
(Corollary M.3.5.7), which follows from Proposition B.2.19. This completes the proof of (1).
To prove (2), suppose that O⊗ is unital and that γ exhibits O′
⊗
as an assembly of O⊗. It follows from
Proposition B.1.2 that for each s ∈ S, the induced map AlgOs(O
′
∗) → AlgOs(O) is a trivial Kan fibration.
Arguing as in Proposition B.2.20, we deduce that AlgO(O
′
∗) → AlgO(O
′) is a trivial Kan fibration. Since
γ exhibits O′
⊗
as an assembly of O⊗, we deduce that the map AlgO′(O
′
∗) → AlgO′(O
′) is an equivalence
of ∞-categories, and therefore (since it is a categorical fibration) a trivial Kan fibration. In particular, the
projection map O′
⊗
∗ → O
′⊗ admits a section, so the final object of O′
⊗
is initial and O′
⊗
is also unital. Let
C be an arbitrary∞-category, which we regard as the underlying ∞-category of the ∞-operad C∐. We have
a commutative diagram
AlgO′(C) //

AlgO(C)

Fun(O′,C) // Fun(O,C)
where the upper horizontal map is an equivalence and the vertical maps are equivalences by virtue of
Proposition C.1.10.13. It follows that the lower horizontal map is an equivalence. Allowing C to vary, we
deduce that γ induces an equivalence of ∞-categories O→ O′.
It remains to show γ is ornamental. To prove this, let us regard S as endowed with the Cartesian monoidal
structure, and let A0 : O
′ → S be the constant functor taking the value ∆0. Since ψ : AlgO′(C) → AlgO(C)
is an equivalence of ∞-categories, the canonical map F ′(A0)→ (F ◦ φ)(A0) is an equivalence (where F , F ′,
and ψ are defined as above). Using the characterization of F given in Proposition B.2.20, we deduce that
for each s ∈ S the induced map γ : O⊗s → O
′⊗ satisfies the criterion of Proposition B.2.19 and is therefore
ornamental. It follows that γ is ornamental as desired.
We now turn to the proof of Theorem B.2.6. We need one more preliminary result:
Lemma B.2.22. Let γ : O⊗ → O′
⊗
be an ornamental map of ∞-operads. Suppose that O⊗ and O′
⊗
are
reduced. Then γ is an equivalence of ∞-operads.
Proof. Since O⊗ is reduced, each of the ∞-categories O⊗〈n〉 has a unique object (up to equivalence) which we
will denote by Xn. The image γ(Xn) can be identified with the unique object of O
′⊗
〈n〉. It follows that γ is
essentially surjective. We will complete the proof by showing that γ is fully faithful. For every morphism
α : 〈m〉 → 〈n〉 in Γ, let Mapα
O⊗
(Xm, Xn) be the summand of MapO⊗(Xm, Xn) consisting of those connected
components lying over α ∈ HomΓ(〈m〉, 〈n〉), and define Map
α
O′⊗
(γXm, γXn) similarly. We will prove that
each of the maps
Mapα
O⊗
(Xm, Xn)→ Map
α
O′⊗
(γXm, γXn)
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is a homotopy equivalence. To begin, choose a factorization of α as a composition 〈m〉
α′
→ 〈m′〉
α′′
→ 〈n〉,
where α′ is inert and α′′ is active. The map α′ lifts (in an essentially unique fashion) to an inert morphism
Xm → Xm′ in O
⊗, and we have a homotopy commutative diagram
Mapα
′′
O⊗
(Xm′ , Xn)
//

Mapα
′′
O′⊗
(γXm′ , γXn)
Mapα
O⊗
(Xm, Xn) // Map
α
O′⊗
(γXm, γXn)
in which the vertical maps are homotopy equivalences. We may therefore replace α by α′′ and thereby reduce
to the case where α is active. Passing to the union over all active maps 〈m〉 → 〈n〉, we are reduced to proving
that the map
(O⊗)act/Xn ×O⊗ {Xm} → (O
′⊗)act/γXn ×O′⊗ {γXm}
is a homotopy equivalence. The desired conclusion now follows by examining the commutative diagram
(O⊗)act/Xn ×O⊗ {Xm}
//

(O′
⊗
)act/γXn ×O′⊗ {γXm}

(O⊗)act/Xn ×N(Γ) {〈m〉}
// (O′
⊗
)act/γXn ×N(Γ) {〈m〉}.
The vertical maps are categorical equivalences since O⊗ and O′
⊗
are reduced, and the lower horizontal map
is a categorical equivalence because γ is ornamental.
Proof of Theorem B.2.6. It follows from Proposition B.2.13 that the assembly functor Assem carries FOpr
into the full subcategory X ⊆ Catlax∞ spanned by those those unital ∞-operads O
⊗ such that O is a Kan
complex. We next show that Assem : FOpr → X is essentially surjective. Let O⊗ be such an ∞-operad and
choose a homotopy equivalence f : O→ S for some Kan complex S (for example, we can take S = O and f
to be the identity map). Using Proposition C.1.10.8, we can extend f to an ∞-operad map f ′ : O⊗ → S∐.
Replacing O⊗ by an equivalent ∞-operad if necessary, we may suppose that f ′ is a fibration of ∞-operads.
Let O′
⊗
be the fiber product O⊗×S∐(S×N(Γ)). Then O
′⊗ is an S-family of∞-operads equipped with a map
γ : O′
⊗
→ O⊗ which induces an isomorphism O′ → O. The map γ is a homotopy pullback of the ornamental
map S × N(Γ) → S∐ of Example B.2.11, so that γ is ornamental (Remarks B.2.16 and B.2.21). Invoking
Proposition B.2.13, we deduce that γ exhibits O⊗ as an assembly of O′
⊗
, so that we have an equivalence
Assem(O′
⊗
) ≃ O⊗. To deduce the desired essential surjectivity, it suffices to show that O′
⊗
is reduced. In
other words, we must show that for each s ∈ S, the ∞-operad O′
⊗
s ≃ O
⊗×S∐ N(Γ) is reduced. This is clear:
the underlying ∞-category Os is given by the fiber of a trivial Kan fibration f : O → S, and O
′⊗
s is unital
because it is a homotopy fiber product of unital ∞-operads.
We now show that Assem : FOpr → X is fully faithful. Let C⊗ and D⊗ be reduced ∞-operad families,
and choose assembly maps C⊗ → C′
⊗
and D⊗ → O⊗. We will show that the canonical map AlgC(D) →
AlgC(O) ≃ AlgC′(O) is an equivalence of ∞-categories. As above, we choose a Kan complex S ≃ O and a
fibration of ∞-operads O⊗ → S∐, and define O′
⊗
to be the fiber product (S × N(Γ)) ×S∐ O
⊗. Using the
equivalences AlgC(S
∐) ≃ Fun(C, S) and AlgC(S × N(Γ)) ≃ Fun(C
⊗
〈0〉, S) provided by Propositions C.1.10.13
and C.1.9.10, we obtain a homotopy pullback diagram of ∞-categories
AlgC(O
′) //

AlgC(O)

Fun(C⊗〈0〉, S)
// Fun(C, S).
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Here the lower horizontal map is obtained by composing with the functor C = C⊗〈1〉 → C
⊗
〈0〉 induced by
the map 〈1〉 → 〈0〉 in Γ. Since C is reduced, this map is an equivalence of ∞-categories, so the natural
map AlgC(O
′) → AlgC(O) is an equivalence. Similarly, we have an equivalence AlgD(O
′) → AlgD(O).
We may therefore assume that the assembly map D⊗ → O⊗ factors through a map of ∞-operad families
γ : D⊗ → O′
⊗
. To complete the proof, it will suffice to show that γ is an equivalence of ∞-operad families
(and therefore induces an equivalence of ∞-categories AlgC(D)→ AlgC(O
′) ≃ AlgC(O)).
Replacing D⊗ by an equivalent ∞-operad family if necessary, we can assume that γ : D⊗ → O′
⊗
is
a categorical fibration, so that the composite map D⊗ → O′
⊗
→ S × N(Γ) exhibits D as an S-family of
∞-operads. It will therefore suffice to show that for each s ∈ S, the induced map of fibers γs : D
⊗
s → O
′⊗
s is
an equivalence of ∞-operads. For each D ∈ D⊗s having an image X ∈ O
⊗, we have a commutative diagram
(D⊗s )
act
/D
//

(D⊗)act/D

// (O⊗)act/X

(O′
⊗
s )
act
/γ(D)
// (O′
⊗
)act/γ(D)
// (O⊗)act/X
in which the horizontal maps are categorical equivalences (Proposition B.2.13). It follows that the vertical
maps are also categorical equivalences, so that γs is an ornamental map between reduced ∞-operads. It
follows from Lemma B.2.22 that γs is an equivalence of ∞-operads as desired.
B.3 Transitivity of Operadic Left Kan Extensions
In this section, we will prove the following transitivity formula for operadic left Kan extensions:
Theorem B.3.1. Let M⊗ → ∆2 → N(Γ) be a ∆2-family of ∞-operads (Definition C.1.9.9). Let q :
C
⊗ → D⊗ be a fibration of ∞-operads, and let A : M⊗ → C⊗ be an ∞-operad family map. Assume that
A|(M⊗×∆2∆
{0,1}) and A|(M⊗×∆2∆
{1,2}) are operadic q-left Kan extensions, and that the map M⊗ → ∆2
is a flat categorical fibration. Then A|(M⊗×∆2∆
{0,2}) is an operadic q-left Kan extension.
Theorem B.3.1 has the following consequence:
Corollary B.3.2. Let M⊗ → ∆2 → N(Γ) be a ∆2-family of ∞-operads, C⊗ a symmetric monoidal ∞-
category, and κ an uncountable regular cardinal. Assume that:
(i) The ∞-category M⊗ is essentially κ-small.
(ii) The ∞-category C admits κ-small colimits, and the tensor product on C preserves κ-small colimits
separately in each variable.
(iii) The projection map M⊗ → ∆2 is a flat categorical fibration.
For i ∈ {0, 1, 2}, let M⊗i denote the fiber M
⊗×∆2{i}. Let f0,1 : AlgM0(C) → AlgM1(C), f1,2 : AlgM1(C) →
AlgM2(C), and f0,2 : AlgM0(C) → AlgM2(C) be the functors given by operadic q-left Kan extension (see
below). Then there is a canonical equivalence of functors f0,2 ≃ f1,2 ◦ f0,1.
Proof. For 0 ≤ i ≤ j ≤ 2, let Algi,j(C) denote the full subcategory of FunN(Γ)(M
⊗×∆2∆
{i,j}),C⊗) spanned
by those ∞-operad family maps which are operadic q-left Kan extensions, where q : C⊗ → N(Γ) denotes
the projection. Using Lemma C.2.6.3, Theorem C.2.5.4, and Proposition C.2.2.18, we see that conditions
(i) and (ii) guarantee that the restriction map r : Algi,j(C)→ AlgMi(C) is a trivial Kan fibration. The map
fi,j is defined to be the composition
AlgMi(C)
s
→ Algi,j(C)→ AlgMj (C),
194
where s is a section of r. Consequently, the composition f1,2 ◦ f0,1 can be defined as a composition
AlgM0(C)
s′
→ Alg0,1(C)×AlgM1 (C)
Alg1,2(C)→ AlgM2(C),
where s′ is a section of the trivial Kan fibration Alg0,1(C)×AlgM1(C)
Alg1,2(C)→ AlgM0(C).
Let Alg0,1,2(C) denote the full subcategory of FunN(Γ)(M
⊗,C⊗) spanned by the ∞-operad family maps
whose restrictions to M⊗×∆2∆
{0,1} and M⊗×∆2∆
{1,2} are operadic q-left Kan extensions. Condition (iii)
guarantees that the inclusion M⊗×∆2Λ
2
1 ⊆M
⊗ is a categorical equivalence, so that the restriction maps
FunN(Γ)(M
⊗,C⊗)→ FunN(Γ)(M
⊗×∆2Λ
2
1,C
⊗)
Alg0,1,2(C)→ Alg0,1(C)×AlgM1 (C)
Alg1,2(C)
are trivial Kan fibrations. It follows that the restriction map r′′ : Alg0,1,2(C) → AlgM0(C) is a trivial Kan
fibration admitting a section s′′, and that f1,2 ◦ f0,1 can be identified with the composition
AlgM0(C)
s′′
→ Alg0,1,2(C)→ AlgM2(C).
Using Theorem B.3.1, we deduce that the restriction map Alg0,1,2(C)→ AlgM2(C) factors as a composi-
tion
Alg0,1,2(C)
θ
→ Alg0,2(C)
θ′
→ AlgM2(C).
The composition θ ◦ s′′ is a section of the trivial Kan fibration Alg0,2(C) → AlgM0(C), so that f0,2 can be
identified with the composition θ′ ◦ (θ ◦ s′′) ≃ f1,2 ◦ f0,1 as desired.
The proof of Theorem B.3.1 rests on a more basic transitivity property of operadic colimit diagrams. To
state this property, we need to introduce a bit of terminology. Let q : C⊗ → D⊗ be a fibration of∞-operads,
and let p : K ⋄∆0 → C⊗ be a map of simplicial sets which carries each edge of K ⋄∆0 to an active morphism
in C⊗. Since the map K ⋄∆0 → K⊲ is a categorical equivalence (Proposition T.4.2.1.2), there exists a map
p′ : K⊲ → C⊗ such that p is homotopic to the composition K ⋄∆0 → K⊲
p′
→ C⊗. Moreover, the map p′ is
unique up to homotopy. We will say that p is a (weak) operadic q-colimit diagram if p′ is a (weak) operadic
q-colimit diagram, in the sense of Definition C.2.2.2.
Lemma B.3.3. Let X → S be a coCartesian fibration of simplicial sets, and let q : C⊗ → D⊗ be a fibration
of ∞-operads. Let
θ : (X ⋄S S) = (X ×∆
1)
∐
X×{1}
S → C⊗
be a map satisfying the following conditions:
(i) The map θ carries every edge in X ⋄S S to an active morphism in C
⊗.
(ii) For every vertex s ∈ S, the induced map θs : Xs ⋄∆0 → C
⊗ is a weak operadic q-colimit diagram.
Let θ0 = θ|X. Let C
act
θ/ denote the full subcategory of C
⊗
θ/×C⊗ C spanned by those objects which correspond
to maps θ : (X ⋄S S)⊲ → C
⊗ which carry every edge of (X ⋄S S)⊲ to an inert morphism of C
⊗, and define
C
act
θ0/, D
act
qθ/, and D
act
qθ0/ similarly. Then:
(1) The map Cactθ/ → C
act
θ0/×Dactqθ0/
D
act
qθ/ is a trivial Kan fibration.
(2) Let θ : (X ⋄SS)⊲ → C
⊗ be an extension of θ which carries each edge of (X ⋄SS)⊲ to an active morphism
in C⊗. Then θ is a weak operadic q-colimit diagram if and only if θ0 = θ|X⊲ is a weak operadic q-colimit
diagram.
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(3) Assume that each θs is an operadic q-colimit diagram, and let θ be as in (2). Then θ is an operadic
q-colimit diagram if and only if θ0 is an operadic q-colimit diagram.
Proof. Assertion (2) follows immediately from (1), and assertion (3) follows from (2) after replacing θ by the
composite functor
X ⋄S S
θ
→ C⊗
⊕Y
→ C⊗,
where Y denotes an arbitrary object of C⊗. It will therefore suffice to prove (1). For every map of simplicial
sets K → S, let θK denote the induced map X ⋄S K → C
⊗. We will prove more generally that for K ′ ⊆ K,
the induced map
ψK′,K : C
act
θK/ → C
act
θK′/
×Dact
qθ
K′/
D
act
qθK/
is a trivial Kan fibration. We proceed by induction on the (possibly infinite) dimension n of K. If K is
empty, the result is obvious. Otherwise, working simplex-by-simplex, we can assume that K is obtained
from K ′ by adjoining a single nondegenerate m-simplex σ whose boundary already belongs to K ′. Replacing
K by σ, we may assume that K = ∆m and K ′ = ∂∆m. If m = 0, then the desired result follows from
assumption (ii). Assume therefore that m > 0.
Because θK′,K is clearly a categorical fibration (even a left fibration), to prove that θK′,K is a trivial Kan
fibration it suffices to show that θK′,K is a categorical equivalence. Since m ≤ n, K ′ has dimension < n, so
the inductive hypothesis guarantees that ψ{m},K′ is a trivial Kan fibration. The map ψ{m},K is a composition
of ψK′,K with a pullback of ψ{m},K′ . Using a two-out-of-three argument, we are reduced to proving that
ψ{m},K is a categorical equivalence. For this, it suffices to show that the inclusion f : X ⋄S {m} → X ⋄S ∆
m
is cofinal.
Let X ′ = X ×S ∆m. The map f is a pushout of the inclusion
f ′ : X ′
∐
X′m
(X ′m ⋄ {m}) →֒ X
′ ⋄∆m ∆
m.
It will therefore suffice to show that f ′ is cofinal. We have a commutative diagram
{m}
f ′′ //
g

∆m
g′′

X ′m ⋄ {m}
g′

X ′
∐
X′m
(X ′m ⋄ {m})
f ′ // X ′ ⋄∆m ∆m.
The map g′′ is a pushout of the inclusion X ′ × {1} ⊆ X ′ × ∆1, and therefore cofinal; the same argument
shows that g is cofinal. The map f ′′ is obviously cofinal. The map g′ is a pushout of the inclusion X ′m ⊆ X
′,
which is cofinal because {m} is a final object of ∆m and the map X ′ → ∆m is a coCartesian fibration. It
now follows from Proposition T.4.1.1.3 that f ′ is cofinal, as required.
Proof of Theorem B.3.1. Fix an object Z ∈M⊗2 , and let Z denote the full subcategory of M
⊗
/Z whose objects
are active morphisms X → Z where X ∈M⊗0 . We wish to prove that the composite map
φ : Z⊲ → (M⊗/Z)
⊲ →M⊗
A
→ C⊗
is an operadic q-colimit diagram. Let Z denote the subcategory of Fun(∆1,M⊗/Z) whose objects are diagrams
of active morphisms
Y
@
@@
@@
@@
X
>>~~~~~~~
// Z
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in M⊗ such that X ∈ M⊗0 and Y ∈ M
⊗
1 . Evaluation at {0} induces a Cartesian fibration ψ : Z → Z. Let
Z ′ be an object of Z, corresponding to an active morphism X → Z in M⊗. Then the fiber ψ−1{Z ′} is a
localization of the ∞-category (M⊗/Z)
X/, which is equivalent to (M⊗)X/ /Z and therefore weakly contractible
(since M⊗ → ∆2 is flat). Note that the map ψ′ : Z ×Z ZZ′/ → ZZ′/ is a Cartesian fibration (Proposition
T.2.4.3.3). Since ZZ′/ has an initial object idZ′ , the weakly contractible simplicial set ψ
−1{Z ′} ≃ ψ′−1{idZ′}
is weakly homotopy equivalent to Z ×Z ZZ′/. Applying Theorem T.4.1.3.1, we deduce that ψ is cofinal.
Consequently, it will suffice to show that φ ◦ ψ : Z
⊲
→ C⊗ is an operadic q-colimit diagram.
Let Y denote the full subcategory of M⊗/Z spanned by active morphisms Y → Z where Y ∈M
⊗
1 . Evalua-
tion at {1} induces a coCartesian fibration ρ : Z→ Y. We observe that there is a canonical map Z⋄YY→M
⊗
/Z ,
which determines a map
θ : (Z ⋄Y Y)
⊲ → C⊗
extending φ ◦ ψ. Fix an object Y ′ ∈ Y, corresponding to an active morphism Y → Z in M⊗. Then θ
induces a map θY ′ : ρ
−1{Y ′} ⋄ ∆0 → C⊗. We claim that θY ′ is an operadic q-colimit diagram. To prove
this, let X(Y ) denote the full subcategory of (M⊗)/Y spanned by the active morphisms X → Y , and define
X
′(Y ) ⊆ (M⊗)/Y similarly. The map θY ′ factors through a map
θ′Y ′ : X(Y ) ⋄∆
0 → C⊗ .
Since M⊗/Z →M
⊗ is a left fibration, the map ρ−1{Y ′} → X(Y ) is a trivial Kan fibration; it therefore suffices
to show that θ′Y ′ is an operadic q-colimit diagram. Since the evident map X
′(Y ) → X(Y ) is a categorical
equivalence (Proposition T.4.2.1.5), it suffices to show that the induced map X′(Y )⋄∆0 → C⊗ is an operadic
q-colimit diagram, which is equivalent to the requirement that the composite map
X
′(Y )⊲ → (M⊗/Y )
⊲ →M⊗ → C⊗
is an operadic q-colimit diagram. This follows from our assumption that A|(M⊗×∆2∆
{0,1}) is an operadic
q-left Kan extension.
Since A|(M⊗×∆2∆
{0,1}), the restriction of θ to Y⊲ is an operadic q-colimit diagram. The inclusion
Y → Z ⋄Y Y is a pushout of the inclusion Z × {1} ⊆ Z × ∆1, and therefore cofinal. It follows that θ itself
is an operadic q-colimit diagram. Invoking Lemma B.3.3, we conclude that φ ◦ ψ is an operadic q-colimit
diagram, as desired.
B.4 A Coherence Criterion
In §C.3.1, we introduced the notion of a coherent ∞-operad (Definition C.3.1.10), and showed that if O⊗
is coherent then there is a good notion of module over every O-algebra. However, the definition presented
there is somewhat cumbersome. Our goal in this section is to give a characterization of coherent∞-operads
which is easy to verify in practice. The principal application is the verification that the little cubes operads
E[k] are coherent: see §1.4. We begin with an informal sketch of the basic idea.
Fix an active morphism f : X → Y in O⊗. An extension of f consists of an object X0 ∈ O together with
an active morphism f+ : X⊕X0 → Y such that f+|X ≃ f ; here the hypothesis that O
⊗ is unital guarantees
that there is an essentially section to the projection X ⊕ X0 → X , so that the restriction is well-defined.
The collection of extensions of f can be organized into an ∞-category, which we will denote by Ext(f) (see
Definition B.4.1 below for a precise definition).
If g : Y → Z is another active morphism, then there are canonical maps
Ext(f)→ Ext(g ◦ f)← Ext(g),
well-defined up to homotopy. In particular, we have canonical maps
Ext(f)← Ext(idY )→ Ext(g)
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which fit into a (homotopy coherent) diagram
Ext(idY )
xxrrr
rr
rr
rr
r
&&LL
LL
LL
LL
LL
Ext(f)
&&LL
LL
LL
LL
LL
Ext(g)
xxrrr
rr
rr
rr
r
Ext(g ◦ f).
If we assume that O is a Kan complex, then the∞-categories appearing in this diagram are all Kan complexes.
Our main result assert that in this case, the∞-operad O⊗ is coherent if and only if this diagram is a pushout
square, for every composable pair of active morphisms f : X → Y and g : Y → Z in O⊗ (Theorem B.4.6).
In fact, it suffices to check this condition in the special case where Z ∈ O.
We begin by giving a careful definition of the ∞-category Ext(f).
Definition B.4.1. Let q : O⊗ → N(Γ) be a unital ∞-operad, and let σ : ∆n → O⊗act be an n-simplex of O
⊗
corresponding to a composable chain X0
f1
→ . . .
fn
→ Xn of active morphisms in O
⊗.
If S ⊆ [n] is a downward-closed subset, we let Ext(σ, S) denote the full subcategory of Fun(∆n,O⊗)σ/
spanned by those diagrams
X0
f1 //
g0

· · ·
fn // Xn
gn

X ′0
f ′1 // · · ·
f ′n // X ′n
with the following properties:
(a) If i /∈ S, the map gi is an equivalence.
(b) If i ∈ S, the map gi is semi-inert and q(gi) is an inclusion 〈ni〉 → 〈ni + 1〉 which omits a single value
ai ∈ 〈ni + 1〉.
(c) If 0 < i ∈ S, then the map q(fi) carries ai−1 ∈ q(X ′i−1) to ai ∈ q(X
′
i).
(d) Each of the maps f ′i is active.
If f : ∆1 → O⊗act is an active morphism in O
⊗, we will denote Ext(f, {0}) by Ext(f).
Remark B.4.2. Let Ext(σ, S) be as in Definition B.4.1. If O is a Kan complex, then it is easy to see that
every morphism in Ext(σ, S) is an equivalence, so that Ext(σ, S) is also a Kan complex.
Remark B.4.3. Let σ : ∆n → O⊗act correspond to a sequence of active morphisms
X0
f1
→ X1
f2
→ · · ·
fn
→ Xn
and let S ⊆ [n]. For every morphism j : ∆m → ∆n, composition with j induces a restriction map
Ext(σ, S)→ Ext(σ ◦ j, j−1(S)).
In particular, if S has a largest element i < n, then we obtain a canonical map Ext(σ, S) → Ext(fi+1).
If O is a Kan complex, then this map is a trivial Kan fibration.
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Remark B.4.4. Let q : O⊗ → N(Γ) be an ∞-operad, let σ : ∆n → O⊗act correspond to a sequence of active
morphisms
X0
f1
→ X1
f2
→ · · ·
fn
→ Xn,
let 〈m〉 = q(Xn), and let S be a nonempty proper subset of [n]. Then Ext(σ, S) decomposes naturally as
a disjoint union
∐
1≤i≤m Ext(σ, S)i, where Ext(σ, S)i denotes the full subcategory of Ext(σ, S) spanned by
those diagrams
X0
f1 //
g0

· · · // Xn
gn

X ′0
f ′1 // · · · // X ′n
where q(f ′n · · · f
′
1) carries the unique element of q(X
′
0)− q(X0) to i ∈ 〈m〉 ≃ q(X
′
n). In this case, the diagram
σ is equivalent to an amalgamation
⊕
1≤i≤m σi, and we have canonical equivalences Ext(σ, S)i ≃ Ext(σi, S).
Remark B.4.5. Let f : O⊗ → O′
⊗
be an ornamental map between unital ∞-operads, where O and O′ are
Kan complexes. Let σ be an n-simplex of O⊗fl and let S be a downward-closed subset of [n]. Then f induces
a homotopy equivalence Ext(σ, S)→ Ext(f(σ), S). This follows from Remark B.4.3 and Lemma B.2.14.
We can now state our main result precisely as follows:
Theorem B.4.6. Let O⊗ be a unital ∞-operad such that O is a Kan complex. The following conditions are
equivalent:
(1) The ∞-operad O⊗ is coherent.
(2) Suppose we are given a degenerate 3-simplex σ :
Y
idY
  @
@@
@@
@@
g // Z
X
f
>>~~~~~~~ f // Y
g
??~~~~~~~
in O⊗, where f and g are active. Then the diagram
Ext(σ, {0, 1}) //

Ext(σ|∆{0,1,3}, {0, 1})

Ext(σ|∆{0,2,3}, {0}) // Ext(σ|∆{0,3}, {0})
is a homotopy pushout square.
(3) Conclusion (2) holds whenever Z ∈ O.
Remark B.4.7. In view of Remark B.4.3, we can think of the diagram appearing in the statement of
Theorem B.4.6 as giving a homotopy coherent diagram
Ext(idY ) //

Ext(g)

Ext(f) // Ext(g ◦ f).
199
Remark B.4.8. The implication (2) ⇒ (3) in Theorem B.4.6 is immediate, and the converse implication
follows from Remark B.4.4.
Corollary B.4.9. Let f : O⊗ → O′
⊗
be an ornamental map between unital ∞-operads, where both O and
O
′ are Kan complexes. If O′
⊗
is coherent, then O⊗ is coherent. The converse holds if the underlying map
π0 O→ π0 O
′ is surjective.
Proof. We may assume without loss of generality that f is a categorical fibration. The first assertion follows
immediately from Theorem B.4.6 and Remark B.4.5. To prove the second, it will suffice (by virtue of Theorem
B.4.6 and Remark B.4.5) to show that every 3-simplex σ : ∆3 → O′
⊗
act can be lifted to a 3-simplex of O
⊗
fl .
Let Z = σ(3) ∈ O′. Since f is a categorical fibration, the induced map O→ O′ is a Kan fibration. Since this
Kan fibration induces a surjection on connected components, it is surjective on vertices and we may write
Z = f(Z) for some Z ∈ O. Lemma B.2.14 guarantees that the induced map f ′ : (O⊗
/Z
)act → (O′
⊗
/Z)
act is
a categorical equivalence. Since f is a categorical fibration, f ′ is also a categorical fibration and therefore
a trivial Kan fibration. We can interpret the 3-simplex σ as a 2-simplex τ : ∆2 → (O′
⊗
/Z)
act, which can be
lifted to a 2-simplex τ : ∆2 → (O⊗
/Z
)act. This map determines a 3-simplex of O⊗act lifting σ, as desired.
Remark B.4.10. Let O⊗ be a unital ∞-operad such that O is a Kan complex. According to Theorem
B.2.6, the ∞-operad O⊗ can be obtained as the assembly of a O-family of reduced unital ∞-operads O′
⊗
→
O×N(Γ). Corollary B.4.9 (and Proposition B.2.13) imply that O⊗ is coherent if and only if, for each X ∈ O,
the ∞-operad O′
⊗
X is coherent. In this case, there is a good theory of modules associated to O-algebras and
to O′X -algebras, for each X ∈ O. One can show that these module theories are closely related to one another.
To describe the relationship, suppose that C is another ∞-operad and A ∈ AlgO(C) is a O-algebra object of
C, corresponding to a family of O′
⊗
X -algebra objects {AX ∈ AlgO′X (C)}X∈O. Then giving an A-module object
M ∈ ModOA(C) is equivalent to giving a family {MX ∈ Mod
O
′
X
AX
(C)}X∈O′ . We leave the precise formulation
to the reader.
The rest of this section is devoted to the proof of Theorem B.4.6. Our first step is to introduce an
apparently weaker notion of coherence.
Definition B.4.11. Let q : O⊗ → N(Γ) be a unital ∞-operad. We will say that a morphism f : X → X ′ in
O
⊗ is m-semi-inert if f is semi-inert and the underlying map q(f) : 〈n〉 → 〈n′〉 is such that the cardinality
of the set 〈n′〉 − f(〈n〉) is less than or equal to m.
By definition, a unital ∞-operad O⊗ is coherent if, for every map ∆2 → O⊗ corresponding to a diagram
X → Y → Z and every morphism X → Z in KO lifting the underlying map X → Z, the ∞-category
(KO)X//Z ×O⊗
X/ /Z
{Y } is weakly contractible. We will say that O⊗ is m-coherent if this condition holds
whenever X is m-semi-inert. Note that O⊗ is coherent if and only if it is m-coherent for all m ≥ 0.
Lemma B.4.12. Let O⊗ be a unital ∞-operad. The following conditions are equivalent:
(1) The ∞-operad O⊗ is m-coherent.
(2) Consider a diagram σ :
X
f

// Y
X ′
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in O⊗, where f is m-semi-inert. Let A[σ] denote the full subcategory of O⊗σ/ spanned by those commu-
tative diagrams
X
f

// Y
g

X ′ // Y ′
where g is also semi-inert. Then the inclusion A[σ]op ⊆ (O⊗σ/)
op is cofinal.
(3) Let σ be as in (2), and let Z ′ be an object of O⊗σ/, and let A[σ]/Z′ denote the full subcategory of O
⊗
σ/ /Z′
spanned by those diagrams
X
f

// Y
g
   B
BB
BB
BB
B
X ′ // Y ′ // Z ′
such that g is semi-inert. Then A[σ]/Z′ is a weakly contractible simplicial set.
Proof. The equivalence of (2) and (3) follows immediately from Theorem T.4.1.3.1. We next prove that
(1)⇒ (3). We can extend σ and Z to a commutative diagram
X //
f

Y // Z
h

X ′ // Z ′
where h is semi-inert (for example, we can take Z = Z ′ and h = idZ′ . The upper line of this diagram
determines a diagram ∆2 → O⊗. Let K denote the fiber product KO×O⊗∆
2. Since O⊗ is coherent, the
projection map π : K → ∆2 is a flat inner fibration. The maps f and h determine objects of K×∆2{0}
and K×∆2{2}, which we will denote by X and Z. Since π is flat, the ∞-category KX/ /Z ×∆2{1} is weakly
contractible. We now observe that there is a trivial Kan fibration ψ : KX//Z → A[σ]/Z′ , so that A[σ]/Z′ is
likewise weakly contractible.
Now suppose that (3) is satisfied. We wish to show that evaluation at {0} ⊆ ∆1 induces a flat categorical
fibration KO → O
⊗. Fix a map ∆2 → O⊗, and let K be the fiber product KO×O⊗∆
2. Suppose we are given
objectsX ∈ K×∆2{0} and Z ∈ K×∆2{2}; we wish to prove that if X ism-semi-inert, then KX//{Z}×∆2{1}
is weakly contractible. The above data determines a commutative diagram
X //
f

Y // Z
h

X ′ // Z ′
in O⊗. If we let σ denote the left part of this diagram, then we can define a simplicial set A[σ]/Z′ ⊆ (O
⊗
σ/)/Z′
as in (3), which is weakly contractible by assumption. Once again, we have a trivial Kan fibration ψ :
KX/ /Z → A[σ]/Z′ , so that KX//Z is weakly contractible as desired.
Remark B.4.13. Let O⊗, σ, and Z ′ be as in the part (3) of Lemma B.4.12. Let A[σ]′/Z denote the full
subcategory of A[σ]/Z spanned by those diagrams
X
f

// Y
g
   B
BB
BB
BB
B
X ′ // Y ′
j // Z ′
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for which the map j is active. The inclusion A[σ]′/Z ⊆ A[σ]/Z admits a left adjoint, and is therefore a weak
homotopy equivalence. Consequently, condition (3) of Lemma B.4.12 is equivalent to the requirement that
A[σ]′/Z is weakly contractible.
Remark B.4.14. In the situation of Lemma B.4.12, let Z ′ ∈ O⊗ and let B denote the full subcategory of
O
⊗
/Z′ spanned by the active morphisms W → Z
′. The inclusion B ⊆ O⊗/Z′ admits a left adjoint L. For any
diagram σ :
X //

Y
X ′
in O⊗/Z , L induces a functor A[σ]/Z′ → A[Lσ]/Z′ , which restricts to an equivalence A[σ]
′
/Z′ → A[Lσ]
′
/Z′ ,
where A[σ]′/Z′ and A[Lσ]
′
/Z′ are defined as in Remark B.4.13. Consequently, to verify condition (3) of
Lemma B.4.12, we are free to replace σ by Lσ and thereby reduce to the case where the maps X → Z ′,
Y → Z ′, and X ′ → Z ′ are active.
Remark B.4.15. Let Z ′ ∈ O⊗ be as in Lemma B.4.12, and choose an equivalence Z ′ ≃
⊕
Z ′i, where
Z ′i ∈ O. Let B ⊆ O
⊗
/Z′ be defined as in Remark B.4.14, and let Bi ⊆ O
⊗
/Z′i
be defined similarly. Every
diagram σ : Λ20 → B can be identified with an amalgamation
⊕
i σi of diagrams σi : Λ
2
0 → Bi. We observe
that A[σ]′/Z′ is equivalent to the product of the ∞-categories A[σi]
′
/Z′i
. Consequently, to verify that A[σi]
′
/Z′
is weakly contractible, we may replace Z ′ by Z ′i and thereby reduce to the case where Z
′ ∈ O.
Lemma B.4.16. Let q : X → S be an inner fibration of ∞-categories. Suppose that the following conditions
are satisfied:
(a) The inner fibration q is flat.
(b) Each fiber Xs of q is weakly contractible.
(c) For every vertex x ∈ X, the induced map Xx/ → Sq(x)/ has weakly contractible fibers.
Then for every map of simplicial sets S′ → S, the pullback map X×S S′ → S′ is weak homotopy equivalence.
In particular, q is a weak homotopy equivalence.
Proof. We will show more generally that for every map of simplicial sets S′ → S, the induced map qS′ :
X ×S S′ → S′ is a weak homotopy equivalence. Since the collection of weak homotopy equivalences is stable
under filtered colimits, we may suppose that S′ is finite. We now work by induction on the dimension n of
S′ and the number of simplices of S′ of maximal dimension. If S′ is empty the result is obvious; otherwise
we have a homotopy pushout diagram
∂∆n //

∆n

S′0 // S′.
By the inductive hypothesis, the maps qS′0 and q∂∆n are weak homotopy equivalences. Since qS′ is a
homotopy pushout of the morphisms qS′0 with q∆n over q∂∆n , we can reduce to proving that q∆n is a weak
homotopy equivalence. Note that assumption (a) guarantees that q∆n is a flat categorical fibration. If n > 1,
then we have a commutative diagram
X ×S Λn1
qΛn
1

// X ×S ∆n
q∆n

Λn1 // ∆n
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where the upper horizontal map is a categorical equivalence (Corollary B.3.3.19) and therefore a weak
homotopy equivalence; the lower horizontal map is obviously a weak homotopy equivalence. Since qΛn1
is a weak homotopy equivalence by the inductive hypothesis, we conclude that q∆n is a weak homotopy
equivalence.
It remains to treat the cases where n ≤ 1. If n = 0, the desired result follows from (b). Suppose finally
that n = 1. Let X ′ = X ×S ∆1; we wish to prove that X ′ is weakly contractible. Let X ′0 and X
′
1 denote the
fibers of the map q∆1 , and let Y = Fun∆1(∆
1, X ′). According to Proposition B.3.3.14, the natural map
X ′0
∐
Y×{0}
(Y ×∆1)
∐
Y×{1}
X ′1 → X
′
is a categorical equivalence. Since X ′0 and X
′
1 are weakly contractible, we are reduced to showing that Y is
weakly contractible. Let p : Y → X ′0 be the map given by evaluation at {0}. Let x
′ ∈ X ′0, and let x denote
its image in x; the fiber p−1{x′} is isomorphic to (X ′)x
′/ ×∆1 {1} and therefore categorically equivalent to
X ′x′/ ×∆1 {1} ≃ Xx/ ×Sq(x)/ {f}, where f denotes the edge ∆
1 → S under consideration. Assumption (c)
guarantees that p−1{x′} is weakly contractible. Since p is a Cartesian fibration, Lemma T.4.1.3.2 guarantees
that p is cofinal and therefore a weak homotopy equivalence. Since X ′0 is weakly contractible by (b), we
deduce that Y is weakly contractible as desired.
Example B.4.17. Let q : X → S be a flat inner fibration of simplicial sets, and let f : x→ y be an edge of
X . Then the induced map Xx/ /y → Sq(x)/ /q(y) satisfies the hypotheses of Lemma B.4.16 (see Proposition
B.3.3.12), and is therefore a categorical equivalence.
Proposition B.4.18. Let q : O⊗ → N(Γ) be a unital ∞-operad. The following conditions are equivalent:
(1) The ∞-operad O⊗ is coherent.
(2) Let Z ∈ O, and suppose we are given a diagram σ :
X
f //

Y
X ′
in O⊗/Z where f is semi-inert and the maps X → Z, Y → Z, and X
′ → Z are active. Let B[σ, Z]
denote the full subcategory of O⊗σ/ /Z spanned by those diagrams
X
f //

Y
g

X ′ // Y ′
in O⊗ where the map Y ′ → Z is active, the map g is semi-inert, and the map q(X ′)
∐
q(X) q(Y )→ q(Y
′)
is a surjective map of pointed finite sets. Then B[σ, Z] is weakly contractible.
(3) Condition (2) holds in the special case where f is required to be 1-semi-inert.
Proof. In the situation of (2), let A[σ]′/Z be defined as in Remark B.4.13. There is a canonical inclusion
B[σ, Z] ⊆ A[σ]′/Z . Our assumption that O
⊗ is unital implies that this inclusion admits a right adjoint, and is
therefore a weak homotopy equivalence. The equivalence (1)⇔ (2) now follows by combining Lemma B.4.12
with Remarks B.4.13, B.4.14, and B.4.15. The same argument shows that (3) is equivalent to the condition
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that O⊗ is 1-coherent. The implication (2) ⇒ (3) is obvious; we will complete the proof by showing that
(3)⇒ (2).
Let (σ, Z) be as in (2); we wish to show that B[σ, Z] is weakly contractible. The image q(f) is a semi-inert
morphism 〈n〉 → 〈n+m〉 in N(Γ), for some m ≥ 0. If m = 0, then B[σ, Z] has an initial object and there is
nothing to prove. We assume therefore that m > 0, so that (since O⊗ is unital) f admits a factorization
X
f ′
→ X0
f ′′
→ X ′
such that q(f ′) is an inclusion 〈n〉 →֒ 〈n+m− 1〉 and q(f ′′) is an inclusion 〈n+m− 1〉 →֒ 〈n+m〉. Let
τ : ∆1
∐
{0}∆
2 → O⊗/Z be the diagram given by Y ← X → X0 → X
′, and let τ0 be the restriction of τ to
∆1
∐
{0}∆
1. Let C denote the ∞-category
Fun(∆1,O⊗τ0/ /Z)×Fun({1},O⊗τ0/ /Z)
Fun({1},O⊗τ/ /Z)
whose objects are commutative diagrams
X //
f ′

Y
g′

X0
f ′′

// Y0
g′′

X ′ // Y ′ // Z
in O⊗. Let C0 denote the full subcategory of C spanned by those diagrams where the maps g
′ and g′′
are semi-inert, the maps Y0 → Z and Y ′ → Z are active, and the maps q(Y )
∐
q(X) q(X0) → q(Y0) and
q(Y0)
∐
q(X0)
q(X ′) → q(Y ′) are surjective. There are evident forgetful functors B[σ], Z]
φ
← C0
ψ
→ B[τ0, Z].
The map φ admits a right adjoint and is therefore a weak homotopy equivalence. The simplicial set B[τ0, Z],
and therefore weakly contractible by the inductive hypothesis. To complete the proof, it will suffice to show
that ψ is a weak homotopy equivalence. For this, we will show that ψ satisfies the hypotheses of Lemma
B.4.16:
(a) The map ψ is a flat inner fibration. Fix a diagram
B
@
@@
@@
@@
A
j //
??~~~~~~~
C
in A[τ0]
′
/Z and a morphism j : A→ C in C0 lifting j; we wish to show that the ∞-category
Z = (C0)A//C ×(B[τ0,Z])A/ /C {B}
is weakly contractible. We have a commutative diagram
X //

Y

X0 //

YA

// YB // YC

X ′ // Y ′A // Y
′
C
// Z
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in O⊗. Restricting our attention to the rectangle in the lower right, we obtain a commutative diagram
YB
!!B
BB
BB
BB
B
YA
j0 //
==||||||||
YC
in O⊗ and a morphism j0 : Y A → Y C in KO lifting j. Let Z0 = (KO)Y A/ /Y C ×O⊗YA//YC
{YB} be the
∞-category whose objects are diagrams
YA //
α

YB //

YC

Y ′A
// Y ′B // Y
′
C
in O⊗. Let Z1 be the full subcategory of Z0 spanned by those diagrams for which the map Y
′
B → Y
′
C is
active, and let Z2 be the full subcategory of Z1 spanned by those maps for which q(YB)
∐
q(YA)
q(Y ′A)→
q(Y ′B) is surjective. Since the map q(YA)
∐
q(X0)
q(X ′)→ q(Y ′A) is surjective and f
′′ is 1-semi-inert, we
deduce that α is 1-semi-inert. Condition (3) guarantees that O⊗ is 1-coherent, so the ∞-category Z0
is weakly contractible. The inclusion Z1 ⊆ Z0 admits a left adjoint, and the inclusion Z2 ⊆ Z1 admits
a right adjoint. It follows that both of these inclusions are weak homotopy equivalences, so that Z2 is
weakly contractible. There is an evident restriction map Z→ Z2, which is easily shown to be a trivial
Kan fibration. It follows that Z is weakly contractible as desired.
(b) The fibers of ψ are weakly contractible. To prove this, we observe an object b ∈ B[τ0, Z] determines a
commutative diagram
X //

Y

X0 //

Y0
X ′
in O⊗/Z . If we let σ
′ denote the lower part of this diagram, then we have a trivial Kan fibration
ψ−1(b)→ B[σ′, Z], which is weakly contractible by virtue of (3).
(c) For every object c ∈ C0 and every morphism β : ψ(c)→ b in B[τ0, Z], the ∞-category
Y = (C0)c/ ×B[τ0,Z]ψ(c)/ {β}
is weakly contractible. The pair (c, β) determines a diagram
X //

Y

X0 //

Y0 //
g′′

Y1
X ′ // Y ′
in O⊗/Z . Let σ
′′ denote the lower right corner of this diagram. Then we have a trivial Kan fibration
Y → B[σ′′, Z]. Since the map q(Y0)
∐
q(X0)
q(X ′) → q(Y ′) is surjective, we deduce that g′′ is 1-semi-
inert, so that B[σ′′, Z] is weakly contractible by virtue of (3).
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Proof of Theorem B.4.6. In view of Remark B.4.8, it will suffice to show that conditions (1) and (3) of
Theorem B.4.6 are equivalent. Fix a pair of active morphisms f : X → Y and g : Y → Z in O⊗, where
Z ∈ O. Let σ : ∆3 → O⊗ be as in the formulation of condition (3), and consider the diagram
Ext(σ, {0, 1}) //

Ext(σ|∆{0,1,3}, {0, 1})

Ext(σ|∆{0,2,3}, {0}) // Ext(σ|∆{0,3}, {0}).
Each of the maps in this diagram is a Kan fibration between Kan complexes. Consequently, condition (3) is
satisfied if and only if, for every vertex v of Ext(σ|∆{0,3}, {0}), the induced diagram of fibers
Ext(σ|∆{0,1,3}, {0, 1})v ← Ext(σ, {0, 1})v → Ext(σ|∆
{0,2,3}, {0})v
has a contractible homotopy pushout. Without loss of generality, we may assume that v determines a
diagram
X //

Y // Z
idZ

X ′ // Z
in O⊗, where the left vertical map is 1-semi-inert. Let τ denote the induced diagram X ′ ← X → Y in O⊗/Z ,
and let B[τ, Z] be the ∞-category defined in Proposition B.4.18. Let B[τ, Z]1 denote the full subcategory of
B[τ, Z] spanned by those objects which correspond to diagrams
X //

Y

X ′ // Y ′
where the right vertical map is an equivalence. Then there is a unique map p : B[τ, Z] → ∆1 such that
p−1{1} ≃ B[τ, Z]1. Let B[τ, Z]0 = p−1{0}, and let Z = Fun∆1(∆
1,B[τ, Z]) be the ∞-category of sections of
p. We have a commutative diagram
Ext(σ|∆{0,1,3}, {0, 1})v //

Ext(σ, {0, 1})voo //

Ext(σ|∆{0,2,3}, {0})v

B[τ, Z]0 Zoo // B[τ, Z]1.
in which the vertical maps are trivial Kan fibrations. Consequently, condition (3) is satisfied if and only if
each homotopy pushout
B[τ, Z]0
∐
Z×{0}
(Z×∆1)
∐
Z×{1}
B[τ, Z]1
is weakly contractible. According to Proposition B.3.3.14, this homotopy pushout is categorically equivalent
to B[τ, Z], so the equivalence of (1) and (3) follows from Proposition B.4.18.
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B.5 Coproducts of ∞-Operads
Let Catlax∞ denote the ∞-category of ∞-operads. Then Cat
lax
∞ can be realized as the underlying ∞-category
of a combinatorial simplicial model category POp∞ (see §C.1.8), and therefore admits small limits and
colimits (Corollary T.4.2.4.8). The limit of a diagram σ in Catlax∞ can usually be described fairly explicitly:
namely, choose an injectively fibrant diagram σ in POp∞ representing σ, and then take the limit of σ in the
ordinary category of ∞-preoperads. The case of colimits is more difficult: we can apply the same procedure
to construct an ∞-preoperad which represents lim−→(σ), but this representative will generally not be fibrant
and the process of “fibrant replacement” is fairly inexplicit. Our goal in this section is to give a more direct
construction of colimits in a special case: namely, the case of coproducts.
Definition B.5.1. Given an object 〈n〉 ∈ Γ and a subset S ⊆ 〈n〉 which contains the base point, there is
a unique integer k and bijection 〈k〉 ≃ S whose restriction to 〈k〉◦ is order-preserving; we will denote the
corresponding object of Γ by [S]. We define a category Sub as follows:
(1) The objects of Sub are triples (〈n〉, S, T ) where 〈n〉 ∈ Γ, S and T are subsets of 〈n〉 such that S∪T = 〈n〉
and S ∩ T = {∗}.
(2) A morphism from (〈n〉, S, T ) to (〈n′〉, S′, T ′) in Sub is a morphism f : 〈n〉 → 〈n′〉 in Γ such that
f(S) ⊆ S′ and f(T ) ⊆ T ′.
There is an evident triple of functors π, π−, π+ : Sub→ Γ, given by the formulas
π−(〈n〉, S, T ) = [S] π(〈n〉, S, T ) = 〈n〉 π+(〈n〉, S, T ) = [T ].
For any pair of∞-operads C⊗ and D⊗, we define a new simplicial set C⊗⊞D⊗ so that we have a pullback
diagram
C
⊗
⊞D
⊗ //

C
⊗×D⊗

N(Sub)
π−×π+ // N(Γ)×N(Γ).
We regard C⊗⊞D⊗ as equipped with a map to N(Γ), given by the composition
C
⊗
⊞D
⊗ → N(Sub)
π
→ N(Γ).
Remark B.5.2. The product functor (π−×π+) : Sub→ Γ×Γ is an equivalence of categories. Consequently,
C
⊗
⊞D
⊗ is equivalent (as an ∞-category) to the product C⊗×D⊗. However, it is slightly better behaved
in the following sense: the composite map
C
⊗
⊞D
⊗ → N(Sub)→ N(Γ)
is a categorical fibration, since it is the composition of a pullback of the categorical fibration C⊗×D⊗ →
N(Γ)×N(Γ) with the categorical fibration N(Sub)→ N(Γ).
Lemma B.5.3. Let C⊗ and D⊗ be ∞-operads. Then C⊗⊞D⊗ is an ∞-operad.
Proof. We can identify an object of (C⊗⊞D⊗)〈n〉 with a quintuple X = (〈n〉, S, T, C,D), where (〈n〉, S, T ) ∈
Sub, C ∈ C⊗[S], and D ∈ D
⊗
[T ]. Suppose we are given an inert map α : 〈n〉 → 〈n
′〉 in Γ. Let S′ = α(S)
and T ′ = α(T ). Then α induces inert morphisms α− : [S] → [S′] and α+ : [T ] → [T ′]. Choose an inert
morphism f− : C → C′ in C
⊗ lifting α− and an inert morphism f+ : D → D′ in D
⊗ lifting α+. These maps
together determine a morphism f : (〈n〉, S, T, C,D) → (〈n′〉, S′, T ′, C′, D′). Since (f−, f+) is coCartesian
with respect to the projection C⊗×D⊗ → N(Γ) × N(Γ), the map f is p-coCartesian, where p denotes the
map C⊗⊙D⊗ → N(Sub). Let π : N(Sub) → N(Γ) be as in Definition B.5.1. It is easy to see that p(f) is
π-coCartesian, so that f is (π ◦ p)-coCartesian by virtue of Proposition T.2.4.1.3.
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Choose (π◦p)-coCartesian morphisms X → Xi covering the inert morphisms ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n.
We claim that these maps exhibit X as a (π ◦ p)-product of the objects Xi. Using our assumption that C
⊗
and D⊗ are∞-operads, we deduce that these maps exhibit X as a p-product of the objects {Xi}. It therefore
suffices to show that they exhibit p(X) as a π-product of the objects p(Xi) in the∞-category N(Sub), which
follows immediately from the definitions.
It remains only to show that for each n ≥ 0, the canonical functor φ : (C⊗⊞D⊗)〈n〉 → (C
⊗
⊞D
⊗)n〈1〉 is
essentially surjective. We can identify the latter with (C
∐
D)n. Given a collection of objects X1, . . . , Xn
of C
∐
D, we let S = {∗} ∪ {i : Xi ∈ C} and T = {∗} ∪ {i : Xi ∈ D}. Let C =
⊕
Xi∈C
Xi ∈ C
⊗
[S] and
let D =
⊕
Xi∈D
Xi ∈ D
⊗
[T ]. Then X = (〈n〉, S, T, C,D) is an object of (C
⊗
⊞D
⊗)〈n〉 such that φ(X) ≃
(X1, . . . , Xn).
Remark B.5.4. The operation ⊞ of Definition B.5.1 is commutative and associative up to coherent iso-
morphism, and determines a symmetric monoidal structure on the category (Set∆)/N(Γ) of simplicial sets
X endowed with a map X → N(Γ). This restricts to a symmetric monoidal structure on the (ordinary)
category of ∞-operads and maps of ∞-operads.
We next show that the ∞-operad C⊗⊞D⊗ can be identified with a coproduct of C⊗ with D⊗ in Catlax∞ .
Theorem B.5.5. Let C⊗ and D⊗ be∞-operads. We let (C⊗⊞D⊗)− denote the full subcategory of C
⊗
⊞D
⊗
spanned by those objects whose image in Sub has the form (〈n〉, 〈n〉, {∗}), and let (C⊗⊞D⊗)+ denote the
full subcategory spanned by those objects whose image in Sub has the form (〈n〉, {∗}, 〈n〉). Then:
(1) The projection maps (C⊗⊞D⊗)− → C
⊗ and (C⊗⊞D⊗)+ → D
⊗ are trivial Kan fibrations.
(2) The map C⊗⊞D⊗ → N(Γ) exhibits both (C⊗⊞D⊗)− and (C
⊗
⊞D
⊗)+ as ∞-operads.
(3) For any ∞-operad E⊗, the inclusions
(C⊗⊞D⊗)−
i
→֒ C⊗⊞D⊗
j
←֓ (C⊗⊞D⊗)+
induce an equivalence of ∞-categories
Funlax(C⊗⊞D⊗,E⊗)→ Funlax((C⊗⊞D⊗)−,E
⊗)× Funlax((C⊗⊞D⊗)+,E
⊗).
In particular, i and j exhibit C⊗⊞D⊗ as a coproduct of (C⊗⊞D⊗)− ≃ C
⊗ and (C⊗⊞D⊗)+ ≃ D
⊗ in
the ∞-category Catlax∞ .
Proof. Assertion (1) follows from the evident isomorphisms
(C⊗⊞D⊗)− ≃ C
⊗×D⊗〈0〉 (C
⊗
⊞D
⊗)+ ≃ C
⊗
〈0〉×D
⊗,
together with the observation that C⊗〈0〉 and D
⊗
〈0〉 are contractible Kan complexes. Assertion (2) follows
immediately from (1). To prove (3), let X = (C⊗⊞D⊗)− ∩ (C
⊗
⊞D
⊗)+ ≃ C
⊗
〈0〉×D
⊗
〈0〉 and let Y =
(C⊗⊞D⊗)− ∪ (C
⊗
⊞D
⊗)+. Let A denote the full subcategory of FunN(Γ)(Y,E
⊗) spanned by those functors
whose restriction to both (C⊗⊞D⊗)− and (C
⊗
⊞D
⊗)+ are ∞-operad maps. We have homotopy pullback
diagram
A //

Funlax((C⊗⊞D⊗)−,E
⊗)

Funlax((C⊗⊞D⊗)+,E
⊗) // FunN(Γ)(X,E
⊗).
Since E⊗〈0〉 is a contractible Kan complex, the simplicial set FunN(Γ)(X,E
⊗) is also a contractible Kan complex,
so the map
A→ Funlax((C⊗⊞D⊗)−,E
⊗)× Funlax((C⊗⊞D⊗)+,E
⊗)
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is a categorical equivalence. We will complete the proof by showing that the map Funlax(C⊗⊞D⊗,E⊗)→ A
is a trivial Kan fibration.
Let q : E⊗ → N(Γ) denote the projection map. In view of Proposition T.4.3.2.15, it will suffice to show
the following:
(a) An arbitrary map A ∈ FunN(Γ)(C
⊗
⊞D
⊗,E⊗) is an∞-operad map if and only if it satisfies the following
conditions:
(i) The restriction A0 = A|Y belongs to A.
(ii) The map A is a q-right Kan extension of A0.
(b) For every object A0 ∈ A, there exists an extension A ∈ FunN(Γ)(C
⊗
⊞D
⊗,E⊗) of A0 which satisfies
the equivalent conditions of (a).
To prove (a), consider an object A ∈ FunN(Γ)(C
⊗
⊞D
⊗,E⊗) and an object X = (〈n〉, S, T, C,D) ∈
C
⊗
⊞D
⊗. Choose morphisms α : C → C0 and β : D → D0, where C0 ∈ C
⊗
〈0〉 and D0 ∈ D
⊗
〈0〉. Set
X− = ([S], [S], {∗}, C,D0) X0 = (〈0〉, {∗}, {∗}, C0, D0) X+ = ([T ], {∗}, [T ], C0, D).
Then α and β determine a commutative diagram
X //

X−

X+ // X0.
Using Theorem T.4.1.3.1, we deduce that this diagram determines a map
φ : Λ22 → Y×C⊗ ⊞D⊗(C
⊗
⊞D
⊗)X/
such that φop is cofinal. It follows that A is a q-right Kan extension of A0 at X if and only if the diagram
A(X) //

A(X−)

A(X+) // A(X0)
is a q-pullback diagram. Since q : E⊗ → N(Γ) is an ∞-operad, this is equivalent to the requirement that the
maps A(X−)← A(X)→ A(X+) are inert. In other words, we obtain the following version of (a):
(a′) A map A ∈ FunN(Γ)(C
⊗
⊞D
⊗,E⊗) is a q-right Kan extension of A0 = A|Y if and only if, for every
object X ∈ C⊗⊞D⊗ as above, the maps A(X−)← A(X)→ A(X+) are inert.
We now prove (a) Suppose first that A is an ∞-operad map; we wish to prove that A satisfies conditions
(i) and (ii). Condition (i) follows immediately from the description of the inert morphisms in C⊗⊞D⊗
provided by the proof of Lemma B.5.3, and condition (ii) follows from (a′). Conversely, suppose that (i) and
(ii) are satisfied. We wish to prove that A preserves inert morphisms. In view of Remark C.1.2.2, it will suffice
to show that A(X) → A(Y ) is inert whenever X → Y is an inert morphism such that Y ∈ (C⊗⊞D⊗)〈1〉.
It follows that Y ∈ Y; we may therefore assume without loss of generality that Y ∈ (C⊗⊞D⊗)−. The
map X → Y then factors as a composition of inert morphisms X → X− → Y , where X− is defined as
above. Then A(X) → A(X−) is inert by virtue of (ii) and (a′), while A(X−) → A(Y ) is inert by virtue of
assumption (i).
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To prove (b), it will suffice (by virtue of Lemma T.4.3.2.13) to show that for each X ∈ C⊗⊙D⊗, the
induced diagram
YX/ → Y
A0→ E⊗
admits a q-limit. Since φop is cofinal, it suffices to show that there exists a q-limit of the diagram
A0(X−)→ A0(X0)← A0(X+).
The existence of this q-limit follows immediately from the assumption that E⊗ is an ∞-operad.
Remark B.5.6. We can informally summarize Theorem B.5.5 as follows: for every triple of∞-operads O⊗−,
O
⊗
+, and C
⊗, we have a canonical equivalence of ∞-categories
AlgO(C)→ AlgO−(C)×AlgO+(C),
where O⊗ = O⊗−⊞O
⊗
+ .
As an application of Theorem B.5.5, we will explain how to view understand the formation of tensor
products of algebras as an instance of the theory of operadic left Kan extensions. First, we need to introduce
a bit of notation.
Notation B.5.7. We let Sub′ denote the categorical mapping cylinder of the forgetful functor π : Sub→ Γ
of Definition B.5.1. More precisely, the category Sub can be described as follows:
(i) An object of Sub′ is either an object of Sub or an object of Γ.
(ii) Morphisms in Sub′ are given by the formulas
HomSub′(〈m〉, (〈n〉, S, T )) = ∅.
HomSub′(〈m〉, 〈n〉) = HomΓ(〈m〉, 〈n〉) HomSub′((〈m〉, S, T ), 〈n〉) = HomΓ(〈m〉, 〈n〉)
HomSub′((〈m〉, S, T ), (〈n〉, S
′, T ′)) = HomSub((〈m〉, S, T )(〈n〉, S
′, T ′)).
The functors π−, π+, and π of Definition B.5.1 extend naturally to retractions of Sub
′ onto the full subcat-
egory Γ ⊆ Sub′; we will denote these retractions by π′−, π
′
+, and π
′.
Let O⊗ be an ∞-operad. We define a simplicial set TO equipped with a map TO → N(Sub
′) so that
the following universal property is satisfied: for every simplicial set K equipped with a map K → N(Sub′),
the set HomN(Sub′)(K,TO) can be identified with the set of pairs of maps e−, e+ : K → O
⊗ satisfying the
following conditions:
(1) The diagram
K
e− //

O
⊗

K
e+oo

N(Sub′)
π′− // N(Γ) N(Sub′)
π′+oo
is commutative.
(2) The maps e− and e+ coincide on K ×N(Sub′) N(Γ).
We regard TO as an object of (Set∆)/∆1×N(Γ) via the map
TO → N(Sub
′)
ψ×π′
→ ∆1 ×N(Γ),
where ψ : N(Sub′)→ ∆1 is the map given by 0 on the subcategory Sub ⊆ Sub′ and 1 on Γ ⊆ Sub′.
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We observe that the fiber product TO×∆1{0} is isomorphic with O
⊗
⊞O
⊗, while TO×∆1{1} is isomorphic
to O⊗.
Lemma B.5.8. Let O⊗ be an ∞-operad. Then the map q : TO → ∆1 ×N(Γ) of Notation B.5.7 exhibits TO
as a ∆1-family of ∞-operads.
Proof. It is easy to see that TO is an ∞-category, and that the fibers TO×∆1{i} are ∞-operads (Lemma
B.5.3). To complete the proof, we must show the following:
(a) Every inert morphism in TO×∆1{i} is q-coCartesian.
(b) Given an object X ∈ TO×∆1{i} lying over 〈n〉 ∈ N(Γ), any collection of inert morphisms X → Xj
covering ρj : 〈n〉 → 〈1〉 for 1 ≤ j ≤ n exhibits X as a q-product of the objects {Xj}1≤j≤n.
Assertion (a) is obvious when i = 1, and follows easily from the characterization of inert morphisms given
in the proof of Lemma B.5.3 when i = 0. Assertion (b) is obvious when i = 0. Let us prove that (b) holds
when i = 1. Fix an object Y ∈ TO×∆1{0} lying over 〈m〉 ∈ N(Γ), and for every map α : 〈m〉 → 〈n〉 in Γ let
MapαTO(Y,X) denote the summand of MapTO(Y,X) lying over α. We wish to prove that the map
φ : MapαTO(Y,X)→
∏
1≤j≤n
Mapρ
jα
TO
(Y,Xj)
is a homotopy equivalence. We can identify Y with a quintuple (〈m〉, S, T, Y−, Y+) ∈ O
⊗
⊞O
⊗. The map α
determines a pair of maps α− : [S]→ 〈n〉 and α+ : [T ]→ 〈n〉. It now suffices to observe that φ is equivalent
to a product of the maps
Map
α−
O⊗
(Y−, q−(X))→
∏
1≤j≤n
Map
ρjα−
O⊗
(Y−, Xj)
Map
α+
O⊗
(Y+, q+(X))→
∏
1≤j≤n
Map
ρjα+
O⊗
(Y+, Xj),
which are homotopy equivalences by virtue of our assumption that O⊗ is an ∞-operad.
Construction B.5.9. Let O⊗ be an ∞-operad. There is a canonical map H : O⊗×∆1 → TO, where
H1 = H |O
⊗×{1} is the canonical isomorphism O⊗ ≃ TO×∆1{1} and H0 = H |O
⊗×{0} is given on objects
by the formula (X ∈ O⊗〈n〉) 7→ (〈n〉, 〈n〉, 〈n〉, X,X).
Suppose we are given an ∞-operad family map ψ : TO → D
⊗, where D⊗ is an ∞-operad. Restricting ψ
to TO×∆1{1}, we obtain an∞-operad map ψ± : O
⊗ → D⊗. Similarly, the restriction of ψ to O⊗⊞O⊗ yields
a pair of ∞-operad maps ψ−, ψ+ : O
⊗ → D′
⊗
. Let p : C⊗ → D⊗ be a coCartesian fibration of ∞-operads.
We let Alg−O(C), Alg
+
O(C), and Alg
±
O(C) be the ∞-categories of O-algebras in C, defined using the ∞-operad
morphisms ψ−, ψ+, and ψ±, respectively. For every algebra object A ∈ FunD⊗(O⊗⊞O⊗ ,C), we can choose
a p-coCartesian natural transformation α : A ◦H0 → A′ in Fun(O
⊗,C⊗) lifting the natural transformation
ψ ◦H . This construction determines a functor
Funlax
D⊗
(O⊗⊞O⊗,C)→ Alg±O(C).
Theorem B.5.5 allows us to identify the ∞-category on the left hand side with Alg−O(C) × Alg
+
O(C). Under
this identification, we obtain a functor
Alg−O(C)×Alg
+
O(C)→ Alg
±
O(C);
we will refer to this functor as the tensor product and denote it by ⊗.
In the special case where D⊗ = N(Γ), we recover the usual tensor product operation on algebra objects
of a symmetric monoidal ∞-category (see Proposition C.1.8.19).
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Proposition B.5.10. Suppose we are given an∞-operad O⊗, an∞-operad family map ψ : TO → D
⊗, and a
coCartesian fibration of ∞-operads q : C⊗ → D⊗. Then the tensor product functor ⊗ : Alg−O(C)×Alg
+
O(C) ≃
Funlax
D⊗
(O⊗⊞O⊗,C⊗)→ Alg±O(C) described in Construction B.5.9 is induced by operadic q-left Kan extension
along the correspondence of ∞-operads TO → ∆1 ×N(Γ).
Proof. Let A denote the full subcategory of FunD⊗(TO,C
⊗) spanned by the ∞-operad family maps which
are operadic q-left Kan extensions. The assertion of Proposition B.5.10 can be stated more precisely as
follows:
(a) Every algebra object A0 ∈ Fun
lax
D⊗
(O⊗⊞O⊗,C⊗) admits an operadic q-left Kan extension A ∈ A.
(b) The restriction map A → Funlax
D⊗
(O⊗−⊞O
⊗
+,C
⊗) is a trivial Kan fibration, and therefore admits a
section s.
(c) The composition
Funlax
D⊗
(O⊗−⊞O
⊗
+,C
⊗)
s
→ A→ Alg±O(C)
is equivalent to the tensor product functor described in Construction B.5.9.
To prove assertion (a), we must show that for every object X ∈ O, the induced diagram
(TactO )/X ×TO (O
⊗
−⊞O
⊗
+)→ C
⊗
can be extended to an operadic q-colimit diagram lying over the obvious map
(TactO )/X ×T (O
⊗
⊞O
⊗))⊲ → D⊗
(Theorem C.2.5.4). We observe that the ∞-category (TactO )/X ×TO (O
⊗
−⊞O
⊗
+) has a final object, given by
the quintuple X ′ : (〈2〉, {0, ∗}, {1, ∗}, X,X). It therefore suffices to show that A0(X ′) can be extended to an
operadic q-colimit diagram {X ′}⊲ → C⊗ lying over the active map 〈2〉 → 〈1〉. The existence of this extension
follows from our assumption that q is a coCartesian fibration of∞-operads (Proposition C.2.2.12). Assertion
(b) follows immediately from (a), by virtue of Lemma C.2.6.3.
To prove (c), consider the functor H : O⊗×∆1 → TO of Construction B.5.9. Composition with H induces
a map of simplicial sets h : A×∆1 → Fun(O⊗,C⊗). The proof of (a) shows that h can be regarded as a
coCartesian natural transformation from the composite functor
h0 : A→ Fun
lax
D⊗
(O⊗⊞O⊗,C⊗)
◦H0→ Fun(O⊗,C⊗)
to a functor h1 : A → Alg
±
O(C), so that h1 can be identified with the tensor product of the forgetful
functors A→ Alg−O(C) and Alg
+
O(C). Composing this identification with the section s, we obtain the desired
result.
B.6 Slicing ∞-Operads
Let C be a symmetric monoidal category and let A be a commutative algebra object of C. Then the
overcategory C/A inherits the structure of a symmetric monoidal category: the tensor product of a map
X → A with a map Y → A is given by the composition
X ⊗ Y → A⊗A
m
→ A,
where m denotes the multiplication on A. Our goal in this section is to establish an ∞-categorical analogue
of this observation (and a weaker result concerning undercategories). Before we can state our result, we need
to introduce a bit of notation.
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Definition B.6.1. Let q : X → S be a map of simplicial sets, and suppose we are given a commutative
diagram
X
q

S ×K
p
;;xxxxxxxxx
// S.
We define a simplicial set XpS/ equipped with a map q
′ : XpS/ → S so that the following universal property
is satisfied: for every map of simplicial sets Y → S, there is a canonical bijection of FunS(Y,XpS/) with the
collection of commutative diagrams
Y ×K //

Y ×K⊲

// Y

S ×K
p // X // S.
Similarly, we define a map of simplicial sets X/pS → S so that FunS(Y,X/pS ) is in bijection with the set of
diagrams
Y ×K //

Y ×K⊳

// Y

S ×K
p // X // S.
Remark B.6.2. If S consists of a single point, then XpS/ and X/pS coincide with the usual overcategory
and undercategory constructions Xp/ and X/p. In general, the fiber of the morphism XpS/ → S over a
vertex s ∈ S can be identified with (Xs)ps/, where Xs = X ×S {s} and ps : K → Xs is the induced map;
similarly, we can identify X/pS ×S {s} with (Xs)/ps .
Notation B.6.3. Let q : C⊗ → O⊗ be a fibration of ∞-operads, and let p : K → AlgO(C) be a diagram.
We let C⊗pO/ and C
⊗
/pO
denote the simplicial sets (C⊗)p
O⊗/
and (C⊗)/p
O⊗
described in Definition B.6.1.
In the special case where K = ∆0, the diagram p is simply given by a O-algebra object A ∈ AlgO(C); in
this case, we will denote C⊗pO/ and C
⊗
/pO
by C⊗AO/ and C
⊗
/AO
, respectively.
We can now state the main result of this section.
Theorem B.6.4. Let q : C⊗ → O⊗ be a fibration of ∞-operads, and let p : K → AlgO(C) be a diagram.
Then:
(1) The maps C⊗pO/
q′
→ O⊗
q′′
← C⊗/pO are fibrations of ∞-operads.
(2) A morphism in C⊗pO/ is inert if and only if its image in C
⊗ is inert; similarly, a morphism in C⊗/pO is
inert if and only if its image in C⊗ is inert.
(3) If q is a coCartesian fibration of ∞-operads, then q′′ is a coCartesian fibration of ∞-operads. If, in
addition, p(k) : O⊗ → C⊗ is a O-monoidal functor for each vertex k ∈ K, then q′ is also a coCartesian
fibration of ∞-operads.
The remainder of this section is devoted to the proof of Theorem B.6.4. We will need a few lemmas.
Lemma B.6.5. Suppose we are given a diagram of simplicial sets
X
q

S ×K
p
;;xxxxxxxxx
// S
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where q is an inner fibration, and let q′ : XpS/ → S be the induced map. Then q
′ is a inner fibration.
Similarly, if q is a categorical fibration, then q′ is a categorical fibration.
Proof. We will prove the assertion regarding inner fibrations; the case of categorical fibrations is handled
similarly. We wish to show that every lifting problem of the form
A //
j

XpS/
q′

B //
==z
z
z
z
S
admits a solution, provided that j is inner anodyne. Unwinding the definitions, we arrive at an equivalent
lifting problem
(A×K⊲)
∐
A×K(B ×K) //
j′

X
q

B ×K⊲ // S,
which admits a solution by virtue of the fact that q is an inner fibration and j′ is inner anodyne (Corollary
T.2.3.2.4).
Lemma B.6.6. Let q : X → S be an innert fibration of simplicial sets and let K and Y be simplicial sets.
Suppose that h : K × Y ⊲ → X is a map such that, for each k ∈ K, the induced map {k} × Y ⊲ → X is a
q-colimit diagram. Let h = h|K × Y . Then the map
Xh/ → Xh/ ×Sqh/ Sqh/
is a trivial Kan fibration.
Proof. We will prove more generally that if K0 ⊆ K is a simplicial subset and h0 = h|(K × Y )
∐
K0×Y
(K ×
Y ⊲), then the induced map θ : Xh/ → Xh0/ ×Sqh0/
Sqh/ is a trivial Kan fibration. Working simplex-by-
simplex, we can reduce to the case where K = ∂∆n and K ′ = ∂∆n. Let us identify Y ⋆∆n with the full
simplicial subset of Y ⊲×∆n spanned by ∆n and Y ⊲×{0}. Let g = h|Y ⋆∆n, and let g = g|Y ⋆ ∂∆n. Then
θ is a pullback of the map
θ′ : Xg/ → Xg/ ×Sqg/ Sqg/.
It will now suffice to show that θ′ has the right lifting property with respect to every inclusion ∂∆m ⊆ ∆m.
Unwinding the definition, this is equivalent to solving a lifting problem of the form
Y ⋆ ∂∆n+m+1 //

X
q

Y ⋆∆n+m+1 //
88r
r
r
r
r
r
S.
This lifting problem admits a solution by virtue of our assumption that h|{0}×Y ⊲ is a q-colimit diagram.
Lemma B.6.7. Let
X
q

S ×K
p
;;xxxxxxxxx
// S
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be a diagram of simplicial sets, where q is an inner fibration, let q′ : XpS/ → S be the induced map, and
suppose we are given a commutative diagram
Y
f //

XpS/
q′

Y ⊲
g //
f
<<x
x
x
x
S
satisfying the following conditions:
(i) For each vertex k ∈ K, the diagram
Y ⊲
g
→ S ≃ S × {k} →֒ S ×K
p
→ X
is a q-colimit diagram.
(ii) The composite map Y
f
→ XpS/ → X can be extended to a q-colimit diagram Y ⊲ → X lying over g.
Then:
(1) Let f : Y ⊲ → XpS/ be a map rendering the diagram commutative. Then f is a q′-colimit diagram if
and only if the composite map Y ⊲
f
→ XpS/ → X is a q-colimit diagram.
(2) There exists a map f satisfying the equivalent conditions of (1).
Proof. Let Z be the full simplicial subset of K⊲ × Y ⊲ obtained by removing the final object, so we have a
canonical isomorphism Z⊲ ≃ K⊲ × Y ⊲. The maps f and g determine a diagram h : Z → X . We claim
that h can be extended to a q-colimit diagram h : Z⊲ → X lying over the map Z⊲ → Y ⊲
g
→ S. To
prove this, let h0 = h|K⊲ × Y , h1 = h|K × Y ⊲, and h2 = h|K × Y . Using (i) we deduce that the map
θ : Xh1/ → Xh2/×Sqh2/ Sqh1/ is a trivial Kan fibration (Lemma B.6.6). The map Xh/ → Xh0/×Sqh0/ Sqh/ is
a pullback of θ, and therefore also a trivial Kan fibration. Consequently, to show that h admits a q-colimit
diagram compatible with g, it suffices to show that h0 admits a q-colimit diagram compatible with g. Since
the inclusion Y →֒ K⊲ × Y is cofinal, this follows immediately from (ii). This proves the existence of h:
moreover, it shows that an arbitrary extension h of h (compatible with g) is a p-colimit diagram if and only
if it restricts to a p-colimit diagram Y ⊲ → Z.
The map h determines an extension f : Y ⊲ → XpS/ of f . We will show that f is a q
′-colimit diagram.
This will prove the “if” direction of (1) and (2); the “only if” direction of (1) will then follow from the
uniqueness properties of q′-colimit diagrams.
We wish to show that every lifting problem of the form
Y ⋆ ∂∆n
F //

XpS/
q′

Y ⋆∆n
99s
s
s
s
s
// S
admits a solution, provided that n > 0 and F |Y ⋆{0} coincides with f . This is equivalent to a lifting problem
of the form
((Y ⋆ ∂∆n)×K⊲)
∐
(Y ⋆∂∆n)×K((Y ⋆∆
n)×K) //
j

X
q

(Y ⋆∆n)×K⊲ //
44iiiiiiiiiii
S
It now suffices to observe that the map j is a pushout of the inclusion Z ⋆ ∂∆n →֒ Z ⋆∆n, so the desired
lifting problem can be solved by virtue of our assumption that h is a q-colimit diagram.
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The following result is formally similar to Lemma B.6.7 but requires a slightly different proof:
Lemma B.6.8. Let
X
q

S ×K
p
;;xxxxxxxxx
// S
be a diagram of simplicial sets, where q is an inner fibration, let q′ : XpS/ → S be the induced map, and
suppose we are given a commutative diagram
Y
f //

XpS/
q′

Y ⊳
g //
f
<<x
x
x
x
S
satisfying the following condition:
(∗) The composite map Y
f
→ XpS/ → X can be extended to a q-limit diagram g′ : Y ⊳ → X lying over g.
Then:
(1) Let f : Y ⊳ → XpS/ be a map rendering the diagram commutative. Then f is a q′-limit diagram if and
only if the composite map Y ⊳
f
→ XpS/ → X is a q-limit diagram.
(2) There exists a map f satisfying the equivalent conditions of (1).
Proof. Let v be the cone point of K⊲ and v′ the cone point of Y ⊳. Let Z be the full subcategory of K⊲× Y ⊳
obtained by removing the vertex (v, v′). The maps f and g determine a map h : Z → X . Choose any map
g′ as in (i), and let g′0 = g
′|Y . We claim that there exists an extension h : K⊲ × Y ⊳ → X of h which is
compatible with g, such that h|{v} × Y ⊳ = g′. Unwinding the definitions, we see that providing such a map
h is equivalent to solving a lifting problem of the form
∅ //

X/g′

K // Xg′0 ×S/qg′0
S/g,
which is possible since the left vertical map is a trivial Kan fibration (since g′ is a q-limit diagram).
The map h determines a diagram f : Y ⊳ → XpS/. We will prove that f is a q
′-limit diagram. This will
prove the “if” direction of (1) and (2); the “only if” direction of (1) will then follow from the uniqueness
properties of q-limit diagrams.
To show that f is a q-limit diagram, we must show that every lifting problem of the form
∂∆n ⋆ Y
F //

XpS/
q′

∆n ⋆ Y
99s
s
s
s
s
// S
admits a solution, provided that n > 0 and F |{n}⋆Y = f . Unwinding the definitions, we obtain an equivalent
lifting problem
(∂∆n ⋆ Y )×K⊲)
∐
(∂∆n⋆Y )×K((∆
n ⋆ Y )×K) //
j

X
q

(∆n ⋆ Y )×K⊲ //
44iiiiiiiiiii
S.
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It now suffices to observe that j is a pushout of the inclusion K ⋆∂∆n ⋆Y →֒ K ⋆∆n ⋆Y , so that the desired
extension exists because h|{v} × Y ⊳ = g′ is a q-limit diagram.
Proof of Theorem B.6.4. We will prove (1), (2), and (3) for the simplicial set C⊗pO/; the analogous assertions
for C⊗/pO follow by the same reasoning. We first observe that q
′ is a categorical fibration (Lemma B.6.5). Let
X ∈ C⊗pO/, and suppose we are given an inert morphism α : q(X) → Y in O
⊗; we wish to show that there
exists a q′-coCartesian morphism X → Y in C⊗pO/ lifting α. This follows immediately from Lemma B.6.7.
Suppose next that we are given an object X ∈ O⊗ lying over 〈n〉 ∈ Γ, and a collection of inert morphisms
αi : X → Xi lying over ρi : 〈n〉 → 〈1〉 for 1 ≤ i ≤ n. We wish to prove that the maps αi induce an
equivalence
θ : (C⊗pO/)X ≃
∏
1≤i≤n
(C⊗pO/)Xi .
Let pX : K → C
⊗
X be the map induced by p, and define maps pXi : K → CXi similarly. We observe that pXi
can be identified with the composition of pX with α
i
! : C
⊗
X → CXi . Since q is a fibration of ∞-operads, we
have an equivalence of ∞-categories
C
⊗
X →
∏
1≤i≤n
CXi .
Passing to the ∞-categories of objects under p, we deduce that θ is also an equivalence.
Now suppose that X is as above, that X ∈ C⊗pO/ is a preimage of X , and that we are given q
′-coCartesian
morphisms X → Xi lying over the maps αi. We wish to show that the induced map δ : 〈n〉
◦⊳
C
⊗
pO/
is a
q′-limit diagram. This follows from Lemma B.6.8, since the image of δ in C⊗ is a q-limit diagram. This
completes the proof of (1). Moreover, our characterization of q′-coCartesian morphisms immediately implies
(2). Assertion (3) follows immediately from Lemma B.6.7.
B.7 Wreath Products of ∞-Operads
Definition B.7.1. Suppose we are given a bifunctor F : O⊗×O′
⊗
→ O′′
⊗
of ∞-operads. Let O⊗,♮ denote
the marked simplicial set (O⊗,M), where M is the collection of all inert morphisms in O⊗, and define O′
⊗,♮
and O′′
⊗,♮
similarly. We will say that F exhibits O′′
⊗
as a tensor product of the ∞-operads O⊗ and O′
⊗
if
the underlying map O⊗,♮⊙O′
⊗,♮
→ O′′
⊗,♮
is a weak equivalence of ∞-preoperads (with respect to the model
structure of Proposition C.1.8.4).
Remark B.7.2. In other words, a bifunctor of ∞-operads F : O⊗×O′
⊗
→ O′′
⊗
exhibits O′′
⊗
as a tensor
product of O⊗ and O′
⊗
if and only if, for every ∞-operad C⊗, composition with F induces an equivalence
of ∞-categories AlgO′′(C)→ AlgO(AlgO′(C)).
For every pair of ∞-operads O⊗ and O′
⊗
, there exists a bifunctor F : O⊗×O′
⊗
→ O′′
⊗
which exhibits
O
′′⊗ as a tensor product of the ∞-operads O⊗ and O′
⊗
. Moreover, the ∞-operad O′′
⊗
(and the bifunctor
F ) are determined up to equivalence. However, it can be quite difficult to describe O′′
⊗
directly. The
product O⊗,♮⊙O′
⊗,♮
is essentially never a fibrant ∞-preoperad, and the process of fibrant replacement is
fairly inexplicit. Our goal in this section is to partially address this difficulty by introducing a map of ∞-
preoperads O⊗,♮×O′
⊗,♮
→ (O⊗ ≀O′
⊗
,M). Our main result, Theorem B.7.5, asserts that this map is a weak
equivalence. This is not really a complete answer, since the codomain (O⊗ ≀O′
⊗
,M) is still generally not a
fibrant∞-preoperad. However, it is in many ways more convenient than the Cartesian product O⊗,♮⊙O′
⊗,♮
,
and will play an important technical role in analyzing the tensor products of little cubes ∞-operads in §1.2.
Construction B.7.3. If C is an ∞-category, we let C∐ be defined as in Construction C.1.5.1. Note that if
C is the nerve of a category J, then C∐ can be identified with the nerve of the category J∐ defined as follows:
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(i) The objects of J∐ are finite sequences (J1, . . . , Jn) of objects in J.
(ii) A morphism from (I1, . . . , Im) to (J1, . . . , Jn) in J
∐ consists of a map α : 〈m〉 → 〈n〉 in Γ together with
a collection of maps {Ii → Jj}α(i)=j .
There is an evident functor Γ∐ → Γ, given on objects by the formula (〈k1〉, . . . , 〈kn〉) 7→ 〈k1 + · · ·+ kn〉.
This functor induces a map
Φ : N(Γ)∐ → N(Γ).
Let C⊗ and D⊗ be ∞-operads. We let C⊗ ≀D⊗ denote the simplicial set
C
⊗×N(Γ)(D
⊗)∐.
We define a map of simplicial sets π : C⊗ ≀D⊗ → N(Γ) by considering the composition
C
⊗ ≀D⊗ = C⊗×N(Γ)(D
⊗)∐
→ (D⊗)∐
→ (N(Γ))∐
Φ
→ N(Γ).
We can identify a morphism f in C⊗ ≀D⊗ with a map g : (D1, . . . , Dm)→ (D′1, . . . , D
′
n) in (D
⊗)∐ lying
over α : 〈m〉 → 〈n〉 in N(Γ), together with a map h : C → C′ in C⊗ lying over α. We will say that f is inert
if h is an inert morphism in D⊗ and g determines a set of inert morphisms {Di → D′j}α(i)=j in D
⊗. Note
that the map π carries inert morphisms of C⊗ ≀D⊗ to inert morphisms in N(Γ).
Remark B.7.4. Let C⊗ and D⊗ be ∞-operads. The map D⊗×N(Γ)→ (D⊗)∐ of Example C.1.5.5 induces
a monomorphism of simplicial sets C⊗×D⊗ → C⊗ ≀D⊗.
Theorem B.7.5. Let C⊗ and D⊗ be ∞-operads, and let M be the collection of inert morphisms in C⊗ ≀D⊗.
Then the inclusion C⊗×D⊗ → C⊗ ≀D⊗ of Remark B.7.4 induces a weak equivalence of ∞-preoperads
C
⊗,♮⊙D⊗,♮ → (C⊗ ≀D⊗,M).
Proof. The proof is nearly identical to that of Theorem C.1.5.6. Using Proposition T.2.3.3.8, we may assume
without loss of generality that D⊗ is minimal. Let E⊗ be an∞-operad. We let X denote the full subcategory
of FunN(Γ)(C
⊗ ≀D⊗,E⊗) spanned functors F which carry inert morphisms in C⊗ ≀D⊗ to inert morphisms in
E
⊗, and define Y ⊆ FunN(Γ)(C
⊗×D⊗,E⊗) similarly. We will show that the restriction functor X → Y is a
trivial Kan fibration.
We now introduce a bit of terminology. Recall that a morphism α from (D1, . . . , Dm) to (D
′
1, . . . , D
′
n) in
(D⊗)∐ consists of a map of pointed sets α : 〈m〉 → 〈n〉 together with a morphism fi : Di → D′α(i) for each
i ∈ α−1〈n〉◦. We will say that α is quasidegenerate if each of the morphisms fi is a degenerate edge of D
⊗.
Let σ be an n-simplex of (D⊗)∐ given by a sequence of morphisms
σ(0)
α(1)
→ σ(1)→ · · ·
α(n)
→ σ(n)
and let
〈k0〉
α(1)
→ 〈k1〉 → · · ·
α(n)
→ 〈kn〉
be the underlying n-simplex of N(Γ). We will say that σ is closed if kn = 1, and open otherwise. If σ is
closed, we define the tail length of σ to be the largest integer m such that the maps α(k) are isomorphisms
for n − m < k ≤ n. We will denote the tail length of σ by t(σ). We define the break point of a closed
simplex σ to be smallest nonnegative integer m such that the maps α(k) are active and quasidegenerate for
m < k ≤ n − t(σ). We will denote the break point of σ by b(σ). Let S =
∐
0≤i≤n 〈ki〉
◦
. We will say that
218
an element j ∈ 〈ki〉
◦ ⊆ S is a leaf if i = 0 or if j does not lie in the image of the map α(i), and we will say
that j is a root if i = n or if α(i + 1)(j) = ∗. We define the complexity c(σ) of σ to be 2l − r, where l is
the number of leaves of σ and r is the number of roots of σ. We will say that σ is flat if it belongs to the
image of the embedding N(Γ)×D⊗ → (D⊗)∐. Since D⊗ is minimal, Proposition T.2.3.3.9 implies that if σ
is closed and b(σ) = 0, then σ is flat.
We now partition the nondegenerate, nonflat simplices of (D⊗)∐ into six groups:
(A) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to A if σ is closed and the map
α(b(σ)) is not inert.
(A′) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to A′ if σ is closed, b(σ) < n−t(σ),
and the map α(b(σ)) is inert.
(B) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to B if σ is closed, b(σ) = n−t(σ),
the map α(b(σ)) is inert, and α(b(σ)) is not quasidegenerate.
(B′) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to B if σ is closed, b(σ) =
n− t(σ) < n, the map α(b(σ)) is inert, and α(b(σ)) is quasidegenerate.
(C) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to C if it is open.
(C′) An n-dimensional nonflat nondegenerate simplex σ of (D⊗)∐ belongs to C′ is it is closed, b(σ) =
n− t(σ) = n, the map α(b(σ)) is inert, and α(b(σ)) is quasidegenerate.
If σ belongs to A′, B′, or C′, then we define the associate a(σ) of σ to be the face of σ opposite the
b(σ)th vertex. It follows from Proposition T.2.3.3.9 that a(σ) belongs to A if σ ∈ A′, B if σ ∈ B′, and C if
σ ∈ C′. In this case, we will say that σ is an associate of a(σ). We note that every simplex belonging to A
or B has a unique associate, while a simplex σ of C has precisely k associates, where 〈k〉 is the image of the
final vertex of σ in N(Γ).
For each n ≥ 0, let K(n) ⊆ (D⊗)∐ be the simplicial subset generated by those nondegenerate simplices
which are either flat, have dimension ≤ n, or have dimension n+ 1 and belong to either A′, B′, or C′. We
observe that K(0) is generated by D⊗×N(Γ) together with the collection of 1-simplices belonging to C′.
Let X(n) denote the full subcategory of MapN(Γ)(C
⊗×N(Γ)K(n),E
⊗) spanned by those maps F with the
following properties:
(i) The restriction of F to C⊗×D⊗ belongs to Y.
(ii) Let f be an edge of C⊗×N(Γ)K(0) whose image in C
⊗ is inert and whose image in K(0) belongs to C′.
Then F (f) is an inert morphism in E⊗.
To complete the proof, it will suffice to show that the restriction maps
X
θ′
→ X(0)
θ′′
→ Y
are trivial Kan fibrations. For the map θ′′, this follows from repeated application of Lemma C.1.5.10. To prove
that θ′ is a trivial Kan fibration, we define X(n) to be the full subcategory of MapN(Γ)(C
⊗×N(Γ)K(n),E
⊗)
spanned by those functors F whose restriction to C⊗×N(Γ)K(0) belongs to X(0). We will prove the following:
(a) A functor F ∈ FunN(Γ)(C
⊗ ≀D⊗,E⊗) carries inert morphisms to inert morphisms if and only if F
satisfies conditions (i) and (ii). Consequently, the ∞-category X can be identified with the inverse
limit of the tower
· · · → X(2)→ X(1)→ X(0).
(b) For n > 0, the restriction map X(n)→ X(n− 1) is a trivial Kan fibration.
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We first prove (a). The “only if” direction is obvious. For the converse, suppose that an object F
of FunN(Γ)(C
⊗ ≀D⊗,E⊗) satisfies conditions (i) and (ii) above. We wish to prove that F preserves inert
morphisms. Let f : X → X ′ be an inert morphism in C⊗ ≀D⊗ covering the map f0 : (〈k1〉, . . . , 〈km〉) →
(〈k′1〉, . . . , 〈k
′
m′〉) in N(Γ)
∐; we wish to prove that F (f) is an inert morphism in E⊗. If m′ = k′1 = 1, then f0
factors as a composition of inert morphisms
(〈k1〉, . . . , 〈km〉)
f ′0→ (〈ki〉)
f ′′0→ (〈1〉)
for some i ∈ 〈m〉◦, which we can lift to a factorization f ≃ f ′′◦f ′ of f where f ′ is quasidegenerate. Condition
(ii) guarantees that F (f ′) is inert, and condition (i) guarantees that F (f ′′) is inert. In the general case, we
consider for each j ∈ 〈k′i〉
◦
an inert morphism gi,j : X
′ → X ′′ lifting the composite map
(〈k′1〉, . . . , 〈k
′
m′〉)→ (〈k
′
i〉)→ (〈1〉).
The above argument shows that F (gi,j) and F (gi,j ◦f) are inert morphisms in E
⊗. The argument of Remark
C.1.2.2 shows that F (f) is inert, as desired.
We now prove (b). For each integer c ≥ 0, let K(n, c) denote the simplicial subset K(n) spanned by those
simplices which either belong to K(n− 1) or have complexity ≤ c. Let X(n, c) denote the full subcategory
of FunN(Γ)(C
⊗×N(Γ)K(n, c),E
⊗) spanned by those maps F whose restriction to K(0) satisfies conditions (i)
and (ii). We have a tower of simplicial sets
· · · → X(n, 2)→ X(n, 1)→ X(n, 0) ≃ X(n− 1)
with whose inverse limit can be identified with X(n). It will therefore suffice to show that for each c > 0,
the restriction map X(n, c)→ X(n, c− 1) is a trivial Kan fibration.
We now further refine our filtration as follows. Let K(n, c)A denote the simplicial subset of K(n, c)
spanned by K(n, c − 1) together with those simplices of K(n, c) which belong to A or A′ and let K(n, c)B
denote the simplicial subset of K(n, c) spanned by K(n, c − 1) together with those simplices which belong
to A, A′, B, or B′. Let X(n, c)A denote the full subcategory of FunN(Γ)(C
⊗×N(Γ)K(n, c)A,E
⊗) spanned by
those maps F satisfying (i) and (ii), and define X(n, c)B similarly. To complete the proof, it will suffice to
prove the following:
(A) The restriction map X(n, c)A → X(n, c− 1) is a trivial Kan fibration. To prove this, it suffices to show
that the inclusion C⊗×N(Γ)K(n, c − 1) → C
⊗×N(Γ)K(n, c)A is a categorical equivalence. Let An,c
denote the collection of all n-simplices belonging to A having complexity c. Choose a well-ordering of
An,c with the following properties:
– If σ, σ′ ∈ An,c and t(σ) < t(σ′), then σ < σ′.
– If σ, σ′ ∈ An,c, t(σ) = t(σ′), and b(σ) < b(σ′), then σ < σ′.
For each σ ∈ An,c, let K(n, c)≤σ denote the simplicial subset of K(n, c) generated by K(n, c− 1), all
simplices τ ≤ σ in An,c, and all of the simplices in A′ which are associated to simplices of the form
τ ≤ σ. Define K(n, c)<σ similarly. Using transfinite induction on An,c, we are reduced to proving that
for each σ ∈ An,c, the inclusion
i : C⊗×N(Γ)K(n, c)<σ → C
⊗×N(Γ)K(n, c)≤σ
is a categorical equivalence. Let σ′ : ∆n+1 → (D⊗)∐ be the unique (n+1)-simplex of A′ associated to
σ. We observe that σ′ determines a pushout diagram
Λn+1b(σ′)
//

K(n, c)<σ

∆n+1 // K(n, c)≤σ.
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Consequently, the map i is a pushout of an inclusion
i′ : C⊗×N(Γ)Λ
n+1
b(σ′) → C
⊗×N(Γ)∆
n+1
b(σ) .
Since the Joyal model structure is left proper, it suffices to show that i′ is a categorical equivalence,
which follows from Lemma C.2.5.6.
(B) The map X(n, c)B → X(n, c)A is a trivial Kan fibration. To prove this, it suffices to show that the
inclusion C⊗×N(Γ)K(n, c)A ⊆ C
⊗×N(Γ)K(n, c)B is a categorical equivalence of simplicial sets. Let Bn,c
denote the collection of all n-simplices belonging to B having complexity c. Choose a well-ordering of
Bn,c such that the function σ 7→ t(σ) is nonstrictly decreasing. For each σ ∈ Bn,c, we let K(n, c)≤σ be
the simplicial subset of K(n, c) generated by K(n, c)A, those simplices τ of Bn,c such that τ ≤ σ, and
those simplices of B′ which are associated to τ ≤ σ ∈ Bn,c. Let K(n, c)<σ be defined similarly. Using
a induction on Bn,c, we can reduce to the problem of showing that each of the inclusions
C
⊗×N(Γ)K(n, c)<σ → C
⊗×N(Γ)K(n, c)≤σ
is a categorical equivalence. Let σ′ : ∆n+1 → (D⊗)∐ be the unique (n+1)-simplex of B′ associated to
σ. We observe that σ′ determines a pushout diagram
Λn+1b(σ′)
//

K(n, c)<σ

∆n+1 // K(n, c)≤σ.
Consequently, the map i is a pushout of an inclusion
i′ : C⊗×N(Γ)Λ
n+1
b(σ′) → C
⊗×N(Γ)∆
n+1
b(σ) .
Since the Joyal model structure is left proper, it suffices to show that i′ is a categorical equivalence,
which follows from Lemma C.2.5.6.
(C) The map X(n, c) → X(n, c)B is a trivial Kan fibration. To prove this, let Cn,c denote the subset of
C consisting of n-dimensional simplices of complexity c, and choose a well-ordering of Cn,c. For each
σ ∈ Cn,c, let K(n, c)≤σ denote the simplicial subset of K(n, c) generated by K(n, c)B, those simplices
τ ∈ Cn,c such that τ ≤ σ, and those simplices of C′ which are associated to τ ∈ Cn,c with τ ≤ σ.
Let X(n, c)≤σ be the full subcategory of FunN(Γ)(C
⊗×N(Γ)K(n, c)≤σ,E
⊗) spanned by those maps F
satisfying (i) and (ii). We defineK(n, c)<σ and X(n, c)<σ similarly. Using transfinite induction on Cn,c,
we are reduced to the problem of showing that for each σ ∈ Cn,c, the map ψ : X(n, c)≤σ → X(n, c)<σ
is a trivial Kan fibration.
Let 〈k〉 denote the image of the final vertex of σ in Γ. For 1 ≤ i ≤ k, let σi ∈ C′ denote the unique
(n+ 1)-simplex associated to σ such that σi carries ∆
{n,n+1} to the morphism ρi in Γ. The simplices
{σi}1≤i≤k determine a map of simplicial sets ∆n ⋆ 〈k〉
◦ → K(n, c)≤σ. We have a pushout diagram of
simplicial sets
(∂∆n) ⋆ 〈k〉◦ //

K(n, c)<σ

∆n ⋆ 〈k〉◦ // K(n, c)≤σ.
The map ψ fits into a pullback diagram
E(n, c)≤σ //
ψ

Fun′∆n⋆〈k〉◦(C
⊗×N(Γ)(∆
n ⋆ 〈k〉◦),E⊗×N(Γ)(∆
n ⋆ 〈k〉◦))
ψ′

E(n, c)<σ // Fun
′
∂∆n⋆〈k〉◦(C
⊗×N(Γ)(∂∆
n ⋆ 〈k〉◦),E⊗×N(Γ)(∂∆
n ⋆ 〈k〉◦))
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where ψ′ denotes the trivial Kan fibration of Lemma C.1.5.11.
222
References
[1] Arone, G. and M. Ching. Operads and Chain Rules for the Calculus of Functors. Preprint.
[2] Artin, M. The´orie des topos et cohomologie e´tale des sche´mas. SGA 4. Lecture Notes in Mathematics
269, Springer-Verlag, Berlin and New York, 1972.
[3] Artin, M. and B. Mazur. E´tale Homotopy. Lecture Notes in Mathematics 100, Springer-Verlag, Berlin
and New York, 1969.
[4] Baez, J. and J. Dolan. Higher-Dimensional Algebra and Topological Qauntum Field Theory. J. Math.
Phys. 36 (11), 1995, 6073–6105.
[5] Basterra, M. Andre´-Quillen cohomology of commutative S-algebras. Journal of Pure and Applied Algebra
144 (1999) no. 2, 111-143.
[6] Behrend, K. and B. Fantechi. The intrinsic normal cone. Inventiones Mathematicae 128 (1997) no. 1,
45-88.
[7] Beilinson, A. , Bernstein, J. and P. Deligne. Faisceaux pervers. Asterisuqe 100, Volume 1, 1982.
[8] Beilinson, A., and V. Drinfeld. Chiral Algebras. Colloquium Publications 51, 2004.
[9] Bergner, J.E. A Model Category Structure on the Category of Simplicial Categories. Transactions of the
American Mathematical Society 359 (2007), 2043-2058.
[10] Bergner, J.E. A survey of (∞, 1)-categories. Available at math.AT/0610239
[11] Bergner, J.E. Rigidification of algebras over multi-sorted theories. Algebraic and Geometric Topoogy 7,
2007.
[12] Bergner, J.E. Three models for the homotopy theory of homotopy theories, Topology 46 (2007), 397-436.
[13] Bosch, Guntzer, U., and R. Remmert, R. Non-Archimedean Analysis: a Systematic Approach to Rigid
Analytic Geometry. Springer-Verlag, Berlin and Heidelberg, 1984.
[14] Bousfield, A.K. and D.M. Kan. Homotopy limits, completions, and localizations. Lecture Notes in Math-
ematics 304, Springer-Verlag, 1972.
[15] Cisinski, D-C and I. Moerdijk. Dendroidal sets as models for homotopy operads. Available for download
as arXiv:0902.1954v1.
[16] Dugger, D. Combinatorial model categories have presentations. Advances in Mathematics 164, 2001,
177-201.
[17] Dunn, G. Tensor products of operads and iterated loop spaces. J. Pure Appl. Algebra 50, 1988, no. 3,
237-258.
[18] Eilenberg, S. and N.E. Steenrod. Axiomatic approach to homology theory. Proc. Nat. Acad. Sci. U.S.A.
31, 1945, 117-120.
[19] Eisenbud, D. Commutative algebra. Springer-Verlag, New York, 1995.
[20] Elmendorf, A.D., Kriz, I. , Mandell, M.A., and J.P. May. Rings, modules and algebras in stable homotopy
theory. Mathematical Surveys and Monographs 47, American Mathematical Society, 1997.
[21] Francis, J. Derived Algebraic Geometry over En-Rings. Unpublished MIT PhD dissertation.
[22] Fulton, W. Algebraic curves. W.A. Benjamin, Inc., New York, 1969.
223
[23] Goerss, P. and J.F. Jardine. Simplicial Homotopy Theory. Progress in Mathematics, Birkhauser, Boston,
1999.
[24] Goodwillie, T. Calculus I: The rst derivative of pseudoisotopy theory. K-Theory 4 (1990), no. 1, 127.
[25] Goodwillie, T. Calculus. II. Analytic functors. K-Theory 5 (1991/92), no. 4, 295332.
[26] Goodwillie, T. Calculus III: Taylor Series. Geometry and Topology, Volume 7 (2003) 645-711.
[27] Grauert, H. and R. Remmert. Theory of Stein Spaces. Springer-Verlag, Berlin Heidelberg, 2004.
[28] Gunning, R. and H. Rossi. Analytic functions of several complex variables. Prentice-Hall, Englewood
Cliffs, N.J, 1965.
[29] Hatcher, A. Algebraic Topology. Cambridge University Press, 2002.
[30] Hook, E.C. Equivariant cobordism and duality. Transactions of the American Mathematical Society 178
(1973) 241-258.
[31] Hovey, M. Model Categories. Mathematical Surveys and Monographs 63, AMS, Providence, RI, 1999.
[32] Hovey, M., Shipley, B. and J. Smith. Symmetric spectra. Journal of the American Mathematical Society
13, 2000, no. 1, 149-208.
[33] Illusie, L. Complexe cotangent et de´formations I. Lecture Notes in Mathematics 239, Springer-Verlag,
1971.
[34] Illusie, L. Complexe cotangent et de´formations II. Lecture Notes in Mathematics 283, Springer-Verlag,
1972.
[35] Joyal, A. Notes on quasi-categories.
[36] Joyal, A. Simplicial categories vs. quasi-categories.
[37] Joyal, A. and R. Street. Tortile Yang-Baxter operators in tensor categories. J. Pure. Appl. Algebra 71,
1991, no. 1, 43-51.
[38] Joyal, A. and M. Tierney. Quasi-categories vs. Segal Spaces. Preprint available at math.AT/0607820.
[39] Kerz, M. The complex of words and Nakaoka stability. Homology, Homotopy and Applications, volume
7(1), 2005, pp. 77-85.
[40] Klein, J. and J. Rognes. A chain rule in the calculus of homotopy functors. Geom. Topol. 6 (2002),
853887.
[41] Knutson, D. Algebraic spaces. Lecture Notes in Mathematics 203, Springer-Verlag, 1971.
[42] Kontsevich, M. and Y. Soibelman. Deformations of algebras over operads and Deligne’s conjecture.
Conference Moshe Flato 1999: Quantization, Deformations and Symmetries Volume I. Kluwer Academic
Publishers, Dordrecht, The Netherlands. 225-308.
[43] Laplaza, M. Coherence for distributivity. Coherence in categories, 29-65. Lecture Notes in Mathematics
281, Springer-Verlag, 1972.
[44] Laumon, G. and L. Moret-Bailly. Champs algebriques. Springer-Verlag, 2000.
[45] Lazard, Daniel. Sur les modules plats. C.R. Acad. Sci. Paris 258, 1964, 6313-6316.
[46] Lurie, J. Higher Topos Theory. Available for download at http://www.math.harvard.edu/ lurie/ .
224
[47] Lurie, J. On the Classification of Topological Field Theories. Current Developments in Mathematics
2008. International Press, 2009.
[48] Lurie, J. Derived Algebraic Geometry I: Stable ∞-Categories. Available for download.
[49] Lurie, J. Derived Algebraic Geometry II: Noncommutative Algebra. Available for download.
[50] Lurie, J. Derived Algebraic Geometry III: Commutative Algebra. Available for download.
[51] Lurie, J. Derived Algebraic Geometry IV: Deformation Theory. Available for download.
[52] Lurie, J. Derived Algebraic Geometry V: Structured Spaces. Available for download.
[53] Lurie, J. Derived Algebraic Geometry VI: E[k]-Algebras. Available for download.
[54] Lurie, J. Derived Algebraic Geometry VII: Spectral Schemes. In preparation.
[55] Lurie, J. (∞, 2)-Categories and the Goodwillie Calculus I. Available for download.
[56] Lurie, J. (∞, 2)-categories and the Goodwillie Calculus II. In preparation.
[57] Lurie, J. Elliptic curves in spectral algebraic geometry. In preparation.
[58] Lurie, J. Toric varieties, elliptic cohomology at infinity, and loop group representations. In preparation.
[59] MacLane, S. Categories for the Working Mathematician. Second edition. Graduate Txts in Mathematics,
5. Springer-Verlag, New York, 1998.
[60] Mardesic, S., and J. Segal. Shape Theory. North-Holland, Amsterdam, 1982.
[61] May, J.P. The Geometry of Iterated Loop Spaces.
[62] McClure, J. and J. Smith. A solution of Deligne’s Hochschild cohomology conjecture. Recent progress
in homotopy theory. Contemporary Mathematics 293, 2002, 153-194.
[63] McDuff, D. Configuration spaces of positive and negative particles. Topology 14, 1975, 91-107.
[64] Mitchell, B. A quick proof of the Gabriel-Popesco theorem. Journal of Pure and Applied Algebra 20
(1981), 313-315.
[65] Neeman, A. Triangulated categories. Annals of Mathematics Studies, 148. Princeton University Press,
2001.
[66] Quillen, D. Homotopical Algebra. Lectures Notes in Mathematics 43, SpringerVerlag, Berlin, 1967.
[67] Rezk, C. A model for the homotopy theory of homotopy theory. Transactions of the American Mathe-
matical Society 35 (2001), no. 3, 973-1007.
[68] Rosicky, J. On Homotopy Varieties. Advances in Mathematics 214, 2007 no. 2, 525-550.
[69] Salvatore, P. Configuration spaces with summable labels. Cohomological Methods in Homotopy Theory.
Progress in Mathematics 196, 2001, 375-396.
[70] Salvatore, P. and N. Wahl. Framed discs operads and Batalin-Vilkovisky algebras. Quart. J. Math 54,
2003, 213-231.
[71] Schwede, S. Spectra in model categories and applications to the algebraic cotangent complex. Journal of
Pure and Applied Algebra 120 (1997), pp. 77-104.
225
[72] Schwede, S. and B. Shipley. Algebras and Modules in Monoidal Model Categories. Proceedings of the
London Mathematical Society (80) 2000, 491-511.
[73] Schwede, S. and B. Shipley. Stable model categories are categories of modules. Topology 42, 2003, no. 1,
103-153.
[74] Segal, G. Configuration-spaces and iterated loop-spaces. Inventiones Math. 21, 1973, no. 3, pp. 213-221.
[75] Serre, Jean-Pierre. Local algebra. Springer-Verlag, 2000.
[76] Shipley, B. A Convenient Model Category for Commutative Ring Spectra. Homotopy theory: relations
with algebraic geometry, group cohomology, and algebraic K-theory. Contemp. Math. volume 346 pp.
473-483, American Mathematical Society, Providence, RI, 2004.
[77] Spivak, D. Quasi-smooth Derived Manifolds. PhD dissertation.
[78] Srinivas, V. Algebraic K-Theory. Birkhauser, Boston, 1993.
[79] Tamarkin, D. Formality of Chain Operad of Little Disks. Letters in Mathematical Physics 66, 2003,
65-72.
[80] Toe¨n, B. Champs affines. Available for download: math.AG/0012219.
[81] Toe¨n, B. Vers une interpretation Galoisienne de la theorie de l’homotopie. Cahiers de topologie et
geometrie differentielle categoriques, Volume XLIII, 2002, 257-312.
[82] Toe¨n, B. Vers une axiomatisation de la the´orie des cate´gories supe´riures. K-theory 34 (2005), no. 3,
233-263.
[83] Toe¨n, B. and G. Vezzosi. From HAG to DAG: derived moduli stacks. Available for download:
math.AG/0210407.
[84] Toe¨n, B. and G. Vezzosi. Algebraic geometry over model categories. Available for download:
math.AG/0110109.
[85] Toe¨n, B. and G. Vezzosi. “Brave New” Algebraic Geometry and global derived moduli spaces of ring
spectra. Available for download: math.AT/0309145.
[86] Toe¨n, B. and G. Vezzosi. Segal topoi and stacks over Segal categories. Available for download:
math.AG/0212330.
[87] Toe¨n, B. and G. Vezzosi. A remark on K-theory and S-categories. Topology 43, No. 4 (2004), 765-791
[88] Treumann, D. Exit paths and constructible stacks. Compositio Math.
[89] Verity, D.Weak complicial sets, a simplicial weak omega-category theory. Part I: basic homotopy theory.
[90] Verity, D. Weak complicial sets, a simplicial weak omega-category theory. Part II: nerves of complicial
Gray-categories.
[91] Weibel, C. An Introduction to Homological Algebra. Cambridge University Press, 1995.
226
