In this paper we describe some basic algorithms for the structure determination of Lie algebras. They are implemented in a general library of Lie algebra algorithms, called ELIAS (for Eindhoven Lie Algebra System) which is built into the computer algebra package GAP. These activities are part of a bigger project, called ACELA and financed by STW, the Dutch Technology Foundation, which aims at an interactive book on Lie algebras.
Introduction
In this paper we describe some basic algorithms for the structure determination of Lie algebras. They are implemented in a general library of Lie algebra algorithms, called ELIAS (for Eindhoven Lie Algebra System) which is built into the computer algebra package GAP. These activities are part of a bigger project, called ACELA and financed by STW, the Dutch Technology Foundation, which aims at an interactive book on Lie algebras (cf. [2] ). Section 2 of this paper gives a global description of the main ways to present Lie algebras on computer. Section 3 briefly discusses the intended functionality offered in the library as well as four specific algorithms.
Presentations of Lie algebras
There are various ways to present a Lie algebra over a field F (sometimes one can even take F to be a ring). Here we will discuss three ways, which together seem to be sufficiently comprehensive for most applications. These are ( 1 ) by means of generators and relations, (2) as a Lie subalgebra of the general linear Lie algebra gln(F), or (3) by means of an explicit multiplication table. These three ways will be called the basic presentations.
Atomic presentations
In order to obtain the basic presentations, we start with the following atomic presentations: FL The free Lie algebra L(A) on the alphabet A. Its elements are given as sums of terms, where a term is the product of a scalar (from F) with a (bracketed) monomial in the variables from A. From a computational point of view, it is clear that we can restrict ourselves to finite alphabets.
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In order to obtain a unique presentation for each element of L(A), the monomials are usually chosen from a Hall basis, or, more specifically and more conveniently, to correspond with Lyndon words (cf.
[9] Remark. The free Lie algebra L(A) (type FL) is infinite-dimensional, except when [A[ < 1. In theory the other two types also admit infinite-dimensional Lie algebras, although in practice such presentations will not be very useful. In case of type GL, these are presented as infinite matrices given by means of functions. In case of type sc, we obtain an infinite-dimensional Lie algebra if 1 is infinite and c~i is given as a function 13 --~ k. Below we shall only deal with presentation FL if infinite-dimensional Lie algebras are concerned; that is, we shall assume that n < c~ and Ill < oo.
Lie algebra constructors
We can obtain a Lie algebra in one of the basic presentations, by applying the constructors Sub and Quo one or more times to an atomic presentation. These can be used to construct a new Lie algebra L from a given Lie algebra L as follows: Sub Constructs a Lie subalgebra. This can be done by specifying • a subset of L consisting of generators of L, or * a basis of the linear subspace of L underlying L.
Quo Forms the quotient Lie algebra L = L/I with respect to an ideal I of/,. In the same way as a subalgebra, an ideal I can be specified by giving • a subset of/, consisting of generators of 1, or • a basis of the linear subspace of L underlying I. From a computational point of view, it is clear that we have to restrict ourselves to finitely generated subalgebras and ideals. This is a real restriction when we are starting from presentation FL, since not every subalgebra of a free Lie algebra (even on a finite alphabet) is finitely generated.
Basic presentations and transitions
Starting from an atomic presentation and applying one or more of the constructors Sub and Quo will generally lead to a Lie algebra with quite a complicated description. The simplest and most frequently employed constructions of a Lie algebra L make use of one of the following three basic presentations:
SC L given by a basis {xi[ i E 1 } and structure constants c k (i,j, k C I).
If L is known to be semisimple or nilpotent, other efficient presentations are known, depending on the structure of L, e.g., consider the Chevalley generators and Serre relations for semi-simple Lie algebras (cf. [4] ). Here we shall not go into those ramifications. 
Changing presentations
From a theoretical point of view it is known that every finite-dimensional Lie algebra can be presented in any of the three basic presentations. However, for performing computations on finite-dimensional Lie algebras the presentation by means of a commutator table giving the structure constants (SC) seems to be the most suitable one. In the implementation of the algorithms we will therefore assume that every finite-dimensional Lie algebra is presented in this way. For this, and other reasons, we must be able to compute the transition from the first two presentations to a commutator table (SC) presentation and vice versa.
Suppose we start with a presentation of a Lie algebra L of type i and we want to transform it to type j. Then, under item i -+ j, we list what we know about the possibility to perform the transition. In view of the above, we restrict ourselves to cases where SC E {i, j}. GL -+ SC This is straightforward using linear algebra for gZ,,( F): e.g., find a basis x1, . . . ,x, for L, and determine the structure constants c$ by computing [Xi, x,i] and expressing it as a linear combination of the basis (zck)k. SC 3 CL This is possible: it boils down to an effective version of Ado's Theorem (or, in case F has positive characteristic, Iwasawa's Theorem). But no efficient algorithm to this effect has been implemented (yet). SC -+ FL This is again straightforward. Take the generators to be the basis elements, and the relations to be all commutation relations. FL -+ SC This can be achieved by applying various kinds of Todd-Coxeter techniques that work in case L is finite-dimensional. The result of applying the Quo constructor to a Lie algebra in presentation FL may, but need not be a finite-dimensional Lie algebra. Answering the question whether or not such a quotient algebra is finite-dimensional boils down to solving the word problem, which is known to be unsolvable in general. Nevertheless, in practice there are a number of cases where Todd-Coxeter like techniques can be used to solve it effectively. For instance, this is the case when L admits some kind of positive grading. Such facilities are implemented by M. Roelofs in Reduce (cf.
[ lo]), and, recently, by VI? Gerdt and V.V. Kornyak in C code. It is our intention to have these built into ELIAS as well. By way of example consider the Poincd algebra. This is a lo-dimensional Lie algebra with basis {Bl,... In matrix form, the Lie algebra can be taken to be generated by the following three matrices corresponding to B,, Bg, and XI, respectively:
In particular, the PoincarC Lie algebra is a quotient of the free Lie algebra on the alphabet {BI, Bg, X1 }.
The relations (corresponding to generators of the ideal that has to be divided out to get the Poincar6 Lie algebra) can be described by first expressing all other basis elements as products of BI, Bs, and X1, and subsequently, substituting these expressions in the multiplications given by the multiplication 
Structure determination
The problem considered here is that of identifying the structure of a Lie algebra given by a table of structure constants. To the best of our knowledge, this problem was first addressed by Beck and Kolman (see, e.g., [ 1 ] ), and later by Rand, Winternitz, and Zassenhaus, cf. [8] . Recently, R6nyai, Ivanyos, and the authors have taken up the subject again. In this report we attempt to survey some of these developments.
For the duration of this section, L will be a Lie algebra of dimension n over the field F with basis {xl ..... x,} and the Lie multiplication described by
where c/~ C F. This set of structure constants {c/~} will be the input of our algorithms. Thus, we suppose that L is given in the SC presentation.
It is then straightforward to check whether the multiplication table defines a Lie algebra indeed: by linearity, the Jacobi identity and, if not already taken care of at storage level, antisymmetry, both need only be checked for (triples, respectively, pairs of) standard basis elements.
Linear algebra
Several substructures of a Lie algebra L given in the sc presentation are readily computed by solving an appropriate set of linear equations over F or applying standard linear algebra: a basis for [ U, V] where U and V are subspaces of L, the centraliser and normaliser of a subspace of L; the derived series and the lower and upper central series of L; the matrix of the Killing form of L, and the radical of the Killing form; and a test whether L is nilpotent, or solvable. Also computable by linear algebra, but maybe less obviously so, are (i) the Jacobson-Morozov construction of an sl2 containing a given nilpotent element;
(ii) the Levi-Mal'cev decomposition; (iii) if L is semisimple, the Jordan decomposition of elements of L.
All these algorithms have been implemented. Besides these we also have implemented algorithms for finding (i) a nonnilpotent element in L; (ii) a Cartan subalgebra and the decomposition of L w.r.t, this algebra; (iii) the solvable and the nilpotent radical of L.
We shall discuss the algorithms here, following [ 12] for (i) and (ii).
A nonnilpotent element
Suppose that L is not nilpotent. Then, by Engel's theorem ([5], p 36) there exists an element x in L such that ad x is not nilpotent. Here we consider the problem of finding such an element. [] If L is of characteristic p > 0, then we have to follow another course. This is the general pattern for the algorithms in this section. Since for physicists they are not the most relevant ones, we shall refrain from discussing them all, but we cannot resist giving an idea of how this particular one is dealt with. Proof Let g denote the subalgebra generated by K and x. The fact that/~ is of dimension m + 1 is trivial. Suppose that ad x is not nilpotent and set U = ad L ({x} U K). Then U is closed under the bracket operation because x C N~.(K). Furthermore all elements of U are nilpotent maps. Now by ([5] , Theorem 1, p 33) the associative algebra A generated by U is nilpotent. The conclusion is that ad Lk C A is also nilpotent.
[] If we start with K = 0 and repeatedly apply Proposition 3.2 then we either find a nonnilpotent element, or after n steps we have that K = L whence L is nilpotent. Note that NL(K) = K does not occur for K a proper nilpotent Lie subalgebra of L due to the following result, which can be found in [4] . od;
A Cartan subalgebra
If the cardinality of F is big enough, then by [4] , Theorem 15.3, L contains a Cartan subalgebra. Here we give an algorithm to find a Cartan subalgebra, again following [ 12] .
First suppose that the cardinality of the field F is at least n + 
fK(T,c) = T r + fl (c) Tr-I +"" ÷ fr(C) fL/K = Tn-r + gl(C) Tn-r-I ÷"" ÷ gn--r(C),
where the fi and the gi are polynomials in c of degree at most i. By construction all eigenvectors of adx belonging to the eigenvalue 0, lie in K. Hence gn-r(O) --/: 0 SO that gn-r is not the zero polynomial. Furthermore, because y is a nonnilpotent element of K, there is an fi such that fi(l ) 4: 0. In particular, this fi is not the zero polynomial. Thus, fign-r is a nonzero polynomial in c of degree at most n. As Is'21 = n + 1, there is a co E S2 such that fi(Co) and gn-r(CO) are both nonzero. It is clear that upon termination K is a nilpotent subalgebra of L. Now by [4] , Lemma 15.2 B, it follows that K is a Cartan subalgebra.
If F is a finite field with IFI < dimL then we have no guarantee that this algorithm produces a Cartan subalgebra.
The nil radical
Let A be an associative algebra. An element x in A is called nilpotent if x m = 0 for some positive integer m. Furthermore, x is called strongly nilpotent if xy is nilpotent for all y E A. Now we define the radical of A to be the set Rad(A) = {x E A I x is strongly nilpotent}.
Here we consider the associative matrix algebra (ad L)* generated by ad L. Furthermore, NR(L) will denote the nil radical of L. By this theorem, the problem of calculating the nil radical of a Lie algebra is reduced to that of calculating the radical of an associative algebra. [] A problem with the algorithm just described is that the associative algebra (ad L)* may have a significantly higher dimension than the Lie algebra L itself. Therefore we will describe another method that does not increase the dimension. It works because of the proposition below.
We often abbreviate ad L by ad. So, if k = n -2, then by Newton's identities (see [6] , p 287) we have that all hi must be 0 and we are done.I]
Remarks. (ii) In the characteristic p case the proof only fails because the use of Newton's identities may not lead to the desired conclusion. However, if p > dim L, then this problem does not occur. So the algorithm also works in that case.
(iii) An advantage of this algorithm lies in the fact that in most cases the nil radical will be equal to lk with k << n -2. However, there are Lie algebras for which this does not hold, as the following example shows. Set Then it is easily seen that NR(L) = (xl ..... xn), but x0 C Ik for 0 < k < n -1.
The solvable radical
Recall that the solvable radical, denoted by Rad (L), is the biggest solvable ideal in L. In the characteristic 0 case, it can be characterized as the linear subspace of L perpendicular to [L, L], which reduces it to a linear computation.
In the arbitrary characteristic, it can be found by first computing the nil radical NR(L) (see [11] ), then the nil radical of L/NR(L), and so on, until the sequence stabilizes, and next taking the inverse image of the stabilized one in L.
Further work
Also implemented is an algorithm for the decomposition of L if it is semisimple. It mainly follows the ideas described in [8] .
