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We consider the motion of n point particles of positive masses that
interact gravitationally on the 2-dimensional hyperbolic sphere,
which has negative constant Gaussian curvature. Using the stere-
ographic projection, we derive the equations of motion of this
curved n-body problem in the Poincaré disk, where we study the
elliptic relative equilibria. Then we obtain the equations of motion
in the Poincaré upper half plane in order to analyze the hyperbolic
and parabolic relative equilibria. Using techniques of Riemannian
geometry, we characterize each of the above classes of periodic or-
bits. For n = 2 and n = 3 we recover some previously known results
and ﬁnd new qualitative results about relative equilibria that were
not apparent in an extrinsic setting.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We consider the negative curvature case of the curved n-body problem, i.e. the motion of n point
masses in spaces of constant Gaussian curvature under the inﬂuence of a gravitational potential that
naturally extends Newton’s law. This article follows an earlier study done for positive curvature by
Ernesto Pérez-Chavela and J. Guadalupe Reyes Victoria, [26]. The novelty of the approach used in
these papers is the introduction of intrinsic coordinates, which until recently seemed to be out of
reach due to the elaborated computations they involve. But after Florin Diacu, Ernesto Pérez-Chavela,
and Manuele Santoprete obtained the general equations of motion for any number n of bodies in
terms of extrinsic coordinates, [8], a glimpse of hope appeared for an intrinsic approach, which has
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the 3-dimensional case is yet to be done.
Whereas [26] had set a basic strategy, which we followed here too, in the present study we met
with more technical diﬃculties. In [26], the idea to use stereographic projection and analyze the
relative equilibria in the spherical plane had been successful, but the similar approach proved not
strong enough for negative curvature. Apart from deriving the equations of motion in the Poincaré
disk to study elliptic relative equilibria, we also had to use the Poincaré upper-half-plane model of
hyperbolic geometry in order to overcome the hurdles encountered in the disk model when analyzing
hyperbolic and parabolic relative equilibria. This outcome seems to conﬁrm an old saying, which
claims that “in celestial mechanics, there is no ideal system of coordinates.” The results are, of course,
model independent, but it appears that each of them is easier to prove and understand with the help
of a particular model.
1.1. Motivation and history
The motivation behind the study of the curved n-body problem runs deep. In the early 1820s, Carl
Friedrich Gauss allegedly tried to determine the nature of the physical space within the framework of
classical mechanics, i.e. under the assumption that space and time exist a priori and are independent
of each other, [24,13]. He measured the angles of a triangle formed by three mountain peaks, hoping
to learn whether space is hyperbolic or elliptic. But the results of his measurements did not devi-
ate form the Euclidean space beyond the unavoidable measurement errors, so his experiments were
inconclusive. Since we cannot reach distant stars to measure the angles of large triangles, Gauss’s
method is of no practical use for astronomic distances either.
But celestial mechanics can help us ﬁnd a new approach towards establishing the geometric nature
of the physical space. If we extend Newton’s n-body problem beyond the Euclidean case and also
prove the existence of solutions that are speciﬁc to each of the negative, zero, and positive constant
Gaussian curvature spaces, then the problem of understanding the geometry of the universe reduces
to ﬁnding, in nature, some of the orbits proved mathematically to exist.
Therefore obtaining the natural extension of the Newtonian n-body problem to spaces of non-zero
constant Gaussian curvature, and studying the system of differential equations thus derived, appears
to be a worthy endeavor towards comprehending the geometry of the gravitational universe. Addition-
ally, an investigation of this system when the curvature tends to zero may help us better understand
the dynamics of the classical case, viewed as a particular problem within a general mathematical
framework.
The attempts to ﬁnd a suitable extension of Newton’s gravitational law to spaces of constant cur-
vature started in the 1830s with the work of János Bolyai, [2], and Nikolai Lobachevsky, [22], who
considered a 2-body problem in hyperbolic space. Unfortunately, their purely geometric approach
led to no immediate results. An important step forward was made in 1870 by Ernest Schering, who
expressed the ideas of Bolyai and Lobachevsky in analytic terms, [27]. This achievement led to the
formulation of the equations of motion of the 2-body problem, both for negative and positive cur-
vature. Since then, many researchers brought contributions to the curved 2-body problem, including
Wilhelm Killing, [15–17], and Heinrich Liebmann, [19–21]. The latter showed that the orbits of the
curved Kepler problem (i.e. the motion of a body around a ﬁxed center) are conics in the hyperbolic
plane and proved an analogue of Bertrand’s theorem, [1], which states that for the Kepler problem
all bounded orbits are closed. But the most convincing argument that the extension of Newton’s law
due to Bolyai and Lobachevsky is natural rests with the fact that the potential of the Kepler problem
is a harmonic function in the 3-dimensional space, i.e. a solution of the Laplace–Beltrami equation,
in analogy with the classical potential, which is a solution of Laplace’s equation, i.e. it is a harmonic
function in the classical sense, [18].
Recently, Florin Diacu, Ernesto Pérez-Chavela, and Manuele Santoprete proposed a new setting for
the problem, which allowed an easy derivation of the equations of motion for any n  2 in terms
of extrinsic coordinates, [8]. The combination of two main ideas helped them achieve this goal: the
use of Weierstrass’s hyperboloid model of hyperbolic geometry (also called the hyperbolic sphere)
and the application of the variational approach of constrained Lagrangian dynamics, [12]. They also
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having settled the Euclidean case earlier, [9,7]. Remarkable is also their discovery of the fact that, in
the curved 3-body problem, all Lagrangian orbits (i.e. rotating equilateral triangles) must have equal
masses. Since Lagrangian orbits of non-equal masses exist in our solar system, such as the rotating
equilateral triangles formed by the Sun, Jupiter, and the Trojan asteroids, it means that, at distances
of the order of 101 AU, space is Euclidean.
Since then, several papers analyzed the equations of motion. Florin Diacu studied the singularities
of the equations and of the solutions, [5], Florin Diacu and Ernesto Pérez-Chavela provided a complete
classiﬁcation of the homographic orbits in the curved 3-body problem, [6], Florin Diacu considered the
polygonal homographic orbits for any ﬁnite number of bodies, [4], and Pieter Tibboel solved an open
problem stated in [4]. Along the same lines, Regina Martínez and Carles Simó studied the stability of
the Lagrangian relative equilibria and homographic orbits for the unit sphere, [23]. All these papers
treat the 2-dimensional case. The only study, so far, of the 3-dimensional curved n-body problem
is [3], in which Florin Diacu analyzed relative equilibria, a paper in which more details on the history
of the problem, as well as an extensive bibliography, can be found.
1.2. Our results
As mentioned earlier, this paper is a natural continuation and completion of [26], which was a
study of the curved n-body problem with the help of intrinsic coordinates in 2-dimensional spaces of
positive curvature. Here we consider the negative curvature case.
In Section 2, we start with the extrinsic description of the motion of n point particles of positive
masses on the hyperbolic sphere L2R , given by the upper sheet of the hyperboloid of 2 sheets,
x2 + y2 − z2 = −R2, z > 0, (1)
embedded in the Minkowski space R31. Using stereographic projection through the north pole of the
hyperbolic sphere L2R , we move the problem to the Poincaré disk D
2
R , where we obtain the equations
of motion in complex coordinates and show that the original equations of motion are equivalent to
the equations obtained in D2R .
In Section 3, we consider a suitable Killing vector ﬁeld in D2R and its associated one-dimensional
additive subgroup of the Lie algebra su(1,1). When we project this Lie algebra via the exponen-
tial map onto the Lie group SU(1,1), we obtain a one-dimensional subgroup of proper isometries
which generate the elliptic relative equilibria of the curved n-body problem in D2R . By analyzing the
corresponding one-dimensional subgroup of Möbius transformations, we obtain the equations that
characterize all the elliptic relative equilibria. Then we study these elliptic relative equilibria for n = 2
and n = 3. In the former case we give a complete description of the elliptic relative equilibria. In the
latter case we study both the Eulerian and the Lagrangian orbits and describe their qualitative behav-
ior, thus recovering in D2R some results proved in [6] for L
2
R . Additionally, we show that other elliptic
relative equilibria don’t exist in the curved 3-body problem in the case of negative curvature.
Although we also obtain in Section 3 the one-dimensional subgroups of proper isometries that
generate the hyperbolic and parabolic relative equilibria, their complicated expressions make these
orbits hard to understand. Therefore, in Section 4, we move the problem from the Poincaré disk D2R
to the Poincaré upper half plane H2R , in which we obtain the intrinsic equations of motion. Again,
we consider the suitable Killing vector ﬁelds in H2R and their corresponding one-parameter additive
subgroups in its Lie algebra sl(2,R), which we project via the exponential map onto the Lie group of
proper isometries SL(2,R). The subgroups corresponding to elliptic relative equilibria become com-
plicated in this context, but we already studied them in the Poincaré disk. Fortunately, the subgroups
corresponding to hyperbolic and parabolic relative equilibria are simple enough to allow a complete
analysis. So using the associated one-parameter subgroups of Möbius transformations, we obtain the
conditions for the existence of hyperbolic and parabolic relative equilibria. Then we proceed as in Sec-
tion 3 with an analysis of the cases n = 2 and n = 3 for the former orbits, whose qualitative behavior
we describe if they are of Eulerian type. Finally we conﬁrm, within our more general context, a result
obtained in [8], which proves that parabolic relative equilibria do not exist.
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Consider a connected and simply connected 2-dimensional surface of constant negative Gaussian
curvature κ = −1/R2. It is well known (see, e.g., [10]) that this surface can be locally represented by
(1), the upper sheet of the 2-dimensional hyperbolic sphere of radius iR , denoted by L2R , embedded
in the Minkowski space R31, which is endowed with the Lorentz inner product deﬁned by
Q 1  Q 2 := x1x2 + y1y2 − z1z2 (2)
for any points Q 1 = (x1,y1, z1) and Q 2 = (x2,y2, z2) of R31.
Let Π be the stereographic projection of L2R through the north pole, (0,0,−R), located at the
vertex of the lower sheet of the hyperbolic sphere. The image of Π is the planar disk of radius R ,
denoted by D2R , having the center at the origin of coordinate system, so we can write this function as
Π :L2R →D2R , Π(Q ) = q. (3)
It is easy to see that Π(L2R) is the entire open disk D
2
R , and that if we take Q = (x,y, z), then
q = (u, v), where
u = Rx
R + z and v =
Ry
R + z . (4)
The inverse of the stereographic projection is given by the equations
x = 2R
2u
R2 − u2 − v2 , y =
2R2v
R2 − u2 − v2 , z =
R(R2 + u2 + v2)
R2 − u2 − v2 . (5)
The metric (distance) of the sphere L2R is transformed into the metric
ds2 = 4R
4
(R2 − u2 − v2)2
(
du2 + dv2). (6)
In the Poincaré disk D2R , the geodesics are the diameters of the circle of radius R and the arcs of the
circles orthogonal to it. In terms of the above metric, all geodesics have inﬁnite length, so the circle
of radius R represents the points at inﬁnity.
Since the metric is conformal, with factor of conformity
λ(u, v) = 4R
4
(R2 − u2 − v2)2 ,
the Christoffel symbols associated to the metric are given by
−Γ 122 = Γ 211 = Γ 112 =
1
2λ(u, v)
∂λ
∂u
= 2u
(R2 − u2 − v2)2 , (7)
Γ 222 = −Γ 111 = Γ 212 =
1
2λ(u, v)
∂λ
∂v
= 2v
(R2 − u2 − v2)2 , (8)
so the geodesics can also be obtained by solving the system of second order differential equations
(see [11] for more details):
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v¨ + Γ 211u˙2 + 2Γ 212u˙ v˙ + Γ 222 v˙2 = 0,
which is equivalent to ⎧⎪⎪⎨⎪⎪⎩
u¨ = − 2
R2 − u2 − v2
(
uu˙2 + 2vu˙v˙ − uv˙2),
v¨ = − 2
R2 − u2 − v2
(
v v˙2 + 2uu˙v˙ − vu˙2). (9)
From now on, we will think of D2R as being endowed with the above metric. The geodesic distance
between two points qk,q j ∈D2R is
dkj = d(qk,q j) = d(Qk, Q j) = R cosh−1
(
− Qk  Q j
R2
)
.
In analogy with [26], where we considered the cotangent potential for κ > 0, we will use here the
hyperbolic cotangent potential for κ < 0. With the help of the stereographic projection, we see that
Qk  Q j = 4R
4qk · q j − R2(‖qk‖2 + R2)(‖q j‖2 + R2)
(R2 − ‖qk‖2)(R2 − ‖q j‖2) ,
where · is the standard inner product in the plane R2. Then
cothR
(
dkj
R
)
= −4R
2qk · q j − (‖qk‖2 + R2)(‖q j‖2 + R2)
W
, (10)
where
W =√W1 − W2,
W1 =
[
4R2qk · q j −
(‖qk‖2 + R2)(‖q j‖2 + R2)]2,
W2 =
(
R2 − ‖qk‖2
)2(
R2 − ‖q j‖2
)2
.
We now introduce complex variables in D2R ,
z = u + iv, z¯ = u − iv,
in order to simplify the computations. The inverse of this transformation is given by
u = z + z¯
2
, v = z − z¯
2i
. (11)
Then in terms of z and z¯, the formulas, (5), for the inverse of the stereographic projection are given
by
x = R
2(z + z¯)
R2 − |z|2 , y =
iR2(z¯ − z)
R2 − |z|2 , z =
R(|z|2 + R2)
R2 − |z|2 , (12)
where |.| denotes the absolute value of a complex number.
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ds2 = 4R
4
(R2 − |z|2)2 dzdz¯ (13)
and
cothR
(
dkj
R
)
= −2(zk z¯ j + z j z¯k)R
2 − (|zk|2 + R2)(|z j |2 + R2)√
Θ2,(k, j)(z, z¯)
, (14)
where
Θ2,(k, j)(z, z¯) =
[
2(zk z¯ j + z j z¯k)R2 −
(|zk|2 + R2)(|z j|2 + R2)]2 − (R2 − |zk|2)2(R2 − |z j|2)2 (15)
and dkj = d(zk, z j) denotes the geodesic distance in the metric (13) between the points zk and z j
in D2R . From now on we will think of D
2
R as the hyperbolic Poincaré disk endowed with this new
form of the metric.
Notice that, in these complex coordinates, system (9), which yields the geodesics, takes the form
z¨ + 2z¯z˙
2
R2 − |z|2 = 0. (16)
2.1. The intrinsic approach
Let z = (z1, z2, . . . , zn) ∈ (D2R)n be the conﬁguration of n point particles with masses m1,m2, . . . ,
mn > 0 in D2R . We assume that the particles are moving under the action of the Lagrangian
LR(z, z˙, z¯, ˙¯z) = TR(z, z˙, z¯, ˙¯z) + UR(z, z¯), (17)
where
TR(z, z˙, z¯, ˙¯z) = 1
2
∑
1kn
mkλ(zk, z¯k)|z˙k|2 (18)
is the kinetic energy and
UR(z, z¯) = 1
R
n∑
1k< jn
mkm j cothR
(
dkj
R
)
= − 1
R
n∑
1k< jn
mkm j
2(zk z¯ j + z j z¯k)R2 − (|zk|2 + R2)(|z j|2 + R2)√
Θ2,(k, j)(z, z¯)
(19)
is the force function of the particle system (−UR is the potential) deﬁned in the set D2nR \ , where
 is the set of zeroes of Θ2,(k, j)(z, z¯), given by (15), and
λ(zk, z¯k) = 4R
4
(R2 − |zk|2)2 (20)
is the conformal function of the Riemannian metric.
The following result gives the equations of motion for the problem. Its proof is perfectly similar
with the homologue result for curvature κ > 0, obtained in [26], so we omit it here.
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L(z, z˙) = 1
2
n∑
k=1
mkλ(zk, z¯k)|z˙k|2 + UR(z, z¯)
be the Lagrangian deﬁned in (17) for the given problem. Then the solutions of the corresponding Euler–Lagrange
equations satisfy the system of second order differential equations
mkz¨k = −
2mkz¯k z˙2k
R2 − |zk|2 +
2
λ(zk, z¯k)
∂UR
∂ z¯k
, k = 1, . . . ,n, (21)
where
∂UR
∂ z¯k
=
n∑
j=1
j =k
2mkm jR P2,(k, j)(z, z¯)
(Θ2,(k, j)(z, z¯))3/2
, (22)
P2,(k, j)(z, z¯) =
(
R2 − |zk|2
)(
R2 − |z j|2
)2
(z j − zk)
(
R2 − zk z¯ j
)
,
Θ2,(k, j)(z, z¯) =
[
2(zk z¯ j + z j z¯k)R2 −
(|zk|2 + R2)(|z j|2 + R2)]2
− (R2 − |zk|2)2(R2 − |z j|2)2, k, j ∈ {1, . . . ,n}, k = j.
Notice that the ﬁrst term on the right hand side of (21) depends on the kinetic energy alone,
whereas the second term depends on the potential. Therefore, from Lemma 1, we can also draw the
following conclusion.
Corollary 1. If inD2R the potential is constant in the entire space, then the particles move freely along geodesics.
Proof. Since the potential is constant, Eqs. (21) take the form
mkz¨k +
2mkz¯k z˙2k
R2 − |zk|2 = 0, k = 1, . . . ,n, (23)
and, if we simplify by mk > 0, we obtain that the coordinates of each body satisfy Eq. (16), so each
body moves along a geodesic. 
2.2. Equivalence of the models
In [8], where ∇˜ = (∂x, ∂y,−∂z), the equations of motion for the n-body problem in the hyperbolic
space L2R are
mj Q¨ j = ∇˜Q jVκ (Q ) −mjκ(Q˙ j  Q˙ j)Q j, j = 1, . . . ,n, (24)
where Q = (Q 1, . . . , Qn) is the conﬁguration of the system, Vκ is the force function,
Vκ (Q ) =
∑
1l< jn
mlm j|κ |1/2κQl  Q j
[(κQ i  Q j)2 − (κQl  Ql)(κQ j  Q j)]1/2 , (25)
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sphere, and  denotes the Lorentz inner product of the Minkowski space, deﬁned in (2). The Ql-
gradient, l = 1, . . . ,n, of the force function is
∇˜QlVκ (Q ) =
n∑
j=1, j =l
mlm j|κ |3/2[Q j − (κQl  Q j)Ql]
[(κQl  Q j)2 − 1]3/2 . (26)
Now we can state the equivalence between the equations of motion of the curved n-body problem
deﬁned on the hyperbolic sphere L2R , of Gaussian curvature κ = −1/R2 < 0, and the equations we
have obtained in the Poincaré disk D2R . The proof of this result is perfectly similar with the proof of
Theorem 2.3 in [26], which concerns the case κ > 0, so we omit it here.
Theorem 1. The equations of motion of the curved n-body problem on the Poincaré disk D2R , given by sys-
tem (21), and the corresponding equations on the hyperbolic sphere L2R , given by system (24), are equivalent.
3. Relative equilibria inD2R
In this section we start to analyze the dynamics of the particles that interact in D2R . Our goal is
to give some general characterization of the relative equilibria, which we deﬁne below with the help
of geometric tools. For this purpose, we will need to understand ﬁrst what are the singularities of
the equations of motion, such that to avoid the singular conﬁgurations when dealing with regular
equilibria, and to introduce the Principal Axis Theorem, which will guide us towards ﬁnding a proper
deﬁnition of the relative equilibria.
3.1. The singularities of the equations of motion in D2R
The equations of motion (21) have singularities in D2R when at least one denominator vanishes, i.e.
if there exist indices k, j, with 1 k < j  n, such that
Θ2,(k, j)(z, z¯) = 0.
A straightforward computation shows that this statement is equivalent to saying that there are k, j,
with 1 k < j  n, such that(
R2 − zκ z¯ j
)(
R2 − z j z¯κ
)
(z¯κ − z¯ j)(z j − zκ ) = 0.
Since |zi |, |z¯i | < R , i = 1, . . . ,n, it follows that this equation is satisﬁed only for z j = zk , i.e. when a
collision takes place. Therefore the set of singularities of the equations of motion is
 =
⋃
1k< jn
kj, where kj =
{
(z1, . . . , zn)
∣∣ zk = z j}.
3.2. Principal Axis Theorem in L2R
Let SO(1,2) denote the Lorentz group, deﬁned as the Lie group of all the isometric rotations of
determinant 1 in R31 that keep the hyperbolic sphere L
2
R invariant. An important result related to this
subgroup of orthogonal transformations is the Principal Axis Theorem, [25], which states that there
are three 1-parameter subgroups of SO(1,2) whose elements can be represented, in some suitable
basis of R31, as
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A = P
[ cos θ − sin θ 0
sin θ cos θ 0
0 0 1
]
P−1, (27)
called elliptic rotations in L2R around a timelike axis, the z-axis in our case,
(2) matrices of the form
B = P
[1 0 0
0 cosh s sinh s
0 sinh s cosh s
]
P−1, (28)
called hyperbolic rotations in L2R , around a spacelike axis, the x-axis in our case, and
(3) matrices of the form
C = P
[1 −t t
t 1− t2/2 t2/2
t −t2/2 1+ t2/2
]
P−1, (29)
called parabolic rotations in L2R , around a lightlike axis, which is given here by x = 0, y = z, where
P ∈ SO(1,2) in all cases.
Remark 1. This result implies that any isometry in L2R can be written as a composition of an elliptic
rotation around the z-axis, a hyperbolic rotation around the x-axis, and a parabolic rotation around
the axis y = 0, z = x.
3.3. Relative equilibria in D2R
Let Iso(D2R) be the group of isometries of D
2
R , and assume that {G(t)} is a 1-parameter subgroup
of Iso(D2R) that leaves D
2n
R \  and  invariant. We can now give a general deﬁnition for relative
equilibria in D2R .
Deﬁnition 1. A relative equilibrium of the negatively curved n-body problem is a solution z of Eqs. (21)
that is invariant relative to some subgroup {G(t)} of Iso(D2R), i.e. the function w , given by w(t) =
G(t)z(t), obtained by the action of some element of G , is also a solution of system (21).
To understand the implications of this deﬁnition and be able to represent the relative equilibria in
D
2
R in as precise terms as we did for L
2
R in [8], we need to take ﬁrst a look at the topological group
structure of isometric rotations of D2R (for more details, see, e.g., [11]). For this purpose, consider the
matrix
I˜ =
(
1 0
0 −1
)
and let
SU(1,1) = {A ∈ GL(2,C) ∣∣ A¯T I˜ A = I˜, det A = 1}
be the special orthochronous unitary group. Then some algebraic computations show that any matrix
A ∈ SU(1,1) has the form
A =
(
a b
b¯ a¯
)
,
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morphic with the real 3-dimensional unit hyperbolic sphere embedded in C2. The term orthochronous
means that the transformations A do not change the direction of the time t in the standard interpre-
tation of the Minkowski space. In our case, however, this is just another space coordinate.
The group of proper orthochronous isometries of D2R , i.e. the group of transformations that also main-
tain the geometric orientation, is the quotient group
SU(1,1)/{±I},
where I is the unit 2× 2 matrix. To every class A ∈ SU(1,1)/{±I}, we can associate a Möbius trans-
formation,
f A :D
2
R →D2R , f A(z) =
az + b
b¯z + a¯ ,
for which f−A(z) = f A(z).
If M(2,C) is the set of 2 × 2 matrices with complex elements, the Lie algebra of SU(1,1) is the
3-dimensional real linear space
su(1,1) = {X ∈ M(2,C) ∣∣ I˜ X¯ T = −X I˜, trace X = 0}
spanned by the Killing vector ﬁelds in D2R associated to the Pauli matrices,
g1 = 1
2
(
0 1
1 0
)
, g2 = 1
2
(
i 0
0 −i
)
, g3 = 1
2
(
0 i
−i 0
)
,
which form a basis of su(1,1).
Consider further the exponential map of matrices,
exp : su(1,1) → SU(1,1),
applied to the one-parameter additive subgroups {tg1}, {tg2}, and {tg3}, which are straight lines form
the geometric point of view. This operation leads us to the following one-parameter subgroups of
SU(1,1) in D2R :
(1) the subgroup
G1(t) = exp(tg1) =
(
cosh(t/2) sinh(t/2)
sinh(t/2) cosh(t/2)
)
,
which deﬁnes the one-parameter family of Möbius transformations
fG1(z, t) =
cosh(t/2)z + sinh(t/2)
sinh(t/2)z + cosh(t/2) , (30)
(2) the subgroup
G2(t) = exp(tg2) =
(
eit/2 0
0 e−it/2
)
,
which deﬁnes the one-parameter family of Möbius transformations
fG2(z, t) = eit z, (31)
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G3(t) = exp(tg3) =
(
cosh(t/2) i sinh(t/2)
−i sinh(t/2) cosh(t/2)
)
,
which deﬁnes the one-parameter family of Möbius transformations
fG3(z, t) =
cosh(t/2)z + i sinh(t/2)
−i sinh(t/2)z + cosh(t/2) . (32)
3.4. Elliptic relative equilibria
When projected into the Poincaré disk, a composition of the elliptic, hyperbolic, and parabolic
rotations of L2R corresponds to some composition of the Möbius transformations (30), (31), and (32).
We therefore need to analyze each of these one-parameter subgroups of transformations in order to
ﬁnd their associated relative equilibria. We will ﬁrst achieve this goal for the second group, G2, given
by the Möbius transformations fG2 (z) = eit z, which correspond to the elliptic rotations in L2R . The
other 2 groups will be treated in Section 4, since their study becomes very tedious in D2R because of
complicated computations.
Notice that the one-parameter rotation subgroup of SO(1,2) introduced by the matrix
A(t) =
( cos t − sin t 0
sin t cos t 0
0 0 1
)
, (33)
i.e. the rotation (27) around the z-axis of R31 that leaves invariant any hyperbolic sphere L
2
R centered
at the origin, is the isometric ﬂow for the basic Killing vector ﬁeld
L Z (x,y, z) = (−y, x,0). (34)
This observation leads us to the following result.
Proposition 1. Let H : SU(1,1)/{±I} → SO(1,2) be an isomorphism between the groups of proper or-
thochronous isometries of the Poincaré disk D2R and the Lorentz group of the hyperbolic sphere L
2
R . Then
H
(
G2(t)
)=A(t).
Proof. The stereographic projection,
Π(x,y, z) =
(
Rx
R + z ,
Ry
R + z
)
,
shows that since the rotation tangent vector at (x,y, z) in L2R is (−y, x,0), after the projection we
have
DΠ
[
(LZ )(x,y, z)
]T = ( RR+z 0 Rx(R+z)2
0 RR+z
Ry
(R+z)2
)(−y
x
0
)
=
(− RyR+z
Rx
R+z
)
, (35)
where DΠ is the Jacobian matrix and the upper T denotes the transpose of the vector. In complex
notation this relationship corresponds to
−v + iu = i(u + iv) = iz,
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z˙ = iz. (36)
Its ﬂow is given by ft(z) = eit z, associated to the one-parameter subgroup of Möbius transforma-
tions fG2 . This remark completes the proof. 
In order to obtain from Proposition 1 some information regarding the relative equilibria of type G2
in D2R , we consider functions of the form
wk(t) = eit zk(t), (37)
where z = (z1, . . . , zn) is a solution of Eq. (21), and look for conditions that the function w =
(w1, . . . ,wn) is also a solution of system (21). Straightforward computations show that⎧⎪⎪⎨⎪⎪⎩
w˙k = (izk + z˙k)eit,
w¨k = (z¨k + 2i z˙k − zk)eit,
dz¯k
dw¯k
= eit, k = 1, . . . ,n.
(38)
Using these facts together with the conditions that w is a solution of Eq. (21),
mkw¨k = −
2mkw¯k w˙2k
R2 − |wk|2 +
(R2 − |wk|2)2
4R4
∂UR
∂ w¯k
, k = 1, . . . ,n,
we obtain in terms of z that
mk(z¨k + 2i z˙k − zk)eit = −2mke
−it z¯k(izk + z˙k)2e2it
R2 − |zk|2 +
(R2 − |zk|2)2
4R4
∂UR
∂ z¯k
dz¯k
dw¯k
= −2mkz¯k(izk + z˙k)
2eit
R2 − |zk|2 +
(R2 − |zk|2)2
4R4
∂UR
∂ z¯k
eit .
Since z is a solution of (21), mk = 0, and eit = 0, the last relationship becomes
2i z˙k − zk = −
2z¯k(2izk z˙k − z2k )
R2 − |zk|2 , (39)
which is equivalent to the equation
2i
[
1+ 2|zk|
2
R2 − |zk|2
]
z˙k =
[
1+ 2|zk|
2
R2 − |zk|2
]
zk. (40)
Eq. (40) holds if and only if
1+ 2|zk|
2
R2 − |zk|2 = 0 or 2i z˙k = zk, k = 1, . . . ,n.
The ﬁrst set of conditions is equivalent to |zk(t)| = 0 = R , which never holds. The second set of con-
ditions, which provides information about how the velocities must behave for this kind of relative
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tive equilibrium associated to the Killing vector ﬁeld (34) if they are moving along Euclidean circles
centered at the origin of the coordinate system in D2R . In terms of L
2
R , the particles move on circles
obtained by slicing the hyperbolic sphere with planes orthogonal to the vertical axis, z, of R31.
We can now prove the following result.
Theorem 2. Consider n point particles with masses m1, . . . ,mn > 0, n  2, moving in D2R . A necessary and
suﬃcient condition for z = (z1, . . . , zn) to be a solution of system (21) that is a relative equilibrium associated
to the Killing vector ﬁeld L Z deﬁned by Eq. (34) is that for all k = 1, . . . ,n, the following equations are satisﬁed
R3(R2 + r2k )zk
4(R2 − r2k )4
= −
n∑
j=1
j =k
m j(r2j − R2)2(z j − zk)(R2 − zk z¯ j)
(Θ˜2,(k, j)(z, z¯))3/2
, (41)
where rk = |zk| and
Θ˜2,(k, j)(z, z¯) =
[
2(zk z¯ j + z j z¯k)R2 −
(
r2k + R2
)(
r2j + R2
)]2 − (R2 − r2k )2(R2 − r2j )2,
k, j ∈ {1, . . . ,n}, k = j.
Proof. From the equations 2i z˙k = zk , k = 1, . . . ,n, we concluded that a necessary condition for the
existence of a relative equilibrium of the aforementioned type is that the particles move along ordi-
nary circles centered at the origin of the coordinate system in D2R . Differentiating these conditions
and using them again we obtain that
−4z¨k = zk, k = 1, . . . ,n. (42)
Comparing these equalities with the equations of motion (21), we conclude that the coordinates of a
relative equilibrium must satisfy the n algebraic equations
mkzk = −2mk|zk|
2zk
R2 − |zk|2 −
2(R2 − |zk|2)2
R4
∂UR
∂ z¯k
, k = 1, . . . ,n. (43)
Substituting rk = |zk|, k = 1, . . . ,n, into the above equations, we obtain the system of n equa-
tions (41), which characterize the relative equilibria given by the group G2. This remark completes
the proof. 
Deﬁnition 2. We call elliptic relative equilibria the solutions of system (21) that satisfy the condi-
tions (41).
3.5. The case n = 2
We will next prove the existence of elliptic relative equilibria for 2 particles in D2R , both in the case
when they move on the same suitable circle and in the case when they move on different suitable
circles. To achieve this goal, notice ﬁrst that for n = 2 and m1,m2 > 0, Eqs. (41) take the form
R3(R2 + r21)z1
4(R2 − r21)4
= −m2(r
2
2 − R2)2(z2 − z1)(R2 − z1 z¯2)
[Q˜ 2,(1,2)(z, z¯)]3/2
,
R3(R2 + r22)z2
4(R2 − r2)4 = −
m1(r21 − R2)2(z1 − z2)(R2 − z2 z¯1)
[Q˜ (z, z¯)]3/2 ,2 2,(2,1)
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Q˜ 2,(k, j)(z, z¯) =
[
2(z1 z¯2 + z2 z¯1)R2 −
(
r21 + R2
)(
r22 + R2
)]2 − (r21 − R2)2(r22 − R2)2.
Some algebraic manipulations lead us to the equation
(R2 + r21)(R2 − r22)2m1
(R2 + r22)(R2 − r21)2m2
= z2(z2 − z1)(R
2 − z1 z¯2)
z1(z1 − z2)(R2 − z2 z¯1) ,
and if we simplify the right hand side we obtain
(R2 + r21)(R2 − r22)2m1
(R2 + r22)(R2 − r21)2m2
= − R
2z2 − z1r22
R2z1 − z2r21
. (44)
This equation shows that there are no elliptic relative equilibria for the 2-body problem in D2R when
one particle is ﬁxed at the origin of the coordinate system. Indeed, if z1 = 0, then r1 = 0, and the
denominator of the right hand side vanishes. If z2 = 0, then r2 = 0, and the above equation becomes
(R2 + r21)R2m1
(R2 − r1)2m2 = 0,
which has, obviously, no solutions.
Eq. (44) holds for all time, in particular when the particle m1 reaches the real line. At that time
instant, we have z1 = α ∈ R, and let us denote z := z2 and r := |z2|. Then, if we solve Eq. (44) for z,
we have
z = m1(R
2 + α2)(R2 − r2)2R2 −m2r2(R2 + r2)(R2 − α2)2
m1(R2 + α2)(R2 − r2)2α2 −m2R2(R2 + r2)(R2 − α2)2α,
therefore z is also a real number, so either z = r or z = −r. In other words, when m1 reaches the real
line, m2 reaches it too. Consequently the above equation becomes
m1(R2 + α2)(R2 − r2)2
m2(R2 + r2)(R2 − α2)2 = −
(±r)[R2 − α(±r)]
α[R2 − α(±r)] . (45)
Since α, r < R , it follows that the left hand side is positive, so the right hand side must be positive
too. Consequently z = −r, and thus the above equation takes the form
m1(R2 + α2)(R2 − r2)2
m2(R2 + r2)(R2 − α2)2 =
r
α
, (46)
which we can use to estimate the value of r that gives the position of m2 as a function of m1, m2, R,
and α. For this purpose, we consider the real function f : (−R, R) →R,
f (x) =m1α
(
R2 + α2)(R2 − x2)2 −m2x(R2 + x2)(R2 − α2)2, (47)
whose zeroes give us the desired values of r and, therefore, the elliptic relative equilibria for the
2-body problem in D2R . For this purpose, let us ﬁrst prove the following result.
Lemma 2. The function f deﬁned in (47) has no double roots.
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f ′(x) = −4m1αx
(
R2 + α2)(R2 − x2)−m2(R2 + 3x2)(R2 − α2)2. (48)
Since x = 0 and −R < x < R , the double zeroes of f must satisfy the equations
{−4xf (x) = 0,(
R2 − x2) f ′(x) = 0,
which are equivalent to the system
{
4m1αx
(
R2 + α2)(R2 − x2)2 − 4m2(R2x2 + x4)(R2 − α2)2 = 0,
−4m1αx
(
R2 + α2)(R2 − x2)2 −m2(R2 + 3x2)(R2 − α2)2(R2 − x2)= 0.
If we add the equations of the above system, we obtain the quartic equation
x4 + 6R2x2 + R4 = 0,
which has only non-real roots, ±
√
−3± 2√2R , a fact that completes the proof. 
We can now state and prove the following result, which characterizes the elliptic relative equilibria
of the curved 2-body problem, expressed in terms of the Poincaré disk model, D2R , of the hyperbolic
plane.
Theorem 3. Consider 2 point particles of masses m1,m2 > 0 moving in the Poincaré disk D2R , whose center is
the origin, 0, of the coordinate system. Then z = (z1, z2) is an elliptic relative equilibrium of system (21) with
n = 2, if and only if for every circle centered at 0 of radius α, with 0 < α < R, along which m1 moves, there is
a unique circle centered at 0 of radius r, which satisﬁes 0 < r < R and (46), along which m2 moves, such that,
at every time instant, m1 and m2 are on some diameter of D2R , with 0 between them. Moreover,
(1) if m2 >m1 > 0 and α are given, then r < α;
(2) if m1 =m2 > 0 and α are given, then r = α;
(3) if m1 >m2 > 0 and α are given, then r > α.
Proof. If the solution z of system (21) with n = 2 is an elliptic relative equilibrium, then Eqs. (41) are
satisﬁed, and they lead to Eq. (46), from which we can compute r for given m1,m2 > 0 and α, with
0 < α < R . Then, by Lemma 2, there is a unique r as desired, so the particles move as described, and
the implication follows.
To prove the converse, assume that for given m1,m2 > 0 and α, with 0 < α < R , there is a
unique r, which satisﬁes 0< r < R and (46), such that the bodies move as described. Then the motion
must be given by the function z = (z1, z2) with
z1(t) = α(cos t + i sin t), z2(t) = −r(cos t + i sin t),
with the relationship between m1, m2, α, and r given by (46). A straightforward computation shows
that this function is a solution of system (21) with n = 2 and satisﬁes Eqs. (41).
To see how the relative values of m1 and m2 determine the relationship between r and α, we
evaluate the function f , deﬁned in (47), at x = 0, α, R , and obtain
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(
R2 + α2)R4 > 0,
f (α) = α(m1 −m2)
(
R2 + α2)(R2 − α2)2,
f (R) = −2R3m2
(
R2 − α2)2 < 0.
Since, by (48), the derivative f ′ is negative in the entire interval (0, R), the function f is strictly
decreasing. The conclusion follows then from the above relationships. This remark completes the
proof. 
3.6. The case n = 3
In the case of 3 particles in the Poincaré disk D2R , Eqs. (41) become
R3(R2 + r21)z1
4(R2 − r21)4
= − m2(R
2 − r22)2(z2 − z1)(R2 − z1 z¯2)
{[2(z1 z¯2 + z2 z¯1)R2 − (r21 + R2)(r22 + R2)]2 − (R2 − r21)2(R2 − r22)2}3/2
− m3(R
2 − r23)2(z3 − z1)(R2 − z1 z¯3)
{[2(z1 z¯3 + z3 z¯1)R2 − (r21 + R2)(r23 + R2)]2 − (R2 − r21)2(R2 − r23)2}3/2
, (49)
R3(R2 + r22)z2
4(R2 − r22)4
= − m1(R
2 − r21)2(z1 − z2)(R2 − z2 z¯1)
{[2(z2 z¯1 + z1 z¯2)R2 − (r22 + R2)(r21 + R2)]2 − (R2 − r22)2(R2 − r21)2}3/2
− m3(R
2 − r23)2(z3 − z2)(R2 − z2 z¯3)
{[2(z2 z¯3 + z3 z¯2)R2 − (r22 + R2)(r23 + R2)]2 − (R2 − r22)2(R2 − r23)2}3/2
, (50)
R3(R2 + r23)z3
4(R2 − r23)4
= − m1(R
2 − r21)2(z1 − z3)(R2 − z3 z¯1)
{[2(z3 z¯1 + z1 z¯3)R2 − (r23 + R2)(r21 + R2)]2 − (R2 − r23)2(R2 − r21)2}3/2
− m2(R
2 − r22)2(z2 − z3)(R2 − z3 z¯2)
{[2(z3 z¯2 + z2 z¯3)R2 − (r23 + R2)(r22 + R2)]2 − (R2 − r23)2(R2 − r22)2}3/2
. (51)
3.6.1. Eulerian solutions
We will start the study of the case n = 3 with the Eulerian elliptic relative equilibria in D2R for
which the bodies lie on a rotating geodesic. Of course, we can assume that this geodesic rotates
around the origin of the coordinate system, so then it must be a rotating diameter of D2R .
Assume that the particle m1 is located at the center of the disk, i.e. z1 = 0, and that m2 reaches
at some time instant the positive axis of the real line, i.e. z2 = r2 =: α > 0. For m3, we denote z := z3
and take |z3| = r3. Then Eqs. (49), (50), and (51) become, respectively,
0 = −m2(R
2 − α2)2
α2
− m3z(R
2 − r23)2
r3
, (52)
3
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4(R2 − α2)4
= m1α[(α2 + R2)2 − (R2 − α2)2]3/2
− m3(R
2 − r23)2(z − α)(R2 − α z¯)
{[2α(z¯ + z)R2 − (α2 + R2)(r23 + R2)]2 − (R2 − α2)2(R2 − r23)2}3/2
, (53)
R3(R2 + r23)z
4(R2 − r23)4
= m1z[(r23 + R2)2 − (R2 − r23)2]3/2
− m2(R
2 − α2)2(α − z)(R2 − αz)
{[2α(z + z¯)R2 − (r23 + R2)(α2 + R2)]2 − (R2 − r23)2(R2 − α2)2}3/2
. (54)
The following result will show that, when one particle is ﬁxed at the origin of the coordinate
system at the center of D2R , there is just one class of Eulerian elliptic relative equilibria, namely orbits
for which the distance from the ﬁxed body to the 2 rotating bodies is the same, and consequently
those masses must be equal.
Theorem4. Consider 3 point particles of massesm1,m2,m3 > 0moving in the Poincaré diskD2R , whose center
is the origin, 0, of the coordinate system. Assume that z = (z1, z2, z3) describes the positions of the particles,
with z1(t) = 0 for all t. Then z is an Eulerian elliptic relative equilibrium of system (21) with n = 3 if and only
if m2 and m3 are at the opposite sides of the same uniformly rotating diameter of a circle of radius α in D2R ,
centered at 0, with 0 < α < R, and m1 =m2 .
Proof. From Eq. (52), we can conclude that z must be a negative real number, so z = −r3 =: −r. This
implies that (52) becomes
m2(R2 − α2)2
α2
= m3(R
2 − r2)2
r2
. (55)
Let us further consider the previous equation together with (53) and (54) in which we substitute the
previous values of z1, r1, z2, r2, z3, r3. Then we obtain the new system
0 = −m2(R
2 − α2)2
α2
+ m3(R
2 − r2)2
r2
, (56)
R3(R2 + α2)α
4(R2 − α2)4
= m1
23/28R3α2
+ m3(R
2 − r2)2(r + α)(R2 + αr)
{[−4R2rα − (α2 + R2)(r2 + R2)]2 − (R2 − α2)2(R2 − r2)2}3/2 , (57)
R3(R2 + r2)r
4(R2 − r2)4
= m1
3/2 3 2
+ m2(R
2 − α2)2(α + r)(R2 + αr)
2 2 2 2 2 2 2 2 2 2 2 2 3/2
. (58)2 8R r {[−4R rα − (r + R )(α + R )] − (R − r ) (R − α ) }
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we add the resulting equations we get
m2(R2 + α2)α
(R2 − α2)2 =
m3(R2 + r2)r
(R2 − r2)2 . (59)
From Eqs. (56) and (59) we obtain the linear system having the masses m2 and m3 as unknowns,{
m2r
2(R2 − α2)2 −m3α2(R2 − r2)2 = 0,
m2
(
R2 + α2)(R2 − r2)2α −m3(R2 + r2)(R2 − α2)2r = 0, (60)
which has nontrivial solutions if and only if the principal determinant vanishes. Straightforward com-
putations show that this condition is equivalent to(
R2 + r2)(R2 − α2)4r3 − (R2 + α2)(R2 − r2)4α3 = 0,
so the principal determinant vanishes when
(R2 + r2)r3
(R2 − r2)4 =
(R2 + α2)α3
(R2 − α2)4 . (61)
To ﬁnd the values of r that solve Eq. (61), we consider the function
g : [0, R) →R, g(x) = (R
2 + x2)x3
(R2 − x2)4 , (62)
which is strictly increasing in its domain. Therefore Eq. (61) holds only for x = r = α. If we substitute
these values in the ﬁrst equation of system (60), it follows that m2 =m3. 
In Theorem 4, we required that all masses be positive. Let us now consider the case when m1 = 0.
We then obtain the following result.
Proposition 2. Consider 3 point particles of masses m1 = 0, m2 = m3 > 0 moving in the Poincaré disk D2R ,
whose center is the origin, 0, of the coordinate system. Assume that z = (z1, z2, z3) describes the positions of
the particles, and that z1(0) = 0 and the real parts of z2(0) and z3(0) are 0, i.e. m1 is initially at the center and
m2 , m3 are initially on the horizontal diameter of D2R . Then a necessary condition for the particles to form an
elliptic relative equilibrium, is that m2 and m3 rotate on the same suitable circle, being at every time instant at
the opposite sides of some diameter of that circle, and m1 lies at the center of the disk for all time.
Proof. Without loss of generality, we can take
z1 = r1 = z¯1 =: c, z2 = r2 = z¯2 =: α, and z3 = z¯3 = −β.
Then some straightforward computations show that Eqs. (52), (53), and (54) become, respectively,
R6(R2 + c2)c
(R2 − c2)4 = −
m2(R2 − α2)2
2(α − c)2(R2 − αc)2 +
m3(R2 − β2)2
2(β + c)2(R2 + βc)2 , (63)
R6(R2 + α2)α
(R2 − α2)4 = −
m3(R2 − β2)2
2(β + α)2(R2 + βα)2 , (64)
R6(R2 + β2)β
2 2 4
= − m2(R
2 − α2)2
2 2 2
. (65)
(R − β ) 2(β + α) (R + βα)
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(R2 + α2)α
(R2 − α2)2 =
(R2 + β2)β
(R2 − β2)2 . (66)
Consider the smooth real function
h : [0, R) →R, h(x) = (R
2 + x2)x
(R2 − x2)2 .
It is easy to see that h is strictly increasing, which implies that relation (66) holds if and only if α = β .
Therefore m2 and m3 must be at opposite sides of the same circle.
If we now use the fact that α = β in Eq. (63), its right hand side vanishes, so c = 0, a remark that
completes the proof. 
3.6.2. Lagrangian solutions
We will next study the Lagrangian elliptic relative equilibria in D2R . As we proved in [8], such
orbits, formed by rotating equilateral triangles, i.e. r := |z1| = |z2| = |z3|, exist only when the 3 positive
masses are equal, m := m1 = m2 = m3 > 0. The converse is also true, and Florin Diacu gave a proof
of this result for polygons with n  3 sides in [4] in the more general case of homographic orbits,
which allow not only rotation but also expansion and contraction of the conﬁguration, from which
the result for relative equilibria follows as a particular case. Moreover, Pieter Tibboel recently proved
that irregular polygons cannot form homographic orbits in the 2-dimensional hyperbolic space, as well
as on the 2-dimensional sphere as long as the motion is not along a great circle of the sphere, [28],
when the orbit is necessarily a relative equilibrium, a case in which non-equilateral triangles exist for
suitable non-equal masses, as proved in [4] for the curved 3-body problem. The proof we give here
for the case n = 3 follows the idea used for Theorem 5.3 in [26] for positive curvature.
Theorem 5. Assume that 3 point particles of equal masses move along a circle of radius r centered at the
center of the Poincaré disk D2R . Then a necessary and suﬃcient condition for the existence of an elliptic relative
equilibrium is that the particles form an equilateral triangle.
Proof. With the values z1 =: r, z2 =: reiθ2 and z3 = z2 =: reiθ3 , some straightforward computations
bring Eqs. (49), (50), and (51), respectively, to
R3(R2 + r2)
4m(R2 − r2)6 = −
(eiθ2 − 1)(R2 − r2e−iθ2)
{[4R2r2 cos θ2 − (r2 + R2)2]2 − (R2 − r2)4}3/2
− (e
iθ3 − 1)(R2 − r2e−iθ3)
{[4R2r2 cos θ3 − (r2 + R2)2]2 − (R2 − r2)4}3/2 , (67)
R3(R2 + r2)
4m(R2 − r2)6 = −
e−iθ2(1− eiθ2)(R2 − r2eiθ2)
{[4R2r2 cos θ2 − (r2 + R2)2]2 − (R2 − r2)4}3/2
− e
−iθ2(eiθ3 − eiθ2)(R2 − r2ei(θ2−θ3))
{[4R2r2 cos(θ2 − θ3) − (r2 + R2)2]2 − (R2 − r2)4}3/2 , (68)
R3(R2 + r2)
4m(R2 − r2)6 = −
e−iθ3(1− eiθ3)(R2 − r2eiθ3)
{[4R2r2 cos θ3 − (r2 + R2)2]2 − (R2 − r2)4}3/2
− e
−iθ3(eiθ2 − eiθ3)(R2 − r2ei(θ3−θ2))
2 2 2 2 2 2 2 2 4 3/2
. (69)[[4R r cos(θ3 − θ2) − (r + R ) ] − (R − r ) ]
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parts of the resulting equation, we obtain
1− cos θ2
D12
+ 1− cos(θ3 − θ2)
D23
= 2(1− cos θ3)
D13
, (70)
sin θ2
D12
+ sin(θ3 − θ2)
D23
= 0, (71)
where
D12 = 83/2R3r3[1− cos θ2]3/2
[
R4 + r4 − 2R2r2 cos θ2
]3/2
,
D23 = 83/2R3r3
[
1− cos(θ3 − θ2)
]3/2[
R4 + r4 − 2R2r2 cos(θ3 − θ2)
]3/2
,
D13 = 83/2R3r3[1− cos θ3]3/2
[
R4 + r4 − 2R2r2 cos θ3
]3/2
.
It is easy to check that θ2 = 2π3 and θ3 = 4π3 , satisfy Eqs. (70) and therefore the conﬁguration corre-
sponds to an equilateral triangle.
Using standard trigonometry, Eq. (71) becomes
[
sin2( θ3−θ22 )
sin2( θ22 )
]2[ (r2 − R2)2 + R2r2 sin2( θ3−θ22 )
(r2 − R2)2 + R2r2 sin2( θ22 )
]3
= 1− sin
2(
θ3−θ2
2 )
1− sin2( θ22 )
.
Renaming the variables as u = sin2( θ3−θ22 ) and v = sin2( θ22 ), the above equation takes the form
u2(1− v)[(r2 − R2)2 + R2r2u]3 = v2(1− u)[(r2 − R2)2 + R2r2v]3.
This real equation holds only when u = v , that is, sin2( θ3−θ22 ) = sin2( θ22 ), or equivalently, θ3 = 2θ2. If
we substitute these values in equation of (70), we obtain
1− cos θ2
1− cos2θ2 =
(R4 + r4 − 2R2r2 cos2θ2)3
(R4 + r4 − 2R2r2 cos θ2)3 .
Taking w = cos θ2 and s = cos2θ2, we are led to
(1− w)(R4 + r4 − 2R2r2s)3 = (1− s)(R4 + r4 − 2R2r2w)3,
which has real solutions only for w = s, i.e. when cos θ2 = cos2θ2, which yields
θ2 = 0, 2π
3
,
4π
3
,2π.
To avoid singular conﬁgurations, we must take θ2 = 2π3 , 4π3 , which correspond to an equilateral
triangle positioned in the suitable circle of radius r. This remark completes the proof. 
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Our attempts to study the relative equilibria corresponding to the subgroups G1 and G3 in the
Poincaré disk D2R led to insurmountable computations. Therefore we chose to move the problem to
the Poincaré’s upper-half-plane model, H2R , to see if the those equilibria would be easier to approach.
In the remaining part of the paper, we will obtain the equations of motion in the Poincaré upper half
plane and analyze the hyperbolic and parabolic relative equilibria for n = 2 and n = 3.
4.1. Equations of motion in H2R
We will next obtain the equations of motion of the curved n-body problem in Poincaré’s upper-
half-plane model, H2R , with the help of a global isometric fractional linear transformation deﬁned
by
z :H2R →D2R , z = z(w) =
−Rw + iR2
w + iR , (72)
where w is the complex variable in the upper half plane
H
2
R =
{
w ∈C ∣∣ Im(w) > 0}.
This transformation has the inverse
w :D2R →H2R , w = w(z) =
iR(R − z)
R + z .
Since
dz = −2R
2i
(w + iR)2 dw and dz¯ =
2R2i
(w¯ − iR)2 dw¯,
the metric (13) of the disk D2R is transformed into the metric
−ds2 = 4R
2
(w − w¯)2 dw dw¯. (73)
Then H2R endowed with the metric (73) is called the Poincaré upper-half-plane model of hyperbolic
geometry, for which the conformal factor is given by
μ(w, w¯) = − 4R
2
(w − w¯)2 .
In terms of the metric (73), the geodesics are either half circles orthogonal to the real axis (y = 0) or
half lines perpendicular to it. All these curves have inﬁnite length.
Applying transformation (72) to Eq. (19), we obtain the new potential in the coordinates (w, w¯),
given by
V R(w, w¯) = 1
R
n∑
1k< jn
mkm j
(w¯k + wk)(w¯ j + w j) − 2(|wk|2 + |w j|2)
[Θ3,(k, j)(w, w¯)]1/2 , (74)
where
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[
(w¯k + wk)(w¯ j + w j) − 2
(|wk|2 + |w j|2)]2 − (w¯k − wk)2(w¯ j − w j)2. (75)
Notice that with the values wk = xk + iyk and w j = x j + iy j , we obtain
Θ3,(k, j) = 4(xk − x j)2
[
(xk − x j)2 + 2
(
y2k + y2j
)]+ 4(y2k − y2j )2, (76)
which is always positive, except when it takes the value zero as collisions take place, i.e. when xk = x j
and yk = y j for at least 2 indices k, j ∈ {1, . . . ,n}, k = j.
A result analogous to Lemma 1 in the Poincaré disk, D2R , is the following property, valid in the
Poincaré upper half plane, H2R .
Lemma 3. Let
L(w, w˙) = 1
2
n∑
k=1
mkμ(wk, w¯k)|w˙k|2 + V R(w, w¯)
be the Lagrangian for the given problem in H2R . Then the solution curves of the corresponding Euler–Lagrange
equations satisfy the system of n second order differential equations, k = 1, . . . ,n,
mk w¨k −
2mkw˙2k
wk − w¯k =
2
μ(wk, w¯k)
∂V R
∂ w¯k
= − (wk − w¯k)
2
2R2
∂V R
∂ w¯k
, (77)
where
∂V R
∂ w¯k
=
n∑
j=1
j =k
4mkm jR(w¯k − wk)(w¯ j − w j)2(wk − w j)(w¯ j − wk)
(Θ3,(k, j)(w, w¯))3/2
(78)
and Θ3,(k, j)(w, w¯) is deﬁned by (75).
Proof. From the deﬁnition (72) of the linear fractional transformation z, we obtain in terms of the
coordinates that
z˙k = −2R
2i
(wk + iR)2 w˙k,
z¨k = 4R
2i
(wk + iR)3 w˙
2
k −
2R2i
(wk + iR)2 w¨k,
∂ w¯k
∂ z¯k
= (w¯k − iR)
2
2R2i
.
Therefore the equations of motion (23) of the curved n-body problem in the Poincaré disk get trans-
formed into system (77) in the Poincaré upper half plane. This remark completes the proof. 
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In this subsection we give conditions for the existence of hyperbolic and parabolic relative equilib-
ria in the negative curved problem by using the Poincaré upper-half-plane model, H2R . The deﬁnitions
of these concepts are given in the same geometric terms we used in Deﬁnitions 1 and 3.
Let
SL(2,R) = {A ∈ GL(2,R) ∣∣ det A = 1}
be the special linear real 2-dimensional group, which is a 3-dimensional simply connected, smooth real
manifold. It is well known (see, e.g., [11]) that the group of proper isometries of H2R is the projective
quotient group SL(2,R)/{±I}. Every class
A =
(
a b
c d
)
∈ SL(2,R)/{±I}
has also associated a unique Möbius transformation f A :H2R →H2R , where
f A(z) = az + b
cz + d ,
for which it is easy to see that f−A(z) = f A(z). The Lie algebra of SL(2,R) is the 3-dimensional real
linear space
sl(2,R) = {X ∈ M(2,R) ∣∣ trace X = 0},
spanned by the following suitable set of Killing vector ﬁelds,{
X1 = 1
2
(
1 0
0 −1
)
, X2 =
(
0 1
0 0
)
, X3 =
(
0 1
−1 0
)}
.
As in Section 3.3, we consider the exponential map of matrices,
exp : sl(2,R) → SL(2,R),
applied to the one-parameter additive subgroups (straight lines) {t X1}, {t X2}, and {t X3}, to obtain the
following one-parameter subgroups of the Lie group SL(2,R):
(1) The isometric dilatation subgroup
φ1(t) = exp(t X1) =
(
et/2 0
0 e−t/2
)
,
which deﬁnes the one-parameter family of acting Möbius transformations
f1(w, t) = etw(t). (79)
(2) The isometric shift subgroup
φ2(t) = exp(t X2) =
(
1 t
0 1
)
,
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f2(w, t) = w(t) + t. (80)
(3) The isometric rotation subgroup
φ3(t) = exp(t X3) =
(
cos t sin t
− sin t cos t
)
,
which deﬁnes the one-parameter family of acting Möbius transformations
f3(w, t) = (cos t)w(t) + sin t
(− sin t)w(t) + cos t . (81)
We proved in Section 3.4 the existence of elliptic relative equilibria for the initial problem by
using the proprieties of the Poincaré model D2R , i.e. we showed that for elliptic relative equilibria,
each particle moves along a circle centered at the origin of the coordinate system.
From the Theorem of the invariance of the domain, [14], the isometry (72) carries the interior of D2R
into the interior of H2R . Therefore simple closed curves contained in D
2
R are taken to simple closed
curves contained in H2R . For the circle z(t) = z0eit in the Poincaré disk, D2R , the corresponding curve,
w(t) = iR(R − z0e
it)
R + z0eit ,
in the Poincaré upper half plane, H2R , satisﬁes w(0) = w(2π) and must therefore belong to the class
of the Möbius transformations (81), which thus corresponds to elliptic relative equilibria. Since we
already studied those orbits in the Poincaré disk D2R , we don’t need to further analyze them here, the
more so since the Möbius transformations (81) lead to complicated computations in H2R . However, the
Möbius transformations (79) and (80), corresponding to the Killing vector ﬁelds X1 and X2, respec-
tively, are simpler in H2R than the analogue transformations in D
2
R , so they will be the object of our
further analysis. The former will lead us to hyperbolic relative equilibria and the latter to parabolic
relative equilibria.
4.3. Hyperbolic relative equilibria
We will further study the relative equilibria associated to the subgroup (79), which deﬁnes the
one-parameter family of acting Möbius transformations
f1(w, t) = etw(t)
in the Poincaré upper half plane, H2R . Let ξ = (ξ1, . . . , ξn), with ξk(t) = etwk(t), k = 1, . . . ,n, be the
action orbit for a solution w = (w1, . . . ,wn) of system (77). Then,
ξ˙k = (w + w˙)et, ξ¨k = (w¨ + 2w˙ + w)et , k = 1, . . . ,n,
and therefore the curve ξ is also a solution of the equations of motion (77) if and only if
mk(w¨k + 2w˙k + wk)et = 2mke
2t(wk + w˙k)2
etwk − et w¯k −
(etwk − et w¯k)2
2R2
∂V R
∂ w¯k
dw¯k
dξ¯k
= 2mk(wk + 2wkw˙k + w˙
2
k )e
t
¯ −
(wk − w¯k)2
2
∂V R
¯ e
t, k = 1, . . . ,n.
wk − wk 2R ∂wk
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dξ¯k
= e−t = 0, and mk = 0, k = 1, . . . ,n, the last relationships become
2w˙k − 4wkw˙kwk − w¯k = −
2w¯k
wk − w¯k − wk, k = 1, . . . ,n. (82)
So if we ﬁx a body mk , the above condition holds if and only if
1− 2wk
wk − w¯k = 0
or
2w˙k = −wk. (83)
The ﬁrst condition in equation is equivalent to wk + w¯k = 0 and corresponds to the geodesic given
by the vertical half line that forms the imaginary axis. Via the linear fractional transformation (72),
this geodesic corresponds to the horizontal geodesic, Im(z) = 0, of the Poincaré disk D2R .
The second condition, (83), holds for the body mk when wk is a function of the form wk(t) =
wk(0)e−t/2, where wk(0) is some initial condition with Im(wk(0)) > 0. Therefore the particle mk
moves along a half line through the origin of the coordinate system, which is a point at inﬁnity that
is reached when t → ∞. As t → −∞, mk goes to inﬁnity. It is instructive to notice that such integral
curves of Eq. (83) correspond in the Poincaré disk D2R to the parametric curves
zk(t) = −Rwk(0)e
−t/2 + iR2
wk(0)e−t/2 + iR =
iR2et/2 − Rwk(0)
iRet/2 + wk(0) ,
which are equidistant from the horizontal geodesic diameter, all of them starting at the point (−R,0),
as t → −∞, and ending in the point (R,0), as t → ∞. When Re(wk(0)) = 0, this curve becomes the
horizontal diameter, which is a geodesic. The above non-geodesic curves together with the geodesic
horizontal diameter foliate the Poincaré disk.
On the hyperbolic sphere, L2R , the above non-geodesic curves are given by the equations
x = α, y = r sinh t, z = r cosh t, (84)
where α = 0 is a constant and r = √R2 + α2. When α = 0, we recover the geodesic. When these
curves are taken to the Poincaré disk via the stereographic projection (4), we obtain the complex
curves
z(t) = u(t) + iv(t) = 2Rr(e
2t − 1)
Ret + 2r(e2t + 1) +
Rαet i
Ret + 2r(e2t + 1) , (85)
which also start at the point (−R,0), as t → −∞, and end at the point (R,0), as t → ∞. In other
words, we have obtained two families of equidistant curves with the same initial and ﬁnal directions
as the geodesic diameter.
So for the particles m1, . . . ,mn to form a relative equilibrium in H2R associated to the Killing vector
ﬁeld X1, they have to move along the upper half lines converging to the origin of the coordinate
system in H2R as t → ∞. These half lines are not geodesics, except in the case of the vertical half line.
Moreover, each non-geodesic vertical half line is equidistant from the geodesic vertical half line, the
distance being larger when the angle between the non-geodesic half line and the geodesic vertical
half line is larger. The sizes of these angles range between 0 and π/2. Notice also that in the case of
the geodesic vertical half line, Eq. (83) is satisﬁed as well, a fact that we will use in the proof of the
following result.
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suﬃcient condition for w = (w1, . . . ,wn) to be a solution of system (77) and, at the same time, a relative
equilibrium associated to the Killing vector ﬁeld X1 deﬁned by Eq. (79) is that, for every k = 1, . . . ,n, the
coordinates satisfy the conditions
R(wk + w¯k)wk
8(wk − w¯k)4 =
n∑
j=1
j =k
m j(w j − w¯ j)2(wk − w j)(w¯ j − wk)
[Θ3,(k, j)(w, w¯)]3/2 , (86)
where
Θ3,(k, j)(w, w¯) =
[
(w¯k + wk)(w¯ j + w j) − 2
(|wk|2 + |w j|2)]2
− (w¯k − wk)2(w¯ j − w j)2, k, j ∈ {1, . . . ,n}, k = j. (87)
Proof. We showed previously that for relative equilibria of the aforementioned type the bodies move
along straight half lines converging to the origin of the coordinate system and must therefore satisfy
Eq. (83), which implies that
4w¨k = wk, k = 1, . . . ,n. (88)
Using this equation together with Eq. (83), we can conclude from the equations of motion (77) that
R2mk(wk + w¯k)wk
2(wk − w¯k)3 =
∂V R
∂ w¯k
, k = 1, . . . ,n. (89)
Using (78), we obtain the relationships given in (86). This remark completes the proof. 
Deﬁnition 3. We will call hyperbolic relative equilibria the solutions of system (77) in H2R that satisfy
Eqs. (86).
We remark that Eq. (83) also gives the condition the velocity of the particle mk must satisfy in
order to produce a hyperbolic relative equilibrium.
4.3.1. The case n = 2
We will further provide a description of the hyperbolic relative equilibria for 2 interacting particles
in H2R . For this, we observe that for the particles of masses m1 and m2, Eqs. (86), which characterize
hyperbolic relative equilibria become
R(w1 + w¯1)w1
8(w1 − w¯1)4 =
m2(w¯2 − w2)2(w1 − w2)(w¯2 − w1)
[Θ3,(1,2)(w, w¯)]3/2 , (90)
R(w2 + w¯2)w2
8(w2 − w¯2)4 =
m1(w¯1 − w1)2(w2 − w1)(w¯1 − w2)
[Θ3,(2,1)(w, w¯)]3/2 , (91)
where
Θ3,(1,2)(w, w¯) = Θ3,(2,1)(w, w¯) = 4(w2 − w1)(w¯1 − w¯2)(w¯1 − w2)(w¯2 − w1).
Straightforward computations lead to the equation
(w1 + w¯1)w1
¯ = −
m2(w¯1 − w1)2(w¯2 − w1)
¯ 2 ¯ , (92)(w2 + w2)w2 m1(w2 − w2) (w1 − w2)
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m1(w2 − w¯2)2(w¯1 − w2)(w1 + w¯1)w1 +m2(w1 − w¯1)2(w¯2 − w1)(w¯2 + w2)w2 = 0, (93)
subject to the restriction w2 + w¯2 = 0.
Let us ﬁrst prove a negative result about hyperbolic relative equilibria in the curved 2-body prob-
lem in H2R . In general terms, unrelated to any model of hyperbolic geometry, this result states that,
on one hand, 2 particles cannot follow each other along a geodesic and maintain a constant distance
between each other and, on the other hand, one particle cannot move along the geodesic, while the
other particle moves along a non-geodesic curve equidistant from that geodesic, such that the bodies
maintain all the time the same distance between each other.
Proposition 3. Consider 2 point particles of masses m1,m2 > 0 moving in H2R . Then there are no hyperbolic
relative equilibria as solutions of system (77) with n = 2 for which both particles move along the geodesic
vertical half line on the imaginary axis or for which one particle moves along the geodesic vertical half line and
the other particle moves along a non-geodesic half line converging to the origin of the coordinate system.
Proof. As previously seen, if the particle of mass m1 moves along geodesic vertical half line, then
w1 + w¯1 = 0. Therefore Eq. (93) becomes
m2(w¯1 − w1)2(w¯2 − w1)(w¯2 + w2)w2 = 0,
which is impossible because none of the above factors vanishes in either of the two scenarios given
in the statement. This remark completes the proof. 
The previous result showed that 2 bodies that form a hyperbolic relative equilibrium cannot move
along the same geodesic. It is then natural to ask whether they could move along the same non-
geodesic curve that is equidistant from a given geodesic and maintain all the time the same distance
from each other. As we show in the following result, expressed in terms of H2R , the answer is also
negative.
Proposition 4. Consider 2 point particles of masses m1,m2 > 0 moving in H2R . Then there are no hyperbolic
relative equilibria as solutions of system (77)with n = 2 for which both particles move along the same half line
converging to the origin of the coordinate system.
Proof. Recall that for hyperbolic relative equilibria the expression of the orbit of the particle mk is
wk(t) = wk(0)e−t/2, where Im(wk(0)) > 0. Then, if 2 particles belong to the same half line and form
a hyperbolic relative equilibrium, their corresponding solutions have the form
w1(t) = w1(0)e−t/2 and w2(t) = αw1(t) = αw1(0)e−t/2, (94)
for some α > 0. If we substitute relations (94) into Eq. (93), a straightforward computation gives us
the condition
(αm1 +m2)w1(0) = (m1 + αm2)w¯1(0).
If Re(w1(0)) = 0, i.e. when the particles are on the same non-geodesic half line, then there is no
α that can satisfy the equation. This remark completes the proof. If Re(w1(0)) = 0, then the bodies
are on the geodesic vertical half line, and only α = −1 satisﬁes the equation. But since α must be
positive, the equation is not satisﬁed either, so we found another proof for the ﬁrst statement of
Proposition 3. 
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used, 2 particles cannot form a hyperbolic relative equilibrium if they move along the same non-
geodesic curve equidistantly placed from a geodesic, along the same geodesic, or if one particle moves
on a geodesic and the other particle on a non-geodesic curve equidistant to the geodesic. It is then
natural to check the last possibility, whether there exist hyperbolic relative equilibria with one body
moving along a non-geodesic curve and the other along another non-geodesic curve, both equidistant
from a given geodesic. The answer is positive and the motion takes place when the distances from
the geodesic to the 2 non-geodesic curves satisfy a certain relationship that depends on the values of
the masses.
To write these conditions in the language of H2R , recall that the slope β of any straight line in the
complex plane is deﬁned by the formula
iβ = w − w¯
w + w¯ .
Without loss of generality, we choose the initial conditions such that the heights satisfy w1(0) −
w¯1(0) = 2iy1 and w2(0) − w¯2(0) = 2iy2. Then, in terms of the slopes β1 and β2 of the straight lines,
Eq. (93) becomes
m1β2 y2
(|w1|2 − w2w1)= −m2β1 y1(|w2|2 − w2w1). (95)
We can now state and prove the following result.
Theorem 7. Consider 2 point particles of masses m1,m2 > 0 moving in H2R . Then the necessary and suﬃcient
conditions for the existence of a hyperbolic relative equilibrium as a solution of system (77)with n = 2 are that
one particle moves along a non-geodesic half line, while the other particle moves along another non-geodesic
half line, both half lines converging to the origin of the coordinate system, such that the supporting lines have
slopes of opposite signs that satisfy the relationship
m1
m2
= −β2
β1
y2
y1
, (96)
and that at every time instant there is a geodesic half circle centered at the origin of the coordinate system on
which both particles are located.
Proof. If we take the real and imaginary parts of Eq. (95), we obtain the equations
m1β2 y2|w1|2 −m1β2 y2 Re(w2w1) = −m2β1 y1|w2|2 +m2β1 y1 Re(w2w1), (97)
−m1β2 y2 Im(w2w1) =m2β1 y1 Im(w2w1). (98)
From Eq. (98), it follows that
−m1β2 y2 =m2β1 y1,
so condition (96) must be satisﬁed. Eq. (97) implies that
m1β2 y2|w1|2 = −m2β1 y1|w2|2,
which, by condition (96), is equivalent to |w1|2 = |w2|2. This fact proves that, at every time instant,
there must exist a geodesic half circle centered at the origin of the coordinate system on which the
particles are located. This remark completes the proof. 
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have slopes equal in absolute value, but of opposite sign. Indeed, since, at every time instant, the
particles must be located on the same geodesic half circle centered at the origin of the coordinate
system, the slopes β1 and β2 of the half lines along which they move satisfy β1 = −β2 if and only if
y1 = y2. Therefore, from Eq. (96), we have that m1 =m2 if and only if β1 = −β2.
4.3.2. The case n = 3
We will next study the case of 3 bodies in the Poincaré upper half plane, H2R , with masses
m1,m2,m3 > 0. In this context, the system of algebraic equations (86) becomes
R(w1 + w¯1)w1
8(w1 − w¯1)4
= m2(w2 − w¯2)
2(w1 − w2)(w¯2 − w1)
{[(w1 + w¯1)(w2 + w¯2) − 2(|w2|2 + |w1|2)]2 − (w1 − w¯1)2(w2 − w¯2)2}3/2
+ m3(w3 − w¯3)
2(w1 − w3)(w¯3 − w1)
{[(w1 + w¯1)(w3 + w¯3) − 2(|w3|2 + |w1|2)]2 − (w1 − w¯1)2(w3 − w¯3)2}3/2 , (99)
R(w2 + w¯2)w2
8(w2 − w¯2)4
= m1(w1 − w¯1)
2(w2 − w1)(w¯1 − w2)
{[(w1 + w¯1)(w2 + w¯2) − 2(|w2|2 + |w1|2)]2 − (w1 − w¯1)2(w2 − w¯2)2}3/2
+ m3(w3 − w¯3)
2(w2 − w3)(w¯3 − w2)
{[(w2 + w¯2)(w3 + w¯3) − 2(|w2|2 + |w3|2)]2 − (w2 − w¯2)2(w3 − w¯3)2}3/2 , (100)
R(w3 + w¯3)w3
8(w3 − w¯3)4
= m1(w1 − w¯1)
2(w3 − w1)(w¯1 − w3)
{[(w1 + w¯1)(w3 + w¯3) − 2(|w1|2 + |w3|2)]2 − (w1 − w¯1)2(w3 − w¯3)2}3/2
+ m2(w2 − w¯2)
2(w3 − w2)(w¯2 − w3)
{[(w2 + w¯2)(w3 + w¯3) − 2(|w2|2 + |w3|2)]2 − (w2 − w¯2)2(w3 − w¯3)2}3/2 . (101)
We assume that the particles m1 and m3 move along non-geodesic half lines and that m2 moves
along the geodesic vertical half line, such that, at every time instant, there is a geodesic half circle
centered at the origin of the coordinate system on which all particles are located. In other words, if
w = (w1,w2,w3) represents the conﬁguration of the system, we have
w2 + w¯2 = 0 and |w1| = |w2| = |w3|.
We can also write that
w1(t) = w1(0)e−t/2, w2(t) = w2(0)e−t/2, w3(t) = w3(0)e−t/2,
with |w1(0)| = |w3(0)| = 1 and w2(0) = i. The latter conditions are not restrictive, since the only
requirement for the initial conditions is to lie on the half lines on which the particles are assumed
to move. Substituting the above forms of w1, w2, w3 into Eqs. (99), (100), (101), the factors e−t/2
get canceled, and after redenoting w1(0),w2(0),w3(0) by w1,w2,w3, respectively, we obtain the
following equations:
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8(w1 − w¯1)4 =
m2(w21 + 1)
2[4+ (w1 − w¯1)2]3/2
+ m3(w3 − w¯3)
2(w1 − w3)(w¯3 − w1)
{[(w1 + w¯1)(w3 + w¯3) − 4]2 − (w1 − w¯1)2(w3 − w¯3)2}3/2 , (102)
0 = m1(w1 − w¯1)
2(w1 + w¯1)
[4+ (w1 − w¯1)2]3/2 +
m3(w3 − w¯3)2(w3 + w¯3)
[4+ (w3 − w¯3)2]3/2 , (103)
R(w3 + w¯3)w3
8(w3 − w¯3)4 =
m2(w23 + 1)
2[4+ (w3 − w¯3)2]3/2
+ m1(w1 − w¯1)
2(w3 − w1)(w¯1 − w3)
{[(w1 + w¯1)(w3 + w¯3) − 4]2 − (w1 − w¯1)2(w3 − w¯3)2}3/2 . (104)
Eq. (103) can take place only if w1 + w¯1 and w3 + w¯3 have opposite signs, so we can rewrite this
equation as
m1(w1 − w¯1)2|w1 + w¯1|
[2(w1 + w¯1)]3 =
m3(w3 − w¯3)2|w3 + w¯3|
[2(w3 + w¯3)]3 . (105)
To express w1 and w3 in terms of the angles the half lines make with the horizontal axis, we put
w1 = eiθ1 = cos θ1 + i sin θ1 and w2 = eiθ2 = cos θ2 + i sin θ2,
with θ1, θ3 ∈ (−π/2,0) ∪ (0,π/2). Then Eq. (105) becomes
m1 tan
2 θ1 =m3 tan2 θ3, (106)
which shows what relationship exists between the masses and the angles of the non-geodesic half
lines along which the corresponding particles move.
We can now state and prove the main result of this section, which shows that Eulerian relative
equilibria for which one body moves along a geodesic exist only if the masses moving on non-geodesic
curves equidistant from the geodesic are equal and those curves are on opposite parts of the geodesic
and at the same distance from it.
Theorem 8. Consider 3 point particles of masses m1,m2,m3 > 0 moving in H2R . Assume that m1 and m3
move along non-geodesic half lines emerging from the origin of the coordinate system at angles θ1 and θ3 ,
respectively, and that m2 moves along the geodesic vertical half line. Moreover, at every time instant, there
is a geodesic half circle on which all 3 bodies are located, and the motion of the particles is given by w =
(w1,w2,w3). Then w is a hyperbolic relative equilibrium that is a solution of system (77) with n = 3 if and
only if θ1 = −θ3 and m1 =m3 , with θ1, θ3 ∈ (−π/2,0) ∪ (0,π/2).
Proof. We already showed that for w1 = eiθ1 ,w2 = i, and w3 = eiθ3 , Eq. (103) takes the form (106).
With the same substitutions, Eqs. (102) and (104) become, respectively,
R cos θ1
sin4 θ1
= 8m2
cos2 θ1
+ 8m3 sin
2 θ3
(cos θ3 − cos θ1)2 , (107)
R cos θ3
4
= 8m1 sin
2 θ1
(cos θ − cos θ )2 +
8m2
cos2 θ
. (108)sin θ3 1 3 3
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cos3 θ1
sin4 θ1
= cos
3 θ3
sin4 θ3
. (109)
Consider now the function
f : (−π/2,0) ∪ (0,π/2), f (x) = cos
3 x
sin4 x
,
which is obviously even. It is easy to see that f is increasing in the interval (−π/2,0) and decreasing
in the interval (0,π/2). Therefore Eq. (109) has solutions if and only if θ1 = ±θ3. Since θ1 = θ3 induces
a collision conﬁguration, which is a singularity, the only possible solution is θ1 = −θ3. The fact that
m1 =m3 follows now from Eq. (106). This remark completes the proof. 
4.4. Parabolic relative equilibria
In this section we will study the relative equilibria associated to the subgroup
φ2(t) = exp(t X2) =
(
1 t
0 1
)
,
generated by the Killing vector ﬁeld X2 and which deﬁnes the one-parametric family of acting Möbius
transformations
f2(w, t) = w(t) + t,
in the upper half plane H2R . These orbits correspond to parabolic relative equilibria, and we will show
that they do not exist in H2R .
Let ζ = (ζ1, . . . , ζn), with ζk(t) = wk(t) + t , be the action orbit for w = (w1, . . . ,wn), which is a
solution of the equations of motion (77). Then
ζ˙k = w˙k + 1 and ζ¨k = w¨k, k = 1, . . . ,n,
therefore ζ is also a solution of system (77) if and only if
mk ζ¨k =
2mk ζ˙ 2k
ζk − ζ¯k
− (ζk − ζ¯k)
2
2R2
∂V R
∂ζ¯k
, k = 1, . . . ,n,
which can be written as
mkw¨k = 2mk(w˙k + 1)
2
wk − w¯k −
(wk − w¯k)2
2R2
∂V R
∂ w¯k
dw¯k
dζ¯k
, k = 1, . . . ,n,
which, since dw¯k
dζ¯k
= 1, is the same as
mkw¨k =
2mk(w˙2k + 2w˙k + 1)
¯ −
(wk − w¯k)2
2
∂V R
¯ , k = 1, . . . ,n. (110)wk − wk 2R ∂wk
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mkw¨k =
2mkw˙2k
wk − w¯k −
(wk − w¯k)2
2R2
∂V R
∂ w¯k
, k = 1, . . . ,n. (111)
Comparing now Eqs. (110) and (111), we obtain that
2w˙k = −1, k = 1, . . . ,n, (112)
which holds if and only if
wk(t) = − t2 + wk(0), k = 1, . . . ,n, (113)
where wk(0), k = 1, . . . ,n, are initial conditions. Consequently, a necessary condition for the particles
m1, . . . ,mn to form a relative equilibrium associated to the Killing vector ﬁeld X2 is that they move
along horizontal straight lines in H2R passing through wk(0), k = 1, . . . ,n. In terms of the Poincaré
disk D2R , these orbits correspond to the parametric curves
zk(t) =
−R[− t2 + wk(0)] + iR2
− t2 + wk(0) + iR
, k = 1, . . . ,n,
which start at the point (−R,0), as t → −∞, and end at the same point (−R,0), as t → ∞. These
curves have the same topology as the boundary circle of D2R . In terms of the hyperbolic sphere L
2
R ,
these lines are the parabolas obtained by intersecting L2R with a plane orthogonal to the rotation axis,
the line y = 0, z = x.
We can now state and prove the following result.
Theorem 9. Consider n 2 point particles of massesm1, . . . ,mn > 0moving inH2R . Then a necessary and suf-
ﬁcient condition for w = (w1, . . . ,wn) to be a solution of system (77) that is a relative equilibrium associated
to the Killing vector ﬁeld X2 is that the coordinate functions satisfy the equations
− R
4(wk − w¯k)4 =
n∑
j=1
j =k
m j(w¯ j − w j)2(wk − w j)(w¯ j − wk)
[Θ˜3,(k, j)(w, w¯)]3/2
, (114)
k = 1, . . . ,n, where
Θ˜3,(k, j)(w, w¯) =
[
(w¯k + wk)(w¯ j + w j) − 2
(|wk|2 + |w j|2)]2
− (w¯k − wk)2(w¯ j − w j)2, k, j ∈ {1, . . . ,n}, k = j. (115)
Proof. We saw that relative equilibria associated with the Killing vector ﬁeld X2 must satisfy
Eqs. (113), which imply that
w¨k = 0, k = 1, . . . ,n. (116)
Therefore, from Eqs. (111), we can conclude that the coordinates of a relative equilibrium w satisfy
the equations
mkR2
¯ 3 =
∂V R
¯ , k = 1, . . . ,n. (117)(wk − wk) ∂wk
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∂ w¯k
, k = 1, . . . ,n, we obtain the
desired relationships (115). This remark completes the proof. 
Deﬁnition 4. We will call parabolic relative equilibria the solutions of system (77) in H2R that satisfy
Eqs. (114).
Notice that Eqs. (112) provide the velocities of the particles in case they form a parabolic relative
equilibrium. However, as we will further prove, parabolic relative equilibria do not exist in the curved
n-body problem. The following statement generalizes a result obtained in [8] for curvature κ = −1.
Using the same idea as in [8], this result was generalized in [3] to the 3-dimensional case.
Theorem 10. In the curved n-body problem with negative curvature there are no parabolic relative equilibria.
Proof. Using the notation
wk = ak + ibk and w j = a j + ib j,
the real and imaginary parts of Eqs. (114) become
− R
32b4k
=
n∑
j=1
j =k
2mjb2j [(ak − a j)2 + (b2j − b2k)]
[Θ˜3,(k, j)(w0, w¯0)]3/2
, k = 1, . . . ,n, (118)
0 =
n∑
j=1
j =k
4mjb2j bk(ak − a j)
[Θ˜3,(k, j)(w0, w¯0)]3/2
, k = 1, . . . ,n. (119)
Since bk > 0, k = 1, . . . ,n, Eqs. (119) hold for any k, j ∈ {1, . . . ,n}, with k = j, if and only if ak = a j .
This fact implies that all the particles are located on the same vertical line. Without loss of generality,
we can assume that they are on the vertical half line x = 0, y > 0. Therefore wk = bki and w j = b j i.
When we substitute these values into Eq. (114) we obtain
− R
32b4k
=
n∑
j=1
j =k
m jb2j (b
2
j − b2k)
|b2k − b2j |3
, k = 1, . . . ,n. (120)
Since the particles do not collide, we can assume, without loss of generality, that
0 < b1 < · · · < bn.
Then, for k = 1, we can conclude from (120) that
− R
32b41
=
n∑
j=2
mjb2j (b
2
j − b21)
|b21 − b2j |3
.
But the left hand side of this equation is negative, whereas the right hand side is positive. This
contradiction completes the proof. 
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