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We show that lattices with higher-order topology can support corner-localized bound states even in
the absence of a bulk energy gap. Topological bound states in these phases thus constitute condensed
matter realizations of bound states in the continuum (BICs). We propose a method for the direct
identification of BICs in condensed matter settings and use it to demonstrate the existence of BICs
in a concrete lattice model. Although the onset for these states is given by corner-induced filling
anomalies in certain topological crystalline phases, additional symmetries are required to protect the
BICs from hybridizing with their degenerate bulk states. We analytically demonstrate the protection
mechanism for BICs in this model and numerically show how breaking this mechanism transforms the
BICs into resonances. Our work shows that topological bulk-boundary correspondences are immune
to the existence of interfering bulk bands, expanding the search space for crystalline topological
phases.
Topological insulators exhibit robust quantized elec-
tromagnetic phenomena with exotic boundary manifesta-
tions. A paradigmatic example is the family of topologi-
cal insulators which manifest quantized dipole moments
in their bulk and charge fractionalization at their bound-
aries [1–3], epitomized by the inversion-symmetric one-
dimensional Su-Schieffer-Hegger model [4]. This prop-
erty of boundary charge fractionalization has recently
been generalized through the discovery of higher-order
topological insulators (HOTIs) whose topology is solely
protected by crystalline symmetries and which can host
corner fractional charges in 2D and 3D [5–14].
Of particular interest is the subset of HOTIs with ad-
ditional chiral or particle-hole symmetries because they
manifest topological corner-bound states at zero en-
ergy [5, 7]. These states are constantly sought after be-
cause they are easy to access experimentally and show
maximal confinement [15–20]. Moreover, in supercon-
ductors, they constitute Majorana bound states [21–26].
Both in insulators and superconductors, these states may
present interesting braiding properties [27–29].
The current search for materials which are members of
this subset (or the construction of metamaterials which
are) currently rules out those without a bulk band gap
at zero energy. Yet, in principle, spectral isolation is not
necessary for the existence of localized bound states. In
fact, bound states that coexist with degenerate extended
ones, commonly known as bound states in the continuum
(BICs), have been found across a variety of other physical
systems, including quantum systems [30–33], water waves
[34–39], acoustics [40–45], and photonics [46–64].
Thus, the natural question to consider is, do topolog-
ical crystalline insulators with fractional corner charges
still possess corner-localized states in the absence of a
gap? And, if so, what protects these states from hy-
bridizing with bulk states at the same energy? If such
protected corner-localized modes do exist, they are con-
densed matter realizations of BICs, as they would be lo-
calized to a zero-dimensional region of the system despite
the existence of the background of continuum states in
the bulk of the material.
Previous studies on BICs consider systems which are
coupled to scattering channels in the surrounding envi-
ronment that satisfy radiative boundary conditions, ren-
dering their Hamiltonians non-Hermitian by allowing en-
ergy to radiate away. In contrast, condensed matter sys-
tems, being closed systems, have presented a difficulty in
even defining the appropriate criteria for diagnosing the
existence of BICs, which only a few previous studies have
attempted to address [19, 65, 66].
In this paper, we draw inspiration from open systems
to devise a method which allows the identification of BICs
in closed crystalline systems. By adding fictitious non-
Hermitian terms to the Hamiltonian of the crystal, and
in the correct limits, this method diagnoses the existence
of BICs in the original system as the isolated states with
only purely real energies in the complex energy spectrum.
Equipped with this tool, we study a concrete model of a
2D HOTI without a bulk gap at zero energy and conclu-
sively demonstrate the existence of zero-energy corner-
localized BICs. We further show that the protection of
BICs requires more symmetries than those necessary to
protect the HOTI phase and that, in the absence of these
additional symmetries (but still preserving those which
protect the HOTI phase), the BICs mix with their de-
generate bulk states to become higher-order topological
resonances. Our work shows that bulk-boundary corre-
spondences in topological band theory are general fea-
tures immune to the existence of interfering bulk bands.
Consequently, our work expands the search space for
topological phases beyond those with in-gap states to in-
clude those hosting higher-order topological resonances
or symmetry-protected BICs.
Model and its topological phases. — The lattice we con-
sider is shown in Fig. 1(a) and consists of 4 sites per unit
cell with dimerized nearest-neighbor couplings of ampli-
tude 1 (solid lines) and t (dashed lines). For the basis
indicated by the numbers in Fig. 1(a), the Bloch Hamil-
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FIG. 1. Model lattice and its topology. (a) Lattice with
Hamiltonian in Eq. 1. (b) Bulk energy bands along high-
symmetry lines of the Brillouin zone, for t = 0.5. (c) Density
of states when boundaries are open in both directions (n = 20,
t = 0.15). The lower panels indicate the probability densities
per band (n = 5, t = 0.15).
tonian of the system is
h(k) =
(
0 Q
Q† 0
)
, Q =
(
γ + eikx γ + eiky
γ + e−iky γ + e−ikx
)
, (1)
and its bulk energy bands are shown in Fig. 1(b). This
Hamiltonian has chiral symmetry, {Π, h(k)} = 0, where
Π = σz ⊗ I2×2 is the chiral operator, as well as C4v sym-
metry. As such, the spectrum is symmetric around zero
due to chiral symmetry [see the Supplementary Informa-
tion (SI)] and the two middle bands are two-fold degen-
erate at the Γ and M points of the Brillouin zone as
they adopt the 2 dimensional irreducible representation
of C4v. Thus, due to the simultaneous presence of chiral
and C4v symmetries, the lattice will always have gapless
bulk energy bands at zero energy.
The presence of C4v symmetry in the lattice distin-
guishes two topological phases. For |t| < 1, the lattice
is in a topological phase, with different C4v (C2v) rep-
resentations at M (X and X′) relative to Γ. On the
other hand, for |t| > 1, the bands are in a trivial phase,
with equal representations at all high symmetry points
(HSPs). The symmetry representations at all HSPs for
both phases are shown in Table S1 of the SI. At |t| = 1,
the phase transition occurs by closing both bulk gaps at
X, X′ and M, exchanging the representations at these
three HSPs.
This model has been recently studied in the context of
charge fractionalization in higher-order topological crys-
talline insulators [11]. In the topological phase, the Wan-
nier centers in all the bands localize at the maximal
Wyckoff position 1b (corner of the unit cell), while in
the trivial phase the Wannier centers in all the bands are
localized at the maximal Wyckoff position 1a (center of
the unit cell). The displacement of the Wannier centers
relative to the center of their unit cells generates dipole
moments per unit length quantized by C2 symmetry to
P = ( e2 ,
e
2 ) in the first and fourth bands of the lattice [11].
These quantized dipole moments are accompanied by two
edge energy bands (i.e., bands with edge-localized states)
spectrally isolated from the bulk energy bands [Fig. 1(c)].
In addition to the dipole moments, the topological
phase has a corner-induced filling anomaly [11] [67],
which captures the second-order topological character of
the bands. When boundaries are open in both directions,
the filling anomaly accounts for a reorganization in the
number of states across bands relative to when bound-
aries are periodic. This reorganization is captured in the
probability density functions shown in the lower panel
of Fig. 1(c). In particular, the central band shows pro-
nounced support over the corner unit cells and, as we will
see, are associated with the existence of corner BICs.
Bound states in the continuum — We can directly test
for the existence of corner BICs by dividing the lattice
into two regions: a small region that we leave intact
which we call the ‘system,’ S, comprised of the 4 square
regions located at the corners, each of size ns × ns unit
cells, and a large region called the ‘environment,’ R, con-
taining all of the unit cells not in S (inset of Fig. 2). To
the environment, we add the non-Hermitian on-site terms
hloss = −iκ
∑
r∈R
4∑
α=1
c†r,αcr,α, 0 < κ 1, (2)
which amount to uniform losses in all the sites in the
environment. If we now inject an initial wave function
ψ(0) into the lattice, it will evolve over time as ψ(t) =
e−iHtψ(0) (from now on we set ~ = 1), where H is the
Hamiltonian containing both the Hermitian Hamiltonian,
Eq. 1, and the non-Hermitian terms, Eq. 2.
Due to the losses in the environment and the fact that
all sites in the lattice are coupled, in general we expect
|ψ(t)|2 to decrease over time. However, if corner-localized
bound states exist in the continuum of the lattice, and
for system sizes larger than the exponential confinement
of the bound states, the losses of a wave function injected
at the bound state will be heavily suppressed. This man-
ifests in the propagator e−iHt by the existence of eigen-
states of the Hamiltonian with close-to-real energies and
bound to the corners (more precisely, the imaginary com-
ponent of the complex energy of the bound states should
exponentially approach zero with increasing system size).
3FIG. 2. Probing the existence of bound states in the contin-
uum by adding the non-Hermitian term, Eq. 2, to the lattice
in Fig. 1(a) in the topological phase. (a) Complex energies.
(b) Imaginary component of the energies as a function of sys-
tem size (The inset shows the shapes of the ‘system’ and ‘en-
vironment’ regions in gray and purple, respectively). In (a)
and (b), the red hollow circle is the four-fold degenerate en-
ergy of the bound states in the continuum with support at
the corners, and the blue solid circles have eigenstates with
support in bulk or edges. (c,d) Probability density function of
(c) the BICs and (d) the bulk states at zero real energy. In (c)
and (d), the area of the circles is proportional to amplitude
|ψ| of the states. In (a), (c) and (d), n = 16 unit cells, ns = 3
unit cells. In (b) n = 32. In all plots, κ = −5 × 10−2 and
t = 0.25.
This exact behavior of the energies of the system is
shown in Fig. 2, in which corner-localized bound states
are observed in the topological phase of our model.
Fig. 2(a) shows the complex energies of the Hamiltonian
H, in which four energies are close to being purely real
(red hollow circles), while all of the other energies have a
non-vanishing imaginary component (blue solid circles).
These four nearly-real eigenvalues are shown in Fig. 2(b)
to approach a zero imaginary component exponentially
fast with increasing system size. As expected, the real en-
ergies have eigenstates bound to the corners [Fig. 2(c)].
Crucially, these corner bound states are embedded in the
continuum of energies of the central bulk energy band, as
can be seen in the cumulative probability density function
of all eigenstates with zero real component of the energy
other than the four corner bound states, Fig. 2(d).
BICs as a signature of the topological phase — The
existence of BICs is exclusive of the topological phase and
its associated filling anomaly. When the filling anomaly
vanishes, so do the BICs. Figure 3 shows the real and
imaginary components of the energies as a function of the
hopping amplitude t. In Fig. 3(a), the phase transitions
FIG. 3. Complex energies in the lattice as a function of the
hopping amplitude t. Shaded and non-shaded regions corre-
spond to the trivial and topological phases, respectively. (a)
Real component of the energies. (b) Imaginary component of
the energies. Both plots show the overlapped spectra of three
configurations: closed boundaries in both directions (blue),
closed boundary only along one direction (purple), and open
boundaries in both directions (red). Blue spectra is on top of
purple spectra, both of which are on top of red spectra. For
all plots, n = 16, ns = 3, κ = −5× 10−2.
are not visible due to indirect gap closings in the bulk,
which start to occur at t = 0.5 [Fig. 1(b)].
In the real spectrum [Fig. 3(a)] it is possible to see
the appearance of in-gap states in the topological phase
when boundaries are open in one direction (green bands).
These bands have edge-localized eigenstates. Although
the plot shows that the edge states are spectrally sep-
arated from the bulk bands only for a fraction of the
topological phase, they persist up to the bulk transition
point |t| = 1.
Here, we focus on corner-bound states because they
do not have any spectral isolation at any point of the
real energy spectrum and their existence is far from evi-
dent. Indeed, we saw that the bound state is embedded
in the continuum of the central energy band, and can be
separated only in complex energy when losses are added
to the environment. Under this prescription, only the
imaginary component of the spectrum allows the identi-
fication of the corner-bound states. These are shown as
the red line at zero imaginary energy in the topological
phase (|t| < 1) in Fig. 3(b). Notice the sharp transition
of the BICs into lossy states as the system approaches
the phase transition point (|t| = 1). In the trivial phase
(|t| > 1), the BICs are gone as the filling anomaly van-
ishes.
Symmetry protection of the BICs — The existence of
the corner filling anomaly is guaranteed for any spatial
symmetry that fixes the Wannier center of the topological
phase to the maximal Wyckoff position 1b, such as C2
symmetry. However, additional symmetries are required
to protect the BICs from mixing with other degenerate
bulk states to form resonances. In our model, both C4v
and chiral symmetries are required to protect the BICs,
as we will show now.
In the bulk, all states at zero energy take the two-
4dimensional representation E of C4v (see Table S2 in the
SI). Degenerate to these are the four corner states which,
as a whole, form the representation A1 ⊕ B2 ⊕ E. The
A1 and B2 corner states cannot mix with the E bulk
states as they have incompatible symmetry representa-
tions. However, the E corner and E bulk states can in
principle mix. Consider the combinations of corner states
|C+〉 = 12 (1,−1, i,−i)T and |C−〉 = 12 (1,−1,−i, i)T that
form a basis for the E irreducible representation of corner
states, where the entries correspond to the corner states
localized at the top right, bottom left, top left, and bot-
tom right corners, respectively. Since |C±〉 are a basis for
a 2D irrep, they are degenerate in energy as long as C4v is
preserved. This basis is convenient because, in the pres-
ence of chiral symmetry, |C±〉 are chiral partners of each
other, i.e., |C+〉 = Π |C−〉 and viceversa, from which it
follows that these two states should have energies of op-
posite sign, ,− (see SI). Thus, under C4v and chiral
symmetry, |C±〉 must both have  = 0. By the same ar-
gument, all bulk states that fall into the E representation
of C4v must have  = 0 under chiral symmetry.
Now, consider a possible hybridization of the corner
states |C±〉 and the bulk states |B±〉 that form the E rep-
resentations of C4v into |ψ1〉 = α (|B+〉+ β |C±〉), where
α = 1/
√
1 + |β|2. Due to C4v, there is another state
|ψ2〉 = α (|B−〉+ β |C∓〉) degenerate to |ψ1〉. The cru-
cial observation is that |ψ1〉 and |ψ2〉 are chiral partners
of each other, and as such these hybridized states have
zero energy. Thus, the states |ψ1,2〉 are merely arbitrary
choices in the highly degenerate subspace of zero energy
and do not represent a physical unbreakable hybridiza-
tion into resonant eigenstates. The prescription for the
detection of BICs that we propose here is then sufficient
to isolate the corner BICs from the rest of degenerate
states.
In the absence of either chiral or C4v symmetry, the hy-
bridized states are not pinned to zero energy, and are thus
free to become eigenstates of the system not susceptible
of being separated into their corner and bulk constituents
(Fig. 4). The unseparable hybridized states, having sup-
port in both the corner and the bulk, will eventually at-
tenuate in the presence of bulk loss, which manifests in
the complex energy by a non-zero imaginary component.
Some of these states are in principle long-lived as they
may have more support in the corners rather than in the
bulk, and thus constitute resonances of the system. In
Fig. 4 we show the conversion of BICs into resonances as
we add perturbations to the original Hamiltonian in Eq. 1
that break the simultaneous C4v and chiral symmetries
down to only certain indicated symmetries. The per-
turbations consist of random hopping terms up to next
nearest neighbor unit cells that nevertheless preserve the
desired symmetries, as detailed in the SI.
In previous studies, one of the possible mechanisms
for creating BICs has been attributed to the separabil-
ity of the Hamiltonian into kx and ky dependent parts,
FIG. 4. Breaking the symmetries that protect the BICs. En-
ergy eigenvalues (left panels) and probability densities of the
four states whose energies have their imaginary components
closest to zero (right panels) under perturbations that pre-
serve certain symmetries: (a) C4v and chiral symmetries, (b)
only chiral symmetry, (c) only C4v symmetry, and (d) C4 and
chiral symmetries. In the energy plots, the red hollow circles
correspond to the four energies with imaginary components
closest to zero (possibly degenerate). Only (a) has BICs; (b),
(c), and (d) have corner-localized topological resonances. For
all plots, n = 16, ns = 3, κ = −5× 10−2 and t = 0.25.
i.e., h(kx, ky) = hx(kx) + hy(ky) [68, 69]. Here we show
that BICs are protected beyond separability. Specifically,
Fig. 4(a) has added perturbations that put the overall
Hamiltonian in a non-separable form (see the SI). We
also notice that in all cases in Fig. 4 the filling anomaly
is preserved, and in (a), (c), and (d), the Wannier cen-
ters are still fixed by symmetry to the maximal Wyckoff
position 1b. Thus, we hereby verify that additional sym-
metries to those required to protect the topological phase
and its filling anomaly are required to protect BICs. Res-
onances, however, will generally exist for the symmetries
that protect the topological phase, with a quality factor
inversely proportional to the amplitude of the imaginary
component of their energies. The recent work of Ref. 66
introduces unrestricted (i.e., symmetry-breaking) noise
to their system. Thus, we expect that their numerical
method for finding corner-localized states is incapable of
properly distinguishing BICs from resonances.
Conclusion — We have shown that corner-localized
modes exist in HOTIs even in the absence of a bulk band
gap. In the C2 symmetry protected HOTI phase stud-
ied here, we find that BICs exist as long as both C4v
and chiral symmetries are preserved. Our work expands
the search space (design space) for topological materials
(topological metamaterials). Moreover, the unique prop-
5erty of coexistence between BICs and bulk states offers
a new playground for possible applications of topological
phenomena.
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8Supplementary Information:
Bound states in the continuum of higher-order topological insulators
A. Irreducible representations of the energy bands of the lattice model
The Hamiltonian in Eq. 1 has C4v symmetry, which is generated by the simultaneous presence of C4 symmetry,
rˆ4h(kx, ky)rˆ
†
4 = h(ky,−kx), (S1)
and reflection symmetry,
Mˆxh(kx, ky)Mˆ
†
x = h(−kx, ky), (S2)
both of which imply also C2 symmetry as well as reflection symmetries along y -denoted My- and along the two
diagonals -denoted Md1 and Md2. The topology of the crystalline phases of this model can be diagnosed by looking
at the representations that the states take at the high-symmetry points (HSPs) of the Brillouin zone. In particular,
we are interested in the HSPs Γ and M, which are invariant under the full group, C4v, as well as the HSPs Γ, X, and
X′, which are invariant only under the little group C2v. The representations that each of these bands take at these
points is given in Table S1.
phase bands C4v C2v
Γ M Γ X X′
1 B2 A1 a2 b1 b2
|t| < 1 2,3 E E b1 + b2 a1 + a2 a1 + a2
4 A1 B2 a1 b2 b1
1 B2 B2 a2 a2 a2
|t| > 1 2,3 E E b1 + b2 b1 + b2 b1 + b2
4 A1 A1 a1 a1 a1
TABLE S1. Symmetry representations at the high symmetry points of the BZ in both topological (|t| < 1) and trivial (|t| > 1)
phases. Irreducible representations (irreps) at Γ and M are for C4v and irreps at X and X
′ are for C2v. Irreps A1, A2, B1, B2,
a1, a2, b1, b2 are one dimensional. Irrep E is two-dimensional.
The irreducible representations in Table S1 have the character tables detailed in Table S2.
irrep I C2 2C4 2Mv 2Md
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 1 -1 1 -1
B2 1 1 -1 -1 1
E 2 -2 0 0 0
irrep I C2 Mx My
a1 1 1 1 1
a2 1 1 -1 -1
b1 1 -1 1 -1
b2 1 -1 -1 1
TABLE S2. Character table for the C4v (left) and C2v (right) groups. The irreducible representations at the HSPs of the
Brillouin zone for each energy band is shown in Table S1.
Notice that only the group C4v has a two-dimensional irreducible representation, E. This is the representation of
the bulk states at zero energy and which coexist with the topological corner BICs.
B. Trivial and topological phases of the model and their Wannier centers
In real space, the topology of the energy bands in the lattice of Fig. 1(a) in the Main Text is described by the
positions of their Wannier centers [70, 71]. Although the Block Hamiltonian in Eq. 1 has C4v and chiral symmetries,
C2 symmetry alone suffices to fix the positions of the Wannier centers to one of two disconnected maximal Wyckoff
9positions of the lattice: a ‘trivial’ Wannier center for |t| > 1, and a ‘topological’ one, for |t| < 1. These two phases
are in different atomic limits [72]. The trivial atomic limit is described by Wannier centers that coincide with the
centers of the unit cells [Fig. S1(a)], and the nontrivial atomic limit has Wannier centers at the corners of the unit
cells [Fig. S1(b)].
(a) trivial atomic limit (b) nontrivial atomic limit
FIG. S1. Wannier center configuration for (a) the trivial phase, |t| > 1 and (b) the topological phase, |t| < 1. Gray squares are
unit cells. Blue and red circles are the Wannier centers. White circles represent the centers of ionic charge. Wannier centers in
red are in excess relative to those with closed boundaries.
These two configurations can be diagnosed from the C2 representations that each of the bands take at the HSPs of
the Bloch Hamiltonian, Eq. 1 of the Main Text. Table. S3 compiles these representations, the corresponding Wannier
centers, and the nominal corner charge for each band and for both phases.
phase bands Γ X Y M Wannier center Qcorner
1 +1 -1 -1 +1 1b e4
|t| < 1 2,3 -1,-1 +1,+1 +1,+1 -1,-1 1b (×2) e2
4 +1 -1 -1 +1 1b e4
1 +1 +1 +1 +1 1a 0
|t| > 1 2,3 -1,-1 -1,-1 -1,-1 -1,-1 1a (×2) 0
4 +1 +1 +1 +1 1a 0
TABLE S3. The C2 representations of the energy bands at high symmetry points of the BZ in both topological (|t| < 1) and
trivial (|t| > 1) phases.
The topological configuration generates electric dipole moments along both x and y, P = ( e2 ,
e
2 ). With open
boundaries, these moments generate an edge-induced filling anomaly [11], an excess in the number of states relative
to those with no boundaries. In addition, this configuration has a (nominal) corner-induced filling anomaly [11]: an
extra excess or depletion of states caused only in the presence of corners. It is this anomaly that causes the corner
localized states at zero energy that, under the right symmetries, constitute topological BICs (if additionally C4v and
chiral symmetries are preserved) or topological resonances (if either C4v or chiral are broken) [lower panel for central
band in Fig. 1(c) of the Main Text]. We emphasize that not all lattices with P = ( e2 ,
e
2 ) have a corner-induced filling
anomaly. A case in point is the lattice in Fig. 2(e) in Ref. 11.
C. Constraints on the energy spectrum due to chiral symmetry
Consider the energy eigenstate |u〉 with energy , such that
h |u〉 =  |u〉 . (S3)
If the Hamiltonian h has chiral symmetry, {h,Π} = 0, then the state Π |u〉 is an energy eigenstate of h with energy
−,
hΠ |u〉 = −Πh |u〉 = −Π |u〉 (S4)
Thus, the energies in a system with chiral symmetry come in pairs (,−), and their states are related by the chiral
operator Π. From this, it follows that states with  = 0 are either eigenstates of Π, in which case have support only in
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one sublattice, or come in pairs (|u〉 ,Π |u〉). In the Hamiltonian of Eq. 1, examples of the first case are the individual
zero energy corner states, while an example of the second case is the subspace of bulk states at zero energy.
D. Implementing the symmetry-breaking perturbations
To generate the results in Fig. 4 of the Main Text, additional hopping terms where added to the Hamiltonian of
Eq. 1. The overall Hamiltonian before introducing losses in the system, Eq. (2), is
hT (k) = h(k) + ∆php(k), (S5)
where ∆p is the overall strength of the perturbation and
hp(k) =Tx1 cos kx + Tx2 sin kx + Ty1 cos ky + Ty2 sin ky
+ T1 cos kx sin ky + T2 sin kx cos ky (S6)
is the Hamiltonian of the additional perturbation, which amounts to hopping terms up to next nearest neighbor unit
cells. The T matrices are all 4×4 random Hermitian matrices in which each entry has a complex value with a uniform
distribution in the range [0, 1]. In addition to obeying Hermicity, the T matrices are subject to certain constraints
imposed by the symmetries we are interested in preserving. In what follows we detail examples of the constraints on
the T matrices used for the preservation of certain symmetries:
1. For chiral symmetry
Under chiral symmetry, Πh(k)Π = −h(k), all T matrices must obey
{T,Π} = 0. (S7)
2. For C4 symmetry
Let us first focus on the nearest neighbor T matrices. To first satisfy C2 symmetry, rˆ2h(kx, ky)rˆ
†
2 = h(−kx,−ky),
we require
[Tx1, rˆ2] = 0, {Tx2, rˆ2} = 0. (S8)
Now, to satisfy C4 symmetry, rˆ4h(kx, ky)rˆ
†
4 = h(ky,−kx), we additionally require
Ty1 = rˆ4Tx1rˆ
†
4, Ty2 = −rˆ4Tx2rˆ†4. (S9)
The two next nearest neighbor T matrices are odd under C2 symmetry. Take first T1 to obey
{T1, rˆ2} = 0, (S10)
and then determine T2 via the constraint due to C4 symmetry,
T2 = −rˆ4T2rˆ†4. (S11)
3. For reflection symmetry
Under reflection symmetry along x, Mˆxh(kx, ky)Mˆ
†
x = h(−kx, ky), four T matrices are even under Mx and two are
odd,
[Tx1, Mˆx] = 0 , [Ty1, Mˆx] = 0, [Ty2, Mˆx] = 0, [T1, Mˆx] = 0, {Tx2, Mˆx} = 0, {T2, Mˆx} = 0. (S12)
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If more than one symmetry is to be preserved, the constraints due to each of them have to be met simultaneously.
Once the T matrices are chosen, an inverse Fourier transform allows to implement the hopping terms in real space.
For example, the nearest neighbor perturbations along x lead to
Tx1 cos kx + Tx2 sin kx →
∑
x,y
4∑
α,β=1
c†(x,y),α
(
Tx1 − iTx2
2
)
α,β
c(x+1,y),β + h.c., (S13)
where the sum over x and y run over the coordinate of unit cells in the entire lattice.
