Introduction 9
In this work, we investigate the existence of solutions y : [0, σ n (T )] T → R N to the following nonlinear system of 10 nth-order differential equations on time scales 
12
under the time-scales periodic conditions:
13 y(0) = y(σ n (T )), y ∆ (0) = y ∆ (σ n−1 (T )), . . . , y ∆ n−1 (0) = y ∆ n−1 (σ (T )).
14
We shall assume that the nonlinearity f : [0, T ] T × R n.N → R N is continuous and bounded with respect to y. has at least one T -periodic solution if the following conditions hold:
2. The degree of the mapping θ :
is non-zero.
12
In this work, we generalize several aspects of this result. On the one hand, we do not deal with a system of classical boundary value problem is studied. We may also mention [9] , where Landesman-Lazer conditions for a second-order 22 periodic problem on time scales are obtained by variational methods.
23
On the other hand, our system consists of higher-order equations, for which some of the standard tools of the theory 24 of second-order operators (e.g. maximum and comparison principles) are not applicable.
25
Finally, the nonlinearity f is more general, since it may also depend on the derivatives of y. In particular, even for 26 the classical case T = R, this fact implies that the problem has non-variational structure, and motivates the use of topo-27 logical methods instead: more precisely, we shall apply Mawhin's coincidence degree theory (see e.g. [10] ). This pow-28 erful tool has been applied to many resonant boundary value problems. An application for a resonant problem on time 29 scales is given in [8]; for periodic conditions, the continuation method has been firstly used in [11] , and also in [12] .
30
We shall assume that f : [0, T ] T × R n.N → R N is continuous and satisfies the linear growth condition
for some ε to be specified, and some arbitrary constant M. In this situation, our condition concerning the existence of 33 radial limits of the nonlinearity takes the following form:
For each t the limit 
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2. The degree of the mapping θ : S N −1 → S N −1 given by
is non-zero. 
is one-to-one; denote its inverse by
is bounded and K π V (I − π W )N : Ω → V is compact.
10
The following continuation theorem is due to Mawhin [10] : 
and define the operators L :
.
27
A simple computation shows that Ker(L) = R N , and
Thus, we may define the projectors 
where the constant c 1 is uniquely determined by the boundary condition y ∆ n−2 (0) = y ∆ n−2 (σ 2 (T )); namely
Inductively, it follows that 4 y(t) = P(t) + I n (ϕ)(t),
5
where P is a generalized polynomial of order n − 1 (i.e. an nth-order anti-derivative of 0), and the coefficients of P are uniquely determined by the successive integrals of ϕ.
7
The proof of the following lemma is immediate from the previous remark:
There exists a constant C such that
for any ϕ ∈ R(L).
11
If y belongs to a bounded set Ω ⊂ V, then ϕ = (I − π W )N y is bounded, and from the Arzelá theorem and the 12 previous lemma we deduce that
Thus, the L-compactness of N follows.
13
We claim that the solutions y ∈ D of the equation L y = λN y with 0 < λ ≤ 1 are a priori bounded for the V-norm. Thus, writing y k = y k V .z k , and using the dominated convergence theorem for the time scales integral (see [13] ),
28
we deduce from condition (F) that 
