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Figure 1: 3D interpretation of the mythological story of Hylas and the Water Nymphs, after a bas-relief marble by Bertel Thorvaldsen (1833).
Hylas was sent to fetch water for the camp. Finding a pool in a clearing, he was encircled by water nymphs reaching up to kiss him and
there disappeared with them forever. Using hand-drawn silhouette shapes and 2D skeletons of the four characters, we compute a plausible
3D reconstruction of the scene with rigged and skinned models suitable for 3D animation.
Abstract
For thousands of years, bas-reliefs have been used to depict scenes of everyday life, mythology and historic events. Yet, the
precise geometry of those scenes remains difficult to interpret and reconstruct. Over the past decade, methods have been
developed for generating bas-reliefs from 3D scenes. In this paper, we investigate the inverse problem of interpreting and
reconstructing 3D scenes from their bas-relief depictions. Even approximate reconstructions can be useful for art historians
and museum exhibit designers, as a first entry to the complete interpretation of the narratives told in stone or marble. To create
such approximate reconstructions, we present methods for extracting 3D base mesh models of all characters depicted in a
bas-relief. We take advantages of the bas-relief geometry and high-level knowledge of human body proportions to recover body
parts and their three-dimensional structure, even in severe cases of contact and occlusion. We present experimental results for
6 bas-relief depictions of Greek mythological and historical scenes involving 18 characters and draw conclusions for future
work.
CCS Concepts
•Computing methodologies → Mesh models; Mesh geometry models;
1. Introduction
A bas-relief is a kind of sculpture that represents one or multi-
ple scenes from the viewpoint of the artist. These scenes are flat-
tened into the background plane, usually composed of marble or
stone, where the bas-relief is carved. Alternatively, bas-reliefs can
be sculpted with clay. Some parts are going out of the plane, accord-
ing to the depth order of the scene: a figure that appears to be on the
foreground is actually carved with more relief out of the plane than
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a figure in the background. Seen from the correct perspective, bas-
reliefs provide a vivid perception of the 3D scene while using a very
narrow range of depth values. Importantly, a bas-relief can always
be represented with a single height field relative to the background
surfaces (usually a plane). In contrast, high-relief sculptures con-
tain sculpture in the round elements, which cannot be represented
as a height field, although they are still attached to the background
surface.
Bas-relief sculpture is a universal artistic form which can be
found in all ages, parts of the world and civilizations. Bas-reliefs
have been used for decorative, abstract or narrative purpose. Bas-
reliefs, more than the classic sculptures (called sculpture ’in the
round’), often represent complex scenes, with a complex back-
ground, many characters, and the narration of a complete story.
Bas-relief sculptures have been used to depict scenes of daily life,
mythological stories and historical events carved into marble or
sculpted into clay. This has led some authors to recognize bas-relief
sculptures as precursors of modern animation [Ben16, Sif18].
In the case of ancient Greek and Roman bas-reliefs, deciphering
the story told in a bas-relief may be difficult for the general public.
To remedy this situation, museums frequently provide explanatory
material such as captions, artistic drawings and sketches.
Some bas-relief sculptures may also allow multiple narrative in-
terpretations. The Parthenon frieze is a good example where art
historians dispute whether the story is historical or mythologi-
cal [Con96] and propose diverse and contradictory interpretations
[Joh04].
Reconstructing bas-relief sculptures in full 3D can help un-
derstand and explain the story told in the original artwork bet-
ter than captions and sketches. A good example is the Parthenon
Project Japan project [Osa16], where students in artistic anatomy
sculpted miniature three-dimensional models of the twelve gods of
the Parthenon’s east frieze. The models were then displayed at the
British Museum in front of the actual frieze to explain how the
overlapping bodies of the gods filled space in the frieze.
In this paper, we propose a computational approach to recon-
struct in 3D the figures depicted in a bas-relief, as an alternative
to actually sculpting them for the purpose of explaining and com-
menting the original artwork.
Figure 2: Side by side, a bas-relief, and its 3D scene reconstitution
Presenting bas-reliefs in a museum exhibition presents several
challenges. First of all, they can only be watched from a narrow
range of viewing directions. More importantly, they provide only a
partial view of the 3D scene, and leave a wide margin of interpre-
tation to the imagination of the viewers. For a younger audience,
it may be beneficial to augment the original artworks with solid
shape representations and 3D animations allowing to better under-
stand the artistic style, story and 3D structure of the scene. Turning
around the scene, and visualizing from another point of view could
put into perspective some details of the story. It will also open pos-
sibilities to create new sculptures.
But figuring out what a bas-relief is narrating and representing is
not that easy. Firstly, among the collection of bas-reliefs got by
museums, many of them have suffered from the ravages of times.
And even without that, interpreting a bas-relief is complex. Only
the elements that are facing the spectator can be recovered. Details
that are not on the foreground can be overlapped. And it is not al-
ways possible to make a difference between a larger figure in the
background and a smaller figure in the foreground. The decision is
led by the understanding we have of the bas-relief, which is highly
subjective.
Our work proposes methods for generating an approximate 3D
scene from its bas-relief depiction, using a combination of high-
level user input and low-level analysis of the bas-relief surface ge-
ometry. Starting from a digital version of the bas-relief, as a tex-
tured 3D mesh, the user decomposes the scene into a set of human
figures, by drawing their silhouette shapes and 2D skeletal struc-
tures, including hidden body parts and joints. We then generate a
3D interpretation of the scene by lifting the 2D skeletons to 3D, re-
constructing an approximate geometry for each figure, and placing
them correctly in relation to each other.
To summarize, we propose:
• to estimate a 3D skeletal pose for a figure, based on the 2D pose,
some proportions, and the bas-relief geometry.
• to parametrize the generation of a mesh, around the 3D skeleton.
• a method to estimate the depth position of each figure in the
scene.
In Section 2, we discuss related work on bas-relief generation and
3D reconstruction from images. Then, we present an overview of
our method in Section 3. We describe in more details how we ex-
tract 3D data to reconstruct human figures in Section 4, and how we
arrange them to compose the 3D scene in Section 5. Finally, in Sec-
tion 6, we present experimental results on a varied set of bas-reliefs
with increasing complexity.
2. Related Work
There is a vast literature in computer generation of bas-relief sculp-
tures from digital 3D scenes [CMS97, WDB∗07] and we refer
the reader to a recent survey for a full review of those meth-
ods [KWC∗12]. Since 2012, new methods have been proposed for
generating bas-reliefs from 3D scenes in real time [ZZZY13], or
with improved textures [MSF∗18], or using normal maps [JMS13,
WTP∗18], or using photographs [WMR∗13].
To the best of our knowledge, the inverse problem of reconstruct-
ing 3D scenes from bas-reliefs by computer has not been addressed
directly in previous work. Rossi [Ros17] describes the painful pro-
cess of manually reconstructing an antique city based on its bas-
relief depiction, but does not investigate the possibility of doing it
automatically. In this paper, we attempt to fill this void.
Other authors [SLL07,ZTS09,CCL∗11] have described methods
for reverse engineering bas-reliefs, i.e. extracting geometric models
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Figure 3: Overview of our approach. (a) Our system takes as input a digitized bas-relief. (b) The user traces the silhouettes of all human
figures in the scene and adds the skeletons. (c) 3D base mesh is computed (d) Final result.
from existing reliefs superimposed on an underlying surface, such
that they be pasted to novel surfaces. But they did not address the
problem of recovering the 3D structure of the scenes represented in
the reliefs.
The related problem of reconstructing 3D figures from artworks
such as drawings or painting has been addressed using geometric
methods [ZFL∗10, HDK07, BVS16] and machine learning meth-
ods [AECOKC17, WCKS19]. Bogo et al. used the SMPL parame-
terized body model for extracting human figures from images and
recovering their 3D structure and proportions [BKL∗16].
While this previous work is generally successful for recovering
isolated human figures with very impressive and convincing results,
it cannot easily handle the more complex cases of overlapping hu-
man figures occluding each other in a cluttered background which
are typical of narrative bas-reliefs (see Fig. 1 and 16). Thus, in this
more difficult case, it seems reasonable to take advantage of the
geometry of the bas-reliefs, rather than their 2D image.
In archaeological drawings, reliefs are drawn by hand to aid the
archaeologists to visualize the artifacts and compare them with-
out actually holding them in their hands. Previous work has pro-
posed methods for automatically creating such drawings from re-
lief height maps [KST08]. That method was later improved by
Zatzarinni et al. [ZTS09] who suggested instead to draw special
iso-contours of the height function called prominent curves. In our
case, we use hand-drawn archaeological drawings outlining the dif-
ferent figures in the bas-relief separately and uncovering hidden
parts.
3. Overview of our method
Our method takes as input a digitized bas-relief in form of a height
function, a photograph of the bas-relief on which the user paints
shapes (in black on Figure 3 b.) to delimit the contours of the scene
elements of interest. We assume the relief can be decomposed into
figures, where each figure represents a single scene object. We also
ask users to add a predefined 2D skeleton of the silhouettes (in
orange on Figure 3 b.). 2D Skeletons are defined as a set of 2D
coordinates for joints and pairs of joints for the edges.
While automatic methods have been proposed to compute skele-
tons of closed contour curves automatically [SP09], we found that
these annotations are easy to provide. The user’s reliable perception
of the pose allows to deal easily with occlusions as well. These an-
notations enable to use the same prescribed topological structure of
the skeleton for all figures, which greatly simplifies the subsequent
figure reconstruction. We additionally assume that the photograph
is approximately orthographic and taken from an informative view-
point with little foreshortening.
In this work, we abstract all the details of the human body, such
as hair, face, fingers, as we focus on reconstructing the scene in
terms of depth and proportion. All we need for this is a rather ab-
stract representation of the human through a type of base-mesh.
Taking into account the reconstructions of these so-called details
from a bas-relief are left for future work.
Figure 3 illustrates user annotations and main steps of our ap-
proach. The first stage of our pipeline estimates a 3D pose of all
figures individually. For each figure, using predefined proportions
of the skeleton’s bones, we apply a combinatorial algorithm to de-
termine all possible 3D skeletons, whose re-projection onto the
bas-relief match the user defined 2D skeleton. By integrating the
relative depth provided by the digitized bas-relief combined with
anatomical constraints on the skeleton joints, we are able to reduce
drastically the theoretically exponential number of 3D skeletons to
a very small set of plausible solutions. We further propose to solve
ambiguities due to partial occlusions present in the bas-relief.
The second step consists in reproducing the staging of the bas-
relief. For this, each element of the scene is positioned relative to
the others by varying its position relative to the depth of the scene.
It should be noted that, in general, the relief map of the bas-relief
does not make it possible to establish a total order between all the
© September 2019 The Author(s)
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elements. Our algorithm then aims to reproduce the relative order
of depth given by the bas-relief by minimizing the distance between
all the elements while avoiding any collision.
4. Figure reconstruction
Most bas-reliefs, in particular the narrative ones, represent scenes
or stories with humans, animals, or human-like figures, which are,
technically spoken, articulated objects. Skeleton-based mesh repre-
sentations are thus most appropriate, since they would even allow
"bringing them to life" later on. Without loss of generality let us
focus on human figures.
4.1. User input and notations
In our digital system, a template human skeleton, see Figure 5-left,
is provided as a graph with n+1 nodes (joints) {J1, . . . ,Jn+1} and
n edges (bones). The user is then asked to place it onto a figure in a
displayed image of the bas-relief by moving the nodes in right po-
sitions and thus, adapting the length of all 2D skeleton edges to the
figure, see a result in Figure 3(b). Let us denote the 2D coordinates
of node i in the (x,y) image frame of the bas-relief by xi = (xi,yi),
i = 1, . . . ,23, its 3D counterpart by Xi = (Xi,Yi,Zi) and the edges
by the set of distinct indices (k, l) with k, l ∈ {1, . . . ,22}, see Figure
5-left. The lengths lkl of the 2D edges are known from the user’s
input in the image.
The user also paints the silhouette of the human body, see Figure
3(b), by estimating as accurately as possible the partly occluded
parts of the body. The silhouette is defined as a binary image S.
From the digitized bas-relief, given as a 3D mesh, we compute a
height map
z = h(x,y), (1)
sampled on a regular fine grid. We assume that there exists a mono-
tone increasing function between scene depth and relief depth.
The goal is now to compute a plausible 3D pose matching the
2D skeleton under orthographic view. Without any further require-
ments, the problem is ill-posed, i.e. an infinite number of solutions
exists. We therefore impose the following "plausibility" constraints:
the 3D skeleton bones must match human proportions and their
pose be anatomically feasible while minimizing the lengthening of
the image bones that is observed in the 3D pose.
4.2. Skeleton estimation
The problem of reconstructing a 3D human pose from a single im-
age is a well studied problem, see [BKL∗16, RS18] and literature
cited herein. Our problem states a bit differently and simpler. Re-
member that we do want to estimate a skeleton’s pose from a bas-
relief and not an image. A bas-relief provides precious height infor-
mation that sophisticated methods do generally not have available.
We also do not need to stick to a perspective camera model, which
is required when dealing with photographs. For bas-reliefs, a sim-
ple orthographic model is sufficient, since most scenes are gener-
ally not viewed from an arbitrary viewpoint, but from front. Note
further, that the proportions of the characters in bas-reliefs may not
be exact for artistic reasons or perception reasons, thus making es-
timation of a perspective camera model difficult. We also do not
want to limit our method to human poses, but want to be able to
reconstruct any articulated figure with our method.
2D human pose estimation from a single image is another well
studied problem [CHS∗18] and it would be interesting to check
whether it is applicable or not in this case. It might be used to pro-
pose a 2D skeleton instead of letting the user to define the whole
skeleton. But it could not be generalized to other figures that are
not human.
Our problem is to estimate 3D human pose from the depth and
texture images of a bas-relief. This is a very similar problem to
3D human pose from RGBD images provided by kinect sensors. A
crucial difference is that the color channel is in grey scales, and the
depth channel is highly stylized though bas-relief compression.
Our algorithm to recover a
Figure 4: Orthographic projec-
tion of a bas-relief.
3D skeleton for a figure is based
on Taylor’s combinatorial algo-
rithm [Tay00], because unlike
others, it allows to directly inte-
grate the specificities of the bas-
relief. Given a 2D skeleton of
the figure with n edges, a set
of generic relative lengths Lkl of
the edges in a human figure, and
an orthographic scale factor s, the algorithm computes all the 2n 3D
configurations. For all n edges it is indeed possible to choose either
end points of the 3D edge to have the smaller Z-coordinate, while
projecting on the same image edge.
Let us consider only one edge (k, l) in the bas-relief image plane
and its projection onto an image under scaled orthographic projec-
tion, the algorithm computes an offset ∆Zkl , which can be applied
either to the point Xk or Xl (2 choices), depending which one is
selected to stick to the reference frame, in order to compute the 3D





(xk− xl)2 +(yk− yl)2
s2
. (2)
For an entire skeleton, one computes the relative depths for all
Figure 5: Human skeleton and relative length Lkl .
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edges, chooses a reference point among all nodes and computes the
Z-coordinates of all nodes relative to that feature.
Since the size of the figures in the bas-relief is unknown, rela-
tive target lengths for the 3D edges are used, whereas the absolute
lengths are absorbed by the scale factor s. More details are given
in [Tay00]. In our implementation, we use for a human body the
relative lengths shown in Figure 5, which are average proportions
given in character drawing [ZK14].
The scale factor s, for which a lower bound exists, s ≥
maxk,l{Lkl/
√
(xk− xl)2 +(yk− yl)2}, is the only parameter and
has to be chosen carefully. Due to the non-linear relation (2) be-
tween s and all Lkl , there is a trade-off between increasing degree
of foreshortening of 3D edges and decreasing fidelity to prede-
fined proportions Lkl of the skeleton. In Figure 6 we show the error
curves of the characters of the Hylas and the Water Nymphs bas-
relief, E(s) = 1n ∑
‖L∗kl−Lkl‖
L∗kl
and D(s) = ∑∆Zkl , where L
∗
kl are the
lengths of the resulting 3D skeletons. These curves are however
not comparable, so we can’t take the intersection as optimal value.
Nevertheless, since the initial 2D edges are only roughly estimated
by the user, we favour minimizing foreshortening E(s) and use the
minimum allowable s value, i.e. a factor α in (3), which gives ac-
ceptable results




(xk− xl)2 +(yk− yl)2} α ∈ R. (3)
In all examples tested, the observed error is of order 10−1 for the
minimal value of α = 1 and decreases rapidly for α≥ 2, see Figure
6. Plausible results are obtained for 1.5≤ α≤ 2.5.
Figure 6: Evolution of the errors in proportions and depth of re-
constructed figure.
4.3. Choice of 3D configuration
The difficulty of lifting a 2D skeleton to 3D using Taylor’s algo-
rithm is that the orientation of the 22 body parts relative to the view-
ing plane is left unresolved, which leaves 222 ≈ 4million possible
interpretations. A unique configuration exists, when the orientation
of each body part is known. A possibility is to let the user specify
which end of each edge in the figure is closer to the observer. This
may however be a fastidious task, and in case of occlusions the user
would have to make difficult decisions, especially in cases of mul-
tiple occlusions. Instead, we choose to propose the most plausible
interpretation of the figure given the input annotation, by consid-
ering both the geometry of the bas-relief and some anatomic con-
straints on the recovered joint angles. In those rare cases where the
proposed interpretation is incorrect, users can quickly toggle the
erroneous body part orientations.
We therefore propose to estimate automatically the orientation
by exploiting the height map of the digitized bas-relief, wher-
ever possible and reduce further the set of solutions by imposing
anatomical constraints, so that only a few plausible 3D configu-
rations remain. Note, that in case, where all orientations can be
determined, a unique solution remains.
In order to estimate the orientation of the edge, i.e. to estimate
which joint is closer to the viewer, our insight is to exploit the sil-
houette together with the bas-relief height map. The latter alone
is not sufficient, because we are interested into the orientation of
the bone inside the body and not on the skin which is the visible
surface on the bas-relief. We therefore clear up the height values
with some thickness values, which we derive from the silhouette.
For each point on the edge in the image plane, we compute its
shortest distance to the silhouette, called Chamfer distance [Bor86],
and use it as approximate thickness value. Given a feature curve
(our silhouette) in an image, the Chamfer distance transform, well-
known in Computer Vision, computes a distance image, where each
pixel contains the real-valued distance from this pixel to the near-
est boundary point in the silhouette. Using the Chamfer distance to
estimate the body parts’ thickness is a rough approximation, since
it assumes that the body parts are near to be generalized cylinder,
which is not the case everywhere. However, since we do not need
to recover exact bone position in 3D, but only it’s orientation, this
assumption is sufficient.
To this end we sample the edge between the joints and perform a
least squares fit of their height values h minus the nearest distance
d to the silhouette (Chamfer distance). Let us consider a skeleton
edge (k, l) defined by its two joints Jk and Jl . Because of the details
of the bas-relief (like drapery, wrinkles, and ornaments) partially
occluding the edge, a large set of sampling points is required. We
define N points along the edge in the (x,y)-frame. N cannot exceed
the resolution of the height map h, stored as a gray scale image
(1). To each sample point we associate an adjusted height value
zi = h(xi,yi)− d(xi,yi). With a change of basis, each point is now
given by (xi,0,zi). We are looking for the equation z = mx+b ap-
proximating the function values in a least-squares sense [PTVF07]
and derive the edge’s orientation from sign(m) (Figure 7a).
As already mentioned above, the edges may be partly occluded,
since the least-squares fit may fail along these edges. We therefore
accept the proposed orientation for an edge only, if the correlation
coefficient is ∈ [0.5,1], i.e. if it indicates a reliable result. At the
end of this step, we have a reliable orientation given for most edges,
only a very few number of edges remains undecided. In Figure 7
we illustrate 4 different cases and compare to the naive approach,
which computes the orientation of the edge only from the values at
the end points.
In the rare cases where the relative depths of joints across a bone
remain undetermined, we use anatomical and physical constraints
to choose the most plausible solution taking into account the lim-
its of angular movements at the joint and the possible collisions
between body parts [LC85, CL03]. We also apply symmetric con-
straints to preserve the coherency of the body (e.g. the two thighs
should have the same length).
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(a) (b)
(c) (d)
Figure 7: Application of least square fitting (LSF) to figure out the
direction of a bone. (a) In this simple case, comparing the height
values at both joints is sufficient for resolving the depth ambiguity.
LSF method also gives the right solution. (b) This case can still
be handled by the naive method of comparing the height values at
both joints, if we take into account the estimated radii (Chamfer
distance) of the spherical joints. LSF also finds the right solution
in this case. (c) In this more complex case, the naive method fails
because at least one of the joints is covered by clothing. LSF is
performed on the depth across the entire bone and it finds a correct
solution. (d) In the worst case, where the entire bone is covered by
clothing, neither our method nor the naive method can be assured
to find the right solution.





−2, choosing a direction would modify the
orientation of the bone of a really small angle. So, it would be hard
to figure out if the direction should be backward or forward. We
prefer the solution to keep that bone in its original direction, with-
out stretching on the z-axis. As the bone is almost in the plane, its
length is already close to the targeted proportion, according to the
scale factor chosen.
4.4. Mesh generation
At this point, we have a 3D skeleton with the proper proportions.
We now describe how we create a base mesh approximation of
the solid shape for each figure. Some methods already propose to
generate a 3D base mesh from a skeleton [TGB13, JLW10]. Other
methods have approximated a human body mesh, using a generic
model [BKL∗16, ASK∗05], but they can not be generalized to any
figure that could be found in a bas-relief, such as animals, trees,
and so on.
Our goal being to generate an animatable model, the generated
mesh has to be as clean as possible. B-mesh [JLW10] has demon-
strated that it is able to generate a quadrangular mesh, with a good
edge flow, to improve the deformation during animation. Herein,
each joint in the skeleton is approximated by a sphere. Along each
edge a set of sampled spheres with a linearly varying radius is com-
puted. The final mesh is obtained from the convex hull of all these
spheres. In practice, we use the implementation "skin modifier"
provided by Blender [BB11]. The B-mesh structure has the advan-
tage that it can be easily converted into an animation rig, using the
sphere radii to generate skinning weights.
For each joint in the skeleton, we estimate the radius of the
sphere directly from the the Chamfer distance, described in Sec-
tion 4.3. We assume that the radius of a bone is evolving linearly
between its endpoints. Then, we can measure the radius along the
bone, using the Chamfer distance image.
Figure 8: B-Mesh from a 3D skeleton
5. Scene reconstruction
After reconstructing each figure separately, we now explain how we
choose the remaining free parameters associated with each figure,
namely their scale and distance to the bas-relief plane. This can be
a tedious process if performed manually. To ease the work of the
art historians, we describe a method which computes the distances
of all figures relative to the background given their scales, such
that the relative distances between the figures is minimal and no
two figures intersect. The scale is chosen to keep well-proportioned
characters.
5.1. Relative scales
The scale factor is different for each figure of the scene. It figures
out the size of a character, how tall it is. Because of the orthographic
projection we assume, the figures are fixed on the XY-plane. Then,
as the figure is resized only on z-axis, it looks like a stretching on
this axis. But increasing the size of each edge of the skeleton also
has the benefit of approaching the target proportions. Then, we look
for an equilibrium between correct proportions and correct pose.
According to Figure 9, we establish that, in our case, the figures
look well-proportioned for scale factor included between 1.5 times
and 2.0 times its minimal value. Indeed, it neither looks flattened
as it seems to be for α = 1, nor does it look stretched, such as
figures for α = 2.5. For a scale factor around α = 1.75, we get a
proportion error around 3% (cf. Figure 6). For all figures, the factor
seems to be in the same range, but as said before, figure scalings
are independent, and we wish to estimate an accurate factor based
on the morphology of the character.
In the human skeleton we base on, the head is the only bone
whose the radius is not impacted by muscular or fat mass. It should
be noted that the head bone we talk about consists in the upper
of the human head, without the jaw and the chin, and stop at the
root of the spine. Then, we can consider that the proportion of the
radius does not change a lot from a character to another. It is a
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Figure 9: Effect of the scale factor α on the 3D reconstruction of figures. (a) Pan and a satyr bas-relief. (b) Briseis and Achilles bas-relief.
Figure 10: Evolution of the error of the proportion Head/Height
for the characters in Briseis and Achilles bas-relief, while the scale
factor is varying.
good indicator to estimate the proportions of the rest of the body.
This proportion can differ a bit according to the specificities of the
character (e.g. a baby should have a bigger head, proportionally to
the rest of its body).
For a given value of α, we compute the scaled skeleton to be able
to estimate the ratio between the size of the head and the height
of the character. We consider the height of the character as the
longest chain of complete bones: Lheight = Lhead +Lneck +Ltorso +
Labdomen + Lthigh + Lcal f . Finally we compare the computed ratio
ρh =
Lhead
Lheight to the ratio ρp of the proportions given in Figure 5.




the scale factor α, see Figure 10. It gives us, for each character, the
best scale factor to get a well-proportioned character, according to
its head size.
5.2. Relative distances
Now that each characters are scaled correctly in the scene, we are
able to work on the staging itself. Because of the orthographic pro-
jection, figures were already fixed in the XY-plane, locally and
globally. But they are still placed at the origin on the z-axis. In-
deed, we moved locally, the joints of the characters but we never
moved the complete character in the scene, relatively to the others.
We propose to sort the figures on the z-axis according to the
information we get from the bas-relief. We cannot use the z position
of the figures in the bas-relief, to estimate their distance to each
other, as this z measure is compressed, compared to the equivalent
3D scene. But, considering that a bas-relief conserves the depth
order (see [WDB∗07]), we can figure out if a figure is before or
behind another one.
Sorting articulated figures directly is not possible. One joint of a
character could be behind another character, while a second joint is
before (such as the two characters on the right in Figure 1). Then,
we sort all the joint on the z-axis, according to their depth position
in the bas-relief (Figure 11). Using the local position of the joint
we computed previously, we can estimate an interval of location for
each joint of a character, relatively to the other characters. Then, we
translate the complete figure, according to the intervals of location
of each joints, to recover a depth order similar to the one observed
in the bas-relief.
We also consider that each collision or contact in the 3D scene
also exists in the bas-relief. Indeed, we suppose that two characters
that seem to touch each other in a bas-relief, should do the same in
the 3D scene, such as the third and the fourth characters (from the
left) are holding their hands in the Briseis and Achilles bas-relief
(Figure 16).
Working on a scene composed of N characters P1 . . .PN , we de-
fine Jij to be the joint j of the character Pi, with 1≤ j ≤ 23. Given
© September 2019 The Author(s)
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Figure 11: On Cupid & Psyche bas-relief, we estimates the depth
position of Psyche’s right elbow relatively to the joints of Cupid.
zij, the z coordinate in the bas-relief system, and Z
i
j the z coordinate
in the 3D scene system. Each figure is placed on Z = 0 in the 3D
scene system. The Chamfer Distance on the location of a joint Jij is





In the bas-relief, we compare the position of joints, two at a time,
on the z-axis. If one joint Jik is placed before another J
j
l , we expect
to have the same order in the 3D scene. For a joint Jik of the figure
Pi, the set of joints J
j
l of the figure Pj that are placed behind in a
bas-relief is notated J−i,k⇒ j. By contrast, the set of joints J
j
l placed
before is notated J+i,k⇒ j.
Then, we can establish the lower and upper bounds of the inter-
val, where the joint Jik should be place on the z-axis:
Zlowi,k⇒ j = max
l
(Z jl + r
j





Zupi,k⇒ j = minl
(Z jl + r
j































This interval exists only if the proportions of the figures are realis-
tic. So, they have to be similar to what the scene is depicts, and the
bas-relief itself has to be realistic. For the first point, existence of
interval can be guaranteed by the choice of the scale factor in the
previous section. However, the second point cannot be guaranteed.





For the specific case where the translation is null, then, no trans-
lation was needed, or, there is absolutely no translation that respects
Table 1: Number of body part orientation errors per character. Ba-
sics: direct reading of bas-relief depth at 2D joint locations. LSF:
unconstrained least-squares fit over body parts. Constraints: least-
squares fit with anatomic constraints.
Bacchante Basic LSF Constraints Cupid_Psyche Basic LSF Constraints
Character1 8 4 2 Character1 8 5 3
Character2 4 3 2 Character2 7 4 3
Briseis Basic LSF Constraints Hylas Basic LSF Constraints
Character1 3 1 0 Character1 5 3 3
Character2 4 2 2 Character2 9 7 5
Character3 7 5 4 Character3 7 4 2
Character4 7 4 2 Character4 10 7 4
Character5 7 6 5
Pan Basic LSF Constraints
Childhood Basic LSF Constraints Character1 5 3 3
Character1 6 3 2 Character2 5 4 3
Character2 4 2 2
Character3 8 6 3
all the defined constraints. In the case, we are not able to find a cor-
rect translation, we try to move the characters as close as possible,
without any collision.
6. Experimental results
We tested our method on six digital bas-reliefs, created from scans
of original artworks. Note, that we do not dispose the scan data, but
only the meshes. These bas-reliefs depict scenes with increasing
complexity in the number of characters, interactions, and contacts.
Entering the silhouette and the skeletons took less than 2 minutes
per figure for a human skeleton of 23 joints. When a character is not
facing the camera or has hidden parts, several attempts are needed
before a satisfactory annotation could be obtained. This process is
highly subjective, and demands a though understanding of the art-
work. Ideally, this annotation should be handled by domain experts,
i.e. art historians or museum curators.
We obtained realistic results in recovering the 3D poses of the
six bas-reliefs after manual correction of minor errors. This was
done interactively by switching bone directions. On average, this
was needed for 3 bones per character, with a worst case of 5 bones
(see Table 1 for complete results). In most cases, those bones where
partly or fully overlapped. As a typical example, we manually cor-
rected the direction of the left arm of Cupid, on the left in Figure 13,
because his left elbow is behind Psyche. In other cases, errors could
be traced back to imprecise user input causing misplaced joints or
disproportionate silhouettes.
We also reconstructed the layout of the six scenes, by placing the
character in the 3D space, according to their original bas-relief de-
pictions. All the staging were simple enough to be evaluated, from
the left to the right, one character after the other.
7. Limitations
Our current implementation is limited to the human body. Other
articulated figures could easily be implemented along the same line,
by allowing to change the topology of the input 2D skeletons and
providing the proper proportions and symmetry constraints. Other
object categories such as musical instruments, jugs, trees, wheels,
togas, scarves and rivers would require other methods.
© September 2019 The Author(s)
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Figure 12: Bacchante and a Satyr, by Bertel Thorsvalden (1833).
The woman playfully holds up a cluster of grapes in front of a small
satyr.
Figure 13: Cupid revives Psyche, relief in marble by Thorvaldsen
(1810) Psyche has poisoned herself with a jar from the underworld,
and Cupid brings her to life again.
Figure 14: Childhood or spring, by Bertel Thorvaldsen (1836).
Also, the mesh generation is based on the Blender Skin Modi-
fier, an implementation of the B-mesh method, which uses spher-
ical joints. For some human joints, like the wrists or the ankles,
ellipsoids controlled by two or even three radii would provide a
better approximation.
The number of body part orientation errors could be further re-
duced by flagging the input joints as visible or occluded and by
Figure 15: Pan and a satyr playing flute by Bertel Thorvaldsen
(1831).
Figure 16: Briseis and Achilles, marble bas-relief by Bertel Thor-
valdsen (1803). Achilles had kidnapped Briseis during a raid in
the region of Troy, but was forced by the gods to hand her over to
Agammemnon. His wrath or pain is expressed by his tense posture,
unusual for Thorvaldsen.
segmenting the bas-relief surfaces into semantic units such as skin
and clothing. This would further improve the robustness and preci-
sion of our interpretation.
Finally, we can not guarantee to maintain the proper contact re-
lations between figures. Our method approximates the silhouette of
the characters through a base mesh reconstruction, without taking
care of all the details (like the draperies, the muscles, etc ...). Even
if the body proportions are well-estimated, the base mesh can not
keep the exact shape of the body away from the joint locations. Fig-
ure 15 shows an example that precisely describes this problem. The
small satyr is supposed to be seated on the thigh of Pan, but there
already is a collision between its leg, and we can not reproduce this
contact point precisely.
8. Conclusion and future work
We have introduced the new problem of reconstructing 3D scenes
from bas-relief depictions of those scenes. We have presented a
method that takes as input the height field of a digital bas-relief
annotated with silhouettes and 2D skeletons of human figures and
generates plausible 3D scenes, that can then easily be edited and
refined to correct mistakes.
Our work opens several new avenues of research. First, we would
like to transfer and scale the fine details of the bas-relief to the base
meshes in the 3D scenes to obtain a more realistic view of the 3D
© September 2019 The Author(s)
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scene. We also would like to apply inpainting to hidden parts of
the foreground figures and backgrounds. The resulting 3D models
could then be animated to reveal the stories suggested by the bas-
relief. Automatic annotation of all figures in a bas-relief, with their
silhouettes and 2D skeletons, is another topic for future research.
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