Using neuromagnetic source imaging, we investigated tonotopic representation and direction sensitivity in the auditory cortex of humans (N ¼ 15). For this purpose, source analysis was undertaken at every single sampling point during the presentation of a frequency-modulated tone (FM) sweeping slowly downward or upward across periods of 3 s duration. Stimuli were selected to target response properties of the central part of the primary auditory cortical field, which has been shown to exhibit sensitivity to distinct FM-sound features as compared to the ventral and dorsal part. Linear mixed-effects model statistics confirm tonotopic gradients in medial-lateral and anterior-posterior directions. The high resolution provided by this method revealed that the relationship between frequency and spatial location of the responding neural tissue is nonlinear. The idea that neurons specifically sensitive to the employed sound characteristics (slow, downward modulation) were activated is supported by the fact that the upward sweep of identical duration produced a different pattern of functional organisation.
Introduction
A fundamental organizational principle of the central auditory system is the frequency specific (tonotopic) representation of neuronal populations (de Ribaupierre, 1997; Horikawa et al., 2001; Schreiner et al., 2000) , preserving the arrangement of hearing receptors in the inner ear (high-to-low frequency representation from base to apex). This means that neurons processing information from neighbouring hair cells are also neighbours on a tonotopic map. On a cortical level, several fields exist that process auditory information, reflecting the hierarchical and parallel processing architecture of the auditory cortex. The exact number of fields is unknown for humans (Ehret, 1997; Talavage et al., 2000; Wallace et al., 2002) . However, one can expect the situation to be similar to non-human primates, for which Kaas et al. (1999) proposed a rough subdivision of the auditory cortex into three areas: the core (primary auditory cortex; incorporating the primary auditory cortical field, AI), the belt (secondary auditory cortex; including the secondary auditory cortical field, AII), and the parabelt (Kaas et al., 1999) . In general, the degree of tonotopy decreases and the degree of multimodal integration increases in the order mentioned above.
Tonotopy is most frequently investigated by measuring neuronal responses to various stimuli consisting of a single carrier frequency, typically a pure tone. In humans, magnetencephalography (MEG; e.g., Elbert et al., 2002; Pantev et al., 2003) has been a frequently employed technique for noninvasively investigating the functional organisation and reorganisation of the auditory cortex (for functional neuroimaging approaches see e.g., Lauter et al., 1985; Lockwood et al., 1999; Wessinger et al., 2001) .
The conventional MEG-approach attempts to model the magnetic signals measured from the surface of the head by modelling the underlying source with a single equivalent current dipole (ECD) per hemisphere (see e.g. Elbert, 1998; H€ am€ al€ ainen et al., 1993) . A frequencydependent spatial shift in the location of the ECD is considered as an indicator for tonotopic organization. This strategy has been frequently employed for various neuromagnetic components, e.g. the N1 (Godey et al., 2001; L€ utkenh€ oner and Steinstrater, 1998; Pantev et al., 1988 Pantev et al., , 1998 , the Pa (Pantev et al., 1995) the steady state field (SSF) (Engelien et al., 2000; Pantev et al., 1996; Ross et al., 2000) and the sustained field (Pantev et al., 1994) .
However, this approach has important shortcomings: 1. In order to gain an acceptable signal-to-noise ratio the same stimulus must be presented at a slow rate (less than 1/s) and with many repetitions, thus imposing constraints on the number of frequencies that can be investigated (usually only three or four). 2. The power of the N100 peak is in the frequency range below 12-15 Hz, i.e., the signal is contaminated by coherent biological noise that significantly distorts source modelling. 3. Natural auditory stimuli to be processed by the auditory cortex are generally complex and time-variant. Since the study of complex tones is a difficult endeavour the use of amplitude and frequency modulated tones poses an attractive alternative (Tian and Rauschecker, 1994 ): they are not as artificial as pure tones, yet their physical dimensions are more easily controlled than natural sounds. The third point is reflected in the fact that FM tones provoke stronger neuronal responses than responses to the respective characteristic frequencies (CF) (deCharms et al., 1998; Nelken et al., 1994 ). deCharms et al. (1998 demonstrated, for example, that only 5% of investigated neurons in AI are exclusively responsive to a single frequency region. The great majority of neurons show sensitivity to additional features. This is also reflected in the organization of the tonotopic map of AI in isofrequency stripes (dorsal, central and ventral) at similar CF as shown in animal data (Ehret, 1997; Schreiner et al., 2000) . Each stripe combines a different mixture of response characteristics to certain features of acoustic stimuli (binaural interaction, monotonicity of rateintensity function, dynamic range, etc.).
For frequency-modulated tones (FM-sweeps), i.e. tones with a constantly changing instantaneous frequency, these features are mainly direction, speed and range. Concerning direction and speed the central isofrequency stripe shows distinct response properties with a majority of neurons (about 2/3) preferring downward sweeping tones (i.e., higher to lower frequencies) and slow modulation speeds (Heil et al., 1992b; Mendelson and Cynader, 1985; Mendelson et al., 1993; Orduna et al., 2001; see Tian and Rauschecker (1994) for an investigation of neuronal responses to FM-sweeps in the anterior auditory field). The dorsal and ventral stripe show a directly opposite response pattern. Direction and speed preference has been attributed to a common mechanism (Gordon and OÕNeill, 1998) : an asymmetric distribution of inhibitory sidebands of an excitatory tuning curve around a CF. Heil et al. (1992c) were able to demonstrate an orderly arrangement of FM direction selective neurons in A1 that parallels the characteristic frequency: regions sensitive to low tones preferred upward sweeps, whereas neurons with a high characteristic frequency seem to prefer downward sweeps. These results were recently corroborated by Zhang et al. (2003) .
Of interest is also the observation that neurons in the central stripe have the narrowest frequency tuning curves and the lowest scatter of CF corresponding to the greatest frequency selectivity on a single-and multiunit level (Ehret, 1997; Heil et al., 1992a; Schreiner et al., 2000) . This means that sweep ranges exceeding the excitatory bandwidth of the frequency tuning curve at a certain CF should lead to a corresponding spatial shift in the focal point of neuronal activity along the tonotopic gradient. The observation of neuronal activation being triggered when the sweep crosses the CF of the neuronal cluster has been shown in animal experiments (Nelken and Versnel, 2000a,b) . More specifically, responses seem to be evoked by modulations towards the CF of neurons, i.e., before instantaneous frequency reached CF, and not by modulations away from the CF (Heil et al., 1992b) . Employing a voltage sensitive dye, Horikawa et al. (1998) were able to show a spot-like response crossing the isofrequency bands in the primary auditory cortex, thus ÔtravelingÕ along the tonotopic axis. So far, a similar documentation of spatiotemporal activation induced by FM-stimuli has not been attempted in humans. The present study exploited the excellent temporal resolution capacity of MEG (Elbert, 1998; H€ am€ al€ ainen et al., 1993) in order to investigate whether ECD sources alter their location in a systematic fashion during the processing of FM-sweeps. Data concerning neuronal coding of sweep rate and direction stem essentially from work on nonhuman primates (e.g., cats, bats, etc.). In the process of designing our stimuli, efforts were undertaken that they matched response preferences of the central stripe of AI as described by Ehret (1997) . Therefore, sweep direction was downwards from 8 to 0.5 kHz with an slow modulation frequency of 1/6 Hz (downward slope of sinusoidal FM tone; corresponding to an average frequency change of 2.5 kHz/s). This -for animal standards -unusually slow speed of modulation spanning across 3 s was mainly motivated by methodological reasons: (a) It cannot be expected that magnetic source imaging can adequately resolve shifts in activation along a tonotopic gradient, when changes become widely dispersed due to a fast spread of activation. (b) A longer sweep duration allows a low-pass filter that eliminates spontaneous coherent noise (alpha activity) and leads to a greater number of data points that enter the statistics (see below). The estimation of tonotopic gradients will be more robust against outlying values. A control condition kept everything constant except for sweep direction, which went upward from 0.5 to 8 kHz (upward slope of sinusoidal FM tone). This condition was expected to yield considerably worse localizations than the experimental condition due to the fact that sound features were not optimized for a presumed region equivalent to AI in animal studies.
Various criteria concerning localization and goodness of fit (GOF) were applied to the individual data (see method section for criteria) to exclude source localizations of low quality. From 15 original datasets only 2 had to be excluded for the downward sweep condition. For the upward sweep condition, however, data generally could not be modelled by a single source per hemisphere, indicating that source configurations for this case were complex (12 of the 15 subjects). Consequently, statistical analysis was only performed for the downward sweep data.
A linear mixed-effects model (LME) approach (Pinheiro and Bates, 2000; see also Goldstein, 2003) was used to specify fixed-(i.e., average population characteristics) and random-effects (i.e., subject variability). This statistic is frequently employed in studies with repeated measures: among the advantages of this approach are that it can (a) treat continuous data, (b) the amount of data may vary among subjects (in our case: a different number of acceptable dipole fits per person) and (c) it returns coefficients for the terms in our models (fixed-effects). To test the coefficients of the fixed-effects parts, different measures were used (i.e., conditional ttest for linear regression models). Furthermore, models (i.e., different fixed effects described in Section 2) were compared regarding which one is more appropriate in describing the data (Akaike information criterion [AIC] and likelihood ratio test [LRT] ). For a detailed account of the LME approach, the reader is referred to Pinheiro and Bates (2000) .
Methods

Participants
Fifteen subjects (age: range ¼ 17-32 years, mean ¼ 26, SD ¼ 4.21; 9 males) with normal hearing and no history of an audiological or neurological disorder gave written informed consent to participate in the study. They received 15 for participation. The study was approved by the Konstanz University Ethical Review Board.
Neuromagnetic recordings
Neuromagnetic data were recorded (sampling rate: 678.17 Hz; 0.1-100 Hz analogue filter) using a 148 channel whole-head magnetometer (4D Neuroimaging Inc., San Diego). Vertical and horizontal eye-movements (EOG) were measured from above and below the eye and from the outer canthi. Epochs contaminated by eye-movements or eye-blinks were not included in the averaged brain responses.
Procedure
Auditory stimuli were monaurally presented via a plastic tube attached to an earpiece in the left ear of the participant. Individual sensation levels (SL) were assessed for four pure tones (500 ms; frequencies: 500, 1000, 3750 and 8000 Hz). The experimental stimuli were presented at intensities approximately 50 dB above SL. During the neuromagnetic recording session, subjects laid in a supine position while watching a film of their choice that was projected onto the ceiling of the magnetically shielded room.
The frequency-modulated (FM) tones were generated with Matlab (version 5.2; The MathWorks, Inc.) according to the formula by (Hartmann, 1998) :
where xðtÞ denotes the amplitude x at time t, x c is the constant carrier frequency, x m the modulation frequency, / instantaneous phase and b the modulation index.
Two blocks of FM-tones (3000 ms duration; 275 epochs; 4000-4200 ms random SOA) were presented to the participants in a counterbalanced order. The FMtones in the blocks differed in their sweep-direction: In the upward-condition they changed from 0.5 to 8 kHz (upward ramp of frequency), in the downward-condition from 8 to 0.5 kHz, respectively (downward ramp). Due to the sinusoidal modulation, the sweep was changing the frequency at slower rates during the beginning and during the end of the stimulus (approx. 2 kHz/s) but had a faster rate of change in the middle part (approx. 3.5 kHz/s).
Data-analysis
Epochs of 4000 ms length (100 ms baseline) were extracted from the raw data. Artefact free epochs, defined as EOG and MEG amplitudes below 100 lV or 5 pT, respectively, were averaged and filtered with a 0.7 Hz digital low-pass (Butterworth characteristic of 5th order) in order to obtain the continuous response along the tonotopic gradient of an auditory field(s) sensitive to the stimulus features applied. For each subject a group of 25-38 magnetic sensors was determined over the right hemisphere that covered best the evoked magnetic fields from one hemisphere. Single ECDs were fitted for every sampling point during tone presentation (i.e., 0-3000 ms).
Solutions were discarded from further analysis if their GOF was below 0.90, their localizations (BTI-coordinates) was more lateral than )7 cm or more medial than )1.5 cm, and more posterior and anterior than )4 or 4 cm, respectively. Furthermore, a dataset was only considered as qualitatively sufficient when solutions meeting the described criteria could be found for the majority of sampling points (i.e., >50%). This left 13 participants for the downward-sweep condition and 3 for the upward sweep.
Because the downward-sweep FM was the only condition in which a sufficiently high number of results as well as stable results were acquired, inferential statistics were only applied to this condition. For this purpose we chose an inside-out approach: In a first exploratory step, orthogonal polynomials of degree 1-5 were fitted to the individual data. This was done to decide which terms should enter the fixed-effects part of a LME model (Pinheiro and Bates, 2000) being used for the group statistics. Starting with a single linear term, the gain in explained variance was observed when adding additional terms of the next higher polynomial. The five models tested were:
where y is the response variable (i.e., the x-, y-and zdirection), x the covariate (here: latency) and a-e the coefficients. Two criteria were introduced in order to select models for subsequent statistics and to keep assumptions concerning the parameters of the model to a minimum, i.e., to determine a cut-off beyond it makes little sense to add additional terms: 1. A repeated measure ANOVA with the factor degrees of polynomials was calculated for the dependent variable R 2 . In case of a significant effect, post-hoc analysis (Tukey-Kramer procedure) was performed to show which comparisons were statistically different, beginning with a first order polynomial moving upward in one-degree steps (i.e., comparison: degree 1 vs. 2, 2 vs. 3, etc.). Comparisons ceased when adding another term did not enhance R 2 in a significant manner. 2. In addition, CohenÕs (1988) effect size criteria served for judging whether R 2 -enhancements were practically important. For this, each additional term had to raise overall GOF by at least 0.09 (corresponding to a medium effect size). This led to the selection of models 1-3. These were entered separately as fixed effects of a linear mixed effects model statistic (LME). Random effects were defined as subject variability for the parameters. Prior to calculation latency was centered at medium latency and scaled by factor 1000. Parameter estimation was performed using maximum-likelihood (ML). Significance of individual coefficients was tested using conditional ttests for linear regression models. Another procedure tested whether or not a better fit of the data might be a trivial effect of our model being too general (incorporating too many terms). Models were therefore compared among another with (a) the AIC, which penalizes models with too many parameters (this leads to higher AIC values; i.e., models with smaller AIC are to be preferred), and (b) the LRT which considers the likelihood of a more general (L2) and a more restricted model (L1). For 2 logðL2=L1Þ under the assumption that the restricted model is more adequate, the distribution of the LRT-statistic is a v 2 -distribution with k 2 -k 1 degrees of freedom (k being the number of parameters estimated in the respective models). LME analysis was done using the nlme-library (Pinheiro and Bates, 2000) of R (Ross and Gentleman, 1996) (version 1.6.2) for Mac OS X.
Results
The mean (AESE) GOF for the five regression models is depicted in Fig. 1 , which shows that a large amount of variance is explained by a single linear term (0.32-0.42; according to CohenÕs (1988) classification a R 2 larger than 0.25 represents a substantial effect size). Repeated measure ANOVAs indicate a significant effect for the factor polynomial degrees (F 4;48 for medial-lateral: 14.53, for posterior-anterior: 19.31 and inferior-superior: 75.80; all p < 0:001). Post-hoc analysis showed statistically significant and practically important increases in R 2 in several cases: -Medial-lateral: The addition of a quadratic term to a model with one linear term leads to a R 2 -gain of 0.23 (critical difference: 0.14). A further cubic term does not contribute any significant extra information (R 2 -gain: 0.04).
-Posterior-anterior: Same pattern as for medial-lateral with a large R 2 -gain when adding a quadratic term (0.23; critical difference: 0.17) and a statistically not significant for a further cubic term (0.13).
-Inferior-superior: Enormous R 2 -gain when adding a quadratic term (0.40; critical difference: 0.11). A statistically significant increase was also observed for an additional cubic term (0.13). Based on these results two fixed-effects models were specified for the LME statistic for the medial-lateral and posterior-anterior direction:
(1) Model 1:
where y is the response variable (x-, y-and z-axis), I the intercept, x the covariate (latency) and a and b the coefficients.
For the inferior-superior direction a third model was tested next to the other two described above:
The observed data for each individual (P1-P13) are plotted as red dots for each coordinate in Fig. 2 . Due to the large amount of data only every 100th point is shown for the sake of clarity (the following LME statistic however include all data points). Additionally, data as predicted by the three models are depicted for each individual (Model 1: blue dots; Model 2: green dots; Model 3: purple dots). Two striking features can be noted from visual inspection of the data: First of all, there is a very high inter-subject variability. Secondly, the application of a linear fixed-effects model (i.e., Model 1; blue dots in Fig. 2) does not seem appropriate in several cases.
The latter impression is confirmed by the LME statistic (Table 1) . Both statistical criteria, the AIC and LRT, indicate the superiority of models in which nonlinear (quadratic and cubic) terms are added (i.e., lower AIC-and higher LRT-values). Concerning the individual fixed-effects terms in the medial-lateral case, the linear part remains statistically significant regardless of the model tested ()0.32 and )0.36; p < 0:05). The negative sign of the coefficient means that overall source localization progressed laterally (towards the right) with time (model 2: from )4.10 to )5.17 cm). For the posterior-anterior direction, there was no significant linear term, but a highly significant quadratic one ()0.37; p < 0:01). The negative sign of the quadratic fixed-effect part indicates a spatial shift of sources further anterior up to the middle of the time-window (model 2: from )0.05 to 1.14 cm) and a shift back towards posterior localizations from the middle until the end model 2: 0.65 cm. For the inferior-superior axis only the linear fixedeffect of model 3 approaches significance. In this case, the negative sign implies a further inferior source localization as a function of time. More specifically, as the nonlinear terms must be taken into account, the representations first shift superiorally up to about 980 ms (model 3: from 5.03 to 5.27 cm) and then towards inferior (model 3: from 5.27 to 4.64 cm). To gain an impression of this ÔpopulationÕ-tonotopy, we plotted source locations resulting from the LME-statistics (i.e., the coordinates derived from the fixed effect) on a standard brain (Fig. 3) .
Discussion
Concerning the tonotopic gradients, the models in this investigation are in accord with previous studies which have reported in most cases a medial to lateral and sometimes also a posterior to anterior shift of neural activity as the frequency decreases (Ehret, 1997; Elberling et al., 1982; Engelien et al., 2000; Kaas et al., 1999; Pantev et al., 1989; Pantev et al., 1994; Pantev et al., 1996; Pantev et al., 1988; Pantev et al., 1995; Romani et al., 1982) . Generally, such changes are observed for a subset of the sample only. The present study reveals the reasons: as the present analysis does not just ''map'' three or four points but many for each subject the individual variability becomes obvious as does a more complex, i.e., non-linear functional dependency between location and frequency. In addition, more inferior locations for low frequencies were indicated by the high resolution of the relationship. The considerable inter-individual variability has been noted in animal studies (Ehret, 1997) and seems not surprising given the plasticity in representational cortex (Pantev et al., 2003) . Ehret (1997) therefore argues that average statistics are inadequate and this indeed may pose a serious problem for several previous attempts to study tonotopy in humans. More recently, this question has also been recently raised by L€ utkenh€ oner et al. (2003) from the perspective of neuroelectric and neuromagnetic studies of tonotopy. We demonstrated for our results how the LME statistic addresses this problem by taking random-effects into account.
The question remains as to which parts and mechanisms of the auditory cortex contributed to this finding. A trivial explanation, like the one suggesting that an overlap from N1 and sustained field contributed to the observed results, seems unlikely given that the time segment was three seconds. Moreover, comparable findings were not obtained for the upwards sweep. Generally, the specificity of the results for the downward sweep condition underlines the importance of the stimulus features employed. It seems possible that the downward sweep has been corresponding to low frequencies). The cross indicates the location of the response to the stimulus onset (i.e., fit at 124 ms). Locations were obtained by using the coefficients of the most successful models (fixed effect) obtained by the LME statistic (see Table 1 ), i.e., this figure does not represent sources for a given individual but results from the group statistics.
optimized for a certain area of AI, which exhibits this kind of direction-preference with slow modulation rates (analogue to the central stripe in cat AI; Ehret, 1997) . That the data of the upward sweep could not be modelled with a single ECD per hemisphere is an indicator that at least two sources per hemisphere are involved, suggesting that different source configurations were active for the upward and for the downward sweep. This question however cannot be solved with the currently available non-invasive methods. The limitations of the ECD analysis employed in the present study will be discussed below. Furthermore, direction-sensitivity and asymmetric inhibitory side-bands of tuning curves seem to be related (Gordon and OÕNeill, 1998; Nelken and Versnel, 2000a,b; Shamma et al., 1993) . Opposite to FM-upwards-sensitive neurons, downwards-sensitive ones have stronger inhibitory side-bands on the low-frequency side of the tuning-curve. This means that a downward oriented sweep leads to a ÔproperÕ sequence of excitation and inhibition when probing downward-sensitive neurons. Upward oriented sweeps would first lead to an inhibition of downward-sensitive neurons. These arguments (sweep direction/rate preference, asymmetry of inhibitory side-bands and their relation to direction sensitivity) make a case that the downward-oriented sweep lead to a focal activation of the central part of AI that shifted along the tonotopic axis. Other explanations might arise, however, as we begin to understand more about the cortical processing of FM-sweeps, which until recently has been confined mainly to AI.
There are several factors that pose limitations to the interpretation of our results:
(1) While designing the study, we relied on animal, mostly non-primate (cat) studies as reviewed by Ehret (1997) . There are, however, strong species differences (for review see Eggermont, 2001) , so in the case of humans it cannot be excluded that subdivisions of AI and their response properties might not exactly match the ones assumed in the introduction. Nevertheless, the finding of acceptable ECD fits for the downward sweep for a wide time range point to a relatively focal activation within the auditory cortex. Future, probably invasive studies, will have to resolve the question whether there exist isofrequency stripes within AI with a strong preference for downward sweeps.
(2) It has to be assumed that the processing of an FM tone will lead to activation in several auditory fields, even though it is unlikely that the stimuli employed lead to an equal and thus global activation in all fields (Eggermont, 2001 ). Thus source configurations can be too complex to be modelled by ECDs and may be to transient in time to be tracked by hemodynamic imaging methods. Only, if a certain cortical region dominates the pattern of neuromagnetic activation, a tontotopic gradient appears. This seems to be the case for the downward sweep.
(3) It has to be kept in mind that the velocity of change in this study was extremely slow, complicating comparisons with results from animal studies. In cases where such slow-going FM rates have been investigated (cat studies), responsive neurons have been mainly found in the posterior auditory field (Heil and Irvine, 1998; Tian and Rauschecker, 1998) and even then peak responses were rather high compared to the rates used in the present investigation (<100 and 200 kHz/s, respectively).
(4) Furthermore, it is difficult to ascribe unvarying response features to certain FM sweep characteristics (e.g. rate, range, direction) of auditory cortical neurons as they are also considerably dependent on other parameters. Heil and Irvine (1998) could show for neurons in the posterior auditory field of cats that e.g., the rate of change of frequency (RCF) varied with sound pressure level (SPL) of the stimulus. Furthermore, the directional sensitivity changed with RCF and SPL. Also, the instantaneous frequency leading to a response of the neuron depended on SPL and FM direction. leading to a response of the neuron depending on SPL and FM direction. This outcome suggests that our results are dependent on the combination of the stimulus features and that further studies are needed before more general interpretations become possible.
The importance of our work lies in the fact that it is the first study in humans to probe tonotopic representation in a high-density mode. Using this mode we are able to make assertions that could not be made using a conventional approach with only 3-5 carrier frequencies. In addition, we expect that future parametric studies in humans will significantly expand our understanding of functional organisation of auditory representational cortex by varying stimulus features of FM-tones, as well as by continuing to explore and apply statistical procedures which can accommodate nonlinear aspects and the considerable inter-subject variability (e.g. LME).
