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Abstract
Generative adversarial networks (GANs) provide
an algorithmic framework for constructing gen-
erative models with several appealing proper-
ties: they do not require a likelihood function
to be specified, only a generating procedure; they
provide samples that are sharp and compelling;
and they allow us to harness our knowledge of
building highly accurate neural network classi-
fiers. Here, we develop our understanding of
GANs with the aim of forming a rich view of
this growing area of machine learning—to build
connections to the diverse set of statistical think-
ing on this topic, of which much can be gained
by a mutual exchange of ideas. We frame GANs
within the wider landscape of algorithms for learn-
ing in implicit generative models—models that
only specify a stochastic procedure with which
to generate data—and relate these ideas to mod-
elling problems in related fields, such as econo-
metrics and approximate Bayesian computation.
We develop likelihood-free inference methods
and highlight hypothesis testing as a principle
for learning in implicit generative models, using
which we are able to derive the objective func-
tion used by GANs, and many other related ob-
jectives. The testing viewpoint directs our fo-
cus to the general problem of density-ratio and
density-difference estimation. There are four ap-
proaches for density comparison, one of which
is a solution using classifiers to distinguish real
from generated data. Other approaches such as
divergence minimisation and moment matching
have also been explored, and we synthesise these
views to form an understanding in terms of the re-
lationships between them and the wider literature,
highlighting avenues for future exploration and
cross-pollination.
*Equal contribution 1DeepMind, London, UK. Correspondence
to: Shakir Mohamed <shakir@google.com>, Balaji Lakshmi-
narayanan <balajiln@google.com>.
1. Implicit Generative Models
It is useful to make a distinction between two types of prob-
abilistic models: prescribed and implicit models (Diggle
and Gratton, 1984). Prescribed probabilistic models are
those that provide an explicit parametric specification of the
distribution of an observed random variable x, specifying a
log-likelihood function log qθ(x) with parameters θ. Most
models in machine learning and statistics are of this form,
whether they be state-of-the-art classifiers for object recog-
nition, complex sequence models for machine translation,
or fine-grained spatio-temporal models tracking the spread
of disease. Alternatively, we can specify implicit probabilis-
tic models that define a stochastic procedure that directly
generates data. Such models are the natural approach for
problems in climate and weather, population genetics, and
ecology, since the mechanistic understanding of such sys-
tems can be used to directly create a data simulator, and
hence the model. It is exactly because implicit models are
more natural for many problems that they are of interest and
importance.
Implicit generative models use a latent variable z and trans-
form it using a deterministic function Gθ that maps from
Rm → Rd using parameters θ. Such models are amongst
the most fundamental of models, e.g., many of the basic
methods for generating non-uniform random variates are
based on simple implicit models and one-line transforma-
tions (Devroye, 2006). In general, implicit generative mod-
els specify a valid density on the output space that forms an
effective likelihood function:
x = Gθ(z′); z′ ∼ q(z) (1)
qθ(x) =
∂
∂x1
. . .
∂
∂xd
∫
{Gθ(z)≤x}
q(z)dz, (2)
where q(z) is a latent variable that provides the external
source of randomness and equation (2) is the definition of
the transformed density as the derivative of the cumulative
distribution function. When the function G is well-defined,
such as when the function is invertible, or has dimensions
m = d with easily characterised roots, we recover the fa-
miliar rule for transformations of probability distributions.
We are interested in developing more general and flexible
implicit generative models where the function G is a non-
linear function with d > m, specified by deep networks.
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The integral (2) is intractable in this case: we will be unable
to determine the set {Gθ(z) ≤ x}, the integral will often be
unknown even when the integration regions are known and,
the derivative is high-dimensional and difficult to compute.
Intractability is also a challenge for prescribed models, but
the lack of a likelihood term significantly reduces the tools
available for learning. In implicit models, this difficulty mo-
tivates the need for methods that side-step the intractability
of the likelihood (2), or are likelihood-free.
Both generative adversarial networks (GANs) (Goodfellow
et al., 2014) and classifier ABC (Gutmann et al., 2014)
provide a solution for exactly this type of problem. These
approaches specify algorithmic frameworks for learning
in implicit generative models, also referred to as genera-
tor networks, generative neural samplers or (differentiable)
simulator-models. Both approaches rely on a learning princi-
ple based on discriminating real from generated data, which
we shall show instantiates a core principle of likelihood-free
inference, that of hypothesis and two-sample testing. Many
of the methods we discuss are known in isolation, spread
disparately throughout the literature. Our core contribution
is to make explicit their probabilistic basis and to clearly
discuss the connections between them.
Note on notation. We denote data by the random variable x,
the (unknown) true data density by p∗(x), our (intractable)
model density by qθ(x). q(z) is a density over latent vari-
ables z. Parameters of the model are θ, and parameters of
the ratio and discriminator functions are φ.
2. Hypothesis Testing and Density Ratios
2.1. Likelihood-free Inference
Without a likelihood function, many of the widely-used
tools for inference and parameter learning become unavail-
able. But there are tools that remain, including the method-
of-moments (Hall, 2005), the empirical likelihood (Owen,
1988), Monte Carlo sampling (Marin et al., 2012), and mean-
shift estimation (Fukunaga and Hostetler, 1975). Since we
can easily draw samples from the model, we can use any
method that compares two sets of samples—one from the
true data distribution and one from the model distribution—
to drive learning. This is a process of density estimation-
by-comparison, comprising two steps: comparison and es-
timation. For comparison, we test the hypothesis that the
true data distribution p∗(x) and our model distribution q(x)
are equal, using the density difference r(x) = p∗(x)− q(x),
or the density ratio r(x) = p∗(x)/q(x). The comparator r(x)
provides information about the departure of our model dis-
tribution from the true distribution and can be motivated
by either the Neyman-Pearson lemma or the Bayesian pos-
terior evidence, appearing in the likelihood ratio and the
Bayes factor (Kass and Raftery, 1995). For estimation, we
use information from the comparison to drive learning of
the parameters of the generative model. This is the focus
of our approach for likelihood-free inference: estimating
density-comparisons and using them as the driving principle
for learning in implicit generative models.
The direct approach of comparing distributions by first com-
puting the individual marginals is not possible with implicit
models. By directly estimating the density ratio or differ-
ence, and exploiting knowledge of the probabilities involved,
it will turn out that comparison can be a much easier prob-
lem than computing the marginal likelihoods, and is what
will make this approach appealing. There are four gen-
eral approaches to consider (Sugiyama et al., 2012a): 1)
class-probability estimation, 2) divergence minimisation, 3)
ratio matching, and 4) moment matching. These are highly
developed research areas in their own right, but their role
in providing a learning principle for density estimation is
under-appreciated and opens up an exciting range of ap-
proaches for learning in implicit generative models. Figure
1 summarises these approaches by showing pathways avail-
able for learning, which follow from the choice of inference
driven by hypothesis testing and comparison.
2.2. Class Probability Estimation
The density ratio can be computed by building a classifier
to distinguish observed data from that generated by the
model. This is the most popular approach for density ratio
estimation and the first port of call for learning in implicit
models. Hastie et al. (2013) call this approach unsupervised-
as-supervised learning, Qin (1998) explore this for analysis
of case-control in observational studies, both Neal (2008)
and Cranmer et al. (2015) explore this approach for high-
energy physics applications, Gutmann and Hyvärinen (2012)
exploit it for learning un-normalised models, Lopez-Paz and
Oquab (2016) for causal discovery, and Goodfellow et al.
(2014) for learning in implicit generative models specified
by neural networks.
We denote the domain of our data by X ⊂ Rd. The true
data distribution has a density p∗(x) and our model has
density qθ(x), both defined on X . We also have access to a
set of n samples Xp = {x(p)1 , . . . ,x(p)n } from the true data
distribution, and a set of n′ samples Xq = {x(q)1 , . . . ,x(q)n′ }
from our model. We introduce a random variable y, and
assign a label y = 1 to all samples in Xp and y = 0 to all
samples in Xq. We can now represent p∗(x) = p(x|y = 1)
and qθ(x) = p(x|y = 0). By application of Bayes’ rule, we
can compute the ratio r(x) as:
p∗(x)
qθ(x)
=
p(x|y = 1)
p(x|y = 0) =
p(y = 1|x)p(x)
p(y = 1)
/
p(y = 0|x)p(x)
p(y = 0)
=
p(y = 1|x)
p(y = 0|x) ·
1− pi
pi
, (3)
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Figure 1. Summary of approaches for learning in implicit models. We define a joint function L(φ, θ) and alternate between optimising the
loss w.r.t. comparison parameters φ and model parameters θ.
which indicates that the problem of density ratio estimation
is equivalent to that of class probability estimation, since the
problem is reduced to computing the probability p(y = 1|x).
We assume that the marginal probability over classes is
p(y = 1) = pi, which allows the relative proportion of data
from the two classes to be adjusted if they are imbalanced;
in most formulations pi = ½ for the balanced case, and in
imbalanced cases 1−pipi ≈ n′/n.
Our task is now to specify a scoring function, or discrimi-
nator, D(x;φ) = p(y = 1|x): a function bounded in [0,1]
with parameters φ that computes the probability of data
belonging to the positive (real data) class. This discrim-
inator is related to the density ratio through the mapping
D = r/(r + 1); r = D/(1−D). Conveniently, we can use our
knowledge of building classifiers and specify these functions
using deep neural networks. Given this scoring function,
we must specify a proper scoring rule (Buja et al., 2005;
Gneiting and Raftery, 2007) for binary discrimination to
allow for parameter learning, such as those in Table 1. A
natural choice is to use the Bernoulli (logarithmic) loss:
L(φ,θ)
= Ep(x|y)p(y)[−y logD(x;φ)− (1− y) log(1−D(x;φ))]
= piEp∗(x)[− logD(x;φ)]
+ (1− pi)Eqθ(x)[− log(1−D(x;φ))]. (4)
Since we know the underlying generative process for qθ(x),
using a change of variables, we can express the loss in
term of an expectation over the latent variable z and the
generative model G(z;θ):
L(φ,θ) = piEp∗(x)[− logD(x;φ)]
+ (1− pi)Eq(z)[− log(1−D(G(z;θ);φ))]. (5)
The final form of this objective (5) is exactly that used
in generative adversarial networks (GANs) (Goodfellow
et al., 2014). In practice, the expectations are computed
by Monte Carlo integration using samples from p∗ and qθ.
Equation (5) allows us to specify a bi-level optimisation
(Colson et al., 2007) by forming a ratio loss and a generative
loss, using which we perform an alternating optimisation.
Our convention throughout the paper will be to always form
the ratio loss by extracting all terms in L related to the
ratio function parameters φ, and minimise the resulting
objective. For the generative loss, we will similarly extract
all terms related to the model parameters θ, flip the sign,
and minimise the resulting objective. For equation (5), the
bi-level optimisation is:
Ratio loss: min
φ
piEp∗(x)[− logD(x;φ)]
+ (1− pi)Eqθ(x)[− log(1−D(x;φ))]
Generative loss: min
θ
Eq(z)[log(1−D(G(z;θ)))]. (6)
The ratio loss is minimised since it acts as a surro-
gate negative log-likelihood; the generative loss is min-
imised since we wish to minimise the probability of
the negative (generated-data) class. We explicitly write
out these two stages to emphasise that the objectives
used are separable. While we can derive the genera-
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tive loss from the ratio loss as we have done, any gen-
erative loss that drives qθ to p∗, such as minimising the
widely-used Eq(z)[− logD(G(z;θ))] (Goodfellow et al.,
2014; Nowozin et al., 2016) or Eq(z)[− log D(G(z;θ))1−D(G(z;θ)) ] =
Eq(z)[− log r(G(z;θ)) (Sønderby et al., 2016), is possible.
Any scoring rule from Table 1 can be used to give a loss func-
tion for optimisation. These rules are amenable to stochastic
approximation and alternating optimisation, as described by
Goodfellow et al. (2014), along with many of the insights
for optimisation that have been developed since (Radford
et al., 2015; Salimans et al., 2016; Sønderby et al., 2016;
Zhao et al., 2016). The Bernoulli loss can be criticised in a
number of ways and makes other scoring rules interesting to
explore. The Brier loss provides a similar decision rule, and
its use in calibrated regression makes it appealing; the mo-
tivations behind many of these scoring rules are discussed
in (Gneiting and Raftery, 2007). Finally, while we have
focussed on the two sample hypothesis test, we believe it
could be advantageous to extend this reasoning to the case
of multiple testing, where we simultaneously test several
sets of data (Bickel et al., 2008).
The advantage of using a proper scoring rule is that the
global optimum is achieved iff qθ = p∗ (cf. the proof in
(Goodfellow et al., 2014) for the Bernoulli loss); however
there are no convergence guarantees since the optimisation
is non-convex. Goodfellow et al. (2014) discuss the relation-
ship to maximum likelihood estimation, which minimises
the divergence KL[p∗‖q], and show that the GAN objective
with Bernoulli loss is instead related to the Jensen Shannon
divergence JS [p∗||q]. In the objective (5), pi denotes the
marginal probability of the positive class; however several
authors have proposed choosing pi depending on the prob-
lem. In particular, Huszár (2015) showed that varying pi is
related to optimizing a generalised Jensen-Shannon diver-
gence JSpi [p∗||q]. Creswell and Bharath (2016) presented
results showing that different values of pi are desirable, de-
pending on whether we wish to fit one of the modes (a ‘high
precision, low recall’ task such as generation) or explain
all of the modes (a ‘high recall, low precision’ task such as
retrieval).
2.3. Divergence Minimisation
A second approach to testing is to use the divergence be-
tween the true density p∗ and our model q, and use this as
an objective to drive learning of the generative model. A
natural class of divergences to use are the f -divergences (or
Ali-Silvey (Ali and Silvey, 1966) or Csiszar’s φ-divergence
(Csiszàr, 1967)) since they are fundamentally linked to the
problem of two-sample hypothesis testing (Liese and Vajda,
2008): f -divergences represent an integrated Bayes risk
since they are an expectation of the density ratio. Nowozin
et al. (2016) develop f -GANs using this view. The f -
divergences contain the KL divergence as a special case
and are equipped with an exploitable variational formula-
tion:
Df [p
∗(x)‖qθ(x)] =
∫
qθ(x)f
(
p∗(x)
qθ(x)
)
dx
= Eqθ(x)[f(r(x))]
≥ sup
t
Ep∗(x)[t(x)]− Eqθ(x)[f†(t(x))] (7)
where f is a convex function with derivative f ′ and Fenchel
conjugate f†; this divergence class instantiates many famil-
iar divergences, such as the KL and Jensen-Shannon diver-
gence. The variational formulation introduces the functions
t(x) whose optimum is related to the density ratio since
t∗(x) = f ′(r(x)). Substituting t∗ in (7), we transform
the objective (8) into supremum over rφ (which is attained
when rφ = r∗ = p
∗
/qθ). For self-consistency, we flip the
sign to make it a minimisation problem in rφ, leading to the
bi-level optimisation:
L = Ep∗(x)[−f ′(rφ(x))] + Eqθ(x)[f†(f ′(rφ(x))] (8)
Ratio loss:
min
φ
Ep∗(x)[−f ′(rφ(x))] + Eqθ(x)[f†(f ′(rφ(x))] (9)
Generative loss: min
θ
Eq(z)[−f†(f ′(r(G(z;θ)))], (10)
where we derived equation (10) by extracting all the terms
involving qθ(x) in equation (8), used the change of variables
to express it in terms of the underlying generative model
and flipping the sign to obtain a minimisation. There is
no discriminator in this formulation, and this role is taken
by the ratio function. We minimise the ratio loss, since
we wish to minimise the negative of the variational lower
bound; we minimise the generative loss since we wish to
drive the ratio to one. By using the function f(u) = u log u,
we recover an objective using the KL divergence; when
f(u) = u log u−(u+1) log(u+1), we recover the objective
function in equation (5) from the previous section using the
Bernoulli loss, and hence the objective for GANs.
The density ratio implies that p∗(x) ≈ p˜ = rφ(x)qθ(x),
since it is the amount by which we must correct our model
qθ(x) to match the true distribution. This led us to a diver-
gence formulation that evaluates the divergence between the
distributions p∗ and p˜, using the KL divergence:
DKL[p
∗(x)‖p˜(x)] =
∫
p∗(x) log
p∗(x)
rφ(x)qθ(x)
dx
+
∫
(rφ(x)qθ(x)− p∗(x))dx (11)
L = Ep∗(x)[− log rφ(x)] + Eqθ(x)[rφ(x)− 1]
− Ep∗(x)[log qθ(x)] + Ep∗(x)[log p∗(x)], (12)
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Loss Objective Function (D := D(x;φ))
Bernoulli loss piEp∗(x)[− logD] + (1− pi)Eqθ(x)[− log(1−D)]
Brier score piEp∗(x)[(1−D)2] + (1− pi)Eqθ(x)[D2]
Exponential loss piEp∗(x)
[(
1−D
D
) 1
2
]
+ (1− pi)Eqθ(x)
[(
D
1−D
) 1
2
]
Misclassification piEp∗(x)[I[D ≤ 0.5]] + (1− pi)Eqθ(x)[I[D > 0.5]]
Hinge loss piEp∗(x)
[
max
(
0, 1− log D1−D
)]
+ (1− pi)Eqθ(x)
[
max
(
0, 1 + log D1−D
)]
Spherical piEp∗(x) [−αD] + (1− pi)Eqθ(x) [−α(1−D)] ; α = (1− 2D + 2D2)−1/2
Table 1. Proper scoring rules that can be minimised in class probability-based learning of implicit generative models.
where the first equation is the KL for un-normalised den-
sities (Minka, 2005). This leads to a convenient and valid
ratio loss since all terms independent of r can be ignored.
Sugiyama et al. (2012b) refer to this objective as KL impor-
tance estimation procedure (KLIEP). But we are unable to
derive a useful generative loss from this expression since
the third term with log q in (12) cannot be ignored, and is
unavailable for implicit models. Since the generative loss
and ratio losses need not be coupled, any other generative
loss can be used, e.g., equation (6). But this is not ideal,
since we would prefer to derive valid ratio losses from the
same principle to make reasoning about correctness and op-
timality easier. We include this discussion to point out that
while the formulation of equation (7) is generally applicable,
the formulation (12), while useful for ratio estimation, is not
useful for generative learning. The difficulty of specifying
stable and correct generative losses is a common theme of
work in GANs; we will see a similar difficulty in the next
section.
The equivalence between divergence minimisation and class
probability estimation is also widely discussed, and most
notably developed by Reid and Williamson (2011) using
the tools of weighted integral measures, and more recently
by Menon and Ong (2016). This divergence minimisation
viewpoint (7) was used in f -GANs and explored in depth by
Nowozin et al. (2016) who provide a detailed description,
and explore many of the objectives that become available
and practical guidance.
2.4. Ratio matching
A third approach is to directly minimise the error between
the true density ratio and an estimate of it. Denoting the true
density ratio as r∗(x) = p∗(x)/qθ(x) and its approximation
as rφ(x), we can define a loss using the squared error:
L = 1
2
∫
qθ(x)(r(x)− r∗(x))2dx (13)
= 12Eqθ(x)[rφ(x)
2]− Ep∗(x)[rφ(x)] + 12Ep∗(x)[r∗(x)]
= 12Eqθ(x)[rφ(x)
2]− Ep∗(x)[rφ(x)] s.t. rφ(x) ≥ 0,
where the final objective is obtained by ignoring terms inde-
pendent of rφ(x) and is used to derive ratio and generative
losses. When used to learn the ratio function, Sugiyama et al.
(2012b) refer to this objective as least squares importance
fitting (LSIF). Concurrently with this work, Uehara et al.
(2016) recognised the centrality of the density ratio, the
approach for learning by ratio matching, and its connections
to GANs (Goodfellow et al., 2014) and f -GANs (Nowozin
et al., 2016), and provide useful guidance on practical use
of ratio matching.
We can generalise (13) to loss functions beyond the squared
error using the Bregman divergence for density ratio estima-
tion (Sugiyama et al., 2012a; Uehara et al., 2016), and is the
unifying tool exploited in previous work (Menon and Ong,
2016; Reid and Williamson, 2011; Sriperumbudur et al.,
2009; Sugiyama et al., 2012a). This leads to a minimisation
of the Bregman divergence Bf between ratios:
Bf (r
∗(x)‖rφ(x))
= Eqθ(x)
(
f(r∗(x))− f(rφ(x))
− f ′(rφ(x))
[
r∗(x)− rφ(x)
])
(14)
= Eqθ(x) [rφ(x)f
′(rφ(x))− f(rφ(x))]
− Ep∗[f ′(rφ(x))] +Df [p∗(x)‖qθ(x)] (15)
= LB(rφ(x)) +Df [p∗(x)‖qθ(x)], (16)
where we have used p∗= r∗qθ, and Df is the f -divergence
defined in equation (7). We can derive a ratio loss from (16)
by extracting all the terms in rφ, leading to the minimisation
of LB(rφ). The role of the discriminator in GANs is again
taken by the ratio r that provides information about the
relationship between the two distributions. This ratio loss,
like in Uehara et al. (2016), is equivalent to the ratio loss
we derived using divergence minimisation (8), since:
LB(rφ(x))
= Ep∗[−f ′(rφ(x))]
+ Eqθ(x)[rφ(x)f
′(rφ(x))− f(rφ(x))] (17)
= Ep∗[−f ′(rφ(x))] + Eqθ(x)[f†(f ′(rφ(x)))]. (18)
The equivalence of the second terms in (17) and (18) can be
derived by using the definition of the dual function:
f†(f ′(x)) = max
r
rf ′(x)− f(r). (19)
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The maximum is attained at x = r, leading to the identity
f†(f ′(rφ(x))) = rφ(x)f ′(rφ(x))− f(rφ(x)). (20)
If we follow the strategy we used in previous sections to
obtain a generative loss, by collecting the terms in equation
(16) dependent on qθ, we obtain:
L(qθ) =Eqθ(x)[rφ(x)f ′(rφ(x))]− Eqθ(x)[f(rφ(x))]
+Df [p
∗(x)||qθ(x)]. (21)
But this does not lead to a useful generative loss since there
are terms involving qθ whose density is always unknown,
similar to the difficulty we encountered with divergence
minimisation in equation (12). Since we can use any gener-
ative loss that drives the ratio to one, we can employ other
losses, like the alternatives described in section 2.2 . One
approximation suggested by Uehara et al. (2016) is to as-
sume p∗ ≈ rφqθ, i.e. assume a near-optimal ratio, which
reduces the f -divergence to:
Df [p
∗(x)‖qθ(x)]=Eqθ(x)
[
f
(
p∗
qθ(x)
)]
≈ Eqθ(x)
[
f
(
qθ(x)rφ(x)
qθ(x)
)]
= Eqθ(x)[f(rφ(x))] (22)
As a result, the last two terms in equation (21) cancel, leav-
ing a generative loss that can be used for learning. Using
ratio matching under the Bregman divergence we obtain the
bi-level optimisation:
Ratio loss:
min
φ
Eqθ(x)[rφ(x)f
′(rφ(x))− f(rφ(x))]− Ep∗[f ′(rφ(x))]
Generative loss: min
θ
Eqθ(x)[rφ(x)f
′(rφ(x))] (23)
2.5. Moment Matching
A final approach for testing is to evaluate whether the mo-
ments of the distributions p∗ and q are the same, i.e. by
moment matching. We compare the moments of the two dis-
tributions by minimising their distance, using test statistics
s(x) that provides the moments of interest:
L(φ,θ) = (Ep∗(x)[s(x)]− Eqθ(x)[s(x)])2
= (Ep∗(x)[s(x)]− Eq(z)[s(G(z;θ))])2 (24)
The choice of test statistics s(x) is critical, since ideally,
we wish to match all moments of the two distributions.
When the functions s(x) are defined within a reproducing
kernel Hilbert space, we obtain kernel-based forms of these
objectives, which are highly flexible and allow easy handling
of data such as images, strings and graphs. The objective
(24) can then be re-expressed in closed-form in terms of
kernel functions, leading to the maximum mean discrepancy
criterion (MMD). The role of the MMD for learning in
implicit generative models defined by neural networks has
been explored by both Li et al. (2015) and Dziugaite et al.
(2015). While typically expensive to compute, there are
now highly efficient approaches for computing the MMD
(Chwialkowski et al., 2015). The objective using feature
matching by Salimans et al. (2016) is a form of moment
matching that defines the test statistics using intermediate
layers of the discriminator function. And a further set of
objective functions is possible using other parameterisations
of the density difference (Sugiyama et al., 2013).
The other significant body of research that focusses on
learning in implicit generative models using the lens of mo-
ment matching is approximate Bayesian computation (ABC)
(Marin et al., 2012). The models in ABC are often related to
problems in population genetics and ecology, where knowl-
edge of these systems leads to ABC being easily exploited to
learn simulator parameters. The ABC literature has widely-
explored the use of test statistics, including fixed functions
and kernels, and Markov chain Monte Carlo methods to
learn the posterior distribution of the parameters. There is a
great deal of opportunity for exchange between GANs, ABC
and ratio estimation in aspects of scalability, applications,
and theoretical understanding. A further insight obtained
from a moment-matching approach is that other empirical
measures such as the Dudley and Wasserstein distances can
easily be considered, establishing even further connections
to other growing areas, such as optimal transport (Frogner
et al., 2015; Sriperumbudur et al., 2009); Arjovsky et al.
(2017) has since demonstrated the effectiveness of using the
Wasserstein distance.
The moment matching approach can be generalised by rep-
resenting them as an integral probability metric (Sriperum-
budur et al., 2009), which is what makes it possible to
describe the relationships and ways of transforming from
density ratio estimation using using moment-matching, f -
divergences, and class-probability estimation. Sriperum-
budur et al. (2009) showed that f -divergences and integral
probability metrics (MMD, Wasserstein) intersect only at
the total variation distance. As we described previously, by
cleverly formulating our problem as a Bregman divergence
minimisation, we show that all the methods we described for
density ratio estimation are very closely related (Reid and
Williamson, 2011; Sriperumbudur et al., 2009; Sugiyama
et al., 2012a;b; Uehara et al., 2016).
3. Choice of Loss Functions
Learning in implicit generative models always involves two
steps, a comparison step for which we used the density ratio
or difference estimators, and an estimation step to learn the
parameters of the generative models. The literature on den-
sity ratio estimation addresses only the first of these tasks:
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where only the density ratio is to be estimated, Sugiyama
et al. (2012a) provide guidance on this choice. But when we
learn implicit generative models, we have two loss functions,
and these loss functions need not be coupled to each other.
Poole et al. (2016) independently proposed using different
f divergences for ratio loss and the generator loss.
Evaluation. While natural to ask which loss function
should be used, this choice is not clear due to the challenges
in evaluating implicit models. In prescribed models, the
standard approach for evaluation involves computation of
the marginalised likelihood, but is not generally possible in
implicit models. Estimates of the likelihood can be obtained
using kernel density estimators, but this is highly-unreliable,
especially in high-dimensions (Theis et al., 2015). Most pa-
pers rely on visual inspection that can be misleading, since
mode-collapse (where the generated samples sample from
only a few modes) and memorisation of the training data
cannot be detected easily. Other approaches for evaluation
include reporting the value of the density ratio, a quantity
we can always compute using the approaches described, the
use of annealed importance sampling Wu et al. (2016), use
of empirical distance metric such as the MMD (Sutherland
et al., 2016) or the Wasserstein distance (Arjovsky et al.,
2017). But we still lack the tools to make theoretical state-
ments that allow us to assess the correctness of the model
learning framework, although theoretical developments in
the literature on approximate Bayesian computation may
help in this regard, e.g., Frazier et al. (2016).
Training considerations. As discussed, density ratio
matching gives us guidance only on the choice of ratio
loss. In implicit models, we not only require a good ap-
proximation for the density ratio, but also need to ensure
that we are able to train the generator efficiently. A mean-
ingful f divergence requires the support of the distribu-
tions to overlap and it is common to add instance noise
(Arjovsky and Bottou, 2017; Sønderby et al., 2016) to en-
sure this. Additionally, when using gradient based meth-
ods, we need to ensure that the generator gradients do not
vanish. For simplicity, consider the scenario where the im-
plicit model is learnt using the (approximate) f -divergence
Ex∼qθ(x)f(r∗(x)) ≈ Ex∼qθ(x)f(rφ(x)) using gradient de-
scent. We visualise f(r) for several choices of f in Figure 2.
During the initial phase of training, r is very close to 0 for
samples generated from q. When optimising the model pa-
rameters θ, we require that the gradient f ′(r) be non-zero
for r  0. We observe that the f corresponding to KL,
chi-squared and minimax is fairly flat when log r < 0 and
hence difficult to train. For this reason, Goodfellow et al.
(2014) use an alternative loss when training the generator,
but which has the same fixed points. We observe that f
corresponding to the alternative loss as well as the reverse
KL provide stronger gradients when log r < 0. Similar phe-
nomena are observed when optimising the model according
−5 −4 −3 −2 −1 0 1 2
log r
−2
0
2
4
6
8
10
f(
r)
minimax: ¡log(1+ r)
ALT: ¡log(1+1=r)
Reverse KL: ¡log r
KL (ML): r log r
Chi-squared: (r¡ 1)2
Figure 2. Objective functions for different choices of f .
to (10) and (23). Hence, f -GANs (Nowozin et al., 2016)
and b-GANs (Uehara et al., 2016) optimise alternative losses
(with same fixed points) which provide stronger gradients.
Moment matching methods do not suffer from the aforemen-
tioned vanishing-gradient issue. However, they are compu-
tationally more expensive than training a classifier, and may
require larger batch sizes to ensure that the moments are ap-
proximated accurately. Wasserstein GANs (Arjovsky et al.,
2017) are promising as they solve the vanishing-gradient
issue in a computationally efficient manner.
4. Discussion
By using an inferential principle driven by hypothesis test-
ing, we have been able to develop a number of indirect
methods for learning the parameters of generative models.
These methods do not compute the probability of the data
or posterior distributions over latent variables, but instead
only involve relative statements of probability by compar-
ing populations of data from the generative model to ob-
served data. This view allows us to better understand how
algorithms such as generative adversarial networks, approx-
imate Bayesian computation, noise-contrastive estimation,
and density ratio estimation are related. Ultimately, these
techniques make it possible for us to make contributions to
applications in climate and weather, economics, population
genetics, and epidemiology, all areas whose principal tools
are implicit generative models.
Distinction between implicit and prescribed models.
The distinction between implicit and prescribed models is
useful to keep in mind for at least two reasons: the choice of
model has direct implications on the types of learning and
inferential principles that can be called upon; and it makes
explicit that there are many different ways in which to spec-
ify a model that captures our beliefs about data generating
processes. Any implicit model can be easily turned into a
prescribed model by adding a simple likelihood function
(noise model) on the generated outputs, so the distinction
is not essential. And models with likelihood functions also
regularly face the problem of intractable marginal likeli-
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hoods. But the specification of a likelihood function pro-
vides knowledge of p∗ that leads to different algorithms by
exploiting this knowledge, e.g., NCE resulting from class-
probability based testing in un-normalised models (Gut-
mann and Hyvärinen, 2012), or variational lower bounds
for directed graphical models. We strive to maintain a clear
distinction between the choice of model, choice of infer-
ence, and the resulting algorithm, since it is through such a
structured view that we can best recognise the connections
between research areas that rely on the same sets of tools.
Model misspecification and non-maximum likelihood
methods. Once we have made the choice of an implicit gen-
erative model, we cannot use likelihood-based techniques,
which then makes testing and estimation-by-comparison
appealing. What is striking, is that this leads us to principles
for parameter learning that do not require inference of any
underlying latent variables, side-stepping one of the major
challenges in statistical practice. This piques our interest in
more general approaches for non-maximum likelihood and
likelihood-free estimation methods, of which there is much
work (Frogner et al., 2015; Gutmann and Hyvärinen, 2012;
Hall, 2005; Lyu, 2011; Marin et al., 2012). We often deal
with misspecified models where qθ cannot represent p∗, and
non maximum likelihood methods could be a more robust
choice depending on the task (see figure 1 in (Huszár, 2015)
for an illustrative example).
Bayesian inference and message passing. We have mainly
discussed point estimation methods for parameter learning.
It is also desirable to perform Bayesian inference in im-
plicit models, where we learn the posterior distribution over
the model parameters p(θ|x), allowing knowledge of pa-
rameter uncertainty to be used in risk minimisation and
other decision-making tasks. This is the aim of approximate
Bayesian computation (ABC) (Marin et al., 2012). The
most common approach for thinking about ABC is through
moment-matching, but as we explored, there are other ap-
proaches available. An approach through class-probability
estimation is appealing and leads to classifier ABC (Gut-
mann et al., 2014). We have highly diverse approaches for
Bayesian reasoning in prescribed models, and it is desirable
to develop a similar breadth of choice for implicit models.
Implicit models allow for a natural approach for amortised
inference, and can be used whenever we wish to to learn
distributions from which we do not wish to evaluate proba-
bilities but only generate samples. Consequently, wherever
we see density-ratios or density-differences in probabilistic
modelling, we can make use of implicit models and bi-level
optimisation, such as in importance sampling, variational in-
ference, or message passing. For example, Karaletsos (2016)
use GAN-like techniques for inference in factor graphs, and
since the central quantity of variational inference is a den-
sity ratio it is possible to propose a modified variational
inference using implicit models, as discussed by Mescheder
et al. (2017) and Huszár (2017).
Perceptual losses. Several authors have also proposed us-
ing pre-trained discriminative networks to define the test
functions since the difference in activations (of say a pre-
trained VGG classifier) can better capture perceptual sim-
ilarity than the reconstruction error in pixel space. This
provides a strong motivation for further research into joint
models of images and labels. However, it is not completely
unsupervised as the pre-trained discriminative network con-
tains information about labels and invariances. This makes
evaluation difficult since we lack good metrics and can only
fairly compare to other joint models that use both label and
image information.
Non-differentiable models. We have restricted our devel-
opment to implicit models that are differentiable. In many
practical applications, the implicit model (or simulator) will
be non-differentiable, discrete or defined in other ways, such
as through a stochastic differential equation . The stochas-
tic optimisation problem we are generally faced with (for
differentiable and non-differentiable models), is to compute
∆ = ∇θEqθ(x)[f(x)], the gradient of the expectation of
a function. As our exposition followed, when the implicit
model is differentiable, the pathwise derivative estimator can
be used, i.e. ∆ = Eq(z)[∇θf(Gθ(z))] by rewriting the ex-
pectation in terms of the known and easy to sample distribu-
tion q(z). It is commonly assumed that when we encounter
non-differentiable functions that the score function estimator
(or likelihood ratio or reinforce estimator) can be used; the
score-function estimator is ∆ = Eqθ(x)[f(x)∇θ log qθ(x)].
For implicit models, we do not have knowledge of the den-
sity q(x) whose log derivative we require, making this es-
timator inapplicable. This leads to the first of three tools
available for non-differentiable models: weak derivative and
related stochastic finite difference estimators, which require
forward-simulation only and compute gradients by pertur-
bation of the parameters (Fu, 2005; Glasserman, 2003).
The two other approaches are: moment matching and ABC-
MCMC (Marjoram et al., 2003), which has been successful
for many problems with moderate dimension; and the nat-
ural choice of gradient-free optimisation methods, which
include familiar tools such as Bayesian optimisation (Gut-
mann and Corander, 2016), evolutionary search like CMA-
ES, and the Nelder-Mead method, amongst others (Conn
et al., 2009). For all three approaches, new insights will be
needed to help scale to high-dimensional data with complex
dependency structures.
Ultimately, these concerns serve to highlight the many op-
portunities that remain for advancing our understanding
of inference and parameter learning in implicit generative
models.
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