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ALGEBRAIC STRUCTURE ON TATE-HOCHSCHILD
COHOMOLOGY OF A FROBENIUS ALGEBRA
SATOSHI USUI
Abstract. We study cup product and cap product in Tate-Hochschild theory
for a finite dimensional Frobenius algebra. We show that Tate-Hochschild co-
homology ring equipped with cup product is isomorphic to singular Hochschild
cohomology ring introduced by Wang.
An application of cap product occurs in Tate-Hochschild duality; as in Tate
(co)homology of a finite group, the cap product with the fundamental class of
a finite dimensional Frobenius algebra provides certain duality result between
Tate-Hochschild cohomology and homology groups.
Moreover, we characterize minimal complete resolutions over a finite dimen-
sional self-injective algebra by means of the notion of minimal complexes intro-
duced by Avramov and Martsinkovsky.
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Introduction
For an associative algebra A which is projective over a ground commutative
ring k, Hochschild cohomology groups H∗(A,M) of A with coefficients in an
A-bimodule M are defined by the cohomology groups of the cochain complex
HomA⊗kA◦(P,M), whereP is arbitrary projective resolution ofA as anA-bimoudle.
Recall that Hi(A,M) is isomorphic to the space of morphisms from A to ΣiM in
the bounded derived category Db(A⊗k A
◦) of A-bimodules for i ≥ 0, where Σ is
the shift functor. There is an operator, the so-called cup product ⌣, H∗(A,M)⊗
H∗(A,N) → H∗(A,M ⊗A N) for A-bimodules M and N . It is defined, on the
level of complexes, by means of a diagonal approximation associated with a given
projective resolution of A. In particular, the cup product does not depend on the
choice of a diagonal approximation and a projective resolution. If M = A and
N = A, then Hochschild cohomology
H•(A,A) :=
⊕
i≥0
Hi(A,A)
equipped with the cup product forms a graded algebra. In [Ger63], Gerstenhaber
showed that the cup product induced by a certain diagonal approximation ob-
tained from the bar resolution of an associative algebra is graded commutative,
that is, the Hochschild cohomology ring based on the bar resolution is graded
commutative. In conclusion, the result of him implies that the Hochschild co-
homology ring via any projective resolution of an associative algebra is a graded
commutative algebra.
Inspired by the Buchweitz’s result on Tate cohomology of Iwanaga-Gorenstein
algebras ([Buc86]), Wang [Wan18] introduced singular Hochschild cochain com-
plex Csg(A,A) of an associative algebra A over a field and proved that the singular
Hochschild cohomology group HHisg(A,A) of A is isomorphic to the space of mor-
phisms from A to ΣiA in the singularity category Dsg(A ⊗k A
◦) of A ⊗k A
◦ for
any i ∈ Z. Furthermore, he discovered a differential graded associative and unital
product on Csg(A,A) such that singular Hochschild cohomology
HH•sg(A,A) :=
⊕
i∈Z
HHisg(A,A)
equipped with the induced product is a graded commutative algebra.
In the case that an algebra A is a finite dimensional Frobenius algebra, the
singular Hochschild cohomology groups of A coincide with the cohomology groups
based on a complete resolution of A. They are called Tate-Hochschild cohomology
groups of A and denoted by Ĥ
∗
(A,A). Therefore, Tate-Hochschild cohomology
Ĥ
•
(A,A) :=
⊕
i∈Z
Ĥ
i
(A,A)
becomes a graded commutative algebra whose structure depends on the singu-
lar Hochschild cohomology ring structure. On the other hand, Sanada [San92]
constructed one (complete) diagonal approximation associated with the complete
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bar resolution of a finite dimensional Frobenius algebra. In particular, the cup
product induced by his diagonal approximation makes the Tate-Hochschild coho-
mology ring into a graded commutative algebra. These results motivate us to ask
the following questions:
(1) Is the Tate-Hochschild cohomology ring given by Sanada isomorphic to
the singular Hochschild cohomology ring introduced by Wang?
(2) Is there the theory of cup product in Tate-Hochschild theory of any finite
dimensional Frobenius algebra as in Hochschild theory?
Let us remark on the second question: Nguyen [Ngu13] has already developed
the theory of cup product on Tate-Hochschild cohomology of a finite dimensional
Hopf algebra.
In this paper, along the same lines as Brown [Bro94, Chapter VI, Section 5],
we will develop the theory of cup product in Tate-Hochschild theory of a finite
dimensional Frobenius algebra. More precisely, we will show that the existence
of a diagonal approximation for arbitrary complete resolution of a given finite
dimensional Frobenius algebra and that all diagonal approximations define exactly
one cup product up to isomorphism (see Section 3.1). That is the answer to the
question (2). Moreover, we will prove the following our main result, which is the
answer to the question (1):
Main Theorem (Theorem 3.22). Let A be a finite dimensional Frobenius algebra
over a field. Then there exists an isomorphism
Ĥ
•
(A,A) ∼= HH•sg(A,A)
of graded commutative algebras.
We also deal with cap product in Tate-Hochschild theory and show that the cap
product with the fundamental class of a finite dimensional Frobenius algebra gives
certain duality result between Tate-Hochschild cohomology and homology groups.
These results allow us to prove that the cup product on Tate-Hochschild cohomol-
ogy contains not only the cup product, but also the cap product on Hochschild
(co)homology.
Moreover, we provide a characterization of minimal complete resolutions of
finitely generated modules over a finite dimensional self-injective algebra in the
sense of Avramov and Martsinkovsky [AM02]. More concretely, we will show that
any minimal complete resolution of a finitely generated module consists of its
minimal projective resolution and its ((−1)-shifted) minimal injective resolution.
This paper is organized as follows: in Section 1, we recall the basic notions
related to Hochschild (co)homology groups and the cup product and the cap
product on them. Section 2 is devoted to recalling the definitions of Tate and
Tate-Hochschild (co)homology groups and to characterizing minimal complete
resolutions over a finite dimensional self-injective algebra in terms of projective
resolutions and injective resolutions. Section 3 contains our main theorem. Before
proving it, we will define not only cup product, but also cap product by using a
4 SATOSHI USUI
diagonal approximation, and we prove that these operators coincide with compo-
sition products. In Section 4, we will show that the cap product induces duality
between Tate-Hochschild cohomology and homology groups. Using this result, we
will prove that the cup product on Tate-Hochschild cohomology extends the cup
product and the cap product on Hochschild (co)homology.
Throughout this paper, an algebra means an associative and unital algebra over
a commutative ring, and all modules are left modules unless otherwise stated. The
ground ring is taken to be a field when we assume a given algebra to be finite
dimensional. For a k-algebra A, we denote D(−) = Homk(−, k) and (−)
∨ :=
HomA(−, A). Finally, ⊗ is an abbreviation for ⊗k.
1. Preliminaries
Following Brown [Bro94], we briefly recall some basic notions related to Hochschild
(co)homology groups and the cup product and the cap product on them.
1.1. Hom complexes and tensor products of complexes. A chain complex
C = (C, dC) over an algebra A is the pair of a graded A-module C =
⊕
n∈ZCn
and a graded A-linear map dC : C → C of degree −1 such that (dC)2 = 0. Dually,
a cochain complex C = (C, dC) is the pair of a graded A-module C =
⊕
n∈ZC
n
and a graded A-linear map dC : C → C of degree 1 such that d
2
C = 0. In both
cases, the graded map d is called the differential of C. Note that any cochain
complex C can be regarded as a chain complex by reindexing Cn = C
−n, and vice
versa. For a chain complex C and i ∈ Z, we define the i-shifted chain complex
ΣiC = (ΣiC, dΣ
iC)
to be the chain complex given by (ΣiC)n := Cn−i and d
Σ
iC := (−1)idC . For
two chain complexes C and C ′ of A-modules, a chain map f : C → C ′ is a graded
A-linear map f : C → C ′ of degree 0 such that dC
′
f = fdC .
For two chain maps f, g : C → C ′, we say that f is homotopic to g if there exists
a graded A-linear map h : C → C ′ of degree 1 such that f − g = dC
′
h + hdC .
Then the graded map h is called a homotopy from f to g. In such a case, we
denote f ∼ g. A chain map f : C → C ′ is called null-homotopic if f ∼ 0.
It is well-known that the relation ∼ is an equivalence relation. We denote by
[C,C ′] the quotient k-module induced by this equivalence relation. A chain map
f : C → C ′ is a homotopy equivalence if there exists a chain map g : C ′ → C such
that fg ∼ idC′ and gf ∼ idC , and a chain map f : C → C
′ is a quasi-isomorphism
if the morphism Hn(f) : Hn(C)→ Hn(C
′) induced by f is an isomorphism for any
n ∈ Z, where Hn(C) is the n-th homology group of the complex C defined by the
quotient A-module Zn(C)/Bn(C) with Zn(C) = Ker d
C
n and Bn(C) = Im d
C
n+1.
We say that a chain complex C is acyclic if Hn(C) = 0 for every n ∈ Z and that
a chain complex C is contractible if idC ∼ 0. Then a homotopy from idC to 0 is
called a contracting homotopy.
The following easy and well-known lemma and its dual lemma play important
roles in this paper. We will include a proof of the first lemma.
ALGEBRAIC STRUCTURE ON TATE-HOCHSCHILD COHOMOLOGY 5
Lemma 1.1 ([Bro94, Chapter I, Lemma 7.4]). Let C and C ′ be chain complexes
of A-modules and r ∈ Z. Suppose that Ci is projective over A for i > r and that
Hi(C
′) = 0 for i ≥ r. Then
(1) Any family {fi : Ci → C
′
i}i≤r commuting with differentials extends to a
chain map f : C → C ′.
(2) Let f, g : C → C ′ be chain maps and {hi : Ci → C
′
i+1}i≤r a family of
A-linear maps such that dC
′
i+1hi + hi−1d
C
i = fi− gi for i ≥ r. Then {hi}i≤r
extends to a homotopy from f to g.
Proof. We only show (1); the proof of (2) is similar. For each r ∈ Z, let dC
′
r = ι
′
rπ
′
r
be the canonical factorization through Im dC
′
r . Since we have d
C′
r frd
C
r+1 = 0 and
Hr(C
′) = 0, there exists a lifting morphism f ′r+1 of frd
C
r+1 such that frd
C
r+1 =
ι′rf
′
r+1. The projectivity of Cr+1 implies that there exists a morphism fr+1 :
Cr+1 → C
′
r+1 such that f
′
r+1 = π
′
r+1fr+1, so that we have
dC
′
r+1fr+1 = ι
′
r(π
′
r+1fr+1) = ι
′
rf
′
r+1 = frd
C
r+1.
Repeating this argument inductively, we obtain the desired chain map. 
Lemma 1.2. Let C and C ′ be chain complexes of A-modules and r ∈ Z. Suppose
that C ′i is injective over A for i < r and that Hi(C) = 0 for i ≤ r. Then
(1) Any family {fi : Ci → C
′
i}i≥r of morphisms of A-modules commuting with
differentials extends to a chain map f : C → C ′.
(2) Let f, g : C → C ′ be chain maps and {hi : Ci → C
′
i+1}i≥r a family of
A-linear maps such that dC
′
i+1hi + hi−1d
C
i = fi− gi for i ≥ r. Then {hi}i≥r
extends to a homotopy from f to g.
Let C and C ′ be two chain complexes of A-modules. We define the tensor
product C ⊗A C
′ as the chain complex with components
(C ⊗A C
′)n :=
⊕
i∈Z
Cn−i ⊗A C
′
i
and differentials dC⊗AC
′
n : (C ⊗A C
′)n → (C ⊗A C
′)n−1 given by
dC⊗AC
′
n (x⊗A x
′) := dC(x)⊗ x′ + (−1)|x|x⊗ dC
′
(x′)
for homogeneous elements x ∈ C and x′ ∈ C ′.
Now we define HomA(C,C
′) to be the chain complex with components
HomA(C,C
′)n :=
∏
i∈Z
HomA(Ci, C
′
i+n)
and differentials
dHomA(C,C
′)
n : HomA(C,C
′)n → HomA(C,C
′)n−1
given by
dHomA(C,C
′)
n (f) :=
(
dC
′
i+nfi − (−1)
nfi−1d
C
i
)
i∈Z
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for any f = (fi)i∈Z ∈ HomA(C,C
′)n. One sees that Hn(HomA(C,C
′)) = [C,Σ−nC ′]
for any n ∈ Z. We put [C,C ′]n := [C,Σ
−nC ′].
Let C be a chain complex of left A-modules. We define the k-dual complex
D(C) of C by the cochain complex Homk(C, k) of right A-modules. Moreover,
the A-dual complex C∨ of C is defined as the cochain complex HomA(C,A) of
right A-modules.
Let C,C ′ and C ′′ be chain complexes of A-modules. The composition of graded
maps is defined to be the chain map
HomA(C
′, C ′′)⊗ HomA(C,C
′)
◦
−→ HomA(C,C
′′)
sending u⊗ v ∈ HomA(C
′, C ′′)s ⊗ HomA(C,C
′)r to
u ◦ v := (up+rvp)p∈Z ∈ HomA(C,C
′′)r+s.
Hence the chain map induces a well-defined operator
H∗(HomA(C
′, C ′′))⊗ H∗(HomA(C,C
′))→ H∗(HomA(C,C
′′)).
Let C1, C2, C
′
1 and C
′
2 be chain complexes of A-modules, and let u : C1 → C
′
1
and v : C2 → C
′
2 be graded maps of degree s and of degree t, respectively. The
tensor product u⊗A v of u and v is defined as the graded map of degree s+ t given
by
(u⊗A v)(x1 ⊗ x2) := (−1)
|v||x1|u(x1)⊗A v(x2)
for homogeneous elements x1 ∈ C1 and x2 ∈ C2. The tensor product of graded
maps gives rise to a chain map
HomA(C1, C
′
1)⊗HomA(C2, C
′
2)→ HomA(C1 ⊗A C2, C
′
1 ⊗A C
′
2).
1.2. Hochschild (co)homology groups. Throughout this section and the next,
let A be a k-algebra which is projective over k. Let Ae denote the enveloping
algebra A ⊗ A◦ of A, where A◦ is the opposite algebra of A. Suppose that all
projective resolutions of A are taken over Ae. We view any module M as a
complex concentrated in degree 0. Let P =
⊕
i≥0 Pi be a projective resolution of
A, that is, a quasi-isomorphism P
ε
−→ A with Pi finitely generated projective. The
epimorphism ε : P0 → A is called the augmentation of P.
The n-th Hochschild cohomology group Hn(A,M) of A with coefficients in an
A-bimodule M is defined by Hn(A,M) := Hn(HomAe(P,M)), where the n-th
component of HomAe(P,M) is given by
HomAe(P,M)
n = HomAe(P,M)−n = HomAe(Pn,M).
The n-th Hochschild homology group Hn(A,M) of A with coefficients in an A-
bimodule M is defined as Hn(A,M) := Hn(P⊗AeM).
1.3. Cup product and cap product in Hochschild theory. In this section,
we recall the definitions of the cup product and of the cap product in Hochschild
theory. If P
ε
−→ A is a projective resolution, we can associate P with the following
augmented chain complex having A in degree −1:
· · · → P2 → P1 → P0
ε
−→ A→ 0→ 0→ · · · .
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For two projective resolutions P
ε
−→ A and P′
ε′
−→ A, a chain map f : P → P′ is
called an augmentation-preserving chain map if ε′f0 = ε. Since the tensor product
P⊗AP of P with itself is also a projective resolution of A with augmentation
ε ⊗A ε : P0 ⊗A P0 → A, there exists an augmentation-preserving chain map
∆ : P → P⊗AP. We call such a chain map a diagonal approximation. For any
A-bimodules M and N , we define a graded k-linear map
⌣: HomAe(P,M)⊗ HomAe(P, N)→ HomAe(P,M ⊗A N)
by
u ⌣ v := (u⊗A v)∆
for homogeneous elements u ∈ HomAe(P,M) and v ∈ HomAe(P, N). Since the
diagonal approximation ∆ is a chain map, we see that the map ⌣ is a chain map.
Thus it induces a well-defined operator
⌣: H∗(A,M)⊗H∗(A,N)→ H∗(A,M ⊗A N).
For u ∈ Hm(A,M) and v ∈ Hn(A,N), we call u ⌣ v ∈ Hm+n(A,M ⊗A N) the
cup product of u and v.
Example 1.3. Let A be an algebra over a field k, and let A denote a quotient
vector space A/(k · 1). For simplicity, we write a1,n for a1 ⊗ · · · ⊗ an ∈ A
⊗n
.
The normalized bar resolution Bar(A) of A is the chain complex with Bar(A)n :=
A⊗ A
⊗n
⊗A and differentials
dBar(A)n (a0 ⊗ a1,n ⊗ an+1) =
n∑
i=0
(−1)ia0 ⊗ a1,i−1 ⊗ aiai+1 ⊗ ai+1,n ⊗ an+1.
Then Bar(A) is a projective resolution of A. It is known that the graded Ae-linear
map ∆ : Bar(A)→ Bar(A)⊗A Bar(A) given by
∆(a0⊗ a1,n ⊗ an+1) :=
n∑
i=0
(a0 ⊗ a1,i ⊗ 1)⊗A (1⊗ ai+1,n ⊗ an+1)
is a chain map. Then we see that
(u ⌣ v)(a0 ⊗ a1,m+n ⊗ am+n+1)
= (−1)mnu(a0 ⊗ a1,m ⊗ 1)⊗A v(1⊗ am,m+n ⊗ am+n+1)
for u ∈ HomAe(Bar(A),M)
m and v ∈ HomAe(Bar(A), N)
n.
Consider the chain map
HomAe(P,M)⊗ HomAe(P,P⊗AN)→ HomAe(P,M ⊗A N)
defined by u ⊗ v 7→ (u ⊗A idM)v for homogeneous elements u ∈ HomAe(P,M)
and v ∈ HomAe(P,P⊗AN). Then it induces a well-defined operator, called the
composition product,
H∗(A,M)⊗ H∗(HomAe(P,P⊗AN))→ H
∗(A,M ⊗A N).(1.1)
Since A is projective as a right A-module, the augmented chain complex P
ε
−→
A is contractible as a complex of right A-modules, so that the tensor product
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P⊗AN → A ⊗A N is acyclic, which means that ε ⊗A idN : P⊗AN → N is a
quasi-isomorphism. It follows from [Bro94, Chapter I, Theorem 8.5] that ε⊗A idN
induces an isomorphism
Hn(A,N) ∼= Hn(HomAe(P,P⊗AN)).
Theorem 1.4 ([BGSS08, Proposition 1.1]). The cup product
⌣: H∗(A,M)⊗H∗(A,N)→ H∗(A,M ⊗A N).
coincides with the composition product (1.1) via the isomorphism above.
We now recall the definition of the cap product between Hochschild cohomology
and homology groups and the statement analogue to Theorem 1.4. Consider the
chain map
γ : HomAe(P,M)⊗ ((P⊗AP)⊗Ae N)→ P⊗Ae(M ⊗A N)
given by
γ(u⊗ x⊗A y ⊗Ae n) := (−1)
|u||x|x⊗Ae u(y)⊗A n,
where u ∈ HomAe(P,M) and n⊗Ae x⊗A y ∈ ((P⊗AP)⊗Ae N) are homogeneous
elements and we use an isomorphism
(P⊗AM)⊗Ae N ∼= P⊗Ae(M ⊗A N).
Then the chain map
⌢: HomAe(P,M)⊗ (P⊗AeN)→ P⊗Ae(M ⊗A N)
defined to be the composition of two chain maps γ and
id⊗ (∆⊗Ae id) :
HomAe(P,M)⊗ (P⊗AeN)→ HomAe(P,M)⊗ ((P⊗AP)⊗Ae N)
gives rise to a well-defined operator
⌢: Hm(A,M)⊗ Hn(A,N)→ Hn−m(A,M ⊗A N).
For u ∈ Hm(A,M) and w ∈ Hn(A,N), we call u ⌢ w ∈ Hn−m(A,M ⊗A N) the
cap product of u and w.
Example 1.5. Using the same projective resolution and diagonal approximation
as in Example 1.3, we see that
u ⌢ w = (−1)m(p−m)(a0 ⊗ a1,p−m ⊗ 1)⊗Ae u(1⊗ ap−m+1,p+1)⊗A n,
for w = (a0⊗ a1,p⊗ ap+1)⊗Ae n ∈ (Bar(A)⊗Ae N)p and u ∈ HomAe(Bar(A),M)
m
with p−m ≥ 0.
On the other hand, we define a chain map
HomAe(P,M)⊗ (P⊗Ae(P⊗AN))→ P⊗Ae(M ⊗A N)(1.2)
by
u⊗ (x⊗Ae (y ⊗A n)) 7→ (−1)
|u||x|x⊗Ae (u(y)⊗A n)
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for homogeneous elements u ∈ HomAe(P,M) and (x⊗Ay)⊗Aen ∈ (P⊗AP)⊗AeN .
Moreover, it follows from [Bro94, Chapter I, Theorem 8.6] that there exists an
isomorphism
H∗(A,N) ∼= H∗(P⊗Ae(P⊗AN)).(1.3)
One proves the following in a similar way to the proof of Theorem 3.15(2) below.
Theorem 1.6. The cap product
⌢: H∗(A,M)⊗H∗(A,N)→ H∗(A,M ⊗A N).
agrees with the product induced by the chain map (1.2) via the isomorphism (1.3).
Remark that the case for M = N = A is proved by Armenta [Arm19, Section 4].
2. Tate-Hochschild (co)homology groups of a self-injective
algebra
Our aim in this section is to recall the definitions of complete resolutions
over finite dimensional self-injective algebras and of Tate and Tate-Hochschild
(co)homology groups. Moreover, we provide a characterization of minimal com-
plete resolutions. Throughout this section, assume that A is a finite dimensional
algebra over a field k.
2.1. Twisted bimodules. Let us begin with the preparation for some notation.
We denote by Aut(A) the group of algebra automorphisms of A. Note that any
α ∈ Aut(A) gives rise to α◦ ∈ Aut(A◦) defined by α◦(a◦) := α(a)◦ for any
a◦ ∈ A◦. For an A-bimodule M and two automorphisms α, β ∈ Aut(A), we
denote by αMβ the A-bimodule which is M as a k-module and whose A-bimodule
structure is given by a∗m∗b := α(a)mβ(b) for a, b ∈ A and m ∈ αMβ . We denote
1Mβ := idMβ and αM1 := αMid. Recall that we can identify an A-bimodule M
with the left (right) Ae-moduleM of which the structure is defined by (a⊗b◦)m :=
amb (m(a⊗ b◦) := bma) for a⊗ b◦ ∈ Ae and m ∈M . Using this identification, we
have α⊗βM = αMβ = Mβ⊗α, where we set α⊗ β := α⊗ β
◦ and β ⊗ α =: β ⊗ α◦.
For any morphism f : M → N of A-bimodules and α, β ∈ Aut(A), there exists
an isomorphism
HomAe(M,N)→ HomAe(αMβ , αNβ); f 7→ f,
which is natural in both M and N .
2.2. Self-injective algebras and Frobenius algebras. In this subsection, we
recall the definitions of self-injective algebras and of Frobenius algebras. Recall
that a finite dimensional algebra A is a self-injective algebra if A is injective as a
left or as a right A-module, or equivalently, A is injective as a left and as a right
A-module. Moreover, recall that a finite dimensional k-algebra A is a Frobenius
algebra if there exists a non-degenerate bilinear form 〈−,−〉 : A⊗A→ k satisfying
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〈ab, c〉 = 〈a, bc〉 for a, b and c ∈ A. The bilinear form gives rise to a left and a
right A-module isomorphism
t1 : AA→ AD(A); x 7→ 〈−, x〉,(2.1)
AA → D(A)A; x 7→ 〈x,−〉,
where the left and the right A-module structure of D(A) is given by
(af)(x) := f(xa) and (fa)(x) := f(ax)
for a, x ∈ A and f ∈ D(A). In particular, a Frobenius algebra is a self-injective
algebra. Let {u1, . . . , ur} be a k-basis of A. Then we have another k-basis
{v1, . . . , vr} such that 〈vi, uj〉 = δij for all 1 ≤ i, j ≤ r, where δij denotes the
Kronecker delta. We call {vi}i the dual basis of {ui}i. It is known that there
exists an algebra automorphism ν of A such that 〈a, b〉 = 〈b, ν(a)〉 for a, b ∈ A.
The automorphism ν is unique, up to inner automorphism, and we call it the
Nakayama automorphism of A. The Nakayama automorphism ν of A makes the
left A-module isomorphism (2.1) into an A-bimodule isomorphism
1Aν → D(A).
Moreover, there exists another A-bimodule isomorphism
t2 : 1Aν−1 → HomAe(AeA, AeA
e) = A∨; x 7→ [y 7→
∑
i
yuiν(x)⊗ vi],
where the A-bimodule structure of A∨ is given by (afb)(x) := f(x)(b ⊗ a◦) for
f ∈ A∨ and a, b ∈ A.
2.3. Complete resolutions and their minimalities. Our aim in this subsec-
tion is to recall the definition of complete resolutions and to characterize minimal
complete resolutions in terms of minimal projective resolutions and minimal in-
jective resolutions. Let us start with the definition of complete resolutions.
Definition 2.1 ([AM02]).
(1) A complete resolution of a finitely generated A-module M is a diagram
T =
⊕
i∈Z
Ti
ϑ
−→ P
ε
−→M,
where T is an exact sequence of finitely generated projective A-modules
with Hi(T∨) = 0 for all i ∈ Z, ε : P → M is a projective resolution and
ϑ : T→ P is a chain map such that ϑi is an isomorphism for i≫ 0.
(2) A finitely generated A-module G is totally reflexive if the canonical mor-
phism G→ (G∨)∨ is an isomorphism and ExtnA(G,A) = 0 = Ext
n
Ao(G
∨, A)
for all n ≥ 1.
(3) A G-resolution (of length ≤ l) of a finitely generated A-module M is a
quasi-isomorphism G =
⊕
i≥0Gi →M with Gi totally reflexive (and Gi =
0 for i > l).
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We define the G-dimension G-dimAM of a finitely generated A-module M by
G- dimAM := inf
{
g ∈ N
∣∣there exists a G-resolution of length ≤ g} .
Since we are interested in self-injective algebras including Frobenius algebras,
we mainly deal with self-injective algebras. For more general cases, we refer to
[AM02, BJ13].
Let A be a self-injective algebra. Since A is injective as a left and as a right
A-module, any finitely generated A-module M is totally reflexive and hence of
G-dimension 0. It follows from [AM02, Theorem 3.1] that M has a complete
resolution T
ϑ
−→ P → M with ϑi isomorphic for i ≥ 0. Thus, any complete
resolution T of M consists of some projective resolution of M in non-negative
degrees, and we have M = Coker dT1 . Thus we simply write T → M for T →
P→M .
For a complete resolution T of M and i ∈ Z, let dTi = ιiπi be the canonical
factorization through Im dTi , i.e., πi is the canonical epimorphism Ti → Im d
T
i
and ιi is the canonical inclusion Im d
T
i →֒ Ti−1. In particular, we denote by
ε the epimorphism π0 : T0 → Im d
T
0 = M and by η the canonical inclusion
ι0 : M →֒ T−1. The morphism ε : T0 → M is called the augmentation of T.
Note that the augmentation of any complete resolution of M induce a chain map
T → M , but it is not a quasi-isomorphism. A chain map f : T → T′ between
two complete resolutions T
ε
−→M and T′
ε′
−→M is called augmentation-preserving
if ε′f = ε. It follows from [AM02, Lemma 5.3] that any augmentation-preserving
chain map f : T → T′ between two complete resolutions T and T′ of M is a
homotopy equivalence.
In [AM02], Avramov and Martsinkovsky introduced the notion of minimal com-
plexes. Recall that a chain complex C over A is minimal if every homotopy
equivalence C → C is an isomorphism. Clearly, the minimality of a complex
preserves under taking shifts. We will apply the notion to complete resolutions
over a self-injective algebra.
Definition 2.2. Let A be a self-injective algebra and M a finitely generated A-
module. Then a complete resolution T → P → M is called minimal if T is
minimal.
Remark that our definition of minimal complete resolutions does not require the
minimalities of the projective resolutions in non-negative degrees. We now char-
acterize minimal complete resolutions of M in terms of its projective and in-
jective resolutions. For this purpose, we first recall the result of Avramov and
Martsinkovsky. Recall that a projective resolution P → M is a minimal projec-
tive resolution if Pn is a projective cover of Coker d
P
n+1 for all n ≥ 0 and that an
injective resolution M → I =
⊕
i≤0 Ii is a minimal injective resolution if In is an
injective envelope of Ker dIn for all n ≤ 0.
Lemma 2.3 ([AM02, Example 1.8]). Let M be a finitely generated A-module, and
let P → M be a projective resolution and M → I an injective resolution. Then
the following statements hold.
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(1) P is minimal if and only if Pn is a projective cover of Coker d
P
n+1 for all
n ≥ 0.
(2) I is minimal if and only if In is an injective envelope of Ker d
I
n for all
n ≤ 0.
Proof. we only prove (1); the proof of (2) is similar. It follows from [AM02,
Proposition 1.7(1)] that P is minimal if and only if each chain map f : P → P
homotopic to idP is an isomorphism. Take a chain map f : P → P such that
f ∼ idP. Then there exists a morphism h0 : P0 → P1 such that idP0 −f0 = d1h0.
Letting ε be the augmentation P0 → M , we have ε(id−f0) = ε(d1h0) = 0. Since
ε is a projective cover of M , the morphism f0 is an epimorphism and hence an
isomorphism. Moreover, it induces a commutative square
P1 // //
f1

Coker dP2
f1

P1 // // Coker d
P
2
where the morphism f1 induced by f1 is an isomorphism and the horizontal
morphisms are the canonical epimorphisms. Since the canonical epimorphism
P1 → Coker d
P
2 is a projective cover, the morphism f1 is an isomorphism. Induc-
tively, we see that the morphism fi is an isomorphism for all i ≥ 0.
Conversely, suppose that P is minimal. Observe that any projective resolution
P of M can be decomposed as P = PM ⊕P
′, where PM is a minimal projec-
tive resolution of M and P′ is a contractible complex. It follows from [AM02,
Proposition 1.7(3)] that P′ must be zero. This completes the proof. 
Let A be a self-injective algebra and T a complete resolution of a finitely gen-
erated A-module M with dT0 = ηε. Let T≥0 :=
⊕
i≥0 Ti and T<0 :=
⊕
i<0 Ti be
the truncated subcomplexes of T with the inherited differentials, which are of the
forms
T≥0 : · · · // T2
d2 // T1
d1 // T0 // 0 // 0 // 0 // · · · ,
T<0 : · · · // 0 // 0 // 0 // T−1
d−1 // T−2
d−2 // T−3 // · · · .
Note that T≥0 is a projective resolution ofM and that T<0 is isomorphic to I[−1]
for some injective resolution I of M .
Proposition 2.4. Under the same notation above, the following statements are
equivalent.
(1) T is a minimal complete resolution of M .
(2) Tn is a projective cover of Coker d
T
n+1 for all n ∈ Z.
Proof. Assume that T is minimal. Since the (−n)-shifted complex T[−n] is a
minimal complete resolution of ΩnA(M) for any n ∈ Z, it suffices to show that
the augmentation ε : P0 → M is a projective cover. Let N be an A-module and
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f : N → P0 be a morphism such that the composite εf is an epimorphism. The
projectivity of P0 implies that there exists a morphism g : P0 → N such that
ε = ε(fg). By Lemmas 1.1 and 1.2, the morphism fg extends to a chain map
ϕ : T→ T satisfying εϕ0 = εfg = ε. It follows from [AM02, Lemma 5.3] that the
chain map ϕ is homotopy equivalent. The minimality of T implies that ϕ0 = fg
is an isomorphism. Therefore, f is an epimorphism.
Conversely, thanks to [AM02, Proposition 1.7(1)], it suffices to prove the con-
verse for a chain map f : T → T such that f ∼ idT. Take a homotopy h from
idT to f and define a graded map ϕ = (ϕi)i∈Z : T→ T by
ϕi =

fi if i 6= 0,−1,
f0 + h−1d
T
0 if i = 0,
f−1 + d
T
0 h−1 if i = −1.
Then ϕ is a chain map such that εϕ0 = ε. Note that T≥0 is a minimal projective
resolution ofM . Since the chain map ϕ≥0 : T≥0 → T≥0 is homotopy equivalent, it
follows from Lemma 2.3(1) that each ϕi = fi with i > 0 is an isomorphism. Since
the inclusion ιn with n ≤ 0 is an injective envelope of Ker d
T
n−1, Lemma 2.3(2) and
the fact that ϕ−1η = η yield that each ϕi = fi with i < −1 is an isomorphism. It
remains to show that f0 and f−1 are isomorphisms. Since f1 is an isomorphism,
so is the restriction f˜0 of f0 to Ker d
T
0 . In a commutative square
Ker dT0

 ι1 //
f˜0

T0
f0

Ker dT0

 ι1 // T0
the fact that ι1 is an injective envelope of Ker d
T
0 implies that f0 is a monomor-
phism and thus an isomorphism. Similarly, one shows that f−1 is an isomor-
phism. 
In the course of the proof of Proposition 2.4, we have proved the following.
Corollary 2.5. Let A be a self-injective algebra and M a finitely generated A-
module. Then any minimal complete resolution ofM is isomorphic to the complete
resolution of the form
P //
ε ##●
●●
●●
●

Σ−1 I
M
−η
99rrrrrrrr
where P
ε
−→M is a minimal projective resolution andM
η
−→ I is a minimal injective
resolution.
It follows from Corollary 2.5 that any finitely generated A-module admits a
minimal complete resolution. It follows from [AM02, Proposition 1.7(2)] that a
minimal complete resolution is uniquely determined up to isomorphism. For a
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minimal complete resolution T of a finitely generated A-module M and i ∈ Z, we
set ΩiAM := Ker d
T
i−1. Note that Corollary 2.5 implies that the module Ω
i
AM is
nothing but the syzygy module of M if i ≥ 0 and the cosyzygy module of M if
i ≤ −1 (see [SY11] for (co)syzygy modules).
2.4. Tate and Tate-Hochschild (co)homology groups. In this subsection,
we recall the definition of Tate and Tate-Hochschild (co)homology groups and
show that there exists certain duality between Tate-Hochschild cohomology and
homology groups. Recall that if A is a self-injective (Frobenius) algebra, then so
is the enveloping algebra Ae.
Definition 2.6. Let A be a self-injective algebra and n ∈ Z.
(1) Let M be a finitely generated left A-module with a complete resolution TM ,
L a finitely generated right A-module with a complete resolution TL and N
a left A-module. The n-th Tate cohomology group Êxt
n
A(M,N) is defined
by
Êxt
n
A(M,N) := H
n(HomA(T
M , N)),
and the n-th Tate homology group T̂or
A
n (M,N) is defined by
T̂or
A
n (L,N) := Hn(T
L⊗AN).
(2) The n-th Tate-Hochschild cohomology group Ĥ
n
(A,N) of A with coeffi-
cients in an A-bimodule N is defined by
Ĥ
n
(A,N) := Êxt
n
Ae(A,N).
The n-th Tate-Hochschild homology group Ĥn(A,N) of A with coefficients
in N by
Ĥn(A,N) := T̂or
Ae
n (A,N).
Let us recall the definitions of projectively stable categories and of stable ten-
sor products: the projectively stable category A-mod of A is the category whose
objects are finitely generated left A-modules and whose morphisms are given by
the quotient space
HomA(M,N) := HomA(M,N)/P(M,N),
where P(M,N) is the space of morphisms factoring through a projective A-
module. The stable tensor product L⊗
A
N of a finitely generated right A-module
L with a finitely generated left A-module N is defined to be
L⊗
A
N :=
{
w ∈ L⊗A N
∣∣∣∣∣ w ∈ ⋂
ι:N →֒I
I:injective
Ker(idL⊗Aι)
}
.
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In case of Frobenius algebras, it follows from [ES09, Proposition 2.1.3] that there
exists an isomorphism
L⊗
A
N ∼=
{
w ∈ L⊗A N
∣∣∣∣∣ w ∈ ⋂
ι:L→֒I
I:injective
Ker(ι⊗A idN)
}
.
We will identify the two modules above via this isomorphism. Remark that [ES09,
Proposition 2.1.3] also holds for self-injective algebras, because the key of the proof
is the projectivity of an injective module.
It is well-known that there exist isomorphisms
ExtiA(M,N)
∼= HomA(Ω
i
AM,N), Tor
A
i (L,N)
∼= ΩiAL⊗AN
for i ≥ 1 when A is a self-injective algebra. It is known that there exist such
isomorphisms even for Tate (co)homology groups. We will include a proof.
Proposition 2.7. Let A be a self-injective algebra, L a finitely generated right
A-module and M and N finitely generated left A-modules. Then there exist iso-
morphisms
Êxt
i
A(M,N)
∼= HomA(Ω
i
AM,N), T̂or
A
i (L,N)
∼= ΩiAL⊗AN
for i ∈ Z.
Proof. Let i ∈ Z be fixed. For the first isomorphism, let T be a minimal complete
resolution of M . Take f ∈ HomA(Ω
i
AM,N) and consider a commutative diagram
Ti
dTi //
πi &&▼
▼▼
▼▼
▼
fπi

Ti−1
ΩiAM
ιi
77♣♣♣♣♣♣
fxx♣♣
♣♣
♣♣
N
Obviously, fπi belongs to Ker d
HomA(T,N)
i . If f factors through a projective A-
module P , then fπi ∈ HomA(T, N)
i is a coboundary, because the projective
module P is injective. Thus we have a well-defined morphism
Φi : HomA(Ω
i
AM,N)→ Êxt
i
A(M,N)
given by [f ] 7→ [fπi]. We claim that Φi is an isomorphism. If g ∈ HomA(T, N)
i
lies in Ker d
HomA(T,N)
i , then there uniquely exists a morphism g
′ : ΩiAM → N such
that g = g′πi. This implies that Φi is an epimorphism. Assume now that fπi is a
coboundary, that is, fπi = (−1)
if ′dTi for some f
′ : Ti−1 → N . The surjectivity of
πi yields that (−1)
if ′ι = f , which means that Φi is a monomorphism.
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For the second isomorphism, let T be a minimal complete resolution of L.
Consider a commutative diagram
Ti+1 ⊗A N
dTi+1⊗Aid //
πi+1⊗Aid **❚
❚❚❚
❚❚
Ti ⊗A N
dTi ⊗Aid //
πi⊗Aid ))❙❙
❙❙
❙❙
Ti−1 ⊗A N
Ωi+1A L⊗A N
ιi+1⊗Aid
55❦❦❦❦❦❦
ΩiAL⊗A N
ιi⊗Aid
55❥❥❥❥❥❥
Let w ∈ ΩiAL⊗AN be arbitrary. Since πi ⊗Ae idN is an epimorphism, there exists
z ∈ Ti ⊗A N such that w = (πi ⊗Ae idN)(z). By the definition of Ω
i
AL⊗AN and
the injectivity of Ti−1, we have (d
T
i ⊗A idN)(z) = (ιi ⊗A idN )(w) = 0. If we take
z′ ∈ Ti⊗AN such that w = (πi⊗Ae idN)(z
′), then z−z′ belongs to Im(dTi+1⊗A idN)
because z − z′ ∈ Ker(πi ⊗A idN). Thus we have a well-defined morphism
Ψi : Ω
i
AL⊗AN → T̂or
A
i (L,N)
given by w 7→ [z]. It is easy to check that Ψi is an isomorphism. 
Remark 2.8. From Proposition 2.7, we have isomorphisms
Ĥ
i
(A,M) ∼= HomAe(Ω
i
AeA,M) and Ĥi(A,M)
∼= ΩiAeA⊗AeM.
The vector spaces HomAe(Ω
i
AeA,M) and Ω
i
AeA⊗AeM are known to be the sta-
ble Hochschild cohomology and homology groups defined by Eu and Shedler (see
[ES09]).
The following lemma is the dual of [BJ13, Lemma 3.6].
Lemma 2.9. Let M and N be A-modules and α ∈ Aut(A). Then there exists an
isomorphism
ExtiA( αM,N)
∼= ExtiA(M, α−1N)
for all i ≥ 0. Moreover, if A is a self-injective algebra, andM is finitely generated,
then there exists an isomorphism
Êxt
i
A( αM,N)
∼= Êxt
i
A(M, α−1N)
for all i ∈ Z.
Proof. Let P be a projective resolution of M . It follows from the proof of [BJ13,
Lemma 3.6] that αP is a projective resolution of αM . Thus we have isomorphisms
ExtiA( αM,N)
∼= Hi(HomA(αP, N))
∼= Hi(HomA(P, α−1N)) ∼= Ext
i
A(M, α−1N).
Assume now that A is a self-injective algebra and that M is finitely generated.
The proof of [BJ13, Lemma 3.6] implies that if T is a complete resolution of M ,
then αT is a complete resolution of αM . Replacing P by T in the argument above
yields the later statement. 
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For any automorphisms α, β ∈ Aut(A), the twisted complex αCβ is defined
to be the chain complex with components (αCβ)n = α(Cn)β and the inherited
differentials.
In the rest of this paper, we assume that all complete resolutions of a self-
injective algebra A are taken over Ae. Using the two truncations T≥0 and T<0,
we can write T as T≥0
dT0−→ T<0 with d
T
0 = ηε. The quasi-isomorphism A
η
−→ T<0
is called a backward projective resolution of A.
Lemma 2.10. Let A be a Frobenius algebra with the Nakayama automorphism ν
and T arbitrary complete resolution of A. Then there exist two projective resolu-
tions P
ε
−→ A and P′
ε′
−→ A such that T is isomorphic to P
d0−→ 1((ΣP
′)∨)ν, where
d0 is the composition of ε with η
′ := (ε′)∨t2.
Proof. It suffices to show that the backward projective resolution A
η
−→ T<0 is
obtained from some projective resolution in the desired way.
Take the Ae-dual complex (ΣT<0)
∨ of the acyclic complex ΣT<0. Twisting it
by ν−1 on the left hand side, we have a projective resolution
P′ := ν−1((ΣT<0)
∨)1
−η∨
−−→ ν−1(A
∨)1 ∼= A.
Note that ν−1(T
∨
i )1 with i ≤ −1 is a finitely generated projective A-bimodule.
Again, take the Ae-dual complex (ΣP′)∨ of ΣP′. Twisting it by ν on the right
hand side, we get a backward projective resolution
A
t2−→ 1(A
∨)ν
η∨∨
−−→ 1((ΣP
′)∨)ν = 1((ν−1((T<0)
∨)1)
∨)ν .
This is isomorphic to A
η
−→ T<0. Indeed, there are isomorphisms of complexes
1((ν−1((T<0)
∨)1)
∨)ν = id⊗ν HomAe(HomAe(T<0, A
e)id⊗ν−1, A
e)
∼= id⊗ν HomAe(HomAe(T<0, A
e), Aeid⊗ν)
∼= id⊗ν HomAe(HomAe(T<0, A
e), id⊗ν−1A
e)
= HomAe(HomAe(T<0, A
e), Ae)
∼= T<0,
where the second isomorphism is induced by Ae-bimodule isomorphism Aeid⊗ν
∼=
id⊗ν−1A
e. 
We now recall the description of Tate-Hochschild (co)homology groups: let
T be a complete resolution of a Frobenius algebra A, M an A-bimodule, C+ :=
HomAe(T≥0,M) and C
− := HomAe(T<0,M). Since T≥0 is a projective resolution
of A, we have Hi(C+) = Hi(A,M) for i ≥ 0. It follows from Lemma 2.10 that
T<0 ∼= 1((ΣP)
∨)ν for some projective resolution P of A. Thus, we have
C− = HomAe(T<0,M) ∼= HomAe(1((ΣP)
∨)ν ,M)
∼= HomAe((ΣP)
∨, 1Mν−1) ∼= ΣP⊗Ae1Mν−1
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and hence Hi(C−) ∼= H−i−1(A, 1Mν−1) for i ≤ −1. Therefore, we get
Ĥ
n
(A,M) =
{
Hn(A,M) if n > 0,
H−n−1(A, 1Mν−1) if n < −1.
For the other two cohomology groups, there are isomorphisms
Ĥ
−1
(A,M) ∼= (NAM)/IA(M), Ĥ
0
(A,M) ∼= MA/NA(M),(2.2)
where we set
MA := {m ∈M | am = ma for all a ∈ A},
NA(M) :=
{ ∑
i
uimvi
∣∣∣∣ m ∈M}, NAM :=
{
m ∈M
∣∣∣∣ ∑
i
uimvi = 0
}
,
IA(M) :=
{∑
j
(miν
−1(ai)− aimi)
∣∣∣∣ mi ∈M, ai ∈ A
}
.
The vector spaces (NAM)/IA(M) andM
A/NA(M) appear in the following exact
sequence
0→ NAM/IA(M)→ H0(A, 1Mν−1)
N
−→ H0(A,M)→MA/NA(M)→ 0,(2.3)
where N is induced by the norm map N : 1Mν−1 →M defined in [Nak57, San92]
which sends m ∈ 1Mν−1 to N(m) =
∑
i uimvi. In order to prove the existence
of the exact sequence (2.3), without loss of generality, we may suppose that the
beginning of T is of the form
· · · → T2 // A
⊗3 d1 // A⊗2
d0 //
ε ##●
●●
●●
1(A
⊗2)ν
d−1 //
1((A
⊗3)∨)ν → · · ·
A
η
99rrrrrr
where the maps above are given by as follows:
d1 : A
⊗3 → A⊗2; a⊗ b⊗ c 7→ ab⊗ c− a⊗ bc,
ε : A⊗2 → A; x⊗ y 7→ xy,
η : A→ 1(A
⊗2)ν ; x 7→
∑
i
uiν(x)⊗ vi,
d−1 : 1(A
⊗2)ν → 1((A
⊗3)∨)ν ; x⊗ y 7→ [1⊗ a⊗ 1 7→ ax⊗ y − x⊗ ya].
A direct calculation shows that there exists a morphism N : H0(A, 1Mν−1) →
H0(A,M) making the following square commute:
1Mν−1
N //

M
H0(A, 1Mν−1)
N // H0(A,M)
OO
OO
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Since N : 1Mν−1 → M is the 0-th differential of HomAe(T,M), we get the iso-
morphisms (2.2) and the exact sequence (2.3).
Using Lemma 2.9, one analogously checks that the Tate-Hochschild homology
groups Ĥ∗(A,M) can be written as follows:
Ĥn(A,M) =
{
Hn(A,M) if n > 0,
H−n−1(A, 1Mν) if n < −1,
and there exists an exact sequence
0→ Ĥ0(A,M)→ H0(A,M)
N ′
−→ H0(A, 1Mν)→ Ĥ−1(A,M)→ 0,
where N ′ is induced by the morphism N ′ : M → 1Mν sending m ∈M to∑
i
uimν(vi) ∈ 1Mν .
Therefore, we have an isomorphisms
Ĥ
n
(A,M) ∼= Ĥ−n−1(A, 1Mν−1)
for n ∈ Z and an A-bimodule M .
We end this section by recalling the definition of weakly projective bimodules
in the sense of Sanada [San92]. For bimodules M and N over a Frobenius algebra
A, the space Hom−,A(M,N) of morphisms of right A-modules becomes an A-
bimodule by defining
(agb)(m) := ag(bm)
for a, b ∈ A, g ∈ Hom−,A(M,N) and m ∈M . Similarly, the space HomA,−(M,N)
of morphisms of left A-modules becomes an A-bimodule by defining
(agb)(m) := g(ma)b
for a, b ∈ A, g ∈ HomA,−(M,N) and m ∈M . Then we see that∑
i
uigvi ∈ HomAe(M,N)
for all g ∈ Hom−,A(M,N), or g ∈ HomA,−(M,N), where {ui}i and {vi}i are dual
bases of A. We say that an A-bimoudle M is weakly projective if there exists
either g ∈ Hom−,A(M,M) or g ∈ HomA,−(M,M) such that∑
i
uigvi = idM ∈ EndAe(M).
For an A-bimodule M , Sanada provided four exact sequences of A-bimodules
which split as exact sequences of one-sided A-modules and whose middle terms
are weakly projective:
0→ K(M)→ A⊗M →M → 0 (right A-splitting),
0→ K ′(M)→M ⊗ A→ M → 0 (left A-splitting),
0→M → Homk(AA,MA)→ C(M)→ 0 (right A-splitting),
0→M → Homk(AA, AM)→ C
′(M)→ 0 (left A-splitting).
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Lemma 2.11 ([San92, Lemma 1.3]). Let A be a Frobenius algebra. If an A-
bimodule M is weakly projective, then Ĥ
i
(A,M) vanishes for all i ∈ Z.
Corollary 2.12. Let A be a Frobenius algebra. If an A-bimodule M is weakly
projective, then Ĥi(A,M) vanishes for all i ∈ Z.
Proof. Let M be a weakly projective A-bimodule. Observe that αMβ is also
weakly projective for any α, β ∈ Aut(A). Therefore, the statement follows from
the fact that there exists an isomorphism
Ĥi(A,M) ∼= Ĥ
−i−1
(A, 1Mν)
for any i ∈ Z, where ν is the Nakayama automorphism of A. 
Each of the four exact sequences above yields a long exact sequence of Tate-
Hochschild (co)homology groups with connecting homomorphisms ∂, so that we
have the following.
Corollary 2.13 ([San92, Corollary 1.5]). for any i ∈ Z, there exist isomorphisms
∂ : Ĥ
i
(A,M)
∼
−−→ Ĥ
i+1
(A,K(M)) (or
∼
−−→ Ĥ
i+1
(A,K ′(M))),
∂−1 : Ĥ
i
(A,M)
∼
−−→ Ĥ
i−1
(A,C(M)) (or
∼
−−→ Ĥ
i−1
(A,C ′(M))),
∂ : Ĥi(A,M)
∼
−−→ Ĥi−1(A,K(M)) (or
∼
−−→ Ĥi−1(A,K
′(M))),
∂−1 : Ĥi(A,M)
∼
−−→ Ĥi+1(A,C(M)) (or
∼
−−→ Ĥi+1(A,C
′(M))).
3. Cup product and cap product in Tate-Hochschild theory
Our aim in this section is to prove our main theorem. For this purpose, we define
cup product and cap product on Tate-Hochschild (co)homology in an analogous
way to the discussion in [Bro94]. As in Hochschild theory, we also give two certain
products, called composition products, which are equivalent to the cup product
and the cap product, respectively. Throughout this section, let A denote a finite
dimensional Frobenius algebra over a field k, unless otherwise stated.
3.1. Cup product and cap product. In this subsection, we show the existence
of diagonal approximation for arbitrary complete resolution of A and prove that
all diagonal approximations define exactly one cup product and one cap product.
Recall that the cup product on Hochschild cohomology groups is defined by
using a diagonal approximation ∆ : P→ P⊗AP for a single projective resolution
P of A. We will define cup product on Tate-Hochschild cohomology groups in a
similar way. However, we fail to develop the theory of cup product when we use
the ordinary tensor product, because we need to define the cup product of two
elements of degree i and of degree j with i, j ∈ Z. For this, we must consider the
complete tensor product of two chain complexes.
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Definition 3.1. Let C be a chain complex of right modules over a (not necessarily
Frobenius) algebra A and C ′ a chain complex of left A-modules. Then the complete
tensor product C ⊗̂A C
′ is defined to be the chain complex with components
(C ⊗̂AC
′)n :=
∏
i∈Z
Cn−i ⊗A C
′
i
and differentials
dC ⊗̂A C
′
n ((xn−i ⊗A x
′
i)i∈Z) :=
(
dC(xn−i)⊗A x
′
i + (−1)
n−ixn−i ⊗A d
C′(x′i)
)
i∈Z
for any (xn−i ⊗A x
′
i)i∈Z ∈ (C ⊗̂A C
′)n.
Definition 3.2. Let C1 and C
′
1 be chain complexes of right modules over a (not
necessarily Frobenius) algebra A and C2 and C
′
2 chain complexes of left A-modules.
Let u : C1 → C
′
1 and v : C2 → C
′
2 be graded A-linear maps of degree s and of
degree t. The complete tensor product u ⊗̂A v of u with v over A is defined as the
A-linear graded map of degree s+ t defined by
(u ⊗̂A v) ((xn−i ⊗ yi)i∈Z) :=
(
(−1)t(n−i)u(xn−i)⊗A v(yi)
)
i∈Z
for any (xn−i⊗yi)i∈Z ∈ (C1 ⊗̂AC2)n. The complete tensor product of graded maps
induces a chain map
HomA(C1, C
′
1)⊗ HomA(C2, C
′
2)→ HomA(C1 ⊗̂A C2, C
′
1 ⊗̂A C
′
2).
Remark that we can rewrite the differential dC ⊗̂A C
′
defined above as
dC ⊗̂A C
′
= dC ⊗̂A id+ id ⊗̂A d
C′ .
Let T be a complete resolution of A with augmentation ε : T → A. We
say that a chain map ∆̂ : T → T ⊗̂AT is a diagonal approximation if it satisfies
(ε ⊗̂A ε)∆̂ = ε. Note that T ⊗̂AT is no longer a complete resolution of A, because
all the components of T ⊗̂AT are not finitely generated. Nevertheless, we prove
that there exists a diagonal approximation for arbitrary complete resolution of A.
For this purpose, we need the following three lemmas.
Lemma 3.3. Let T be a complete resolution of A. Then T ⊗̂AT is acyclic and
dimensionwise projective as A-bimodules.
Proof. First, we will show the projectivity of each component of T ⊗̂AT. This
follows from our assumption that A is Frobenius and the fact that Ae ⊗A A
e is
projective over Ae. In order to prove the acyclicity of T ⊗̂AT, we construct a
contracting homotopy for T ⊗̂AT as a complex of right A-modules. Since any
complete resolution T of A is contractible as a complex of left A-modules, we
obtain
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a contracting homotopy h. Set H = idT ⊗̂A h : T ⊗̂AT→ T ⊗̂AT. Then H is
a contracting homotopy for T ⊗̂AT. Indeed, we have
dT ⊗̂ATH +HdT ⊗̂AT
= (dT ⊗̂A id+ id ⊗̂ d
T)(id ⊗̂h) + (id ⊗̂h)(dT ⊗̂A id+ id ⊗̂ d
T)
= dT ⊗̂A h + id ⊗̂A d
Th− dT ⊗̂A h + id ⊗̂A hd
T
= id ⊗̂A(d
Th+ hdT) = id ⊗̂A id .
This completes the proof. 
Lemma 3.4. Let C and C ′ be acyclic chain complexes over a (not necessarily
Frobenius) algebra A. Assume that Ci is projective over A for i ≥ 1 and that C
′
i
is injective over A for i ≤ −1. If there exists a morphism τ0 : C0 → C
′
0 satisfies
dC
′
0 τ0d
C
1 = 0, then τ0 extends to a chain map τ : C → C
′, up to homotopy.
Proof. Consider a commutative diagram
· · · // C2
dC2 // C1
dC1 // C0
dC0 //
τ0

Coker dC1
//
dC
′
0 τ0

0 //

· · ·
· · · // C ′2
dC
′
2 // C ′1
dC
′
1 // C ′0
dC
′
0 // C ′−1
// 0 // · · ·
where the morphism dC
′
0 τ0 is given by x0 7→ d
C′
0 τ0(x0) for x0 ∈ Coker d
C
1 . It
follows form Lemma 1.1 that there uniquely (up to homotopy) exists a family
{τi : Ci → C
′
i}i≥0 such that d
C′
i τi = τi−1d
C
i for i ≥ 1. Applying Lemma 1.2 to a
commutative diagram
· · · // C2
dC2 //
τ2

C1
dC1 //
τ1

C0
dC0 //
τ0

C−1
dC−1 // C−2 // · · ·
· · · // C ′2
dC
′
2 // C ′1
dC
′
1 // C ′0
dC
′
0 // C ′−1
dC
′
−1 // C ′−2
// · · ·
we have that the family {τi}i≥0 extends to a chain map τ : C → C
′, which is
uniquely determined up to homotopy. 
Lemma 3.5. Let P be a finitely generated projective bimoudle over a (not nec-
essarily Frobenius) algebra A and C an acyclic chain complex of A-bimodules.
Assume that C is contractible as a complex of left (resp., right) A-modules. Then
C ⊗A P (resp., P ⊗A C) is contractible as a complex of A-bimodules.
Proof. We prove the statement only for the case that C is contractible as a
complex of left A-modules. It suffices to show the statement for P = Ae. We
construct a contracting homotopy for C ⊗A A
e. Let h be a contracting homotopy
for AC. A direct computation shows that the graded map h ⊗ idA : C ⊗ A →
C ⊗ A of A-bimodules of degree 1 is a contracting homotopy. Since there is an
isomorphism C⊗AA
e ∼= C⊗A of chain complexes of A-bimodules, the graded map
induced by h⊗idA via this isomorphism is a contracting homotopy for C⊗AA
e. 
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We are now able to show the existence of a diagonal approximation for any
complete resolution of a Frobenius algebra.
Theorem 3.6. Let T be a complete resolution of A. Then there uniquely (up to
homotopy) exists a diagonal approximation ∆̂ : T→ T ⊗̂AT.
Proof. In view of Lemmas 3.3 and 3.4, it suffices to construct a map τ : T0 →∏
i∈Z(Ti ⊗A T−i) such that (1) d
T ⊗̂AT
0 τ d
T
1 = 0 and (2) (ε ⊗̂A ε)τ = ε, where
ε : T → A is the augmentation of T. Let τr : T0 → Tr ⊗A T−r denote the
composition of τ with the r-th canonical projection on
∏
i∈Z(Ti ⊗A T−i). Set
d′i,j := d
T
i ⊗A idTj and d
′′
i,j := (−1)
i idTj ⊗Ad
T
i .
Then we can rewrite the first condition (1) as(
d′i,−iτi + d
′′
i−1,−i+1τi−1
) ∣∣
B0(T)
= 0 for each i ∈ Z.(3.1)
Since T0 is projective, there exists a morphism τ0 : T0 → T0⊗A T0 of A-bimodules
such that (ε ⊗̂A ε)τ0 = ε. Suppose that i > 0 and that we have defined τj with
0 ≤ j < i satisfying the condition (3.1). Consider the following diagram with
exact row:
B0(T)
−d′′i−1,−i+1τi−1
∣∣
B0(T)

Ti ⊗A T−i
d′i,−i // Ti−1 ⊗A T−i
d′i−1,−i // Ti−2 ⊗A T−i
It follows from Lemma 3.5 that the complex (T⊗AT−i, d
′
•,−i) of A-bimodules is
contractible. Let h = (hi)i∈Z be a contracting homotopy for T⊗AT−i. Put
τi := −hi−1(d
′′
i−1,−i+1τi−1) : T0 → Ti ⊗A T−i.
We now claim that d′i−1,−i(−d
′′
i−1,1−iτi−1)
∣∣
B0(T)
= 0 hols for i ≥ 1. If i = 1, then
we have on B0(T)
d′0,−1(−d
′′
0,0τ0) = −(d0 ⊗A d0)τ0
= −(η ⊗A η)(ε⊗A ε)τ0
= 0.
Assume that i > 1. We know that
(d′i−1,1−iτi−1 + d
′′
i−2,2−iτi−2)
∣∣
B0(T)
= 0
holds, so that we have on B0(T)
d′i−1,−i(−d
′′
i−1,1−iτi−1) = (−d
′
i−1,−id
′′
i−1,1−i)τi−1
= (d′′i−2,1−id
′
i−1,1−i)τi−1
= −d′′i−2,1−i(d
′′
i−2,2−iτi−2)
= 0
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and hence on B0(T)
d′i,−iτi = d
′
i,−ihi−1(−d
′′
i−1,−i+1τi−1)
= (id−hi−2d
′
i−1,−i)(−d
′′
i−1,−i+1τi−1)
= (−d′′i−1,−i+1τi−1) + hi−2(d
′
i−1,−i(d
′′
i−1,−i+1τi−1))
= −d′′i−1,−i+1τi−1.
We have constructed {τi}i≥0 satisfying the condition (3.1). A dual argument using
descending induction on i < 0 shows that we get the other components τi with
i < 0. In conclusion, the statement follows from Lemmas 3.3 and 3.4. 
Remark 3.7. Let T be a complete resolution of A. We denote by P the non-
negative truncation T≥0. Recall that P is a projective resolution of A. Set
T ⊗̂AT≥0 :=
⊕
n≥0
( ⊕
0≤p≤n
Tn−p ⊗A Tp
)
and
dT ⊗̂AT≥0 := dT≥0 ⊗A id+ id⊗Ad
T
≥0.
Then (T ⊗̂AT≥0, d
T ⊗̂AT≥0) is nothing but a projective resolution P⊗AP of A.
If ∆̂ : T→ T ⊗̂AT is a diagonal approximation, then it can be decomposed as
∆̂ =
∏
n∈Z
(∏
p∈Z
∆̂(n)p
)
with ∆̂
(n)
p : Tn → Tn−p ⊗A Tp. We denote by ∆̂≥0 a graded A
e-linear map
∏
n≥0
( ∏
0≤p≤n
∆̂(n)p
)
: T≥0 → T ⊗̂AT≥0 .
By the definition of ∆̂≥0, the graded map ∆̂≥0 becomes an augmentation-preserving
chain map from P to P⊗AP, which means that ∆̂≥0 is a diagonal approximation
for the projective resolution P.
Theorem 3.6 allows us to define cup product and cap product on Tate-Hochschild
(co)homology groups: for A-bimodulesM and N , we define a graded k-linear map
⌣: HomAe(T,M)⊗ HomAe(T, N)→ HomAe(T,M ⊗A N)(3.2)
by u ⌣ v := (u ⊗̂A v)∆̂ for homogeneous elements u ∈ HomAe(T,M) and v ∈
HomAe(T, N). One can easily check that ⌣ is a chain map, so that it induces an
operator
⌣: Ĥ
∗
(A,M)⊗ Ĥ
∗
(A,N)→ Ĥ
∗
(A,M ⊗A N).(3.3)
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For u ∈ Ĥ
r
(A,M) and v ∈ Ĥ
s
(A,N), we call u ⌣ v ∈ Ĥ
r+s
(A,M ⊗A N) the cup
product of u and v. On the other hand, consider the composition
⌢: HomAe(T,M)⊗ (T⊗AeN)→ T⊗Ae(M ⊗A N)
of two chain maps
id⊗ (∆̂⊗Ae id) :
HomAe(T,M)⊗ (T⊗AeN)→ HomAe(T,M)⊗ ((T ⊗̂AT)⊗Ae N)
and
γ : HomAe(T,M)⊗ ((T ⊗̂AT)⊗Ae N)→ T⊗Ae(M ⊗A N)
given by
u⊗ ((x ⊗̂A y)⊗Ae n) 7→ (−1)
|u||x|x⊗Ae (u(y)⊗A n).
Then the composition ⌢ induces an operator
⌢: Ĥ
r
(A,M)⊗ Ĥs(A,N)→ Ĥs−r(A,M ⊗A N).(3.4)
For u ∈ Ĥ
r
(A,M) and z ∈ Ĥs(A,N), we call u ⌢ z ∈ Ĥs−r(A,M ⊗A N) the cap
product of u and z.
Now, we will show the uniqueness of the cup product⌣ and of the cap product
⌢, that is, each of them does not depend on the choice of a complete resolution
and a diagonal approximation. First, we will deal with the cup product.
Proposition 3.8. The cup product ⌣ satisfies the following three properties.
(PI) Let M and N be A-bimodules. Then there exists a commutative square
Ĥ
0
(A,M)⊗ Ĥ
0
(A,N)
⌣ //

Ĥ
0
(A,M ⊗A N)

MA/NA(M)⊗N
A/NA(N) // (M ⊗A N)
A/NA(M ⊗A N)
where the vertical morphisms are isomorphisms in (2.2) and the morphism
in the bottom row is given by
(m+NA(M))⊗ (n+NA(N)) 7→ m⊗A n+NA(M ⊗A N).
(PII1) Let
0→M1 →M2 →M3 → 0,
0→M1 ⊗A N →M2 ⊗A N → M3 ⊗A N → 0
be exact sequences of A-bimodules. Then we have
∂(γ ⌣ ξ) = (∂γ) ⌣ ξ
for all γ ∈ Ĥ
r
(A,M3) and ξ ∈ Ĥ
s
(A,N), where ∂ denotes the connecting
homomorphism.
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(PII2) Let
0→ N1 → N2 → N3 → 0,
0→M ⊗A N1 →M ⊗A N2 → M ⊗A N3 → 0
be exact sequences of A-bimodules. Then we have
∂(γ ⌣ ξ) = (−1)rγ ⌣ (∂ξ)
for all γ ∈ Ĥ
r
(A,M) and ξ ∈ Ĥ
s
(A,N3), where ∂ denotes the connecting
homomorphism.
Proof. We only prove that the cup product satisfies (PI) and (PII1); the proof
of (PII2) is similar to (PII1). Let T be a complete resolution of A and ∆̂ : T →
T ⊗̂AT a diagonal approximation. The property that (ε ⊗̂A ε)∆̂ = ε implies that
the cup product satisfies (PI).
For (PII1), let α ∈ HomAe(T,M)
s be a cocycle representing ξ ∈ Ĥ
s
(A,N).
Then the graded map
−⌣ α : HomAe(T,M1)→ HomAe(T,M1 ⊗A N)
induced by α is a chain map. Thus, we have a commutative diagram of chain
complexes with exact rows
0 // HomAe(T,M1) //
−⌣α

HomAe(T,M2) //
−⌣α

HomAe(T,M3) //
−⌣α

0
0 // HomAe(T,M1 ⊗A N) // HomAe(T,M2 ⊗A N) // HomAe(T,M3 ⊗A N) // 0
The property (PII1) follows from the naturality of connecting homomorphism. 
Theorem 3.9 ([San92, Theorem 2.1]). Any two cup products satisfying the three
properties (PI)– (PII2) coincide up to isomorphism.
Let us remark that a system of the properties (PI)– (PII2) may be originally
seen in [Kawse].
As a consequence of the two statements above, we have the following.
Corollary 3.10. The cup product
⌣: Ĥ
∗
(A,M)⊗ Ĥ
∗
(A,N)→ Ĥ
∗
(A,M ⊗A N).
does not depend on the choice of a complete resolution and a diagonal approxima-
tion.
We know that the cup product satisfies the following properties.
Theorem 3.11 ([San92, Propositions 2.3 and 2.4]). There exists one diagonal
approximation associated with a certain complete resolution X
ε
−→ A such that
(i) The induced cup product ⌣ is associative, i.e.,
(u1 ⌣ u2)⌣ u3 = u1 ⌣ (u2 ⌣ u3)
for ui ∈ Ĥ
∗
(A,Mi) with an A-bimodule Mi.
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(ii) The induced cup product ⌣ endows a graded vector space
Ĥ
•
(A,A) :=
⊕
i∈Z
Ĥ
i
(A,A) =
⊕
i∈Z
Hi(HomAe(X, A))
with a graded commutative algebra structure whose unit is the element
represented by the augmentation ε.
Secondly, we deal with the cap product in an analogous way to the cup product.
Proposition 3.12. The cap product ⌢ satisfies the following three properties.
(QI) Let M and N be A-bimodules. Then there exists a commutative square
Ĥ
0
(A,M)⊗ Ĥ0(A,N)
⌢ //

Ĥ0(A,M ⊗A N)

MA/NA(M)⊗ NAN/IA(N)
//
NA(M ⊗A N)/IA(M ⊗A N)
where the vertical morphisms are isomorphisms in (2.2) and the morphism
in the bottom row is given by
(m+NA(M))⊗ (n+ IA(N)) 7→ m⊗A n+ IA(M ⊗A N).
(QII1) Let
0→M1 →M2 →M3 → 0,
0→M1 ⊗A N →M2 ⊗A N → M3 ⊗A N → 0
be exact sequences of A-bimodules. Then we have
∂(γ ⌢ ξ) = (∂γ) ⌢ ξ
for all γ ∈ Ĥ
r
(A,M3) and ξ ∈ Ĥs(A,N), where ∂ denotes the connecting
homomorphism.
(QII2) Let
0→ N1 → N2 → N3 → 0,
0→M ⊗A N1 →M ⊗A N2 → M ⊗A N3 → 0
be exact sequences of A-bimodules. Then we have
∂(γ ⌢ ξ) = (−1)rγ ⌢ (∂ξ)
for all γ ∈ Ĥ
r
(A,M) and ξ ∈ Ĥs(A,N3), where ∂ denotes the connecting
homomorphism.
Proof. The proof of this proposition is similar to that of Proposition 3.8. 
Theorem 3.13. There exists only one cap product satisfying the three properties
(QI)– (QII2).
Proof. Let ⌢ and ⌢′ be any two cap products, and let r, s be arbitrary integers.
The property (QI) implies that ⌢ coincides with ⌢′ in the case r = s = 0. A
dimension-shifting argument analogue to that in [San92, pp. 78–79] yields that ⌢
agrees with ⌢′ for any r, s ∈ Z. 
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3.2. Composition products. In this subsection, we will show, as in Hochschild
theory, that the cup product and the cap product on Tate-Hochschild (co)homology
coincide with some composition products. The following proposition is crucial.
Proposition 3.14. Let T be an acyclic chain complex of (not necessarily finitely
generated) projective A-bimodules, T′
ε′
−→ A a complete resolution and M an A-
bimodule. Then the following statements hold.
(1) A chain map ε′ ⊗A idM : T
′⊗AM →M induces a quasi-isomorphism
HomAe(T, ε
′ ⊗A idM) : HomAe(T,T
′⊗AM)→ HomAe(T,M).
(2) If each component of T is finitely generated, then ε′ ⊗A idM induces a
quasi-isomorphism
idT ⊗̂Ae(ε
′ ⊗A idM) : T ⊗̂Ae(T
′⊗AM)→ T⊗AeM.
In particular, if T is a compete resolution of A, then we have isomorphisms
Ĥ
∗
(A,M) ∼= H∗(HomAe(T,T
′⊗AM)),
Ĥ∗(A,M) ∼= H
∗(T ⊗̂Ae(T
′⊗AM).
Proof. First, we prove (1). Since ΣnT is an acyclic complex of projective A-
bimodules for all n ∈ Z, it suffices to show that the induced morphism [T,T′⊗AM ]
→ [T,M ] is an isomorphism. Take a chain map u : T → M . Since ε′ ⊗A idM is
an epimorphism and T0 is projective, there exists a morphism τ0 : T0 → T
′
0 ⊗A M
such that (ε′ ⊗A id)τ0 = u. Then we get
(dT
′
0 ⊗A idM)τ0d
T
1 = (η
′ ⊗A idM)(ε
′ ⊗A idM)τ0d
T
1
= (η′ ⊗A idM)ud
T
1 = 0.
It follows from Lemma 3.4 that τ0 extends to a chain map τ : T→ T
′⊗AM such
that HomAe(T, ε
′ ⊗A idM)(τ) = u. On the other hand, assume that τ : T →
T′⊗AM is a chain map such that (ε
′ ⊗A id)τ : T → M is null-homotopic. Then
there exists a morphism s : T−1 →M such that (ε
′⊗A id)τ0 = sd
T
0 . Since ε
′⊗A id is
an epimorphism and T−1 is projective, there exists a lifting h−1 : T−1 → T
′
0⊗AM
of s such that (ε′ ⊗A id)h−1 = s, and we have
(dT
′
0 ⊗A id)h−1d
T
0 = (η
′ ⊗A id)(ε
′ ⊗A id)h−1d
T
0
= (η′ ⊗A id)sd
T
0
= (dT
′
0 ⊗A id)τ0.
As in the proof of Lemma 1.1, we can construct h0 : T0 → T
′
1 ⊗A M such that
τ0 = (d
T
′
1 ⊗A id)h0 + h−1(d
T
′
0 ⊗A id). Inductively, we obtain a family {hi}i≥−1
satisfying τi = (d
T
′
i+1 ⊗A id)hi + hi−1(d
T
′
i ⊗A id) for i ≥ 0. It follows from Lemma
1.2 that {hi}i≥−1 extends to a null-homotopy of τ .
In order to prove (2), take the Ae-dual complex T∨ of T. It is still an acyclic
complex of finitely generated projective A-bimodules. Thus, the second statement
ALGEBRAIC STRUCTURE ON TATE-HOCHSCHILD COHOMOLOGY 29
follows from the first statement and the fact that there exists an isomorphism
T ⊗̂Ae C ∼= HomAe(T
∨, C)
for any chain complex C over Ae. 
Let T be a complete resolution of A and M and N A-bimodules. We consider
the following two chain maps: the first is the composition map
HomAe(T,M)⊗HomAe(T,T⊗AN)→ HomAe(T,M ⊗A N)(3.5)
defined by
u⊗ v 7→ (u⊗A idN) ◦ v
for any homogeneous element u ⊗ v ∈ HomAe(T,M) ⊗ HomAe(T,T⊗AN), and
the second is the chain map
HomAe(T,M)⊗ (T ⊗̂Ae(T⊗AN))→ T⊗Ae(M ⊗A N)(3.6)
given by
u⊗ (x⊗Ae (x
′ ⊗A n)) 7→ (−1)
|u||x|x⊗Ae (u(x
′)⊗A n)
for any homogeneous element u⊗(x⊗Ae (x
′⊗An)) ∈ HomAe(T,M)⊗(T ⊗̂Ae(T⊗A
N)). By Proposition 3.14, these chain maps induce a well-defined operators, called
composition products,
Ĥ
r
(A,M)⊗ Ĥ
s
(A,N)→ Ĥ
r+s
(A,M ⊗A N),(3.7)
Ĥ
r
(A,M)⊗ Ĥs(A,N)→ Ĥs−r(A,M ⊗A N).(3.8)
Theorem 3.15. The following statements hold.
(1) The composition product (3.7) agrees with the cup product (3.3).
(2) The composition product (3.8) agrees with the cap product (3.4).
Proof. First of all, we show (1). The composition product (3.7) is induced by
the chain map (3.5) via the quasi-isomorphism α := HomAe(T, ε
′ ⊗A idM). We
now construct a quasi-inverse of α, i.e., a chain map
α′ : HomAe(T, N)→ HomAe(T,T
′⊗AN)
inducing the inverse of the isomorphism H(α). Let α′ be the chain map
HomAe(T, N)→ HomAe(T,T
′⊗AN)
determined by u 7→ (idT ⊗̂A u)∆̂, where ∆̂ : T → T ⊗̂AT is a diagonal approx-
imation. Then the composition αα′ : HomAe(T, N) → HomAe(T, N) is given
by
αα′ = (ε⊗A N)(idT ⊗̂A u)∆̂ = (ε ⊗̂A u)∆̂ = ε ⌣ u.
Since [ε] = 1 ∈ Ĥ
0
(A,A), we see that α′ is a quasi-inverse of α. We are now able
to compare the composition product (3.7) with the cup product (3.3) as follows:
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for any u ∈ HomAe(T,M) and v ∈ HomAe(T, N),
u⊗ v 7→ u⊗ α′(v)
7→ (u ⊗̂A id)(id ⊗̂A v)∆̂
= (u ⊗̂A v)∆̂ = u ⌣ v.
Secondly, we prove (2). In view of the proof of (1), we construct a weak-
inverse β ′ of β := idT ⊗̂Ae(ε ⊗A idN) : T ⊗̂Ae(T⊗AN) → T⊗AeN . Let β
′ be the
composition
T⊗AeN
∆̂⊗id
−−−→ (T ⊗̂AT)⊗Ae N ∼= T ⊗̂Ae(T⊗AeN).
Note that there exists a commutative square of chain complexes
(T ⊗̂AT)⊗Ae N
(id ⊗̂A ε)⊗Ae id //
∼=

(T⊗AA)⊗Ae N
∼=

T ⊗̂A(T⊗AeN)
id ⊗̂A(ε⊗Ae id) // T⊗A(A⊗Ae N)
Thus we see that the morphism
ββ ′ : T⊗AeN → T⊗AeN
is of the form σ ⊗Ae idN , where σ : T → T is an augmentation-preserving chain
map and hence is homotopic to idT. It is easy to check that the two chain map
(3.8) and (3.4) coincide via the weak-inverse β ′ on the chain level. This completes
the proof. 
Remark 3.16. In the proof of Theorem 3.15, we can directly construct the inverse
of H(α) when N = A in the following way: let n ∈ Z and g ∈ HomAe(T, A)
n a co-
cycle. Then there uniquely (up to homotopy) exists a cocycle g ∈ HomAe(T,T)
n.
Indeed, since g is a cocycle, there uniquely exists a morphism g′ : Coker dΣ
−n
T
1 →
T−1 making the center square in the following diagram commute:
Coker dΣ
−n
T
1
''PP
PP
PP
PP
PP
P
g′
  ❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
· · · → Tn+1
dΣ
−n
T
1 // Tn
dΣ
−n
T
0 //
77 77♦♦♦♦♦♦♦♦♦♦♦
g
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
Tn−1
dΣ
−n
T
−1 // Tn−2 → · · ·
· · · → T1
d1 // T0
d0 //
'' ''PP
PP
PP
PP
PP
PP
PP
T−1
d−1 // T−2 → · · ·
A
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
By Lemmas 1.1 and 1.2, there uniquely (up to homotopy) exists a lifting chain
map g : Σ−nT→ T of g. Moreover, we can take d
HomAe(T,T)
n (g) as a lifting chain
map of a coboundary d
HomAe(T,A)
n (g). Thus, we obtain the morphism
β : Ĥ
n
(A,A)→ Hn(HomAe(T,T))
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given by [g] 7→ [g]. This map is the inverse of H(α). Indeed, we have
H(α)β([g]) = H(α)([g]) = [α(g)] = [g]
for all [g] ∈ Ĥ
n
(A,A). Thus, we get β = H(α′). In conclusion, we can compute
the cup product ⌣ via chain maps when N = A.
As a corollary of Theorem 3.15, we have the following property with respect to
the cup product and the cap product.
Corollary 3.17. For all α ∈ Ĥ
∗
(A,L), β ∈ Ĥ
∗
(A,M) and ω ∈ Ĥ∗(A,N), we have
(α ⌣ β)⌢ ω = α ⌢ (β ⌢ ω).
Proof. In view of Theorem 3.15, it suffices to show the statement for the elements
represented by u ∈ HomAe(T, L), v ∈ HomAe(T,T⊗AM) and z = x ⊗Ae (y ⊗A
n) ∈ T ⊗̂Ae(T⊗AN). Then we have, on the chain level,
(u ⌣ v)⌢ z = (−1)(|u|+|v|)|x|x⊗Ae (u ⌣ v)(y)⊗A n
= (−1)(|u|+|v|)|x|x⊗Ae (u⊗A id)v(y)⊗A n,
u ⌢ (v ⌢ z) = u ⌢ ((−1)|v||x|x⊗Ae v(y)⊗A n)
= (−1)|u||x|+|v||x|x⊗Ae (u⊗A id)v(y)⊗A n.
This finishes the proof. 
3.3. Comparison with singular Hochschild cohomology ring. Our aim in
this subsection is to prove our main theorem. For this, we first recall the result
of Eu and Schedler. Let f ∈ HomAe(Ω
i
AeA,A) and g ∈ HomAe(Ω
j
AeA,A) with
i, j ∈ Z. We define a morphism f ∪ g by
f ∪ g := fΩiAe(g) ∈ HomAe(Ω
i+j
Ae A,A),
where ΩiAe(g) ∈ HomAe(Ω
i+j
Ae A,Ω
i
AeA) is induced by an autoequivalence ΩAe :
Ae-mod→ Ae-mod. On the other hand, it follows from [ES09, Proposition 2.1.8]
that there exists an isomorphism
ΩiAeL⊗AeN
∼= L⊗AeΩ
i
AeN(3.9)
for any finitely generated A-bimodules L and N and i ∈ Z. Using this isomor-
phism, we define
∩ : HomAe(Ω
i
AeA,A)⊗ (Ω
j
AeA⊗AeM)→ Ω
j−i
Ae A⊗AeM
to be the morphism making the following square commute:
HomAe(Ω
i
AeA,A)⊗ (Ω
j
AeA⊗AeM)
∩ //
∼=

Ωj−iAe A⊗AeM
HomAe(Ω
i
AeA,A)⊗ (Ω
i
AeA⊗AeΩ
j−i
Ae M)
φ // A⊗
Ae
Ωj−iAe M
∼=
OO
where the morphism φ is given by
[f ]⊗ (a⊗Ae m) 7→ f(a)⊗Ae m.
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Theorem 3.18 ([ES09, Theorem 2.1.15]). We have the following statements.
(1) The graded vector space
HomAe(Ω
•
AeA,A) :=
⊕
i∈Z
HomAe(Ω
i
AeA,A)
equipped with ∪ forms a graded commutative algebra, which extends the
cup product on H≥1(A,A).
(2) The morphism ∩ extends the cap product between H∗(A,A) and H∗(A,M)
for a finitely generated A-bimodule M and satisfies the relation
(f ∪ g) ∩ z = f ∩ (g ∩ z)
for any z ∈ Ω∗AeA⊗AeM, f ∈ HomAe(Ω
∗
AeA,A) and g ∈ HomAe(Ω
∗
AeA,A).
It follows from Proposition 2.7 that there exist isomorphisms
Ĥ
∗
(A,M) ∼= HomAe(Ω
∗
AeA,M) and Ĥ∗(A,M)
∼= Ω∗AeA⊗AeM
for a finitely generated A-bimoduleM . We will prove that⌣ and⌢ are equivalent
to ∪ and ∩, respectively, via the isomorphisms above.
Lemma 3.19. We have the following statements.
(1) There exists an isomorphism
Ĥ
•
(A,A) ∼= HomAe(Ω
•
AeA,A)
of graded commutative algebras.
(2) For any i, j ∈ Z, there exists a commutative diagram
HomAe(Ω
i
AeA,A)⊗ (Ω
j
AeA⊗AeM)
∩ //

Ωj−iAe A⊗AeM

Ĥ
i
(A,A)⊗ Ĥj(A,M)
⌢ // Ĥj−i(A,M)
where M is a finitely generated A-bimodule and the vertical morphisms are
given by the isomorphisms as in Proposition 2.7.
Proof. In order to prove (1), we will show that the following diagram commutes
for every i, j ∈ Z:
HomAe(Ω
i
AeA,A)⊗ HomAe(Ω
j
AeA,A)
∪ //
Φi⊗Φj

HomAe(Ω
i+j
Ae A,A)
Φi+j

Ĥ
i
(A,A)⊗ Ĥ
j
(A,A)
id⊗β

Ĥ
i
(A,A)⊗ Hj(HomAe(T
A,TA)) // Ĥ
i+j
(A,M)
where TA
ε
−→ A is a minimal complete resolution, the lower horizontal mor-
phism is the composition product, the morphism Φ∗ is the isomorphism appeared
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in the proof of Proposition 2.7 and the morphism β is the isomorphism con-
structed in Remark 3.16. Recall that we decompose each differential dT
A
i as
dT
A
i = ιiπi with πi : T
A
i → Ω
i
AeA and ιi : Ω
i
AeA → T
A
i−1. Let [f ] ⊗ [g] ∈
HomAe(Ω
i
AeA,A) ⊗ HomAe(Ω
j
AeA,A) be arbitrary. Recalling the definitions of
β and of the autoequivalence ΩAe of A
e-mod, we have the following commutative
diagram with exact rows:
0 // Ωl+j+1Ae A
(−1)j ιl+j+1 //
Ωl+1
Ae
(g)

TAl+j
πl+j //
gl

Ωl+jAe A
Ωl
Ae
(g)

// 0
0 // Ωl+1Ae A
ιl+1 // TAl
πl // ΩlAeA
// 0
where l ∈ Z and the morphism gl is a l-th component of a lifting cahin map of
gπj. Then we have
[f ]⊗ [g]
Φi⊗Φj
7−→ [fπi]⊗ [gπj ]
id⊗β
7−→ [fπi]⊗ β([gπj])
7−→ [(fπi)gi]
and
[f ]⊗ [g]
∪
7−→ [fΩiAe(g)]
Φi+j
7−→ [(fΩiAe(g))πi+j] = [f(Ω
i
Ae(g)πi+j)] = [f(πigi)].
For the second statement, let TM be a minimal complete resolution of M . For
any i ∈ Z, there exist two exact sequences
0→ Ωi+1Ae M
ιi+1
−−→ TMi
πi−→ Ωi+1Ae M → 0,
0→ A⊗A Ω
i+1
Ae M
id⊗Aιi+1
−−−−−→ A⊗A T
M
i
id⊗Aπi−−−−→ A⊗A Ω
i+1
Ae M → 0.
It follows from [CJ14, Lemma 2.7] that Ĥr(A, T
M
s ) = 0 for all r, s ∈ Z. Thus the
property (QII2) of the cap product⌢ in Proposition 3.12 implies that there exists
a commutative square
Ĥ
i
(A,A)⊗ Ĥi(A,Ω
j−i
Ae M)
⌢ //

Ĥ0(A,Ω
j−i
Ae M)

Ĥ
i
(A,A)⊗ Ĥj(A,M)
⌢ // Ĥ0(A,Ω
j−i
Ae M)
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where i, j ∈ Z and the two vertical morphisms are isomorphisms. In order to
complete the proof of (2), it suffices to show that a square
HomAe(Ω
i
AeA,A)⊗ (Ω
i
AeA⊗AeΩ
j−i
Ae M)
φ //
Φi⊗Ψi

A⊗
Ae
Ωj−iAe M
Ψ0

Ĥ
i
(A,A)⊗ Ĥi(A,Ω
j−i
Ae M)
⌢ // Ĥ0(A,Ω
j−i
Ae M)
is commutative for all i, j ∈ Z. Let
[f ]⊗ (x⊗Ae m) ∈ HomAe(Ω
i
AeA,A)⊗ (Ω
i
AeA⊗AeΩ
j−i
Ae M)
be arbitrary. Since πi ⊗Ae idΩj−i
Ae
M
is an epimorphism, we have x ⊗Ae m =
(πi ⊗Ae id)(a ⊗Ae m) for some a ∈ T
A
i . Let ∆̂ : T
A → TA ⊗̂AT
A be a diago-
nal approximation, and we denote
∆̂(a) = (xi−l ⊗A yl)l∈Z ∈ (T
A ⊗̂AT
A)i.
Then we have
[f ]⊗ (x⊗Ae m)
Φi⊗Ψi7−→ [fπi]⊗ [a⊗Ae m]
⌢
7−→ [x0 ⊗Ae fπi(yi)m].
On the other hand, since ε ⌣ fπi is homotopic to fπi, there exists a morphism
h : TAi−1 → A such that (ε ⌣ fπi) − fπi = hd
T
A
i . Recalling the definition of the
cup product ⌣ on Ĥ, we have
(ε⊗Ae id)(x0fπi(yi)⊗Ae m)
= ε(x0)fπi(yi)⊗Ae m
= (ε ⌣ fπi)(a)⊗Ae m
= fπi(a)⊗Ae m− (h⊗Ae id)(d
T
A
i ⊗Ae id)(a⊗Ae m)
= f(x)⊗Ae m.
Therefore, we get
[f ]⊗ (x⊗Ae m)
∩
7−→ [f(x)⊗Ae m]
Ψ07−→ [x0fπi(yi)⊗Ae m].
This completes the proof. 
We are now able to prove our main theorem. Wang in [Wan18] introduced sin-
gular Hochschild cochain complex Csg(A,A) for any algebra A over a field k and de-
fined the cup product ∪sg on Csg(A,A). We now recall the definitions of Csg(A,A)
and of ∪sg in [Wan18]. The singular Hochschild cochain complex Csg(A,A) of A
is defined by the inductive limit of the inductive system of Hochschild cochain
complexes
C(A,A)
θ0
→֒ C(A,Ωnc(A)) →֒ · · · →֒ C(A,Ω
p
nc(A))
θp
→֒ C(A,Ωp+1nc (A)) →֒ · · · ,
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where C(A,Ωpnc(A)) := HomAe(Bar(A),Ω
p
nc(A)) with the A-bimodule Ω
p
nc(A) :=
A⊗A
⊗p
concentrated in degree p of which the left action is the multiplication of
A and the right action is defined by
(a0 ⊗ a1,p)ap+1 :=
p∑
i=0
(−1)p−ia0 ⊗ a1,i ⊗ aiai+1 ⊗ ai+2,p+1
for ap+1 ∈ A and a0 ⊗ a1,p ∈ Ω
p
nc(A), and the morphism θp is defined as
C(A,Ωpnc(A))→ C(A,Ω
p+1
nc (A)); f 7→ f ⊗ idA .
Here we have used the canonical isomorphism
HomAe(Bar(A)i,Ω
p
nc(A))
∼= Homk(A
⊗i
,Ωpnc(A)).
For i ∈ Z, we denote
HHisg(A,A) := H
i(Csg(A,A)).
Moreover, for m,n, p, q ∈ Z, the cup product
∪sg : C
m−p(A,Ωpnc(A))⊗ C
n−q(A,Ωqnc(A))→ C
m+n−p−q(A,Ωp+qnc (A))
is defined by
f ⊗ g 7→
(
µ⊗ id⊗p+q
A
) (
idA⊗f ⊗ id
⊗m
A
) (
g ⊗ id⊗q
A
)
,
where µ : A ⊗ A → A is the multiplication. Wang has proved the following two
results.
Proposition 3.20 ([Wan18, Proposition 4.2 and Corollary 4.2]). Under the same
notation above, the singular Hochschild cochain complex Csg(A,A) equipped with
the cup product ∪sg forms a differential graded associative algebra such that the
induced cohomology ring HH•sg(A,A) is graded commutative.
Before the second Wang’s result, we recall the definition of the singularity
categories. Let A be a (two-sided) Noetherian algebra A over a field k, and
let Db(A) be the bounded derived category of finitely generated A-modules.
Then the singularity category Dsg(A) of A is defined to be the Verdier quotient
Dsg(A) = D
b(A)/Kb(projA), where Kb(projA) is the bounded homotopy cate-
gory of finitely generated projective A-modules.
Proposition 3.21 ([Wan18, Proposition 4.7]). Let A be a Noetherian algebra
over a field k. Then there exists an isomorphism
HH•sg(A,A)→
⊕
i∈Z
HomDsg(Ae)(A,Σ
iA)
of graded commutative algebras (of degree 0), where the product on the right hand
side is given by the Yoneda product.
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If A is a finite dimensional Frobenius algebra, then [Ric89, Theorem 2.1] implies
that the canonical functor F : Ae-mod→ Dsg(A
e) is an equivalence of triangulated
categories such that F ◦ ΩAe ≃ Σ
−1 ◦ F . Thus we have an isomorphism
HomAe(Ω
•
AeA,A)→
⊕
i∈Z
HomDsg(Ae)(A,Σ
iA)
of graded algebras. Consequently, from Lemma 3.19(1), we have the following
result, which is our main theorem.
Theorem 3.22. Let k be a field and A a finite dimensional Frobenius k-algebra.
Then there exists an isomorphism
Ĥ
•
(A,A) ∼= HH•sg(A,A)
as graded commutative algebras.
It is easily checked that Tate-Hochschild cohomology rings are derived invari-
ants of finite dimensional Frobenius algebras. Indeed, suppose that two finite
dimensional Frobenius algebras A and B are derived equivalent, i.e., Db(A) is
equivalent to Db(B) as triangulated categories. Then there exists an equivalence
Fsg : Dsg(A
e) → Dsg(B
e) of triangulated categories such that Fsg(A) ∼= B (see
[Zim14, Section 6] for instance). Then we see that the isomorphism
HomDsg(Ae)(A,Σ
iA)→ HomDsg(Be)(B,Σ
iB)
induced by Fsg commutes with the Yoneda products. Consequently, Theorem 3.22
yields our claim.
4. Duality theorems in Tate-Hochschild theory
Let A be a finite dimensional Frobenius algebra over a field k. In this section,
we prove that the Tate-Hochschild duality
Ĥ
n
(A,M) ∼= Ĥ−n−1(A, 1Mν−1)
appeared in Section 2 is induced by the cap product for any integer n and any A-
bimodule M , and we prove that the cup product on Tate-Hochschild cohomology
extends the cup product and the cap product on Hochschild (co)homology.
Applying the duality above for n = 0 and M = A, we have
Ĥ
0
(A,A) ∼= Ĥ−1(A, 1Aν−1).
Then an element ω ∈ Ĥ−1(A, 1Aν−1) is called the fundamental class of A if the
image under the isomorphism above of ω is equal to 1 ∈ Ĥ
0
(A,A).
Theorem 4.1. The fundamental class ω ∈ Ĥ−1(A, 1Aν−1) induces an isomorphism
– ⌢ ω : Ĥ
n
(A,M)→ Ĥ−n−1(A, 1Mν−1) for any n ∈ Z and any A-bimodule M .
Proof. If T is a complete resolution of A, there exist isomorphisms
HomAe(T,M) ∼= T
∨⊗AeM ∼= ν−1(T
∨)1 ⊗Ae 1Mν−1 ,
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where ν−1(T
∨)1 is an acyclic chain complex of finitely generated projective A-
bimodules. Observe that it is the 1-shifted complex of some complete resolution
of the bimodule ν−1Aν−1 . Thus, there exists a complete resolution T
′ of A such
that ΣT′ ∼= ν−1(T
∨)1, so that we have isomorphisms
Ĥ
n
(A,M) ∼= H−n(ΣT
′⊗Ae1Mν−1) ∼= Ĥ−n−1(A, 1Mν−1).
Clearly, the composite is natural in M and compatible with long exact sequences
in the following sense: for any short exact sequence of A-bimodules
0→ L→M → N → 0,
there exists a commutative diagram with long exact sequences
· · · // Ĥ
n
(A,M) //
∼=

Ĥ
n
(A,N) //
∼=

Ĥ
n+1
(A,L) //
∼=

· · ·
· · · // Ĥ−n−1(A, 1Mν−1) // Ĥ−n−1(A, 1Nν−1) // Ĥ−n−2(A, 1Lν−1) // · · ·
Let ϕMn denote the isomorphism Ĥ
n
(A,M)→ Ĥ−n−1(A, 1Mν−1). We claim that
ϕM0 is given by the cap product with ω ∈ ĤH−1(A, 1Aν−1). For any u ∈ Ĥ
0
(A,M),
there exists a morphism f : A→M of A-bimodules such that u is represented by
f and such that f induces morphisms
Ĥ
0
(A,A)→ Ĥ
0
(A,M) and Ĥ−1(A, 1Aν−1)→ Ĥ−1(A, 1Mν−1)
given by v 7→ u ⌣ v and by w 7→ u ⌢ w, respectively. Hence the naturality of ϕ∗0
implies that we have
ϕM0 ([u]) = ϕ
M
0 ([u] ⌣ 1) = [u]⌣ ϕ
A
0 (1) = [u] ⌢ ω.
A dimension-shifting argument shows that ϕM∗ coincides with –⌢ ω in all degrees.

It follows from Corollary 3.17 and Theorem 4.1 that the cup product is equiv-
alent to the cap product in the following sense.
Corollary 4.2. For any A-bimodules M,N and r, s ∈ Z, there exists a commu-
tative diagram
Ĥ
r
(A,M)⊗ Ĥ
s
(A,N)
⌣ //
id⊗(−⌢ω)

Ĥ
r+s
(A,M ⊗A N)
−⌢ω

Ĥ
r
(A,M)⊗ ĤH−s−1(A, 1Nν−1)
⌢ // ĤH−r−s−1(A, 1(M ⊗A N)ν−1)
where the two vertical morphisms are isomorphisms.
Let ν ∈ Aut(A) be the Nakayama automorphism of A. It is known that there
exist two Tate-Hochschild duality results for Frobenius algebras:
Ĥi(A,A) ∼= D(Ĥ−i−1(A,A)) and Ĥ
i
(A,A) ∼= D(Ĥ
−i−1
(A, 1Aν2))
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for any i ∈ Z, where the first is proved by Eu and Schedler in [ES09] and the
second is proved by Bergh and Jorgensen in [BJ13]. We will give another proof
of the two Tate-Hochschild duality results.
Corollary 4.3. Let ν be the Nakayama automorphism of A. Then there exist two
isomorphisms
Ĥi(A,A) ∼= D(Ĥ−i−1(A,A)) and Ĥ
i
(A,A) ∼= D(Ĥ
−i−1
(A, 1Aν2))
for all i ∈ Z.
Proof. Let T be a complete resolution of A and M a finitely generated A-
bimodule. The adjointness of Hom and ⊗ implies that there exists an isomor-
phism
HomAe(T, D(M)) ∼= D(T⊗AeM).
Thus we have for any i ∈ Z
Ĥ
i
(A,D(M)) ∼= Hi(D(T⊗AeM)) ∼= D(Ĥi(A,M)).
If M = D(A), then we get
Ĥ
i
(A,A) ∼= D(Ĥi(A,D(A))) ∼= D(Ĥi(A, 1Aν)) ∼= D(Ĥ
−i−1
(A, 1Aν2)),
where the second isomorphism is induced by the isomorphism D(A) ∼= 1Aν of A-
bimodules, and the third isomorphism is induced by the isomorphism of Theorem
4.1. Similarly, if M = A, then we obtain isomorphisms
D(Ĥi(A,A)) ∼= Ĥ
i
(A,D(A)) ∼= Ĥ
i
(A, 1Aν) ∼= Ĥ−i−1(A,A).

Our next and last aim is to show that the cup product on Tate-Hochschild
cohomology can be considered as an extension of the cup product and the cap
product on Hochschild (co)homology.
Proposition 4.4. Let M,N be A-bimodules and r, s ∈ Z. We denote by ⌣̂
the cup product on Ĥ and by ⌢̂ the cap product on Ĥ. Then the following two
statements hold.
(1) There exists a commutative square
Hr(A,M)⊗Hs(A,N)
⌣ //

Hr+s(A,M ⊗A N)

Ĥ
r
(A,M)⊗ Ĥ
s
(A,N)
⌣̂ // Ĥ
r+s
(A,M ⊗A N)
(2) There exist three commutative squares
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(a) the case r = 0, s = 0
H0(A,M)⊗ Ĥ0(A,N)
⌢ //

Ĥ0(A,M ⊗A N)
Ĥ
0
(A,M)⊗ Ĥ0(A,N)
⌢̂ // Ĥ0(A,M ⊗A N)
(b) the case r = 0, s > 0
H0(A,M)⊗Hs(A,N)
⌢ //

Hs(A,M ⊗A N)
Ĥ
0
(A,M)⊗ Ĥs(A,N)
⌢̂ // Ĥs(A,M ⊗A N)
(c) the case r > 0, s > 0 with s ≥ r
Hr(A,M)⊗Hs(A,N)
⌢ // Hs−r(A,M ⊗A N)
Ĥ
r
(A,M)⊗ Ĥs(A,N)
⌢̂ // Ĥs−r(A,M ⊗A N)
OO
In all of the four diagrams above, the vertical morphisms consist of the morphisms
constructed after Lemma 2.10.
Proof. Let T be a complete resolution of A, and we denote by P the truncation
T≥0. Let ∆ : P→ P⊗AP be a diagonal approximation associated with a diagonal
approximation ∆̂ : T→ T ⊗̂AT, which has been constructed after Theorem 3.6.
Since the chain map ∆ consists of non-negative components of ∆̂ =
∏
(
∏
∆̂
(n)
p ),
we have a commutative square
HomAe(P,M)⊗ HomAe(P, N)
⌣ //
HomAe(ϑ,M)⊗HomAe(ϑ,N)

HomAe(P,M ⊗A N)
HomAe (ϑ,M⊗AN)

HomAe(T,M)⊗ HomAe(T, N)
⌣̂ // HomAe(T,M ⊗A N)
where ϑ is the canonical chain map T→ P. Thus, we get the commutative square
in (1).
Recalling that Ĥ0(A,N) ≤ H0(A,N), we see that u ⌢ z ∈ Ĥ0(A,M ⊗A N) for
u ∈ H0(A,M) and z ∈ Ĥ0(A,N). Thus we obtain the commutative square in (a)
of (2).
For any r ≥ 0 and s > 0 with s ≥ r, we have a commutative square
HomAe(T,M)
r ⊗ (T⊗AeM)s
⌢ //
⌢̂ ++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
(P⊗Ae(M ⊗A N))s−r
(T⊗Ae(M ⊗A N))s−r
ϑ⊗Ae idM⊗AN
OO
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compatible with the differentials. Thus we have the remaining commutative
squares of (2). 
Corollary 4.5. Let r ≥ 0 and s ≥ 1 be such that r − s ≤ −1. Then there exists
a commutative diagram
Hr(A,M)⊗ Ĥs−1(A, 1Nν−1)
⌢ //

Ĥs−r−1(A, 1(M ⊗A N)ν−1)

Ĥ
r
(A,M)⊗ Ĥ
−s
(A,N)
⌣̂ // Ĥ
r−s
(A,M ⊗A N)
where the vertical morphism on the right hand side is always an isomorphism, and
the vertical morphism on the left hand side is an isomorphism if r 6= 0 and an
epimorphism otherwise.
Proof. Corollary 4.2 and Proposition 4.4 imply that there exists a commutative
diagram
Ĥ
r
(A,M)⊗ Ĥ
−s
(A,N)
⌣̂ //
id⊗(−⌢̂ω)

Ĥ
r−s
(A,M ⊗A N)
−⌢̂ω

Ĥ
r
(A,M)⊗ Ĥs−1(A, 1Nν−1)
⌢̂ // Ĥ
r−s
(A, 1(M ⊗A N)ν−1)
Hr(A,M)⊗ Ĥs−1(A, 1Nν−1)
⌢ //
OO
Ĥs−r−1(A, 1(M ⊗A N)ν−1)
OO
This completes the proof. 
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