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La classiﬁcazione birazionale delle curve algebriche di genere g > 0 ci permette di
ottenere tutte le classi di equivalenza modulo applicazioni birazionali di tali curve
tramite 3g − 3 parametri continui per g > 1, mentre per g = 1 sono date da un
parametro continuo e per g = 0 c'è un'unica classe di equivalenza; tra queste le curve
deﬁnibili su Q sono evidentemente un numero molto esiguo. Il Teorema di Belyi è
costituito dalla sorprendente proprietà di queste ultime curve secondo la quale esiste un
rivestimento per ognuna di esse del P1 (ossia funzioni razionali non costanti sulla curva)
ramiﬁcato su 0, 1 e ∞. Nel 1980 Belyi [1] lo dimostra fornendo un elegante algoritmo
per trovare il rivestimento ramiﬁcato, di questo risultato lo stesso Grothendieck nel suo
Esquisse d'un Programme scrive:
 ... jamais sans doute un résultat profond et déroutant ne fut démontré en si peu
de lignes!
Alexandre Grothendieck [16]
Il viceversa era considerato, anche prima di Belyi, relativamente semplice dagli spe-
cialisti della geometria algebrica, la maggior parte di essi invocava un risultato, molto
generale, sul campo di deﬁnizione di una varietà algebrica dovuto a Weil [41], in real-
tà negli ultimi anni sono stati scritti molti articoli volti a chiarire questa parte che
risultava oscura ai più; abbiamo per questo fornito una dimostrazione che esula dal
lavoro di Weil, fondandosi invece su un criterio pubblicato da Gonzalez-Diez[14]. La
cosa che maggiormente interessava Grothendieck, in questo ambito, era la possibilità di
associare ad una curva, proprio grazie alla proprietà sopra esposta, un cosidetto Dessin
d'Enfant, ovvero un grafo immerso in una superﬁcie topologica, dal quale sorprenden-
temente deriva la struttura complessa e lo stesso rivestimento ramiﬁcato del Teorema
di Belyi. Infatti scrive ancora nel suo Esquisse d'un Programme:
Prenant maintenant comme sphère de référence la sphère de Riemann, ou droite
projective complexe, rigidiﬁée par les trois points 0, 1 et∞ (ce denier remplaçant donc
2), et se rappelant que tout revêtement ramiﬁé ﬁni d'une courbe algébrique complexe
Hérite lui-même d'une structure de courbe algébrique complexe, on aboutit à cette
constatation, qui huit ans aprés me paraît encore toujours aussi extraordinaire: toute
carte orientée ﬁnie se réalise canoniquement sur une courbe algebrique complexe!
Mieux encore, comme la droite projective complexe est déﬁni sur le corps de base
iii
INTRODUZIONE iv
absolue Q, ainsi que les points de ramiﬁcation admis, les courbes algébrique obtenues
son déﬁnies non seulement sur C, mais sur la clôture algébrique Q de Q dans C. Quant
à la carte de départ, elle se retrouve sur la courbe algébrique, comme image inverse
du segment réel [0, 1] (où 0 est considéré comme un sommet, et 1 comme milieu d'une
arête pliée ayant 1 comme centre), lequel constitue dans la sphère de Riemann la
2−carte orientée universelle. Les points de la courbe algébrique X au dessus de 0,
de 1 et de ∞ ne sont autres que les sommets, et les centres des arêtes et des faces
respectivement de la carte (X,K), et les ordres des sommets et des faces ne sont autre
que les multiplicités des zéros et des pôles de la fonction rationnelle (déﬁnie sur Q) sur
X, exprimant se projection structurale vers P1C. Cette découverte, qui techniquement
se réduit à si peu de choses, a fait sur moi une impression très forte, et elle représente
un tournant décisif dans le cours de mes réﬂexions, un déplacement notamment de mon
centre d'intérêt en mathématique, qui soudain s'est trouvé fortement localisé. Je ne
crois pas qu'un fait mathématique m'ait jamais autant frappé que celui-là, et ait eu un
impact psychologique comparable.
Alexandre Grothendieck
Grazie al teorema di Belyi si ottiene che il gruppo Γ < Sl(2,R) che descrive una
curva algebrica X deﬁnibile su Q come quoziente del semipiano di Poincaré H è in
stretta relazione con particolari gruppi discreti di Sl(2,R), come i gruppi triangolari
T (l,m, n) e i gruppi modulari PSL(2,Z),Γ0(2) e Γ(2).
Abbiamo inﬁne cercato di sviluppare la teoria esposta domandandoci:
1) Se una curva algebrica X (irriducibile, non singolare) è deﬁnibile sulla chiusura
algebrica di un'estensione di Q di trascendenza k, esiste un rivestimento del P1
ramiﬁcato su k + 3 punti?
2) Se una curva algebrica X (irriducibile, non singolare) è deﬁnibile sulla chiusura
algebrica di un'estensione di Q di trascendenza ≤ 1, esiste un rivestimento di
una curva ellittica E su un divisore deﬁnito sullo stesso campo?
La prima domanda è ancora aperta, mentre alla seconda abbiamo risposto, seppure ne-
gativamente, costruendo un esempio appropriato, usando un metodo dovuta a Bolza[5]




1.1.1 Richiami di Teoria
In questa sezione daremo una breve ed elementare introduzione al linguaggio della geo-
metria algebrica1 assumendo come campo base un campo k algebricamente chiuso, nel
caso non lo sia sarà suﬃciente prenderne la chiusura algebrica k, in ogni caso consi-
dereremo solo campi con caratteristica zero, salvo contrario avviso. Saremo interessati
principalmente a varietà proiettive anche se quelle su cui si fanno i calcoli sono quelle
aﬃni (ciò è in qualche modo equivalente al fatto che su una varietà diﬀerenziabile i
calcoli si fanno utilizzando carte locali).
Deﬁnizione 1.1.1. Osserviamo che l'anello dei polinomi k[X0, ..., Xn] può essere con-
siderato come anello graduato così da prendere i suoi elementi omogenei di uno stesso
grado, per questo un sottoinsieme X ⊂ Pn(k) sarà detto algebrico se esiste un sot-
toinsieme T ⊆ k[X0, ..., Xn] costituito da elementi omogenei tale che X = Z(T ) dove
Z(T ) = {x ∈ Pn(k) : p(x) = 0 ∀p ∈ T}. Chiameremo topologia di Zariski su Pn(k) la
topologia ottenuta chiamando chiusi gli insiemi algebrici. Una varietà algebrica proiet-
tiva è un sottoinsieme chiuso irriducibile di Pn(k) con la topologia indotta. Per ogni sot-
toinsieme X ⊂ Pn(k) chiameremo ideale omogeneo di deﬁnizione di X in k[X0, ..., Xn]
l'ideale omogeneo I(X) = {p ∈ k[X0, ..., Xn] : p omogeneo e p(x) = 0 ∀x ∈ X}.
Teorema 1.1.2 (Nullstellensatz Caso Omogeneo). Sia I un ideale omogeneo di
k[X0, ..., Xn] e p ∈ k[X0, ..., Xn] omogeneo con deg p > 0 tale che p(x) = 0 per tutti gli
x ∈ Z(I), allora pr ∈ I per qualche r > 0.
Dimostrazione. Vedi [23].
1le principali referenze sono [26],[18],[35],[15]
1
CAPITOLO 1. CURVE ALGEBRICHE 2
Corollario 1.1.3. Esiste una corrispondenza biunivoca tra
{Varietà algebriche proiettive su k} e {Ideali omogenei ridotti in k[X0, ..., Xn]}.
Deﬁnizione 1.1.4. Data una varietà algebrica X chiameremo anello delle coordinate
omogenee l'anello graduato k[X0, ..., Xn]/I(X), che risulta essere un dominio di inte-
grità; gli elementi del suo campo dei quozienti, che indicheremo con k(X), sono detti
funzioni razionali su X e la dimensione di X è deﬁnita come il grado di trascendenza
di k(X) su k. In generale le funzioni razionali su X non sono interpretabili come vere
e proprie funzioni, perchè hanno in generale punti di indeterminazione. Diremo che
un elemento di k(X) è regolare in x ∈ X se può essere rappresentato come quoziente
f/g con g(x) 6= 0; l'insieme delle funzioni regolari in x costituisce un anello locale
Ox = Ox(X) di X nel punto x; esso è un anello locale su k nel senso che ha un unico
ideale massimale mx (quello delle funzioni rappresentabili come f/g con f(x) = 0 e
g(x) 6= 0) e che è una k-algebra. Un punto x ∈ X è semplice o non singolare se l'anello
Ox è regolare.
Proposizione 1.1.5 (Criterio dello Jacobiano). L'anello Ox è regolare se e solo se
esistono n−m elementi P1, ..., Pn−m ∈ I(X) tali che la matrice (∂Pi/∂xj) calcolata in
x ha rango n−m.
Dimostrazione. Vedi [35]
Deﬁnizione 1.1.6. Se U ⊂ X è un aperto, indichiamo con O(U) l'anello delle funzioni
regolari in ogni punto di U ; ossia l'intersezione degli Ox per x ∈ U . Se V ⊂ U è
aperto, la restrizione rUV : O(U) → O(V ) è l'inclusione e ciò dà un fascio O di anelli
su X (anzi di k-algebre) che sarà detto il fascio di struttura di X. Gli elementi di
O(U) sono interpretabili come particolari funzioni da U in k. Un'applicazione φ di
un aperto X ′ di una varietà X ⊂ Pn in un aperto Y ′ di una varietà Y ⊂ Pm è detta
regolare se è continua e se preso x ∈ X ′ per ogni aperto V di Y ′ contenente φ(x)
ed ogni aperto U ⊂ X ′ contenente x e tale che φ(U) ⊂ V si ha f ◦ φ ∈ O(U) per
ogni f ∈ O(V ). Composizioni di applicazioni regolari sono regolari e ciò permette di
introdurre la nozione di isomorﬁsmo tra varietà algebriche come applicazione biunivoca
regolare assieme alla sua inversa. Un'applicazione razionale di una varietà X ∈ Pn in
una varietà Y ⊂ Pm è invece deﬁnita come il dato di un aperto non vuoto U ⊂ X e
di una applicazione regolare φ di U in un aperto V di Y . Due tali applicazioni sono
identiﬁcate se hanno restrizioni a un qualche aperto non vuoto coincidenti; se poi esiste
anche un'applicazione razionale ψ di Y in X tale che φ ◦ ψ e ψ ◦ φ sono identiﬁcabili
con le identità su Y e su X allora φ (ed anche ψ) sono dette applicazioni birazionali ed
X, Y sono dette birazionalmente equivalenti.
Osservazione 1.1.7. Se X è una varietà algebrica, gli anelli Ox per x ∈ X sono
integri ed hanno tutti come campo dei quozienti lo stesso k(X).
Le varietà algebriche aﬃni sono deﬁnite in modo del tutto analogo.
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1.1.2 Morﬁsmi: Formulazione Algebrica
Consideriamo due varietà proiettiveX = Z({Pα}α) ⊂ Pn(C) e Y = Z({Qβ}β) ⊂ Pr(C),
che indicheremo semplicemente con Z(Pα) e Y = Z(Qβ). In questa sezione daremo
una formulazione puramente algebrica del concetto di morﬁsmo o mappa regolare fra
X e Y .
Proposizione 1.1.8. Deﬁnire un morﬁsmo f : X → Y è equivalente a speciﬁcare
una collezione ﬁnita di (r + 1)−uple omogenee di polinomi {(Fk,0, ..., Fk,r)}k (ovvero




dove D(Fk,j) ≡ {x ∈ X : Fk,j(x) 6= 0};
(ii) Per ognuna di queste (r + 1)−uple (Fk,0, ..., Fk,r) ci sono polinomi
Wα,β ∈ C[X0, ..., Xn] e un intero positivo q tale che:





(iii) Ogni coppia di tali (r + 1)−uple (Fk,0, ..., Fk,r) e (Fl,0, ..., Fl,r) è compatibile nel
senso che per ogni coppia di indici 0 ≤ i, j ≤ r ci sono polinomi Tα e un intero
positivo p tali che:
(Fk,iFl,j − Fk,jFl,i)p =
∑
TαPα
Il morﬁsmo f : X → Y è allora deﬁnito da f(x) = (Fk,0(x), ..., Fk,r(x)) se x ∈⋃
j D(Fk,j), inoltre due tali insiemi {(Fk,0, ..., Fk,r)}k e {(Gl,0, ..., Gl,r)}l deﬁniscono lo
stesso morﬁsmo se la loro unione deﬁnisce un morﬁsmo.
Dimostrazione. Vedi [14] pag.345.
Corollario 1.1.9. Sia f : X → Y come sopra e g : Y → Z, h : X → Z due morﬁsmi in
una terza varietà Z ⊂ Pm(C), allora h = g ◦f se e solo se per ogni tripla di espressioni
locali (F0, ..., Fr) per f , (G0, ..., Gm) per g e (H0, ..., Hm) per h tale che l'immagine del
primo ha intersezione non vuota con il dominio del secondo e per ogni coppia di indici
0 ≤ i, j ≤ r esiste un intero positivo l e polinomi Dα tali che:
(HjGi(F0, ..., Fr)−HiGj(F0, ..., Fr))l =
∑
α
DαPα, 0 ≤ i, j ≤ m
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Dimostrazione. Il morﬁsmo g◦f è deﬁnito da un insieme di espressioni locali della forma
(G0(F0, ..., Fr), . . . , Gm(F0, . . . , Fr)), presi (F0, ..., Fr) e (G0, ..., Gm) come da ipotesi.
Osserviamo che l'identità voluta è un caso particolare dell'identità del punto (iii) della
precedente proposizione.
Corollario 1.1.10. Un morﬁsmo f ≡ {(Fk,0, ..., Fk,r)}k tra due varietà X e Y è un
isomorﬁsmo se e solo se esiste un insieme di (n+1)−uple omogenee {(Gs,0, ..., Gs,n)}s,
con Gs,u ∈ C[Y0, ..., Yr] che deﬁnisce un morﬁsmo g : Y → X (con la sua inversa), in
modo tale che per ogni coppia di indici k, s e ogni coppia 0 ≤ i, j ≤ r e 0 ≤ u, v ≤ n ci
sono interi positivi c, t e polinomi Mα e Mβ tali che:









Dimostrazione. Le due relazioni cercate sono un caso particolare della relazione del
precedente corollario dove abbiamo preso una volta Hj = Xj e una volta Hj = Yj.
Dunque esprimono rispettivamente le identità id = g ◦ f e id = f ◦ g.
1.2 Campo di Deﬁnizione e Campo dei Moduli
A questo punto sembra naturale chiedersi se esista un campo privilegiato su cui
deﬁnire una varietà o se proprietà anche trascendenti forniscano limitazioni su di esso.
Precisiamo meglio di cosa stiamo parlando:
Deﬁnizione 1.2.1. Diremo che una varietà proiettiva X ⊂ Pn(C) è deﬁnita su un
campo k ⊂ C se esiste un insieme ﬁnito di polinomi omogenei {Pi(X0, ..., Xn) =∑
ν ανX
ν0
0 ···Xνnn }i con coeﬃcienti in k il cui luogo di zeri Z(Pi) è precisamente X. Inol-
tre diremo che X può essere deﬁnita su k se è isomorfa ad una varietà deﬁnita su k, que-
sto verrà detto un campo di deﬁnizione. Indicheremo con Gal(C/k) il gruppo di tutti gli
automorﬁsmi di C che lasciano ﬁsso k, se k = Q scriveremo Gal(C/Q) = Gal(C). Per
sempliﬁcare le notazioni, dato σ ∈ Gal(C) e a ∈ C, indicheremo l'immagine σ(a) con
aσ. In modo analogo, considerando l'ovvia azione indotta sullo spazio proiettivo Pn(C)
e sull'anello dei polinomi C[X0, ..., Xn], dati x = (x0, ..., xn) ∈ Pn(C) e U ⊂ Pn(C)
indicheremo con xσ = (xσ0 , ..., x
σ
n) e con U
σ = {xσ : x ∈ U} le rispettive immagini,








0 · · ·Xνnn .
Chiameremo campo dei moduli di una curva algebrica proiettiva non singolare il campo
ﬁssato da U ≡ {σ ∈ Aut(C) : X(C) ∼= Xσ(C)} e lo indicheremo con M(X).
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Lemma 1.2.2. Sia X una curva proiettiva non singolare deﬁnita su un sottocampo
k ⊂ C, sono equivalenti:
1. M(X) è il minimo campo con la proprietà:
σ ∈ Aut(C), σ|K = id⇒ X(C) ∼= Xσ(C)
2. Per ogni σ ∈ Aut(C), σ|M(X) = id⇔ X(C) ∼= Xσ(C).
Osservazione 1.2.3. Il campo dei moduli è contenuto in ogni campo di deﬁnizione.
Curve di Genere 0 e 1
Consideriamo una curva ellittica E, ovvero una curva algebrica di genere 1 con punto
base speciﬁcato, che sappiamo essere il luogo degli zeri di una cubica in P2 che ha per
punto base l'unico punto all'inﬁnito:
E : Y 2Z + a1XY Z + a3Y Z




dove il punto base è O = [0, 1, 0] e a1, ..., a6 ∈ k. Vogliamo ricavare l'equazione di
Weierstrass per E. Per prima cosa passiamo a coordinate non omogenee x = X/Z e
y = Y/Z:
E : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
Sostituiamo y con 1/2(y − a1x− a3) e otteniamo:
E : y2 = 4x3 + b2x
















c6 = −b32 + 36b2b4 − 216b6
∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6
j = c34/∆
ω = dx/(2y + a1x+ a3) = dy/(3x
2 + 2a2x+ a4 − a1y)
le quali soddisfano:
4b8 = b2b6 − b24
1728∆ = c34 − c26
allora sostituendo (x, y) con ((x− 3b2)/36, y/108) otteniamo inﬁne:
E : y2 = x3 − 27c4x− 54c6
CAPITOLO 1. CURVE ALGEBRICHE 6
Deﬁnizione 1.2.4. Chiameremo discriminante dell'equazione di Weierstrass la quan-
tità ∆, mentre j sarà detto il j−invariante della curva ellittica E e ω il diﬀerenziale
invariante associato all'equazione di Weierstrass.
Proposizione 1.2.5.
(a) La curva E data da un equazione di Weierstrass può essere classiﬁcata nel seguente
modo:
(i) E è non singolare se e solo se ∆ 6= 0;
(ii) E ha un nodo se e solo se ∆ = 0 e c4 6= 0;
(iii) E ha una cuspide se e solo se ∆ = c4 = 0.
inoltre nei casi (ii) e (iii) c'è un solo punto singolare;
(b) Due curve ellittiche sono isomorfe su k se e solo se hanno lo stesso j−invariante;
(c) Sia j0 ∈ k, allora esiste una curva deﬁnita su k(j0) con il j−invariante uguale a
j0.
Dimostrazione. Vedi [38]
Corollario 1.2.6. Il campo dei moduli di una curva di genere 0 o 1 è anche il suo
campo di deﬁnizione.
Osservazione 1.2.7. Per le curve iperellittiche di genere pari il campo dei moduli non
è in generale un campo di deﬁnizione (vedi [36]).
Proposizione 1.2.8. Il campo dei moduli di una curva X di genere g > 1 è un campo
di deﬁnizione per la curva quoziente X/Aut(X).
Dimostrazione. Vedi [11]
Corollario 1.2.9. Il campo dei moduli è un campo di deﬁnizione se la curva ha solo
l'automorﬁsmo banale.
Specializzazione di k−algebre
A questo punto vogliamo ottenere un criterio che ci permetta di stabilire il campo
di deﬁnizione di una varietà, avendo informazioni sulle classi di equivalenza delle sue
trasformate rispetto agli automorﬁsmi che lasciano ﬁsso il campo cercato.
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Deﬁnizione 1.2.10. Sia K un'estensione di un campo k, diremo che una d−upla
(pi1, ..., pid) di K è algebricamente indipendente su k se la mappa di valutazione
k[X1, ..., Xd] 3 p(X1, ..., Xd) 7→ p(pi1, ..., pid) ∈ K è iniettiva, in altre parole induce
un isomorﬁsmo tra k[X1, ..., Xd] e la sua immagine, che indicheremo con k[pi1, ..., pid].
Data un'estensione k ⊂ L e una d−upla (q1, ..., qd) ⊂ L, la mappa S : k[pi1, ..., pid] 3
a(pi1, ..., pid) 7→ a(q1, ..., qd) ∈ L fornisce un omomorﬁsmo di k−algebre (ovviamen-
te S si estende al sottoanello k[pi1, ..., pid]S ⊂ K che consiste di tutti i quozienti
a1(pi1, ..., pid)/a2(pi1, ..., pid) con a2(q1, ..., qd) 6= 0). Per sempliﬁcare le notazioni dato
a ∈ k[pi1, ..., pid]S indicheremo la sua immagine S(a) = a(pi1, ..., pid) con aS e allo stesso
modo preso q(T ) :=
∑
l qlT






Una d−upla (pi1, ..., pid) ⊂ K algebricamente indipendentente è detta una base di tra-
scendenza di K su k se K è algebrico su k(pi1, ..., pid). Due estensioni K1, K2 di k sono
algebricamente disgiunte su k se comunque presa una r−upla algebricamente indipen-
dente su k, (pi1, ..., pir) di K1 e una s−upla algebricamente indipendente su k, (p1, ..., ps)
di K2, si ha che la (r + s)−upla (pi1, ..., pir, p1, ..., ps) è algebricamente indipendente su
k. Saremo interessati esclusivamente al caso L = C e K ⊃ k un'estensione ﬁnitamente
generata di un sottocampo k di C. In queste condizioni, per il teorema dell'elemento
primitivo, K è necessariamente della forma K = k(pi1, ..., pid;u) con u ∈ K algebri-
co su k(pi1, ..., pid) e (pi1, ..., pid) algebricamente indipendenti su k. Una (d + 1)−upla
di generatori (pi1, ..., pid;u) di K su k tale che (pi1, ..., pid) è una base di trascendenza
è detto insieme standard di generatori o base standard. Una specializzazione di un
campo con base standard ﬁnita (K; pi1, ..., pid;u) su k è un omomorﬁsmo di k−algebre
S : k[pi1, ..., pid;u] → C tale che se m(T ) è il polinomio monico irriducibile di u su
k(pi1, ..., pid), allora m(T ) ∈ k[pi1, ..., pid]S[T ]. Se S(pii) = qi e S(u) = b indicheremo l'o-






. Allo stesso modo per ogni q1, ..., qd ∈ C
scriviamo S = S
(pii)
(qi)
per l'omomorﬁsmo S : k[pi1, ..., pid]→ C dato da S(pii) = qi.
Vediamo come possiamo tradurre geometricamente la situazione descritta sopra.
Sia K un'estensione ﬁnita di k ⊂ C e (pi1, ..., pid) una base di trascendenza di K su k e
u ∈ C algebrico su k(pi1, ..., pid) tale che K = k(pi1, ..., pid)[u]. Tale u ha un polinomio
minimo m su k(pi1, ..., pid), ossia m(u) = p0(pi1, ..., pid)u
s + ... + ps(pi1, ..., pid) con pi ∈
k[X1, ..., Xd] primi tra loro e p0 non identicamente nullo. Se consideriamo il polinomio
minimo di u come un polinomio in k[X1, ..., Xd, Y ], dove abbiamo sostituito (pi1, ..., pid)
con (X1, ..., Xd) e u con Y , il luogo di zeri in Cd × C dell'ideale generato da un tale
polinomio in k[X1, ..., Xd, Y ] è una varietà W algebrica aﬃne. Se consideriamo la
proiezione rispetto alle prime d coordinate, sopra punti che appartengono al luogo di
zeri p0(X1, ..., Xd) = 0 avremo che alcuni punti della sua controimmagine andranno
all'inﬁnito. Scegliamo per questo un punto (q1, ..., qd) in Cd fuori dal luogo di zeri di
p0, cioè tale che p0(q1, ...qd) 6= 0, in modo tale che la ﬁbra rispetto alla Y sia composta
solo di punti al ﬁnito al più con molteplicità ≥ 1. In questo modo una specializzazione
equivale a scegliere un punto (q1, ..., qd, b) ∈ W tale che p0(q1, ..., qd) 6= 0.
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Deﬁnizione 1.2.11. Sia A un anello commutativo con unità e K il suo campo dei
quozienti, sia p ∈ A[T ] un polinomio e p′ la sua derivata, chiameremo discriminante di
p il risultante di p e p′ e lo indicheremo con Dis(p).
Proposizione 1.2.12. Il discriminante di p ∈ A[T ] si annulla se e solo se una delle
due condizioni seguenti è veriﬁcata:
(1) il coeﬃciente di testa di p è nullo;
(2) il polinomio p ha una radice doppia in K.
Dimostrazione. Vedi [17] Appendice III.
Da questo, applicato alla nostra situazione, otteniamo:
Lemma 1.2.13. Il polinomio minimo della deﬁnizione precedente m(T ) non ha radici
doppie sopra i punti (c1, ..., cd) ∈ Cd tali che p0(c1, ..., cd) 6= 0. Questo ci dice che sopra
ai punti che non fanno parte del luogo di zeri di p0 ci sono solo punti semplici.




appartiene a K con ai ∈ k(pi1, ..., pid), allora esiste  > 0 tale che per ogni d−upla di
numeri complessi (qi)i con |pii − qi| ≤  l'omomorﬁsmo S = S(pii)(qi) soddisfa le seguenti
condizioni:
(i) gli ai, così come i coeﬃcienti del polinomio irriducibile m(T ) della deﬁnizione
precedente, stanno tutti in k[pi1, ..., pid]S;
(ii) per ogni radice ui di m(T ) c'è una radice bi di mS(T ) che è più vicina a ui di ogni
altra sua radice;
Inoltre per un tale omomorﬁsmo S:




che estendono S a k[pi1, ..., pid;u, a].
Dimostrazione.
(i) Consideriamo {dβ(pi1, ..., pid) 6= 0}β con dβ(X1, ..., Xd) ∈ k[X1, ..., Xd] l'insieme ﬁ-
nito dei denominatori che compaiono negli elementi ai e nei coeﬃcienti di m(T )
e prendiamo una d−upla (qi) di numeri complessi e  = max |pii − qi|. Se  è
abbastanza piccolo avremo ancora che dβ(q1, ..., qd) 6= 0, in quanto l'insieme di
d−uple che soddisfa tale proprietà forma un sottoisieme aperto di Zariski di Cd
che contiene (pi1, ..., pid).
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(ii) Dal momento che ∂m/∂Y 6= 0 (altrimenti avremmo Dis(p) = 0 che abbiamo già
visto essere impossibile) possiamo applicare il Teorema delle funzioni implicite
e grazie al Lemma 1.2.13 abbiamo che l'intorno di ogni punto appartenente al-
la controimmagine di (pi1, ..., pid) è un graﬁco. Dunque se indichiamo con 
′ il
max|ui − uj|, dove le ui sono tutte le radici di m, basta prendere  < ′ per assi-
curarci che esista un'unico punto proveniente da (q1, ..., qd) con max|pii − qi| < 
più vicino di tutti gli altri al punto (pi1, ..., pid, u).
(iii) Dal momento che mS(T ) è ben deﬁnito, ogni estensione di S deve mandare u in
una sua radice. Consideriamo i seguenti isomorﬁsmi derivanti dal mandare T in
u:
k(pi1, ..., pid)[T ]
(m(T ))
' k(pi1, ..., pid;u)
k[pi1, ..., pid][T ]
(m(T )) ∩ k[pi1, ..., pid][T ] ' k[pi1, ..., pid;u]
Il nucleo di S contiene l'ideale (m(T )) ∩ k[pi1, ..., pid][T ], infatti, per il Lemma
di Gauss (vedi [23]), se p(T ) ∈ k(pi1, ..., pid)[T ] è tale che q(T ) = p(T )m(T ) ∈
k[pi1, ..., pid][T ] allora p(T ) appartiene a k[pi1, ..., pid]S[T ] e q
S(b) = pS(b)mS(b) = 0,
dove b ∈ C è una radice di mS(T ).
Per questo l'estensione di S : k[pi1, ..., pid]→ C a k[pi1, ..., pid][T ] ottenuta mandan-
do T in b si fattorizza attraverso k[pi1, ..., pid;u], in tal modo ci fornisce l'estensione






i è ben deﬁnita.
Deﬁnizione 1.2.15. La radice bi di m
S(T ) che corrisponde alla radice ui di m(T )
nella parte (ii) della precedente proposizione è detta la radice che proviene da ui,
indicheremo con b(u) la radice proveniente da u. Sia (pi1, ..., pid;u) una base standard
di K su k e Σ ⊂ K un sottoinsieme ﬁnito. Diremo che  > 0 è buono per (pi1, ..., pid;u)
e Σ se, per ogni a ∈ Σ,  soddisfa le tre condizioni nella proposizione precedente. Se







un polinomio a coeﬃcienti in K, diremo che  è buono per (pi1, ..., pid;u) e F se lo è per




di (K; pi1, ..., pid;u) su k, indicheremo il maxi |pii − qi| con δS.
Osservazione 1.2.16. Se  è buono per (pi1, ..., pid;u) e Σ = {aα}α, allora ogni spe-
cializzazione S = S(pii;u)(qi;b(u)) con δS <  si estende all'anello k[pi1, ..., pid;u, {aα}α]. In
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Lemma 1.2.17. Sia K3 un'estensione ﬁnitamente generata di k e K1, K2 ⊂ K3 due
estensioni algebricamente disgiunte su k, scegliamo una base standard (pi1, ..., pid;u1) di
K1 su k e una base standard
(pi1, ..., pid, pid+1, ..., pis, pis+1, ..., pil;u3)
di K3 su k, dove (pid+1, ..., pis) è una base di trascendenza di K2 su k. Inﬁne sia
Σ3 un sottoinsieme ﬁnito di K3, allora esiste  > 0 buono per (pi1, ..., pid;u1) e allo




di (K1; pi1, ..., pid;u1) su k con δS1 ≤  si estende a una specializzazione S3 di
(K3; pi1, ..., pil;u3) su k con δS3 ≤  tale che S3(K2 ∩ Σ3) ⊂ k.
Dimostrazione. Sia u2 ∈ K2 tale che K2 = k(pid+1, ..., pis;u2) e sia 2 > 0 buono per
(pid+1, ..., pis;u2). Sia 1 > 0 buono per (pi1, ..., pid;u1) e 3 > 0 buono per (pi1, ..., pil;u3)
e l'insieme Σ3 ∪ {u1, u2}. Indichiamo con ′ il minimo tra gli i con i = 1, 2, 3 e sup-
poniamo che δS1 ≤ ′. Siano qd+1, ..., ql ∈ k, con |pii − qi| < ′, allora S2 = S(pii;u2)(qi;b(u2))
e S3 = S
(pii;u3)
(qi;b(u3))
sono specializzazioni di (K2; pid+1, ..., pis;u2) e (K3; pi1, ..., pil;u3) su k
tali che δS1 , δS3 ≤ ′. Chiaramente la restrizione di S3 a k[pi1, ..., pid] (rispettivamente a
k[pid+1, ..., pis]) è in accordo con quella di S1 (rispettivamente S2). Per questo se indi-
chiamo conm1(T ) em2(T ) i polinomi irriducibili rispettivamente di u1 su k(pi1, ..., pid) e
di u2 su k(pid+1, ..., pis), abbiamo che S3(uk) deve essere una radice di m
S3
k (T ) = m
Sk
k (T )
per k = 1, 2. Scriviamo adesso u1 =
∑
i ci(pi1, ..., pil)u
i
3, è chiaro che preso un 
′ suf-
ﬁcientemente piccolo, S3(ci) (rispettivamente S3(u3) = b(u3)) può essere preso vicino
a ci (rispettivamente a u3) quanto vogliamo, quindi S3(u1) può essere costruito vicino
a u1 quanto vogliamo, in particolare più vicino a u1 di ogni altra radice di m
S1
1 (T ) e
dunque S3(u1) = S1(u1) = b(u1). Questo prova l'esistenza di un  tale che se δS3 ≤ ,
dunque S3 è un'estensione di S1. Per costruzione è ovvio che S3(K2 ∩Σ3) ⊂ k(S3(u2));
rimane solo da mostrare che S3(u2) è algebrico su k, ma sempre per costruzione m
S2
2 (T )
è un polinomio su k.
Proposizione 1.2.18. Sia K un'estensione ﬁnitamente generata di un sottocampo
k di C con base standard (pi1, ..., pid;u) e sia f : X = Z(Pα) → Y = Z(Qβ) con
f ≡ {(Fk,0, ..., Fk,r)}k un morﬁsmo tra varietà irriducibili proiettive. Supponiamo che
Pα, Qβ, Fk,i siano tutti deﬁniti su K, sia  > 0 buono per i generatori dati e per tutti
questi polinomi e sia S una specializzazione di (K; pi1, ..., pid;u) su k, con δS < ,
consideriamo le varietà XS = Z(P Sα ), Y
S = Z(QSβ) e l'insieme della (r + 1)−uple
omogenee {(F Sk,0, ..., F Sk,r)}k, allora se  è abbastanza piccolo, questo insieme deﬁnisce
un morﬁsmo fS : XS → Y S. Inoltre se f : X → Y è un isomorﬁsmo possiamo scegliere
 in modo tale che anche fS lo sia.
Dimostrazione. Per provare che fS = {(F Sk,0, ..., F Sk,r)}k è un morﬁsmo tra XS e Y S
basta controllare che siano veriﬁcati i punti (i), (ii), (iii) della Prop.1.1.8. Per il punto
CAPITOLO 1. CURVE ALGEBRICHE 11
(ii) (rispettivamente (iii)) consideriamo il più grande campoK ′ ottenuto aggiungendo a
K l'insieme Σ dei coeﬃcienti dei polinomiWα,β (rispettivamente dei Tα) che compaiono
nelle identità in (ii) (rispettivamente in (iii)). Applichiamo adesso il lemma precedente
con K1 = K,K2 = k,K3 = K
′,Σ3 = Σ e i generatori di K3 e K1 come richiesto nel
lemma. Quindi se δS è abbastanza piccolo, esiste una specializzazione S3 che estende
S, la quale veriﬁca le identità dei punti (ii) e (iii). L'uguaglianza che costituisce il
punto (i) è veriﬁcata ancora se δS è abbastanza piccolo, infatti supponiamo esista una
successione di d−uple (q1,m, ..., qd,m) che converge a (pi1, ..., pid) e punti xm ∈ Z(P Smα ) ⊂
Pn su cui si annullano i polinomi F Smk,j , dove Sm = S
(pii;u)
(qi,m;b(u))
, allora per continuità ogni
punto di accumulazione potrebbe appartenere a X, ma allo stesso tempo sarebbe uno
zero di tutti i polinomi Fk,j che contraddice il fatto che
⋃
k,j D(Fk,j) = X, quindi f
S è un
morﬁsmo. Se inoltre f è un isomorﬁsmo, prendiamo K3 il campo ottenuto aggiungendo
a K ′ i coeﬃcienti dei polinomi che deﬁniscono f−1 e quelli che compaiono nelle identità
del Cor.1.1.10. Con lo stesso argomento si dimostra che se δS è abbastanza piccolo,
allora fS deve essere un isomorﬁsmo.
Proposizione 1.2.19. Nelle ipotesi della precedente proposizione valgono:
(a) Se X è data da un altro insieme di polinomi P ′α deﬁniti su K, allora  può essere
scelto suﬃcientemente piccolo da rendere vera Z(P Sα ) = Z(P
′
α).
(b) Se g = {(Gk,0, ..., Gk,r)}k è un altro insieme di (r + 1)−uple con coeﬃcienti in K
che deﬁniscono f , allora  può essere scelto suﬃcientemente piccolo da rendere
vera fS = gS.
Dimostrazione. (a) Per ipotesi, i radicali degli ideali generati da entrambi gli insiemi












e questo è suﬃciente aﬃnchè il numero positivo  della proposizione precedente





(b) La proposizione precedente applicata all'insieme che deﬁnisce f ottenuto unendo
entrambi gli insiemi di (r + 1)-uple ci fornisce l'uguaglianza fS = gS.
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1.2.1 Criterio sul Campo di Deﬁnizione
Passiamo inﬁne a enunciare e a dimostrare il criterio cercato, per questo avremo bisogno
del seguente risultato:
Teorema 1.2.20.
(1) Se una varietà proiettiva irriducibile complessa X può essere deﬁnita su due sot-
tocampi di C algebricamente disgiunti su k, allora può essere deﬁnita su k.
(2) Siano X, Y varietà proiettive irriducibili complesse deﬁnite su k. Se un morﬁsmo
f ∈ Mor(X, Y ) può essere deﬁnito su due sottocampi algebricamente disgiunti
su k, allora f può essere deﬁnito su k.
Dimostrazione.
(1) Sia h : X → Y un isomorﬁsmo tra varietà proiettive irriducibili X ⊂ Pn(C) e
Y ⊂ Pr(C), dove X = Z(Pα), Y = Z(Qβ) e h ≡ {(Fk,0, ..., Fk,r)}. Siano Σ1, Σ2 e
Σ rispettivamente l'insieme dei coeﬃcienti dei polinomi Pα, Qβ e Fk,i. Indichiamo
con K1, K2 e K3 i campi generati su k rispettivamente da Σ1, Σ2 e Σ3 = Σ1 ∪
Σ2 ∪ Σ. Dobbiamo mostrare che se K1 e K2 sono algebricamente disgiunti su k,
allora X può essere deﬁnita su k; per fare questo scegliamo i generatori di K3 e
K1 su k come nel Lemma 1.2.17, per cui esiste una specializzazione S = S3 di
K3 su k, con δS piccolo quanto si vuole, che estende la specializzazione identità
di K1 in modo tale che per ogni a ∈ Σ2 si ha S(a) ∈ k. Per la Prop.1.2.18, se
δS è suﬃcientemente piccolo possiamo specializzare h : X → Y per ottenere un
nuovo isomorﬁsmo hS : XS → Y S. Per costruzione XS = X e Y S è deﬁnita su k.










Denotiamo con Σ1,Σ2 l'insieme dei coeﬃcienti delle espressioni locali che deﬁ-
niscono h1 e h2 e dei polinomi che compaiono nelle identità della Prop.1.1.8 al
punto (iii), la quale esprime la compatibilità delle espressioni locali che deﬁni-
scono g ◦ h1 con quelle che deﬁniscono h2 ◦ f . Indichiamo con K1 (risp. K2, risp.
K3) il campo generato su k da Σ1 (risp. Σ2, risp. Σ3 = Σ1 ∪Σ2 ∪Σ). Dobbiamo
far vedere che se K1 e K2 sono algebricamente disgiunti su k, allora f può essere
deﬁnita su k. Per questo applichiamo il Lemma 1.2.17 come prima per provare
che esiste una specializzazione S = S3 di K3 e una base standard su k, con δS
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piccolo quanto si vuole, che estende la specializzazione identità di K1 tale che per
ogni a ∈ Σ2 si ha S(a) ∈ k. Se applichiamo S al nostro diagramma commutativo
otteniamo gS ◦ hS1 = hS2 ◦ fS. D'altra parte per la costruzione di S vediamo che
gS è deﬁnita su k e che XS = X, Y S = Y e fS = f . Inoltre per la Prop.1.2.18,




2 sono ancora isomorﬁsmi, quindi f
è equivalente a gS.
Criterio 1.2.21. Sia X una varietà complessa irriducibile proiettiva e k un sottocampo
numerabile di C, allora sono equivalenti:
(i) X può essere deﬁnita su k;
(ii) La famiglia {Xσ}σ∈Gal(C/k) contiene solo un numero ﬁnito di classi diverse, cioè
[Gal(C/k) :M(X)] <∞;
(iii) La famiglia {Xσ}σ∈Gal(C/k) contiene solo un'inﬁnità numerabile di classi diverse.
Criterio 1.2.22. Sia f : X → Y un morﬁsmo tra varietà proiettive irriducibili
entrambe deﬁnite su un sottocampo numerabile k ⊂ C, allora sono equivalenti:
(i) f può essere deﬁnita su k;
(ii) La famiglia {fσ}σ∈Gal(C/k) contiene solo un numero ﬁnito di classi diverse;
(iii) La famiglia {fσ}σ∈Gal(C/k) contiene solo un'inﬁnità numerabile di classi diverse.
Dim. Criterio 1.2.21 e 1.2.22.
(i) ⇒ (ii) Indichiamo con K il campo generato su k dai coeﬃcienti dei polinomi che
deﬁniscono X (risp. le espressioni locali di f). Supponiamo che K ⊂ k, allora
K è ovviamente un'estensione ﬁnita di k e per questo il numero di restrizioni di
Gal(C/k) a K è ﬁnito, quindi la famiglia {Xσ}σ (risp. {fσ}σ) può contenere solo
un numero ﬁnito di varietà proiettive distinte (risp. morﬁsmi).
(ii) ⇒ (iii) Ovvio.
(iii) ⇒ (i) Sia (pi1, ..., pid) una base di trascendenza di K su k, possiamo assumere
che d ≥ 1 perchè altrimenti non c'è niente da provare. Visto che K è numera-
bile possiamo costruire una famiglia non numerabile di automorﬁsmi di campi
σs ∈ Gal(C/k) per prima cosa mandando (pi1, ..., pid) in modo biiettivo in d−uple
algebricamente indipendenti su k, {σs(pi1), ..., σs(pid)} ⊂ C e poi estendendo a
un automorﬁsmo di C (vedi [7]). Supponiamo che (iii) implichi che in questa
famiglia ci siano abbastanza elementi distinti σ1, σ2 ∈ Gal(C/k) tali che Xσ1 e
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Xσ2 (risp. fσ1 e fσ2) siano equivalenti e quindi così devono essere X e Xσ
−1
1 σ2
(risp. f e fσ
−1
1 σ2). Dunque X (risp. f) può essere deﬁnito su estensioni ﬁnite K1
di k(pi1, ..., pid) e K2 di k(σ
−1
1 σ2(pi1), ..., σ
−1
1 σ2(pid)). A questo punto basta usare il
Teo.1.2.20.
Corollario 1.2.23. Sia X una curva algebrica proiettiva non singolare deﬁnita su
un sottocampo di C, allora esiste un campo di deﬁnizione per X che è un'estensione
algebrica ﬁnita del suo campo dei moduli M(X).
Capitolo 2
Rivestimenti Ramiﬁcati
Aﬀrontiamo ora la teoria dei rivestimenti ramiﬁcati, strumento che si rivelerà essenziale
per tutto il proseguo del nostro lavoro; in particolare ci permetteranno di classiﬁcare
determinate curve algebriche rispetto al loro campo di deﬁnizione.
2.1 Rivestimenti
Ogni spazio topologico X sarà supposto non solo di Hausdorﬀ, ma anche localmente
contrattile, cioè tale che possieda una base di aperti formata solamente da elementi
contrattili. In queste ipotesi un aperto di X è connesso se e solo se è connesso per
archi.
Deﬁnizione 2.1.1. Un'applicazione tra spazi topologici φ : X → Y sarà detta lo-
calmente invertibile o un omeomorﬁsmo locale se per ogni aperto U ⊂ X l'insieme
φ(U) ⊂ X è aperto e inoltre la φ induce un omeomorﬁsmo tra U e φ(U). Inoltre ﬁssata
φ : X → Y se esistono f : Y → Z e g : X → Z tali che g = φ ◦ f chiameremo la g
ombra di f tramite φ e la f sarà detta un sollevamento di g tramite φ.
Proposizione 2.1.2 (Unicità dei Sollevamenti). Sia φ : X → Y localmente invertibile,
se esistono f, g : Y → Z applicazioni continue tali che hanno la stessa ombra tramite
la φ allora l'insieme A su cui coincidono è aperto e chiuso.
Dimostrazione.
A è chiuso: sia z /∈ A ossia f(z) 6= g(z), quindi esistono in X intorni disgiunti U, V
di f(z) e g(z); se W è un intorno di z tale che f(W ) ⊂ U e g(W ) ⊂ V si avrà
certamente W ∩ A = ∅.
A è aperto: sia z ∈ A ossia f(z) = g(z) e sia U un aperto in X contenente z e sul
quale φ è invertibile. Se W è un intorno di z con f(W ) ⊂ U e g(W ) ⊂ U , allora
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per z′ ∈ W da φ(f(z′)) = φ(g(z′)) si deduce che f(z′) = g(z′) perchè φ è iniettiva
su U quindi W ⊂ A.
Deﬁnizione 2.1.3. Diremo che φ : X → Y veriﬁca il sollevamento dei cammini se
per ogni cammino in Y che inizia in φ(a) esiste un cammino in X che inizia in a. Se
X, Y sono connessi e φ : X → Y è localmente invertibile e veriﬁca il sollevamento dei
cammini verrà chiamata rivestimento.
Se φ : X → Y è un'applicazione, per y ∈ Y l'insieme Xy = φ−1(y) è detto la ﬁbra di
φ su y. Se φ è localmente invertibile ogni sua ﬁbra sarà un insieme discreto ossia privo
di punti di accumulazione in X. Sia φ : X → Y un rivestimento, se α : [0, 1] → Y è
un cammino continuo con α(0) = a, α(1) = b, deﬁniamo un'applicazione να : Xa → Xb
associando ad ogni x ∈ Xa il punto di arrivo del sollevamento di α che parte da x. Si
veriﬁca facilmente che se β è un cammino in Y che va da b ad un altro punto c, allora
νβ ◦ να = νβ?α e che να−1 ◦ να è l'identità su Xa, quindi ogni tale applicazione να è
bijettiva tra Xa e Xb. In particolare tutte le ﬁbre di φ hanno la stessa cardinalità, la
quale viene detta il numero di fogli del rivestimento. Dal momento che X è non vuoto
φ è necessariamente surgettiva.
Teorema 2.1.4 (Monodromia). Siano φ : X → Y localmente invertibile e F : Z ×
[0, 1]→ X continua su {z} × [0, 1] per ogni Z, allora F è continua se e solo se la sua
ombra φ ◦ F e la sua restrizione a Z × {0} lo sono.
Dimostrazione.
⇐ Ovvia.
⇒ Basterà mostrare che ogni z0 ∈ Z ha un intorno aperto W tale che F è con-
tinua su W × [0, 1]. Per la compattezza di [0, 1] esiste una decomposizione
0 = t0 < t1 < ... < tn = 1 tale che per ogni i = 0, 1, ..., n − 1 esiste un aperto
Ui contenente l'immagine per F di {z0} × [ti, ti+1] e sul quale φ sia invertibile,
sia ψi : Vi = φ(Ui) → Ui l'inversa di φ. Dal momento che l'ombra è conti-
nua e {z0} × [ti, ti+1] compatto, esiste un intorno aperto Wi di z0 in Z tale che
φ(F (Wi × [ti, ti+1])) ⊂ Vi. Possiamo supporre che tali Wi siano tutti uguali ad
un aperto W ⊂ Z, basta prendere l'intersezioni di tutti i Wi. Indichiamo con
Gi : W × [ti, ti+1] → X la mappa ψi ◦ (φ ◦ F ) |W×[ti,ti+1], queste sono dunque
continue. Le Gi, Gi+1 coincidono su W ×{ti+1} in quanto ψi e ψi+1 coincidono su
φ(Ui ∩ Ui+1) e dunque deﬁniscono un'applicazione continua G : W × [0, 1]→ X.
Eventualmente restringento ulteriormenteW possiamo supporre che F (W ×{0})
sia contenuto in U0, perchè per ipotesi F è continua su Z × {0}. Allora per ogni
z ∈ W le restrizioni di F e di G a {z}×[0, 1] sono continue, hanno la stessa ombra
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e coincidono in (z, 0), grazie alla proposiazione precedente coincidono completa-
mente in quanto {z} × [0, 1] è connesso. Dunque F coincide su W × [0, 1] con
l'applicazione continua G per cui anch'essa è continua.
Teorema 2.1.5 (Sollevamento delle Omotopie). Siano φ : X → Y un rivestimento,
f : Z → X continua e g = φ ◦ f la sua ombra. Per ogni famiglia continua (gt)t∈[0,1] di
applicazioni di Z in Y con g = g0 esiste una e una sola famiglia continua (ft)t∈[0,1] di
applicazioni di Z in X tali che f0 = f e φ ◦ ft = gt per ogni t ∈ [0, 1].
Dimostrazione. Supponiamo date f e (gt)t∈[0,1] come da ipotesi, visto che φ è un rivesti-
mento, ﬁssato z ∈ Z il cammino t 7→ gt(z) che parte da g0(z) = φ(f(z)) è sollevabile ad
un cammino in X che comincia da f(z), lo indicheremo con t 7→ ft(z). L'applicazione
Z × [0, 1] 3 (z, t) 7→ ft(z) ∈ Xveriﬁca le ipotesi del teorema di Monodromia, per cui
l'esistenza è dimostrata. Mentre per l'unicità segue dall'unicità del sollevamento dei
cammini.
Corollario 2.1.6. Se φ : X → Y è un rivestimento ed α è un cammino continuo su Y ,
l'applicazione να : Xα(0) → Xα(1) non varia cambiando α con una omotopia ad estremi
ﬁssi. In particolare per ogni y ∈ Y si ottiene un omomorﬁsmo di pi1(Y, y) nel gruppo
S(Xy) delle permutazioni degli elementi di Xy.
Corollario 2.1.7. Sia φ : (X, x) → (Y, y) un rivestimento allora la φ∗ : pi1(X, x) →
pi1(Y, y) è un omomorﬁsmo iniettivo. L'immagine della φ∗ è detto sottogruppo associato
al rivestimento.
Corollario 2.1.8. Se φ : X → Y è un rivestimento e Y è semplicemente connesso
allora φ è un omeomorﬁsmo.
Proposizione 2.1.9. Sia φ : (X, x) → (Y, y) un rivestimento. Un'applicazione con-
tinua g : (Z, z) → (Y, y) ha un sollevamento ad una f : (Z, z) → (X, x) se e solo se
l'immagine di g∗ è contenuta nel sottogruppo associato al rivestimento.
Dimostrazione.
⇒ Infatti se esiste f per cui g = φ ◦ f allora si ha anche g∗ = φ∗ ◦ f∗.
⇐ Costruiamo una f nel modo seguente: per z′ ∈ Z si scelga un cammino continuo α
da z a z′ e consideriamo il punto di arrivo x′ del cammino che parte da x ∈ X e
solleva t 7→ g(α(t)), vedremo adesso che x′ non dipende dal particolare α scelto
e deﬁniremo f ponendo f(z) = x′. Infatti sia β un altro cammino in Z da z a
z′, il cammino α−1 ? β è un laccio in (Z, z), la sua composizione con g induce per
ipotesi un elemento nell'immagine di φ∗ ossia è omotopo ad un laccio in (Y, y)
che ha per sollevamento un cammino chiuso in (X, x) e quindi anch'esso ha per
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sollevamento un cammino chiuso. Ne segue che il trasformato di α? (α−1 ?β) per
g ha il sollevamento che termina ancora in x′; essendo β omotopo a α? (α−1 ?β) i
loro trasformati tramite g hanno sollevamenti con eguale punto di arrivo. Quindi
f è ben deﬁnita, vediamo che è continua. Siano z′ ∈ Z e U un aperto contenente
f(z′) e sul quale φ sia invertibile, quindi V = φ(U) è un aperto in Y che contiene
g(z′) e φ : U → V ha una inversa ψ. Esiste quindi un aperto W ⊂ Z contenente
z′ e tale che g(W ) ⊂ V e possiamo supporre che tale W sia connesso per archi;
mostreremo che su tale W l'applicazione f che abbiamo costruito coincide con
ψ composta con la restrizione a W di g, in particolare che f è continua su W e
quindi in z′. Infatti per calcolare f in uno z′′ ∈ W siamo liberi di scegliere come
cammino da z a z′′ un prodotto β ? α dove α è un cammino ﬁssato da z a z′ e β
un cammino da z′ a z′′ tutto contenuto in W e allora il sollevamento di g(β ?α) è
ottenibile sollevando prima g(α) arrivando a f(z′) ∈ U e poi componendo ψ◦g(β)
ottenendo così f(z′′) = ψ(g(z′′)).
Proposizione 2.1.10. Sia φ : X → Y un'applicazione tra spazi topologici. Sono fatti
equivalenti:
(a) φ è un rivestimento;
(b) esiste un ricoprimento aperto di X di aperti V tali che φ−1(V ) è esprimibile co-
me unione disgiunta di aperti U di X per ognuno dei quali φ : U → V è un
omemorﬁsmo.
Dimostrazione. (a)⇒(b) Sia V un aperto in Y che sia semplicemente connesso e U una
componente connessa di φ−1(V ). Allora è evidente che φ : U → V è localmente
invertibile e veriﬁca il sollevamento dei cammini in quanto il rilevamento di un
cammino in V che è assicurato dal punto (a) sarà un cammino in φ−1(V ) e quindi
se parte da un punto di U che è una sua componente connessa deve restare tutto
in U . Visto che V è semplicemente connesso φ : U → V è un omeomorﬁsmo.
(b)⇒(a) In particolare φ è localmente invertibile. Se α è un cammino in Y esiste una
decomposizione 0 = t0 < ... < tn = 1 tale che ogni α([ti, ti+1]) sia contenuto in
un aperto V con la proprietà (b); in particolare tutte le restrizioni di α ai [ti, ti+1]
comunque sia scelto x ∈ φ−1(α(ti)) sono sollevabili a partire da x. Il sollevamento
di α è allora possibile incollando opportuni tali sollevamenti parziali.
Deﬁnizione 2.1.11. Siano φ : (X, x)→ (Y, y), φ′ : (X ′, x′)→ (Y ′, y′) due rivestimenti
allora chiameremo morﬁsmo tra i due una coppia σ : (X, x) → (X ′, x′), τ : (Y, y) →
(Y ′, y′) di applicazioni continue tali che il seguente diagramma sia commutativo:






φ′−−−→ (Y ′, y′)
Proposizione 2.1.12. Siano (σ, τ), (σ′, τ ′) due morﬁsmi di φ e φ′ tali che τ = τ ′,
allora σ e σ′ sono sollevamenti di τ ◦ φ e se coincidono nel punto base coincidono
dappertutto. Quindi dati due rivestimenti φ : (X, x) → (Y, y), φ′ : (X ′, x′) → (Y, y)
esiste un unico morﬁsmo tra φ e φ′ che sia l'identità su Y . Esso esiste se e solo se
il sottogruppo associato a φ è contenuto in quello associato a φ′. Esiste al più un
rivestimento φ : (X, x) → (Y, y) il cui sottogruppo associato sia un dato sottogruppo
H ⊂ pi1(Y, y) ed in tal caso pi1(X, x) ∼= H.
Teorema 2.1.13 (Rivestimento Universale). Dato uno spazio topologico X esiste un
rivestimento φ : (X˜, x˜)→ (X, x) con X˜ semplicemente connesso.
Dimostrazione. Vedi [26]
Deﬁnizione 2.1.14. Un rivestimento con gruppo fondamentale banale è detto rive-
stimento universale.
2.1.1 Quozienti per l'azione di un gruppo
Deﬁnizione 2.1.15. Siano G un gruppo e X uno spazio topologico. Supponiamo che
per ogni g ∈ G sia ﬁssata un'applicazione σg : X → X in modo tale che se g, h ∈ G
ed e è la sua identità si abbia σgh = σg ◦ σh e σe = IdX , quindi ogni σg è biunivoca e
dare un'azione non è nient'altro che aver assegnato un omomorﬁsmo σ : G → S(X),
diremo allora anche che G agisce su X, tale azione sarà detta eﬀettiva se σ è iniettiva.
Se ciascuna σg è continua, allora è un omeomorﬁsmo di X in sé e diremo che l'azione è
continua. Diremo che x e x′ sono equivalenti se e solo se esiste g ∈ G tale che g(x) = x′.
Questa è una relazione di equivalenza su X, indicheremo la classe di equivalenza di x
con G(x) = {g(x) : g ∈ G} e la chiameremo orbita di x. L'azione è detta priva di
punti ﬁssi se per ogni g ∈ G e x ∈ X si ha g(x) = x se e solo se g = e. Un'azione
eﬀettiva G×X → X è detta propriamente discontinua se per ogni compatto K di X
vi sono solo un numero ﬁnito di g ∈ G per i quali g(K) ∩ K 6= ∅. In particolare il
gruppo di isotropia di un qualunque x ∈ X, ossia il gruppo Gx costituito dai g ∈ G che
tengono ﬁsso x, è ﬁnito. Un punto x ∈ X è detto regolare se il suo gruppo di isotropia
è costituito dalla sola identità; altrimenti sarà detto punto critico. Chiameremo indice
di un x ∈ X la cardinalità del suo gruppo di isotropia. Lo spazio quoziente per tale
relazione verrà indicato con X/G.
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Osservazione 2.1.16. Se x1, x2 sono nella stessa orbita, ossia se appartengono alla
stessa ﬁbra della proiezione canonica φ : X → X/G, allora i loro gruppi di isometria
sono isomorﬁ; anzi sono sottogruppi coniugati in G: infatti se g ∈ G applica x1 in x2,
allora la coniugazione interna h 7→ ghg−1 trasforma Gx1 in Gx2.
Proposizione 2.1.17. Se l'azione del gruppo G sullo spazio topologico connesso X è
propriamente discontinua e priva di punti ﬁssi, allora φ : X → X/G è un rivestimento.
Dimostrazione. Ogni x ∈ X ha un intorno A tale che g(A) ∩ A 6= ∅ solo per un
numero ﬁnito di g ∈ G, siano essi g0, ..., gr, tutti distinti con g0 = e, cioè l'identità.
Visto che l'azione è priva di punti ﬁssi i punti x, g1(x), ..., gr(x) sono distinti ed hanno
quindi intorni A0, ..., Ar disgiunti. Sia U un intorno aperto di x contenuto in A e tale
che gi(U) ⊂ Ai per i = 0, ..., r. Per g 6= h distinti in G si ha g(U) ∩ h(U) = ∅.
Infatti supponiamo sia non vuoto: allora U ∩ (g−1 · h)(U) 6= ∅, quindi g−1 · h non
essendo l'identità è uguale ad uno dei gi per i 6= 0; ciò non può essere perché U ⊂ A0 e
gi(U) ⊂ Ai, i quali sono disgiunti. Quindi φ è iniettiva su g(U) per ogni g ∈ G; ne segue
che V = φ(U) è aperto in X/G (φ−1(U) è unione dei g(U) al variare di g ∈ G) e induce
un omeomorﬁsmo tra g(U) e V per ogni g ∈ G. Per applicare la Proposizione 2.1.10
resta da veriﬁcare che X/G è localmente contrattile, connesso e di Hausdorﬀ. Quanto
appena visto assicura che X/G ha le stesse proprietà locali di X e che è connesso segue
dal fatto che è immagine di X che lo è. Vediamo che è di Hausdorﬀ: siano x, y ∈ X
con immagini distinte in X/G; costuiamo per essi intorni aperti U per x come sopra e
V in modo analogo, ma a partire da y. Basterà mostrare che tali U, V possono essere
trovati in modo tale che sia anche g(U) ∩ h(V ) 6= ∅ per ogni g, h ∈ G, perché allora
le immagini di U e V in X/G saranno intorni disgiunti delle classi di x e di y. Per
l'ipotesi di discontinuità dell'azione, possiamo intanto supporre che esistano solo un
numero ﬁnito g1, ..., gr per cui ciò accade. Per i = 1, ..., r i punti gi(x) e y sono distinti
ed hanno quindi intorni disgiuntiWi e Vi. Possiamo restringere U ad un intorno aperto
U ′ di x in modo che sia gi(U ′) ⊂ Wi e restringere V ad un V ′ in modo che sia g(V ′) ⊂ Vi
e ciò accada per ogni i = 1, ..., r. Allora sarà gi(U
′) ∩ V ′ = ∅ per i = 1, ..., r ed anche
g(U ′) ∩ V ′ = ∅ per ogni altro g ∈ G per ché ciò accadeva già per U e V .
Proposizione 2.1.18. Sia G un sottogruppo del gruppo Aut(φ) degli automorﬁsmi di
un rivestimento φ : X → Y , allora:
(a) l'azione di G su X è propriamente discontinua e priva di punti ﬁssi, si ha così un
rivestimento ψ : X → X/G;
(b) esiste una ed una sola applicazione φ′ : X/G→ Y per la quale φ = φ′ ◦ ψ ed è un
rivestimento;
(c) il rivestimento φ′ è banale se e solo se G = Aut(φ) e scelti punti base x ∈ X e
φ(x) = y ∈ Y , il gruppo associato al rivestimento φ è invariante in pi1(Y, y), in
tal caso si ha Aut(φ) ∼= pi1(Y, y)/ Im(φ?).
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Dimostrazione.
(a) Se un f ∈ Aut(φ) ha un punto ﬁsso, esso coincide con l'identità (ha la stessa
ombra e coincide con essa in un punto). Quindi l'azione di Aut(φ) è priva di
punti ﬁssi. Mostriamo che è propriamente discontinua: se x1, x2 hanno proiezioni
distinte in Y , queste hanno intorni disgiunti e le loro immagini inverse U1, U2 in
X sono intorni dei punti dati ed è g(U1) ∩ U2 = ∅ per ogni g ∈ G che non sia
l'identità. Se x1, x2 hanno la stessa immagine in Y scegliamo un intorno V aperto
e connesso di y tale che φ sia invertibile su ogni componente connessa di φ−1(V ):
se U1, U2 sono quelle componenti connesse che contengono rispettivamente x1 ed
x2 allora vi è al più un elemento g ∈ Aut(φ) per il quale g(U1) ∩ U2 6= ∅ (perché
per ogni tale g si avrebbe g(x1) = x2). Quindi Aut(φ) ha le proprietà richieste
ed a maggior ragione le avrà ogni suo sottogruppo G.
(b) L'esistenza e l'unicità di φ′ è un semplice fatto insiemistico. Se U è un aperto in
X sul quale sia φ che ψ sono invertibili, allora sull'aperto ψ(U) l'applicazione φ′
è composizione di ψ−1 : ψ(U) → U con φ : U → φ(U) entrambe omeomorﬁsmi;
quindi φ′ è invertibile su ψ(U). Per veriﬁcare la sollevabilità dei cammini, basta
sollevare un cammino di Y ad X e poi proiettando con ψ su X/G (la scelta
dell'opportuno punto di partenza su X è possibile perchèψ è surgettiva).
(c) Supponiamo che φ′ sia banale, ossia che se x1, x2 ∈ X sono tali che φ(x1) = φ(x2)
allora esiste g ∈ G con g(x1) = x2. Siano α e β lacci in Y che partono da y e
supponiamo che la classe di α in pi1(Y, y) stia in Im(φ∗): ciò equivale a richiedere
che il suo sollevamento α˜ a partire da x sia un laccio. Mostriamo che anche
β−1 ? α ? β dà una classe in Im(φ∗), veriﬁcando che il suo sollevamento a partire
da x è un laccio. Ed infatti se β˜ solleva β a partire da x ed x′ ∈ X è il suo punto
di arrivo, si avrà φ(x) = φ(x′) ed esiste quindi g ∈ Aut(φ) per cui g(x) = x′.
Allora ˜β−1 ? g(α˜) ? β˜ è il suo cammino che solleva β−1 ? α ? β a partire da x ed
è un laccio; quindi Im(φ∗) è un sottogruppo invariante in pi1(Y, y). Supponiamo
ora che Im(φ∗) sia invariante: mostreremo che per ogni x′ ∈ φ−1(y) esiste un
automorﬁsmo g di φ per cui g(x) = x′. Confrontiamo i due rivestimenti con
punto base φ : (X, x) → (Y, y) e φ : (X, x′) → (Y, y): se mostriamo che essi
hanno associato lo stesso sottogruppo di pi1(Y, y) allora essi saranno isomorﬁ: un
tale isomorﬁsmo g avrà le proprietà richieste. Scegliamo un cammino β in X da
x ad x′; la sua immagine β in Y è un laccio in (Y, y): l'isomorﬁsmo pi1(X, x) →
pi1(X, x
′) associato a β è indotto da Ω1(X, x) 3 α 7→ β−1 ? α ? β ∈ Ω1(X, x′).
Quindi se β è l'immagine di β in Y , il sottogruppo φ∗(pi1(X, x′)) è ottenuto dal
sottogruppo φ∗(pi1(X, x)) per il coniugio interno determinato dalla classe di β
ed essendo esso invariante non viene modiﬁcato e ciò dimostra l'esistenza di g.
Sia ora α un laccetto in (Y, y) e sia x′ il punto di arrivo del suo sollevamento a
partire da x; questo dipende solo dalla classe di omotopia di α e si ottiene così
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un omomorﬁsmo pi1(Y, y) → Aut(φ∗). Esso è surgettivo perché ogni x′ ∈ φ−1(y)
è ottenibile con un opportuno α. Il suo nucleo è dato esattamente dagli elementi
che stanno in Im(φ∗), ossia le classi degli α che sollevati a partire da x terminano
in x e questo dimostra l'ultima aﬀermazione di (c).
Descrizione dei rivestimenti tramite la loro monodromia
Sia φ : X → (Y, y) un rivestimento, dove non abbiamo ﬁssato il punto base di X, siano
G = pi1(Y, y) ed I = φ
−1(y). Sappiamo già che associando ad un x ∈ I il punto ﬁnale
del sollevamento a partire da x di un qualsiasi rappresentante di una classe g ∈ G si
ottiene un punto νg(x) in modo tale che νg sia una permutazione su I. Così abbiamo
un omomorﬁsmo ν : G → S(I) detto omomorﬁsmo di monodromia del rivestimento.
Tale ν deﬁnisce un'azione transitiva del gruppo G sull'insieme I. Questo stabilisce
una corrispondenza biunivoca tra {rivestimenti di (Y, y)}/∼= e {azioni transitive di G
su un insieme}/∼= dove ∼= indica una adeguata nozione di isomorﬁsmo. Infatti data
un'azione transitiva ν : G→ S(I), si ﬁssi i0 ∈ I e sia Gi0 il sottogruppo dei g ∈ G tale
che g(i0) = i0 detto il gruppo di isotropia di i0. L'applicazione G 3 g 7→ g(i0) ∈ I è
surgettiva per ipotesi inoltre g1, g2 hanno la stessa immagine se e solo se g
−1
1 g2 ∈ Gi0 .
Quindi I può essere identiﬁcato con l'insieme delle classi laterali sinistre G/Gi0 . Sia
σ : (X, x) → (Y, y) il rivestimento universale di (Y, y) sul quale agisce G = pi1(Y, y)
e sia φ′ : (X ′, x′) → (Y, y) quello ottenuto dividendo per l'azione di H = Gi0 . Anche
la ﬁbra di φ′ su y viene identiﬁcata con l'insieme delle classi laterali di H in G e
tale identiﬁcazione porta la monodromia di φ′ nell'azione ν. Siccome il sottogruppo
associato a tale rivestimento è proprio Gi0 si ha l'unicità a meno di isomorﬁsmi di φ
′.
2.1.2 La Superﬁcie di Riemann di un Polinomio Irriducibile
Deﬁnizione 2.1.19. Sia f(x0, x1, x2) ∈ C[x0, x1, x2] un polinomio irriducibile di grado
n > 0, il suo luogo di zeri ∆ ⊂ P2 viene detto curva algebrica piana di dimensione n.
Osservazione 2.1.20. Una curva algebrica piana è una sottovarietà complessa di di-
mensione uno se e solo se almeno una delle sue derivate parziali formalmente eseguite
∂f/∂xi è diversa da zero.
Proposizione 2.1.21. Siano φ : X → P2 e ψ : Y → P2 applicazioni olomorfe non
costanti tra due superﬁci di Riemann compatte X e Y, siano ∆ = φ(X),Γ = ψ(Y )
allora ∆ ∩ Γ 6= ∅. In particolare ogni sottovarietà di dimensione uno in P2 risulta
connessa e perciò è una superﬁcie di Riemann.
Dimostrazione. Scegliamo p0 ∈ P2 − (∆ ∪ Γ) e una retta L in P2 non passante per
p0. La proiezione σ : P2 − {p0} → L è olomorfa e la sua composizione con φ dà una
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φ′ : X → P2 olomorfa; questa non può essere costante perchè altrimenti l'immagine di
φ sarebbe contenuta in una retta per p0 e non assumendo il valore p0 sarebbe anch'essa
costante. Lo stesso avviene per ψ′ = σ ◦ ψ : Y → L. Scegliamo un sistema di
coordinate non omogenee z, w su P2 in modo che la retta all'inﬁnito passi per p0 ed
un punto q0 ∈ L che sia valore regolare per φ′ e per ψ′, l'asse w passi per p0 e L sia
l'asse z. Siano q1, ..., qr i punti di L che sono valori critici per almeno una tra φ
′, ψ′ e
sia A l'insieme dei punti q0, ..., qr. Si ha allora un rivestimento φ
′ : X ′ → L−A ove X ′
è ottenuta da X togliendo i punti applicati in A; indichiamo con n la cardinalità delle
sue ﬁbre. Facendo lo stesso per ψ si ottiene un altro rivestimento ψ′ : Y ′ → L − A la
cardinalità delle cui ﬁbre sia un intero naturale m. Costruiamo ora funzioni ai, bj per
1 ≤ i ≤ n e 1 ≤ j ≤ m su L− A a valori complessi nel modo seguente: per l ∈ L− A
sia (x1, ..., xn) e (y1, ..., ym) rispettivamente un ordinamento della ﬁbra su l di φ
′ e ψ′,
allora ai è il valore della coordinata w su φ
′(xi) e bj il valore di w sul punto ψ′(yj):
le n +m funzioni così ottenute saranno eventualmente discontinue (anzi sicuramente
discontinue da qualche parte se n,m sono maggiori di uno). Consideriamo il prodotto
R = Πi,j(ai − bj), questa sarà una funzione da L − A a valori complessi che a priori
discontinua. In realtà essa non cambia se cambiamo gli ordinamenti scelti sulle ﬁbre
di φ′, ψ′; all'intorno di ogni l ∈ L − A esse possono essere scelte mediante inversioni
locali, quindi olomorfe, di φ′, ψ′ e ciò mostra che R è localmente olomorfa. Inoltre essa
è limitata all'intorno di qi con i > 0 e quindi per il teorema di estensione di Riemann
R è olomorfa su L − {q0}. Esaminiamo il comportamento di R vicino al punto q0; se
∆ ∩ Γ non incontra la retta all'inﬁnito, allora |ai − bj| diverge per ogni i, j cosicchè R
ha un solo polo su L in q0; ne segue che essa è una funzione meromorfa non costante e
quindi essa deve avere uno zero su L− {q0}. Ciò implica che ∆ ∩ Γ 6= ∅.
Lemma 2.1.22. Ogni curva algebrica piana ha al più un numero ﬁnito di punti
singolari, cioè punti all'intorno dei quali ∆ non è una sottovarietà.
Dimostrazione. Sarà suﬃciente mostrare che ∆ ha un numero ﬁnito di punti singolari
in ogni carta aﬃne di P2. Ponendo x0 = 1 nella f si ottiene un polinomio nelle
coordinate non omogenee su C2 = P2 − {x0 = 0} il cui luogo di zeri è ∆ ∩ C2. Se
f non è il polinomio x0, nel qual caso ∆ non ha alcun punto singolare, si ottiene
un polinomio irriducibile che dipende eﬀettivamente da almeno una delle coordinate;
l'enunciato segue allora considerando il risultante tra tale polinomio e la sua derivata
rispetto a tale variabile.
Proposizione 2.1.23. Il luogo di zeri in C2 di un polinomio irriducibile non può essere
sconnesso togliendo un numero ﬁniti di punti.
Dimostrazione. Sia P (x, y) ∈ C[x, y] un polinomio in due variabili a coeﬃcienti com-
plessi che supporremo irriducibile e non indipendente da y e sia C il suo luogo di
zeri in C2. Allora togliendo eventualmente a C un numero ﬁnito di punti si ha una
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varietà analitica complessa; anzi, come si può veriﬁcare considerando il risultante fra
P e ∂P/∂y, al di fuori di un numero ﬁnito di punti tale C è localmente il graﬁco di
una funzione olomorfa y(x). Dimostreremo adesso che tale varietà è necessariamente
connessa. Sia dunque P (x, y) = a0(x)y
n + a1y
n−1 + ... + an(x) e sia ∆ ⊂ C costituito
dagli zeri di a0(x) e dai punti x ∈ C per i quali esiste y tale che P e ∂P/∂y si annullino
nel punto (x, y). Detta φ : C → C la proiezione sull'asse x, si consideri l'applicazione
φ : C˜ = C − φ−1(∆) → C−∆. Essa è olomorfa propria e localmente invertibile; ogni
componente connessa di C˜ dà quindi luogo ad un rivestimento. Se per assurdo C venis-
se sconnessa togliendo un numero ﬁnito, anche C˜ verrebbe evidentemente sconnessa.
Supponiamo che ciò accada e sia C1 una sua componente connessa. Per ogni x ∈ C−∆
siano α1(x), ..., αp(x) le radici di P (x, y) = 0 che danno punti di C1 e β1(x), ..., βq(x) le
altre dove l'ordine sia scelto arbitrariamente. Evidentemente si avrà, per ogni ﬁssato
x ∈ C−∆:
P (x, y) = a0(x)(y − α1(x)) · ... · (y − αp(x)) · (y − β1(x)) · ... · (y − βq(x))
Ora il prodotto dei fattori (y−αi(x)) fornisce un polinomio monico di grado p in y
a coeﬃcienti funzioni di x ∈ C −∆ che sono potenzialmente discontinue; esse sono le
funzioni simmetriche delle αi e non dipendono quindi dal modo nel quale le radici sono
state numerate. Potendo localmente scegliere le radici esplicitando olomorﬁcamente la
y in funzione di x se ne deduce che tali coeﬃcienti sono olomorﬁ. Si veriﬁca inoltre che
per ogni x ∈ ∆, moltiplicando tali coeﬃcienti per una potenza suﬃcientemente elevata
di x−x si ottengono funzioni limitate. Ne segue che tali coeﬃcienti sono meromorﬁ su
tutto C ed anzi anche nel punto ∞. Essi sono quindi rapporti tra polinomi e siccome
la stessa cosa si ha per il prodotto dei termini y−βj(x), si ottiene una decomposizione
del polinomio P che invece era supposto irriducibile.
2.2 Rivestimenti Ramiﬁcati
Deﬁnizione 2.2.1. Sia φ : X → Y un'applicazione olomorfa non costante tra superﬁci
di Riemann. In ogni punto x ∈ X tramite opportune coordinate locali la φ è esprimibile
nella forma z 7→ zp con p ≥ 1; tale p non dipende dalle coordinate locali scelte. Se
p = 1 allora φ è localmente invertibile e diremo che x è un punto regolare, altrimenti x è
detto un punto critico; in ogni caso p−1 sarà detto l'indice di φ in x. Un valore regolare
per φ è un punto y ∈ Y tale che φ−1(y) sia fatto solo di punti regolari; altrimenti y è
detto un valore critico.
Proposizione 2.2.2. Siano X,Y superﬁci di Riemann e φ : X → Y un'applicazione
olomorfa propria non costante, inoltre sia Σ ⊂ Y l'insieme dei suoi punti critici, allora
la restrizione di φ dà un rivestimento ﬁnito φ′ : X − φ−1(Σ) → Y − Σ. Se inoltre n
è la cardinalità delle ﬁbre del rivestimento φ′, allora per ogni punto y ∈ Y la somma
degli indici di φ nei punti di φ−1(y) è uguale a n.
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Dimostrazione. Per costruzione φ′ è un'applicazione olomorfa non costante tra superﬁci
di Riemann X ′, Y ′ che è localmente invertibile e propria. Per y ∈ Y ′ siano x1, ..., xn i
punti distinti in φ′−1; per i = 1, ..., n scegliamo un intorno aperto Ui di xi biolomorfo
tramite φ′ ad un intorno aperto Vi di y in Y ′, possiamo evidentemente supporre che
tutti i Vi siano uguali ad uno stesso V in Y
′. Togliendo ad X ′ l'unione degli Ui si ottiene
un chiuso la cui immagine F in Y ′ è un chiuso, φ′ è propria, posto U ′i = Ui − φ′−1(F )
e V ′ = V − F si avrà che φ′−1(V ′) è l'unione degli U ′i e che φ′ = U ′i → V ′ è un
biolomorﬁsmo per ogni i. Per l'ultima aﬀermazione, dato che y ∈ Y eventualmente
critico, si scelga una carta locale che rappresenti un intorno U con il disco aperto
unitario U di C e tale che U −{y} non contenga valori critici. Allora ogni componente
connessa V di φ−1(U) è tale che φ : V − φ−1(y) → U − {y} è un rivestimento di
grado ﬁnito p > 0; dalla classiﬁcazione dei rivestimenti esso deve essere biolomorfo
all'applicazione z 7→ zp di U in se stesso. Applicando il teorema di estensione di
Riemann quindi si ha che U è biolomorfo a V e che con tali identiﬁcazioni φ si scrive
z 7→ zp. Ora è chiaro che la somma degli indici di φ nei punti sopra y deve essere la
cardinalità delle ﬁbre sopra i valori regolari.
Deﬁnizione 2.2.3. Siano X, Y superﬁci di Riemann, diremo che f : X → Y è un
rivestimento ramiﬁcato se e solo se valgono:
a) f è olomorfa tra superﬁci di Riemann;
b) Ogni y0 ∈ Y ha un intorno U biolomorfo al disco aperto unitario U di C tale che
ogni componente connessa V di f−1(U) è biolomorfa a U e f : V → U è isomorfa
a z 7→ zp per qualche p ∈ N.
Proposizione 2.2.4. Siano X, Y superﬁci di Riemann, se un'applicazione olomorfa
f : X → Y è propria e non costante allora è un rivestimento ramiﬁcato.
Dimostrazione. Basta applicare l'ultima parte della dimostrazione della precedente
proposizione.
Proposizione 2.2.5. Sia Y una superﬁcie di Riemann, Σ ⊂ Y un insieme discreto e
φ′ : X ′ → Y ′ = Y −Σ un rivestimento. Supponiamo che per ogni y0 ∈ Σ la monodromia
di φ′ attorno a y0 si decomponga in soli cicli ﬁniti. Allora esiste un'unica superﬁcie
di Riemann X ′ ⊂ X con X − X ′ discreto e φ : X → Y rivestimento ramiﬁcato che
estende la φ′.
Dimostrazione. Ad ogni ciclo ﬁnito è naturalmente associata una componente connessa
di X ′ che dunque può essere completata nel solito modo usato per le due precedenti
proposizioni. Ripetendo tale costruzione per ogni ciclo otteniamo quanto cercato.
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Proposizione 2.2.6. Siano φ1 : X1 → Y e φ2 : X2 → Y due rivestimenti ramiﬁcati
con rispettivi punti base ﬁssati. Esiste σ : X1 → X2 olomorfa tale che φ2 ◦ σ = φ1 se
e solo se esiste Σ ⊂ Y discreto tale che φ1, φ2 sono rivestimenti non ramiﬁcati sopra
Y − Σ e σ esiste da X1 − φ−11 (Σ) a X2 − φ−12 (Σ).
Dimostrazione.
⇒ Siano Σ1,Σ2 l'insieme dei valori critici rispettivamente di φ1, φ2 allora basta pren-
dere Σ = Σ1 ∪ Σ2.
⇐ Si estende al solito modo la σ tramite il teorema di estensione di Riemann.
2.2.1 Teorema di Riemann-Roch
Deﬁnizione 2.2.7. Sia X una superﬁcie di Riemann compatta, indichiamo con D(X)
il gruppo dei divisori di X formato da tutte le scritture del tipo
∑
x∈X n(x)x dove la
funzione n : X → Z è a supporto ﬁnito. Inoltre indicheremo conM(X) o anche solo con
M, il campo delle funzioni meromorfe su X, mentre con Ω(X) lo spazio delle 1−forme
meromorfe su X. Se consideriamo un divisore D = n1p1 + ... + nrpr chiameremo
grado del divisore l'intero δ(D) = n1 + ... + nr, la funzione grado è un omomorﬁsmo
δ : D(X)→ Z. Diremo che il divisore D è positivo o eﬀettivo se ni ≥ 0 per i = 1, ..., r.
Dati due divisori D1, D2 scriveremo D2 ≥ D1 se D2 − D1 è eﬀettivo, diremo che
sono linearmente equivalenti se D2−D1 è un divisore principale, cioè il divisore di una
f ∈M∗. Mentre un divisore K ∈ D(X) è detto canonico se è il divisore di una 1-forma
meromorfa su X. Indicheremo lo spazio vettoriale L(D) = {f ∈ M∗ | (f) + D ≥ 0}
e indicheremo dimL(D) := l(D). Chiameremo indice di specialità i(D) = l(K − D)
dove K è un qualunque divisore canonico, è interpretabile anche come la dimensione
dello spazio Ω(D) = {ω ∈ Ω(X) | (ω) ≥ D}.
Osservazione 2.2.8. Risulta evidente che detto f ∈ M∗ con (f) = D = D2 −D1 le
applicazioni L(D2) 3 g 7→ gf ∈ L(D1) e L(K −D) 3 f 7→ fω0 ∈ Ω(D) con (ω0) = K
sono isomorﬁsmi.
Proposizione 2.2.9. Sia X una superﬁcie di Riemann compatta le seguenti aﬀerma-
zioni sono vere:
(a) Se f ∈M(X) non identicamente nulla, allora δ((f)) = 0;
(b) Se ω ∈ Ω(X) non identicamente nulla, allora δ((ω)) non dipende dalla forma scelta
ma solo da X, ovvero la funzione grado è costante sulle 1-forme meromorfe, ed
è δ((ω)) = 2g − 2 dove g è il genere della superﬁcie di Riemann.
Dimostrazione. Vedi [26]
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Proposizione 2.2.10. Sia P (x, y), un polinomio di grado p, l'equazione di una curva
piana non singolare Y e supponiamo che la sua proiettivizzata sia trasversale alla retta
all'inﬁnito e detta X la superﬁcie di Riemann associata, che il punto (0, 0, 1) /∈ X.
Allora la 1-forma ω := dx/Py = −dy/Px è olomorfa e il divisore dei suoi zeri ha grado
δ((ω)0) = p(p− 3).
Dimostrazione. Per quanto riguarda la olomorﬁa della ω deriva dal fatto che essen-
do non singolare una almeno delle derivate prime deve essere diversa da zero ed
evidentemente non è identicamente nulla su Y .
Per la seconda parte notiamo che i punti di X all'inﬁnito sono per ipotesi tutti
nella carta x1 6= 0, per questo se indichiamo con Q(x, y) := Py(x, y) il cui grado è
p − 1, possiamo tradurlo in un polinomio nelle variabili u = x0/x1, v = x2/x1, detto















Quindi ω vale tp−3dt per una funzione olomorfa non nulla e quindi è olomorfa su X
priva di zeri al ﬁnito e con uno zero di molteplicità p− 3 in ciascuno dei p punti in cui
incontra la retta all'inﬁnito.
Proposizione 2.2.11. Ogni curva algebrica non singolare in Pn(C) può essere proiet-
tata in un P2(C) in modo da ottenere una curva algebrica piana con sole singolarità di
tipo nodo.
Dimostrazione. Vedi [26]
Lemma 2.2.12. Se alcune 1-forme olomorfe su una superﬁcie di Riemann X compatta
sono linearmente indipendenti su C allora le loro parti reali e immaginarie sono 1-forme
chiuse che danno classi disgiunte in Hom(pi1(X, ?),R).
Dimostrazione. Vedi [26]
Proposizione 2.2.13. Sia X una superﬁcie di Riemann compatta, indichiamo con
Ω1(X) lo spazio delle 1-forme olomorfe su X, allora la dimensione di tale spazio è
dimΩ1(X) = g.
Dimostrazione. Grazie alla proposizione precedente possiamo supporre che X sia la
superﬁcie di Riemann associata ad un polinomio irriducibile omogeneo di grado n
F (x0, x1, x2), il cui luogo di zeri Y ⊂ P2(C) ha d punti singolari e tutti di tipo nodo,
dunque X è compatta e φ : X 7→ Y è olomorfa con ﬁbre fatte di un punto o di due sui
nodi. Supponiamo inoltre che Y sia trasversa alla retta all'inﬁnito, cioè con n punti
di intersezione. Per questo x = x1/x0, y = x2/x0 si possono interpretare come funzioni
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meromorfe su X come pure ogni polinomio nelle due variabili x, y. Consideriamo
dunque il polinomio f(x, y) := F (1, x, y), ovviamente f è nullo su X e dunque vale
fxdx+ fydy = 0 su X. La 1-forma ω = dx/fy = −dy/fx ha quindi poli semplici nei 2d
punti sopra i nodi e zeri di ordine n−3 sugli n punti all'∞, dunque δ((ω)) = n(n−3)−2d
e il genere di X è g = n(n−3)
2
+ 1 − d = (n−1)(n−2)
2
− d. Se prendiamo un qualunque
polinomio p(x, y) di grado al più n−3 e che si annulli sui d punti doppi di Y otteniamo
una 1-forma olomorfa su X p(x, y)ω e dunque
dimΩ1(X) ≥ (n− 1)(n− 2)
2
− d = g
Per la disuguaglianza inversa sappiamo che il gruppo fondamentale pi1(X, ?) ha una
presentazione fatta da 2g generatori a1, ..., ag, b1, ..., bg con l'unica relazione [a1, b1] · ... ·
[ag, bg], ricordiamo che [a, b] = aba
−1b−1. Da questo segue che Hom(pi1(X, ?),R) ∼= R2g
e grazie al Teorema di de Rham[13] e al Lemma precedente otteniamo la disuguaglianza
dimΩ1(X) ≤ (n− 1)(n− 2)
2
− d = g
Lemma 2.2.14 (Disuguaglianza di Riemann). Data una curva algebrica proiettiva non
singolare X per ogni divisore D si veriﬁca la seguente:
l(D) ≤ δ(D) + 1− g
Dimostrazione. Consideriamo la curva algebrica piana con d nodi e trasversale all'∞
ottenuta dalla curva algebrica X ⊂ Pn(C) e consideriamo F (x0, x1, x2) = 0 come
l'equazione di Y di grado n, chiamiamo ∆ il divisore su X costituito dai d punti di
nodo, punti doppi, che ha grado δ(∆) = 2d. Chiameremo X∞ il divisore su X dei punti
all'∞ e che δ(X∞) = n. SianoD1, D2 due divisori eﬀettivi di grado risp. m1,m2 tali che
D = D1−D2. Sia G(x0, x1, x2) un polinomio omogeneo di grado N non identicamente
nullo su Y per cui G/xN0 è meromorfa e risulta (G) = (G/x
N
0 ) +NX∞ e δ(G) = N · n.
Fissiamo dunque N >> 1 e G0(x0, x1, x2) omogeneo di grado N non identicamente
nullo su Y e tale che (G0) = D1 +∆+ E con un divisore E ≥ 0. Deﬁniamo lo spazio
L := {G ∈ C[x0, x1, x2]omogN | (G) ≥ ∆+ E +D2} e vediamo che
(G/G0) = (G)−D1 −∆− E = E +∆+D2 −D1 −∆− E = −D
per cui (G/G0) ∈ L(D) dunque questa operazione deﬁnisce un'applicazione (lineare)
da L in L(D) per cui dimL ≥ (N+1)(N+2)
2
− d− δ(E)−m2 dove la cardinalità dei punti
di δ(E) = N ·n−m1− 2d, dunque l(D) ≤ dimL− (N−n+1)(N−m+1)2 = δ(D)+1− g.
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Lemma 2.2.15 (Disuguaglianza di Roch). Data una curva algebrica proiettiva non
singolare X per ogni divisore D si veriﬁca la seguente:
l(D) ≥ δ(D) + 1− g + l(K −D)
Dimostrazione. Il numero l(K−D) è ovviamente la dimensione dello spazio delle forme
meromorfe ω tali che (ω) ≥ D. Supponiamo che D =∑r1 nipi sia un divisore positivo
su X di grado m, dunque l(D) ≤ m+ 1, infatti dato un elemento h ∈ L(D) può avere
poli solo nei punti pi e di ordine dell'eventuale polo pi al più ni. Consideriamo dunque
una coordinata locale in ogni polo pi di h esso risulta descritto dalla parte negativa
dello sviluppo di Laurent e quindi da ni numeri complessi, per cui le parti singolari sono
descritte al più da m numeri complessi e date due tali h1, h2 danno gli stessi numeri
complessi (come ordini dei punti singolari) la loro diﬀerenza è priva di singolarità nei
pi e dunque su tutto X per questo è necessariamente costante.
D'altro canto la m-upla di numeri complessi non è una qualsiasi, ma deve soddisfare
alcune relazioni lineari. Infatti consideriamo una forma olomorfa ω ∈ Ω1(X) e una
h ∈ L(D), otteniamo una 1-forma meromorfa h · ω la cui somma dei residui nei punti
pi è uguale a zero, per cui ogni tale ω fornisce una relazione tra gli m numeri complessi
che descrivono la parte singolare degli h, questa relazione è nulla se e solo se (ω) ≥ D
ovvero se e solo se ω ∈ Ω(D) e dunque otteniamo la disuguaglianza cercata:
l(D) ≥ δ(D) + 1− g + l(K −D)
Teorema 2.2.16 (Riemann-Roch). Per ogni divisore D su una curva proiettiva non
singolare X si ha:
l(D) = δ(D)− g + 1 + i(D)
Dimostrazione. Studiamo i vari casi singolarmente:
1. l(D) = 0, l(K − D) = 0, usando la disuguaglianza di Riemann per D e K − D
otteniamo:
0 = l(D) ≤ 1 + δ(D)− g
0 = l(K −D) ≤ 1 + δ(K)− δ(D)− g = −1− δ(D) + g
per cui 0 = 1 + δ(D)− g che veriﬁca la formula.
2. l(D) > 0, l(K − D) = 0, quindi esiste un divisore positivo linearmente equiva-
lente a D, sostituiamo a questo quello positivo e usando le due disuguaglianze
dimostrate precedentemente otteniamo la formula cercata.
3. l(D) > 0, l(K − D) > 0 come nel caso precedente sostituendo anche al divisore
K−D un altro a lui linearmente equivalente e positivo e applicando ad entrambi
la disuguaglianza di Roch otteniamo la formula da dimostrare
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4. l(D) = 0, l(K −D) > 0 per la simmetria della formula si ragiona come in 2.
Osservazione 2.2.17. L'unico punto che non è possibile ripetere su un campo qua-
lunque è che dimΩ1(X) = g in quanto abbiamo usato il fatto che le g forme olomor-
fe linearmente indipendenti sono costituite da 2g forme diﬀerenziali reali linearmente
indipendenti.
Deﬁnizione 2.2.18. Una superﬁcie di Riemann X è detta compattiﬁcabile se è biolo-
morfa ad un aperto di una superﬁcie di Riemann compatta X˜, ﬁnitamente compattiﬁ-
cabile se ciò è possibile con X˜−X ﬁnito. Indicheremo con Xc la superﬁcie di Riemann
compattiﬁcata.
Sia C una curva algebrica piana proiettiva, per quanto visto nella Sezione 2.1.2,
esistono A ⊂ C,B ⊂ P1(C) ﬁniti e un rivestimento ﬁnito φ : C − A → P1(C) − B,
dunque C−A è ﬁnitamente compattiﬁcabile ossia è biolomorfa aX−H conX superﬁcie
di Riemann compatta e H ⊂ X ﬁnita. Il biolomorﬁsmo X − H → C − A è proprio
e per il teorema di estensione di Riemann si estende ad una applicazione olomorfa di
X in P1(C) e sarà surgettiva in C. Chiameremo risoluzione di una curva algebrica
C ⊂ P2 ogni applicazione φ : X → P1(C) con X superﬁcie di Riemann compatta,
la cui immagine sia ∆ e che sia generalmente biunivoca, nel senso che è biunivoca
l'applicazione φ : X − φ−1(A) → ∆ − A per qualche A ⊂ ∆ ﬁnito. Tale risoluzione è
unica a meno di biolomorﬁsmi e verrà detta superﬁcie di Riemann della curva algebrica
C.
Teorema 2.2.19. Una superﬁcie di Riemann X è ﬁnitamente compattiﬁcabile se e
solo se H1(X,Z) è ﬁnitamente generato ed esiste una f : X → C olomorfa e propria.
Dimostrazione.
⇒ Indichiamo con X˜ la compattiﬁcata di X, dove {x1, ..., xn} = X˜−X e con α1, ..., αn
gli n lacci semplici ciascuno dei quali gira intorno ad uno degli xi, sappiamo che
questi generano H1(X,Z). Inoltre, detto D un divisore positivo su X, possiamo
associare ad esso un ﬁbrato lineare F(D) tale che esiste un'identiﬁcazione tra
H0(X,F(D)) e lo spazio L(D) = {f ∈ M∗(X) | (f) + D ≥ 0}. Consideriamo
il caso D = n · p dove n ∈ N − {0} e p ∈ X, per il teorema di Riemann-Roch
H0(X,F(D)) = n+ cte per cui se prendiamo n 1 si ha che H0(X,F(D)) ≥ 2.
Esiste quindi una f : X → C olomorfa e propria.
⇐ Sia f : X → C un rivestimento ramiﬁcato di grado n con divisore di ramiﬁcazione
D, per la formula di Hurewitz abbiamo che:
χ(X) = nχ(C)− δ(D)
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da cui, detto h1 il primo numero di Betti che altro non è che la dimensione dello
spazio H1(X,Z), abbiamo h1 = δ(D) + cte.
Quindi, se δ(D) tendesse all'inﬁnito anche il genere della superﬁcie compattiﬁcata
g(X˜) tenderebbe all'inﬁnito, per cui possiamo avere solo un numero ﬁnito di
punti di diramazione. Esiste dunque un r > 0 tale che, indicando con Dr il disco
|z| < r, z ∈ C, f−1(Dr) contiene tutti i punti di diramazione di f , il che dimostra
che la X è ﬁnitamente compattiﬁcabile in quanto la f è propria.
Sembra essere vero che una superﬁcie di Riemann X è compattiﬁcabile se e solo se




Vogliamo stabilire un criterio per veriﬁcare quando la jacobiana di una curva algebrica
è semplice, cioè non possiede sottotori diversi da 0 e X; per questo faremo uso di un
risultato dovuto a Ruppert [30] per le superﬁci abeliane unito al Teorema di Completa
Riducibilità di Poincarè. Forniremo inoltre un metodo pratico per ottenere la matrice
dei periodi della jacobiana di una particolare curva algebrica.
3.1.1 Richiami di Teoria
Deﬁnizione 3.1.1. Sia V uno spazio vettoriale complesso di dimensione n, Λ ⊂ V un
reticolo di rango massimo 2n, il toro complesso X = V/Λ ' Cn/Λ è detto una varietà
abeliana se è immergibile in uno spazio proiettivo PN(C) per un qualche N . La somma
su V induce una struttura di gruppo di Lie abeliano complesso su X. Un omomorﬁsmo
tra due tori complessi X e X ′ = V ′/Λ′ è una mappa olomorfa f : X → X ′ compatibile
con la struttura di gruppo. Un'isogenia di un toro complesso X in un toro complesso
X ′ è un omomorﬁsmo surgettivo X → X ′ con nucleo ﬁnito.
Osservazione 3.1.2. Un omomorﬁsmo X → X ′ è un'isogenia se e solo se è surgettivo
e dimX = dimX ′.
Proposizione 3.1.3. Sia h : X → X ′ una mappa olomorfa fra tori complessi.
(a) Esiste un unico omomorﬁsmo f : X → X ′ tale che h = th(0)f , dove tx è la
traslazione.
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Deﬁnizione 3.1.4. Dunque esiste un omomorﬁsmo iniettivo di gruppi abeliani:
ρa : Hom(X,X
′)→ HomC(V, V ′), f 7→ F
che sarà detto la rappresentazione analitica di Hom(X,X ′). La restrizione FΛ di F al
reticolo Λ è Z−lineare e otteniamo un omomorﬁsmo iniettivo:
ρr : Hom(X,X
′)→ HomZ(V, V ′), f 7→ FΛ
che sarà detto la rappresentazione razionale di Hom(X,X ′).
Dal momento che V è il rivestimento universale di X abbiamo che H1(X,Z) = Λ.
Sia λ1, ..., λ2n ∈ Λ una base di Λ, essa forma anche una base per lo spazio vettoriale
reale V . Siano x1, ..., x2n le coordinate reali duali su V e dx1, ..., dx2n le corrispondenti
1−forme su X, allora ∫
λi
dxj = δij dove δij è l'usuale δ di Kronecker, cioè H
1(X,Z) =
Z{dx1, ..., dx2n}. Quindi abbiamo due basi per la coomologia di X: la prima {dzα, dzα}
che riﬂette la struttura complessa, la seconda {dx1, ..., dx2n} che riﬂette la struttura
razionale. Sia λ1, ..., λ2n una base intera per Λ e e1, ..., en una base complessa per V ,





Diremo che una varietà abeliana X di dimensione n ammette una moltiplicazione
complessa se EndQ(X) = End(X)⊗Q contiene un sottoanello di dimensione 2n su Q.
Lemma 3.1.5. Il toro complesso X è algebrico se e solo se esiste una (1, 1)−forma
positiva chiusa che rappresenta una classe di coomologia razionale, una tale forma è
detta di Hodge. Inoltre X ha una forma di Hodge se e solo se ha una forma di Hodge
invariante.
Dimostrazione. Vedi [15]
Teorema 3.1.6 (Relazioni di Riemann I). Il toro complesso X è una varietà abeliana se
e solo se esiste una matrice intera antisimmetrica Q che soddisfa le seguenti condizioni:
1. tΠ ·Q−1 · Π = 0;
2. −itΠ ·Q−1 · Π > 0.
dove Π˜ = (Π,Π) è la matrice del cambiamento di base da {dzα, dzα} a {dxi}.
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tΠ ·Q · Π = 0











(tΠQΠ− tΠtQΠ) = 1
i
tΠQΠ
è hermitiana deﬁnita positiva.
Lemma 3.1.7. Se Q(, ) è una forma quadratica intera antisimmetrica su Λ = Z2n,








 δ1 0. . .
0 δn

e δi ∈ Z.
Dimostrazione. Vedi [15]
Teorema 3.1.8 (Relazioni di Riemann II). Il toro complesso X è una varietà abeliana
se e solo se esiste una base intera λ1, ..., λ2n di Λ e una base complessa e1, ..., en di V
tale che la matrice dei periodi è della forma Ω = (∆δ, Z) con Z simmetrica e ImZ
deﬁnita positiva. Una tale base è detta simplettica.
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Dimostrazione. Vedi [15]
Corollario 3.1.9. Se X è una superﬁcie abeliana allora la matrice dei periodi è della
forma (
1 0 α β
0 d β γ
)
con d ∈ N.
Valgono inoltre i seguenti teoremi:
Teorema 3.1.10. Sia X una varietà abeliana di dimensione n ed f ∈ M(X) non
degenere, allora esiste una n−upla (γ1, ..., γn) di vettori tale che le n funzioni
f(z + γ1), ..., f(z + γn)
sono analiticamente indipendenti.
Dimostrazione. Vedi [37] Cap.VIII.
Teorema 3.1.11. Se f1, ..., fn sono n funzioni algebricamente indipendenti in M(X)
di cui almeno una è non degenere e se f0 è un altro elemento di M(X), allora f0
soddisfa un'equazione polinomiale
A(f0, f1, ..., fn) = 0
il cui grado rispetto a f0 è limitato.
Dimostrazione. Vedi [37] Cap.VIII.
dai quali otteniamo:
Corollario 3.1.12. Il campo M(X) ha trascendenza n su C.
Riassumendo quanto visto ﬁnora abbiamo:
Teorema 3.1.13. Sia X un toro complesso di dimensione n, allora sono equivalenti:
1. X è una varietà abeliana;
2. Valgono le relazioni di Riemann;
3. Il campo delle funzioni meromorfe M(X) su X ha trascendenza n su C.
Proposizione 3.1.14.
(a) Un sottotoro complesso di una varietà abeliana è una varietà abeliana.
(b) Un toro complesso isogeno a una varietà abeliana è una varietà abeliana.
Dimostrazione. Vedi [3]
Osservazione 3.1.15. Ogni toro complesso di dimensione 1 (curva ellittica) è una
varietà abeliana. Per i tori di dimensione ≥ 2 è falso, cioè se Λ ⊂ C2 è generico,
allora C2/Λ non possiede alcuna funzione meromorfa.
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3.1.2 Criterio di Ruppert
Deﬁnizione 3.1.16. Sia Λ un reticolo in C2 che deﬁnisce una superﬁcie abeliana
A = C2/Λ, deﬁniamo una mappa alternante φ : Λ × Λ → C come φ(u, v) = u ∧ v =
det(u, v) = u1v2 − u2v1 dove u = t(u1, u2), v = t(v1, v2). Denoteremo ancora con φ la
sua estensione a ΛQ×ΛQ → C dove ΛQ = Λ⊗Q. Diremo che φ è iperbolica se esistono
due sottomoduli M,N di rango 2 in Λ tali che
(i) Λ =M ⊕N ;
(ii) φ|M×M = 0, φ|N×N = 0.
In altre parole φ è iperbolica se esiste una Z−base e1, f1, e2, f2 di Λ tale che φ(e1, f1) =
φ(e2, f2) = 0. Analogamente diremo che φ è iperbolica su Q se esiste una Q−base
e1, f1, e2, f2 di ΛQ tale che φ(e1, f1) = φ(e2, f2) = 0.
Osservazione 3.1.17. Un cambiamento di coordinate in C2 cambia φ per una costante
moltiplicativa, infatti per un G ∈ GL4(C) abbiamo det(Gu,Gv) = |G| · det(u, v).
Criterio 3.1.18. Una superﬁcie abeliana A = C2/Λ è isomorfa ad un prodotto di
curve ellittiche se e solo se φ è iperbolica. A è isogena ad un prodotto se e solo se φ è
iperbolica su Q.
Dimostrazione.
⇒ Supponiamo che A sia isomorfa ad un prodotto di curve ellittiche, allora esistono
G ∈ GL2(C) e T ∈ GL4(Z) tali che per la matrice dei periodi Π di A si abbia:
G · Π · T =
(
1 α 0 0
0 0 1 β
)
≡ E,
per cui dopo un cambiamento di coordinate possiamo assumere che Λ sia gene-
rato dalle colonne e1, e2, e3, e4 della matrice E. Da questo segue che φ(e1, e2) =
φ(e3, e4) = 0 e quindi φ è iperbolica.
⇐ D'altro canto supponiamo che Λ abbia una base e1, ..., e4 con φ(e1, e2) = φ(e3, e4) =
0, allora esistono α, β ∈ C∗ tali che e2 = αe1 e e4 = βe3. Dunque(









)( 1 α 0 0
0 0 1 β
)
,
così A è isomorfa a un prodotto.
Il caso in cui A è isogena a un prodotto se e solo se φ è iperbolica su Q può essere
dimostrato nello stesso modo.
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Deﬁnizione 3.1.19. Scegliamo una Z−base c1, ..., cr dello Z−modulo generato dai
valori di φ, chiameremo rango di φ la dimensione r di questo Z−modulo. Possiamo
decomporre φ in φ(u, v) = φ1(u, v)c1 + ...+ φr(u, v)cr dove φi : Λ× Λ→ Z sono forme
alternanti, parleremo dunque di insieme iperbolico {φ1, ..., φr} di forme alternanti.
Osservazione 3.1.20. Il rango di φ ≥ 2 altrimenti Λ non sarebbe un reticolo in
C2, inoltre φ ≤ 6 in quanto il rango di Λ è 4. Per il Corollario 3.1.9 i valori di
φ stanno in Q + Q · α + Q · β + Q · γ + Q · (αγ − β2), per cui il rango di φ è ≤
5. Se φ è iperbolica con φ(e1, f1) = φ(e2, f2) = 0, allora i valori di φ stanno in
Z · φ(e1, e2) + Z · φ(e1, f2) + Z · φ(f1, e2) + Z · φ(f1, f2) e dunque il rango di φ è ≤ 4.
Studiamo dunque i casi in cui il rango di φ è 2, 3 o 4.
Caso rankφ = 2
Proposizione 3.1.21. Se rankφ = 2 allora φ è iperbolica.
Dimostrazione. Possiamo assumere che φ sia data da due matrici 4 × 4 alternanti
A = (aij) e B = (bij) con elementi appartenenti a Z. Il nostro obiettivo è quello di
trasformare A e B in modo tale che a12 = a34 = b12 = b34 = 0. Trasformiamo A in
modo tale che (vedi [6], 5, n.1, Teorema 1):
A =

0 0 a 0
0 0 0 da
−a 0 0 0
0 −ad 0 0

Consideriamo dunque solo le trasformazioni della forma:
T1 =

1 0 x1 dx2
0 1 x2 x3
0 0 1 0
0 0 0 1
 , T2 =

0 0 −1 0
0 y1 0 z1
1 0 0 0
0 y2 0 z2
 ,
con y1z2 − y2z1 = 1. T1 e T2 sono elementi di SL4(Z) e trasformano A in se stessa,
quindi considereremo solo B d'ora in avanti.
Se B˜ = tT2BT2, allora b˜12 = −b23y1 + b34y2, così se scegliamo y1, y2 in modo
appropriato otteniamo b˜12 = 0. Vediamo un algoritmo che ci permetta di avere b34 = 0,
consideriamo due tipi di trasformazione:
Tipo I.
B˜ = tT1BT1 =

0 0 b13 b14
0 0 b23 b24
−b13 −b23 0 b˜34
−b14 −b24 −b˜34 0

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con b˜34 = b34 + b14x1 + (b24 − db13)x2 − b23x3.
Tipo II. Scegliamo y1, y2 relativamente primi tali che b23y1 = b34y2 e z1, z2 tali che
y1z2 − y2z1 = 1, allora





0 0 b14y2 b24






(1) Se b34 = 0 abbiamo ﬁnito.
(2) Se b34 6= 0, ma b14 = 0, allora possiamo applicare una trasformazione di Tipo II e
prendere b˜34 = 0 e abbiamo ﬁnito.
(3) Se b14, b34 6= 0, procediamo riducendo |b14|: partiamo da B, applichiamo una tra-
sformazione di Tipo I con |b˜34| < |MCD(b14, b24−db13, b23)|, quindi in particolare
|b˜34| < |b14|. Applichiamo dunque una trasformazione di Tipo II a B˜ ottenendo
Bˆ con |bˆ14| = | b˜34y1 | ≤ |b˜34| < |b14|, dopo un numero ﬁnito di passaggi ci ritroviamo
nei casi (1) e (2).
Corollario 3.1.22. Se una superﬁcie abeliana A è isogena a E1 × E2, dove E1 ed E2
sono curve ellittiche isogene con moltiplicazione complessa, allora A è isomorfa ad un
prodotto di curve ellittiche.
Dimostrazione. L'ipotesi che E1, E2 siano curve ellittiche isogene con moltiplicazione
complessa ci dice che possiamo supporre che le matrici dei periodi di E1 e E2 sono
(1 ω1) e (1 ω2) dove ω1, ω2 sono elementi dello stesso campo Q(
√−m), dunque
possiamo prendere la matrice dei periodi di A:(
1 ω1 0 0
0 0 1 ω2
)
· T
dove T appartiene a M4(Z). Da questo segue immediatamente che la nostra mappa φ
assume valori in Q(
√−m) e per questo ha rango 2. Per la proposizione precedente φ
è iperbolica e il criterio ci fornisce il risultato cercato.
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Caso rankφ > 2
Siano φ1, ..., φr forme alternanti linearmente indipendenti su Λ = Z4 (il caso su Q o su
C può essere trattato in modo simile). Per quanto abbiamo già osservato restringiamoci
al caso 2 ≤ r ≤ 4. Dunque il problema adesso è se possiamo trovare due sottomoduli
M,N di Λ di rango 2 tale che Λ = M ⊕N e φi |M×M= 0, φi |N×N= 0 per i = 1, ..., r.
Procediamo in tre passi:
(1) Tramite le coordinate di Plücker i sottomoduli di rango 2 di Λ = Z4 corrispon-
dono biiettivamente ai punti della quadrica di Plücker in P(∧2Λ) = P5: se
M = Z(p0, ..., p3)t + Z(q0, ..., q3)t allora le xij = piqj − pjqi sono le coordinate
di Plücker di M e pi(M) := (x01 : x02 : x03 : x12 : x13 : x23) è il corrispondente
punto sulla quadrica di Plücker X01X23 −X02X13 +X03X12 = 0.
(2) D'altra parte M ⊕N = Λ è veriﬁcata su Z se e solo se vale su Q e su Fp per tutti i
primi p; tramite le cooordinate di Plücker questo si esprime dicendo che la curva
congiungente pi(M) e pi(N) non è contenuta nella quadrica di Plücker su Q e su
Fp per tutti i primi p.
(3) Se φ è una forma alternante su Λ possiamo associargli una forma lineare l(φ) su
P(∧2Λ) = P5 tale che:
φ|M×M = 0⇔ l(φ)(pi(M)) = 0
In modo più esplicito, se M = Z(p0, ..., p3)t + Z(q0, ..., q3)t con le coordinate di
Plücker xij = piqj−pjqi e φ è descritta da una matrice antisimmetrica A = (aij),
allora:






per questo abbiamo l(φ) =
∑
i<j aijXij.
Riassumendo le forme alternanti φi, i = 1, ..., r determinano uno spazio proiettivo P5−r
in P5 dato dalle equazioni l(φ1) = ... = l(φr) = 0. Restringiamo la quadrica di Plücker
a questo spazio lineare e chiamiamola Q, allora vale:
Proposizione 3.1.23. Il sistema {φ1, ..., φr} è iperbolico se e solo se ci sono punti
razionali P1, P2 ∈ Q tale che valgono:
(1) P1 6= P2 e la linea g che congiunge P1 e P2 non è contenuta in Q.
(2) Per ogni primo p vale la (1) modulo p.
Il sistema {φ1, ..., φr} è iperbolico su Q se e solo se ci sono punti razionali P1, P2 ∈ Q
tale che valga (1).
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A questo punto il caso in cui il rango è 4 diventa facile da studiare in quanto ci
dà una quadrica in P1, cerchiamo dunque di approfondire il caso in cui il rango è 3,
dove abbiamo una quadrica Q in P2 con coordinate (z0 : z1 : z2) data da un polinomio






, se la quadrica
Q è singolare, cioè det(M) = 0, sono possibili due casi:
(1) Q ha il solo punto singolare che è razionale, allora {φ1, φ2, φ3} non è iperbolica e
nemmeno lo è su Q.
(2) Q si scompone su Z in due curve, q = l1 · l2, allora {φ1, φ2, φ3} è iperbolica se e
solo se le curve l1 e l2 sono diverse modulo ogni primo p, in tal caso infatti basta
prendere un punto P1 su l1, che non stia su l2 e un punto P2 su l2, che non stia
su l1 e applicare la proposizione precedente.
Resta il caso in cui Q non è singolare su Q, per il quale vale:
Corollario 3.1.24. Se Q è non singolare su Q (detM 6= 0), allora il sistema {φ1, φ2, φ3}




3.2.1 Richiami di Teoria
Deﬁnizione 3.2.1. Sia X una curva non singolare di genere g su C, indicheremo con
H0(ωX) lo spazio vettoriale su C di dimensione g delle 1-forme olomorfe suX. Il gruppo
di omologia H1(X,C) è un gruppo abeliano libero di rango 2g. Per semplicità useremo
la stessa notazione per gli 1−cicli topologici su X e le loro relative classi di omologia
in H1(X,C). Per il teorema di Stokes ad ogni elemento γ ∈ H1(X,C) si associa in un
modo canonico una forma lineare sullo spazio H0(ωX), che denotiamo ancora con γ:




Lemma 3.2.2. La mappa canonica
H1(X,Z)→ H0(ωX)∗ = Hom(H0(ωX),C)
è iniettiva.
Dimostrazione. Vedi [3]
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Grazie al lemma precedente sappiamo che H1(X,Z) è un reticolo in H0(ωX) e lo
spazio quoziente J(X) := H0(ωX)
∗/H1(X,Z) è un toro complesso di dimensione g, che
chiameremo varietà jacobiana o semplicemente jacobiana di X. Notiamo che J(X) = 0
per g = 0, quindi supporremo in seguito g ≥ 1. Per descrivere J(X) nei termini della
matrice dei periodi scegliamo una base λ1, ..., λg di H1(X,Z) e ω1, ..., ωg di H0(ωX). Sia
l1, ..., lg la base duale di ω1, ..., ωg di H
0(ωX)
∗, cioè li(ωj) = δij. Consideriamo λi come




















è la matrice dei periodi di J(X).
Proposizione 3.2.3. Sia X una curva algebrica non singolare, allora la sua jacobiana
J(X) è una varietà abeliana. Inoltre i cicli λ1, ..., λg formano una base simplettica per
il reticolo H1(X,Z) in H0(ωX)∗.
Dimostrazione. Vedi [3]
Teorema di Abel-Jacobi
Lo scopo del Teorema di Abel-Jacobi è quello di classiﬁcare le applicazioni razionali di
una curva algebrica non singolare X nelle varietà abeliane. Per far questo iniziamo con
il restringere la nostra indagine alle applicazioni che mandano un punto ﬁssato x0 ∈ X
nell'identità del gruppo, eventualmente useremo le traslazioni all'arrivo. Sia g ≥ 0 il
genere della curva X, sia ω = (ω1, ..., ωg) una base dello spazio dei diﬀerenziali olomorﬁ
su X, deﬁniamo la funzione di Abel φ : X 7→ Cg/Γ, dove Γ = {∫
γ
ω : γ ∈ pi1(X, x0)}
è il sottogruppo dei periodi simultanei di ω, integrando ω a partire da x0. Abbiamo
diviso per il sottogruppo dei periodi simultanei per eliminare la polidromia dovuta
alla dipendenza dell'integrazione dal percorso rispetto al quale si integra. Ovviamente
possiamo estendere tale funzione per linearità al gruppo dei divisori D(X).
Deﬁnizione 3.2.4. Sia X una varietà diﬀerenziabile complessa, ω1 e ω2 due 1-forme
diﬀerenziali complesse chiuse deﬁnite su di essa tali che ω1 ∧ ω2 = 0 e γ : [0, 1] → X
un cammino continuo. Consideriamo il rivestimento universale X˜ di X, i rispettivi
sollevamenti ω˜1, ω˜2 delle forme considerate e il sollevamento γ˜ dell'arco dato. Dal
momento che X˜ è semplicemente connesso esiste una primitiva f˜1 di ω˜1 determinata
univocamente dalla condizione f˜1(γ(0)) = 0. Deﬁniamo allora l'integrale iterato di
ω1, ω2 lungo γ come l'integrale
∫
γ
f˜1ω˜2 e lo indicheremo con ω1 ∗ ω2[γ]. Data una




CAPITOLO 3. TORI COMPLESSI 42
Teorema 3.2.5 (Dipendenza Omotopica). L'integrale iterato dipende solo dalla classe
di omotopia a estremi ﬁssi dell'arco lungo cui integro.
Dimostrazione. Basta osservare che per il teorema di monodromia ogni omotopia ad
estremi ﬁssi di γ si solleva ad una omotopia ad estremi ﬁssi di γ˜ e inoltre la forma f˜1ω˜2
è chiusa visto che il suo diﬀerenziale ω˜1 ∧ ω˜2 = 0, dal momento che è il sollevato di
ω1 ∧ ω2.
Formule Notevoli
Sia X una varietà diﬀerenziabile connessa, ω1, ω2 due 1-forme chiuse su essa tali che
ω1 ∧ ω2 = 0 e siano α, β due archi continui in X con α(1) = β(0), in modo da deﬁnire
il loro prodotto. Indicheremo con f˜1, f˜2 le primitive di ω˜1, ω˜2. Valgono:
1. ω1 ∗ ω2[α ∗ β] = ω1 ∗ ω2[α] + ω1[α]ω2[β] + ω1 ∗ ω2[β]
infatti basta calcolare il primo membro utilizzando f˜1 + ω1[α].
2. ω1 ∗ ω2[α−1] = −ω1 ∗ ω2[α] + ω1[α]ω2[α]
basta porre nella uguaglianza precedente β = α−1.
3. ω1 ∗ ω2[α] + ω2 ∗ ω1[α] = ω1[α]ω2[α]




d(f˜1f˜2) = f˜1(α(1))f˜2(α(1))− 0 = ω1[α]ω2[α].
4. ω1 ? ω2[α
−1] = ω2 ∗ ω1[α]
utilizzando la (2) e (3). Supponiamo che β sia chiuso in modo che è deﬁnito
α ∗ β ∗ α−1:
5. ω1 ∗ ω2[α ∗ β ∗ α−1] = ω1 ∗ ω2[β] + ω1[α]ω2[β]− ω1[β]ω2[α]
utilizzando le uguaglianze precedenti.
Consideriamo adesso α, β chiusi con la stessa origine:
6. ω1 ∗ ω2[α ∗ β ∗ α−1 ∗ β−1] = ω1[α]ω2[β]− ω1[β]ω2[α]




i=1 ω1 ∗ ω2[αi, βi] =
∑n
i=1 [ω1[αi]ω2[βi]− ω1[βi]ω2[αi]]
se α appartiene al sottogruppo dei commutatori del gruppo fondamentale di X si
ha ω[α] = 0 per ogni forma chiusa ω, in particolare dalla (1) segue che ω1 ∗ ω2[ ]
ristretta al sottogruppo generato dai commutatori è un omomorﬁsmo a valori
complessi.
Teorema 3.2.6 (Abel). Due divisori D1, D2 di una curva algebrica X sono linearmente
dipendenti se e solo se hanno lo stesso grado e stessa immagine per φ.
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Dimostrazione. In un verso è semplice mentre nell'altro avremo bisogno di più lavoro.
⇒ Siano D1, D2 due livelli della stessa funzione meromorfa f , si vede facilmente come
l'applicazione composta che associa a λ ∈ P1(C) l'immagine tramite la φ del
divisore di f su λ, ovvero φ((f)λ) è un'applicazione olomorfa da P1(C) in Cg/Γ.
Dal momento che il P1(C) è semplicemente connesso e compatto si solleva ad
un'applicazione costante in Cg.
⇐ Supponiamo che D1, D2 abbiano lo stesso grado e stessa immagine φ(D1) = φ(D2),
per ottenere la tesi voluta basterà far vedere che se D(= D1−D2) è un divisore di
grado zero e φ(D) = 0 allora esiste una funzione meromorfa f tale che (f) = D.
Se una tale f esiste allora la forma ψ = df/f è una forma meromorfa tale che:
1. ψ ha solo poli del primo ordine e detto pi uno di essi il residuo della forma
in pi è l'intero ni che compare in D;
2. per ogni curva chiusa γ in X che non passa per il supporto di D si ha∫
γ
ψ ∈ 2piiZ, basta osservare che la forma non è nient'altro che una ripara-
metrizzazione della forma 1/z.
Viceversa se esiste una ψ che veriﬁca i punti precedenti allora la funzione exp (
∫
ψ)
è ben deﬁnita su X ed è una funzione meromorfa di divisore D.
Dunque per completare la dimostrazione del teorema non ci resta che:
A. Mostrare che esiste una ψ che veriﬁca il punto 1:
Prendiamo due punti p, q ∈ X e consideriamo lo spazio L(K + p + q),
applicando il Teorema di Riemann-Roch al divisore −p − q otteniamo 0 ≤
l(−p−q) = −2+1−g+l(K+p+q) ossia l(K+p+q) ≥ g+1. Dal momento che
i diﬀerenziali privi di poli formano uno spazio di dimensione g, deve esistere
almeno una ψ ∈ L(K + p + q) che ha qualche polo e necessariamente di
ordine 1 e posizionati in p e/o in q. Visto che la somma dei residui di un
diﬀerenziale è nulla, tale ψ avrà polo semplice sia in p che in q e in essi
i residui uno l'opposto dell'altro. Eventualmente moltiplicando ψ per una
costante, possiamo supporre che tali residui siano +1 e −1. Sia D =∑npp
un divisore di grado zero, ﬁssato un punto q ∈ X, per p ∈ X sia ψp la
1-forma costruita come sopra per p, q e si ha che D =
∑
np(p − q) e che
ψ =
∑
npψp è la forma cercata che veriﬁca la seconda proprietà.
B. Mostrare che si può aggiungere a una tale ψ un diﬀerenziale olomorfo che
dunque non modiﬁca la veridicità di 1., in modo tale che sia soddisfatto
anche 2.:
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Tramite una proiezione generica di X in P1(C) possiamo costruire un arco
analitico reale e semplice σ : [0, 1] → X che passa per tutti i punti del
supporto di D. Un tale σ induce un biolomorﬁsmo tra un intorno chiuso
convesso di [0, 1] in C con frontiera analitica regolare e un U ⊂ X nel
cui interno contiene il supporto di D. Sappiamo che il pi1(X − U, ∗) ha
un sistema libero di generatori α1, ..., αg, β1, ..., βg tali che il bordo c di U
parametrizzato in senso antiorario sia omotopo al prodotto dei commutatori
[α1, β1], ..., [αg, βg]. Indichiamo ancora con ω il vettore di componenti le 1-
forme ω1, ..., ωg della base ﬁssata e con Ω la matrice complessa (2g×g) avente
per righe periodi di ω su tali generatori. Essa ha rango g e le sue colonne
generano un sottospazio H di dimensione g in C2g. Consideriamo su C2g la
forma antisimmetrica deﬁnita da < x, y >= xty − ytx con (x, y) ∈ Cg × Cg
e la struttura complessa J(x, y) = (−y, x). Dal momento che le ωi sono
olomorfe su X ed essendo c contrattile con le formule sugli integrali iterati
otteniamo che H è ortogonale a se stesso per <,> e visto che la forma non
è degenere H deve coincidere quindi con il proprio ortogonale. Le stesse
formule ci dicono che
∫
c
ω ∗ ψ = ΩJP(ψ) dove P(ψ) è il vettore dei periodi
di ψ. Il primo membro appartiene per ipotesi a 2pii volte un elemento
del gruppo dei periodi, dunque esiste un vettore m a componenti intere
tale che 2piiΩm = ΩJP(ψ), che possiamo scrivere ΩJ(P(ψ) + 2piiJm) =
0, per cui P(ψ) + 2piiJm ∈ H e dunque esistono λ1, ..., λg ∈ C per cui
ψ + λ1ω1 + ...+ λgωg ha tutti i periodi in 2piiZ.
Deﬁnizione 3.2.7. Indichiamo con D0(X) ⊂ D(X) il sottogruppo dei divisori di grado
zero e DP (X) ⊂ D0(X) il sottogruppo dei divisori principali; il quoziente Pic(X) :=
D0(X)/DP (X) è detto il gruppo di Picard di X. Considereremo inoltre il sottogruppo
Pic0(X) := D0/DP (X) di Pic(X).
Teorema 3.2.8 (Abel-Jacobi). Se è X una superﬁcie di Riemann compatta, allora la
funzione di Abel
φ : Pic0(X)→ J(X)
è un isomorﬁsmo.
Dimostrazione. Vedi [13].
Teorema 3.2.9 (Proprietà Universale della Jacobiana). Sia Y una varietà abeliana e
φ : X → Y una mappa razionale, allora esiste un unico omomorﬁsmo φ˜ : J(X) → Y
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dove αx : X → J(X) è la mappa di Abel-Jacobi rispetto a punto x e il morﬁsmo
(t−φ(x)φ)g : Xg → Y è deﬁnito da
(t−φ(x)φ)g(p1 + ...+ pg) = φ(p1) + ...+ φ(pg)− gφ(x).
Dimostrazione. Vedi [3]
3.3 Tori Semplici
Deﬁnizione 3.3.1. Siano X1 e X2 tori complessi, un'estensione di X2 per X1 è una
sequenza esatta di tori complessi:
e : 0→ X1 ι→ X p→ X2 → 0.
Sia e : 0→ X1 → X ′ → X2 → 0 una seconda estensione di X2 per X1. Le estensioni
e e e′ sono isomorfe se esiste un isomorﬁsmo f : X → X ′ che rende commutativo il
seguente diagramma:










0 // X1 // X ′ // X2 // 0
Sia X un toro complesso e X1 un suo sottotoro. Un complemento di X1 in X è un
sottotoro Y di X tale che la mappa µ : X1 × Y → X data dalla somma è un'isogenia.
In questo caso X1 è detto un fattore di X.
Proposizione 3.3.2. Sia X1 un sottotoro di un toro complesso X, mentre X2 = X/X1
e e : 0 → X1 → X p→ X2 → 0 l'estensione associata, allora le seguenti aﬀermazioni
sono equivalenti:
(a) X1 è un fattore di X;
(b) X è isogena a X1 ×X2;
(c) esiste un omomorﬁsmo g : Z → X di tori complessi tale che la composizione
pg : Z → X2 è un'isogenia.
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Dimostrazione. Vedi [4]
Deﬁnizione 3.3.3. Un'estensione 0 → X1 → X → X2 → 0 di tori complessi è chia-
mata estensione di Shafarevich se il sottotoro X1 di X non ammette un complemento
in X.
Corollario 3.3.4. Per ogni coppia di tori complessi X1 e X2 di dimensione positiva
tutte le estensioni sono estensioni di Shafarevich.
Dimostrazione. Vedi [4]
Deﬁnizione 3.3.5. Un toro complesso X di dimensione g non nullo è detto semplice
se 0 e X sono i soli sottotori complessi di X. Diremo che X è un toro indecomponibile
se non è isogeno ad un prodotto di tori complessi non nullo.
Osservazione 3.3.6. Se X è semplice, allora X è indecomponibile.
Il viceversa non è vero, per questo sarà suﬃciente il seguente esempio.
Esempio 3.3.7. Sia X un toro complesso e e : 0→ X1 → X →p X2 → 0 un'estensione
di Shafarevich con X1, X2 tori semplici, allora X1 è il solo sottotoro complesso non
banale di X. In particolare X non è isogeno al prodotto di tori complessi non nulli,
infatti supponiamo che Y 6= 0 sia un sottotoro di X, dal momento che il toro X2 è
semplice, l'immagine p(Y ) o è 0 o è X2; nel primo Y = X1, mentre nel secondo caso
Y ∩X1 non può essere ﬁnito dal momento che e è un estensione di Shafarevich, quindi
Y ∩X1 = X1, che implica Y = X.
Teorema 3.3.8 (Completa Riducibilità di Poincaré). Sia X una varietà abeliana,
esiste un'isogenia
X → Xn11 × ...×Xnrr
con Xν varietà abeliane semplici non isogene tra loro. Inoltre le varietà abeliane Xν e
gli interi nν sono unicamente determinati a meno di isogenie e permutazioni.
Dimostrazione. Vedi [3]
Corollario 3.3.9. Sia X una curva algebrica non singolare, J(X) è semplice se e solo
se è indecomponibile.
3.3.1 Il Metodo di Bolza
Data una curva algebrica proiettiva X di genere g risulta in generale diﬃcile calcolare
la matrice dei periodi della sua jacobiana J(X), ma nel caso in cui il suo gruppo di
automorﬁsmi si suﬃcientemente grande possiamo applicare un metodo dovuto a Bolza
[5]. Supponiamo di avere un automorﬁsmo ϕ : X → X, per la Proprietà Universale
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della Jacobiana 3.2.9 esiste un unico automorﬁsmo ϕ˜ di J(X) tale che per ogni c ∈ X











Scegliamo una base simplettica λ1, ..., λg, µ1, ..., µg del reticolo H1(X,Z) e una base
ω1, ..., ωg di H
0(ωX) tale che la corrispondente matrice dei periodi è della forma Ω =
(Z, Ig) con Z simmetrica e ImZ deﬁnita positiva. Dato un anello commutativo R con













evidentemente la rappresentazione razionale dell'omomorﬁsmo ϕ˜ è data da una matrice
M ∈ Sp2g(Z), in quanto è la rappresentazione dei cicli che formano la base simpletica
trasformata in funzione di quella di partenza.
Chiaramente, detto Γ il reticolo dato dalla matrice dei periodi, l'automorﬁsmo
ϕ deve essere tale che per ogni γ ∈ Γ esiste δ ∈ Γ per cui ϕ(z + γ) = ϕ(z) + δ
indipendentemente da z, da cui ∂ϕ
∂zi
(z + γ) = ∂ϕ
∂zi
(z). Dunque ϕ deve essere lineare e
deve trasformare Γ in se stesso, cioè detta A la matrice che rappresenta ϕ applicata alla
matrice dei periodi fornisce una nuova matrice dei periodi ottenuta tramite una matrice







∈ G1g = Sp2g(Z)
della rappresentazione razionale di ϕ˜ e A ∈ Mg(C) della rappresentazione ana-
litica di ϕ˜ rispetto alle basi considerate devono veriﬁcare A(Z, Ig) = (Z, Ig)
tM o
equivalentemente:
Z = (αZ + β)(γZ + δ)−1, A = t(γZ + δ)
Supponiamo che X ammetta un rivestimento X → P1 tale che ϕ derivi da un
automorﬁsmo di P1. Realizzando il rivestimento come una superﬁcie di Riemann
concreta grazie ad un sistema canonico di tagli, si può determinare l'azione di ϕ su
pi1(J(X)) = H1(X,Z), cioè calcolare tM . Ricordiamo che un sistema canonico di tagli
è dato dal tagliare P1 lungo i segmenti congiungenti i punti di ramiﬁcazione e prendere
tante copie del P1 quanto è il grado del rivestimento, in questo modo è possibile studia-
re i cicli che formano la base della jacobiana prendendo dei lacci che girano intorno ai
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tagli, rispettando la monodromia. Inoltre supponiamo che X sia deﬁnita da un'equa-
zione in P2 ed esplicitiamo una base di H0(ωX) nei termini di questa equazione, tale che
la rappresentazione analitica A˜ di ϕ˜ rispetto a questa base può essere calcolata. Dal
momento che A e A˜ sono matrici equivalenti questa ci fornisce gli autovalori di A e il
suo determinante. Da queste informazioni otteniamo delle restrizioni su Z. Nel caso in
cui abbiamo una sola curva X con un gruppo di automorﬁsmi dato, questa procedura
può essere suﬃciente per determinare la matrice dei periodi di J(X). Vedremo nella
prossima sezione un esempio concreto che chiarirà quanto appena detto.
3.3.2 Una Varietà Jacobiana Semplice
Consideriamo la curva algebrica y2 = x(x5 − 1) vogliamo calcolare la matrice dei
periodi della sua jacobiana, usiamo il metodo di Bolza. I punti di ramiﬁcazioni sono
0, 1, , 2, 3, 4 dove  = e
2pii
5 . Consideriamo l'automorﬁsmo della curva
φ :
x 7→ x′ = x
y 7→ y′ = −y
la matrice di intersezione dei a, b, c, d con i trasformati a′, b′, c′, d′ è:
1 0 −1 −1
−1 1 0 0
0 0 1 1
0 0 0 −1

da cui otteniamo che la matrice della mappa razionale ρr(φ˜) è:
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
0 0 −1 −1
0 0 0 −1
1 0 −1 −1
−1 1 0 0

mentre la matrice A˜ = diag(−,−2) con detA = det ρa(φ˜) = det(A˜) = 3, da cui
otteniamo la matrice dei periodi:
Π :
( − −3 − 1 1 0
−3 − 1 3 − 2 0 1
)
Indichiamo con e1, e2, e3, e4 le colonne di Π, consideriamo la forma alternante α :
Λ × Λ → C con α(u, v) = det(u, v). Calcoliamo α su Λ e otteniamo α(e1, e2) =
2, α(e1, e3) = 
3+1, α(e1, e4) = −, α(e2, e3) = 2−3, α(e2, e4) = 1, α(e3, e4) = −3−1,
per cui lo Z−modulo libero generato dall'immagine α(Λ,Λ) è Z+Z()+Z(2)+Z(3),
dunque il rankα = 4. Possiamo dunque decomporre la forma α(u, v) = α1(u, v) +
α2(u, v)+ α3(u, v)
2 + α4(u, v)
3 dove le forme sono intere α : Λ×Λ→ Z. Le matrici
antisimmetriche che rappresentano le forme alternanti sono:
Mα =

0 2 3 + 1 −
−2 0 2 − 3 1
−3 − 1 −2 + 3 0 −2 − 1




0 0 1 0
0 0 0 1
−1 0 0 −1
0 −1 1 0
+

0 0 0 −1
0 0 0 0
0 0 0 0




0 1 0 0
−1 0 1 0
0 −1 0 0
0 0 0 0
 · 2+

0 0 1 0
0 0 −1 0
−1 1 0 −1
0 0 1 0
 · 3
Da questa decomposizione otteniamo
X02 +X13 −X23 = 0
X03 = 0
X01 +X12 = 0
X02 −X12 −X23 = 0
che ristrette alla quadrica di Plucker X01X23 − X02X13 + X03X12 = 0 ci danno
X201 = 0, da cui segue che per ogni coppia di punti razionali su di essa anche la retta
congiungente i due punti vi appartiene. La forma alternante non è iperbolica, dunque
per il criterio di Ruppert e il Corollario 3.3.9 la jacobiana della curva data è semplice.
Capitolo 4
Gruppi Propriamente Discontinui
Siamo interessati a studiare l'azione di particolari sottogruppi discreti di PSL(2,R),
chiamati fuchsiani, sul semipiano di Poincaré H, in modo da ottenere un rivestimento
ramiﬁcato della sfera P1(C). Per questo introdurremo la teoria dei gruppi propriamente
discontinui di cui essi fanno parte.
4.1 Linearizzazione dell'azione locale
Sia X una varietà complessa e G×X → X sia un'azione eﬀettiva propriamente discon-
tinua e che sia olomorfa, nel senso che per ogni g ∈ G l'omeomorﬁsmo x 7→ g(x) sia un
biolomorﬁsmo. Sia x ∈ X, ogni elemento g ∈ Gx induce un automorﬁsmo dell'anello
locale O di X in x che manda ogni potenza dell'ideale massimale m di O in se stesso
ed induce quindi un automorﬁsmo dello spazio vettoriale m/m2, la cui trasposta è un
automorﬁsmo dello spazio tangente T = (m/m2)∗ ad X. Questo descrive un omomor-
ﬁsmo d da Gx in Gl(T ) il quale non è altro che l'operatore che ad ogni g ∈ Gx associa
il suo diﬀerenziale dg(x) in x.
Proposizione 4.1.1. L'omomorﬁsmo d : Gx → Gl(T ) è iniettivo.
Dimostrazione. Dal momento che Gx è ﬁnito basta far vedere che se φ è un automor-
ﬁsmo periodico dell'anello locale O il cui diﬀerenziale è l'identità allora φ è l'identità.
Infatti se la iterata r−esima di φ è l'identità, un semplice calcolo diretto mostra che
tutti i diﬀerenziali di φ successivi al primo sono nulli (supposto che φ coincida con
l'identità ﬁno all'ordine p, si cosiderino i jets d'ordine p + 1, quindi φ(t) = t + atp+1.
Se φ ha ordine n si deve avere na = 0).
Corollario 4.1.2. Se X ha dimensione 1, ogni Gx è ciclico abeliano.
Dimostrazione. Infatti per la proposizione precedente si identiﬁca ad un sottogruppo
del gruppo moltiplicativo degli scalari non nulli da cui la tesi.
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Proposizione 4.1.3. Sia φ un automorﬁsmo di una superﬁcie di Riemann X di pe-
riodo ﬁnito n e sia x un suo punto ﬁsso. Esiste allora una coordinata locale t su X
di centro x per la quale φ è espressa dalla moltiplicazione per una radice primitiva
n−esima dell'unità.
Dimostrazione. Sia z una coordinata locale in x e sia f = Πni=1φ
i(z) il prodotto di tutte
le trasformate della funzione z per gli elementi del gruppo generato da φ. Esiste una
funzione t tale che tn = f : infatti f come prodotto di funzioni nulle al primo ordine
si annulla di ordine n ed è f = zng con g invertibile, esiste allora una h invertibile
tale che hn = g cosicchè t = zh è una radice n−esima di f . Tale t si annulla al primo
ordine ed è quindi una coordinata locale in x. Siccome f è invariante per l'azione di φ,
la funzione φ(t) sarà ancora una radice n−esima di f e quindi del tipo ωt con ω una
radice n−esima dell'unità. Quindi in termini della coordinata t la φ è la moltiplicazione
per ω e dovendo avere periodo n tale ω sarà una radice primitiva.
4.2 Gruppi Propriamente Discontinui
Deﬁnizione 4.2.1. Nel seguito G è un gruppo topologico e G × X → X un'azione
eﬀettiva di esso su uno spazio topologico X che sia continua per le topologie di G e
X. Ogni sottogruppo H ⊂ G induce una relazione di equivalenza su X, precisamente
x ∼ y se e solo se y = h(x) per qualche h ∈ H; indicheremo con X/H lo spazio
topologico quoziente per tale relazione e con p = pH la proiezione diX in tale quoziente.
Ricordiamo che se ∼ è una relazione di equivalenza su uno spazio topologico X, i
sottoinsiemi di X/∼ si identiﬁcano con i sottoinsiemi saturi di X ossia agli A ⊂ X tali
che se x ∈ A e x ∼ y allora y ∈ A; in tale corrispondenza gli aperti e i chiusi di X/∼
si identiﬁcano ai sottoinsiemi saturi di X che sono rispettivamente aperti o chiusi.
Osservazione 4.2.2. Nel caso del quoziente per l'azione di un gruppo di omeomorﬁsmi
H, un insieme A è saturo se e solo se per ogni punto x che contiene, esso contiene
anche tutta la sua orbita H(x) = {h(x) : h ∈ H}; l'immagine di un sottoinsieme
U ⊂ X in X/H viene così ad essere identiﬁcata con l'insieme saturo dato dall'unione
di tutti i trasformati di U per gli elementi di H. Se U è aperto anche il suo saturato
lo è e ciò signiﬁca che la mappa quoziente p : X → X/H è aperta.
Si noti che la topologia di X/G non dipende dalla topologia esistente su G; in eﬀetti
questa potrebbe sempre essere sostituita con la topologia discreta e niente cambierebbe.
Nei casi di interesse geometrico X non è solo uno spazio topologico, ma ha qualche
altra struttura che vogliamo essere conservata da G, ad esempio di tipo metrico oppure
una struttura di varietà complessa, ciò porta a poter considerare su esso una topologia
naturale rispetto alle strutture ﬁssate su X.
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Osservazione 4.2.3. Se X è una varietà riemanniana, il gruppo degli automorﬁsmi
che la conservano, ossia quello delle isometrie, ha una struttura naturale di gruppo di
Lie.
Supponiamo che X sia localmente omeomorfo ad un cono su uno spazio compatto
e che sia a base numerabile (si può dimostrare che ogni sottoinsieme X di uno spazio
euclideo che sia deﬁnibile localmente da eguaglianze analitiche soddisfa tale ipotesi).
Diremo che un sottogruppo H di un gruppo G con la topologia discreta, la cui azione
sia eﬀettiva su X, è discontinuo in X se ogni x ∈ X ha un gruppo di isotropia Hx =
{h ∈ H : h(x) = x} che è ﬁnito ed ha un'orbita H(x) = {h(x) : h ∈ H} che è un
sottoinsieme discreto di X (cioè chiuso e fatto solo di punti isolati).
Si dimostra facilmente:
Proposizione 4.2.4. Per un sottogruppo H di G sono fatti equivalenti:
(a) H è discontinuo;
(b) per ogni x ∈ X il gruppo di isotropia Hx è ﬁnito e l'applicazione h 7→ h(x) di H
in X è propria;
(c) non esistono x ∈ X ed una successione (hn) di elementi distinti di H per i quali
la successione (hn(x)) è convergente in X;
(d) per ogni x, y ∈ X esiste un intorno U di y tale che h(x) ∈ U solo per un numero
ﬁnito di h ∈ H.
SeH è discontinuo, la topologia diX/H veriﬁca una proprietà debole di separazione:
comunque scelti due punti x, y ∈ X esiste un intorno di y che non contiene x. Diremo
che H è propriamente discontinuo se oltre ad essere discontinuo, lo spazio quoziente
X/H è di Hausdorﬀ.
Proposizione 4.2.5. Per un sottogruppo H di G sono fatti equivalenti:
(a) per ogni compatto K in X si ha h(K)∩K = ∅ per quasi tutti gli h ∈ H (cioè tutti
salvo al più un numero ﬁnito);
(b) per ogni coppia di compatti K1, K2 in X si ha h(K1) ∩K2 = ∅ per quasi tutti gli
h ∈ H;
(c) ogni x ∈ X ha un intorno U tale che l'applicazione (h, x) 7→ h(x) di H × U in X
è propria;
(d) non esistono una successione (xn) in X ed una (hn) di elementi distinti in H tali
che (xn) e (hn(xn)) siano entrambi convergenti;
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(e) H è propriamente discontinuo;
(f) per ogni coppia x, y ∈ X esistono intorni U di x e V di y per i quali V ∩h(U) = ∅
per quasi tutti gli h ∈ H.
Dimostrazione.
(a)⇒ (b) Basta porre K = K1 ∪K2 utilizzare (a).
(b)⇒ (c) Notiamo che essendo H dotato della topologia discreta, la proprietà (b) equi-
vale all'essere propria l'applicazione (h, x) 7→ h(x) di H × K1 in X. Quindi
scegliendo per U un intorno compatto di x si deduce la (c).
(c)⇒ (d) Sia (xn) una successione che converge ad un punto x in X e siano gli (hn)
in H tali che la successione hn(xn) converga. Scelto un intorno U come in (c),
possiamo supporre che ogni xn stia in U . Sia K l'insieme costituitodagli hn(xn)
assieme al loro limite in X; esso è un compatto, quindi anche la sua immagine
inversa in H × U lo è come anche la proiezione di questo su H. Avendo H la
topologia discreta i suoi compatti sono sottoinsiemi ﬁniti; quindi gli hn(xn) non
possono essere tutti distinti tra loro.
(d)⇒ (e) Per x ﬁssato in X, se (hn) è una successione in H tale che (hn(xn)) converge,
applicando (d) alla successione costante xn = x si ha che solo un numero ﬁnito
di h ∈ H possono comparire tra gli hn; ciò mostra che l'applicazione h 7→ h(x) di
H in X è propria per ogni x ∈ X e quindi che H è discontinuo. Mostriamo che
è di Hausdorﬀ. Per ogni x, y ∈ X non H−equivalenti bisogna trovare un intorno
chiuso della classedi x inX/H che non contiene la classe di y; ciò equivale a trovare
un chiuso saturo in X che contiene x all'interno e che non contiene y. Essendo
H discontinuo, esiste un aperto saturo in X che contiene x ma non contiene y e
scelto un intorno compatto V di x che sia contenuto in un tale U consideriamone
il saturato V˜ in X: esso contiene x al suo interno e basterà quindi che è chiuso.
Ora V˜ è unione della famiglia di chiusi (h(V ))h∈H ed è certamente chiuso se
questa è localmente ﬁnita. Ed infatti supponiamo per assurdo che si accumuli in
X. Esistono quindi una successione (xn) in V ed una (hn) di elementi distinti
di H tali che la successione (hn(xn)) sia convergente; siccome V è compatto, la
successione (xn) ha sottosuccessioni convergenti e ciò contraddice (d).
(e)⇒ (f) Supponiamo che non valga (f); esistono quindi una successione (xn) conver-
gente ad x in X ed una (hn) di elementi distinti in H tali che (hn(xn)) converge a
y. Nel quoziente essendo xn ∼ yn si ha allora una successione che converge sia alla
classe di x che a quella di y; essendo il quoziente di Hausdorﬀ, si ha quindi che
x ed y sono equivalenti, ossia esiste h ∈ H tale che y = h(x); sostituendo h−1hn
ad hn ci riconduciamo così al caso in cui x = y. Fissiamo un intorno compatto
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U di x che non contenga altri punti equivalenti ad x ed un sistema fondamentale
di intorni connessi (Un) di x; possiamo supporre che sia xn ∈ Un per ogni intero
n. L'insieme hn(Un) è un connesso di X ed interseca sia la parte interna di U (in
hn(xn)) sia quella esterna, quindi incontra anche la sua frontiera ∂U , ossia esiste
x′n ∈ Un con hn(x′n) ∈ ∂U . Questo è compatto e quindi, passando eventualmente
ad una sottosuccessione, possiamo supporre che hn(x
′
n) converga ad un punto x
′
di ∂U . Allora la successione (x′n, hn(x′n)) converge ad (x, x′). Tale successione
è dentro la relazione di equivalenza ossia dentro {(a, b) ∈ X × X : a ∼ b} e
questo è chiuso essendo precisamentela condizione che il quoziente X/ ∼ sia di
Hausdorﬀ. Quindi x ∼ x′ contro l'ipotesi che U non contiene punti equivalenti
ad x oltre lui stesso.
(f)⇒ (a) Supponiamo che non valga (a); quindi esistono un compatto K in X, due
successioni (xn), (yn) in K ed una (hn) di elementi distinti di H tali che hn(xn) =
yn. Per la compattezza di K possiamo supporre che esse convergano rispettiva-
mente a punti x ed y in K; non potrebbero allora esistere intorni U, V di questi
come asserito in (f).
Lemma 4.2.6. Se l'azione di H su X è propriamente discontinua, allora ogni x ∈ X
ha un intorno V ogni cui punto ha per gruppo di isotropia un sottogruppo di Hx.
Dimostrazione. Per h ∈ H indichiamo con Fh l'insieme dei punti ﬁssi di h: esso è un
sottoinsieme chiuso di X. Sia U un intorno compatto di x; per ipotesi esistono solo un
numero ﬁnito di elementi h ∈ H per i quali h(U) ∩ U 6= ∅; in particolare togliendo ad
U gli Fh per h /∈ Hx si ottiene un intorno aperto V di x. Se y ∈ V e h ∈ Hy allora
h(U) ∩ U è non vuoto, quindi h deve appartenere a Hx.
Corollario 4.2.7. Se l'azione di H su X è propriamente discontinua, ogni x ∈ X ha
un intorno V tale che V ∩ h(U) = V per ogni h ∈ Hx e vuoto per gli altri elementi
di H. In altre parole l'immagine V˜ di V in X/H è omeomorfaal quoziente di V per
l'azione del gruppo ﬁnito Hx.
Dimostrazione. Sia x ∈ X e sia U un suo inotorno aperto relativamente compatto.
Essendo l'azione discontinua, togliendo ad U i suoi trasformati per elementi di H −Hx
si ha un intorno aperto V di x in X. Allora per h1, h2 ∈ H gli aperti h1(V ) e h2(V )
o coincidono o sono disgiunti. Possiamo anche supporre che V sia invariante per Hx,
intersecandolo eventualmente con i suoi trasformati per elementi di Hx. Ne segue che
φ(V ) è un aperto V˜ in X/H la cui immagine inversa è unione disgiunta di aperti del
tipo h(V ) e che la topologia di V˜ è quella di V/Hx, associata all'azione propriamente
discontinua di Hx su V . In altre parole per descrivere le proprietà locali di X/H basta
descrivere quelle ottenute dividendo un opportuno intorno V di x per il gruppo di
isotropia di x.
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Proposizione 4.2.8. Se lo spazio topologico X possiede una metrica che è invariante
per l'azione di G e per la quale è completo, allora ogni sottogruppo H di G che sia
discontinuo è anche propriamente discontinuo.
Dimostrazione. Sia (xn) una successione convergente ad un x inX e (hn) una successio-
ne di elementi distinti di H tali che hn(xn) sia convergente. Allora la successione hn(x)
è di Cauchy: infatti si ha d(hn(x), hm(x)) ≤ d(hn(x), hn(xn)) + d(hn(xn), hm(xm)) =
d(x, xn) + d(hn(xn), hm(xm)) + d(xm, x). Ciò contraddice che h 7→ h(x) sia una appli-
cazione propria di H in X, ossia che H sia discontinuo.
Proposizione 4.2.9. Sia G un gruppo che agisce su uno spazio topologico X e G1 un
suo sottogruppo di indice ﬁnito, allora vale:
G è propriamente discontinuo se e solo se G1 è propriamente discontinuo.
Dimostrazione.
⇒ Ovvio;
⇐ Siano U1, U2 intorni rispettivamente di x1, x2 ∈ X tali che g(U1) ∩ U2 è non vuoto
per un numero ﬁnito di g ∈ G1, indichiamo questi con g1, ..., gm.
Se n = [G : G1] detti γ1, ..., γn i rappresentanti delle classi laterali di G1 risulta
evidente che componendo questi con i gi, i = 1, ...,m non possono che restare un
numero ﬁnito gli elementi, adesso di G, che rendono non vuota tale intersezione.
Osservazione 4.2.10. Sia X uno spazio metrico completo e G il gruppo delle sue
isometrie che agisce transitivamente su X. se ﬁssiamo un qualunque punto x in X
si ha una applicazione G → X data da g 7→ g(x); la ﬁbra di tale applicazione su x
è il sottogruppo di isotropia Gx: questo è compatto e l'applicazione G/H → X è un
omeomrﬁsmo tra lo spazio quoziente delle classi laterali sinistre di H in G con X. Un
sottogruppo H di G risulta allora discontinuo (o per quanto visto sopra propriamente
discontinuo) se e solo se è discreto nel senso che è un sottoinsieme discreto di G.
Sia G un gruppo topologico localmente compatto ed a base numerabile. Mostreremo
che le sue azioni continue eﬀettive e transitive su spazi localmente compatti, sono tutte
ottenibili, a meno di isomorﬁsmi, a partire da un suo sottogruppo chiuso H con la
costruzione seguente. Consideriamo lo spazio G/H delle classi laterali sinistre di H
in G dotato della topologia quoziente per la proiezione p : G → G/H deﬁnita da
p(g) = gH e deﬁniamo un'azione di G su esso ponendo g(g′H) = (gg′)H. Una semplice
veriﬁca delle deﬁnizioni ci porta a:
Proposizione 4.2.11. La proiezione p è aperta, X/H è di Hausdorﬀ, localmente
compatto ed a base numerabile e l'azione di G su esso è continua, eﬀettiva e transitiva.
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A questo punto risulta evidente la seguente proposizione:
Proposizione 4.2.12. Il quoziente di una superﬁcie di Riemann X per un gruppo
G di automorﬁsmi propriamente discontinuo ha una e una sola struttura di superﬁcie
di Riemann per la quale la proiezione σ : X → X/G è olomorfa. Per ogni x ∈ X
esistono coordinate locali in x e σ(x) per le quali σ(z) = zn dove n è l'indice di x.
Tra gli elementi di Gx ve ne è uno solo rappresentabile con una qualche coordinata da
una rotazione di angolo 2pi/n ossia Gx ha un generatore preferenziale. Se x, x′ sono
della stessa orbita di G ogni automorﬁsmo interno che porta Gx in Gx rispetta tali
generatori.
4.2.1 Quozienti di Superﬁci di Riemann
Teorema 4.2.13 (Uniformizzazione). Le uniche superﬁci di Riemann semplicemente
connesse sono: C,H e P1(C). Tutte le altre sono ottenibili da una di queste quozien-
tando per un gruppo discreto di suoi automorﬁsmi privi di punti ﬁssi.
Dimostrazione. Vedi [43]
Teorema 4.2.14.
(i) Aut(P1(C)) = PSL(2,C);
(ii) Aut(C) = {z 7→ az + b | a, b ∈ C, a 6= 0};
(iii) Aut(H) = PSL(2,R).
Dimostrazione.
Aut(P1(C)): Dal momento che P1(C) è l'insieme delle rette per l'origine in C2 o più
generalmente in uno spazio vettoriale V di dimensione 2 su C; il gruppo Gl(V )
degli automorﬁsmi complessi di V agisce quindi su P1, il nucleo di tale azione
essendo il sottogruppo delle omotetie isomorfo a C∗. Che non vi siano altri au-
tomorﬁsmi olomorﬁ di P1 si deduce facilmente osservando che ogni applicazione
olomorfa di P1 in se è data dal rapporto di due polinomi necessariamente di grado
1 se essa è iniettiva. Per introdurre una topologia su Aut(P1), ci possiamo ridurre
agli automorﬁsmi aventi determinante uguale a 1, ma dobbiamo ancora dividere
per il sottogruppo costituito dall'identità e dalla simmetria rispetto all'origine:
questo non ha supplementari in Gl(V ) e quindi per dotare Aut(P1) di una strut-
tura di gruppo topologico dobbiamo utilizzare la nozione di topologia quoziente.
Dunque Aut(P1(C)) = PSL(2,C).
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Aut(C): Ogni omeomorﬁsmo di C in se stesso si estende ad un omeomorﬁsmo di P1(C)
in se; per il teorema di estensione di Riemann ne segue che Aut(C) è costituito
dagli elementi di Aut(P1(C)) aventi ∞ come punto ﬁsso, quindi dagli elementi
del tipo z 7→ az + b con a, b ∈ C e a 6= 0.
Dunque Aut(C) = {z 7→ az + b | a, b ∈ C, a 6= 0}
Aut(H): Ogni automorﬁsmo di H è estendibile ad un automorﬁsmo di P1(C), quin-
di Aut(H) coincide con PSL(2,R). Infatti esso è transitivo su H (si utilizzino
traslazioni reali ed omotetie reali), dunque basta dimostrare che è vero per gli
automorﬁsmi che possiedono un punto ﬁsso. Si noti che z 7→ (z − i)/(z + i)
deﬁnisce un automorﬁsmo di P1(C) che trasforma H nell'aperto U dei complessi
con modulo inferiore a 1. Ciò mostra non solo che H e U sono isomorfe come
superﬁci di Riemann, ma anche che un automorﬁsmo dell'una si estende ad uno
di P1(C) se e solo ciò accade lo stesso per il suo omologo nell'altra. Possiamo
quindi studiare tale estendibilità per un automorﬁsmo φ di U con φ(0) = 0. Il
lemma di Schwarz dice che allora φ(z) = λz per qualche λ ∈ C di modulo 1 che
è evidentemente estendibile ad un automorﬁsmo di P1(C).
Osservazione 4.2.15.
1. Nessun automorﬁsmo di P1(C) è privo di punti ﬁssi, dunque l'unica superﬁcie di
Riemann che ha per rivestimento P1(C) è P1(C) stesso.
2. Un automorﬁsmo di C è privo di punti ﬁssi (o è l'identità) se e solo se a = 1 ossia
è una traslazione.
3. I gruppi discreti di traslazioni sono quelli di rango 0, 1, 2, dunque le uniche superﬁci
di Riemann che hanno come rivestimento C sono C,C∗ ed i tori complessi.
4.3 Gruppi Fuchsiani
In questa sezione faremo vedere come due tipi di gruppi propriamente discontinui che
agiscono sul semipiano di Poincaré H producano entrambi rivestimenti di P1(C). Gra-
zie a questo risultato otterremo un rivestimento ramiﬁcato della sfera su tre punti
considerando dei loro sottogruppi di indice ﬁnito.
Proposizione 4.3.1. L'azione del gruppo PSL(2,R) è transitiva su H.
Dimostrazione. Sia ai + b ∈ H con a > 0, allora se T (z) = az + b, T ∈ PSL(2,R) e
T (i) = ai + b, dunque l'orbita di i sotto l'azione di PSL(2,R) è tutto H e PSL(2,R)
è transitivo su di esso.
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Deﬁnizione 4.3.2. Un gruppo fuchsiano è un sottogruppo discreto di PSL(2,R). Il
gruppo modulare PSL(2,Z) è un gruppo fuchsiano.
Lemma 4.3.3. Dati w ∈ H e un sottoinsieme compatto K ⊂ H, l'insieme
E = {T ∈ PSL(2,R) | T (w) ∈ K} è compatto.
Dimostrazione. Vedi [19]
Corollario 4.3.4. Sia w ∈ H e K ⊂ H un sottoinsieme compatto, se Γ è un gruppo
Fuchsiano allora {T ∈ Γ | T (w) ∈ K} è ﬁnito.
Proposizione 4.3.5. Sia Γ < PSL(2,R), allora Γ è un gruppo fuchsiano se e solo se
agisce in modo propriamente discontinuo su H.
Dimostrazione. Vedi [19] pag.234.
Deﬁnizione 4.3.6. F è detta una regione fondamentale per il gruppo fuchsiano Γ se
F è un chiuso tale che:
(i)
⋃





F ) = ∅ per ogni T ∈ Γ \ {id}.
Teorema 4.3.7. Sia Γ un gruppo fuchsiano, allora H/Γ è una superﬁcie di Riemann
connessa e la proiezione Π : H→ H/Γ è un'applicazione olomorfa.
Dimostrazione. Segue dalla Prop.4.2.12
Gruppo Triangolare
Deﬁnizione 4.3.8. Siano l,m, n interi ≥ 2, δ = 1/l + 1/m+ 1/n− 1 e ∆ il triangolo
di angoli pi/l, pi/m, pi/n. Se δ > 0 il triangolo è ellittico o sferico, se δ = 0 è euclideo e
se δ < 0 è iperbolico.
Lemma 4.3.9. Dati α, β, γ ∈ R+ tali che α+β+ γ < pi, esiste un triangolo iperbolico
con angoli α, β, γ.
Dimostrazione. Vedi [19]
Siano L0,M0, N0 rispettivamente i lati opposti agli angoli di ampiezza pi/l, pi/m, pi/n,
siano L,M,N le riﬂessioni dei relativi piani (sferico, ellittico, euclideo, iperbolico) ri-
spetto alle rette (cerchi massimi sulla sfera e semicerchi sul piano iperbolico) sulle quali
giacciono L0,M0, N0. Indicheremo con T
∗(l,m, n) il gruppo generato da L,M,N , men-
tre il suo sottogruppo formato da parole di ordine pari nei generatori L,M,N sarà
indicato con T (l,m, n) e verrà chiamato gruppo triangolare. Il triangolo ∆ è detto il
triangolo base del gruppo T ∗(l,m, n). Se lo spazio quoziente X/T (l,m, n), dove X è
uno tra i piani considerati, è compatto, diremo che il gruppo triangolare è cocompatto.
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Osservazione 4.3.10. Il gruppo T (l,m, n) è formato dalle trasformazioni in T ∗(l,m, n)
che preservano l'orientazione e per questo ha indice 2 in T ∗(l,m, n).
Teorema 4.3.11. L'immagine del triangolo iperbolico di base ∆ sotto l'azione di ele-
menti distinti del gruppo T ∗(l,m, n) ricopre il piano iperbolico H senza buchi o sovrap-
posizioni, in particolare è la regione fondamentale di T ∗(l,m, n). tale gruppo è deﬁnito
dalle relazioni
L2 =M2 = N2 = 1 (LM)n = (MN)l = (NL)m = 1
Il sottogruppo T (l,m, n) < T ∗(l,m, n) di indice 2 che consiste delle trasformazioni di
H che preservano l'orientazione è generato da A = LM e B = MN e deﬁnito dalle
relazioni
An = Bl = (AB)m = 1
Il gruppo triangolare T (l,m, n) è un gruppo fuchsiano la cui regione fondamentale è
costituita da due copie del triangolo di angoli pi/l, pi/m, pi/n, il triangolo stesso e la sua
immagine tramite un generatore di T ∗(l,m, n).
Dimostrazione. Vedi [27]
Teorema 4.3.12 (Mappa di Schwarz). Dati l,m, n ∈ N∪∞ tali che 1/l+1/m+1/n <
1 esiste una mappa biolomorfa f : ∆ → H tra il triangolo iperbolico ∆ con angoli
pi/l, pi/m, pi/n e H.
Dimostrazione. Vedi [10] cap.16
Proposizione 4.3.13. Dato un gruppo triangolare T (l,m, n) lo spazio quoziente
H/T (l,m, n) è la sfera di Riemann P1(C).
Dimostrazione. Se indichiamo con ∆ il triangolo iperbolico che costituisce la regione
fondamentale di T ∗(l,m, n), grazie alla mappa di Schwarz f : ∆ → H passando al
quoziente si ha che lo spazio H/T (l,m, n) è equivalente a ∆ ∪ σ(∆)/∼, dove σ è uno dei
tre generatori di T ∗(l,m, n) e la relazione ∼ identiﬁca i lati con le rispettive immagini.
Dunque la caratteristica dello spazio quoziente è χ(T ∪ σ(T )/∼) = 2 = 2− 2g per cui
ha genere g = 0 e per il teorema di uniformizzazione è equivalente alla sfera di Riemann
P1(C).
Corollario 4.3.14. Sia Γ un sottogruppo di indice ﬁnito in un gruppo triangolare
cocompatto T (l,m, n), allora esiste un rivestimento ramiﬁcato φ : H/Γ → P1(C) su al
più tre punti, che corrispondono ai vertici del triangolo iperbolico ∆.
Osservazione 4.3.15. Possiamo considerare che i tre punti siano 0, 1,∞ a meno di
comporre con una trasformazione di Möbius.
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Gruppo Modulare
Deﬁnizione 4.3.16. Consideriamo il gruppo modulare PSL(2,Z), che sappiamo es-
sere il gruppo degli automorﬁsmi Aut(P1(C)). Per ogni N ≥ 1 deﬁniamo i seguenti
sottogruppi di PSL(2,Z):
Γ0(N) = {( a bc d ) ∈ PSL(2,Z) : c ≡ 0 mod N};
Γ1(N) = {( a bc d ) ∈ PSL(2,Z) : c ≡ 0 mod N, a ≡ b ≡ 1 mod N};
Γ(N) = {( a b
c d
) ∈ PSL(2,Z) : b ≡ c ≡ 0 mod N, a ≡ b ≡ 1 mod N};
In generale un sottogruppo Γ < PSL(2,Z) è detto gruppo di congruenze se contiene
un sottogruppo Γ(N) per un qualche N ≥ 1. Indicheremo con Y (N) la superﬁcie
H/Γ(N), con Y0(N) la superﬁcie H/Γ0(N) e con Y1(N) la superﬁcie H/Γ1(N) e con
X(N), X0(N), X1(N) le rispettive curve compattiﬁcate, queste verranno dette curve
modulari.
Osservazione 4.3.17. Se indichiamo con Pl, Pm, Pn i vertici del triangolo iperbolico
di base associato al gruppo triangolare T (l,m, n), nel caso in cui uno o più indici sono
∞ il rispettivo vertice appartiene al bordo di H.











ed è deﬁnito dalle relazioni
A2 = B3, A4 = 1
da cui il gruppo PSL(2,Z) è deﬁnito dalle relazioni
α2 = β3 = 1
per suoi generatori α, β associati a A,B. Avendo indicato la coordinata complessa su
H con z = x+ iy, la sua regione fondamentale è deﬁnita come:
−1
2
≤ x ≤ 1
2
, x2 + y2 ≥ 1.
Dimostrazione. Vedi [27]
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Lemma 4.3.19.
(i) PSL(2,Z) ∼= T (2, 3,∞);
(ii) Γ0(2) ∼= T (2,∞,∞);
(iii) Γ(2) ∼= T (∞,∞,∞).
Dimostrazione.












e τ1, τ2 i rispettivi elementi in PSL(2,Z), allora Γ0(2) è il gruppo generato da
τ1, τ
2
2 con relazioni τ
2
1 = 1 e dunque è isomorfo a T (2,∞,∞).
(iii) Il gruppo Γ(2) è il gruppo libero generato da τ 21 e τ
2
2 , da cui la tesi.
Da questo, grazie a quanto abbiamo visto nel caso dei gruppi triangolari, deriviamo:
Teorema 4.3.20.
(i) Lo spazio quoziente H/PSL(2,Z) è equivalente a P1(C)− {∞}, per cui una volta
compattiﬁcato (H/PSL(2,Z))c ∼= P1(C);
(ii) Lo spazio quoziente H/Γ0(2) è equivalente a P1(C) − {1,∞}, per cui una volta
compattiﬁcato (H/Γ0(2))c ∼= P1(C);
(iii) Lo spazio quoziente H/Γ(2) è equivalente a P1(C) − {0, 1,∞}, per cui una volta
compattiﬁcato (H/Γ(2))c ∼= P1(C).
Corollario 4.3.21. Sia Γ un sottogruppo di indice ﬁnito in uno dei tre gruppi consi-
derati sopra allora esiste un rivestimento ramiﬁcato φ : (H/Γ)c → P1(C) su al più tre
punti, che a meno di comporre con una trasformazione di Möbius possiamo supporre
essere {0, 1,∞}.
Capitolo 5
Teorema di Belyi e Conseguenze
Nel suo manoscritto Esquisse d'un Programme [16], Grothendieck traccia un pro-
gramma di ciò che ritiene essere i prossimi obiettivi della ricerca matematica nel campo
della geometria algebrica. Uno dei punti da lui ritenuti cruciali è dato dal teorema,
oggi detto di Belyi, che sarà l'oggetto di questo capitolo. In eﬀetti era già nota anche
allo stesso Grothendieck una delle due implicazioni di questo teorema quando l'altra
fu dimostrata dal matematico russo Belyi; a tal proposito Grothendieck scrisse:
 ... jamais sans doute un résultat profond et déroutant ne fut démontré en si peu
de lignes!
Alexandre Grothendieck [16]
In realtà la cosidetta parte ovvia sfrutta solitamente un risultato tutt'altro che
ovvio dovuto a Weil [41], per questo proveremo questa implicazione usando il criterio
sul campo di deﬁnizione dimostrato nel capitolo 1.
5.1 Teorema di Belyi
Deﬁnizione 5.1.1. Una superﬁcie di Riemann deﬁnita sul campo Q è detta una su-
perﬁcie di Belyi, un rivestimento ramiﬁcato su tre punti {0, 1,∞} di una superﬁcie di
Riemann sulla sfera P1(C) è detto una funzione di Belyi.
Teorema 5.1.2 (Belyi). Una superﬁcie di Riemann compatta X è una superﬁcie di
Belyi se e solo se esiste una funzione di Belyi β : X → P1(C).
5.1.1 La Dimostrazione di Belyi, ⇒
Lo dimostreremo in tre passi:
1. Supponiamo cheX sia deﬁnita suQ, scegliamo una funzione razionale arbitraria non
costante t ∈ Q(X). Questa deﬁnisce un rivestimento di P1(C) con ramiﬁcazioni
in un qualche insieme ﬁnito di punti B1, tutti deﬁniti su Q.
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2. Sia hi(t) il polinomio minimo su Q per l'insieme di punti ﬁniti (ossia escluso l'even-
tuale punto all'inﬁnito) nell'insieme Bi e sia Bi+1 = {hi(ξ) | h′i(ξ) = 0} l'insieme
dei punti di ramiﬁcazione ﬁniti per il polinomio hi(t), ovviamente deg hi+1 ≤
(deg hi) − 1. Dunque in al più deg h1 passi otteniamo un polinomio lineare hl.
Consideriamo f(t) = hl−1(hl−2(· · · (h1(t)) · · · )). Per la costruzione il rivestimento
f(t) : X → P1(C) è ramiﬁcato su un insieme di punti razionali A.
3. Prendiamo una funzione razionale costituita dal polinomio gA(f) ∈ Q[f ]. Conside-
riamo gA(f) =
∏n
i=1(f − λi)ri ∈ Q(f), dove
∑n
i=1 ri = 0 e A = {λ1, · · · , λn,∞}.
Senza perdere generalità possiamo supporre che i λi siano tutti interi, 0 = λ1 <
· · · < λn e che MCD(λ2, · · · , λn) = 1. Osserviamo che la funzione gA(f) è ra-
miﬁcata solo sugli zeri e sui poli della sua derivata logaritmica g′A(f)/gA(f) =∑n
i=1 ri/f − λi. Denotiamo con W = W (λ1, · · · , λn) il determinante di Van-
dermonde, wi = (−1)n−1W (λ1, · · · , λˆi, · · · , λn) e N = MCD(w1, · · · , wn). La
funzione
∑n
i=1wi/(f − λi) =W ·
∏n
i−1(f −λi)−1 ha l'unico zero di molteplicità n
all'inﬁnito. Per cui se prendiamo ri = wi/N la funzione razionale gA(f) ∈ Q[f ] è
ramiﬁcata solo su {0, 1,∞} e gA(A) ⊂ {0, 1,∞}, allora la composizione gA(f(t))
è la funzione di Belji cercata.
Esempio 5.1.3. Sia A′ un sottoinsieme ﬁnito dell'insieme A ottenuto nella parte 2 della
precedente dimostrazione, elechiamo tutti i rivestimenti del tipo gA ottenuto nel punto
3 per A′ ⊂ {−5,−3,−1, 1, 3, 5} con #(A′) = 4, 5, 6 e a ciascuno associamo un dise-
gno, che risulterà particolarmente interessante nel seguito del capitolo, considerando la
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6) g =
(t+ 5)(t− 3)5(t+ 1)10
(t− 5)(t+ 3)5(t− 1)10
5.1.2 La Parte Ovvia del Teorema, ⇐
Lemma 5.1.4. Data una superﬁcie di Riemann compatta X esiste una funzione di
Belyi β se e solo se X è isomorfa allo spazio quoziente H/Γ dove Γ < T (l,m, n) di
indice ﬁnito in un gruppo triangolare cocompatto T (l,m, n).
Dimostrazione.
⇒ Siano l,m, n multipli degli ordini di ramiﬁcazione di β su P1(C) (in modo tale da
avere 1/l + 1/m + 1/n < 1), sia T (l,m, n) il gruppo triangolare cocompatto di
segnatura l,m, n e φ : H/T (l,m, n) → P1(C) il biolomorﬁsmo dato dal Teorema
4.3.13. Per questo otteniamo un rivestimento ramiﬁcato su tre punti β ◦ φ−1 :
X → H/T (l,m, n). Siano φ1, φ2, φ3 le monodromie del rivestimento β : X −
β−1({0, 1,∞}) → P1(C) − {0, 1,∞}, se indichiamo con Γ il gruppo associato a
tali monodromie otteniamo che X è isomorfa a H/Γ. Inoltre Γ < T (l,m, n) di
indice ﬁnito [T (l,m, n) : Γ] uguale al grado di β.
⇐ Sia pi : H/Γ→ H/T (l,m, n) la proiezione canonica e σ un'adeguata trasformazione
di Möbius allora la funzione di Belyi è β ≡ σ ◦ pi.
Corollario 5.1.5.
a) Il grado della funzione di Belji β è uguale a [T (l,m, n) : Γ].
b) Se X è una superﬁcie di Riemann compatta isomorfa a H/Γ (con Γ < T (l,m, n) per
opportuni l,m, n), σ un elemento di Aut(C) e β la funzione di Belyi associata,
allora Xσ con βσ è isomorfa a H/Γσ dove Γσ < (T (l,m, n))σ di indice ﬁnito in
un qualche gruppo triangolare.
Osservazione 5.1.6. Il gruppo triangolare è deﬁnito in modo unico a meno di coniu-
gio in PSL(2,R) dalla sua segnatura e dal momento che le segnature di T (l,m, n) e
(T (l,m, n))σ, con σ ∈ Aut(C), sono uguali, si ha che T (l,m, n) = (T (l,m, n))σ.
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Per quanto visto ﬁno ad adesso abbiamo:
Lemma 5.1.7. Sia X una superﬁcie di Riemann con una funzione di Belyi β, allora
esiste un sottogruppo di U < Aut(C) di indice ﬁnito tale che le superﬁci di Riemann
Xσ, con σ ∈ U sono tutte isomorfe tra loro.
Grazie al criterio sul campo di deﬁnizione dato nel capitolo 1 possiamo ottenere
qualcosa di più generale dell'implicazione cercata e precisamente:
Teorema 5.1.8. Sia f : X → Y un morﬁsmo surgettivo tra curve algebriche. Se Y
e i punti di ramiﬁcazione y1, ..., yr ∈ Y di f sono deﬁniti su Q, allora X e f possono
essere deﬁnite su Q.
Corollario 5.1.9. Sia X una curva algebrica complessa che ammette un morﬁsmo




Teorema 5.2.1. Sia X una superﬁcie di Riemann, allora sono equivalenti:
1. X è una superﬁcie di Belyi;
2. Esiste una funzione di Belyi β : X → P1(C);
3. X ∼= H/Γ, dove Γ < T (l,m, n) di indice ﬁnito, con l,m, n ﬁniti;
4. X ∼= (H/Γ)c, dove Γ < Γ0(2) di indice ﬁnito;
5. X ∼= (H/Γ)c, dove Γ < PSL(2,Z) di indice ﬁnito;
6. X ∼= (H/Γ)c, dove Γ < Γ(2) di indice ﬁnito.
Dimostrazione.
1. ⇔ 2. è il Teorema di Belyi;
2. ⇔ 3. viene dal Lemma 5.1.4;
2. ⇔ 4. grazie al Lemma 4.3.19 e al Teorema 4.3.20 (con la convenzione per cui diremo
che k divide ∞ per ogni intero positivo k), possiamo estendere il Lemma 5.1.4
al caso T (∞,∞,∞). Lo spazio quoziente H/Γ, con Γ < T (∞,∞,∞) di indice
ﬁnito, non è compatto, ma si può compattiﬁcare nel solito modo (vedi Capitolo
2) e ottenere lo spazio (H/Γ)c;
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4. ⇔ 5. se assumiamo 4. visto che Γ(2) < PSL(2,Z) ogni sottogruppo di Γ(2) è anche
un sottogruppo di PSL(2,Z). Se assumiamo 5. esiste un omomorﬁsmo canonico
θ da Γ(2) in PSL(2,Z) per cui se X ∼= (H/Γ)c con Γ < PSL(2,Z) di indice ﬁnito
allora X ∼= (H/θ−1(Γ))c con θ−1(Γ) < Γ(2) di indice [PSL(2,Z) : Γ] = [Γ(2) :
θ−1(Γ)].
4. ⇔ 6. in modo analogo al precedente.
Deﬁnizione 5.2.2. Chiameremo curva di Weil una curva ellittica X deﬁnita su Q tale
che esiste un intero N e un morﬁsmo surgettivo φ : X0(N)→ X deﬁnito su Q.
Osservazione 5.2.3. Siano C1, C2 due curve algebriche deﬁnite su Q, un morﬁsmo
φ : C1 → C2 è deﬁnito su Q se e solo se φ = φσ per ogni σ ∈ Gal(Q/Q)
Congettura 5.2.4 (Taniyama-Weil).
Ogni curva ellittica deﬁnita su Q è una curva di Weil.
5.2.2 Dessins d'Enfants
Graﬁ e Funzioni di Belyi
Deﬁnizione 5.2.5. Un grafo Γ = (V, L, I) è una tripla che consiste di un insieme di
vertici V , di un insieme di lati L e di un insieme di relazioni di incidenza I tra elementi
di V e di L tale che ogni lato e ∈ L o è incidente con due vertici v1v2 ∈ V oppure
è incidente con lo stesso vertice ed è detto laccio. Se alcuni lati sono incidenti con la
stessa coppia di vertici v1, v2, allora sono detti lati multipli. Un cammino in un grafo è
una sequenza v0, e1, v1, e2, ..., en, vn (certi vertici e/o lati possono anche essere ripetuti)
tale che ei è incidente con vi−1 e vi, i = 1, ..., n. Diremo che un tale cammino connette
v0 a vn. Un cammino con v0 = vn è detto un ciclo e che un grafo è connesso se ogni
coppia di suoi vertici possono essere connessi da un cammino. Il grado o la valenza,
deg(v) di un vertice v è il numero di lati incidenti con esso (ogni laccio è contato due
volte). Un grafo è detto bipartito se è possibile indicare i vertici con due colori diversi




v∈V deg(v) = 2|L|
Una mappa M è un grafo Γ immerso in una superﬁcie X tale che considerato come
un sottoinsieme Γ ⊂ X, in modo tale che:
(i) i vertici sono rappresentati come punti distinti della superﬁcie;
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(ii) i lati sono rappresentati come curve sulla superﬁcie che intersecano solo nei vertici;
(iii) se tagliamo la superﬁcie lungo il grafo disegnato, ciò che rimane è unione disgiunta
di componenti connesse chiamate facce, ognuna delle quali è omeomorfa a un disco
aperto.
Chiameremo genere della mappa M il genere della superﬁcie in cui è immersa. Un lato
che appartiene al bordo di una faccia è detto incidente, se entrambe le parti del lato
fanno parte del bordo della faccia esso è detto istmo. Il grado o valenza deg(f) di una
faccia f è il numero di lati incidenti con essa (gli istmi sono contati due volte). Due
mappe M1 ⊂ X1 e M2 ⊂ X2 sono isomorfe se esiste un omeomorﬁsmo che preserva




f∈F deg(f) = 2|L|
Teorema 5.2.8. Possiamo associare ad una mappa M il numero
χ(M) = |V | − |L|+ |F |
detto la caratteristica di Eulero della mappa, allora χ(M) non dipende dalla mappa M
stessa, ma solo dal suo genere ed è uguale a 2− 2g.
Dimostrazione. Vedi [22]
Vogliamo vedere come associare un particolare grafo su una superﬁcie di Belyi ad
una funzione di Belyi, inizieremo da un caso semplice, ossia la sfera P1(C) che come
abbiamo già notato è deﬁnita su Q e dunque esiste una funzione di Belyi β : P1(C)→
P1(C); consideriamo la controimmagine dell'intervallo [0, 1], ossia β−1([0, 1]), vediamo
in alcuni esempi concreti cosa accade:
Esempio 5.2.9. L'applicazione β : P1(C)→ P1(C) deﬁnita da β(z) = zn è una funzione
di Belyi, nel caso n = la controimmagine di [0, 1] nel caso n = 10 è data da:
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Esempio 5.2.10. L'applicazione β : P1(C)→ P1(C) deﬁnita da β(z) = T 2n(z) dove Tn è il
polinomio di Tchebychev deﬁnito dalla proprietà Tn(cosθ) = cosnθ, la controimmagine
di [0, 1] è data da:
Esempio 5.2.11. La funzione razionale, che descrive la relazione tra l'invariante j di una





(1− z + z2)3
z2(1− z)2
e la controimmagine è data da:
Supponiamo che X sia una superﬁcie di Belyi e β una funzione di Belyi, risulta
evidente che:
Osservazione 5.2.12.
a) La controimmagine β−1([0, 1]) è un grafo connesso sulla superﬁcie X.
b) Se indichiamo con ◦ i vertici di β−1(0) e con • i vertici di β−1(1) abbiamo un grafo
bipartito.
c) I gradi dei vertici del grafo sono gli ordini dei punti di ramiﬁcazione di β su 0 e 1.
d) Se tagliamo X lungo il grafo otteniamo dischi aperti, ognuno di essi contiene come
centro precisamente un polo di β, se l'ordine di questo polo (l'indice di ramiﬁca-
zione su ∞) è m allora il grado del disco a cui appartiene è 2m, cioè il disco ha
per bordo 2m lati con m vertici di un tipo e m dell'altro, stando attenti a contare
due volte gli istmi.
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Deﬁnizione 5.2.13. Sia X una superﬁcie topologica compatta e orientata, se D è un
grafo bipartito su X tale che X −D è un'unione disgiunta di dischi aperti (ovvero una
mappa bipartita), allora sarà detto un dessin d'enfant. Se i vertici che provengono da
1 hanno tutti grado 2 possiamo ometterli e considerare D come un grafo connesso che
taglia la X in dischi aperti, in tal caso chiameremo D un dessins pulito. Parleremo
di funzione di Belyi pulita se tutti i punti che appartengono alla controimmagine di 1
sono di ordine 2. Un dessin D su X è detto uniforme se tutti i vertici bianchi, tutti i
vertici neri e tutte le facce hanno rispettivamente il medesimo grado p, q, 2r. Diremo
che il dessin è regolare se il gruppo degli automorﬁsmi di D agisce in modo transitivo
sull'insieme dei lati. Per automorﬁsmo di un dessin intendiamo un automorﬁsmo di D
come grafo che inoltre preserva i colori dei vertici e che proviene dalla restrizione di un
omeomorﬁsmo di X su se stessa che preserva l'orientazione.
Riportiamo ancora due esempi di funzioni di Belyi questa volta su curve ellittiche:
Esempio 5.2.14. Sia X la curva ellittica deﬁnita da:
y2 = (x− 1)(x+ 1)(x− cos( pi
10
))
allora la funzione β(x, y) = T 25 (x) è una funzione di Belyi su X. Le ramiﬁcazioni di β
possono essere viste in accordo alla composizione (x, y) 7→ x 7→ T 25 (x), la prima mappa
è ramiﬁcata con ordine 2 su ∞, 1,−1, cos( pi
10
), sul toro il grafo è:
se tagliamo il toro lungo i lati otteniamo il dessin:
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Esempio 5.2.15. Sia X la curva ellittica data da:
y2 = x(x− 1)(x− 1
21/3
)
la funzione di Belyi è β(x, y) = 43(1 − x3), come prima dobbiamo considerare la
composizione:
(x, y) 7→ x 7→ x3 7→ 4x3(1− x3)
il cui dessin è:
Gruppi Cartograﬁci e Dessins d'Enfants
Deﬁnizione 5.2.16. Una sequenza [g1, ..., gk] con gi ∈ Sn è detta una costellazione se
le seguenti due proprietà sono soddisfatte:
a) il gruppo G =< g1, ..., gk > agisce transitivamente su un insieme di n punti;
b) il prodotto dei gi è la permutazione identica: g1 · ... · gk = id.
L'intero n è detto il grado della costellazione e k la sua lunghezza. Il gruppo
G =< g1, ..., gk >< Sn è detto gruppo cartograﬁco. La sequenza [λ1, ..., λk] di partizioni
di n, dove ogni λi è la struttura ciclica della permutazione gi è detta il passaporto di C.
Se tutte le gi provengono da un sottogruppo H con G < H < Sn, allora la sequenza
[K1, ..., Kk] delle classi di coniugio delle gi in H è detta il passaporto ﬁne di C rispetto
a H.
Vogliamo a questo punto associare a un dessin un gruppo cartograﬁco e viceversa.
Deﬁnizione 5.2.17. Consideriamo un intorno di un vertice di una mappa, chiameremo
freccetta il piccolo pezzo di lato che esce dal vertice, diremo anche che queste freccette
sono incidenti con il vertice. Indichiamo con Λ l'insieme di tutte le freccette dei lati,
il cui numero è il doppio di quello dei lati, |Λ| = 2|L|, associamo a questo insieme una
permutazione σ numerando le freccette e considerando come ciclo della permutazione
l'ordine antiorario delle freccette che escono da un vertice del tipo •. Inoltre possiamo
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associare una permutazione α che rappresenta come le freccette si congiungono per
ottenere i lati corrispondenti. Tutti i cicli di quest'ultima sono di lunghezza 2 ovvero
involuzioni senza punti ﬁssi. Le facce possono essere rappresentate da una permutazione
ϕ in cui ogni faccia è rappresentata da un ciclo che proviene dalle freccette incidenti
con essa, che hanno la faccia alla loro sinistra e prendendo su esse il verso antiorario.
Osservazione 5.2.18. La permutazione ϕ veriﬁca ϕ = α−1σ−1 dove α, σ sono le
permutazioni che rappresentano rispettivamente i vertici e i lati della mappa. Dunque
[σ, α, ϕ] è una 3−costellazione.
D'altro canto possiamo associare un dessin ad una data 3−costellazione [σ, α, ϕ] in
cui α è un involuzione senza punti ﬁssi:
1. Associamo ad ogni ciclo di ϕ di lunghezza m un poligono con m lati (intesa come
ﬁgura piana) e con il bordo orientato nella direzione positiva. I lati dei poligono
possono essere identiﬁcati con le freccette.
2. Incolliamo i lati dei poligoni in accordo con la permutazione α in modo tale che
l'orientazione dei lati incollati insieme è sempre opposta, questa condizione ci
garantisce che la superﬁcie risulta orientata.
3. Ad ogni vertice, le freccette risultano automaticamente incollate nell'ordine ciclico
in accordo con σ = ϕ−1α−1.
Resta da veriﬁcare che nello spazio topologico ottenuto, un intorno di ogni punto è
isomorfo ad un disco aperto in R2. Per i punti interni ai poligoni questo è vero perchè
sono parti del piano, per punti sui lati è vero perchè incolliamo insieme esattamente
due poligoni, inﬁne per i vertici è vero per l'ordine ciclico sugli angoli dei poligoni.
A questo punto è evidente:
Proposizione 5.2.19. Data una superﬁcie di Belyi X esiste una biiezione tra:
1. l'insieme delle classi di isomorﬁsmo dei dessins su X;
2. l'insieme delle classi di coniugio dei gruppi cartograﬁci su X.
La cosa che più interessava Grothendieck quando scrisse il suo Esquisse d'un
Programme è descritta dal seguente teorema:
Teorema 5.2.20. Sia X una superﬁcie topologica compatta e orientata con un dessin
d'enfant D, allora esiste un'unica struttura conforme su X che la rende una superﬁcie
di Riemann e una funzione di Belyi β su X tale che D = β−1([0, 1]).
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Dimostrazione. Per il Lemma 5.1.4 è suﬃciente trovare un sottogruppo Γ di indice
ﬁnito in un gruppo triangolare T (l,m, n) per opportuni l,m, n. Se sappiamo che D
corrisponde a una funzione di Belyi β : H/Γ→ H/T (l,m, n), allora il gruppo cartogra-
ﬁco associato a G rappresenta la monodromia di β. Consideriamo per questo il gruppo
triangolare T (l,m, n) con l,m, n i rispettivi ordini dei generatori di G, esiste dunque un
naturale omomorﬁsmo pi : T (l,m, n)→ G, allora se indichiamo con H lo stabilizzatore
in G di un qualche lato ﬁssato in D e prendiamo la controimmagine pi−1(H) otteniamo
che Γ = pi−1(H) ossia X ∼= H/pi−1(H).
Osservazione 5.2.21. Possiamo determinare il gruppo fuchsiano anche in un altro
modo (vedi [44]) l'idea è la seguente:
tagliamo lungo il dessin solo i lati che non sono istmi, ﬁno ad ottenere un disco;
avremo incontrato tutti i vertici il cui grado è un divisore proprio di l e m e ogni
lato tagliato comparirà due volte come bordo del disco risultante. Per il Teorema di
Poincarè (vedi [28] o [19]) ogni gruppo fuchsiano è generato da elementi di PSL(2,R)
che accoppiano i lati del poligono; dal momento che il taglio eﬀettuato e la numerazione
già presente determina un tale accoppiamento otteniamo il gruppo Γ cercato.
Da questo e dal Teorema 5.2.1 otteniamo:
Corollario 5.2.22. Il gruppo Γ < Sl(2,R) il gruppo associato al rivestimento univer-
sale della curva algebrica non singolare X ⊂ Pn(C) di genere g > 1 è un sottogruppo
di un gruppo triangolare se e solo se X ha un dessin d'enfant uniforme.
Vediamo alcune proprietà dei dessins:
Proposizione 5.2.23. Sia D un dessin su X, G < Sn il gruppo cartograﬁco associato,
H < G lo stabilizzatore di un ﬁssato lato di D e N(H) il normalizzatore di H in G,
allora il gruppo degli automorﬁsmi Aut(D) di D è isomorfo a:
1. il centralizzatore di G in Sn
2. il quoziente N(H)/H.
Inoltre D è un dessin regolare se e solo se H = {id} se e solo se G ∼= Aut(D).
Dimostrazione. Vedi [44]
Supponiamo adesso che X ⊂ Pn(C) sia una curva algebrica non singolare il cui
campo di deﬁnizione è un campo di numeri F e abbia una funzione β di Belyi anch'essa
deﬁnita su F con il dessin corrispondente D, preso un elemento σ ∈ Gal(Q/Q) agisce
su β e dunque su D e indicheremo Dσ la rispettiva immagine.
Risulta evidente la seguente:
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Proposizione 5.2.24. L'azione del gruppo Gal(Q/Q) lascia invariati:
i) il numero e i gradi dei vertici di tipo •, dei vertici ◦ e delle faccie;
ii) il genere di X;
iii) la regolarità e l'uniformità del dessin.
In modo analogo a quanto fatto nel primo capitolo possiamo deﬁnire il campo dei
moduli M(D) di un dessin d'enfant D e il campo dei moduli M(X, β) di una coppia
di Belyi (X, β), per cui vale:
Proposizione 5.2.25. Sia X ⊂ Pn(C) una curva algebrica non singolare con un dessin
D e una funzione di Belyi β, allora:
1. M(X) dipende solo dalle classi di isomorﬁsmo di X;
2. M(D) dipende solo dalle classi di isomorﬁsmo di D;
3. M(X) ⊂M(X, β) ⊂M(D);
4. M(D), M(X, β) e M(X) sono campi di numeri;
5. ogni campo di deﬁnizione di D contiene il suo campo dei moduli.
Dimostrazione. Vedi [44]
5.2.3 Ulteriori Sviluppi
Cerchiamo inﬁne di sviluppare ulteriormente la teoria ﬁn qui esposta, i cui risultati
principali possono essere riassunti nei seguenti teoremi:
Teorema 5.2.26. Se X è una curva algebrica non singolare di genere g e ϕ è un rive-
stimento ramiﬁcato di P1(C) su k punti, allora X è deﬁnita su un campo di deﬁnizione
di trascendenza ≤ k − 3 su Q.
Data una curva algebrica non singolare di genere g il cui campo di deﬁnizione ha
trascendenza ≤ k − 3 su Q è possibile costruire un rivestimento ramiﬁcato di essa su
P1(C) i cui punti di ramiﬁcazione sono k? Sembra molto probabile che sia vero, ma
questa domanda attende ancora una risposta.
Inoltre abbiamo dimostrato:
Teorema 5.2.27. Se X è una curva algebrica non singolare di genere g ≥ 1 e ϕ : X →
E un rivestimento ramiﬁcato su una curva ellittica E il cui divisore di ramiﬁcazione
è deﬁnito sul campo dei moduli M(E) di E, allora il campo di deﬁnizione di X ha
trascendenza ≤ 1 su Q.
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Siamo riusciti a dimostrare che il viceversa non è vero, vediamo come:
supponiamo che X sia una curva algebrica di genere g ≥ 1 e E una curva ellittica,
allora il toro J(X) = Cg/Γ è la varietà jacobiana associata ad X, che come abbiamo
visto in precedenza è una varietà abeliana, mentre la varietà jacobiana associata a E è
un toro C/Γ′ di dimensione 1.
Se esistesse un rivestimento ϕ : X → E ramiﬁcato su un divisore deﬁnito sul campo
dei moduli di E, allora per la Proprietà Universale della Jacobiana 3.2.9 esisterebbe











e in questa situazione il nucleo ker(ψ) risulterebbe un toro di dimensione g − 1.
Purtroppo questo non sempre è possibile, infatti abbiamo visto nell'esempio della
sezione 3.3.2 che la curva algebrica y2 = x(x5 − 1) ha la varietà jacobiana associata
semplice, per cui non ha un sottotoro proprio. Questo ci permette dunque di aﬀermare
che in generale non è vero che data una curva algebrica X deﬁnita su Q esiste un rive-
stimento ramiﬁcato ϕ : X → E su una curva ellittica E il cui divisore di ramiﬁcazione
è deﬁnito sul campo dei moduli M(E) di E.
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