Abstract. The primal-dual algorithm recently proposed by Chambolle & Pock (abbreviated as CPA) for structured convex optimization is very efficient and popular. It was shown by Chambolle & Pock in [16] and also by Shefi & Teboulle in [49] that CPA and variants are closely related to preconditioned versions of the popular alternating direction method of multipliers (abbreviated as ADM). In this paper, we further clarify this connection and show that CPAs generate exactly the same sequence of points with the so-called linearized ADM (abbreviated as LADM) applied to either the primal problem or its Lagrangian dual, depending on different updating orders of the primal and the dual variables in CPAs, as long as the initial points for the LADM are properly chosen. The dependence on initial points for LADM can be relaxed by focusing on cyclically equivalent forms of the algorithms. Furthermore, by utilizing the fact that CPAs are applications of a general weighted proximal point method to the mixed variational inequality formulation of the KKT system, where the weighting matrix is positive definite under a parameter condition, we are able to propose and analyze inertial variants of CPAs. Under certain conditions, global pointconvergence, nonasymptotic O(1/k) and asymptotic o(1/k) convergence rate of the proposed inertial CPAs can be guaranteed, where k denotes the iteration index. Finally, we demonstrate the profits gained by introducing the inertial extrapolation step via experimental results on compressive image reconstruction based on total variation minimization.
z − x 2 : z ∈ n , x ∈ n .
(1.1)
Throughout this paper, we make the following assumption on f and g.
Assumption 1.
Assume that the proximity operators of f and g can be evaluated efficiently.
We now present other formulations of (P 1 ). To sufficiently explore the problem structures, it is not uncommon to introduce an auxiliary variable and decouple the composition of g and A. As such, (P 1 ) is usually reformulated as a linear equality constrained problem with separable objective function, that is min x,u {f (x) + g(u) : s.t. u − Ax = 0, u ∈ m , x ∈ n } .
This formulation allows one to take advantage of the structures of f and g (and possibly A) individually and adequately. To present the dual problem of (P 1 ) or (P 2 ), we need the notion of conjugate of a closed proper convex function h : n → (−∞, ∞], which is defined as h * (x) := sup z { x, z − h(z) : z ∈ n } , x ∈ n .
The well-known Moreau's decomposition (see, e.g., [45] ) links the proximity operator of a closed proper convex function h and that of its conjugate h * as follows z = prox h t (z) + t prox
It follows from (1.2) and Assumption 1 that the proximity operators of f * and g * are also easy to evaluate.
The Lagrangian dual problem of (P 1 ) or (P 2 ) can be represented as The primal-dual formulation of (P 1 ) or (D 1 ) is given by min x max y {f (x) + Ax, y − g * (y) : x ∈ n , y ∈ m } .
It is apparent that any algorithm that solves (P 1 ) (resp., (D 1 )) also solves (P 2 ) (resp., (D 2 )), and vice versa. If an algorithm solves (PD), then (P 1 ) and (D 1 ) are solved simultaneously. All the algorithms discussed in this paper solve (PD), and thus (P 1 ) and (D 1 ). We emphasize that, throughout this paper,
x and y denote, respectively, the essential primal and dual variables, while u and v are auxiliary variables for the primal and the dual problems, respectively. In the following, we first review briefly some popular methods that are closely related to this work and then summarize our motivation and contributions.
Augmented Lagrangian based methods. The augmented Lagrangian method (abbreviated as
ALM, also known as the method of multipliers), pioneered by Hestense [30] and Powell [44] , is among the most influential approaches for solving constrained optimization problems, especially when the constraints contain linear equalities. We take the dual problem (D 2 ) as an example and explain the main idea of the 
The most important feature of the ALM is that it solves a constrained optimization problem via solving a sequence of unconstrained ones. Note that in our setting the functions f and g have structures. It is thus rather unwise to ignore the separability of the objective function and apply a joint minimization with respect to (y, v) as in (1.5a), because in this case it can be very difficult to fully explore the structures of f and g due to the mixing of variables.
In contrast, the alternating direction method of multipliers (abbreviated as ADM), pioneered by Glowinski and Marrocco [23] and Gabay and Mercier [22] , is a practical variant of the ALM. It applies alternating minimization with respect to y and v in (1.5a) in a Gauss-Seidel fashion, with the other variable fixed. After each sweep of alternating minimization, the multiplier x is updated just as in the ALM. Specifically, given v k , x k ∈ n , the ADM iterates as
6b)
(1.6c)
Compared to the ALM, an obvious advantage of the ADM is that it solves simpler subproblems in each round. Since the minimizations for y and v are now separated, the structures of f and g can be utilized
individually. Interested readers are referred to the recent tutorial paper [18] for more details on the ALM and the ADM, including convergence analysis with nonexpansive mappings.
To make ADM efficient, it is very important to have low per-iteration cost and fast iterations. Note that, by the definition of L τ D in (1.3), the v-subproblem (1.6b) is already a proximal minimization step and is thus simple enough under Assumption 1. In comparison, it is very likely that the y-subproblem (1.6a) is not easy in the sense that it calls for an iterative solver, even though the proximity operator of g is easily obtainable.
It is easy to observe that the components of y in the quadratic term Q τ D are mixed-all-together due to the presence of the linear operator A. To avoid solving it iteratively, the y-subproblem (1.6a) needs to be treated wisely. The most widely used technique to modify (1.6a) so that the resulting subproblem can be solved easily by utilizing the structure of g is to linearize with respect to y the quadratic term Q τ D (y, v k , x k ) at y = y k and meanwhile adding a proximal term 1 2σ y − y k 2 for some σ > 0. This proximal-linearization technique has been used extensively in the context of structured convex optimization, see, e.g., [39, 26, 7, 31, 53, 49] .
In this paper, we refer the algorithm resulting from ADM and this proximal-linearization technique applied to one of the ADM subproblems as linearized ADM or LADM for short.
Proximal point method and its inertial variant.
Another approach closely related to this work is the classical proximal point method (abbreviated as PPM, [34, 33, 47] ). Let T : n ⇒ n be a set-valued maximal monotone operator from n to its power set. The PPM is an approach to solving the maximal monotone operator inclusion problem, i.e., find w * ∈ n such that 0 ∈ T (w * ). The PPM has proven to be an extremely powerful algorithmic tool and contains many well known algorithms as special cases, including the aforementioned ALM and ADM, see [46, 20] . See also [47, 20, 25] for inexact, relaxed and accelerated variants of the PPM. The primary PPM for minimizing a differentiable function ψ : n → can be interpreted as an implicit one-step discretization method for the ordinary differential equations (abbreviated as ODEs) w + ∇ψ(w) = 0, where w : → n is differentiable, w denotes its derivative, and ∇ψ is the gradient of ψ. Suppose that ψ is closed proper convex and its minimum value is attained, then every solution trajectory {w(t) : t ≥ 0} of this differential system converges to a minimizer of ψ as t → ∞.
Similar conclusion can be drawn for the maximal monotone operator inclusion problem by considering the evolution differential inclusion problem 0 ∈ w (t) + T (w(t)) almost everywhere on + , provided that the operator T satisfies certain conditions [13] .
The PPM is a single-step method, meaning that each new iterate depends only on the current point. To accelerate speed of convergence, multi-step methods have been proposed in the literature, which can usually be viewed as certain discretizations of second-order ODEs of the form
where γ > 0 is a friction parameter. Relevant studies in the context of optimization can be traced back to [43] . It was shown in [2] that if ψ is convex and its minimum value is attained then each solution trajectory {w(t) : t ≥ 0} of (1.7) converges to a minimizer of ψ. In theory the convergence of the solution trajectories of (1.7) to a stationary point of ψ can be faster than those of the first-order ODEs, while in practice the second order term w can be exploited to design faster algorithms [1, 5] . Motivated by the properties of (1.7), an implicit discretization method was proposed in [2] . Specifically, given w k−1 and w k , the next point w k+1 is determined via
which results to an iterative algorithm of the form 8) where λ = h 2 /(1 + γh), α = 1/(1 + γh) and I is the identity operator. Note that (1.8) is no more than a proximal point step taken at the extrapolated point w k + α(w k − w k−1 ), rather than w k itself as in the classical PPM. The iterative scheme (1.8) is a two-step method and is usually referred as inertial PPM, because (1.7) describes in the two dimensional case the motion of a heavy ball on the graph of ψ under its own inertial, together with friction and gravity forces. Convergence properties of (1.8) were studied in [2] under some assumptions on the parameters α and λ. Subsequently, this inertial technique was extended to solve the maximal monotone operator inclusion problem in [4, 35, 3, 32] . Recently, there are increasing interests in studying inertial type algorithms, e.g., inertial forward-backward splitting methods [42, 41, 6, 10] , inertial Douglas-Rachford operator splitting method [11] and inertial ADM [9] . Lately, we proposed in [17] a general inertial PPM for mixed variational inequality, where the weighting matrix is allowed to be positive semidefinite. Global point-convergence and certain convergence rate results are also given there.
Motivation and contributions.
In this paper, we study inertial versions of Chambolle-Pock's primal-dual algorithm [16] and variants. In the recent work [17] , we proposed a general inertial PPM under the setting of mixed variational inequality (abbreviated as MVI). There, an inertial LADM was proposed, where the two ADM subproblems must be linearized simultaneously in order to guarantee the positive definiteness of a weighting matrix when the resulting algorithm is viewed as a general PPM. Note that the main aim of applying the proximal-linearization technique is to solve all subproblems efficiently via utilizing the proximity operators. It is apparent that the v-subproblem (1.6b) is already a proximal minimization step, which can make full use of the proximity operator of f under Assumption 1 and the Moreau's decomposition (1.2). Thus, an approximation of (1.6b) by proximal-linearization is unnecessary in any sense. It is thus desirable to consider inertial LADM with only one of the ADM subproblems linearized.
In this paper, we first further clarify, based on previous observations in [16, 49] , the connection between CPAs and LADM, where only one of the ADM subproblems is modified by proximal-linearization. In particular, we show that CPAs generate exactly the same sequence of points with LADM applied to either the primal problem or its Lagrangian dual, as long as the initial points for the LADM are properly chosen.
By focusing on cyclically equivalent forms of the algorithms, we can relax the dependence on initial points for LADM. Then, by utilizing the fact that CPAs are applications of a general PPM, we are able to propose inertial CPAs, whose global point-convergence, nonasymptotic O(1/k) and asymptotic o(1/k) rates can be guaranteed. Since CPAs are equivalent to LADMs, the proposed algorithms are also inertial LADMs. incure any confusion. Other notation will be introduced as the paper progresses.
Equivalence of CPAs and LADMs.
In this section, we first present two versions of CPAs, which can be viewed as applying the original CPA proposed in [16] to the primal problem (P 1 ) and the dual problem (D 1 ), respectively. Each version of the CPAs can appear in two different forms, depending on which variable is updated first. We then study the equivalence of CPAs and different applications of LADM. Our results are based on the previous observations given in [16, 49] .
Two versions of CPAs.
Recall that the proximity operator of a closed proper convex function is defined in (1.1). The original CPA proposed by Chambolle & Pock in [16] to solve (P 1 ) and its other formulations is summarized below in Algorithm 1.
1a)
1b)
Algorithm 1 will be referred as CP-yxx subsequently, because it updates the dual variable y first, followed by the primal variable x, and finally an extrapolation step in x to obtainx. We note that in the original work [16] the extrapolation step (2.1c) takes the formx
In this paper, we only focus on the case γ = 1, which is exclusively used in practice. It was shown in [16] that, under certain assumptions, the sequence {(x k , y k )} ∞ k=0 generated by (2.1) converges to a solution of (PD) for general closed proper convex functions f and g. In particular, an ergodic sublinear convergence result was obtained. Accelerations of CP-yxx were also considered there for problems with strong convexity.
By moving (2.1a) to after (2.1c) and reindexing the points, we obtain a cyclically equivalent form of CP-yxx, which is summarized below in Algorithm 2 and will be referred as CP-xxy subsequently. Note that, compared to CP-yxx,x 0 is no longer needed to launch the algorithm.
Algorithm 2 (CP-xxy). Given σ, τ > 0, x 0 ∈ n and y 0 ∈ m . For k ≥ 0, iterate as
2a)
By comparing (D 1 ) with (P 1 ), it is easy to observe that f * , g * , −A and y in (D 1 ) play, respectively, the roles of g, f , A and x in (P 1 ). Thus, by exchanging of variables, functions and parameters in CP-yxx as
and using the fact that h * * = h for any closed proper convex function h, see, e.g., [45] , we obtain another CPA, which is stated below and will be referred as CP-xyȳ later.
Algorithm 3 (CP-xyȳ). Given σ, τ > 0, x 0 ∈ n and y 0 ∈ m . Setȳ 0 = y 0 . For k ≥ 0, iterate as
If CP-yxx is viewed as applying the original CPA in [16] to the primal problem (P 1 ), then CP-xyȳ can be considered as applying the original CPA to the dual problem (D 1 ). Similarly, by moving (2.3a) to after (2.3c) and reindexing the points, we obtain a cyclically equivalent algorithm, which will be referred as CP-yȳx and is given below in Algorithm 4. It is alike that, compared to CP-xyȳ,ȳ 0 is no longer needed to start the algorithm.
Algorithm 4 (CP-yȳx). Given σ, τ > 0, y 0 ∈ m and x 0 ∈ n . For k ≥ 0, iterate as
Compared with CP-yxx given in (2.1), it is easy to see that CP-xyȳ given in (2.3) just exchanged the updating order of the primal and the dual variables. After updating both the primal and the dual variables, CP-yxx and CP-xyȳ apply an extrapolation step to the latest updated variable. In comparison, CP-xxy and CP-yȳx given respectively in (2.2) and (2.4) apply an extrapolation step immediately after one of the variables is updated, followed by updating the other variable. In any case, the extrapolation step must be applied to the latest updated variable.
We emphasize that, although CP-yxx and CP-xxy are cyclically equivalent, it is more convenient to analyze CP-xxy in the setting of PPM. This is because the iteration of CP-xxy is from (
By using the notion of proximity operator, we can express x k+1 and y k+1 explicitly in terms of x k and y k , which is convenient for analysis. In comparison, CP-yxx does not have this feature. Similar remarks are applicable to CP-xyȳ and CP-yȳx. Therefore, we only concentrate on CP-xxy and CP-yȳx for convergence analysis. In the following, we prove that CP-yxx/CP-xxy and CP-xyȳ/CP-yȳx are equivalent to applying LADM to the dual problem (D 2 ) and the primal problem (P 2 ), respectively.
Equivalence of CP-yxx/CP-xxy and LADM for the dual problem (
3) and (1.4), respectively. To solve (D 2 ) by the ADM, the following subproblem needs to be solved repeatedly:
To avoid solving it iteratively and construct an algorithm with cheap per-iteration cost, LADM linearizes 
where σ > 0 is a proximal parameter. By using the proximity operator defined in (1.1), we can summarize the resulting LADM below in Algorithm 5, which will be referred as LADMD-yvx for apparent reason.
The next theorem establishes the equivalence of CP-yxx and LADMD-yvx. In [16] , CP-yxx was explained as a preconditioned ADM.
Theorem 2.1 (Equivalence of CP-yxx and LADMD-yvx). Let τ, σ > 0, x 0 ∈ n , y 0 ∈ m and v 0 ∈ n be given. Suppose that v 0 +A y 0 = 0. Then, CP-yxx and LADMD-yvx given in (2.1) and (2.5), respectively, are equivalent in the sense that both algorithms generate exactly the same sequence {(
. Proof. We will show that the sequence {(x k , y k )} ∞ k=1 generated by (2.5) satisfies (2.1). Let k ≥ 0. From the Moreau's decomposition (1.2), v k+1 given in (2.5b) can be rewritten as
It is easy to see from (2.6) that x k+1 given in (2.5c) satisfies
which is exactly (2.1b). From (2.5c) and the assumption that v 0 + A y 0 = 0, we obtain
Note thatx 0 = x 0 in CP-yxx. It is thus clear from (2.7) and (2.1c) that
By direct calculation, we have
Therefore, y k+1 given in (2.5a) reduces to y k+1 = prox
By moving (2.5a) to after (2.5c) and reindexing the points, we obtain a cyclically equivalent form of LADMD-yvx, which is given below and will be referred as LADMD-vxy.
Algorithm 6 (LADMD-vxy).
Given τ, σ > 0, x 0 ∈ n and y 0 ∈ m . The LADM applied to the dual 
Theorem 2.2 (Equivalence of CP-xxy and LADMD-vxy).
Let τ, σ > 0, x 0 ∈ n and y 0 ∈ m be given.
Then, CP-xxy and LADMD-vxy given, respectively, in (2.2) and (2.8) are equivalent in the sense that both algorithms generate exactly the same sequence {(
2.3. Equivalence of CP-xyȳ/CP-yȳx and LADM for the primal problem (P 2 ). Now we apply LADM to the primal problem (P 2 ). The augmented Lagrangian function associated with (P 2 ) is given by
where y ∈ m is the Lagrangian multiplier (and also the dual variable in (D 1 ) or (D 2 )), σ > 0 is a penalty parameter, and Q σ P (x, u, y) is defined as
Given u k , y k ∈ m , the ADM for solving (P 2 ) iterates as
9b)
Similarly, due to the presence of linear operator A in Q σ P , the solution of (2.9a) calls for an inner loop in general. To avoid solving it iteratively, we linearize at each iteration the quadratic term Q σ P (x, u k , y k ) at x = x k , add a proximal term and approximate it by (again, constant terms are omitted)
where τ > 0 is a proximal parameter. The resulting LADM is given in Algorithm 7 and will be referred as LADMP-xuy.
Algorithm 7 (LADMP-xuy). Given τ, σ > 0, x 0 ∈ n , u 0 ∈ m and y 0 ∈ m . The LADM applied to the primal problem (P 2 ) iterates, for k ≥ 0, as
The equivalence of CP-xyȳ and LADMP-xuy can be established completely in analogous as in Theorem 2.1. See also [49] . Similarly, to guarantee that both schemes generate exactly the same sequence of points, a condition u 0 = Ax 0 must be imposed on the initial points, which was not stated in the literature.
Theorem 2.3 (Equivalence of CP-xyȳ and LADMP-xuy
Then, CP-xyȳ and LADMP-xuy given in (2.3) and (2.10), respectively, are equivalent in the sense that both algorithms generate exactly the same sequence
. Similarly, by moving (2.10a) to after (2.10c) and reindexing the points, we obtain a cyclically equivalent algorithm that does not need u 0 in initialization. The algorithm, which will be referred as LADMP-uyx, and its equivalence to CP-yȳx are summarized in Algorithm 8 and Theorem 2.4, respectively.
Algorithm 8 (LADMP-uyx).
Given τ, σ > 0, x 0 ∈ n and y 0 ∈ m . The LADM applied to the primal problem (P 2 ) iterates, for k ≥ 0, as
Theorem 2.4 (Equivalence CP-yȳx and LADMP-uyx). Let τ, σ > 0, x 0 ∈ n and y 0 ∈ m be given.
Then, CP-yȳx and LADMP-uyx given in (2.4) and (2.11), respectively, are equivalent in the sense that both algorithms generate exactly the same sequence
3. Inertial CPAs. In this section, we first show that CPAs are equivalent to applying a general PPM to the MVI formulation of the KKT system of (PD). We then propose inertial CPAs. Again, since CPAs are equivalent to LADMs, the proposed inertial CPAs can also be called inertial LADMs. In the following, we mainly focus on CP-yȳx given in (2.4) and discussions for other CPAs are alike.
3.1. CP-yȳx and CP-xxy are applications of a general PPM. Under certain regularity assumptions, see, e.g., [19] , solving the primal-dual pair (P 1 ) and (D 1 ) is equivalent to finding (x * , y * ) ∈ n × m such that the following KKT conditions are satisfied:
In the rest of this paper, we use the notation W := n × m ,
Since the coefficient matrix defining F is skew-symmetric, F is thus monotone. Using these notation, the KKT system (3.1) can be equivalently represented as a MVI problem: find w * ∈ W such that
We make the following assumption on the problem (PD).
Assumption 2. Assume that the set of solutions of (3.3), denoted by W * , is nonempty.
Using analysis similar to that in [27, Lemma 2.2], we can show that CP-yȳx is a general PPM applied to the MVI formulation (3.3) . Though the proof is simple, we give it for completeness.
where G is given by
Proof. Recall that the proximity operator is defined as the solution of an optimization problem in (1.1).
The optimality conditions of (2.4c) and (2.4a) read
which can be equivalently represented as
By the notation defined in (3.2), it is clear that the addition of the above two inequalities yields (3.4), with G defined in (3.5).
For CP-xxy given in (2.2), similar result holds. Specifically, the new iterate w k+1 = (x k+1 , y k+1 ) generated by CP-xxy from a given w k = (x k , y k ) ∈ W satisfies (3.4) with the weighting matrix G given by
Throughout this paper, we make the following assumption on the parameters τ and σ.
Assumption 3. The parameters τ and σ satisfy the conditions τ, σ > 0 and τ σ < 1/ρ(A A).
It is apparent that G defined in (3.5) 
be generated by CP-yȳx given in (2.4) or CP-xxy given in (2.2) from any starting point w 0 = (x 0 , y 0 ) ∈ W. The following results hold.
The sequence {w
converges to a solution of (3.3), i.e., there exists w = (x , y ) ∈ W * such that lim k→∞ w k = w , where x and y are, respectively, solutions of (P 1 ) and (D 1 ).
For any fixed integer
3. After k > 0 iterations, we have
Inertial versions of CP-yȳx and CP-xxy. Since CPAs are applications of a general PPM,
we can study the corresponding inertial algorithms by following the analysis in [17] . In this section, we propose inertial versions of CP-yȳx and CP-xxy and present their convergence results. The inertial versions of CP-yȳx and CP-xxy are summarized below in Algorithms 9 and 10, respectively.
Algorithm 9 (Inertial CP-yȳx, or iCP-yȳx). Let σ, τ > 0 and a sequence of nonnegative parameters {α k } ∞ k=0 be given. Starting at any initial point (x 0 , y 0 ) = (x −1 , y −1 ), the algorithm iterates, for k ≥ 0, aŝ
Algorithm 10 (Inertial CP-xxy, or iCP-xxy). Let σ, τ > 0 and a sequence of nonnegative parameters {α k } ∞ k=0 be given. Starting at any initial point (x 0 , y 0 ) = (x −1 , y −1 ), the algorithm iterates, for k ≥ 0, aŝ
We will refer to Algorithms 9 and 10 as iCP-yȳx and iCP-xxy, respectively. Recall that we use the notation w, θ and F defined in (3.2). We further definê
According to Theorem 3.2, the new point w k+1 generated by iCP-yȳx or iCP-xxy conforms to
where G is given by (3.5) for iCP-yȳx and (3.6) for iCP-xxy.
The global point-convergence, nonasymptotic O(1/k) and asymptotic o(1/k) convergence rate results of iCP-yȳx and iCP-xxy, or equivalently (3.9)-(3.10) with G given by (3.5) for iCP-yȳx and (3.
converges to a member in W * as k → ∞;
(ii) For any w * ∈ W * and positive integer k, it holds that
Furthermore, it holds as k → ∞ that
It is easy to see from (3.10) and the definition of G in (3.5) or (3.6) that if w k+1 =ŵ k then w k+1 is a solution of (3.3). Thus, the O(1/k) and o(1/k) results given in (3.11) and (3.12), respectively, can be viewed as convergence rate results of iCP-yȳx and iCP-xxy.
It is also worth to point out that the global convergence result given in Theorem 3.3 is point-convergence, which is stronger than convergence in function values for the accelerated methods in [38, 7] , which in fact can also be viewed as inertial type methods. Our stronger convergence result is obtained at the cost of more restrictive conditions on the inertial extrapolation parameters {α k } ∞ k=0 .
Numerical results.
In this section, we present numerical results to compare the performance of CPAs and the proposed inertial CPAs. In particular, we mainly concentrate on CP-yȳx and its inertial variant iCP-yȳx (the reasons will be explained below in Section 4.4). All algorithms were implemented in MATLAB, and the experiments were performed with Microsoft Windows 8 and MATLAB v7.13 (R2011b), running on a 64-bit Lenovo laptop with an Intel Core i7-3667U CPU at 2.00 GHz and 8 GB of memory. Here, we only concentrate on a total variation (TV) based image reconstruction problem and compare iCP-yȳx with CP-yȳx. The performance of CPAs or LADMMs relative to other state-of-the-art algorithms is well illustrated in the literature, see, e.g., [16] for various imaging problems, [53] for 1 -norm minimization in compressive sensing, [52] for nuclear norm minimization in low-rank matrix completion, and [50] for Danzig selector.
4.1.
Compressive image reconstruction based on total variation minimization. In our experiments, we tested the problem of reconstructing an image from a number of its linear measurements, as in the setting of compressive sensing. The reconstruction is realized via total variation minimization.
In variational image processing, TV minimizations have been widely used ever since the pioneering work [48] and have empirically shown to give favorable reconstruction results. It is well known that the edges of images can be well preserved if one minimizes the TV. Another very important reason of the popularity of TV minimizations for image restoration is the availability of very fast numerical algorithms, e.g., [15, 51, 24] .
In the compressive sensing setting, exact reconstruction guarantee of piecewise constant images from their incomplete frequencies and via TV minimization was first obtained in [14] . Lately, it was shown in [37] that an image can be accurately recovered to within its best s-term approximation of its gradient from approximately O(s log(N )) nonadaptive linear measurements, where N denotes the number of pixels of the underlying image. In particular, the reconstruction is exact if the gradient of the image is precisely sparse, i.e., the image is piecewise constant. This is even true for high dimensional signals, see [36] .
In the following, we let A (1) , A (2) ∈ n 2 ×n 2 be the first-order global forward finite difference matrices (with certain boundary conditions assumed) in the horizontal and the vertical directions, respectively. Let
2 , i = 1, 2, . . . , n 2 , be the corresponding first-order local forward finite difference operator at the ith pixel, i.e., each A i is a two-row matrix formed by stacking the ith rows of A (1) and A (2) . Let
be an original n-by-n image, whose columns are stacked in an left-upper and right-lower order to form a vector of length n 2 . Our discussions can be applied to rectangle images, and here we concentrate on square images only for simplicity. Given a set of linear measurements b = Bx * ∈ q , where B :
linear operator. The theory developed in [37] guarantees that one can reconstruct x * from B and b to within certain high accuracy, as long as B satisfies certain technical conditions. Specifically, to reconstruct x * from B and b, one seeks an image that fits the observation data and meanwhile has the minimum TV, i.e., a solution of the following TV minimization problem
Here ι S (x) denotes the indicator function of a set S, i.e., ι S (x) is equal to 0 if x ∈ S and ∞ otherwise. For u j ∈ n 2 , j = 1, 2, we define
Note that u = (u 1 , u 2 ) and {u i : i = 1, 2, . . . , n 2 } denote the same set of variables. Let f :
and g :
Then, (4.1) can be rewritten as min x∈ n 2 f (x) + g(Ax), which is clearly in the form of (P 1 ). Let B * be the adjoint operator of B and I be the identity operator. In our experiments, the linear operator B satisfies BB * = I. Therefore, the proximity operator of f is given by
Note that the proximity operator of an indicator function reduces to the orthogonal projection onto the underlying set. The proximity parameter is omitted because it is irrelevant in this case. On the other hand, with the convention 0/0 = 0, the proximity operator of " · " is given by
Furthermore, it is easy to observe from (4.2b) that g is separable with respect to u i and thus the proximity operator of g can also be expressed explicitly. Therefore, the functions f and g defined in (4.2) satisfy Assumption 1. As a result, CPAs and the proposed inertial CPAs are easy to implement.
Experimental data.
In our experiments, the linear operator B is set to be randomized partial Walsh-Hadamard transform matrix, whose rows are randomly chosen and columns randomly permuted.
Therefore, it holds that BB * = I. Specifically, the Walsh-Hadamard transform matrix of order 2 j is defined recursively as
It can be shown that H 2 j H 2 j = I. In our experiments, the linear operator B contains random selected rows from 2 j/2 H 2 j , where 2 j/2 is a normalization factor. It is worth to point out that for some special linear operators, e.g., B is a partial Fourier matrix or a partial discrete cosine transform, (4.1) (and its denoising variants when the observation data contains noise) can be solved by the classical ADM framework (2.9) without proximal-linearizing any of the subproblems, as long as the constraints are wisely treated and the finite difference operations are assumed to satisfy appropriate boundary conditions. In these cases, the
x-subproblem can usually be solved by fast transforms, see, e.g., [40, 51, 54] . In our setting, the matrices A A and B * B cannot be diagonalized simultaneously, no matter what boundary conditions are assumed for
A. Therefore, when solving the problem by the classical ADM, the x-subproblem is not easily solvable, no matter how the constraints Bx = b are adapted (e.g., penalization or relaxation). In contrast, when solving the problem by CPAs, no linear system needs to be solved and the algorithms are easily implementable as long as the proximity operators of the underlying functions can be efficiently evaluated.
We tested 12 images, most of which are obtained from the USC-SIPI image database CPAs was set to be 0.28 and held constant. This value of α k is determined based on experiments. How to select α k adaptively to achieve faster convergence remains a research issue. Here our main goal is to illustrate the effect of the extrapolation steps. We will take iCP-yȳx as an example and present some experimental results to compare its performance with different constant values of α k . In our experiments, we initialized The quantities in (4.5) and (4.6) can be viewed as optimality residues (in a relative sense). The tolerance parameter ε will be specified below.
The quality of recovered images is evaluated by signal-to-noise ratio (SNR), which is defined as
Here x * and x represent the original and the recovered images, andx denotes the mean intensity of x * . Note that the constraint Bx = b is always preserved at each iteration and for all algorithms. Therefore, we only report the objective function value i A i x , denoted by TV(x), but not the data fidelity Bx − b .
On the performance of different algorithms.
Recall that CP-xyȳ (resp. CP-yxx) and CPyȳx (resp. CP-xxy) are cyclically equivalent. Therefore, they generate exactly the same sequence of points as long as the initial points are properly chosen. As a result, we only need to concentrate on CP-yȳx and CP-xxy, and compare with their corresponding inertial variants. It is interesting that we have observed from our extensive experimental results on total variation based image reconstruction problems that CP-yȳx and CP-xxy perform almost identically as long as the same set of parameters (τ and σ) and initial points (x 0 , y 0 ) are used. In particular, CP-yȳx and CP-xxy generate two sequences of points with very close optimality residues, objective function values (i.e., TV(x)) and SNRs (defined in (4.7)). After very few iterations, these quantities usually differ little. Note that, instructed by (3.4), we meassured the optimality residue by res := G(w k+1 − w k ) in our experiments, where G is given by (3.5) and (3.6), respectively, for CP-yȳx and CP-xxy.
The similar performance of CP-yȳx and CP-xxy seems to be reasonable by directly comparing the iteration formulas in (2.4) and (2.2). Another plausible explanation of this phenomenon is as follows. Recall that both CP-yȳx and CP-xxy are applications of a general PPM, i.e., they satisfy (3.4) with the weighting matrix given by (3.5) and (3.6), respectively. By comparing the two matrices, we see that they are different only in the signs of A and A . As a result, they have exactly the same spectrum, which performs as the essential magnitudes of proximity.
For the respective inertial algorithms, i.e., iCP-yȳx and iCP-xxy, we observed the similar performance and the same remarks given above apply. For illustrative purpose, here we present some computational results on the cameraman image with four levels of measurements, i.e., q/n 2 ∈ {20%, 40%, 60%, 80%}. We used the parameters specified in Section 4.3, run each algorithm for 1000 iterations and recorded the optimality residues, the objective function values and the SNRs of the generated sequences. These quantities are denoted by res i , TV i and SNR i , where i = 1 for CP-yȳx and iCP-yȳx, and i = 2 for CP-xxy and iCP-xxy. Note that, for inertial CPAs, the optimality residue is defined as res := G(w k+1 −ŵ k ) with G given by (3.5) and (3.6) for iCP-yȳx and iCP-xxy, respectively. This definition is justified by (3.10). The comparison results of CP-yȳx and CP-xxy (resp. iCP-yȳx and iCP-xxy) on these quantities are given in the first (resp. the second) row of Figure 4 .2, where we presented the differences (in either absolute or relative sense) of these quantities.
It is easy to observe that the results given in Figure 4 .2 basically justify our remarks given above in this subsection. Therefore, in our experiments we only compare CP-yȳx and its inertial version iCP-yȳx.
Experimental results for CP-xxy and iCP-xxy are not presented since they are similar to those of CP-yȳx and iCP-yȳx, respectively.
Experimental results.
Recall that the image size is denoted by n × n, and the number of measurements is denoted by q. For each image, we tested four levels of measurements, that is q/n 2 ∈ {20%, 40%, 60%, 80%}. To implement the algorithms, a computation of the form "y ← prox g * σ (y+σAx)" must be carried out at each iteration. In implementation, this is completed by using the Moreau's decomposition (1.2), i.e., compute an intermediate variable u first as "u ← prox g * σ −1 (σ −1 y + Ax)" and then recover y via "y ← y + σ(Ax − u)". Here the quantity u − Ax can be viewed as primal residue for the equivalent constrained formulation (P 2 ). In the experimental results, besides SNR and objective function value, we also present this feasibility residue, measured by infinity norm u − Ax ∞ , and the number of iterations required by the algorithms (denoted, respectively, by It1 and It2 for CP-yȳx and iCP-yȳx) to meet the condition where the first number denotes the significant digit and the second denotes the power.
It can be seen from Tables 4.1-4.3 that, to obtain solutions satisfying the aforementioned conditions, iCP-yȳx is generally faster than CP-yȳx. Specifically, within our setting the numbers of iterations consumed by iCP-yȳx range, roughly, from 70%-80% of those consumed by CP-yȳx. In most cases, iCP-yȳx obtained recovery results with slightly better final objective function values and feasibility residues. The quality of recovered images is also slightly better in terms of SNR. By comparing results between different tables, we see that high accuracy solutions in optimization point of view generally imply better image quality measured by SNR. This could imply that solving the problem to a certain high accuracy is in some sense necessary for better recovery, though the improvement of image quality could be small when the solution is already very accurate. It can also be observed from the results that both algorithms converge very fast at the beginning stage and slow down afterwards. In particular, to improve the solution quality by one more digit of accuracy (measured by optimality residue defined in (4.5)-(4.6)), the number of iterations could be multiplied by a few times, which is probably a common feature of first-order optimization algorithms. The fact is that in most cases one does not need to solve imaging problems to extremely high accuracy, because the recovered results hardly have any difference detectable by human eyes when they are already accurate enough. In words, the inertial technique accelerates the original algorithm to some extent without increasing the total computational cost.
To better visualize the performance improvement of iCP-yȳx over CP-yȳx, we reorganized the results given in Tables 4.1 give better performance. Recall that, according to our analysis, iCP-yȳx is guaranteed to converge under the condition 0 ≤ α k ≤ α k+1 ≤ α < 1/3 for all k. Indeed, we have observed that iCP-yȳx either slows down or performs instable for large values of α, say, larger than 0.3, especially when the number of measurements is relatively small. This is the main reason that we set α k a constant value that is near 0.3 but not larger.
Similar discussions for compressive principal component pursuit problems can be found in [17] . 5. Concluding remarks. In this paper, based on the observations given in [16, 49] , we showed that CPAs and LADMs generate exactly the same sequence of points if the initial points for LADMs are properly chosen. The dependence on initial points for LADM can be relaxed by focusing on cyclically equivalent forms of the algorithms. By using the fact that CPAs are applications of a general PPM to the KKT system, we were able to propose inertial CPAs for solving structured convex optimization problem. Under certain conditions, the global point-convergence, nonasymptotic O(1/k) and asymptotic o(1/k) rate of convergence of the proposed inertial CPAs are guaranteed. These convergence rate results are previously not known for inertial type methods. Our preliminary implementation of the algorithms and extensive experimental results on TV based image reconstruction problems have shown that inertial CPAs are generally faster than the corresponding original CPAs. Though in a sense the acceleration is not very significant, the inertial extrapolation step does not introduce any additional yet unnegligible computational cost either.
The extrapolation steplength α k was set to be constant in our experiments, which was determined based on experimental results. How to select α k adaptively such that the overall performance is stable and more efficient deserves further investigation. Moreover, the requirement that {α k } ∞ k=0 is nondecreasing seems not reasonable either. Interesting topics for future research may be to relax the conditions on {α k } ∞ k=0 , to improve the convergence rate results and to propose modified inertial type algorithms so that the extrapolation stepsize α k can be significantly enlarged.
