1. In this paper we consider self-adjoint differential equations of the form (1) [r(x)y']' + p(x)y = 0, where r(x) and p(x) are continuous and r(x)>0 on an interval a<x<ß. By rewriting a theorem in the calculus of variations in a form which emphasizes the behavior of solutions of the Euler-Jacobi equation rather than that of the functional which gives rise to it we are led to observe that the theorem provides a completely general comparison theorem for equations of the form (1) . We show that the Sturm and Sturm-Picone2 theorems may be regarded as special cases of this theorem and incidentally provide in the process useful generalizations of these theorems.
We associate with (1) the functional u(x) is admissible. An easy integration by parts then establishes the functional identity
where m(x) is any admissible function. We state the following theorem. Principle. If y(x) ^0 is a solution of (1) such that y(a) = 0, then a necessary and sufficient condition that y(c)=0, where a<c<b, is that there exist an admissible function u(x) for which KO.
This theorem, which is usually stated in a different form, is wellknown. A useful form of the sufficiency condition may be stated as follows.
Theorem 1. If u(x) is an admissible function and if
a solution y(x) of (1) which vanishes at x = a has the property that y(c) =0, where a<c<b.
Note that u(x) is not required to be different from zero on the interval a<x<b.
A simple but instructive example of an application of Theorem 1 is provided by setting u(x) = sin&x, r=l, p = m2(m>k>0), a = 0,
Accordingly, a solution y(x) of y" + m2y = 0 such that y(0) = 0 must vanish on the interval 0<x<ir/k, as was to have been anticipated. Theorem 2. Let r(x) and rx(x) be positive and r(x), ri(x), p(x), and pi(x) be continuous on the interval a<x<ß and consider the differential
If there exists an admissible function u(x) such that
a solution y(x) of (4) such that y (a) = 0 has the property that y(c)=0, where a<c<b.
The proof of the theorem is very simple. From the above Principle it follows that if u(x) is any admissible function for which
the conclusion of the theorem follows. But (6) is formally equivalent to (5), where ri(x) and pi(x) are quite arbitrary functions of the type described in the theorem. The proof of the theorem is complete. Note that if u(x) is a solution of (3) such that u(a) =u(b) = 0, then u(x) is admissible and the right-hand member of (5), after an integration by parts of its first term, is readily seen to be zero. The following corollary is then immediate. The proof is trivial.
Setting ri(x)=r(x) in Corollary 1 yields the following result.
Corollary 3. // ri(x) =r(x), the conclusion of Theorem 2 holds pro-[August vided there exists an admissible solution m(x) of (3) for which
It will be seen that the ordinary Sturm comparison theorem is an immediate consequence of Corollary 3.
Theorem 2, incidentally, extends and clarifies a result due to the author [3] .
In the following example of the use of Theorem 2 note that we take pi<Q so that no nontrivial solution of (3) can be admissible, but, nevertheless, we have a valid comparison theorem.
Example. Let ri = 2, pi= -2, r=l, and p be a constant. Then equations (3) and (4) A somewhat more general result than the last corollary may be obtained as follows. Let u(x) be a solution of equation (3) such that u(a) = u(b) = 0. It follows from Theorem 1 that if r(x) and ri(x) are of class C on (a, ß), the conclusion of Theorem 1 (or 2) will follow provided />0. If in J we write ru' in the form r(riu')/ri, the condition J>0 may be readily written in the form f u\(p --pAu + riu'(-\ \dx>0.
Thus, for example, if r/ri = constant this condition becomes J (p--pi\u2dx>0.
Another immediate consequence of the Principle given above is the following result. It will be seen to be equivalent to the necessity of the Jacobi condition in the calculus of variations.
Theorem 3. If y(x) ^0 is a solution of equation (4) such that y(a) =y(c) = 0 (a<c<b),
there exists an admissible function u(x) for which KO (or, J>0).
The typical proof of Theorem 3 involves the construction of a function of class D' (C except for a finite number of corners)
. In this section we provide a function of class C which in a large class of cases gives la negative value when the (open) interval contains a conjugate point. Not only is this intrinsically interesting but it also leads to a novel kind of disconjugacy theorem for equations of the type (1).
To simplify matters we consider, without loss in generality, the We first deal with the following result. To prove the theorem we compute I(v) obtaining
Under the transformation x = bt we have
It will be sufficient to show that
Note that w(x)=w(èx) is a solution of the differential equation with strict inequality holding in one of these conditions, a solution u(x) of (15) such that u(a)=0, u'(a) 9*0 cannot vanish more than once on the interval a<x<d.
To prove the theorem note that conditions (16) insure that the functional in (14) will be positive over any interval contained in the interval a^x<d for any admissible function u(x). Suppose that u(ci) =u(c2) =0, where a<ci<C2<d.
By Corollary 1 of Theorem 2 a nonnull solution Wi(x) of (13) such that Wi(ci)=0 will be different from zero when cx<x^c2+e, where e is a small positive number. There will then exist a solution w2(x) of (13) with the property that w2(x)>0 for Ci^x^c2 + ei, where ti is a small positive number, for each &>1, but near 1. Next, observe that we may choose a solution Mi(x) of (15) with the property that ui(ki)=ui(k2) = 0, where Ci<ki, c2<k2<c2+ti.
Recall that for each b the function ws(x) = Ui(bx) is a solution of (13). By taking ¿>> 1, but sufficiently near 1, w3(x), which has zeros at ki/h and k2/b, can be taken to have the first of these zeros to the right of x = Ci, while the second will lie to the left of x = ki.
But this choice of b for w2(x) contradicts the Sturm separation theorem.
From this contradiction we infer the truth of the theorem. The theorem is sharp, for the following example exhibits a solution u(x) of the type described in Theorem 5 which has one zero on the interval a<x<d.
Example. The coefficients of the differential equation 
