ABSTRACT: The effect of hydration on the lowest vertical ionization energy (VIE) of phenol and phenolate solvated in bulk water was characterized using the equation-of-motion ionization potential coupled-cluster (EOM-IP-CCSD) and effective fragment potential (EFP) methods (referred to as EOM/EFP) and determined experimentally by valence photoemission measurements using microjets and synchrotron radiation. The computed solvent-induced shifts in VIEs (ΔVIEs) are −0.66 and +5.72 eV for phenol and phenolate, respectively. Our best estimates of the absolute values of VIEs (7.9 and 7.7 eV for phenol and phenolate) agree reasonably well with the respective experimental values (7.8 ± 0.1 and 7.1 ± 0.1 eV). The EOM/EFP scheme was benchmarked against full EOM-IP-CCSD using microsolvated phenol and phenolate clusters. A protocol for calculating redox potentials with EOM/EFP was developed based on linear response approximation (LRA) of free energy determination. The oxidation potentials of phenol and phenolate calculated using LRA and EOM/EFP are 1.32 and 0.89 V, respectively; they agree well with experimental values.
INTRODUCTION
One-electron transfer processes are ubiquitous in nature. They are important in biochemical, organic, and environmental processes. 1−6 The thermodynamics of redox reactions is quantified by redox potentials, E, that can be measured electrochemically and are related to the Gibbs free energy change (ΔG)
where n is the number of electrons transferred in the cell and F is the Faraday constant. Experimental and theoretical techniques for determining these quantities have been developed and refined over many years. The potentials of half-reactions, which are tabulated against standard hydrogen electrode (SHE), are measured relative to various reference electrodes at well-defined conditions. 7 Yet, chemical transformations (e.g., proton transfer) induced by oxidation/reduction can considerably complicate electrochemical measurements.
Theoretical predictions of redox potentials are based on eq 1 and require evaluation of ΔG for the oxidation or reduction process in question, e.g.
→

Red(aq)
Ox(aq) (2) for the oxidation reaction. A common strategy for calculating the free energy change for redox reactions 8−11 is based on the thermodynamic cycle shown in Figure 1 . That is, the free energy change for the reaction 2, ΔG rxn , in solvent is computed from the free energy change of the gas-phase oxidation (or ionization) process (ΔG IE ) and solvation free energies of the reduced/oxidized species (ΔG sol )
The main contribution to ΔG IE , gas-phase ionization energy (IE), can be reliably calculated using high level ab initio methods with large basis set (or even extrapolated to the complete basis set limit). The most widely used method for calculating free energy of solvation, ΔG sol , is based on polarizable continuum models (PCM), 12−15 which involve variable degree of parametrization and neglect specific solute--solvent interactions such as H-bonding. While many continuum models can calculate ΔG sol accurately for neutral solutes, they may have errors up to 0.4 eV for charged species. 11, 16 Thus, the imbalance in errors between ΔG sol of reduced and oxidized solutes can lead to the errors in ΔG ox of around 0.5 eV. 5 Similar errors were observed in calculations of VIEs of halide ions using nonequilibrium PCM. 17 The accuracy of continuum models, which cannot describe specific solvent interactions that are especially important in charged systems, can be improved by considering the first few solvation shells explicitly.
In short, the main source of errors in computed redox potentials is due to ΔG sol . Likewise, accuracy of calculations of spectroscopic properties of solvated species, such as excitation or ionization energies, also depends crucially on proper account of the effect of the solvent on the electronic properties of a solute. Therefore, it is highly desirable to develop a firstprinciple approach for calculating ionization energies and redox potentials of solvated species using explicit solvent models. Effective fragment potential (EFP) method offers a computationally affordable yet rigorous way to describe solvent−solute interactions 18 −21 within a hybrid QM/EFP (quantum mechanical-EFP) scheme.
EFP is a nonempirical model potential which treats solvent molecules as discrete entities. The effective fragments (EFs) perturb the QM region by their electrostatic field and are polarizable. EFP also includes dispersion and exchangerepulsion terms. When combined with appropriate ab initio methods, QM/EFP scheme allows one to compute solvent induced shifts in excitation or ionization energies. 21, 22 In these calculations, the polarization response of the solvent to the excitation of the solute is included via perturbation theory. 21, 22 In this work, we continue the benchmarking of the EFP/ EOM-IP-CCSD scheme, EFP combined with the equation-ofmotion for ionization potentials coupled-cluster model with single and double substitutions, for calculations of IEs in solutions. Furthermore, we extend the EOM/EFP methodology to calculate redox potentials using the linear response approximation (LRA) to free energy perturbation method. These calculations involve the reorganization energy (λ), an important concept within the Marcus theory of electron transfer 23, 24 that represents the free energy increase associated with the structural changes of the reactant and its environment on going from the initial to the final state.
We consider two prototypical systems, aqueous phenol and phenolate, and compare theoretical VIEs against the experimental values determined by valence photoemission measurements using microjets and synchrotron radiation. Thus, this paper presents the first experimental measurements of the VIEs for phenol and phenolate as well as high-level electronic structure calculations of these quantities. The energies of the following two reactions determine ionization/detachment energies as well as oxidation potentials of the respective species:
The redox properties of these species are of special interest because they are often used as reference values. 25−30 The phenolic motif is the functional group of the tyrosine amino acid and commonly occurs in other biomolecules, e.g., hormones and vitamins. The redox properties of tyrosine are of special significance, as it is believed to be involved in longrange charge transport in redox-active proteins serving as an intermediate electron donor/acceptor.
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Of an immediate interest to our group, tyrosine is a part of the chromophores from the green fluorescent protein (GFP) family, 5, 32 and it has been suggested that the redox properties of phenolates are similar to the GFP chromophores. 33 There have been several experimental and theoretical studies of the redox properties of these species. 34−39 The theoretical work has been based on implicit solvation models; thus, the role of specific Hbonding interactions has not been elucidated.
The electrochemistry of phenols and phenolates has been extensively investigated. 25−27,29,30,40−42 Owing to irreversible processes initiated by oxidation-induced deprotonation (oxidized phenol is a very strong acid of pK a = −2, in stark contrast of neutral phenol that has pK a = 10), phenol presents a particularly challenging case, 29, 30 and most of the experimental studies have focused on methylated and/or tert-butylsubstituted species. Thus, phenol is an example of when an alternative experimental approach, such as photoelectron spectroscopy using microjets, allows one to derive a complementary thermodynamic information that can be used to validate the theory.
The structure of the paper is as follows. Section 2 describes the computational protocol that we developed and experimental procedures. It describes the hybrid EOM-IP-CCSD/ EFP method (section 2.1), outlines LRA (section 2.2), and discuses issues of sampling that are relevant to the simulations of charged systems (section 2.3). Section 2.4 provides computational details. Section 2.5 describes the experimental setup. Section 3 presents our results and discussion including benchmark calculations on microsolvated phenol and phenolate (section 3.1), VIE calculations of bulk solvated systems (section 3.2), experimental photoionization spectra (section 3.2.1), calculations of the redox potentials (section 3.3) and the reorganization energies (section 3.4). Our concluding remarks are given in Section 4.
METHODOLOGY
2.1. EOM-IP-CCSD/EFP Scheme. First-principle modeling of solvent-induced effects on electronic properties of solvated species using explicit solvent representation requires the consideration of a formidable number of degrees of freedom, which is impossible to perform by high-level ab initio methods. Therefore, we employ a hybrid QM/MM-like (quantum mechanics-molecular mechanics) approach 43, 44 which entails dividing the system into (i) a QM part containing the species that are being ionized or electronically excited, and is described by a correlated electronic structure method and (ii) an MM part (solvent) that can be treated by a lower level of theory.
In the case of ionization or electron-detachment processes, the method of choice for the QM part is EOM-IP-CCSD. 45−50 It is free from spin-contamination, artificial symmetry breaking and self-interaction errors that plague other methods. EOM-IP-CCSD describes problematic target open-shell wave functions by Koopmans-like operators acting on well-behaved closedshell reference states. 45 −50 EOM-IP-CCSD simultaneously includes dynamical and nondynamical correlation, describes multiple electronic states in one calculation, and treats the states with a different number of electrons on the same footing. For the MM part, we employ a nonempirical EFP model potential. The EFP method describes intermolecular interactions using perturbation theory starting from noninteracting or unperturbed fragments. 18−21 There are no empirical parameters in the EFP method, the basis of the potential being a priori ab initio calculation. In short, EFP is an explicit solvent model that includes the effect of Coulomb (multipoles up to octopoles obtained by Stone's distributed multipole analysis 60, 61 ) and polarization interactions, as well as dispersion and exchange repulsion (see ref 20 for details on the EFP implementation employed in this study). EFP can be used to accurately and effectively treat the solvent degrees of freedom. 18−21 In excited/ionized state calculations, the polarization response of the solvent is described perturbatively, 21 such that multistate nature of EOM is not compromised and that the electronic wave functions of the target states remain (bi)orthogonal to each other since they are obtained with the same (reference-state) field of the polarizable environment. A recent study of Kongsted and co-workers 62 in which different approximations of including solvent response are investigated using a similar approach, a polarizable embedding model, 63 suggests that solvent response may account for as much as 13% of the solvent shift in bulk.
2.2. Calculating Free Energy Difference Using Linear Response Approximation. Figure 2 shows a free energy diagram describing the redox process in terms of Marcus theory. 23, 24 As one can see, calculations of redox potentials using eq 1 require not only VIE but also the effect of solvent reorganization, λ, around the ionized solute. 23, 24 The effect on ΔG due to a perturbing force, such as that of oxidation or reduction of the system, is related to the equilibrium fluctuations of the unperturbed system through linear response theory. ΔG can be computed as the ratio of the partition functions (Q) of the initial and the final states 64, 65 
which can be reformulated as an ensemble average of the energy difference (ΔE)
where ⟨...⟩ i denotes ensemble average over the state i. Using cumulant expansion, ΔG can be expanded to 
where ⟨...⟩ Ox denotes ensemble average sampled on the potential of the oxidized state (Ox). It can alternatively be written as an ensemble average sampled on the reduced (Red) surface
Red Ox (11) where ⟨E Red − E Ox ⟩ Red denotes the average vertical energy difference between the reduced and the oxidized states ensemble-averaged over the Red potential. VEA denotes the vertical electron affinity of the oxidized species (i.e., IE of the reduced species at the geometry of the oxidized species). The underlying assumption for LRA is that the free energy curves (i.e., Marcus parabolas for the oxidized and reduced states in Figure 2 ) have identical shape, which results in identical reorganization energy from Ox → Red and Red → Ox. 67−70 In other words, the curvature of the parabolas are similar; that is, the difference in curvatures are negligible, therefore justifying the truncation from the second term of the cumulant expansion.
The success of Marcus theory of electron transfer justifies the assumption of identical shapes of the free energy curves of the reduced and oxidized species. On the other hand, the experimental study 71 of electron ejection/attachment from/to sodium species has demonstrated the breakdown of LRA for this system; in particular, it reveals that the solvent responds slower to the electron removal from anionic species than to the electron attachment to the neutrals. The proposed explanation 71 based on the analysis of solute−solvent interaction potentials suggests that the free energy fluctuations around larger anionic species are more likely to deviate from the Gaussian distribution relative to the neutral species.
2.3. Equilibrium Sampling for ΔG and VIE Calculations. As Figure 2 and eq 11 show, calculation of ⟨VIE⟩/ ⟨VEA⟩ and ΔG Ox requires ensemble-averaging over the respective potential energy surfaces (of the oxidized and the reduced states). To model ionization/detachment spectra, one needs to compute VIE averaged over the potential surface of the initial (reduced) species. The average value ⟨VIE⟩ Red corresponds to the ionization band maximum, and the distribution of instantaneous values will give inhomogeneous broadening. For the free energy calculations, in addition to ⟨VIE⟩ Red , one also needs to compute ⟨VEA⟩ Ox , that is, VEA of oxidized species averaged over Ox potential. Thus, two equilibrium simulations are required: one for the initial (reduced) species and another for the oxidized ones.
When using explicit solvent models, the calculation of average vertical energy differences requires proper equilibrium sampling that can be performed, for example, using standard molecular dynamics (MD) calculations with periodic boundary condition (PBC), as was done in our recent study of thymine. 22 In the case of the charged species, however, the situation is more difficult because application of PBC with Ewald summation is complicated by the long-range nature of Coulomb interaction. 72 Therefore, we adopt spherical boundary condition (SBC) based on Gauss' law, which can be used for such systems. 73 The system is set up as a spherical box with the solute in the center and explicit solvent water molecules around it (see Figure 3) . The surface effects are removed by the use of the Langevin dipoles and continuum model. 74, 75 Although equilibrium MD of phenol could be described using regular PBC protocol, for the sake of consistency we employ the same setup as for phenolate ( Figure 3) .
2.4. Computational Details. The equilibrium geometries of microhydrated phenolate and phenol molecules were optimized by RI-MP2/cc-pVTZ. These structures were used in EOM-IP-CCSD calculations with the cc-pVTZ and 6-31+G(d) basis sets.
The equilibrium snapshots for phenolate and phenol (and the respective oxidized species) in bulk water were generated using MD simulations using SBC (see Figure 3) carried out as follows. The ENZYMIX parameters were employed for the classical MD simulation of phenolate/phenol (in the respective oxidation states) and explicit water molecules (within 35 Å spherical box) using the Molaris software. 76 Natural bond orbital (NBO) charges for MD calculations were calculated using Q-Chem 77 following a geometry optimization at the RI-MP2/cc-pVTZ level. Spherical boundary conditions were applied with 3 Å shell of the Langevin dipoles and a dielectric continuum to simulate bulk solvation and remove the effect of surface at the spherical boundary. Prior to running production trajectories, the water box was allowed to equilibrate for 20 ps. The trajectories were allowed to evolve with a constant temperature (300 K) and constant pressure (1 atm) MD run in the correct oxidation states for the production run. After discarding the first 20 ps of equilibration, the snapshots were taken every 500 fs on a trajectory of 150 ps. The analysis of the energy fluctuations along these equilibrium MD trajectories shows that our sampling scheme yields Gaussian-like distributions both for the reduced and oxidized species (see Figure S2 for phenolate and phenoxyl in SM).
The snapshots from the MD calculations were used for VIE/ VEA calculations using the QM/EFP scheme. In these calculations, the QM region consisted of the phenolate (or phenol) molecule and was described by EOM-IP-CCSD/6-31+G(d). The explicit water molecules were treated as EFs. The Langevin dipoles and the continuum in the periphery were not used in the QM/MM calculations of IEs. The explicit water box was big enough (35 Å) to achieve convergence of IEs with respect to the box size. 22, 78 The EOM/EFP calculations were carried out using QChem. 77 The EF potentials of water are from the Q-Chem fragment library. 20 2.5. Experimental Setup. Valence photoemission (PE) measurements from aqueous solutions of phenol (PhOH) and sodium phenolate (PhO − Na + ) were performed at the U41 PGM undulator beamline of the synchrotron radiation facility BESSY II, Berlin. Details of the experimental apparatus have been discussed elsewhere. 79, 80 In brief, the PE spectra were collected from a 24-μm diameter liquid microjet injected into vacuum with a velocity of 50 m/s (backing pressure approximately 5 bar) with a reservoir temperature of 20°C. The jet temperature at the locus where photoionization takes place is above 3−5°C as determined by evaporative-cooling modeling. 81−83 Ejected photoelectrons were collected normal to both the synchrotron beam polarization and the liquid jet through a 150 μm orifice which acts as an aperture to differentially pump the main chamber, containing the liquid microjet, (1.5 × 10 −4 mbar) against the hemispherical electron analyzer (10 −9 mbar), equipped with a multichannel detector. The photon energy used in the experiments was 200 eV with a total resolution better than 200 meV. Energy resolution of the hemispherical analyzer was 100 meV, achieved here using 10 eV pass energy (in constant kinetic energy mode). The small focal size of 23 × 12 μm 2 at the U41 beamline assures good spatial overlap between the light beam and the liquid jet, and limits the gas-phase contribution to the photoelectron signal to <5% in the case of liquid water. Measured electron kinetic energies are calibrated to the electron binding energy of the 1b 1 orbital of liquid water (11.16 eV). 84 Phenol and phenolate solutions (0.75 M) were prepared using highly demineralized water (conductance, 18 MΩ/cm −1 ). A small amount of electrolyte (NaF, ∼0.05 M) was added to minimize the charging effect, 80,85,86 electron emission from the salt does not contribute at binding energies while the fluoride ion 2p electrons do not contribute at binding energies lower than 10 eV. 87 Sodium phenolate was formed by addition of 10 M NaOH solution to aqueous phenol such that the equilibrium mixture contains 97.4% phenolate and 2.6% phenol.
RESULTS AND DISCUSSION
Our theoretical values (EOM-IP-CCSD/cc-pVTZ) 92, 93 are within 0.1−0.2 eV of the adiabatic ones. The computed values are in good agreement with the experiment. We note that our value for phenolate is red-shifted by ∼0.3 eV relative to the experiment, which is within error bars of EOM-IP-CCSD.
In the discussion below, we focus on solvent-induced shifts in IEs and EAs, ΔVIE and ΔVEA that are defined as follows: 
As in our previous studies on thymine, 22 the errors in IEs due to EFP approximation are less than 0.05 eV for the microsolvated phenol structures and 0.04 eV for microsolvated phenolate. Moreover, the correct ordering of the IEs in the 62 whereas perturbative correction may not be able to fully recover this value. Figure 5 presents several lowest VIEs for the P1, P2, P3, and P4 structures. We note that the lowest 3 VIEs are accurately determined by the EOM/EFP calculations. However, as we consider higher VIEs, the errors increase (∼0.15−0.3 eV) and there are few VIEs that are missing with EOM/EFP as compared to the full EOM calculations. This is because higher ionized states can be delocalized over the phenolate and water moieties (causing large errors) or even fully localized on water (causing missing IEs when the QM part consists only of phenolate). This is illustrated in Figure 6 , which shows the leading MOs describing the ionized states in the P1 structure. The missing IE (6.63 eV) has a leading contribution from the MO located on water.
Somewhat surprisingly, the second ionized state (of P1) at 3.87 eV has some electron density on water and, therefore, exhibits the relatively large error (+0.11 eV). The ionized states at 7.61 and 7.70 eV also have some electron density on water and, therefore, an error of 0.15 eV for one state. We performed similar analysis for microsolvated phenol (included in SM). In this case, there were no large differences for the states below 11.0 eV (or for the 2 lowest states).
Comparing the IEs of the P1, P2, P3, and P4 structures, we observe that there are 1, 2, 3, and 4 IEs (above 6.5−7.0 eV) that are missing in the EOM/EFP calculation (see Figure 5 ) and the MOs from which these IEs occur are located on the water molecules (included in SM).
In sum, the applicability of the present EOM/EFP setup is limited to the ionized states that lie below the lowest IE of water. Such low-lying ionized states of water are only relevant for small clusters as they correspond to well-known surfaceionized states. In bulk solvent, the ionization of water is much higher. Thus, when considering bulk solvation, we anticipate the breakdown of the present QM/EFP scheme only around 11 eV (bulk water ionization 54, 94, 95 ). Tables 2 and 3 show the effect of basis set on ΔVIE of microsolvated phenol and phenolate and ΔVEA for the respective radicals. We observe that ΔVIEs for all microsolvated phenol and phenolate clusters are remarkably independent of the basis set used (errors in ΔVIE due to basis sets are <0.03 eV). We will exploit this fact to perform EOM/EFP calculations of ΔVIE with a smaller basis set, 6-31+G(d), to reduce computational time and enable extensive sampling. However, the absolute values of VIEs (and VEAs) do depend on the basis set used and, therefore, a correction (in the spirit of energy additivity schemes) needs to be added to the absolute values to account for the effect of increasing basis set from 6-31+G(d) to cc-pVTZ, as was done in our study of solvated thymine. 22 Our theoretical VIEs for the microsolvated structures are in good agreement with experiment. For PH1 structure, the experimental IEs are 7.95−8.3 eV, 96−98 compared to our estimate of 8.02 eV. We also recover the experimental trend that, with hydrogen bonded phenol complexes, the first water (or other solvents such as methanol) causes a large reduction in VIE (−0.53 eV), whereas the addition of the second water recovers most of the VIE back (−0.10 eV). This can be explained from the specific interactions in Figure 4 (a and b) . In PH1 there is a single electron donating H-bond with the water causing lowering of VIE, whereas in PH2 there are two Hbonds of different nature which have opposing effects on the VIE. In the case of the microsolvated phenolate, with the addition of each water molecule the IEs increase due to greater stabilization of the anionic species. The H-bonds thus formed are all electron accepting in nature.
3.2. VIEs of Phenol and Phenolate in Bulk Water. The bulk VIE was calculated by averaging instantaneous VIEs over 100 snapshots obtained from the 150 ps trajectory at 300 K. All water molecules present in the simulation box are included in the EOM/EFP calculations. The 35 Å spherical box is considered to be large enough to mimic bulk solvation as established in the previous calculations of solutes in water. 22, 78 Figure 7 shows ΔVIEs for the phenol and phenolate computed using 100 configurations from the MD snapshots The computed absolute VIEs for the phenol and the phenolate in the gas-phase are 8.55 and 1.99 eV, respectively. Therefore, the VIEs of the phenol and phenolate in bulk solvent is 7.89 and 7.71 eV, which, as will be discussed below, is in good agreement, particularly for phenol, with the experimental values. Finally, we would like to point out that, as in our previous study of thymine, 22 we observe that the effect of solvation on the IEs cannot be accurately modeled by a simple point-charge model, and that solvent polarization effects are important. The breakdown of different EFP contributions shows that the polarization reduces the VIEs (relative to pure electrostatics) by ∼0.65 and ∼0.75 eV in phenol and phenolate, respectively.
3.2.1. Experimental VIEs. Figure 9 shows differential valence photoelectron spectra from 0.75 M phenol and phenolate aqueous solutions, acquired by subtracting the water spectrum from the raw phenol/phenolate (aq) spectra (not shown here). All spectra were recorded under identical experimental conditions at photon energy of 200 eV. Both spectra can be fitted with two Gaussians, centered at 7.1 ± 0.1 and 8.5 ± 0.1 eV for phenolate, and 7.8 ± 0.1 and 8.6 ± 0.1 eV for phenol with an average full width at half-maximum of ∼1 eV for each peak. The peak width is typical of aqueous solutes. 80, 84, 99 Higher precision energies and widths are difficult to assign due to the broad and overlapping spectral features. We note that the intensity of the higher binding energy photoelectron peak for phenolate is more than twice that of the lowest; however, for phenol, the opposite trend appears to be evident.
Theory versus Experiment.
To compare simulations with the experimental spectra that show two distinct bands, we computed VIEs for the two lowest ionized states of phenol and phenolate, respectively. Assuming the same cross sections for the two ionization transitions, the distribution of the instantaneous ΔVIEs (plus the gas-phase VIEs values) represent the spectra. Figure 10 shows the computed lineshapes corresponding to the two states.
The simulated distributions cannot be well fitted to a Gaussian line shape. We note that the distributions of energy fluctuations along the ground-state equilibrium trajectories are Gaussian; thus, although our sampling in IE calculations is sufficient for converged average VIE, it may be inadequate for predicting the spectral line shape.
As the experimental spectra show, the relative intensities of the two bands are different suggesting different cross sections (although, in the case of phenolate, higher intensity of the second peak might be due to other ionized states accessible in this energy range).
To directly compare with the experiment, we scaled the second peak in the distributions by 0.65 and 2.63 for phenol and phenolate, respectively, and then add the two distribution together. Our preliminary calculations of the respective cross sections using the EOM-IP Dyson orbitals 100 and plane-wave description of the ejected electron 101 using ezDyson 102 indeed show that the cross section for the second peak in phenolate is 1.5 times larger than that of the first peak. In case of the phenol, we see very similar cross sections for the first 2 ionizations (the cross section of the second peak being slightly smaller), which is in accordance with the experimentally observed peak heights.
In the case of the phenolate, the theoretical spectrum has been red-shifted by 0.8 eV to match the position of the first experimental peak. We note that this shift is slightly larger than the discrepancy between average VIE of the first peak (7.7 eV) and the experimental maximum (7.1 eV). The resulting theoretical spectra and experimental spectra are shown in Figure 11 .
In the case of bulk solvated phenol, there is considerable overlap between the first and second lowest VIEs (from 7.5 to 9.0 eV) with the mean VIEs at 7.9 and 8.6 eV, respectively. For solvated phenolate, there is much less overlap between the distributions of first and second lowest VIEs (from 8.3 to 8.6 eV). The mean VIEs are more spaced out at 7.75 and 9.25 eV, respectively.
Comparison between experiment and theory shows that for phenol there is a very good agreement in the ionization onset, band maxima, and peak widths. In the case of phenolate, the spectrum needs to be shifted by about 0.8 eV to agree with experiment (the discrepancy between the converged average VIE and the experimental maximum is 0.6 eV). However, the splitting between the first two VIEs and the overall shape is reproduced well (see Figure 11 ). The reason for the discrepancy between the experimental and theoretical value of the first VIE for phenolate is not entirely clear. It may be due to the greater difficulties of modeling charged species. For example, our equilibrium sampling performed using classical MD might be of a lower quality than the same sampling for phenol. Moreover, EFP might have larger errors in polarization contribution, which is treated perturbatively. Although the errors in EOM-EFP versus full EOM calculations for microsolvated phenolate are much smaller than the discrepancy between the theory and experiment for VIE in solution, the errors in VIEs of bulk solvated species might be larger because of increasing contribution of polarization in the bulk. Based on the benchmark study of Kongsted and co-workers, the solvent polarization response accounts for ∼10% of the shift. Thus, one may expect a larger absolute value of polarization response for phenolate that has a much larger solvent shift (5.72 eV). Therefore, errors due to the perturbative treatment of solvent polarization contribution in EFP may be larger for bulksolvated anionic species. Another source of discrepancy between the theoretical and experimental phenolate spectrum might be due to the effect of sodium counterion. However, in our recent study on sodium phosphate salts, we find that sodiation on phosphates leads only to small changes of less than 0.15 eV for the VIE. 103 We expect similar or smaller changes due to counterions for phenolate. What is even more puzzling is that the computed redox potential for phenolate (section 3.3) is in excellent agreement with the experimental value.
3.3. Redox Potential of Phenolate. Figure 2 and eq 11 illustrate the connection between the ΔG of a redox reaction and ensemble-averaged VIE and VEA. Within the LRA, the redox potential of phenolate (or phenol) can be calculated by ensemble-averaging of the VIEs and VEAs over the reduced and oxidized states, respectively. 
Since ΔG for the SHE is 4.28 eV, 104, 105 the ΔG for the cell is . 40−42 It should be kept in mind that the experimental electrochemistry of phenol is complicated by irreversible processes. 29, 30 The cause of the large range of experimentally observed standard redox potentials for phenol is also the use of anisole species in the experiments.
Several calculations of redox potentials of phenolate and substituted phenolates using continuum models have been reported previously. 9, 106 The continuum models were able to reproduce the experimental redox potential for phenolate with 0.1−0.5 V accuracy depending on the parameters and types of models employed. 9, 106 The most important advantage of using EFP is that it is a rigorously nonempirical approach allowing one to calculate the redox potentials from first principles. EFP describes the solvent as discrete entities, with accurate Coulomb and polarization interactions, and captures the effect of individual H-bonds. Furthermore, the components of the interaction can be analyzed and reorganization energy can be estimated.
3.4. Reorganization Energy. Solvent reorganization energy is one of the key ideas behind Marcus theory of electron transfer and LRA. In Figure 2 the reorganization energy is denoted by λ Ox and λ Red . λ Ox denotes the reorganization energy in the oxidized potential, i.e., when a system in its reduced state is ionized and then relaxes to the minima in the oxidized state. λ Red denotes the reorganization energy in the reduced potential, i.e., when a system in its oxidized state is reduced (electron attachment process) and then relaxes to the minima in the reduced state. Within the assumptions in LRA, λ Ox = λ Red , and from Figure 2 it can be seen that λ = ⟨ ⟩ − ΔG VIE Red (16) Therefore, the simulated reorganization energies for solvated phenol and phenolate are 2.29 and 2.54 eV, respectively. The spectral width can be calculated using 107−109 
From this relationship the simulated full width at halfmaximum would be 0.81 eV for phenol and 0.85 eV for phenolate. This is in reasonable agreement with the experimental fwhm values of 0.9 ± 0.1 and 1.1 ± 0.1 eV for phenol and phenolate, respectively. The width of the actual simulated spectrum also agrees well with the experiment, as illustrated in Figure 11 . However, the discrepancy between the experimental and simulated peak widths appears to be larger for the second detachment band of phenolate. Although the theoretical peak shape can be improved by further sampling, in previous studies it has been noted that the experimental photoemission peak width is generally a little larger than the expectation based on eq 17. 108, 109 The additional width can be due to other inhomogeneous broadening effects 110 beyond just the distribution of solvent configurations around the solute. For phenolate, the distribution of locations of the sodium counterion, for example, may play a role. However, Figure 11 indicates that the major cause for the peak broadening is captured by the theoretical approach employed here.
It should also be mentioned that λ is a more demanding test for the methodology than ΔG since λ is the difference between energies in an equilibrium state and a nonequilibrium state, whereas ΔG is an equilibrium property. Thus, this analysis helps us in assessing more rigorously the validity of LRA approximation in this system. 111 
CONCLUSIONS
We developed and validated a computational protocol for calculating physically relevant properties such as redox potential using the QM/EFP method and LRA. To benchmark the QM/ EFP scheme against the full QM approach for neutral and charged systems, we investigated the effect of microsolvation on IEs of phenol and phenolate. EOM/EFP agrees well with the full EOM-IP-CCSD calculations for VIEs below the lowest VIE of solvent molecules (11−13 eV for various water clusters [52] [53] [54] 94, 95 ). For the lowest ionized states, the errors are below 0.02 eV for neutral phenol and below 0.05 eV for phenolate. This difference in accuracy for neutral and negatively charged species has been rationalized based on the higher polarizability and more delocalized charge density in case of negatively charged species. We also notice that the error in VIE does not increase with the number of water molecules in the microsolvated species.
The VIEs for the bulk solvated phenol and phenolate were calculated by averaging over the snapshots from equilibrium MD simulations with spherical boundary conditions. The computed VIEs corresponding to the lowest ionized states of phenol and phenolate are 7.9 and 7.7, respectively. These values agree well with the experimentally measured VIEs (7.8 ± 0.1 and 7.1 ± 0.1 eV, respectively). There is no obvious reason for larger discrepancy between theory and experiment in the case of phenolate. Possible explanations are problems with using MD for equilibrium sampling of anionic species, larger errors in EFP due to approximate treatment of polarization, or perturbation due to counterions.
In LRA, the redox potential is the average of the VIEs calculated as an ensemble average of the initial and final states, i.e., over the reduced (PhO − and PhOH) and the oxidized (PhO
• and PhOH + ) species. Using this formalism, we performed MD simulations of the species in the different oxidation states, and using the snapshots from the respective MD simulations, we computed ensemble-averaged VIEs/VEAs. Relevant EFP paramaters, cartesian geometries, molecular orbitals, and distribution of energies along the trajectories. This material is available free of charge via the Internet at http://pubs.acs.org.
■ AUTHOR INFORMATION Notes
