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Abstract
This paper presents a new and efficient data compression algorithm, namely, the adaptive character wordlength (ACW)
algorithm, which can be used as complementary algorithm to statistical compression techniques. In such techniques, the characters
in the source file are converted to a binary code, where the most common characters in the file have the shortest binary codes,
and the least common have the longest; the binary codes are generated based on the estimated probability of the character within
the file. Then, the binary coded file is compressed using 8 bits character wordlength. In this new algorithm, an optimum character
wordlength, b, is calculated, where b > 8, so that the compression ratio is increased by a factor of b/8. In order to validate this
algorithm, it is used as a complement algorithm to Huffman code to compress a source file having 10 characters with different
probabilities, and these characters are randomly distributed within the source file. The results obtained and the factors that affect
the optimum value of b are discussed, and, finally, conclusions are presented.
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1. Introduction
Data compression algorithms are designed to reduce the size of the data so that it requires less disk space for
storage and less bandwidth to be transmitted on a data communication channel [1–3]. Data compression is usually
obtained by substituting a shorter symbol for an original symbol in the data. The symbols may be characters, words,
phrases, or any other unit that may be stored in a dictionary of symbols.
Data compression algorithms can be classified in two different ways. They may be classified as lossless or lossy,
or may be classified according to a fixed or variable size of group taken from the original file and written to the
compressed file [4,5]. Lossy compression can provide compression ratios of 100:1 to 200:1, depending on the type of
information being compressed, while lossless compression techniques can usually achieve a 2:1 to 8:1 compression
ratio. Lossy compression techniques are often tuneable in that they can turn the compression up to improve throughput,
but at the cost of a loss in quality. Compression can also be turned downed to the point at which there is little loss of
data, but throughput will be affected [6]. A detailed discussion of data compression techniques are found in [5,7].
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Data communication and data storage applications have benefited greatly from data compression methodology. By
reducing the size of the transmitted data, the effective bandwidth of the communications channel can be increased.
The obvious advantage for data storage applications is that smaller data require less storage space. Thus, the effective
storage capacity of any storage medium is increased if the data are compressed. There is, however, with current
technology, another important implication of data compression on storage technology [3].
There are three major types of compression techniques: Substitution, Statistical and Dictionary based
compression [8]. Substitution data compression techniques involve the swapping of repeating characters by a
shorter representation, such as null suppression, Run Length Encoding (RLE) [4,9], bit mapping and half byte
packing [8]. Statistical data compression techniques involve the generation of the shortest average code length
based on an estimated probability of the characters, such as Shannon–Fano coding [5,10,11], static/dynamic/adaptive
Huffman coding [12–15], and arithmetic coding [16,17]. Finally, dictionary data compression techniques involve
the substitution of sub-strings of text by indices or pointer code, relative to a dictionary of the sub-strings, such as
Lempel–Zif–Welch (LZW) data compression technique [18–20].
Many compression algorithms use a combination of different data compression techniques to improve compression
ratios. For example, Fax machines use a combination of RLE and Huffman coding to achieve compression ratios of
about 10:1. Since both coder and decoder use the same modification algorithm, the decoder will adjust its decoding
table in the same way as the coder, and the two will remain in sync.
In this paper, we are concerned with the statistical data compression techniques that involve the generation of the
shortest possible binary code length for each character based on the estimated probability of occurrence (frequency)
of the characters in the data file, such as Shannon–Fano, static/dynamic/adaptive Huffman, and arithmetic coding.
All statistical data compression techniques are based on converting 8 bits, from the binary coded file into one
character in the compressed file, i.e., they use an 8 bit character wordlength. In this paper, we propose an algorithm,
namely the ACW algorithm, which can be used as a complementary algorithm to enhance the compression ratio of
these techniques. The compression ratio, then, can be increased by a factor of b/8, where b is the character wordlength,
and b ≥ 8.
In Section 2, we discuss two different classification schemes that can be used to classify data compression
techniques. Also, in this section, we present a brief definition of three different types compression techniques followed
by a detailed description of a statistical lossless compression technique, namely, Huffman coding. Section 3 discusses
the criteria for comparing data compression techniques. A detailed description of the ACW algorithm is given in
Section 4. In order to validate the algorithm, a sample problem is considered in Section 5, and the results obtained and
the factors that affect the value of the character wordlength are discussed. Finally, in Section 6, conclusions are drawn
and recommendations for future works are presented.
2. Data compression techniques
Data compression squeezes data so that it requires less disk space for storage and less bandwidth to be transmitted
on a data communication channel. In this section, we present a brief description for the different classes and types of
data compression algorithms.
2.1. Classification of data compression techniques
Data compression algorithms can be classified as either lossless or lossy. Lossless methods restore the compressed
data file to exactly the same form as the original data file, while lossy methods only re-generate an approximation.
Lossless methods are absolutely necessary for many types of data, for example: executable codes, word processing
files, tabulated numbers, etc. In comparison, lossy methods are very useful in compressing data files that represent
images and other acquired signals which do not have to be kept in perfect condition for storage or transmission
purposes. This distinction between lossless and lossy methods is important because lossy techniques have higher
compression ratios (i.e. are more effective) than lossless methods. The higher the compression ratio, the more errors
are introduced into the original data [8].
Images transmitted over the World Wide Web (WWW) are an excellent example of why data compression is
important, and show the effectiveness of lossless versus lossy compression [2,21,22].
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Another way of classifying compression methods is according to a fixed or variable size of the group taken from
the original file and written to the compressed file. Most data compression programs operate by taking a group of data
from the original file, compressing it in some way, and then writing the compressed group to the output file.
2.2. Types of data compression techniques
There are three major types of data compression technique: Substitution, Statistical, and Dictionary based
compression [8]. Substitution data compression techniques involve the swapping of repeating characters by a shorter
representation, such as null suppression, RLE, bit mapping and half byte packing [4,8,9]. Statistical data compression
techniques involve the generation of the shortest average code length based on an estimated probability of the
characters, such as Shannon–Fano coding [5,10,11], static/dynamic/adaptive Huffman coding [12–15], and arithmetic
coding [16,17]. Finally, dictionary data compression techniques involve the substitution of sub-strings of text by
indices or pointer code, relative to a dictionary of the sub-strings, such as the LZW data compression technique [18–
20]. In each case, relative decompression algorithms were also developed.
2.3. Example of a statistical data compression technique
The adaptive character wordlength algorithm that has been proposed can be used to enhance the effectiveness of
statistical data compression techniques. In this section, we give a brief description to one of the most sophisticated
and efficient statistical data compression techniques, namely, Huffman coding.
2.3.1. Huffman coding
Huffman coding is a sophisticated and efficient statistical lossless data compression technique, in which the
characters in a data file are converted to a binary code, where the most common characters in the file have the
shortest binary codes, and the least common have the longest. In Huffman coding, for example, the text file to be
compressed is read to calculate the frequencies for all the characters used in the text, including all letters, digits, and
punctuation [12–15].
The first step in building a Huffman code is to order the characters from highest to lowest frequency of occurrence.
The second step is to construct a binary tree structure. This begins by selecting the two least-frequent characters:
logically group them together, and their frequencies are added. Then, select the two elements that have the lowest
frequencies, regarding the previous combination as a single element, group them together and add their frequencies.
Continue in the same way to select the two elements with the lowest frequency, group them together, and add their
frequencies, until one element remains.
There is an alternate algorithm for generating these codes, known as Shannon–Fano coding. Shannon–Fano coding
achieves the same results as Huffman coding, but works from the top down, instead of the bottom up. The codes that
result are exactly the same as would be obtained with Huffman coding [5].
Of course, Huffman codes can be used on any type of data, such as bytes in a graphics file [22,23]. They are not
very effective if the data in the file is strongly random, since the frequencies of different characters or bytes would be
close to the same, but such random data files are hard to compress by any technique. Huffman coding techniques are
also used in conjunction with other compression schemes, such as RLE scheme, to improve compression ratios.
Since the average frequencies of letters in every language are distinctive and well known, it is possible to devise
a Huffman code table for text files written in a specific language. A receiver can use the same default or canonical
Huffman codes to decompress the message.
However, actual average frequencies of individual messages will differ from that standard language average
frequency to a greater or lesser degree. That means better compressions can be obtained by analyzing a specific
file and building a custom Huffman code for that file. This requires that the custom table of Huffman codes be output
to the file along with the compressed data stream, to allow the decoder to uncompress the data [4,5].
Another variation on this idea is known as adaptive Huffman coding. In this approach, both the coder and
decoder start with a predefined Huffman table, but both keep statistics on the frequency of different characters in
the compressed data stream, and modify the Huffman codes on a continuous basis by adjusting the Huffman tree as
needed. Since both the coder and decoder use the same modification algorithm, the decoder will adjust its Huffman
table in the same way as the coder, and the two will remain in sync [13].
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3. Criteria for comparing data compression techniques
The effectiveness of a data compression technique is dependent on the type of data that is to be compressed.
Therefore, to be able to compare different data compression techniques reliably, not allowing extreme cases to cloud or
bias the technique unfairly, certain issues need to be considered, such as the algorithm complexity, the computational
CPU time, and amount of compression [7,8]. Practically, other conditions must be considered may include: finite
memory, error control, type of data and compression style (adaptive/dynamic, semi-adaptive or non-adaptive). In
addition, these conditions have to be equally considered for the decompression process [24,25].
The data compression ratio is used to quantify the amount of compression achieved by a particular compression
algorithm, i.e., the reduction in data quantity produced by a data compression algorithm. Data compression ratios are
generally expressed as <original size>:<compressed size>. Compression ratios may be given in percents.
Data compression ratios are closely related to the concept of coding rates, which express the same concept but
relate the ratio to more tangible quantities. For example, for a text file, the coding rate may be expressed in “bits per
character”, where typically in uncompressed text file a coding rate of 8 bits per character is used. The coding rate
of an audio stream may be expressed in “bits per second”, or still image compression may be expressed in “bits per
pixel”. In many instances, coding rates can be converted to compression ratios if the physical characteristics of the
content of the original file are known. In contrast to compression ratios, lower coding rates indicate a higher level of
compression.
There are extreme cases where data compression works very well or other conditions where it is inefficient;
therefore, it is important to select the most appropriate technique for the correct data profile (file type). In fact, with
random information it is difficult to estimate a precise value for the amount of compression [24].
The type of data that the file contains has an appreciable effect on the efficiency of the technique selected to apply
to it. This is due to the practicality of the techniques, to the data, as the technique may try to act on information but
may not be able to find anything suitable to compress or it may try but not very well. In the worst case, the file could
be inflated in size.
The types of files that are commonly used can be classified into two main categories: binary or textual. These
further can be classified with respect to their purpose and format, i.e., text, image, audio and executable. Some of
these files may contain repeating sets of various characters or of the same character. In addition, repeated strings
and sub-strings may also be present. In other cases, certain characters may have probabilities that are higher than
others, thereby prompting the use of shorter codes for them. Each case is dependent on the context of the information
contained within it; therefore, some patterns may be common across files of these types prompting a certain technique
to deal with them all effectively. This is normally rare for optimum compression or speed, as there will always be a
trade-off between the two, depending on the demanding nature of compression.
Investigation on the effects of each method for each of these file types can be determined by carrying out an
experiment by applying each compression and decompression algorithm for each method to each of these file types.
Note that an initial selection of files needs to have been made to maintain a fair comparison though the experiment.
The time taken for the process to complete, and the compression ratio, are monitored and recorded. The results are
then correlated with respect to time and compression for each algorithm. This will help in determining a relationship
between these two factors and enable the most appropriate to be used by the user. The user will be presented this
information in the application so that a decision can be made on what trade-offs to make [8].
4. The adaptive character wordlength (ACW) algorithm
In statistical compression algorithms, it is required first to find the probabilities (i.e., frequencies, f ) for all
characters used in the data file. For text files, characters include all letters, digits, and punctuations. These characters
are to be ordered in the sequence (s) from highest frequencies to the lowest. The second step is to find the equivalent
binary code for each character according to the statistical data compression technique that has been used, e.g., Huffman
coding, where the most common characters in the file have the shortest binary codes, and the least common have the
longest.
Then these binary codes are used to convert all characters in the data file to a binary code. Typically, in all statistical
algorithms, a character wordlength of 8 bits is used, where the equivalent decimal value for each 8 bits (0–255) is
calculated and converted to a character that is written to the output file.
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The size of the original data file (Sdata) in bytes is given by
Sdata =
n∑
i=1
fi . (1)
In general, if we exclude the header of the compressed file, the size of the compressed file (Scomp) is given by
Scomp =
n∑
i=1
wi fi
b
(2)
where wi is the numbers of bits used to represent each character, fi is the character frequency, n is the number of
characters within the data file, and b is the character wordlength in bits (typically 8 bits).
The compression ratio (C) is given by
C = Sdata
Scomp
. (3)
Entropy is a measure of the information content of the data file and the smallest number of bits per character needed,
on average, to represent the compressed file. Therefore, the entropy of a complete data file would be the sum of the
individual characters’ entropy. The entropy of a character is represented as the negative logarithm of its frequency and
expressed using base two. Where the frequency of each character of the alphabet is constant, the entropy is calculated
as [24]
E = −
n∑
i=1
−ρi log2(ρi ) (4)
where ρi is the probability and it is calculated as ρi = fi/Sdata. For an 8 bits character wordlength, there exist 0 to
255 possible decimal values, i.e., 256 possibilities. In most cases, not all the 256 possible decimal values are used.
Therefore, in this new approach, we try to use more than 8 bits to store a single character, say, for example, b bits,
which give 2b possibilities (from 0 to 2b − 1 possible decimal values). This is not an issue; what is important is
the number of the different decimal values (possibilities) that have been calculated, and if they are less than 256
possibilities, it is possible to use a character wordlength of b bits to store the character rather than 8 bits.
It is important to find an optimum value for b which produces decimal values that are less than or equal to 256
possibilities. There are different ways to find the optimum value of b, such as increasing the number of bits one by
one, starting at 8, until more than 256 possibilities are found, then the previous value of b is considered as the optimum
character wordlength. These decimal values that have been calculated using b bits character wordlength are arranged
in descending order and stored in the header of the compressed file with other information. The compressed character
that is written to the compressed file is calculated according to the order (sequence number) of that decimal value and
not its actual value. Therefore, we can use more than 8 bits per character to decrease the size of the compressed file
and then increase the compression ratio, as can be seen from Eqs. (1) and (3), respectively.
Fig. 1 summarizes the ACW data compression algorithm as it is used to enhance the effectiveness of Huffman
coding. Steps 1–4 can be modified according to the statistical data compression algorithm used to construct the
equivalent binary code.
In this new algorithm, a coder will go through the data file, convert each character into its appropriate binary code,
and write the resulting bits to the output file after optimizing the compressed character wordlength. In order not to get
the codes mixed up in the decoding process, all information is stored in the compressed file header. Thus, as long as
bits constitute legitimate codes and a bit does not get scrambled or lost, the decoder will never get lost either.
This type of coding can be used on any type of data, such as bytes in a graphics file, video files, executable files,
etc. It is also very effective if the data in the file is strongly random, since the frequencies of different characters or
bytes would be close to the same, but such random data files are hard to compress by any technique.
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Fig. 1. Adaptive character wordlength (ACW) algorithm.
Table 1
Character probabilities and their equivalent Huffman binary code
# Character Probability Huffman binary code
1 A 0.171 00
2 B 0.031 111110
3 C 0.057 0110
4 D 0.092 1110
5 E 0.274 10
6 F 0.052 0111
7 G 0.042 11110
8 H 0.130 010
9 I 0.149 110
10 J 0.002 111111
5. Results and discussions
In order to evaluate the performance of the ACW algorithm, the algorithm is used as a complementary algorithm
to a statistical data compression algorithm, namely, Huffman coding, to compress a data file with the characters
probabilities given in Table 1 [5]. For an 8-bit compressed character wordlength, Huffman coding achieves a code rate
of 2.94 bits per character or a compression of 2.72:1. For this data file, Eq. (3) yields an entropy lower bound of 2.88
bits per character.
The ACW algorithm will achieve a coding rate of (2.94 × 8)/b or a compression ratio of b/2.94, where b is the
optimum character wordlength. Thus, for 9 and 10 character wordlengths, for example, the coding rates are 2.16
(C = 3.06) and 2.35 (C = 3.40), respectively. The optimum value of b depends on a number of factors:
1. The size and the type of the data file,
2. The characters frequencies within the data file,
3. The distribution of characters within the file, and
4. The equivalent binary code used for each character.
It is clear that using the ACW algorithm, the compression ratio, for any statistical compression algorithm, increases
linearly with b, and it can be 4 times its original value if b is equal to 32 bits.
In order to decompress the file efficiently, the number of possibilities and their decrementally ordered actual
decimal values must be stored into the header of the compressed file. The maximum added overhead occurs when
the value of b is 32 bits and all the possibilities (0–255) are used. The maximum overhead is equal to 2563 B. This
can be reduced to 2050 B, if these values are stored in hexadecimal notation.
6. Conclusions
In this paper, an ACW compression algorithm is presented. This algorithm can be used as a complementary
algorithm to any statistical lossless data compression algorithm, such as Shanon-Fano coding, static/dynamic/adaptive
Huffman coding, arithmetic coding, a combination of these algorithms, or any modified form of them, etc.
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In this algorithm, after the construction of the binary code for the data file, then instead of calculating the equivalent
decimal value for each 8 bits and converting it to a single character (8 bits character wordlength) to be stored in the
compressed file, the algorithm searches for the optimum character wordlength, b. The value at which the binary file is
divided into a number of blocks of b bits length. The equivalent decimal values for these blocks are calculated, which
should be not more than 256 different decimal values (256 possibilities). These values are arranged in descending
order, and then the equivalent characters to be stored in the compressed file are calculated according to the sequence
number of the character, but not according to its actual value. The number of possibilities and their values are added
as an overhead to the compressed file. This overhead is not more than 2 KB.
Using the ACW algorithm as a complementary algorithm to any statistical compression algorithm enhances the
compression ratio by a factor of b/8, and decreasing its code rate by a factor of 8/b. The value of b depends on many
factors, such as:
1. The size and the type of the data file.
2. The frequencies of the characters within the data file.
3. The distribution of characters within the file, and the equivalent binary code used for each character.
However, further research studies are required to explore the effect of these factors.
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