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a b s t r a c t
We present a real root isolation procedure for univariate func-
tions obtained by composition and rational operations from
exp, log, arctan and real constants. The procedure was first intro-
duced for exp–log functions in Strzeboński (2008). Here we extend
the procedure to exp–log–arctan functions, describe computation
with elementary constants in detail and discuss the complexity of
the root isolation procedure for the general exp–log–arctan case as
well as for the special case of sparse polynomials. We discuss im-
plementation of the procedure and present empirical results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Definition 1. The set of exp–log–arctan functions is the smallest set of partial functions R→ R
containing exp, log , arctan, the identity function and the constant functions that is closed under
addition, multiplication and composition of functions.
The domain D( f ) of an exp–log–arctan function f is determined as follows:
(1) the domain of exp, arctan, the identity function and the constant functions is R and the domain of
log is R+,
(2) D( f + g) = D( fg) = D( f ) ∩ D(g),
(3) D( f (g)) = g−1(D( f )).
In particular, D( f ) is an open set and f is C∞ in D( f ).
Remark 2. The following are exp–log–arctan functions: the multiplicative inverse function
inv : R \ {0} ∋ x → 1/x = x exp(−log(x2)) ∈ R,
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the integer base radical functions
radn : R+ ∋ x → n
√
x = exp(log(x)/n) ∈ R
for n ∈ Z+, the inverse trigonometric functions
arcsin : (−1, 1) ∋ x → arctan

x exp

−log(1−x2)
2

arccos : (−1, 1) ∋ x → π2 − arctan

x exp

−log(1−x2)
2

arccsc : (−∞,−1) ∪ (1,∞) ∋ x → arctan

x exp

−log(x4−x2)
2

arcsec : (−∞,−1) ∪ (1,∞) ∋ x → π2 − arctan

x exp

−log(x4−x2)
2

arccot : R \ {0} ∋ x → arctan(1/x)
and the hyperbolic and inverse hyperbolic functions.
Definition 3. Let f : R ⊇ D( f )→ R and let a ∈ D( f ). a is a root of f iff f (a) = 0 and there exists an
open neighborhood U ⊆ D( f ) of a such that f (x) ≠ 0 for all x ∈ U \ {a}.
Claim 4. The domain of an exp–log–arctan function consists of a finite number of open, possibly
unbounded, intervals and an exp–log–arctan function has a finite number of real roots.
This claim follows from the fact that sets definable using exponential and restricted trigonometric
functions form an o-minimal structure (Hovanskii, 1980; Wilkie, 1996; van den Dries et al., 1994;
Wilkie, 1999). The algorithm given in this paper computes domains and isolating intervals for
real roots of exp–log–arctan functions. The proof of correctness of the algorithm does not use the
o-minimality and hence it provides an alternative proof of Claim 4.
Example 5. f : R \ {a} ∋ x → x − a − (x− a)2 ∈ R is an exp–log–arctan function which is
zero at infinitely many points, but has no roots. Note that the continuous extension of f to R is not an
exp–log–arctan function, since it is not differentiable at a.
Definition 6. The set of exp–log–arctan expressions with coefficients in a computable field K ⊆ R is
defined recursively as follows:
(1) elements of K and the variable x are exp–log–arctan expressions,
(2) if f and g are exp–log–arctan expressions so are f + g , f · g and fg ,
(3) if f is an exp–log–arctan expression so are exp( f ), log( f ) and arctan( f ).
Each exp–log–arctan expression represents an exp–log–arctan function; however the same
function may be represented by many different expressions. In the following, when we refer to the
domain, point values and roots of an exp–log–arctan expression, we mean the domain, point values
and roots of the corresponding exp–log–arctan function.
Definition 7. Two exp–log–arctan expressions are equivalent if they represent the same exp–log–
arctan function. An exp–log–arctan function (expression) g extends an exp–log–arctan function
(expression) f if D( f ) ⊆ D(g) and ∀x ∈ D( f ) f (x) = g(x).
Example 8. exp(x)− exp(−x) is equivalent to exp(2x)−1exp(x) . log(x2) extends 2log(x).
For an exp–log–arctan expression f , f ′ denotes the expression obtained from f by applying the
rules of differentiation with respect to x. The function represented by f ′ extends the derivative of the
function represented by f .
Definition 9. An exp–log–arctan root constant with coefficients in a computable field K ⊆ R is an
expression Root( f , a, b), where f is an exp–log–arctan expression with coefficients in K , a < b are
rational numbers, [a, b] ⊆ D( f ), f (a)f (b) < 0 and f ′ has a constant nonzero sign on (a, b). An
exp–log–arctan root constant Root( f , a, b) represents the only root of f in (a, b). In the following
we identify exp–log–arctan root expressions with the roots that they represent.
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In this paper we present a procedure which, given an exp–log–arctan expression with coefficients
in K , finds its domain, roots and intervals on which the function is identically zero. The returned roots
and interval endpoints are elements of K or exp–log–arctan root constants with coefficients in K . The
procedure is a generalization of the real root isolation procedure for exp–log functions described in
Strzeboński (2008).
The assumption that K is a computable field implies that there is an algorithm for computation
of signs of elements of K . However, the root isolation procedure requires the ability to determine
signs of constants obtained by evaluation of exp–log–arctan functions at arbitrary exp–log–arctan root
constants. At present there is a knownmethod for doing this onlywhen K is contained in the field ER of
real elementary numbers. In Section 3 we show that exp–log–arctan root constants with coefficients
in ER and the values of exp–log–arctan functions with coefficients in ER at elements of ER are elements
of ER. A method for computation of signs of elements of ER is given in Richardson (1997, submitted for
publication). The proof that the method terminates relies on Schanuel’s conjecture (Lang, 1966).
If K is not contained in the field of elementary constants then the root isolation procedure may fail
if a call to the sign determination heuristic that it uses fails.
In the following section we introduce the notion of a semi-Fourier sequence and show how semi-
Fourier sequences can be used for root isolation. Next we discuss computation in the field of real
elementary numbers. Thenwe introduce an algorithm for computing semi-Fourier sequences for exp–
log–arctan functions and give a description of the main root-finding procedure.
In Section 6 we discuss the complexity of the real root-finding procedure. For general exp–
log–arctan functions we derive a complexity bound in terms of root size and separation as well
as complexities of sign testing, limit computation and root approximation. An important practical
application of the algorithm is real root isolation for sparse polynomials. While the derived worst
case complexity bound is cubic in the degree of the polynomial, and hence no better than for root
isolation algorithms computing with the dense representation of polynomials, the observed practical
complexity is much better. The polynomial dependence of the worst case complexity bound on the
degree of the input polynomial comes only from the possible necessity of distinguishing close roots
or proving root equality. If no such necessity arises, the computation time is polynomial in the size
of the input. Dense representation of polynomials implies complexity at least proportional to the
degree of the polynomial, and hence exponential in the size of the sparse polynomial input, for every
input.
In the last section we discuss our implementation of the real root isolation procedure and report
empirical results.
2. Semi-Fourier sequences and root isolation
Definition 10. A sequence f1, . . . , fk : I → R of differentiable functions defined in an open interval
I ⊆ R is a weak Fourier sequence if for all 1 ≤ i ≤ k− 1 and all x ∈ I ,
sign( fi+1(x)) = sign( f ′i (x)) (1)
and
fk(x) ≠ 0.
Proposition 11. Let f1, . . . , fk : (a, b) → R, where a, b ∈ R ∪ {−∞,∞}, be a weak Fourier sequence.
Then, for any 1 ≤ i ≤ k,
(1) fi has at most k− i distinct roots in (a, b),
(2) ∀x ∈ (a, b) ∪ {a} ∃c ∈ (x, b) ∀y ∈ (x, c] fi(y) ≠ 0,
(3) ∀x ∈ (a, b) ∪ {b} ∃d ∈ (a, x) ∀y ∈ [d, x) fi(y) ≠ 0.
Proof. The proposition follows by induction from Rolle’s theorem. 
Notation 12. Let f1, . . . , fk : (a, b)→ R be a weak Fourier sequence. Then, for any 1 ≤ i ≤ j ≤ k,
(1) sign( fi(x+)) := sign( fi(c)), where x ∈ (a, b) ∪ {a} and ∀y ∈ (x, c] fi(y) ≠ 0,
(2) sign( fi(x−)) := sign( fi(d)), where x ∈ (a, b) ∪ {b} and ∀y ∈ [d, x) fi(y) ≠ 0,
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(3) sgci,j(x), for x ∈ (a, b), is the number of sign changes in the sequence
fi(x), . . . , fj(x)
with terms equal to zero removed,
(4) sgci,j(x+), for x ∈ (a, b) ∪ {a}, is the number of sign changes in the sequence
fi(x+), . . . , fj(x+)
(5) sgci,j(x−), for x ∈ (a, b) ∪ {b}, is the number of sign changes in the sequence
fi(x−), . . . , fj(x−)
(6) sgc(x) := sgc1,k(x),
(7) sgc(x+) := sgc1,k(x+),
(8) sgc(x−) := sgc1,k(x−).
Theorem 13. Let I ⊆ R be an open interval and let f1, . . . , fk : I → R be a weak Fourier sequence. Then
for any x ∈ I
sgc(x+) = sgc(x)
and
sgc(x−) = sgc(x)+ r + 2s
where r, s ∈ Z+ ∪ {0} and
f1(x) = · · · = fr(x) = 0, fr+1(x) ≠ 0.
Moreover, s = 0 unless there is a t > r + 1 such that ft(x) = 0.
Proof. Note that if
i0 = 1 < i1 < · · · < im < im+1 = k
then for any y ∈ I such that fil(y) ≠ 0 for all 1 ≤ l ≤ m
sgc(y) =
m
l=0
sgcil,il+1(y). (2)
If fl(x) ≠ 0 for all i ≤ l ≤ j, then clearly sgci,j is constant in a neighborhood of x.
Now suppose that
fp(x) = · · · = fq(x) = 0, fq+1(x) ≠ 0.
Conditions (1) imply that there is a neighborhood U of x in which none of the fi, p ≤ i ≤ q+ 1, has
zeros other than x, and we have one of the following four sign combinations uniquely determined by
the signs of fq+1 in U .
y < x x y > x y < x x y > x
fp − 0 + + 0 −
fp+1 + 0 + − 0 −
fp+2 − 0 + + 0 −
. . .
fq − 0 + + 0 −
fq+1 + + + − − −
y < x x y > x y < x x y > x
fp + 0 + − 0 −
fp+1 − 0 + + 0 −
fp+2 + 0 + − 0 −
. . .
fq − 0 + + 0 −
fq+1 + + + − − −
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If p = 1 then for y ∈ U , sgc1,q+1(y) = q if y < x and sgc1,q+1(y) = 0 if y ≥ x.
If p > 1 and fp−1(x) ≠ 0 then there is a neighborhood V ⊆ U of x such that fp−1(y) ≠ 0 for y ∈ V .
If y ∈ V and we have one of the first two sign combinations then q− p is even and, depending on the
sign of fp−1 in V , either
sgcp−1,q+1(y) =

q− p+ 2, for y < x
0, for y ≥ x
or
sgcp−1,q+1(y) =

q− p+ 1, for y < x
1, for y ≥ x.
If y ∈ V and we have one of the last two sign combinations then q − p is odd and, depending on the
sign of fp−1 in V , either
sgcp−1,q+1(y) =

q− p+ 2, for y < x
1, for y ≥ x
or
sgcp−1,q+1(y) =

q− p+ 1, for y < x
0, for y ≥ x.
The discussion above combined with Eq. (2) proves the theorem. 
Note that, unlike for polynomial derivative sequences, there is no relation between r and the
multiplicity of the root of f1 at x.
Definition 14. Let U ⊆ R be an open set and let f : U → R. A sequence (g1, h1), . . . , (gm, hm) of
pairs of functions U → R is a semi-Fourier sequence for f if for all x ∈ U
(1) hi is continuous and hi(x) ≠ 0 for all 1 ≤ i ≤ m,
(2) sign( g1(x)h1(x) ) = sign( f (x)),
(3) gi is differentiable and sign(
gi+1(x)
hi+1(x) ) = sign(g ′i (x)) for all 1 ≤ i ≤ m− 1,
(4) gm is constant in each interval contained in U .
The following proposition summarizes properties of semi-Fourier sequences used in the root
isolation algorithm.
Proposition 15. Let (g1, h1), . . . , (gm, hm) be a semi-Fourier sequence for f and let a < b be such that
(a, b) ⊆ U. Functions h1, . . . , hm have constant nonzero signs s1, . . . , sm in (a, b). For 1 ≤ i ≤ m put
fi := s1 · . . . · si · gi
so that sign( fi+1(x)) = sign( f ′i (x)) for all a < x < b. Let k be the largest index for which fk is not
identically zero on (a, b) or 0 if such index does not exist. If k > 0 let 1 ≤ p ≤ k. Then
(1) fk+1, . . . , fm are identically zero in (a, b),
(2) if k > 0, fk is nonzero and constant in (a, b),
(3) sign( f (x)) = sign( f1(x)) for all x ∈ (a, b),
(4) sgcp,k(a+) ≥ sgcp,k(b−),
(5) if sgcp,k(a+) = sgcp,k(b−) then fp has a constant nonzero sign in (a, b),
(6) if sgcp,k(a+) = sgcp,k(b−)+ 1 then fp has exactly one simple root in (a, b).
Proof. The first three statements are obvious. By Theorem13 applied to fp, . . . , fk, the function sgcp,k is
decreasing and right-continuous,which proves (4). To prove (5), note that the value of sgcp,k decreases
by at least 1 when passing through a root of fp. Finally, keeping the notation of Theorem 13, the value
of sgcp,k decreases by 1 when passing through x iff r = 1 and s = 0. This proves (6), since r = 1
exactly when x is a simple root of fp. 
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The following gives a general idea of how to find roots of a function f if D( f ) is known and equal to
a finite union of open intervals and if a semi-Fourier sequence for f is known. The algorithm assumes
that isolated roots of functions which appear in the semi-Fourier sequence can be represented in
a computable field and there are algorithms for computation of signs of functions and of left and
right limits of signs of functions at elements of this field. Such a field is introduced in Section 3. Full
algorithm details are given in Section 5. Since D( f ) is a finite union of open intervals, it suffices to give
an algorithm finding roots of f in an open interval.
Algorithm (Real Root Isolation).
Input: A function f : R ⊇ (a, b)→ R, a semi-Fourier sequence (g1, h1), . . . , (gm, hm) for f .
Output: A list r1, . . . , rt of all roots of f in (a, b) or IdenticallyZero if f is identically zero in (a, b).
(1) Put I := (a, b) and let f1, . . . , fm be as in Proposition 15.
(2) Pick a rational number a < e < b. Let k be the largest 1 ≤ i ≤ m such that fi(e) ≠ 0 or 0 if such
an i does not exist. By parts (1) and (2) of Proposition 15, fk+1, . . . , fm are identically zero in I .
(3) If k = 0, f is identically zero in I . Return IdenticallyZero.
(4) If k = 1, f is nonzero and constant in I . Return ∅.
(5) Compute sgc1,k(a+) and sgc1,k(b−).
(6) If sgc1,k(a+) = sgc1,k(b−), f has no roots in I by part (5) of Proposition 15. Return ∅.
(7) Find c, d ∈ Q, such that fi(c) ≠ 0 and fi(d) ≠ 0 for 1 ≤ i ≤ k, sgc1,k(c) = sgc1,k(a+), and
sgc1,k(d) = sgc1,k(b−), and hence there are no roots of f in (a, c] ∪ [d, b).
(8) Set roots = ∅ and stack := {(c, d, k)}. At any point of the computation stack contains triples
(c, d, k) such that c < d are rational numbers, fi(c) ≠ 0 and fi(d) ≠ 0 for 1 ≤ i ≤ k, fk has a
constant nonzero sign in (c, d) and sgc1,k(c)− sgc1,k(d) > 0.
(9) While stack ≠ ∅ do:
(a) Set (c, d, k) := First(stack) and stack := Rest(stack).
(b) If sgc1,k(c) − sgc1,k(d) = 1, f has exactly one simple root r in (c, d). Append r to roots and
continue the loop.
(c) By the construction of stack, sgc1,k(c)− sgc1,k(d) > 1. Let l be the smallest element of{i : 2 ≤ i ≤ k ∧ sgci,k(c)− sgci,k(d) = 1}.
(d) By Theorem 13, fl has exactly one simple root r in (c, d).
(e) If f (r) = 0 append r to roots.
(f) Compute sgc1,l(r−) and sgc1,l(r+). Since r is the only root of fl in (c, d), fl has constant nonzero
signs in (c, r) and in (r, d).
(g) Find u, v ∈ Q such that fj(u) ≠ 0 and fj(v) ≠ 0 for 1 ≤ j ≤ l, sgc1,l(u) = sgc1,l(r−), and
sgc1,l(v) = sgc1,l(r+), and hence there are no roots of f in [u, r) ∪ (r, v].
(h) If sgc1,l(c)− sgc1,l(u) > 0, add (c, u, l) to stack.
(i) If sgc1,l(v)− sgc1,l(d) > 0, add (v, d, l) to stack.
(10) Return roots.
3. Representation of constants
In this section we introduce the field of elementary numbers and describe how elementary
numbers can be represented on a computer. The sign of a real elementary number can be determined
algorithmically, unless the computation encounters a counterexample to Schanuel’s conjecture
(Richardson, 1997, submitted for publication). We show that exp–log–arctan root constants with
coefficients in the field of real elementary numbers and values of exp–log–arctan functions at real
elementary numbers are real elementary numbers.
3.1. Elementary numbers
Definition 16. e ∈ C is an elementary number (cf. Richardson (1997)) if there exist α = (α1, . . . , αn)
∈ Cn and functions f1, . . . , fn such that
(1) α1 = e,
(2) for each 1 ≤ i ≤ n, either fi ∈ Q[x1, . . . , xn] or fi = xp − exp(xq) for some 1 ≤ p, q ≤ n,
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(3) f1(α) = · · · = fn(α) = 0,
(4) the Jacobian Jac( f1, . . . , fn) is nonzero at α.
Let E denote the set of all elementary numbers. The set of real elementary numbers is defined as
ER := E ∩ R.
Example 17. π ∈ ER, since α = (π, ı, ıπ,−1) is a solution of
x1x2 − x3 = x22 + 1 = x4 + 1 = x4 − exp(x3) = 0
and
Jac(x1x2 − x3, x22 + 1, x4 + 1, x4 − exp(x3))(α) = 2.
Definition 18. The set of elementary expressions in variables x1, . . . , xn with coefficients in a setK ⊆ C
is defined recursively as follows:
(1) elements of K and the variables x1, . . . , xn are elementary expressions,
(2) if f and g are elementary expressions, so are f + g , f · g and fg ,
(3) if f is an elementary expression and F is exp, log , a trigonometric, hyperbolic, inverse trigonometric
or inverse hyperbolic function, then F( f ) is an elementary expression.
A is an approximation algorithm for α = (α1, . . . , αn) ∈ Cn if for any rational number ε > 0, A
computes (ξ1, . . . , ξn) ∈ Q[i]n such that for each 1 ≤ i ≤ n, |ξi − αi| < ε.
Definition 19. An elementary numeric expression is a tuple ( f1, . . . , fn; A)
(1) f1, . . . , fn are elementary expressions in variables x1, . . . , xn with coefficients in Q,
(2) for each 1 ≤ i ≤ n, either fi ∈ Q[x1, . . . , xn] or fi = xp − exp(xq) for some 1 ≤ p, q ≤ n,
(3) there exist α = (α1, . . . , αn) ∈ Cn such that
(a) f1(α) = · · · = fn(α) = 0,
(b) the Jacobian Jac( f1, . . . , fn) is nonzero at α,
(4) A is an approximation algorithm for α.
We say that ( f1, . . . , fn; A) represents the elementary number α1. A real elementary numeric expression
is an elementary numeric expression which represents a real number. Let ENE and ENER denote the
sets of elementary and real elementary numeric expressions respectively.
Example 20. If A is an approximation algorithm for α = (π, ı, ıπ,−1) then
(x1x2 − x3, x22 + 1, x4 + 1, x4 − exp(x3); A)
is a real elementary numeric expression representing π .
Definition 21. A computable numeric expression field is a set K of expressions such that
(1) there exists a mapping v : K → C such that Q ⊆ v(K) (we say that a ∈ K represents v(a)),
(2) there is an algorithm which for any a, b ∈ K computes elements of K representing v(a) + v(b),
v(a)− v(b), v(a)v(b) and, if v(b) ≠ 0, v(a)
v(b) ,
(3) there is an algorithmwhich for any a ∈ K and any rational number ε > 0 computes ξ ∈ Q[ı] such
that |ξ − v(a)| < ε,
(4) there is an algorithm which for any a ∈ K decides whether v(a) = 0.
A computable real numeric expression field is a computable numeric expression field K with v(K) ⊆ R.
Proposition 22. If K is a computable real numeric expression field then there is an algorithm which for
any a ∈ K computes the sign of v(a).
Proof. Let a ∈ K . The sign of v(a) can be determined as follows. Use the algorithm from
Definition 21(4) to decide whether v(a) = 0. If v(a) = 0, return 0. Otherwise, set k := 1 and use
the algorithm from Definition 21(3) to compute ξk ∈ Q[ı] such that |ξk−v(a)| < 12k . Set ςk := Re(ξk).
Then ςk ∈ Q and |ςk − v(a)| < 12k . Increment k until |ςk| > 12k . Return the sign of ςk. This procedure
terminates with k < −log2|v(a)| + 2. 
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Lemma 23. Let e ∈ C. If there exist α = (α1, . . . , αn) ∈ Cn, (c1, . . . , cm) ∈ Em and functions f1, . . . , fn
such that
(1) α1 = e,
(2) for each 1 ≤ i ≤ n, either fi ∈ Q[c1, . . . , cm][x1, . . . , xn] or fi = xp− exp(xq) for some 1 ≤ p, q ≤ n,
(3) f1(α) = · · · = fn(α) = 0,
(4) the Jacobian Jac( f1, . . . , fn) is nonzero at α,
then e is an elementary number.Moreover, given elementary expressionswith coefficients inQ[c1, . . . , cm]
representing f1, . . . , fn, elementary numeric expressions representing c1, . . . , cm and an approximation
algorithm for α, an elementary numeric expression representing e can be constructed algorithmically.
Proof. For each 1 ≤ j ≤ m, let βj = (βj,1, . . . , βj,nj) ∈ Cnj and fj,1, . . . , fj,nj be such that cj = βj,1,
fj,1(βj) = · · · = fj,nj(βj) = 0
for each 1 ≤ k ≤ nj either fj,k ∈ Q[xj,1, . . . , xj,nj ] or fj,k = xj,p − exp(xj,q) for some 1 ≤ p, q ≤ nj and
Jac( fj,1, . . . , fj,nj)(βj) ≠ 0.
For each 1 ≤ i ≤ n, let gi be fi with each cj replaced by xj,1. Put
N = n+ n1 + · · · + nm
X := (x1, . . . , xn, x1,1, . . . , x1,n1 , . . . , xm,1, . . . , xm,nm)
F := (g1, . . . , gn, f1,1, . . . , f1,n1 , . . . , fm,1, . . . , fm,nm)
γ := (α1, . . . , αn, β1,1, . . . , β1,n1 , . . . , βm,1, . . . , βm,nm).
Then F1(γ ) = · · · = FN(γ ) = 0, and for each 1 ≤ i ≤ N either Fi ∈ Q[X] or Fi = Xp − exp(Xq) for
some 1 ≤ p, q ≤ N and, since the Jacobian matrix of F is block diagonal below the nth row,
Jac(F1, . . . , FN)(γ ) = Jac( f1, . . . , fn)(α)·
Jac( f1,1, . . . , f1,n1)(β1) · . . . · Jac( f1,1, . . . , f1,nm)(βm) ≠ 0.
Since e is equal to the first coordinate of γ , e is an elementary number. If elementary expressions
with coefficients inQ[c1, . . . , cm] representing f1, . . . , fn and elementary numeric expressions repre-
senting c1, . . . , cm are given, then elementary expressions representing F1, . . . , FN can be constructed.
Moreover, if an approximation algorithm forα is given, then an approximation algorithm for γ is given
by using approximation algorithms for α, β1, . . . , βm for the corresponding coordinates of γ . 
Corollary 24. The set E of elementary numbers is a field.
Proof. If a, b ∈ E then a + b, a − b, ab and, if b ≠ 0, ab are zeros of linear polynomials in Q[a, b][x],
namely x− a− b, x− a+ b, x− ab and bx− a. By Lemma 23 they are elements of E. 
Theorem 25. The set ENE of elementary numeric expressions is a computable numeric expression field
(assuming Schanuel’s conjecture).
Proof. The mapping v : ENE → C is given by v(( f1, . . . , fn; A)) := α1. A rational number r is
represented by (x1 − r; Ar)where, for any ε > 0, Ar(ε) := r .
If a, b ∈ ENE then v(a) + v(b), v(a) − v(b), v(a)v(b) and, if v(b) ≠ 0, v(a)
v(b) , are zeros of linear
polynomials in Q[v(a), v(b)][x] represented by elementary expressions x − a − b, x − a + b, x − ab
and bx− a. Approximation algorithms for v(a)+ v(b), v(a)− v(b), v(a)v(b) and, if v(b) ≠ 0, v(a)
v(b) can
be constructed from approximation algorithms for v(a) and v(b) in an obvious way. By Lemma 23,
elements of ENE representing v(a) + v(b), v(a) − v(b), v(a)v(b) and, if v(b) ≠ 0, v(a)
v(b) can be
constructed.
If a = ( f1, . . . , fn; A) ∈ ENE then, for any rational number ε > 0, the algorithm A computes
(ξ1, . . . , ξn) ∈ Q[ı]n such that for each 1 ≤ i ≤ n, |ξi − αi| < ε. In particular, since v(a) = α1,
|ξ1 − v(a)| < ε.
Given a = ( f1, . . . , fn; A) ∈ ENE, procedures given in Richardson (1997, submitted for publication)
can be used to decidewhether v(a) is zero. The proofs that the procedures terminate rely on Schanuel’s
conjecture (Lang, 1966). 
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Table 1
Trigonometric functions in
terms of exp.
f (x) fEL(x)
sin(x) −ı exp(ıx)−exp(−ıx)2
cos(x) exp(ıx)+exp(−ıx)2
tan(x) −ı exp(ıx)−exp(−ıx)exp(ıx)+exp(−ıx)
csc(x) 2ıexp(ıx)−exp(−ıx)
sec(x) 2exp(ıx)+exp(−ıx)
cot(x) ı exp(ıx)+exp(−ıx)exp(ıx)−exp(−ıx)
Corollary 26. The set ENER of real elementary numeric expressions is a computable real numeric
expression field. In particular, there is an algorithm which for any a ∈ ENER computes the sign
of v(a).
3.2. Elementary root constants
The algorithm described in this paper represents roots of exp–log–arctan functions as exp–
log–arctan root constants and needs to compute signs of exp–log–arctan functions evaluated at
exp–log–arctan root constants. In this section we define elementary root constants and show that
values of real elementary functions at elementary root constants are elementary numbers and can
be algorithmically represented as real elementary numeric expressions. In particular exp–log–arctan
root constants and values of exp–log–arctan functions evaluated at exp–log–arctan root constants can
be algorithmically represented as real elementary numeric expressions (and hence their signs can be
computed).
Definition 27. A real univariate elementary expression is an elementary expression in one variable x
with coefficients in a field K ⊆ R. Two real univariate elementary expressions are equivalent if they
represent the same real elementary function. A real elementary function (expression) g extends a real
elementary function (expression) f if D( f ) ⊆ D(g) and ∀x ∈ D( f ) f (x) = g(x).
For a real univariate elementary expression f , f ′ denotes the expression obtained from f by
applying the rules of differentiation with respect to x. The function represented by f ′ extends the
derivative of the function represented by f .
Definition 28. An elementary root constant with coefficients in a computable real numeric expression
field K is an expression Root( f , a, b), where f is a real univariate elementary expression with
coefficients in K , a < b are rational numbers, [a, b] ⊆ D( f ), f (a)f (b) < 0 and f ′ has a constant
nonzero sign on (a, b). An elementary root constant Root( f , a, b) represents the only root of f in (a, b).
In the following we identify elementary root constants with the roots that they represent.
Multivariate complex functions represented by elementary expressions are defined by formulas in
Tables 1–4 and by function composition rules. All elementary functions are represented in terms of
exp and log . We define the complex function log as
C \ (−∞, 0] ∋ z → log|z| + ıArg(z)
where the value of the argument function satisfies −π < Arg(z) < π . The domain of a complex
elementary expression is determined by the domains of log and of the reciprocal function and by the
rules of function composition.
Remark 29. The domain of the complex function defined by an elementary expression is open and
the function is holomorphic in its domain.
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Table 2
Hyperbolic functions in
terms of exp.
f (x) fEL(x)
sinh(x) exp(x)−exp(−x)2
cosh(x) exp(x)+exp(−x)2
tanh(x) exp(x)−exp(−x)exp(x)+exp(−x)
csch(x) 2exp(x)−exp(−x)
sech(x) 2exp(x)+exp(−x)
coth(x) exp(x)+exp(−x)exp(x)−exp(−x)
Table 3
Inverse trigonometric functions in terms of exp
and log .
f (x) fEL(x)
arcsin(x) −ılog

ıx+ exp

log(1−x2)
2

arccos(x) ılog

ıx+ exp

log(1−x2)
2

+ π2
arctan(x) − ı2 (log(1+ ıx)− log(1− ıx))
arccsc(x) −ılog

ı
x + exp

log(1−x−2)
2

arcsec(x) ılog

ı
x + exp

log(1−x−2)
2

+ π2
arccot(x) ı2

log

1− ıx
− log 1+ ıx 
Lemma 30. Let e ∈ C. If there exist α = (α1, . . . , αk) ∈ Ck and elementary expressions F = ( f1, . . . , fk)
in variables X = (x1, . . . , xk) with coefficients in ENE such that
(1) α1 = e,
(2) the functions represented by f1, . . . , fk are defined at α,
(3) F(α) = 0,
(4) Jac(F)(α) ≠ 0,
then e is an elementary number. Moreover, given the elementary expressions F and an approximation
algorithm for α, an elementary numeric expression representing e can be constructed algorithmically.
Proof. Let FEL = ( f1,EL, . . . , fk,EL) be expressions obtained by representing all elementary functions
in F in terms of exp and log , using the formulas in Tables 1–4. Since the formulas in Tables 1–4 are
elementary expressions with coefficients in Q[ı, π] ⊆ ENE, FEL consists of elementary expressions
with coefficients in ENE. Therefore it is sufficient to prove the lemma for elementary expressions
F that do not contain trigonometric, hyperbolic, inverse trigonometric or inverse hyperbolic
functions.
Let N(F) be the number of distinct subexpressions of F of the form exp(h) or log(h), where h is
not a variable, and let M(F) be the number of distinct subexpressions of F that either have the form
log(xq) or have the form exp(xq) and appear as a subexpression of an fi which does not have the form
xp − exp(xq). We will prove the lemma by induction on pairs (N(F),M(F)) ordered lexicographically.
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Table 4
Inverse hyperbolic functions in terms of exp and log .
f (x) fEL(x)
arcsinh(x) log

x+ exp

log(1+x2)
2

arccosh(x) log

x+ exp

log(x−1)
2 + log(x+1)2

arctanh(x) log
 1+x
2
− log  1−x2 
arccsch(x) log

1
x + exp

log(1+x−2)
2

arcsech(x) log

1
x + exp

log( 1x −1)
2 +
log( 1x +1)
2

arccoth(x) log

1+ 1x
2

− log

1− 1x
2

Suppose N(F) = 0 andM(F) = 0. Since by Corollary 25 ENE is a computable numeric expression
field, w.l.o.g. we may assume that for each 1 ≤ i ≤ n either fi ∈ ENE(X) or fi = xp − exp(xq) for some
1 ≤ p, q ≤ n. Suppose fi = gh , where f , g ∈ ENE[X]. Then h(α) ≠ 0 and
∂ fi
∂xj
(α) =
∂g
∂xj
(α)
h(α)
−
g(α) ∂h
∂xj
(α)
h(α)2
=
∂g
∂xj
(α)
h(α)
and hence if we replace fi by g , Jac(F)(α) changes by a nonzero constant factor. Therefore w.l.o.g. we
may assume that for each 1 ≤ i ≤ n either fi ∈ ENE[X] or fi = xp − exp(xq) for some 1 ≤ p, q ≤ n. By
Lemma 23 e ∈ E, and given the elementary expressions F and an approximation algorithm for α, an
elementary numeric expression representing e can be constructed.
Put X¯ = (x1, . . . , xk, xk+1). For a subexpression h of F and 1 ≤ i ≤ k, let fi,h(X¯) denote fi(X) with
each instance of h replaced by xk+1, so that
fi(X) = fi,h(x1, . . . , xk, h(X)).
Put α¯ := (α1, . . . , αk, h(α)).
If N(F) > 0, pick h such that h is not a variable and exp(h) or log(h) is a subexpression of F . Put
fk+1,h(X) := xk+1 − h(X) and F¯(X¯) := ( f1,h(X¯), . . . , fk+1,h(X¯)). Then F¯(α¯) = 0 and
Jac(F¯)xk+1=h(X) = Jac(F)
and so
Jac(F¯)(α¯) = Jac(F)(α) ≠ ∅.
Since N(F¯) < N(F), by the inductive hypothesis, e ∈ E. If an approximation algorithm for α is given,
an approximation algorithm for α¯ can be constructed using the approximation algorithm for α and
a complex interval arithmetic evaluation of the elementary function represented by h. Hence, by the
inductive hypothesis an elementary numeric expression representing e can be constructed.
Finally suppose that N(F) = 0 and M(F) > 0. Pick a subexpression h of F such that one of the
following two conditions is satisfied:
(1) h = log(xq),
(2) h = exp(xq) and h appears as a subexpression of an fi which does not have the form xp − exp(xq).
If h = log(xq) then put fk+1,h(X) := xq − exp(xk+1); otherwise put fk+1,h(X) := xk+1 − exp(xq). Put
F¯(X¯) := ( f1,h(X¯), . . . , fk+1,h(X¯)). Then F¯(α¯) = 0. If h = log(xq),
Jac(F¯)xk+1=h(X) = −xq Jac(F).
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Since F is defined at α, αq ≠ 0 and so
Jac(F¯)(α¯) = −αq Jac(F)(α) ≠ ∅.
If h = exp(xq),
Jac(F¯)(α¯) = Jac(F)(α) ≠ ∅
by the same reasoning as in the N(F) > 0 case. Since M(F¯) < M(F), by the inductive hypothesis,
e ∈ E. If an approximation algorithm for α is given then an approximation algorithm for α¯ can be
constructed as in the N(F) > 0 case. Hence, by the inductive hypothesis an elementary numeric
expression representing e can be constructed. 
Corollary 31. If f is a univariate elementary expression with coefficients in ENE, a ∈ ENE and f is defined
at v(a), then f (v(a)) ∈ E and an elementary numeric expression representing f (v(a)) can be constructed
algorithmically.
Proof. Put X := (x1, x2), f1(x) := x1 − f (x2), f2(x) := x2 − a, F = ( f1, f2) and α := ( f (v(a)), v(a)).
Then f1 and f2 are elementary expressions in variables X with coefficients in ENE, F(α) = 0 and
Jac(F)(α) = 1. An approximation algorithm for α can be constructed using the approximation
algorithm for a and a complex interval arithmetic evaluation of the elementary function represented
by f . The corollary follows from Lemma 30 applied to F and α. 
Theorem 32. If f is a real elementary expression with coefficients in ENER, r = Root(g, a, b) is an
elementary root constant with coefficients in ENER and r ∈ D( f ), then f (r) ∈ ER and a real elementary
numeric expression representing f (r) can be algorithmically constructed.
Proof. Suppose f is a real elementary expression with coefficients in ENER,
r = Root(g, a, b)
is an elementary root constant with coefficients in ENER and r ∈ D( f ). Put X := (x1, x2), f1(x) :=
x1 − f (x2), f2(x) := g(x2), F = ( f1, f2) and α := ( f (r), r). Then f1 and f2 are elementary expressions
in variables X with coefficients in ENE, F(α) = 0 and
Jac(F)(α) = g ′(x2)x=α = g ′(r) ≠ 0.
If c ∈ (a, b) ∩ Q then, by Corollary 31, g(c) ∈ ER and a real elementary numeric expression
representing g(c) can be constructed algorithmically. Hence, by Corollary 26, the sign of g(c) can be
determined algorithmically. Therefore the value of r can be approximated using interval bisection. An
approximation algorithm for α can be constructed using the approximation algorithm for r and a real
interval arithmetic evaluation of the elementary function represented by f . By Lemma 30 f (r) ∈ E
and an elementary numeric expression representing f (r) can be algorithmically constructed. Since
r ∈ D( f ), f (r) is real. 
Example 33. Find a real elementary numeric expression representing ρ = log(r) + r2 + 1, where
r = Root(arccot(x)− x, 86100 , 87100 ).
(ρ, r) is a solution of
x1 − log(x2)− x22 − 1 = arccot(x2)− x2 = 0.
We have
arccot(x2) = ı2

log

1− ı
x2

− log

1+ ı
x2

.
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Put X := (x1, x2, x3, x4, x5, x6, x7, x8),
f1(X) := x1 − x3 − x22 − 1
f2(X) := x2 − exp(x3)
f3(X) := 12x4(x5 − x6)− x2
f4(X) := x24 + 1
f5(X) := x7 − exp(x5)
f6(X) := x8 − exp(x6)
f7(X) := x2x7 − x2 + x4
f8(X) := x2x8 − x2 − x4,
F = ( f1, f2, f3, f4, f5, f6, f7, f8), and α = (ρ, r, log(r), ı, log(1− ır ), log(1+ ır ), 1− ır , 1+ ır ). We have
F(α) = 0 and
Jac(F)(α) = −2ır(r2 + 2) ≈ −4.71ı ≠ 0.
Let A be an approximation algorithm for α based on an approximation algorithm for r and an interval
arithmetic evaluation of elementary functions. Then (F; A) is a real elementary numeric expression
representing ρ.
4. Construction of semi-Fourier sequences
The following algorithm finds a semi-Fourier sequence for an arbitrary exp–log–arctan expression.
Let us introduce terminology and subalgorithms used in the description of the algorithm.
Definition 34. The rank of an exp–log–arctan expression is defined recursively as follows:
(1) Elements of K and the variable x have rank 0.
(2) rank( f + g) = rank( fg) = rank( fg ) := max(rank( f ), rank(g)).
(3) rank(exp( f )) = rank(log( f )) = rank(arctan( f )) := rank( f )+ 1.
The log–arctan content lacont( f ) of an exp–log–arctan expression f is defined as follows:
(1) If rank( f ) > 0, lacont( f ) is the number of distinct subexpressions log(pi) or arctan(pi) of f with
rank(pi) = rank( f )− 1.
(2) If rank( f ) = 0, lacont( f ) := 0.
A log–arctan-type expression is an exp–log–arctan expression f with lacont( f ) > 0. Let χ be a choice
algorithmwhich for any finite set of expressions deterministically picks one of them. The leading log–
arctan of a log–arctan-type expression f is the result of applying χ to the set of subexpressions of f of
the form log(p) or arctan(p)with rank(p) = rank( f )− 1.
An exp-type expression is an exp–log–arctan expression f with rank( f ) > 0 and lacont( f ) = 0.
A poly-type expression is an exp–log–arctan expression with rank 0.
An exp–log–arctan expression g is normal if one of the following three conditions holds:
(1) g = anlan+· · ·+a1la+a0, where g is a log–arctan-type expression, la = log(p) or la = arctan(p)
is the leading log–arctan of g , n > 0, an ≠ 0 is normal, and a0, . . . , an do not contain la,
(2) g = an + an−1exp( fn−1)+ · · · + a0exp( f0), where g is an exp-type expression, rank( f0) = · · · =
rank( fn−1) = rank(g)− 1, n > 0, an ≠ 0 is normal, and rank(a0), . . . , rank(an) < rank(g),
(3) g = anxn + · · · + a1x+ a0, where n ≥ 0, an ≠ 0, and a0, . . . , an ∈ K .
We will call n the degree of g and an the leading coefficient of g .
An exp–log–arctan expression h is a denominator expression for an exp–log–arctan expression f if
h = h1h2 and
(1) h1 is a product of expressions that appear as factors of denominators of subexpressions of f ,
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(2) h2 = exp(m1p1 + . . .mkpk), where exp(p1), . . . , exp(pk) appear as subexpressions in f and
m1, . . . ,mk ∈ Z.
The set TLVS( f ) of top level variable subexpressions of an exp–log–arctan expression f is defined
recursively as follows:
(1) If c ∈ K , TLVS(c) := ∅,
(2) TLVS(x) := {x},
(3) TLVS( f + g) = TLVS( f · g) := TLVS( f ) ∪ TLVS(g),
(4) TLVS( fg ) := TLVS( f ) ∪ {g},
(5) TLVS(exp( f )) := {exp( f )},
(6) TLVS(log( f )) := {log( f )},
(7) TLVS(arctan( f )) := {arctan( f )}.
Algorithm 35 (NormalFraction).
Input: An exp–log–arctan expression f .
Output: An exp–log–arctan expression gh , such that
• gh extends f ,• g is normal,
• h is a denominator expression for f .
(1) Let frat be the expression obtained from f by replacing all elements of TLVS( f )with new symbolic
variables {y1, . . . yl} in such a way that identical subexpressions are replaced with the same
variables. frat is a rational expression in {x; y1, . . . yl} such that all denominators of fractions in
frat are variables.
(2) Let grathrat be the representation of frat as a two-level fraction such that grat and hrat are relatively
prime polynomials and hrat is a product of variables replacing denominators of fraction
subexpressions of f .
(3) Replace variables {y1, . . . yl} in grat and hrat with the corresponding subexpressions of f , obtaining
exp–log–arctan expressions g1 and h1 such that
g1
h1
extends f .
(4) If g1 is a log–arctan-type expression, g1 is a polynomial in its leading log–arctan la.
(a) Collect terms of g1 with respect to la to obtain an,1lan + · · · + a1,1la+ a0,1.
(b) Compute anh2 := NormalFraction(an,1).
(c) While an = 0 and n > 0, set n := n− 1 and compute
an
h2
:= NormalFraction(an,1).
(d) If n > 0, put g := anlan + · · · + a1,1h2la+ a0,1h2; otherwise put g := a0.
(e) Put h := h1h2 and return gh .
(5) If g1 is an exp-type expression, g1 is a polynomial in all exponentials of rank equal to rank(g1).
(a) Collect terms of g1 with respect to exponentials of rank equal to rank(g1) to obtain
an,1 + an−1,1exp( fn−1)+ · · · + a0,1exp( f0)
(b) Put fn := 0 and compute anh2 := NormalFraction(an,1).
(c) While an = 0 and n > 0, set n := n− 1 and compute
an
h2
:= NormalFraction(an,1)
(d) If n > 0, put
g := an + an−1,1h2exp( fn−1 − fn)+ · · · + a0,1h2exp( f0 − fn);
otherwise put g := a0.
(e) Put h := h1h2exp(−fn) and return gh .
(6) g1 is a poly-type expression. Collect terms of g1with respect to x obtaining g = anxn+· · ·+a1x+a0,
where n ≥ 0 is the degree of g , the leading coefficient an ≠ 0 and a0, . . . , an ∈ K .
(7) Return gh1 .
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Note that in all recursive calls the input to NormalFraction has either a lower rank or the same rank
and a lower log–arctan content than f , and hence the recursion terminates. It is easy to see that the
output of NormalFraction has the required properties.
Example 36. Compute NormalFraction for
f = exp(log(x)
2 + 1)
x+ 1 +
exp(arctan(2x+ 1)− log(x)2)
log(x)2
x+2 + 3
.
The top level variable subexpressions of f are
TLVS( f ) = {x+ 1, log(x)
2
x+ 2 + 3, exp(log(x)
2 + 1), exp(arctan(2x+ 1)− log(x)2)}.
Replacing TLVS( f )with new variables in step (1) yields
frat = y3y1 +
y4
y2
.
Step (2) represents frat as a reduced two-level fraction
frat = grathrat =
y2y3 + y1y4
y1y2
and step (3) obtains
g1 =

log(x)2
x+ 2 + 3

exp(log(x)2 + 1)+ (x+ 1)exp(arctan(2x+ 1)− log(x)2)
h1 = (x+ 1)

log(x)2
x+ 2 + 3

.
Since rank(g1) = 2 and g1 does not contain subexpressions of the form log(p) or arctan(p) with
rank(p) = 1, g1 is an exp-type expression. Step (5a) represents g1 as
g1 = a2,1 + a1,1exp( f1)+ a0,1exp( f0)
where a2,1 = 0, a1,1 = log(x)2x+2 + 3, a0,1 = x+ 1, f1 = log(x)2 + 1 and f0 = arctan(2x+ 1)− log(x)2.
Since a2,1 = 0, step (5c) computes
a1
h2
= NormalFraction(a1,1) = log(x)
2 + 3x+ 6
x+ 2 .
Step (5d) sets
g = a1 + a0h2exp( f0 − f1) = log(x)2 + 3x+ 6
+(x+ 1)(x+ 2)exp(arctan(2x+ 1)− 2log(x)2 − 1).
Finally step (5e) sets
h = h1h2exp(−f1) = (x+ 1)

log(x)2
x+ 2 + 3

(x+ 2)exp(−log(x)2 − 1)
and returns gh .
Definition 37. The signature of a normal exp–log–arctan expression g is the expression (r, l, n, s),
where r = rank(g), l = lacont(g), n is the degree of g and, if r > 0, s is the signature of the leading
coefficient of g , and otherwise s = 0. Since the leading coefficient of g is a proper subexpression of g ,
the signature is well defined.
Lemma 38. Define the relation≽ on the set S of all signatures of normal exp–log–arctan expressions by
(r1, l1, n1, s1) ≽ (r2, l2, n2, s2)
iff
r1 > r2 ∨ r1 = r2 ∧ (l1 > l2 ∨ l1 = l2 ∧ (n1 > n2 ∨ n1 = n2 ∧ s1 ≽ s2))
where 0 ≽ 0 is defined to be true, and let s1 ≻ s2 denote s1 ≽ s2 ∧ s1 ≠ s2. Then
(1) ≽ is a total order,
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(2) if (r, l, n, s) ∈ S and r > 0 then (r, l, n, s) ≻ s,
(3) all strictly descending≻-chains are finite.
Proof. (1) is obvious. To show (2), let (r, l, n, s) be the signature of g . Then s is the signature of
the leading coefficient an of g . If g is a log–arctan-type expression, then either rank(an) < r or
rank(an) = r and the log–arctan content of an is less than l. If g is an exp-type expression then
rank(an) < r , which completes the proof of (2).
Suppose there exists an infinite strictly descending chain of signatures
(r1, l1, n1, s1) ≻ (r2, l2, n2, s2) ≻ · · · .
Since r1 ≥ r2 ≥ · · · is an infinite descending chain of non-negative integers, there exist r and N1
such that rk = r for all k ≥ N1. Then lN1 ≥ lN1+1 ≥ · · · is an infinite descending chain of non-
negative integers, and so there exist l and N2 ≥ N1 such that lk = l for all k ≥ N2. Similarly,
nN2 ≥ nN2+1 ≥ · · · is an infinite descending chain of non-negative integers, and so there exist n and
N3 ≥ N2 such that nk = n for all k ≥ N3. Let us call (r, l, n) the stable triple of the infinite descending
chain. Let X be the set of stable triples of all strictly descending infinite chains of signatures. Put
r0 := min{r ′ : ∃(l′, n′)(r ′, l′, n′) ∈ X}, l0 := min{l′ : ∃n′(r0, l′, n′) ∈ X},n0 := min{n′ : (r0, l0, n′) ∈ X}.
Since (r0, l0, n0) ∈ X , there exists an infinite strictly descending chain of signatures
(r0, l0, n0, s0,1) ≻ (r0, l0, n0, s0,2) ≻ · · · .
Then the chain s0,1 ≻ s0,2 ≻ · · · must also be strictly descending. Let (r ′, l′, n′) be its stable triple.
Then there exists a normal exp–log–arctan expression g such that (r0, l0, n0, s0,k) is the signature of g
and s0,k = (r ′, l′, n′, s′) is the signature of the leading coefficient of g . By the proof of (2), either r ′ < r0
or r ′ = r0 ∧ l′ < l0. Since (r ′, l′, n′) ∈ X , this contradicts the choice of (r0, l0, n0). 
Lemma 39. Let g /∈ K be a normal exp–log–arctan expression. There exists an algorithm
NormalDerivative which finds a normal exp–log–arctan expression ND(g) and an exp–log–arctan
expression h such that ND(g)h extends g
′ and signature(ND(g)) ≺ signature(g).
Proof. By Lemma 38 (3)we can proceed by induction on the signature of g . If rank(g) = 0,
g = anxn + · · · + a1x+ a0
and
ND(g) := g ′ = nanxn−1 + · · · + a1
is a normal expression and
signature(ND(g)) = (0, 0, n− 1, 0) ≺ (0, 0, n, 0) = signature(g).
Now assume that rank(g) > 0 and for any normal exp–log–arctan expression f with
signature( f ) ≺ signature(g)
the lemma is true. If g is a log–arctan-type expression
g = anlan + · · · + a1la+ a0
then either la = log(p) and we have
g ′ = (an)′log(p)n + nanp
′ + p(an−1)′
p
log(p)n−1 + · · · + (a0)′
or la = arctan(p) and we have
g ′ = (an)′arctan(p)n + nanp
′ + (p2 + 1)(an−1)′
p2 + 1 arctan(p)
n−1 + · · · + (a0)′.
By the induction hypothesis, ND(an)hn extends (an)
′ and
s1 = signature(ND(an)) ≺ s = signature(an).
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Suppose that ND(an) ≠ 0. If la = log(p) set
ND(g) := ND(an)log(p)n + hn nanp
′ + p(an−1)′
p
log(p)n−1 + · · · + hn(a0)′;
otherwise set
ND(g) := ND(an)arctan(p)n + hn nanp
′ + (p2 + 1)(an−1)′
p2 + 1 arctan(p)
n−1 + · · · + hn(a0)′.
Then ND(g)hn extends g
′ and
signature(ND(g)) = (r, l, n, s1) ≺ (r, l, n, s) = signature(g).
Now suppose that ND(an) = 0. Set k := n and bk := 0. While bk = 0 and k > 0 decrement k and
compute if la = log(p)
bk
hk
:= NormalFraction

(k+ 1)ak+1p′ + p(ak)′
p

and otherwise
bk
hk
:= NormalFraction

(k+ 1)ak+1p′ + (p2 + 1)(ak)′
p2 + 1

.
If k > 0, set if la = log(p)
ND(g) := bklog(p)k + hk kakp
′ + p(ak−1)′
p
log(p)k−1 + · · · + hk(a0)′
and otherwise
ND(g) := bkarctan(p)k + hk kakp
′ + (p2 + 1)(ak−1)′
p2 + 1 arctan(p)
k−1 + · · · + hk(a0)′
and put s2 := signature(bk). Then ND(g)hk extends g ′ and
signature(ND(g)) = (r, l, k, s2) ≺ (r, l, n, s) = signature(g).
If k = 0, set ND(g) := b0. Then ND(g)h0 extends g ′ and either the log–arctan content of b0 is less than l
or the rank of b0 is less than r , and hence signature(ND(g)) ≺ signature(g).
Suppose now that g is an exp-type normal expression
g = an + an−1exp( fn−1)+ · · · + a0exp( f0).
Then
g ′ = (an)′ + (an−1( fn−1)′ + (an−1)′)exp( fn−1)+ · · · + (a0( f0)′ + (a0)′)exp( f0).
By the induction hypothesis ND(an)hn extends (an)
′ and
s1 = signature(ND(an)) ≺ s = signature(an).
If ND(an) ≠ 0, set
ND(g) := ND(an)+ hn(an−1( fn−1)′ + (an−1)′)exp( fn−1)+ · · · + hn(a0( f0)′ + (a0)′)exp( f0).
Then ND(g)hn extends g
′ and
signature(ND(g)) = (r, 0, n, s1) ≺ (r, 0, n, s) = signature(g).
If ND(an) = 0, set k := n and bk := 0. While bk = 0 and k > 0 decrement k and compute
bk
hk
= NormalFraction(ak( fk)′ + (ak)′).
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If k > 0, set
ND(g) := bk + hk(ak−1( fk−1)′ + (ak−1)′)exp( fk−1 − fk)+ · · · + hk(a0( f0)′ + (a0)′)exp( f0 − fk)
and put s2 := signature(bk). Then ND(g)hkexp(−fk) extends g ′ and
signature(ND(g)) = (r, 0, k, s2) ≺ (r, 0, n, s) = signature(g).
If k = 0, set ND(g) := b0. Then ND(g)h0exp(−f0) extends g ′. Since rank(b0) < r ,
signature(ND(g)) ≺ signature(g). 
The following algorithm constructs a semi-Fourier sequence for an arbitrary exp–log–arctan
expression.
Algorithm 40 (SemiFourierSequence).
Input: An exp–log–arctan expression f .
Output: Normal exp–log–arctan expressions
g1, . . . , gm
and exp–log–arctan expressions
h1, . . . , hm
such that
(g1, h1), . . . , (gm, hm)
is a semi-Fourier sequence for f .
(1) Set g1h1 := NormalFraction( f ),m := 1.
(2) If gm = 0, return g1, . . . , gm−1 and h1, . . . , hm−1.
(3) If gm ∈ K , return g1, . . . , gm and h1, . . . , hm.
(4) Set gm+1hm+1 := NormalDerivative(gm), incrementm and go to (2).
By Lemmas 39 and 38(3), the algorithm terminates and gives a semi-Fourier sequence for f .
Claim 41. Expressions h1, . . . , hm returned by SemiFourierSequence are products of exponentials,
expressions that appear in f as factors of denominators or arguments of log, and expressions that have
the form p2 + 1 where p appears in f as an argument of arctan.
Proof. SemiFourierSequence constructs new expressions by using NormalFraction, taking the
derivative, multiplying by a denominator or dividing by an exponential. Hence an expression that
appears as a factor of a denominator in a newly constructed expression appeared as a factor of a
denominator in a previously constructed expression, or is an exponential, or appeared in a previously
constructed expression as a factor of an argument of log , or has the form p2+1 where p appeared in a
previously constructed expression as an argument of arctan. To prove the claim it suffices to note that
any logarithm or arctangent that appears in a newly constructed expression must have appeared in a
previously constructed expression. 
Remark 42. Semi-Fourier sequences of exp–log–arctan functions are not unique. The sequence
returned by SemiFourierSequence depends on the choice algorithm used to determine leading log–
arctan expressions and on the choices made in the NormalFraction algorithm.
Any factors of h1, . . . , hm that are known to be positive, for instance exponentials or expressions
of the form p2 + 1, can be removed and the sequence remains a semi-Fourier sequence for f .
If gm is a sparse polynomial
gm = ankxnk + · · · + an1xn1 + an0
step (4) can be changed to
gm+1 := nkankxnk−n1 + · · · + n1an1
hm+1 := 1xn1−1 .
The resulting sequence is shorter and is a semi-Fourier sequence for the restriction of f to D( f ) \ {0}.
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Example 43. Compute a semi-Fourier sequence for
f = arctan(x)
2
x
− exp(x2).
The first element of the sequence is given by
g1
h1
= NormalFraction( f ) = arctan(x)
2 − x exp(x2)
x
.
The remaining elements are computed as follows:
g2
h2
= NormalDerivative(g1) = 2arctan(x)− (x
2 + 1)(2x2 + 1)exp(x2)
x2 + 1
g3
h3
= NormalDerivative(g2) = 2− (x
2 + 1)(4x5 + 14x3 + 8x)exp(x2)
x2 + 1
g4
h4
= NormalDerivative(g3) = −8x
8 − 64x6 − 134x4 − 82x2 − 8
exp(−x2)
g5
h5
= NormalDerivative(g4) = −64x
6 − 384x4 − 536x2 − 164
x−1
g6
h6
= NormalDerivative(g5) = −384x
4 − 1536x2 − 1072
x−1
g7
h7
= NormalDerivative(g6) = −1536x
2 − 3072
x−1
g8
h8
= NormalDerivative(g7) = −3072x−1 .
The last four elements of the sequence have been computed using the last part of Remark 42.
5. Root isolation
This section presents themain root isolation algorithm for exp–log–arctan functions. In this section
K ⊆ R is a fixed computable real numeric expression field. We assume that signs of exp–log–arctan
functions with coefficients in K at arbitrary exp–log–arctan root constants with coefficients in K can
be computed algorithmically. In particular this condition is satisfied if K is contained in the field of
real elementary numeric expressions.
Let us first describe subalgorithms used by themain algorithm. The first algorithm finds signs near
endpoints of an interval for a weak Fourier sequence of an exp–log–arctan function.
Algorithm 44 (LimitSigns).
Input: a < b, a weak Fourier sequence f1, . . . , fk : (a, b)→ R of exp–log–arctan functions, a sequence
l1, . . . , lk−1 of signs and a direction dir ∈ {left, right}. a and b are elements of K , exp–log–arctan root
constants, −∞, or ∞. If dir = left , lj = sign(limx→a+ fj(x)); otherwise lj = sign(limx→b− fj(x)), for
1 ≤ j ≤ k− 1.
Output: Sequence s1, . . . , sk of nonzero signs such that for 1 ≤ j ≤ k, if dir = left , sj = sign( fj(a+)),
and otherwise sj = sign( fj(b−)).
(1) Since fk is nonzero in (a, b), sign( fk(x)) is constant in (a, b). Pick a rational number a < x0 < b
and set sk := sign( fk(x0)).
(2) For j := k− 1 to 1 do:
(a) If lj ≠ 0, set sj = lj.
(b) If lj = 0 and dir = left , if sj+1 > 0 set sj := 1 and otherwise set sj := −1.
(c) If lj = 0 and dir = right , if sj+1 > 0 set sj := −1 and otherwise set sj := 1.
(3) Return s1, . . . , sk.
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The next algorithm allows us to reduce the problem of finding roots of an exp–log–arctan function
f in an arbitrary open interval I ⊆ D( f ) to that of finding roots of f in an open interval with rational
endpoints that belong to D( f ).
Algorithm 45 (RationalEndpoint).
Input: a < b, a weak Fourier sequence f1, . . . , fk : (a, b)→ R of exp–log–arctan functions, a sequence
s1, . . . , sk of nonzero signs and a direction dir ∈ {left, right}. a and b are elements of K , exp–log–
arctan root constants, −∞, or∞. For 1 ≤ j ≤ k, if dir = left then sj = sign( fj(a+)) and otherwise
sj = sign( fj(b−)).
Output: A rational number a < c < b and a sequence sc1, . . . , sck of nonzero signs, such that
sign( fj(c)) = scj for 1 ≤ j ≤ k, and there are no roots of f1 in U , where if dir = left , U = (a, c]
and otherwise U = [c, b).
(1) Pick a rational number a < c < b and compute scj := sign( fj(c)). Let n be the number of sign
changes in the sequence s1, . . . , sk.
(2) While sgc1,k(c) ≠ n or scj = 0 for some 1 ≤ j ≤ k:
(a) If dir = left , if a = −∞ set d := min(−1, 2c) and otherwise pick a rational number d such
that d− a < c−a2 .
(b) If dir = right , if b = ∞ set d := max(1, 2d) and otherwise pick a rational number d such that
b− d < b−c2 .
(c) Set c := d and compute scj := sign( fj(c)).
(3) Return c and sc1, . . . , sck. By part (5) of Proposition 15, c has the required properties.
The following algorithm finds an exp–log–arctan root constant representing an isolated root of an
exp–log–arctan function.
Algorithm 46 (FindIsolatedRoot).
Input: An exp–log–arctan function f and a bounded interval (a, b) such that
sign( f (a)f (b)) = −1
and f has exactly one simple root in (a, b).
Output: The root of f in (a, b) represented as an exp–log–arctan root constant or an element of K .
(1) Set c := a and d := b.
(2) If the result of an interval arithmetic evaluation of f ′ at (c, d) does not contain 0, return
Root( f , c, d).
(3) Set e := c+d2 . If f (e) = 0 return e.
(4) If sign( f (c)f (e)) = −1 set d := e and otherwise set c := e. Go to (2).
Instead of interval bisection it is more efficient in practice to obtain a smaller isolating interval
using a numeric root-finding method with a faster convergence. Our implementation uses Brent’s
method.
The next subalgorithm computes the zero set of an exp–log–arctan function with a given semi-
Fourier sequence in an open interval contained in the domain of the function.
Algorithm 47 (RootsInInterval).
Input: An exp–log–arctan function f , a semi-Fourier sequence (g1, h1), . . . , (gm, hm) for f and a < b
such that (a, b) ⊆ D( f ). a and b are elements of K , exp–log–arctan root constants,−∞, or∞.
Output: A list r1, . . . , rt of exp–log–arctan root constants or elements of K representing all roots of f
in (a, b) or IdenticallyZero if f is identically zero in (a, b).
(1) Put I := (a, b) and let f1, . . . , fm be as in Proposition 15.
(2) Find a rational number a < e < b. Let k be the largest 1 ≤ i ≤ m such that fi(e) ≠ 0 or 0 if such
an i does not exist. By parts (1) and (2) of Proposition 15, fk+1, . . . , fm are identically zero in I .
(3) If k = 0, f is identically zero in I . Return IdenticallyZero.
(4) If k = 1, f is nonzero and constant in I . Return ∅.
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(5) For 1 ≤ j ≤ k − 1, compute laj := sign(limx→a+ fj(x)) and lbj := sign(limx→b− fj(x)), using the
algorithm given in Gruntz (1996) to compute limits.
(6) Use LimitSigns to compute sa1, . . . , sak and sb1, . . . , sbk such that
saj = sign( fj(a+))
and
sbj = sign( fj(b−))
for 1 ≤ j ≤ k. Let sgca and sgcb be the numbers of sign changes in these sequences.
(7) If sgca = sgcb then f has no roots in I by part (5) of Corollary 15. Return ∅.
(8) Use RationalEndpoint to find c , sc1, . . . , sck, d and sd1, . . . , sdk such that
sign( fj(c)) = scj ≠ 0
and
sign( fj(d)) = sdj ≠ 0
for 1 ≤ j ≤ k, and there are no roots of f in (a, c] ∪ [d, b).
(9) Set roots = ∅ and stack := {(c, d, k)}. At any point of the computation stack contains triples
(c, d, k) such that c < d are rational numbers, fi(c) ≠ 0 and fi(d) ≠ 0 for 1 ≤ i ≤ k, fk has a
constant nonzero sign in (c, d), and sgc1,k(c)− sgc1,k(d) > 0.
(10) While stack ≠ ∅ do:
(a) Set (c, d, k) := First(stack) and stack := Rest(stack).
(b) If sgc1,k(c)− sgc1,k(d) = 1 then f has exactly one simple root in (c, d). Let r be the output of
FindIsolatedRoot applied to f and (c, d). Append r to roots and continue the loop.
(c) By the construction of stack, sgc1,k(c)− sgc1,k(d) > 1. Let l be the smallest element of
{i : 2 ≤ i ≤ k ∧ sgci,k(c)− sgci,k(d) = 1}.
(d) By Theorem 13 fl has exactly one simple root in (c, d). Let r be the output of FindIsolatedRoot
applied to fl and (c, d).
(e) If f (r) = 0, append r to roots.
(f) Compute sr j := sign( fj(r)) for 1 ≤ j ≤ l − 1. Since r is the only root of fl in (c, d), fl has
constant nonzero signs in (c, r) and in (r, d).
(g) Use LimitSigns to compute sr−1 , . . . , sr
−
l and sr
+
1 , . . . , sr
+
l such that sr
−
j = sign( fj(r−)) and
sr+j = sign( fj(r+)) for 1 ≤ j ≤ l.
(h) Use RationalEndpoint to find u < r < v, su1, . . . , sul, and sv1, . . . , svl such that
sign( fj(u)) = suj ≠ 0 and sign( fj(v)) = svj ≠ 0 for 1 ≤ j ≤ l, and there are no roots
of f in [u, r) ∪ (r, v].
(i) If sgc1,l(c)− sgc1,l(u) > 0 add (c, u, l) to stack.
(j) If sgc1,l(v)− sgc1,l(d) > 0 add (v, d, l) to stack.
(11) Return roots.
The algorithm given in Gruntz (1996) can be used to compute limits at numbers represented by exp–
log–arctan root constants, since we can compute signs of exp–log–arctan functions at such numbers.
Note that the computed limits will be given as values of exp–log–arctan functions at exp–log–arctan
root constants. By Proposition 11 the loop in step (10) is executed at most (m−1)m2 times. Steps (10e)
through (10h) can often be significantly simplified when f (r) ≠ 0. If r = Root( fl, α, β) and the result
of an interval arithmetic evaluation of f at [α, β] does not contain zero, then f (r) ≠ 0 and one can use
u = α and v = β . Otherwise if sgc1,l+1(α) = sgc1,l+1(β), then also f (r) ≠ 0 and one can use u = α
and v = β . Finally, if the zero testing algorithm has shown that f (r) ≠ 0 by finding an interval I with
rational endpoints such that r ∈ I and the result of an interval arithmetic evaluation of f at I does not
contain zero, then the endpoints of I can be used as u and v.
Let us now describe the main root isolation algorithm for exp–log–arctan functions.
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Algorithm 48 (ELATRootIsolation).
Input: An exp–log–arctan expression f .
Output: Lists (a1, b1), . . . , (al, bl), (c1, d1), . . . , (cm, dm) and r1, . . . , rn such that ai, bi, cj, dj and rk are
elements of K , exp–log–arctan root constants,−∞, or∞,
D( f ) = (a1, b1) ∪ · · · ∪ (al, bl)
and
f −1(0) = (c1, d1) ∪ · · · ∪ (cm, dm) ∪ {r1, . . . , rn}.
(1) Use SemiFourierSequence to compute normal exp–log–arctan expressions g1, . . . , gt and exp–
log–arctan expressions h1, . . . , ht such that (g1, h1), . . . , (gt , ht) is a semi-Fourier sequence
for f .
(2) Let H := {h1, . . . , ht}, let L be the set of all expressions that appear in f as arguments of log ,
and let Den be the set of all expressions that appear in f as a denominator. Use ELATRootIsolation
recursively to compute the domains and zero sets of all factors of elements of H , L and Den. Then
D( f ) is the set where all elements of H and Den are defined and nonzero and all elements of L are
defined and positive. Let (a1, b1), . . . , (al, bl) be the set of components of D( f ).
(3) Set rootlist = ∅ and idzero = ∅.
(4) For 1 ≤ i ≤ l do:
(a) Use RootsInInterval to compute the zero set of f in (ai, bi).
(b) If the output is IdenticallyZero, add (ai, bi) to idzero.
(c) If the output is a list of roots, add the roots to rootlist .
(5) Return (a1, b1), . . . , (al, bl), idzero and rootlist .
Note that all inputs to recursive ELATRootIsolation calls in step (2) appear in f as proper
subexpressions. Hence the recursion terminates.
Example 49. Find the domain and the zero set of f (x) = exp(x)/(1+ x)− x2log(x).
SemiFourierSequence gives
(g1(x), h1(x)) = ((−x3 − x2)log(x)+ exp(x), x+ 1)
(g2(x), h2(x)) = ((−3x2 − 2x)log(x)− x2 − x+ exp(x), 1)
(g3(x), h3(x)) = ((−6x− 2)log(x)− 5x− 3+ exp(x), 1)
(g4(x), h4(x)) = (−6log(x)− 11− 2/x+ exp(x), 1)
(g5(x), h5(x)) = (−6x+ 2+ x2exp(x), x2)
(g6(x), h6(x)) = (−6+ (x2 + 2x)exp(x), 1)
(g7(x), h7(x)) = (x2 + 4x+ 2, 1)
(g8(x), h8(x)) = (2x+ 4, 1)
(g9(x), h9(x)) = (2, 1).
The non-constant factors of elements of H , L and Den are x + 1 and x. Their roots are {−1, 0}. D( f )
consists of those among the intervals (−∞,−1) , (−1, 0) and (0,∞) forwhich all elements of L = {x}
are positive. Hence D( f ) = (0,∞).
RootsInInterval is called to find roots of f in (0,∞). For 1 ≤ i ≤ 9, hi is positive in (0,∞); hence
fi = gi. Since f9 = 2 is a nonzero constant, k = 9. Sequences sign( fi(0+)) and sign( fi(∞−)) for
1 ≤ i ≤ 9 are (1, 1, 1,−1, 1,−1, 1, 1, 1) and (1, 1, 1, 1, 1, 1, 1, 1, 1). RationalEndpoint finds c = 14
and d = 7, with sign sequences the same as at 0 and∞. The initial value of stack is {( 14 , 7, 9)}.
In the first iteration of the loop in step (10), (c, d, k) = ( 14 , 7, 9).
sgc1,k(c+)− sgc1,k(d−) = 4
and l = 6. FindIsolatedRoot applied to f6 and (c, d) gives
r = Root

−6+ (x2 + 2x)exp(x), 8603293572629645
9858382060577563
,
15177907175903278
17392130880674017

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with the rational numbers bounding r sharing the first 20 decimal digits:
0.87268818755089033264 . . . .
The sign sequences of f1, . . . , f7 evaluated at
α1 = 86032935726296459858382060577563
and at
β1 = 1517790717590327817392130880674017
are (1, 1,−1,−1,−1,−1, 1) and (1, 1,−1,−1,−1, 1, 1). Both sequences contain two sign changes.
Hence there are no roots of f in (α1, β1) and, in particular, f (r) ≠ 0. The numbers of sign changes in the
sequence f1, . . . , f6 evaluated at 14 , α1, β1 and 7 are 3, 1, 2 and 0; hence triples (
1
4 , α1, 6) and (β1, 7, 6)
are added to stack.
In the second iteration, (c, d, k) = ( 14 , α1, 6). sgc1,k(c+) − sgc1,k(d−) = 2 and l = 5.
FindIsolatedRoot applied to f5 and (c, d) gives
r = Root

−6x+ 2+ x2exp(x), 4081802980088075
11170713760239559
,
12947598123789739
35433829910219993

with the rational numbers bounding r sharing the first 20 decimal digits:
0.36540216388111439918 . . . .
An interval arithmetic evaluation of f at (α2, β2) = ( 408180298008807511170713760239559 , 1294759812378973935433829910219993 ) gives an
interval not containing zero. Hence there are no roots of f in (α2, β2), and in particular f (r) ≠ 0.
The sign sequences of f1, . . . , f5 evaluated at 14 , α2, β2 and α1 are (1, 1, 1,−1, 1), (1, 1, 1,−1, 1),
(1, 1, 1,−1,−1) and (1, 1,−1,−1,−1); hence there are no roots of f in ( 14 , α1).
In the next iteration, (c, d, k) = (β1, 7, 6). sgc1,k(c+)− sgc1,k(d−) = 2 and l = 3. FindIsolatedRoot
applied to f3 and (c, d) gives
r = Root

(−6x− 2)log(x)− 5x− 3+ exp(x),
× 45724519493580038
11106478695297865
,
20152338824691207
4894999975850651

with the rational numbers bounding r sharing the first 20 decimal digits:
4.1169231714223128647 . . . .
The sign sequences of f1, f2, f3, f4 evaluated at α3 = 4572451949358003811106478695297865 and at β3 = 201523388246912074894999975850651
are (−1,−1,−1, 1) and (−1,−1, 1, 1). Both sequences contain one sign change. Hence there are no
roots of f in (α3, β3) and, in particular, f (r) ≠ 0. The sign sequences of f1, f2, f3 evaluated at β1, α3, β3
and 7 are (1, 1,−1), (−1,−1,−1), (−1,−1, 1) and (1, 1, 1). Hence there is one simple root of f in
each of (β1, α3) and (β3, 7). FindIsolatedRoot finds the roots to be
r1 = Root

(−x3 − x2)log(x)+ exp(x), 34023785792187461
17946115613634908
,
20854319682786641
10999776284652230

and
r2 = Root
−x3 − x2 log(x)+ exp(x), 100543306819
16076243394
,
56998088969
9113636504

with 20-digit approximations 1.8958858019580143857 and 6.2541543042651945557.
A. Strzeboński / Journal of Symbolic Computation 47 (2012) 282–314 305
6. Complexity analysis
Let f be an exp–log–arctan function and let (a, b) ⊆ D( f ). We will estimate the complexity of
finding roots of f in (a, b) using the algorithm RootsInInterval. Let f1, . . . , fm be the weak Fourier
sequence obtained in step (1). Let
S := {t ∈ R : t = a ∨ t = b ∨ (a < t < b ∧ ∃1 ≤ i ≤ m fi(t) = 0)}
µ := max{0, max
t≠u∈S
− log2|t − u|}
and
ν := max{0,max
t∈S
log2|t|}
and suppose that the complexity of sign computation of fi at any step of the algorithm is bounded
by κ , the complexity of computation of the sign of the limit of fi at a and b is bounded by λ and the
complexity of each FindIsolatedRoot call is bounded by ρ.
Theorem 50. The complexity of RootsInInterval computation is bounded by
O(m3κ(µ+ ν)+m2ρ +mλ).
Proof. The following steps perform computations. Step (2) computes at most m signs; hence its
complexity is bounded bymκ . Step (5) computes atmost 2(m−1) signs of limits; hence its complexity
is bounded by 2(m−1)λ. Step (6) does not need to perform any computations since sak = sbk = fk(e)
has already been computed in step (2). RationalEndpoint, called twice in step (8), computes at mostm
signs at most µ + ν times. This is because the loop in step (2) of RationalEndpoint will terminate
if there are no roots of any of the fi between c and e, where if dir = left , e = a and otherwise
e = b. Therefore, the complexity of step (8) is bounded by 2mκ(µ + ν). In each iteration of the
loop in step (10) the following substeps perform computations. Step (b) or step (d) (not both) calls
FindIsolatedRoot and hence their complexity is bounded by ρ. Steps (e) and ( f ) compute a total of
at most m signs; hence their complexity is bounded by mκ . Step (g) does not need to perform any
computations since sr−l = sign( fl(c+)) and sr+l = sign( fl(d−)) and these signs have been computed
previously. Finally step (h), like step (8), calls RationalEndpoint twice; hence its complexity is bounded
by 2mκ(µ + ν). By Proposition 11, the loop in step (10) is executed at most (m−1)m2 times; thus the
total complexity of step (10) is bounded by
(m− 1)m
2
(ρ +mκ + 2mκ(µ+ ν)).
Therefore the total complexity of RootsInInterval is bounded by
mκ + 2(m− 1)λ+ 2mκ(µ+ ν)+ (m− 1)m
2
(ρ +mκ + 2mκ(µ+ ν)). 
When f is a polynomial, we can estimate the complexity of finding roots of f using ELATRootIsolation
in terms of the degree, the number of nonzero terms and the size of the coefficients of f .
Definition 51. Let p ∈ Z+. The set Rp of precision p numbers is
Rp := {2−kd : k, d ∈ Z ∧ 2p−1 ≤ |d| < 2p} ∪ {0}.
For c ∈ R, the lower approximation of c is
LAp(c) := max{r ∈ Rp : r ≤ c},
the upper approximation of c is
UAp(c) := min{r ∈ Rp : r ≥ c}
and a precision p approximation of c is one of LAp(c) and UAp(c). Let χ be a computable choice function
which picks one element out of each pair of subsequent elements of Rp. The rounded approximation
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of c is
RAp(c) :=

LAp(c) c < (LAp(c)+ UAp(c))/2
UAp(c) c > (LAp(c)+ UAp(c))/2
χ({LAp(c),UAp(c)}) c = (LAp(c)+ UAp(c))/2.
For r ∈ Rp \ {0} define the predecessor of r as
pred(r) := max{s ∈ Rp : s < r},
the successor of r as
succ(r) := min{s ∈ Rp : s > r}
and if r = 2−kd, where 2p−1 ≤ |d| < 2p, then define the accuracy of r as acc(r) := k and the scale of r
as scl(r) := p− k.
Rp is a closed and unbounded subset of Q and the only accumulation point of Rp is 0. Hence the
approximations, the predecessor and the successor are well defined. Moreover, the approximations,
the predecessor and the successor of a nonzero number are nonzero.
Let p, q ∈ Z+. The following algorithm provides an interval arithmetic evaluation of polynomials.
Algorithm 52 (EvalPp,q).
Input: r ∈ Rp, f (x) =mi=1 aixni ∈ Z[x], where n = n1 > n2 > · · · > nm.
Output: v ∈ Rp, err ∈ Rq such that f ([pred(r), succ(r)]) ⊆ [v − err, v + err].
(1) Set v := 0 and err := 0.
(2) For 1 ≤ i ≤ m:
(a) Computew := RAp(ani rni).
(b) Set v := RAp(v + w).
(c) Set err := UAq(err + (ni + 1)2σ+niτ−p+2).
(3) Return v and err .
Notation 53. With the notation of Algorithm 52,
sign(EvalPp,q( f , r)) :=

0 |v| ≤ err
sign(v) |v| > err.
Lemma 54. With the notation of Algorithm 52, if p ≥ log2(n) + 2, q ≥ log2(m) + 1, |r| ≤ 2τ and
1 ≤ |ai| ≤ 2σ , for 1 ≤ i ≤ m, then f ([pred(r), succ(r)]) ⊆ [v − err, v + err] and
err ≤ m(n+ 1)2σ+nτ−p+4.
Moreover, the complexity of EvalPp,q is bounded by
O˜(m(p log(n)+ q)).
Proof. Let c ∈ [pred(r), succ(r)], k = ni,w := RAp(akrk) and δ := | c−rr |. We have
δ ≤ 2
−acc(r)
2−acc(r)2p−1
= 2−p+1
and, since p ≥ log2(n)+ 2,
kδ ≤ n2−p+1 ≤ 2p−22−p+1 = 1
2
.
Therefore
|rk − ck| = |rk||1− (1+ c − r
r
)k| ≤ |rk|
k
j=1

k
j

δj
≤ |rk|
∞
j=1
(kδ)j = |rk| kδ
1− kδ ≤ 2kδ|r
k| ≤ k2−p+2|rk|
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and so
|w − akck| ≤ 2−acc(w) + |ak|k2−p+2|rk|
≤ 2σ+kτ−p+2 + 2σ−p+2+kτ k = (k+ 1)2σ+kτ−p+2.
This proves that |v − f (c)| ≤ err .
If, for 0 ≤ i ≤ m, ei is the value of err after i iterations of the loop in step (2), then
ei ≤ (ei−1 + (n+ 1)2σ+nτ−p+2)(1+ 2−q)
and hence
err = em ≤ (2q + 1)((1+ 2−q)m − 1)(n+ 1)2σ+nτ−p+2.
Since q ≥ log2(m)+ 1,
(2q + 1)((1+ 2−q)m − 1) ≤ 2q+1
∞
j=1
(m2−q)j ≤ 2m
1−m2−q ≤ 4m.
The complexities of steps (2a), (2b) and (2c) are bounded by, respectively, O˜(plog(n)),O(p) andO(q).
Hence the complexity of EvalPp,q is bounded by
O˜(m(p log(n)+ q)). 
Lemma 55. Let τ , p, d ∈ N, 0 < d < 2p+τ and f = mi=1 aixni ∈ Z[x], where n = n1 > n2 > · · · >
nm = 0 and 1 ≤ |ai| ≤ 2σ for 1 ≤ i ≤ m. Then the complexity of computing the sign of f (2−pd) is
bounded by
O˜(m(σ + n(p+ τ))).
Proof. We have
f (2−pd) = 2−np
m
i=1
aidni2(n−ni)p.
The complexity of computing aidni2(n−ni)p is bounded by O˜(σ + n(p + τ)). What remains are m − 1
additions of integers with at most σ + n(p+ τ) binary digits. 
Lemma 56. Let f , g ∈ Z[x], nf = deg( f ) > 0, ng = deg(g) > 0, σf = log2 ∥ f ∥∞,
σg = log2 ∥ g ∥∞ and let α, β ∈ R be such that f (α) = 0 and g(β) = 0. Then either α = β or
log2|α−β| > −( nf+ng2 + 1)log2(nf + ng)− (nf + ng)(σf + σg + 1+ log2(nf + 1)+ log2(ng + 1))+ 32 .
Proof. Let h = fg . If α ≠ β then, by Theorem 3 of Rump (1979),
|α − β| > 2√2[(nf + ng)(nf+ng )/2+1(∥ h ∥1 +1)(nf+ng )]−1.
We have
∥ h ∥1 +1 ≤∥ f ∥1∥ g ∥1 +1 ≤ (nf + 1)(ng + 1)2σf+σg + 1 ≤ (nf + 1)(ng + 1)2σf+σg+1
and hence
|α − β| > 2√2[(nf + ng)(nf+ng )/2+1((nf + 1)(ng + 1)2σf+σg+1)(nf+ng )]−1. 
Lemma 57. Let f , g ∈ Z[x], nf = deg( f ) > 0, ng = deg(g) > 0, σf = log2 ∥ f ∥∞, σg = log2 ∥ g ∥∞
and let α be such that f (α) = 0. Then either g(α) = 0 or log2|g(α)| > −nf (σg+ log2(ng+2))−ng(σf +
log2(nf + 2)).
Proof. If g(α) ≠ 0, by Lemma 2 of Rump (1979),
|g(α)| > [(∥ g ∥1 +1)nf (∥ f ∥1)ng + 1]−1
and hence
|g(α)| > [((ng + 1)2σg + 1)nf ((nf + 1)2σf )ng + 1]−1
and so
|g(α)| > [((ng + 2)2σg )nf ((nf + 2)2σf )ng ]−1. 
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Let f = mi=1 aixni ∈ Z[x], where n = n1 > n2 > · · · > nm and 1 ≤ |ai| ≤ 2σ for 1 ≤ i ≤ m. Let
g1
h1
, . . . ,
gm
hm
be the semi-Fourier sequence for the restriction of f to D( f ) \ {0} described in Remark 42.
Note that, for 1 ≤ i ≤ m, gi is a polynomial with n− i+ 1 nonzero terms and hi is a power of x.
Theorem 58. Let f = mi=1 aixni ∈ Z[x], where n = n1 > n2 > · · · > nm and 1 ≤ |ai| ≤ 2σ , for
1 ≤ i ≤ m. The complexity of finding the real roots of f using ELATRootIsolation is bounded by
O˜(m4n3(m+ σ)2).
Proof. Let (g1, h1), . . . , (gm, hm) be the semi-Fourier sequence for the restriction of f to D( f ) \ {0}
described in Remark 42. ELATRootIsolationwill call RootsInInterval twice, with intervals (−∞, 0) and
(0,∞). Let us bound the complexity of each RootsInInterval call.
W.l.o.g. we can assume that the interval is (0,∞). Let us use the notation of Theorem 50 and let
f1, . . . , fm be the polynomials obtained in step (1). The absolute values of the coefficients of f1, . . . , fm
are bounded by nm2σ and hence ν ≤ τ := σ +m log2(n)+ 1. By Lemma 56,
µ < δ := (n+ 1)log2(2n)+ 2n(2σ + 2m log2(n)+ 2log2(n+ 1)+ 1)− 32 .
The limits of fi at zero and at infinity are equal to the signs of, respectively, the free term of fi and the
leading coefficient of fi. Since determining the limits requires no computation, λ = 0.
By Lemma 57, for any 1 ≤ i, j ≤ m if fi(α) = 0 and fj(α) ≠ 0 then |fj(α)| > 2−θ , where
θ := 2n(σ +m log(n)+ log(n+ 2)).
Let p be the smallest integer such that
p ≥ max(δ + 1, θ + σ +m log(n)+ nτ + log2(m)+ log2(n+ 1)+ 5)
and let q be the smallest integer such that q ≥ log2(m) + 1. We have p = O˜(n(m + σ)). Suppose
r ∈ Rp, |r| ≤ 2τ and c ∈ [pred(r), succ(r)]. By Lemma 54, EvalPp,q for r and fj computes v ∈ Rp such
that |v − fj(c)| ≤ 2−θ−1 and the computation complexity is bounded by
O˜(m(p log(n)+ q)) = O˜(mn(m+ σ)).
In particular, if r is a precision p approximation of a root α of fi then by Lemma 57, fj(α) = 0 iff
|v| ≤ 2−θ−1 and otherwise sign( fj(α)) = sign(v). By Lemma 56 if fi(α) = 0, fj(β) = 0 and α ≠ β ,
then |α − β| > 2−p+1.
Wewill show that rational numbers that appear in the RootsInInterval computation are of the form
2−pdwith d ∈ N ∩ [0, 2p+τ ]. The computation starts with interval (0, 2τ ). The rational numbers that
appear in the computation are the bisection points used in FindIsolatedRoot calls in step 10(b) and
10(d) and the interval endpoints introduced in step 10(h). Suppose that FindIsolatedRoot is called
with an isolating interval for a root α of fi, and the endpoints of the interval have the form 2−pd.
For simplicity let us require that FindIsolatedRoot bisects the interval with points of the form 2−pd
until we obtain an isolating interval for α of the form [2−pd, 2−p(d + 1)]. Since fi+1(α) ≠ 0, EvalPp,q
computed for RAp(2−pd) and fi+1 will give v ∈ Rp such that |v| > 2−θ−1 and hence the sign of f ′i on[2−pd, 2−p(d+ 1)]will be equal to sign(v). Thus FindIsolatedRoot will satisfy its specification. In step
10(h)we can use u = 2−p(d− 1) and v = 2−p(d+ 2) for new interval endpoints. Such u and v have
the required properties since u < α < v and, moreover, α − u ≤ 2−p+1 and v − α ≤ 2−p+1, and so
f1, . . . , fm have no roots in [u, α) ∪ (α, v].
By Lemma 55 the complexity of computing the sign of fi at rational numbers of the form 2−pd is
bounded by
O˜(m(σ + n(p+ τ))) = O˜(mn2(m+ σ)).
Since RootsInInterval computes signs of fj either at roots of fi or at rational numbers of the form 2−pd,
we have
κ = O˜(mn2(m+ σ)).
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Each call to FindIsolatedRoot performs at most p+ τ bisection steps with one computation of a sign of
fj at a rational number per step. Hence
ρ = O˜(mn3(m+ σ)2).
Finally, by Theorem 50, the total complexity of ELATRootIsolation is bounded by
O(m3κ(µ+ ν)+m2ρ +mλ) = O˜(m4n3(m+ σ)2). 
Definition 59. Let f =mi=1 aixni ∈ Z[x]. Define the size of f to be
s :=
m
i=1
log2(1+ |ai|)+ log2(1+ |ni|).
For sparse polynomials, i.e., whenm ≪ n, the worst case complexity estimate of ELATRootIsolation
is exponential in the size of the polynomial. The following example (a modified version of Mignotte’s
polynomial (Mignotte, 1982)) shows that real root isolation for sparse polynomials cannot be done
in polynomial time wrt the size of the input. It gives a class of polynomials with unbounded degrees
and a fixed number of terms, for which real root isolation requires intervals with endpoints of size
proportional to the degree.
Example 60. Let
fn(x) := x4n − 3(xn − 2(2x− 1)2)2.
Then fn is a polynomial with ten nonzero terms and for any n ≥ 7, fn has four roots in the interval
( 12 − 12n/2+1 , 12 + 12n/2+1 ).
Proof. It is easy to show, by manual calculations or using the algorithm described in this paper, that
for n ≥ 7, f ( 12 − 12n/2+1 ) < 0, f ( 12 ) < 0 and f ( 12 + 12n/2+1 ) < 0. Moreover if g(x) := xn − 2(2x − 1)2
then, for n ≥ 7, g( 12 − 12n/2+1 ) < 0, g( 12 ) > 0 and g( 12 + 12n/2+1 ) < 0. Let r1 and r2 be roots of g such
that
1
2
− 1
2n/2+1
< r1 <
1
2
< r2 <
1
2
+ 1
2n/2+1
;
then f (r1) > 0 and f (r2) > 0. 
The dependence of the worst case complexity of real root isolation on the degree of the polynomial
comes from the possibility that polynomials in the semi-Fourier sequence have common or very close
real roots. Experiments suggest that this is rarely the case. In fact, for randomly generated sparse
polynomials all sign determinations required by the real root isolation algorithm can be done using
EvalP with relatively low precision (see Example 66). A precise characterization of this property,
observed in experiments, remains an open problem. However, if we treat the maximum precision
required in sign determinations as a parameter in the formula estimating the complexity of real root
isolation, we get a complexity bound which is polynomial in the size of the input and the precision
parameter.
For the remainder of this section let f = mi=1 aixni ∈ Z[x], where n = n1 > n2 > · · · > nm
and 1 ≤ |ai| ≤ 2σ for 1 ≤ i ≤ m, and let (g1, h1), . . . , (gm, hm) be the semi-Fourier sequence for the
restriction of f to D( f )\{0} described in Remark 42. Put τ := σ +mlog2(n)+1 and let p1, p2, q ∈ Z+
be such that p1 < p2.
Definition 61. We will say that precisions (p1, p2, q) are sufficient for real root isolation for f if
(1) for any 1 ≤ i ≠ j ≤ m and α ∈ R such that gi(α) = 0, if r is a precision p1 approximation of α,
then sign(EvalPp1,q(gj, r)) ≠ 0,
(2) for any d ∈ Z such that 0 < |2−p1d| < 2τ and for any 1 ≤ j ≤ m,
sign(EvalPp2,q(gj, RAp2(2
−p1d))) ≠ 0.
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Theorem 62. Suppose precisions (p1, p2, q) are sufficient for real root isolation for f . Let p =
max(p1, p2, q) and let s be the size of f . Then the complexity of finding the real roots of f using
ELATRootIsolation is bounded by
O˜((m4p+m3p2 +m3pσ)log2(n)) = O˜(s5p+ s4p2).
Proof. As in the proof of Theorem 58, it suffices to bound the complexity of a RootsInInterval call
which finds the roots of f in (0,∞). Let f1, . . . , fm be the polynomials obtained in step (1). All positive
roots of f1, . . . , fm are contained in (2−τ , 2τ ). Finding the limits of fi at zero and at infinity requires no
computation; hence the complexity of RootsInInterval is equal to the complexity of the loop in step
(10).
Wewill show that rational numbers that appear in the RootsInInterval computation are of the form
2−p1−τdwith d ∈ N ∩ [0, 2p1+2τ ]. The computation starts with interval (0, 2τ ). The rational numbers
that appear in the computation are bisection points used in FindIsolatedRoot calls in step 10(b) and
10(d) and interval endpoints introduced in step 10(h). Suppose that FindIsolatedRoot is called with
an isolating interval for a root α of fi, and the endpoints of the interval have the form 2−p1−τd. For
simplicity let us require that FindIsolatedRoot bisects the interval with points of the form 2−p1−τd
until we obtain an isolating interval for α of the form [2−p1−τd, 2−p1−τ (d + 1)]. Since α > 2−τ ,
r := RAp1(2−p1−τd) is a precision p1 approximation of α and so sign(EvalPp1,q( fi+1, r)) is nonzero
and is the sign of f ′i on [2−p1−τd, 2−p1−τ (d+ 1)]. Therefore FindIsolatedRoot satisfies its specification.
In step 10(h) we can use u = 2−p1−τd and v = 2−p1−τ (d + 1) for new interval endpoints. We have
u < α < v. Moreover, fj has no roots in [u, v] because for j ≠ i, sign(EvalPp1,q( fj, r)) ≠ 0. Hence u
and v have the required properties.
Each call to RootsInInterval performs atmost p1+2τ bisections,with one EvalPp2,q call per bisection
and one EvalPp1,q call at the end. Hence the complexity of each RootsInInterval call is bounded by
O˜((p1 + 2τ)m(p2 log2(n)+ q)+m(p1 log2(n)+ q))
= O˜(m(p1 + σ +m log2(n))(p2 log2(n)+ q)).
Each iteration of the loop in step (10) performs at most one call to RootsInInterval in step (b)
or (d) and m − 1 calls to EvalPp1,q in step ( f ). Since all signs computed in step ( f ) are nonzero,
step (g) requires no computation. Step (h) does not perform any computations either since it selects
u = 2−p1−τd and v = 2−p1−τ (d+1). Therefore the complexity of each iteration of the loop is bounded
by
O˜(m(p1 + σ +m log2(n))(p2 log2(n)+ q)+ (m− 1)m(p1 log2(n)+ q))
= O˜(m(p1 + σ +m log2(n))(p2 log2(n)+ q)).
The loop in step (10) is executed atmost (m−1)m2 times. Hence the total complexity of ELATRootIsolation
is bounded by
O˜(m3(p1 + σ +m log2(n))(p2 log2(n)+ q)). 
7. Implementation and experimental results
We have implemented ELATRootIsolation as a part of theMathematica system. The implementation
has been done partly in the C source code ofMathematica and partly in theMathematica programming
language. Our implementation does not use the zero testing algorithm defined in Richardson (1997).
Instead we use a zero testing heuristic which combines an interval arithmetic evaluation up to a pre-
selected interval size with symbolic simplification for expressions for which the interval arithmetic
evaluation did not yield a nonzero sign. If the heuristic fails to determine the sign of a constant, that
constant is recorded and the algorithm proceeds as if the constant was zero. The constants for which
the heuristic failed are returned with the answer. For the examples given in this section the heuristic
was always able to determine the signs.
The experiments have been run on a desktop computer with a 3.0 GHz Intel Core i7 processor
and 6 GB of RAM assigned to the Linux virtual machine. The columns in tables give the total time in
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Table 5
Example 63.
No. Total Time SF Time Rec Time Roots Comp SF Length Iter
1 0.129 0.010 < 0.001 1 2 14 8
2 7.45 0.289 < 0.001 2 3 109 74
3 0.129 0.004 < 0.001 2 1 9 4
4 0.423 0.054 < 0.001 1 1 23 9
5 0.166 0.013 0.006 1 2 5 1
6 1.56 0.084 0.055 2 1 38 19
7 189 0.461 0.021 3 2 246 245
8 0.166 0.008 0.044 2 2 13 8
Table 6
Example 64.
No. Total Time SF Time Rec Time Roots Comp SF Length Iter
1 0.012 0.001 < 0.001 1 1 3 1
2 0.014 0.002 < 0.001 2 1 2 2
3 0.013 0.001 < 0.001 2 2 2 2
4 0.035 0.003 0.003 2 2 9 2
5 0.116 0.005 < 0.001 2 1 10 4
6 0.111 0.011 0.008 1 1 16 2
7 0.026 0.001 0.005 1 2 4 1
8 0.075 0.006 < 0.001 2 2 9 5
9 0.147 0.005 < 0.001 1 1 6 1
10 0.123 0.009 < 0.001 1 1 8 1
seconds (Total Time), the time in seconds for computing the semi-Fourier sequence (SF Time), the
total time in seconds for all recursive calls to ELATRootIsolation (Rec Time), the number of distinct real
roots (Roots), the number of connected components of the domain (Comp), the number of functions
in the semi-Fourier sequence (SF Length), and the total number of iterations in point (10) in all calls
to RootsInInterval from the main call to ELATRootIsolation (Iter).
Example 63. The following examples have been derived from examples in Gruntz (1996) by adding
constants chosen in such a way that each function has at least one real root (see Tables 5 and 6).
(1) ex(e1/x−e−x − e1/x)+ 5.
(2) e
ex−e−x
1−1/x − eex − 108.
(3) e
ee
x+e−x
eee
x − 1067.
(4) e
ee
x
eee
x−e−ex − 105.
(5) (3x + 5x)1/x − 10.
(6) x
log(xlog(x)log(2)/log(x) )
− 10.
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Table 7
Example 65.
No. Total Time SF Time Rec Time Roots Comp SF Length Iter
1 0.133 < 0.001 < 0.001 4 1 10 19
2 0.028 0.001 < 0.001 4 1 5 8
3 0.297 0.055 < 0.001 3 1 12 9
4 0.417 0.012 0.015 3 1 31 29
5 1.16 0.027 < 0.001 2 1 35 19
6a 1.05 0.014 0.003 8 1 61 56
6b 1.82 0.022 0.003 10 1 66 90
6c 3.70 0.029 0.003 16 1 77 112
Table 8
Random sparse polynomials.
Degree Length Time Roots Prec Iter
103 50 0.026 3 63.6 16.4
106 50 0.059 3.6 63.6 18
109 50 0.010 3.6 53 11.6
103 100 0.084 4.6 58.3 20.3
106 100 0.774 4 79.5 46.3
109 100 0.710 3.8 63.6 25.3
103 200 2.27 4.2 84.8 96
106 200 8.60 4 95.4 123.9
109 200 15.5 4.8 90.1 108.6
103 400 25.5 3.4 100.7 251.9
106 400 60.9 4.6 106 277.1
109 400 102 4.4 95.4 227.4
(7) exp(4xe
−x/(e−x+e
−2x2
x+1 ))−ex
e4x
− 110 .
(8)
exp( xe
−x
e−x+e−2x2/(x+1)
)
ex − 710 .
Example 64. The following examples are based on named exp–log–arctan functions and constants
found in Weisstein (2010) (see Table 6).
(1) The Smarandache constant
127x − 113x − 1.
(2) The half-maximum points of the Gaussian function
e
−x2
2 − 12√
2π
.
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(3) The fixed point of the inverse hyperbolic cotangent
arccoth(x)− x.
(4) Inflection points of Einstein’s E1 function
∂2
∂x2
x2ex
(ex − 1)2 .
(5) Intersection points of Einstein’s E4 function with a hyperbola
x
ex − 1 − log(1− e
−x)− 1
x
.
(6) The Laplace limit constant
xe
√
x2+1
1+√x2 + 1 − 1.
(7) The maximum of Planck’s radiation function
∂
∂x
15
π4x5(e1/x − 1) .
(8) Inflection points of Planck’s radiation function
∂2
∂x2
15
π4x5(e1/x − 1) .
(9) A circle–circle intersection problem. Find the positive roots of
2arccos

d
2

− d
2

4− d2 − π
2
.
(10) A circular segment problem. Find the positive roots of
arccos(1− h)− (1− h)

2h− h2 − π
4
.
Example 65. This series contains examples constructed to have specific properties.
(1) A high degree sparse polynomial
x1000000 − 2x777777 + 3x123456 − 4x54321 + 5x6789 − 6x555 + 7x100 − 8x21 + 9x− 10.
(2) An algebraic function involving a high degree radical
2x
123451
67890 − x2 + 4√x− 4x− 9
8
.
(3) A function involving non-rational real powers
xπ − xx
√
2 −√3x+ 3√2.
(4) A function with a quadruple root at 1 and two simple roots
ex−1 − log(e(x−1)2 + x+ 3)− 51
250
(x− 1)3 − 8
25
(x− 1)2 − 4
5
(x− 1)+ log(5)− 1.
(5) A function with two roots that share the first 388 decimal digits
(ee
x − x2 − 1)2 − 10−777.
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(6) Functions withmany real roots. Tn and Un are degree n Chebyshev polynomials of the first and the
second kind.
(a)
eT7(x) − log(U7(x)+ 10).
(b)
eT10(x) − log(U10(x)+ 10).
(c)
eT10(x) − 9log(U10(x)+ 10)− x2 + 38920 .
Example 66. In this experiment we isolated roots of randomly generated sparse polynomials. For
fixed degree n and length m we randomly chose m − 2 exponents between 1 and m − 1 and m
64-bit coefficients. The columns in the table give the degree (Degree) and the length (Length) of the
input polynomial, the total root isolation time in seconds (Time), the number of distinct real roots
(Roots), themaximumbinary precision (Prec) used by the polynomial sign computations and the total
number of iterations in point (10) in both calls to RootsInInterval from ELATRootIsolation (Iter). Each
reported value is an average from ten random polynomials. The implementation starts with machine
double precision (53 bit) and doubles the precision each time the current precision is not sufficient.
The precision of 106 bitswas sufficient for all polynomials in this experiment. Only in one case, namely
for degree 106 and 400 terms, did all ten random polynomials require a precision higher than 53 bits.
Also in one case, for degree 109 and 50 terms, a precision of 53 bits was sufficient for all ten random
polynomials.
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