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The lower and the upper irredundance numbers of a graph G , denoted ir(G) and IR(G),
respectively, are conceptually linked to the domination and independence numbers and
have numerous relations to other graph parameters. It has been an open question whether
determining these numbers for a graph G on n vertices admits exact algorithms running in
time faster than the trivial Θ(2n · poly(n)) enumeration, also called the 2n-barrier.
The main contributions of this article are exact exponential-time algorithms breaking the
2n-barrier for irredundance. We establish algorithms with running times of O ∗(1.99914n)
for computing ir(G) and O ∗(1.9369n) for computing IR(G). Both algorithms use polynomial
space. The ﬁrst algorithm uses a parameterized approach to obtain (faster) exact algorithms.
The second one is based, in addition, on a reduction to the Maximum Induced Matching
problem providing a branch-and-reduce algorithm to solve it.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The ﬁeld of exact exponential-time algorithms for NP-hard problems has attracted a lot of attention in recent years. Many
hard problems can be solved much faster than they could be solved by obvious brute-force algorithms; examples include
the well-known graph problems Maximum Independent Set [27] and Minimum Dominating Set [27,37]. See Woeginger’s
survey [38] from 2003 or the recent monograph [26] for an overview. We will add to this list the NP-hard problems asking
to compute the well-known graph-theoretic parameters, the lower and the upper irredundance number.
✩ This paper is based on two preliminary ones that appear in the Proceedings of the Seventh International Conference on Algorithms and Complexity,
CIAC 2010, Rome, Italy (Binkele-Raible et al., 2010 [4] and Cygan et al., 2010 [17]).
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D. Binkele-Raible et al. / Journal of Discrete Algorithms 9 (2011) 214–230 215Fig. 1. A minimum maximal irredundant set is X = {v3, v4}. Note that X is not a dominating set.
A set I ⊆ V is called an irredundant set of a graph G = (V , E) if each v ∈ I is either isolated in G[I], or there is at least
one vertex u ∈ V \ I with N(u) ∩ I = {v}, called a private neighbor of v . An irredundant set I is (inclusion-wise) maximal
if no proper superset of I is an irredundant set. The lower irredundance number ir(G) equals the minimum size taken over
all maximal irredundant sets of G . Similarly, the upper irredundance number IR(G) equals the maximum size taken over all
maximal irredundant sets of G .
In graph theory, the irredundance numbers have been extensively studied due to their relation to numerous other graph
parameters. An estimated 100 research papers [22] have been published on the properties of irredundant sets in graphs,
e.g., [2,8–10,15,12,20,21,24,29,30]. A lot of relations to other established graph parameters are known. For instance, consider
the classical graph parameters α(G) and γ (G) deﬁned as follows. A set I ⊆ V is an independent set of G , if and only if no
vertex in I is adjacent to any other vertex in I . If I ⊆ V is a maximum size independent set of G , then α(G) = |I| denotes
the independence number of G . A set D ⊆ V is called a dominating set of a graph G = (V , E), if and only if each vertex either
belongs to D or is adjacent to a vertex in D . If D ⊆ V is a minimum size dominating set of G , then γ (G) = |D| denotes the
domination number of G .
Now, if D ⊆ V is an (inclusion-wise) minimal dominating set, i.e., no proper subset of D is dominating, then for every
v ∈ D , there is some minimality witness, i.e., a vertex that is only dominated by v . In fact, a set is minimal dominating if
and only if it is irredundant and dominating [13]. Since each independent set is also an irredundant set, the well-known
domination chain
ir(G) γ (G) α(G) IR(G)
is a simple observation. It is also known [2,8] that
γ (G)/2< ir(G) γ (G) 2 · ir(G) − 1.
Note that a maximal irredundant set does not necessarily have to dominate the whole vertex set of G , see Fig. 1.
There are also some applications of irredundant sets in combinatorial optimization, e.g., locating senders in broadcast and
packet radio networks [16]. We mention that determining the lower and upper irredundance numbers are NP-hard prob-
lems [24,29]. Computing ir(G) remains NP-hard on bipartite graphs [29], while here IR(G) can be computed in polynomial
time using the equality IR(G) = α(G) [14].
A few powerful techniques have been developed for the design and worst-case analysis of exact algorithms for com-
binatorially hard problems like independence, domination and coloring; among them dynamic programming, branching
algorithms with a Measure & Conquer analysis [27] and inclusion–exclusion algorithms [7,6,32]. However, there is still a
couple of problems for which no faster exact algorithm than trivial enumeration is known.
For example, the fastest hitherto known exact algorithm to compute IR(G) and ir(G) is the simple O ∗(2n) brute-force
approach enumerating all vertex subsets and verifying for each one whether it is irredundant.4 The aforementioned tech-
niques did not seem suﬃcient to break the 2n-barrier for irredundance problems, at least not in an obvious fashion; so
breaking the 2n-barrier was publicly posed as an open question by van Rooij at a Dagstuhl seminar in 2008 (see [28]).
New ideas were needed to attack these problems. In fact, two research groups independently managed to aﬃrmatively
solve this puzzle, proposing two different methodologies. One line of attack was based on looking at parameterized al-
gorithms to be used for establishing exact algorithms, and the other line of attack was based on structural insights and
graph-theoretic reformulations leading to a (direct) construction of exact algorithms [4,17]. In this work, we present both
approaches and also show that a combination of the basic ideas from both lines of attack yields even better results.
1.1. Our contributions
We will deal with the lower irredundant set and the upper irredundant set problems both from the perspective of exact
and from the perspective of parameterized algorithms. We will present the derived results in a sequence that shows the
easiest results ﬁrst and then presents more and more elaborate approaches.
4 The O ∗-notation suppresses polynomial factors. Hence f (n)poly(n) = O ∗( f (n)).
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enumeration (exact) algorithm to compute the lower irredundance number ir(G).
2. We prove that deciding whether ir(G)  k for a given parameter k is W[2]-hard as opposed to the known W[1]-
completeness of IR(G) [19]. Then we study the dual parameterizations (with parameter n − k) and present linear size
problem kernels. The parameterized problem to decide whether ir(G)  n − k allows a kernel with 2k − 1 vertices,
deciding whether IR(G) n−k has a kernel with 3k vertices. This already shows that both problems can be solved with
a running time of O (ck poly(n)), c  8. In particular, this improves the kernel with 3k2 vertices and the corresponding
running time of O (8k
2
poly(n)) of [19], established for the question “IR(G) n − k?”.
3. We design a simple parameterized algorithm with a running time bounded by O (3.841k poly(n)) which solves both
problems simultaneously. The price we pay for this generality is that the running time is only slightly better than
O (4k poly(n)), since we cannot exploit any special properties of IR(G) that do not hold for ir(G), and vice versa. Never-
theless, this can already be used to achieve exact algorithms with a running time O ∗(cn) for some c < 2, i.e., to break
the 2n-barrier for both problems.
4. We provide an exact algorithm computing IR(G) in O ∗(1.9369n) time and polynomial space. We use a reduction to the
maximum induced matching problem on bipartite graphs and develop a branching algorithm for it as in [17], but we
analyze the algorithm using the parameterized approach. The resulting exact algorithm is both faster and simpler than
the algorithms of [4,17].
2. Preliminaries
We use standard notation from graph theory. For example, G[I] denotes the subgraph induced by the vertex set I . For a
vertex v , we use N(v) and N[v] = N(v) ∪ {v} for the open and closed neighborhoods of v and let deg(v) := |N(v)| be the
degree of v . We extend this notation to any subset W ⊆ V by letting N[W ] :=⋃v∈W N[v]. We say that a set W dominates
a vertex u if u ∈ N[W ]. For a graph G = (V , E) and a subset of edges E0 ⊆ E by V (E0) we denote the set of endpoints of
edges in the set E0.
The algorithms in this paper are exact exponential-time and parameterized algorithms for computing the lower and the
upper irredundance number. Let us brieﬂy deﬁne some essentials of these areas.
When studying exact algorithms for NP-hard problems one is interested in the worst-case running time, which is often,
and also in this paper, of the type O ∗(cn), where n is the number of vertices of the input graph and the goal is to decrease
the value of c. As already pointed out our two problems can be solved in time Θ∗(2n) by trivial enumeration, and thus
we are interested in c < 2 only. A major technique used in exact algorithms (and also in parameterized algorithms) are
branching algorithms. The Measure & Conquer analysis for the worst-case running time of exact branching algorithms was
introduced by Fomin et al. [27]. A fundamental idea of this approach is to use a measure for the inputs to the recursive
calls (subproblems) and to upper bound the size of the corresponding search tree in terms of this measure. Typically this
requires to solve a (large number of) linear recurrences and to compute a measure as to achieve the best bound on the
running time. For more information on exact algorithms for NP-hard problems we refer to the survey of Woeginger [38] or
the monograph [26].
A problem with inputs of the form (x,k) with k being termed the parameter is called ﬁxed-parameter tractable if it
can be solved in time O (p(|x|) · f (k)) for some polynomial function p and some arbitrary function f . It can be argued
that in practice, for small values of k, such running times can be as good as polynomial time. Problems admitting such a
running time are collected in the complexity class FPT. It can be shown that a problem is in FPT if and only if it has a
problem kernel, a polynomial-time computable self-reduction of each instance (x,k) to (x′,k′), where |x|,k′  g(k) for some
function g . Analogously to the P vs. NP question, there is also a hardness theory for parameterized algorithms, leading to
the W-hierarchy, in which the classes W[1] and W[2] constitute the lower levels. More details can be found in monographs
like [18,25,33].
In this paper, we use parameterized algorithms to establish exact algorithms. To do this we will often use one of the
following “win–win”-approaches: Say |V | = n and we are looking for a subset I ⊆ V with certain properties, e.g., such that
I is an irredundant set. We can then distinguish two cases:
1. |I| is “small”, i.e., |I| < (1/2−)n for a suitable  > 0. In this case, even brute-force enumeration of all ∑(1/2−)ni=0 (ni)< 2n
subsets of V is suﬃciently fast.
2. |I| (1/2− )n, which yields some structural properties that can be exploited by an algorithm.
Similarly, it has been known for a while (see, e.g., [35]) that it is possible to break the 2n-barrier for some vertex
selection problems by designing parameterized algorithms that run in time O (ck poly(n)) for some c < 4. Here, we can
use the parameterized algorithm as follows: If the parameter is “small”, i.e., k < n for an appropriate  > 0, we use the
parameterized algorithm to solve the problem in time O ∗(cn) with c < 2. Otherwise, we use standard subset enumeration
as above.
The following alternative deﬁnition of irredundance is more descriptive and eases understanding of some of the algo-
rithms in this paper: The vertices in an irredundant set can be thought of as kings, where each such king ought to have his
very own private garden that no other king can see (where “seeing” means adjacency). Each king has exactly one cultivated
D. Binkele-Raible et al. / Journal of Discrete Algorithms 9 (2011) 214–230 217private garden, and all additional (possible) private gardens degenerate to wilderness. It is also possible that the garden is
already built into the king’s own castle. One can easily verify that this alternate deﬁnition is equivalent to the formal one
given above.
Deﬁnition 1. Let G = (V , E) be a graph and I ⊆ V an irredundant set. We call the vertices in I kings. Private neighbors are
called gardens, and all remaining vertices are wilderness. If a king has more than one private neighbor, we designate one of
these vertices as the king’s unique private garden and the other private neighbors as wilderness. If a vertex v ∈ I has no
neighbors in I , we (w.l.o.g.) say that v has an internal garden, otherwise its garden is external. We denote the corresponding
sets as K,G,W (K and G are not necessarily disjoint). Kings with external gardens are denoted by Ke and kings with
internal garden by Ki . Similarly, the set of external gardens is Ge := G \ K.
In what follows these sets are also referred to as labels. We say that I respects a labeling (Ki ′,K′e,Ge ′,W ′) if Ki ′ ⊆ Ki ,
K′e ⊆ Ke , Ge ′ ⊆ Ge , and W ′ ⊆ W .
The exact algorithms of the paper solve the NP-hard irredundance problems “Given a graph G , compute IR(G)” and
“Given a graph G , compute ir(G)”. To this extent various related parameterized problems are studied in this paper, formally
deﬁned as follows.
Maximum Irredundant Set (MaxIR)
Input: An undirected graph G = (V , E)
Parameter: k
Question: Is IR(G) k?
MinimumMaximal Irredundant Set (MinMaxIR)
Input: An undirected graph G = (V , E)
Parameter: k
Question: Is ir(G) k?
For the parameterized approach, we also study their dual parameterizations deﬁned as follows [19].
Co-Maximum Irredundant Set (Co-MaxIR)
Input: An undirected graph G = (V , E), a positive integer k
Parameter: k
Question: Is IR(G) n − k?
Co-MinimumMaximal Irredundant Set (Co-Min MaxIR)
Input: An undirected graph G = (V , E), a positive integer k
Parameter: k
Question: Is ir(G) n − k?
Equal Co-MinimumMaximal Irredundant Set (Equal Co-MinMaxIR)
Input: An undirected graph G = (V , E), a positive integer k
Parameter: k
Question: Is ir(G) = n − k?
3. Computing ir(G)
In this section we design an exact algorithm to compute ir(G). We present a simple iterative-DFS algorithm that requires
polynomial space and we prove that it works in O ∗(1.999956n) time. W.l.o.g., we may assume that G contains no isolated
vertices, since they need to be included in any maximal irredundant set.
The algorithm is inspired by Björklund et al. [5]. Let Fk be the family of irredundant sets in G of size at most k. Note
that checking if a set is a (maximal) irredundant set can be done in polynomial time. Moreover, the family of irredundant
sets is closed under taking subsets. Therefore, Fk can be enumerated in O (|Fk|poly(n)) time and space polynomial in n by
a simple depth-ﬁrst search algorithm, sketched as procedure Depth-First-Search in Algorithm 1.
Let us now quickly analyze the procedure Depth-First-Search. Let V = {v1, v2, . . . , vn} be a ﬁxed ordering of the vertex
set. The procedure Depth-First-Search, invoked with parameters (G,k, I, i) checks if there exists a maximal irredundant set
I ′ of size at most k such that I ′ ∩ {v1, v2, . . . , vi−1} = I . As the family of irredundant sets is closed under taking subsets,
the procedure keeps the invariant that I is an irredundant set of size at most k and I ⊂ {v1, v2, . . . , vi−1}. Thus, to check if
there exists a maximal irredundant set of size at most k we invoke the procedure with parameters (G,k,∅,1).
As the stack of the procedure Depth-First-Search is of polynomial size, the procedure uses polynomial space. We now
prove that the call Depth-First-Search(G,k,∅,1) works in O (|Fk|poly(n)) time. To see this note that for each irredun-
dant set I of size at most k and for each 1  i  n + 1, there will be at most one call to Depth-First-Search(G,k, I, i).
Indeed, if I = {vi1 , vi2 , . . . , vis } and i1 < i2 < · · · < is , then Depth-First-Search(G,k, I, i) is called only from Depth-First-
Search(G,k, I, i − 1) if i > is and from Depth-First-Search(G,k, I \ {vis }, i − 1) if i = is . Thus, for each I ∈ Fk , there are at
most n + 1 calls to the Depth-First-Search procedure and the time bound follows.
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Algorithm MinMaxIR(G):
Input: Graph G = (V , E), V = {v1, v2, . . . , vn}.
Output: The size of the minimum maximal irredundant set.
01: procedure Depth-First-Search(G,k, I, i):
Searches for a maximal irredundant set I ′ with |I ′| k and I ′ ∩ {v1, v2, . . . , vi−1} = I .
02: if i = n + 1 then
03: if I is a maximal irredundant set then return True
04: else return False
05: if |I| < k [and] I ∪ {vi} is an irredundant set then
06: if Depth-First-Search(G,k, I ∪ {vi}, i + 1) then
07: return True
08: return Depth-First-Search(G,k, I, i + 1)
08: procedure MinMaxIR(G):
09: for k := 0 [to] n do
10: if Depth-First-Search(G,k,∅,1) then return k
The simple iterative-DFS algorithm (Algorithm 1) enumerates Fk for k = 0,1,2, . . . ,n until it ﬁnds a maximal irredundant
set, thus ﬁnding a minimum one. Now we prove that it works in O ∗(1.999956n) time.
We ﬁrst present a O ∗((2 − ε)n) time bound for graphs with maximum degree bounded by , where ε depends
on . Construct a set A ⊆ V greedily: repeatedly add any vertex v ∈ V to A and remove from V all vertices at distance
at most 2 from v . At each step, at most 1+  + ( − 1) = 1+ 2 vertices are removed, therefore |A| n/(1+ 2). The
set A is an independent set; moreover, closed neighborhoods {N[v]: v ∈ A} are disjoint. If S is an irredundant set, then
S ∩ N[v] 
= N[v] and, therefore, for each v ∈ A we have at most 2|N[v]| − 1 possibilities to choose S ∩ N[v] instead of 2|N[v]| .
As these neighborhoods are disjoint, this leads to the following bound on the number of irredundant sets:
|Fn| 2n
∏
v∈A
2|N[v]| − 1
2|N[v]|
 2n
(
2+1 − 1
2+1
) n
1+2 = (2− ε)n,
and the time bound for the algorithm follows. Note that in this case the time bound is O ∗((2 − ε)n) even if we invoke
Depth-First-Search only once, for k = n.
Now we show how to bypass the maximum degree assumption. Note that if an irredundant set is a dominating set, it
is maximal irredundant. Moreover a minimal dominating set is also a maximal irredundant set. Assume that G admits a
dominating set of size at most 149n/300. Then the algorithm stops before or at the step k = 149n/300 and up to this point
consumes O ∗(
( n
149n/300
)
) = O ∗(1.999956n) time. Therefore we may consider only the case where every dominating set in G
is of size greater than 149n/300.
The following structural lemma is crucial for the analysis.
Lemma 1. Let G = (V , E) be a graph with n vertices that contains no dominating set of size smaller than 149n/300. Then there exists
a set A ⊆ V satisfying:
1. A is an independent set and the neighborhoods {N[v]: v ∈ A} are disjoint,
2. every vertex in A has degree at most 6,
3. |A| 41n/9800.
Proof. We construct a dominating set D greedily. Start with D = ∅. In a single step, take any vertex v that adds at least 3
new vertices to N[D], i.e., |N[D ∪ {v}] \ N[D]| 3, and add v to D . This algorithm stops at some point. Let A1 = V \ N[D],
i.e., the vertices not dominated by D . For every vertex v , we have |N[v] ∩ A1| 2, since D cannot be extended any more.
In particular, every vertex in G[A1] has degree at most 1, so G[A1] is a graph of isolated vertices and isolated edges. Let A2
be any maximal independent set in G[A1], i.e., A2 contains all isolated vertices of G[A1] and one endpoint of every isolated
edge. The set A2 is an independent set in G , too. The notation is presented in Fig. 2.
Note that D ∪ A2 is a dominating set in G , since A2 dominates A1. Therefore |D| + |A2| 149n/300. By the construction
procedure of D , we have |D| 13 |N[D]| = 13 |V \ A1|, and |A2| |A1|, so:
149/300 |D| + |A2||V | 
1
3
− |A1|
3|V | +
|A2|
|V | 
1
3
+ 2
3
· |A2||V | .
Therefore |A2| 49n/200.
Now recall that every vertex in V has at most two vertices from A1 in its closed neighborhood. Therefore, every vertex
in V has at most two neighbors in A2. Let n7 be the number of vertices in A2 with degree at least 7. By counting edge
endpoints we obtain that 7n7  2(n − |A2|) 151n/100 and n7  151n/700. Let A3 ⊆ A2 be the set of vertices of degree at
most 6. Then |A3| 41n/1400.
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Now construct A ⊆ A3 greedily. In a single step, add any v ∈ A3 to A and remove from A3 the vertex v and all vertices
that share a neighbor with v (recall that A3 is an independent set). Since the vertices in A3 have degree at most 6 and
every vertex in V is a neighbor of at most two vertices in A3, then at one step we remove at most 7 vertices from A3.
Therefore |A| 41n/9800. 
The bound for our iterative-DFS algorithm is now straightforward. Note that for every non-isolated vertex v , at least one
vertex in N[v] does not belong to an irredundant set. By Lemma 1 we obtain 41n/9800 disjoint sets {N[v]: v ∈ A}, such
that all these sets are of size at most 7 and no N[v] can be contained in an irredundant set. Therefore the total number of
irredundant sets is bounded by:
2n ·
(
27 − 1
27
) 41n
9800
= O ∗(1.99994n).
Let us note here that the algorithm, instead of invoking the procedure Depth-First-Search for k = 0,1,2, . . . ,n, may
check by brute-force all subsets of size at most 149n/300 and then run Depth-First-Search once with k = n. However, we
prefer the algorithm written in the iterative-DFS form as it is independent of the constants appearing in the analysis.
Let us emphasize that by Lemma 1 one is able to avoid the maximum degree condition which seemed necessary for this
kind of approach (see [5]).
Theorem 1. The lower irredundance number ir(G) can be computed in time O ∗(1.999956n).
4. Parameterized complexity: Hardness and kernels
In order to break the 2n-barrier using the “win–win”-approach mentioned before, it is tempting to study the problems
of computing ir(G) and IR(G) from a parameterized complexity viewpoint. Unfortunately, the problem of ﬁnding an irre-
dundant set of size at least k is W [1]-complete when parameterized by k, as shown by Downey et al. [19]. Therefore, it is
unlikely that an algorithm of running time O (ck poly(n)) for this problem exists.
We now show that computing the lower irredundance number is even harder by giving a reduction from the W[2]-hard
Dominating Set problem.
Comparing the hardness results to the aforementioned domination chain ir(G) γ (G) α(G) IR(G), it is an interesting
fact that the problems of computing IR(G) and α(G) (the Independent Set problem) are both W[1]-complete, while the
problems of computing ir(G) and γ (G) are W[2]-hard.
Theorem 2. TheMinMaxIR problem is W[2]-hard.
Proof. We use a reduction from Dominating Set, which is known to be W[2]-hard (cf. [18]). Let V = {v1, . . . , vn}, G =
(V , E), and let (G,k) be a Dominating Set instance. We construct an input instance (G ′ = (V ′, E ′),k) for MinMaxIR as
follows:
For each vi ∈ V , we add the vertex vi and the vertices u ji and w ji for 1 j  k+1 to V ′ . Let L = {vi ∈ V ′ | vi ∈ V }∪{u ji ∈
V ′ | vi ∈ V , 1 j  k + 1} and R = {w ji ∈ V ′ | vi ∈ V , 1 j  k + 1}.
We add edges between each u ji and the corresponding w
j
i as well as between vi and all w
j
l if vi and wl are adjacent
in G or if i = l. Finally, we add edges between each x, y ∈ L. See Fig. 3 for an overview on the construction. For clarity, the
edges in L are not shown there. We claim that G has a dominating set of size at most k iff ir(G ′) k.
Assume that G contains a dominating set D of size at most k. W.l.o.g., we may assume that D is a minimal dominating
set.
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Thus, for each vertex vi ∈ D , there is some vertex v j ∈ V such that N[v j] ∩ D = {vi}, because otherwise D was not
minimal. Thus, each vertex in D is a king in G ′ , having an external garden on one of the vertices in w1j , . . . ,w
k+1
j .
Moreover, all vertices in G ′ are adjacent to some vertex in D , because L is a clique and each vertex in R has at least one
neighbor in D , as D dominates G . The set D is therefore a maximal irredundant set of size at most k, which implies that
ir(G ′) k.
Let us now assume that ir(G ′) k. Let I be a minimum maximal irredundant set of size at most k.
• Assume that u ji ∈ I for some i, j. Recall that N(w ji ) ⊆ L and that L is a clique. Then w ji /∈ I , as N[w ji ] ⊆ N[u ji ] and w ji
has thus no garden. Furthermore, N(w ji ) ∩ I = {u ji }, because otherwise u ji has no garden.
Obviously, no vertex in L ⊆ N(u ji ) can be used as a garden for some king in I \ {u ji }. Let usi /∈ I for some 1 s  k + 1.
Then I ∩N(wsi ) = ∅, because N(wsi )\ {usi } ⊆ N(w ji ) and N(w ji )∩ I = {u ji }. Moreover, we know that no vertex in N(wsi ) ⊆
L is a garden. These facts imply wsi ∈ I as I is maximal.
Thus, we have wsi ∈ I or usi ∈ I for all 1 s k + 1. But then, we have |I| k + 1, a contradiction.
• We thus know that I ⊆ V ∪ R . Assume that w ji ∈ I for some i, j. Since N(w ji ) ⊆ L is a clique, we have N(w ji ) ∩ I = ∅.
Now consider wsi for some 1 s k + 1 with s 
= j. Since I is maximal and since N(wsi ) \ N(w ji ) = {usi }, we know that
wsi /∈ I implies that usi is the (unique) garden of some king vl ∈ I . Otherwise, making wsi a king would not destroy any
garden and wsi could have an internal garden.
But since N(usi ) \ {wsi } ⊆ L and I ∩ L ⊆ V , this implies that vl ∈ V \ N(wsi ). Moreover, we know that |I ∩ L| = 1, as
otherwise usi would not be a garden. Now by deﬁnition, vl has at least k + 1 neighbors w1l , . . . ,wk+1l in R , none of
which are gardens because usi is the unique garden of vl . But since I ∩ L = {vl}, they cannot be gardens of other kings in
L except for vl . Because of N[wtl ] ⊆ N[vl] for all 1 t  k+1, we also know that wtl /∈ I , which implies N[wtl ]∩ I = {vl}.
Hence, usi is not a unique garden of vl , as w
t
l is also a garden, a contradiction to our assumption.
Thus, we have wsi ∈ I for all 1 s k + 1, a contradiction to the fact that |I| k.• Therefore, we know that I ⊆ V . Since L is a clique, each vi ∈ I has a garden in R: either |I| = 1 and every neighbor of
vi can be a garden, or |I|  2, which implies that each vertex in L is adjacent to at least two vertices in I and thus
cannot act as a garden.
Now, all w ji must have a neighbor in I , because otherwise we can make w
j
i a king without destroying gardens in R .
However, this would violate the condition that I is a maximal irredundant set. Therefore, I ⊆ V is a dominating set in
G of size at most k. 
However, Downey, Fellows, and Raman [19] also proved that Co-MaxIR admits a problem kernel of size 3k′2 and is there-
fore ﬁxed parameter tractable. Even though, the running time still has a superexponential dependency on the parameter.
We prove that both Co-MinMaxIR and Co-MaxIR admit linear sized problem kernels.
Our ﬁrst theorem makes use of the aforementioned inequality ir(G) γ (G) n/2 in graphs without isolated vertices for
Co-MinMaxIR. The second theorem for Co-MaxIR uses crown reductions [11,23]. This already shows that Co-MinMaxIR and
Co-MaxIR allow ﬁxed-parameter tractable algorithms with a running time exponential in k, a new contribution.
Theorem 3. The Co-MinMaxIR problem admits a kernel with at most 2k − 1 vertices.
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(see above). Since γ (G) n/2 for any graph of minimum degree one (see, e.g., [34]), we can derive that ir(G) n/2. So, in
the given Co-MinMaxIR instance (G,k) we can ﬁrst delete all isolated vertices (they will be in any maximal irredundant set),
without changing the parameter, and then kernelize as follows: if k  n/2, then we are looking for a maximal irredundant
set of size at most n − k  n/2  ir(G), so that we can immediately return YES. If k > n/2, then we have obtained the
desired kernel, which is just the current graph, with the claimed bound. 
Theorem 4. Co-MaxIR admits a kernel with at most 3k vertices.
Proof. Let G = (V , E) be a graph and let I be an irredundant set of size at least n − k in a graph G .
We use a crown reduction, see [11,23]. A crown is a subgraph G ′ = (C, H, E ′) = G[C ∪ H] of G such that C is an inde-
pendent set in G , H are all neighbors of C in G (i.e., H separates C from V \ (H ∪ C)), and such that there is a matching M
of size |H| between C and H .
We ﬁrst show that if G contains a crown (C, H, E ′), then G contains a maximum irredundant set I such that C ⊆ I and
H ⊆ V \ I .
Let I be an irredundant set and let IC = {v ∈ I∩C | N[v]∩ I = {v}} denote the kings in C with internal gardens. Moreover,
let IH = H ∩ I and
I R =
{
v ∈ N(H) ∣∣ ∃u ∈ H with N[u] ∩ I = {v}}.
That is, IH are all kings in H , and I R are all kings that have a garden in H but are not in H . Moreover, we denote the set of
private neighbors of I R in H by
U = {u ∈ H ∣∣ ∣∣N[u] ∩ I∣∣= 1 and N[u] ∩ I R 
= ∅}.
Obviously, we have |U | |I R | and U ∩ IH = ∅. Moreover, N[IC ]∩ (U ∪ IH ) = ∅, since neighbors of IC cannot be gardens of
other kings and neighbors of IH cannot have internal gardens. This implies that |C \ IC | |U ∪ IH | |I R ∪ IH |, as the matching
M cannot match vertices in U ∪ IH with vertices in IC . Thus, |(I \(IH ∪ I R))∪(C \ IC )| |I|, because (I \(IH ∪ I R))∩(C \ IC ) = ∅.
Furthermore, (I \ (IH ∪ I R)) ∪ (C \ IC ) = (I \ (IH ∪ I R)) ∪ C is an irredundant set, since all kings in C have internal gardens
and all other remaining vertices do not have gardens in H and are thus not affected by these new vertices in I ∩ C .
It remains to show that we can always eﬃciently ﬁnd a large crown in G = (V , E), provided that |V | > 3k.
Let L be a maximal matching in G . We claim that if |L| > k, then we can safely return a trivial NO-instance. Let I be a
maximum irredundant set in G . Let I = Ki ∪ Ke be an arbitrary partition of I into internal and external kings. Let Ge ⊆ V \ I
be an arbitrary set that can serve as a set of gardens for Ke . Let W = V \ (I ∪ Ge). We assign the following weights w(x)
for all x ∈ V : Let w(x) = 1 if x ∈ W , w(x) = 0 if x ∈ Ki , and w(x) = 0.5 otherwise. Notice that |V | − |I| =∑x∈V w(x).
Now consider an edge {x, y} ∈ L. If x ∈ Ki , then w(x) = 0, y ∈ W and hence w(y) = 1. So, consider x ∈ (Ke ∪ Ge), say
x ∈ Ke . Then y ∈ W ∪ Ge (resp. y ∈ W ∪ Ke) and hence w(y)  0.5. Thus for every {x, y} ∈ L, we have w(u) + w(v)  1.
Therefore, if |L| > k, then |V | − |I| > k, so that we can return a NO-instance as claimed.
Hence, L contains at most k edges if G contains an irredundant set of size at least n − k. This reasoning also holds
for maximal matchings that contain no L-augmenting path of length three, a technical notion introduced in [11]. The
demonstration given in [11, Theorem 3] shows the claimed kernel bound. 
Lemma 2. Let G = (V , E) and v ∈ V with deg(v) = 1. Then there is a maximum irredundant set I for G with v ∈ I .
This follows immediately from the proof of Theorem 4, since a vertex v with only one neighbor u induces a crown
({v}, {u}, {e}) with e = uv .
5. A simple algorithm for computing the irredundance numbers
In this section we develop a parameterized algorithm that solves both Co-MaxIR and Equal Co-MinMaxIR. Our algorithm
for the irredundance numbers recursively branches on the vertices of the graph and assigns each vertex one of the four
possible labels Ki,Ke,Ge,W , until a labeling that forms a solution has been found (if one exists). If I is an irredundant
set of size at least n − k, then it is easy to see that |Ke| + |W| = |K \ G| + |W| k and |G \ K| + |W| k, which indicates
a ﬁrst termination condition. Furthermore, one can easily observe that for any irredundant set I ⊆ V the following simple
properties hold for all v ∈ V :
1. If |N(v) ∩ K| 2 then v ∈ K ∪ W .
2. If |N(v) ∩ G| 2 then v ∈ G ∪ W .
3. If |N(v) ∩ K| 2 and |N(v) ∩ G| 2 then v ∈ W .
4. For all v ∈ Ki , we have N(v) ⊆ W .
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is connected to exactly one external king and vice versa. Once the algorithm constructs a labeling that cannot yield an
irredundant set anymore the current branch can be terminated.
Deﬁnition 2. Let G = (V , E) be a graph and let Ki,Ke,Ge,W ⊆ V be a labeling of V . Let V = V \ (Ki ∪ Ke ∪ Ge ∪ W). We
call (Ki,Ke,Ge,W) valid if the following conditions hold, and invalid otherwise.
1. Ki,Ke,Ge,W are pairwise disjoint,
2. for each v ∈ Ki , N(v) ⊆ W ,
3. for each v ∈ Ke , N(v) ∩ (Ge ∪ V ) 
= ∅,
4. for each v ∈ Ke , |N(v) ∩ Ge| 1,
5. for each v ∈ Ge , N(v) ∩ (Ke ∪ V ) 
= ∅, and
6. for each v ∈ Ge , |N(v) ∩ Ke| 1.
As a direct consequence, we can deﬁne a set of vertices that can no longer become external gardens or kings without
invalidating the current labeling:
NotG := {v ∈ V ∣∣ the labeling (Ki,Ke,Ge ∪ {v},W) is invalid},
NotK := {v ∈ V ∣∣ the labeling (Ki,Ke ∪ {v},Ge,W) is invalid}.
It is easy to see that NotG and NotK can be computed in polynomial time, and since vertices in NotG ∩NotK can only
be wilderness, we can also assume that NotG ∩NotK = ∅ once the following reduction rules have been applied.
Let G = (V , E) be a graph and let Ki,Ke,Ge,W ⊆ V be a valid labeling of V . Let V = V \ (Ki ∪ Ke ∪ Ge ∪ W). We deﬁne
the following reduction rules, to be applied in this order, one at a time:
R1 If there is some v ∈ W with deg(v) > 0, remove all edges incident to v .
R2 If there is some v ∈ V with deg(v) = 0, then set Ki := Ki ∪ {v}.
R3 If there is some isolated edge uv , where u, v ∈ V with deg(u) = deg(v) = 1, set Ki := Ki ∪ {v} and W := W ∪ {u}.
R4 If there is v ∈ Ke with N(v) ∩ Ge = ∅ and N(v) ∩ V = {w}, then set Ge := Ge ∪ {w}.
R5 If there is v ∈ Ge with N(v) ∩ Ke = ∅ and N(v) ∩ V = {w}, then set Ke := Ke ∪ {w}.
R6 For every v ∈ NotG ∩NotK, set W := W ∪ {v}.
A graph and a labeling of its vertices as above is called reduced if no further reduction rules can be applied.
Lemma 3. Let G = (V , E) be a graph and let Ki,Ke,Ge,W ⊆ V be a valid labeling of V and let I ⊆ V be a maximal irredundant set
respecting L = (Ki,Ke,Ge,W). Let G ′ and L′ = (Ki ′,K′e,Ge ′,W ′) be the graph and labeling obtained from G and L by applying one
of the reduction rules. Then there is also a maximal irredundant set of size |I| that respects L′ .
Proof. R6 is obvious. R1–R3 are true, since isolated vertices can always be added to Ki without decreasing the size of a
solution, endpoints of an isolated edge can contain at most one king, and adding or removing edges incident to vertices in
wilderness cannot result in an invalid labeling. R4 is true, since v ∈ Ke needs a vertex in Ge as a neighbor, but there is only
one possibility left. (Likewise for v ∈ Ge , rule R5.) 
Since Algorithm 2 uses exhaustive branching, we easily obtain:
Lemma 4. Algorithm 2 correctly solves Co-MaxIR (when initially called with empty label sets).
Proof. Note that in each recursive call at least one vertex is added to Ke ∪ Ge ∪ W . Thus, the search tree has a height of at
most 2k (see also the runtime analysis). Moreover, it can never falsely output YES, as solutions are veriﬁed in Line 6.
Thus, we can assume that there is some solution, an irredundant set I with a corresponding set of gardens G . But then,
I and G imply a labeling (Ki,Ke,Ge,W) by setting Ki := I ∩ G , Ke := I \ G , adding a unique external garden in N(v) ∩ G
for each v ∈ Ke into Ge and setting W := V \ (Ki ∪ Ke ∪ Ge).
It remains to show inductively that Algorithm 2 returns YES if called on a labeling (Ki,Ke,Ge,W) such that Ki ⊇ Ki ,
Ke ⊇ Ke , Ge ⊇ Ge , and W ⊇ W .
Note that (Ki,Ke,Ge,W) can only be valid, if (Ki,Ke,Ge,W) is valid, too. Moreover, (Ki,Ke,Ge,W) must obviously be
valid. Since |I| |V | − k, and vertices in NotG can be labeled only Ke or W (similarly vertices in NotK must be labeled
Ge or W) we have |Ke| + |W| + |NotG| k and |Ge| + |W| + |NotK| k.
If we have |Ke| + |W| = k or |Ge| + |W| = k, the algorithm obviously outputs YES, if we have found I . If |Ke| + |W| < k
or |Ge| + |W| < k, there are two possibilities:
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Algorithm CO-IR(G,k, Ke, Ki , Ge, W):
Input: Graph G = (V , E), k ∈ N, labels Ke , Ki , Ge , W ⊆ V
01: Compute the sets NotG,NotK.
02: Apply the reduction rules exhaustively, updating NotG and NotK.
03: if the current labeling is invalid then return NO.
04: if |Ke | + |W| + |NotG| > k [or] |Ge | + |W| + |NotK| > k then return NO.
05: if |Ke | + |W| = k [or] |Ge | + |W| = k or all vertices are labeled then
06: return whether V \ (W ∪ Ge) is a solution.
07: if NotG 
= ∅ (or analogously, NotK 
= ∅) then
08: choose v ∈ NotG;
09: return CO-IR(G,k, Ke ∪ {v}, Ki , Ge, W)
or CO-IR(G,k, Ke, Ki , Ge, W ∪ {v})
10: Choose (in this preferred order) unlabeled v ∈ V of degree one, of maximum degree with N(v) ∩ (Ge ∪ Ke) 
= ∅
or any unlabeled v with maximum degree.
11: return CO-IR(G,k, Ke, Ki , Ge, W ∪ {v})
or CO-IR(G,k, Ke, Ki ∪ {v}, Ge, W ∪ N(v))
or ∃u ∈ N(v) \ (Ke ∪ Ki ∪ W):
CO-IR(G,k, Ke ∪ {v}, Ki , Ge ∪ {u}, W)
or ∃u ∈ N(v) \ (Ge ∪ Ki ∪ W):
CO-IR(G,k, Ke ∪ {u}, Ki , Ge ∪ {v}, W)
• All vertices are labeled, and the algorithm has found I , which is checked in Line 6.
• Some vertex v ∈ V is not labeled yet. If v ∈ NotG , it cannot be in Ge , as this would imply that (Ki,Ke,Ge,W) is invalid,
since (Ki,Ke,Ge ∪ {v},W) is invalid. Thus, it suﬃces to test the two possibilities v ∈ Ke or v ∈ W to ﬁnd the correct
solution (and similar for v ∈ NotK).
If v /∈ NotG ∪NotK, Algorithm 2 exhaustively branches on v (including the choice which vertex acts as external garden
or external king), which obviously yields the correct solution. 
Let T (k,Ke,Ge,W) be the number of recursive calls that reach Line 5 where none of the (possibly zero) following
recursive calls (in Lines 9 and 11) reach this line. This way, we do not count recursive calls that fail immediately in the ﬁrst
four lines. This allows us to ignore the up to 2deg(v) + 2 failing calls (Line 11), that only contribute a polynomial runtime
factor (since they do not trigger further recursive calls).
Note that recursive calls only require polynomial time. Moreover, the depth of the recursion tree is bounded by 2k. Thus
the running time of Algorithm 2 is polynomially bounded in T (k,Ke,Ge,W). Let our measure be
ϕ(k,Ke,Ge,W) = k − |W| − 0.5|Ke| − 0.5|Ge|.
We ﬁrst show that no recursive calls will be triggered if ϕ(k,Ke,Ge,W) < 0. Since furthermore the reduction rules
clearly do not increase the measure, ϕ(k,Ke,Ge,W) is indeed a valid measure.
Lemma 5. If ϕ(k,Ke,Ge,W) < 0, then the algorithm correctly outputs NO.
Proof. If ϕ(k,Ke,Ge,W) < 0, then we claim that |Ke|+ |W|+ |NotG| > k or |Ge|+ |W|+ |NotK| > k. Assume the contrary,
|Ke| + 2|W| + |Ge| + |NotG| + |NotK| 2k. Therefore, we can deduce 0.5 · (|Ke| + |Ge|) + |W| k, which contradicts the
fact that ϕ(k,Ke,Ge,W) < 0. 
Lemma 6. T (k,Ke,Ge,W) αϕ(k,Ke,Ge,W) with α  3.841.
Proof. We prove the claim by induction over search trees for (G,k,Ke,Ge,W). In the following, we analyze each of the
many possible cases how the algorithm branches. To get a better bound, we sometimes include subsequent calls in the
estimation.
Let β := 1+α0.5α = α−1 + α−0.5 < 1. The ﬁrst case is used later on to overcome some bad cases. We are thus forced to
analyze it very closely. More precisely, we need to guarantee that a certain number of “good” branches are executed.
Case 1. NotG ∪NotK 
= ∅.
Proof. We can assume that both |Ke| + |W| + |NotG| k and |Ge| + |W| + |NotK| k hold, because otherwise this branch
fails immediately. Let d = |NotG ∪ NotK| = |NotG| + |NotK|, where the last equivalence follows from reduction rule R6.
Note that this implies that ϕ(k,Ke,Ge,W) (|NotG| + |NotK|)/2.
We show T (k,Ke,Ge,W)  αϕ(k,Ke,Ge,W)βd by induction over d. Let v ∈ NotG ∪ NotK and assume, w.l.o.g., that v ∈
NotG .
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T (k,Ke ∪ {v},Ge,W)  αϕ(k,Ke,Ge,W)−0.5 or T (k,Ke,Ge,W) = T (k,Ke,Ge,W ∪ {v})  αϕ(k,Ke,Ge,W)−1, and α−0.5  β as
well as α−1  β .
For d = 1, we therefore obtain by our overall induction over ϕ(k,Ke,Ge,W)
T (k,Ke,Ge,W) T
(
k,Ke ∪ {v},Ge,W
)+ T (k,Ke,Ge,W ∪ {v})
 αϕ(k,Ke,Ge,W)
(
α−0.5 + α−1)= αϕ(k,Ke,Ge,W)β.
We can hence assume d > 1.
If both recursive calls reach Line 5, we have ϕ(k,Ke ∪ {v},Ge,W)  |NotG \ {v} ∪ NotK|/2 = (d − 1)/2 and
ϕ(k,Ke,Ge,W ∪ {v})  |NotG \ {v} ∪ NotK|/2 = (d − 1)/2, because otherwise the condition in Line 4 is already true. If
the call where v ∈ Ke satisﬁes one of the conditions in Line 5, we therefore have
T
(
k,Ke ∪ {v},Ge,W
)= 1 αϕ(k,Ke,Ge,W)α−(d−1)/2α−0.5
and
T
(
k,Ke,Ge,W ∪ {v}
)= 1 αϕ(k,Ke,Ge,W)α−(d−1)/2α−1
in the call where v ∈ W . We used here the trivial observation that
ϕ(k,Ke,Ge,W) = ϕ
(
k,Ke ∪ {v},Ge,W
)+ 0.5 = ϕ(k,Ke,Ge,W ∪ {v})+ 1.
Thus, the two recursive calls by induction over d yield the bounds
T
(
k,Ke ∪ {v},Ge,W
)
 αϕ(k,Ke,Ge,W)α−0.5 max
{
α−(d−1)/2, βd−1
}
and
T
(
k,Ke,Ge,W ∪ {v}
)
 αϕ(k,Ke,Ge,W)α−1 max
{
α−(d−1)/2, βd−1
}
.
But since β = α−1 + α−0.5 > α−0.5 we have that
α−(d−1)/2 = (α−0.5)d−1  βd−1,
and we obtain
T (k,Ke,Ge,W) T
(
k,Ke ∪ {v},Ge,W
)+ T (k,Ke,Ge,W ∪ {v})
 αϕ(k,Ke,Ge,W)
(
βd−1α−0.5 + βd−1α−1)
= αϕ(k,Ke,Ge,W)βd−1(α−1 + α−0.5)= αϕ(k,Ke,Ge,W)βd. 
In the following, we assume NotG = NotK = ∅ and let V = V \ (Ki ∪ Ke ∪ Ge ∪ W) be the set of yet unlabeled vertices.
Also note that for all v ∈ V we have that |N(v) ∩ Ke| 1 and |N(v) ∩ Ge| 1.
Case 2. v ∈ V such that N(v) = {u}.
Proof. Let v ∈ V be a vertex of degree one and let {u} = N(v). By the reduction rules (removal of edges), u /∈ W and by the
preferred branching for NotK and NotG vertices, u ∈ V . We can assume N := N(u) \ {v} 
= ∅. Indeed, otherwise uv is an
isolated edge and should be resolved by reduction R3. Distinguish the following two cases:
If there is z ∈ N with z ∈ V , then z will become a member of NotG in the branch v ∈ Ge , since u must be the king of v ,
and similarly z will become a member of NotK in the v ∈ Ke branch. After inserting Case 1 above once, we gain:
T (k,Ke,Ge,W) T
(
k,Ke,Ge,W ∪ {v}
)
T
(
k,Ke,Ge,W ∪ {u}
)
+ T (k,Ke ∪ {v},Ge ∪ {u},W)+ T (k,Ke ∪ {u},Ge ∪ {v},W)
 αϕ(k,Ke,Ge,W)
(
α−1 + α−1 + 2α−1 · β)
 αϕ(k,Ke,Ge,W).
Finally, if there is z ∈ N ∩ Ke (and similarly, z ∈ N ∩ Ge), then the branch v ∈ Ke immediately fails. Therefore,
T (k,Ke,Ge,W) T
(
k,Ke,Ge,W ∪ {v}
)+ T (k,Ke,Ge,W ∪ {u})+ T (k,Ke ∪ {u},Ge ∪ {v},W)
 αϕ(k,Ke,Ge,W)
(
α−1 + α−1 + α−1) αϕ(k,Ke,Ge,W). 
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Proof. Note that the branch v ∈ Ki does not reach Line 5, as this imposes an invalid coloring. The same holds for each
recursive call where v ∈ Ke and u ∈ N(v) \ (Ke ∪ Ki ∪ W) except for the case where u = vG due to invalid labeling (v is a
Ke king with two external gardens Ge). Similarly, the branches where u 
= vK do not reach Line 5 for the cases where we
try v ∈ Ge .
Furthermore, N(vK ) ∩ Ge = ∅, otherwise v ∈ NotG . Similarly, N(vG ) ∩ Ke = ∅. In particular, vK and vG are not adjacent.
Moreover, vK and vG must have at least another unlabeled neighbor (maybe the same) since the instance is reduced.
If |N(vK ) \ Ke| = 2, setting Ke = Ke ∪ {v} implies that the remaining unlabeled neighbor uK of vK must be added to Ge
(and analogously uG in case we consider vG ).
Thus, if both |N(vK ) \ Ke| = 2 and |N(vG) \ Ge| = 2, we obtain
T (k,Ke,Ge,W) T
(
k,Ke ∪ {v},Ge ∪ {uK },W
)+ T (k,Ke ∪ {uG},Ge ∪ {v},W)
+ T (k,Ke,Ge,W ∪ {v})
 αϕ(k,Ke,Ge,W)
(
α−1 + α−0.5−0.5 + α−0.5−0.5)
 αϕ(k,Ke,Ge,W).
If |N(vK ) \ Ke| = 2 and |N(vG) \ Ge| > 2, we only obtain
T (k,Ke,Ge,W) αϕ(k,Ke,Ge,W)
(
α−1 + α−0.5−0.5 + α−0.5).
However, after setting Ke = Ke ∪{v}, all other neighbors of vG cannot be kings. Since at least one of these vertices u1 is not
the neighbor of vK (recall that N(vG)∩ Ke = ∅), at least one vertex is added to NotK in this case. The remaining unlabeled
neighbor uK of vK must be added to Ge .
After setting Ge = Ge ∪ {v}, the unique neighbor uK of vK cannot be a garden, and is thus added to NotG .
Combining the branch on v with the branches on NotK and NotG in the very next recursive calls yields
T (k,Ke,Ge,W) αϕ(k,Ke∪{v},Ge∪{u1,uK },W) + αϕ(k,Ke∪{v},Ge∪{uK },W∪{u1})
+ αϕ(k,Ke∪{uK },Ge∪{v},W) + αϕ(k,Ke,Ge∪{v},W∪{uK }) + αϕ(k,Ke,Ge,W∪{v})
= αϕ(k,Ke,Ge,W)(α−1.5 + α−2 + α−1 + α−1.5 + α−1)
 αϕ(k,Ke,Ge,W).
Hence, we can assume, w.l.o.g., that |N(vK ) \ Ke| > 2 and |N(vG) \ Ge| > 2. But then, we gain at least two vertices in
NotG or NotK whenever v /∈ W . This implies (analogously to Case 1)
T (k,Ke,Ge,W) αϕ(k,Ke,Ge,W)
(
α−1 +
2∑
i=0
(
2
i
)
α−0.5−i·0.5−(2−i)·1 +
2∑
i=0
(
2
i
)
α−0.5−i·0.5−(2−i)·1
)
= αϕ(k,Ke,Ge,W)(α−1 + 2α−1.5 + 4α−2 + 2α−2.5)
 αϕ(k,Ke,Ge,W). 
Case 4. v ∈ V of maximum degree, such that N(v) ∩ Ke = {vK } and N(v) ∩ Ge = ∅ for some vertex vK .
Proof. Let d := deg(v). Again, note that the branch v ∈ Ki does not reach Line 5, and whenever we branch v ∈ Ge , the same
holds unless the respective u = vK .
For the v ∈ Ke branch, however, we need to test all possible external gardens, which are d − 1 branches. Whenever we
branch v ∈ Ke (or v ∈ Ge), the d − 2 vertices in N(v) \ {vK ,u} (the d − 1 vertices in N(v) \ {vk}) become NotG (NotK)
vertices in the very next branch. Branching on these vertices will give us a bonus to overcome the poor branching on v . It
should be noted that none of these branches reaches Line 5, if |NotG ∪ NotK| becomes too large, i.e., |NotG ∪ NotK|/2 >
ϕ(k,Ke,Ge,W). Using the bound of Case 1, we thus obtain
T (k,Ke,Ge,W) T
(
k,Ke,Ge,W ∪ {v}
)+ T (k,Ke,Ge ∪ {v},W)
+
∑
u∈N(v)\{vK }
T
(
k,Ke ∪ {v},Ge ∪ {u},W
)
 αϕ(k,Ke,Ge,W)
(
α−1 + α−0.5 · βd−1 + (d − 1)α−1 · βd−2)
for any d 2. Since
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is strictly decreasing for d 4, f (2) 0.914, f (3) 0.965, and f (4) 0.958, we have
T (k,Ke,Ge,W) αϕ(k,Ke,Ge,W). 
Case 5. The case N(v) ∩ Ge = {vG} and N(v) ∩ Ke = ∅ for some vG is analogous to Case 4.
Case 6. v ∈ V of maximum degree, such that N(v) ⊆ V .
Proof. Here, the Ki branch can reach Line 5, but enforces N(v) ⊆ W .
Just as in the previous case, if v becomes a king with external garden, the branching “guesses” where the corresponding
garden is (the same holds for the garden branch). Note that N(u) ⊆ V as well, since otherwise the algorithm would branch
on u instead.
We obtain the general recurrence
T (k,Ke,Ge,W) T
(
k,Ke,Ge,W ∪ {v}
)+ T (k,Ke,Ge,W ∪ N(v))
+
∑
u∈N(v)
T
(
k,Ke ∪ {v},Ge ∪ {u},W
)+ ∑
u∈N(v)
T
(
k,Ke ∪ {u},Ge ∪ {v},W
)
.
In the branches where v ∈ Ke and some u ∈ N(v) becomes its unique external garden, we also restrict the further
possibilities of all vertices in N({v,u}): vertices in N(v) \ N[u] cannot become external gardens, vertices in N(u) \ N[v]
cannot become kings, and thus in particular all the vertices in N(v)∩ N(u) must become wilderness. For each u ∈ N(v), we
let Su = N(v)∩ N(u) and Tu = N({v,u} \ (N(v)∩ N(u))). We thus obtain by the induction hypothesis (and inserting Case 1),
T
(
k,Ke ∪ {v},Ge ∪ {u},W
)
 αϕ(k,Ke,Ge,W) · α−1α−|Su |β |Tu |.
Note that |Tu | + 2|Su | = deg(v) + deg(u) − 2 and α−|Su |  β2|Su | implies
α−1 · α−|Su |β |Tu |  α−1 · βdeg(u)+deg(v)−2.
Since the case v ∈ Ge is similar and since deg(u) 2, we obtain
T (k,Ke,Ge,W) T
(
k,Ke,Ge,W ∪ {v}
)+ T (k,Ke,Ge,W ∪ N(v))
+
∑
u∈N(v)
T
(
k,Ke ∪ {v},Ge ∪ {u},W
)+ ∑
u∈N(v)
T
(
k,Ke ∪ {u},Ge ∪ {v},W
)
 αϕ(k,Ke,Ge,W)
(
α−1 + α−d + 2
∑
u∈N(v)
α−1 · βdeg(u)+deg(v)−2
)
 αϕ(k,Ke,Ge,W)
(
α−1 + α−deg(v) + 2 · deg(v) · α−1 · βdeg(v)).
Finally, we have
1 α−1 + α−deg(v) + 2 · deg(v) · α−1 · βdeg(v)
because f (d) := α−1+α−d+2 ·d ·α−1 ·βd is strictly decreasing for d 4 and f (2) 0.947, f (3) 0.993, and f (4) 0.9994.
We therefore obtain the desired bound
αϕ(k,Ke,Ge,W)
(
α−1 + α−deg(v) + 2 · deg(v) · α−1 · βdeg(v)) αϕ(k,Ke,Ge,W)
for α  3.841. 
This concludes the proof. 
Remark 1. Algorithm 2 can also be used, with slight modiﬁcations, to answer the question whether a graph G has a
minimum maximal co-irredundant set of size exactly k (Equal Co-MinMaxIR). Namely, if the measure drops to zero, then
either the current labeling corresponds to a valid co-irredundant set of size k that is maximal or not; this has to be tested
in addition.
Theorem 5. Co-MaxIR and Equal Co-MinMaxIR can be solved in time O (3.841k poly(n)), and thus it can be tested in time
O (3.841k poly(n)) whether IR(G)  n − k and whether ir(G) = n − k. Consequently, the lower and the upper irredundance num-
ber of a graph G with n vertices can be computed in time O ∗(1.99914n).
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enumerate all vertex subsets of size up to 0.485252n. Then for all 1 k 0.514748n invoke the algorithm for Co-MaxIR. 
We remark that with some changes to Algorithm 2 and a more involved analysis using a new measure, the running time
required to compute IR(G) can be further improved, see [3,4].
Theorem 6. Co-MaxIR can be solved in time O (3.069k poly(n)). Thus IR(G) can be computed in time O ∗(1.9601n).
We skip a presentation of these mainly technical improvements, since the method presented in the next section improves
the running time even further.
6. Computing IR(G)
In this section we provide a branching algorithm to compute a maximum (size) irredundant set. Notice that a maximum
irredundant set is necessarily maximal. In [17], we presented a branching algorithm that does not use the “detour” via some
corresponding parameterized problem, but uses a reduction to the problem of ﬁnding a maximum induced matching (also
known in the literature as a strong matching) in bipartite graphs (the Bipartite Induced Matching problem). In [3,4], we
presented a major modiﬁcation of the algorithm from Section 5 that allows us to obtain a faster parameterized algorithm for
the Co-MaxIR problem, see Theorem 6. Here we merge the two ideas: We develop a branching algorithm for the Bipartite
InducedMatching problem (as deﬁned below), but we analyze it using the parameterized approach. The resulting algorithm
is both faster and simpler than the previous ones [4,17]. However, note that while using the parameterized approach we
cannot use the memoization trick as in [17] and achieve a faster algorithm at the cost of exponential space complexity: For
memoization in FPT-algorithms, we need a vertex linear sized problem kernel that respects induced subgraphs (also called
an induced kernel in [1]). We are not aware of such a kernel for the Bipartite Induced Matching problem.
Let us now give the formal deﬁnitions. We call a set of edges M ⊆ F in a graph H = (W , F ) an induced matching if:
• no two edges in M share an endpoint;
• the set W (M) is an independent set in the graph (W , F \M), i.e., no edge connects endpoints of different edges from M .
In other words, the graph induced by the set of endpoints of M is the matching M . The parameterized Bipartite Induced
Matching problem is deﬁned as follows.
Bipartite Induced Matching
Input: An undirected bipartite graph H = (W , F ).
Parameter: k
Question: Does there exist an induced matching M in H , such that at most k vertices are not endpoints of edges in M?
(i.e., |W | − 2|M| k).
Notice that this type of parameterization is non-standard and does not correspond to the usual dual parameterization
of this edge-selection problem. We rather took a kind of “vertex dual” of the natural parameterization of this maximization
problem, since this nicely links to the parameterized dual of Irredundant Set, as seen below.
6.1. Bipartite induced matching reduction
For a graph G = (V , E) let us construct a bipartite graph H = (W , F ), with W = V ∪ V ′ (where V ′ is a disjoint copy
of V ) and edges {u, v ′} ∈ F iff uv ∈ E or u = v . We show a correspondence between maximum irredundant sets in G and
maximum induced matchings in H :
Lemma 7. If M is an induced matching in H, then S := W (M) ∩ V is an irredundant set in G. Conversely, if S is an irredundant set in
G, then there exists an induced matching M ⊆ F such that S = W (M)∩ V . In both cases, the induced matching M and the irredundant
set S are of the same size.
Proof. Let T be an induced matching in H . If uv ′ ∈ M , then v ′ is not a neighbor of any w ∈ W (M) ∩ V other than u, thus
v is a private vertex dominated by u in G . Conversely, if we have an irredundant set S in G then letting u(v) to be any
private vertex dominated by v for v ∈ S we obtain an induced matching M := {{v,u(v)} | v ∈ S} in H . 
Thus, to ﬁnd a maximum irredundant set in G it suﬃces to look for a maximum induced matching in H .
Note that the same reduction was presented by Moser and Sikdar in [31] to show W[1]-hardness of the problem of
determining an induced matching in bipartite graphs of size at least k.
A remark to make here is that the correspondence between induced matchings of H and irredundant sets of G does not
preserve maximality – e.g., in the graph in Fig. 4 there are four maximal irredundant sets ({v1, v3}, {v1, v4}, {v2, v3}, and
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{v2, v4}), while in the corresponding bipartite graph the edge v2v ′3 forms a singleton maximal induced matching. This does
no harm in the search for IR(G) (as the size of the set is preserved), but prevents us from using this approach to determine
ir(G).
6.2. Branch and reduce analysis
Let α = 1.69563. We are to develop an algorithm that, given a bipartite graph H on n vertices and an integer k, decides
whether there exists an induced matching M in H , such that at most k vertices of H are not endpoints of M . The algorithm
runs in O (αk poly(n)) time. This yields an O (α2k poly(n)) = O (2.8752k poly(n)) algorithm for Co-MaxIR. To use it in the
win–win approach, assume we have a Maximum Irredundant Set instance and we need to determine whether there exists
an irredundant set of size at least n − k. If n − k  0.374043n, we enumerate all subsets. Otherwise, we construct the
bipartite graph and look for an induced matching such that at most 2k vertices are not endpoints of the matching. This
leads to an O ∗(1.9369n) algorithm to compute IR(G).
The algorithm is a typical branch-and-reduce algorithm. We provide a set of reduction and branching rules; in a single
step the algorithm ﬁnds the ﬁrst applicable rule and applies it. By T (k) we denote the number of leaves of the search tree
of the algorithm for a graph with n vertices and for the parameter k. For each rule, we provide a recurrence for T (k). Since
the function T (k) = C · αk satisﬁes all inequalities for any C > 0, every step takes polynomial time, and the depth of the
search tree is polynomial (we simply delete at least one vertex in each step), the algorithm halts within the claimed time
bound. The algorithm uses polynomial space.
Let H = (W , F ) be a bipartite graph on n vertices. We use the word choose (an edge) to mean “consider as a part of the
induced matching being built in the considered subcase”, consequently we remove two endpoints of the chosen edge from
the graph in this subcase. Similarly we use the word drop (a vertex) to mean “consider that this vertex is not the endpoint
of any edge in the induced matching being built in the considered subset, so we can consider the graph without this vertex
in this subcase”.
1. If k < 0, return NO from the current branch.
2. There is an isolated vertex v ∈ W . Obviously it cannot be an endpoint of an edge, so we drop it and solve the problem
for (W \ {v}, F ) without branching.
3. There is a vertex v of degree 1 in H , and its only neighbor u is of degree at most 2. Then we can greedily take uv as a
part of the constructed maximum induced matching. If u is of degree 1 this holds trivially. Otherwise, if w is the other
neighbor of u and if in any induced matching an edge wx is used, we may instead use edge uv . Thus we choose it and
solve the problem for the remaining graph without branching.
4. There is a connected component C of the graph that is a simple cycle of length m. Such a cycle contains a maximum
induced matching of size m/3. Thus we remove C and decrease k by m − 2m/3 without branching.
5. There is a vertex v of degree 1 in H . Let u be its only neighbor, deg(u) 3. Consider any induced matching M which
contains some edge ux for x 
= v . Then (M \ {ux}) ∪ {uv} is also an induced matching of the same size. Thus we can
branch out into two cases – either we drop u (and consequently drop v , as it becomes isolated), or we choose uv and
drop all the neighbors of u (at least two of them). Here we obtain the inequality T (k) 2T (k − 2).
6. There are two adjacent vertices u and v of degree 2 each. Let u1 be the other neighbor of u and v1 be the other
neighbor of v (u1 
= v1 due to bipartiteness). As we ruled out connected components that are simple cycles, we may
assume that the degree of u1 is at least 3. We claim that there exists a maximum induced matching which contains
one of the edges uu1, uv or vv1. Indeed, consider any induced matching M . Then:
• if neither u1 nor v1 is an endpoint of an edge in M , we may add uv to M , preserving independence and increasing
size;
• if, say, u1 is the endpoint of some edge u1x, but none of the three aforementioned edges belong to M , we may
remove u1x from M and add u1u instead, thus preserving size and keeping independence.
Thus we consider three cases (each case consisting of choosing one of the three edges). In each case we remove the
neighbors of two adjacent vertices, each of degree at least two, thus we remove at least 4 vertices in each case, at least
2 of them are not used in the induced matching. Moreover, as u1 has degree at least 3, in the case when we choose
u1u, we remove at least 5 vertices. We get the inequality T (k) 2T (k − 2) + T (k − 3).
7. The remaining case is when we have a vertex v of degree d 2 and all its neighbors have degree at least 3. We branch
into d + 1 cases. In the ﬁrst case we drop v . In the other d cases we choose one edge incident with v , say vu, and
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induced matching. Thus we obtain the inequality:
T (k) T (k − 1) + d · T (k − d − 1) for d 2.
Now we check if T (k) = Cαk satisﬁes this inequality for all d  2. However, note that α > d+1d for d  2, so we only
need to check the case d = 2, which holds by straightforward calculations. The case d = 2 is the only tight recurrence
in the whole algorithm.
Theorem 7. The Bipartite Induced Matching problem can be solved in time bounded by O (1.69563k poly(n)). The Co-MaxIR
problem can be solved in time bounded by O (2.8752k poly(n)). Using the win–win approach, the upper irredundance number of a
graph can be computed by an O ∗(1.9369n) time algorithm. All aforementioned three algorithms use polynomial space.
We mention the following result shown in [17] obtained by using memoization on the exact algorithm presented there:
Theorem 8. The upper irredundance number of a graph can be computed in O ∗(1.8475n) time, using exponential space.
7. Conclusions
We have presented three approaches to break the 2n-barrier for irredundance problems:
• The ﬁrst one (Section 3) is purely enumerative, inspired by work of Björklund et al. [5]. This approach only works for
the graph parameter ir(G).
• The second one (Section 5) is a uniform approach to solve both variants of irredundance problems using a parameterized
route to exact problems, employing Measure & Conquer techniques.
• The third one (Section 6) combines the parameterized approach with the idea of transforming the problem to another
one that is somehow easier to handle. This approach only works for the graph parameter IR(G).
It would be interesting to see whether these approaches are useful for other problems as well. Some of the vertex
partitioning parameters discussed in [36] seem to be appropriate. Also, related problems like that of Open Irredundance
(see [16]) should be amenable to the proposed procedures.
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