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Preface
The main goal of this dissertation1 is to prove the Euge`ne Ehrhart’s theorem about
integer-points enumerating functions over polytopes. It is, in fact, a generalization of
Pick’s theorem in any finite-dimensional Euclidean space.
We have structured this text in three parts. The introduction, where we focus our
attention to hyperplanes, convex sets, polytopes and pointed cones, is the first part.
The following chapters belong to the central part of the document. In Chapter 3, we
will give some examples showing that the number of lattice points2 in a (positive) inte-
ger dilate of a polytope P ⊆ Rd is a polynomial with the same degree as the dimension
of P : this is the statement of Ehrhart’s theorem. After that, we will give a geometric
proof of it, and finally (Chapter 4) we will demonstrate the Ehrhart-MacDonald reci-
procity law and show the geometric meaning of some Ehrhart polynomial’s coefficients.
The fifth Chapter is devoted to apply Ehrhart theory to solve some problems about
combinatorics. The last part is the appendix which includes many propositions and
lemmas that are used in the previous part.
I want to thank Carlos D’andrea for all the support he has given me and for the
patience he has had with me and correcting my writings.
1This dissertation has been built with LATEX by using the Texmaker editor. Figures have been done
with the “extensible drawing editor” Ipe.
2Points with integer coordinates.
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CAPI´TULO 0
I´ndice de s´ımbolos y notacio´n
Las letras C, R, Q, Z y N designara´n, en este orden, el cuerpo de los nu´meros
complejos, reales, racionales, el anillo de los nu´meros enteros, y el conjunto de los
nu´meros naturales (incluyendo el cero).
En este trabajo, d designara´ un nu´mero entero tal que d ≥ 1, y diferenciaremos los
vectores del espacio vectorial Rd de los puntos del espacio eucl´ıdeo Rd representando
los primeros en negrita. Es decir que un vector de Rd lo representaremos como x y
un punto de Rd lo representaremos como x. Vamos a considerar el producto escalar
“esta´ndar” (o usual) en el espacio vectorial Rd que es la aplicacio´n bilineal y sime´trica
〈·, ·〉 : Rd × Rd −→ R definida por
〈u,v〉 :=
d∑
i=1
uivi, u = (u1, . . . , ud), v = (v1, . . . , vd) ∈ Rd.
Si x = (x1, . . . , xd) e y = (y1, . . . , yd) son dos puntos del espacio eucl´ıdeo Rd, escri-
biremos 〈x, y〉 para designar la expresio´n ∑di=1 xiyi. Tambie´n consideraremos la norma
‖ · ‖ : Rd −→ [0,+∞) en el espacio vectorial Rd inducida por el producto escalar 〈·, ·〉 :
‖u‖ :=
√
〈u,u〉, u ∈ Rd.
Usaremos tambie´n la distancia d : Rd × Rd −→ R≥0 que hace del espacio eucl´ıdeo Rd
un espacio me´trico y que se define por d(x, y) := ‖x− y‖.
Para evitar posibles confusiones entre nu´meros reales y puntos de Rd con sub´ındices,
enumeraremos los puntos con super´ındices. As´ı, consideraremos puntos x1, . . . , xn de
Rd para diferenciarlos de las componentes de un punto x = (x1, . . . , xd) ∈ Rd.
Antes de empezar con el contenido del trabajo, es necesario que hagamos la siguiente
aclaracio´n : tanto en el cuerpo del trabajo como en los ape´ndices aparecen desarollos en
series de potencias (alrededor del cero) de funciones de variable compleja. En ningu´n
caso estudiaremos su dominio de convergencia (que, en la mayor´ıa de casos, esta´ con-
tenido en el disco unidad del plano complejo) porque nos interesa su manipulacio´n
algebraica, es decir que nos interesaremos por las expresiones formales de estas series.
Para terminar, entenderemos que un nu´mero real (o escalar) µ ∈ R es no-negativo
si µ ≥ 0 y que es positivo si µ > 0; as´ı evitaremos posibles confusiones entre los nu´me-
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2ros “positivos” y los nu´meros ”estrictamente positivos”. Diremos que una variable es
entera si recorre los nu´meros enteros y, adema´s, que es positiva si recorre los nu´meros
enteros positivos. Diremos que un punto p del espacio eucl´ıdeo Rd es entero (o tambie´n
reticular) si p ∈ Zd.
A continuacio´n presentamos un listado de s´ımbolos que aparecen a lo largo de la
memoria. La pa´gina indicada es la que corresponde a la primera aparicio´n del s´ımbolo
correspondiente o de su definicio´n.
s´ımbolo significado/definicio´n pa´g.
∅ conjunto vac´ıo ∗
unionmulti,⊎ reunio´n de conjuntos disjuntos 16
[x, y] segmento cerrado de Rd que une los puntos x e y 7
〈·, ·〉 producto escalar “esta´ndar” en el espacio vectorial Rd 1
‖ · ‖ norma eucl´ıdea en Rd en el espacio vectorial Rd 1
byc parte entera del nu´mero real y 33
[y] parte fraccionaria del nu´mero real y, [y] = y − byc 33
0(d) punto de Rd cuyas componentes son todas 0 5
1(d) punto de Rd cuyas componentes son todas 1 32
0d vector de Rd cuyas componentes son todas cero 10(
m
k
)
nu´mero combinatorio (o coeficiente binomial) 79
#X cardinal de un conjunto X 17
X clausura topolo´gica de un conjunto X ⊆ Rd 46
X + Y suma de Minkowski de dos conjuntos ∅ 6= X,Y ⊆ Rd 8
X × Y producto cartesiano de los conjuntos X e Y 18
2Z conjunto de los nu´meros enteros pares 66
± se consideran ambos signos, + y − 30
aff(X) envolvente af´ın de un subconjunto X de Rd 5
A(P) a´rea de un pol´ıgono entero y convexo P 21
A(d, k) nu´mero Euleriano 80
B(x, ε) bola abierta en Rd de centro x y radio ε > 0 6
B(P) #(∂P ∩ Z2), siendo P un pol´ıgono entero y convexo 21
conv(X) envolvente convexa de un conjunto de puntos X ⊆ Rd 8
cone(Y ) envolvente positiva de un conjunto de vectores Y ⊆ Rd 10
cone(P) cono sobre el pol´ıtopo P 17
CK, CP conjunto de caras del cono puntiagudo K/pol´ıtopo P 11
Cd d-cubo unitario 28
χ(P) caracter´ıstica de Euler de un pol´ıtopo P 63
∂X frontera de un conjunto X ⊆ Rd, ∂X = X \ int(X) 8
d(x, y) distancia entre dos puntos x, y ∈ Rd 1
deg grado de un polinomio 45
degx grado de un polinomio respecto a la indeterminada x 36
dimS dimensio´n de un subconjunto S 6= ∅ de Rd 6
e1, . . . , ed base “cano´nica” de Rd, ei = (0, . . . ,
i
1, . . . , 0) 85
e1, . . . , ed puntos de la referencia “cano´nica” de Rd, ei := 0(d)+ei 29
Ehr(P, z) serie de Ehrhart del pol´ıtopo P ⊂ Rd 17
Ehr(int(P), z) serie de Ehrhart del interior del pol´ıtopo P ⊂ Rd 56
fi(P) nu´mero de caras de dimensio´n i del pol´ıtopo P 63
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s´ımbolo significado/definicio´n pa´g.
Fj(P, t) suma de L(F , t) con F ∈ CP y dimF = j 64
F⊥ subespacio ortogonal al subespacio vectorial F 89
gcd ma´ximo comu´n divisor 24
H+, H− semiespacios cerrados de Rd 6
H>, H< semiespacios abiertos de Rd 6
int(X) interior de un conjunto X ⊆ Rd 6
I(P) #(int(P)∩Z2), siendo P un pol´ıgono entero y convexo 21
In matriz identidad de dimensio´n n 51
Kd[t] anillo de polinomios de grado ≤ d en t con coeficientes 32
en el cuerpo K
L(S, t) volumen discreto del subconjunto acotado tS de Rd 17
lc coeficiente principal de un polinomio 37
n! nu´mero factorial 79
Pd pira´mide esta´ndar de dimensio´n d 29
pH(x) proyeccio´n ortogonal de x ∈ Rd sobre el hiperplano H ??
Qd bipira´mide esta´ndar de dimensio´n d 30
R≥0 conjunto de los reales positivos, R≥0 = [0,+∞) 1
relint(S) interior relativo de un subconjunto S 6= ∅ de Rd 6
relvolS volumen relativo de un subconjunto S de Rd 48
SX coleccio´n de convexos que contienen el conjunto X 8
s(n, k) nu´mero de Stirling de primera especie 81
σk(x1, . . . , xn) k-e´simo polinomio sime´trico elemental en x1, . . . , xn 82
Sd d-s´ımplice esta´ndar 28
tX t-e´sima dilatacio´n del conjunto X ⊆ Rd, t ∈ Z>0 7
Tn tetraedro de Reeve 22
vert(P) conjunto de ve´rtices de un pol´ıtopo P ⊆ Rd 14
volS volumen de un conjunto S ⊂ Rd 46
V(t0, t1, . . . , td) matriz de Vandermonde en t0, t1, . . . , td 50
Z≥0 conjunto de los enteros no-negativos (naturales) ∗
Z>0 conjunto de los enteros positivos 7
Zd[t] anillo de polinomios de grado ≤ d en t con coef. en Z 46

CAPI´TULO 1
Introduccio´n
En este primer cap´ıtulo presentaremos los objetos geome´tricos a partir de los cua´les
se desarolla el contenido del trabajo.
1.1 Hiperplanos de soporte y dimensio´n
Nos hemos inspirado en la introduccio´n del primer cap´ıtulo de [BG09, pa´g. 3-4] para
redactar y estructurar la primera parte de esta seccio´n.
Envolvente af´ın de un subconjunto no vac´ıo de Rd
Sean A un espacio af´ın de dimensio´n n ≥ 1 sobre R y E el R-espacio vectorial asociado
a A. Recordamos que un subespacio af´ın de A es un subconjunto L 6= ∅ de A de la
forma L = p+F := {p+ u : u ∈ F} donde p ∈ L y F es un subespacio vectorial de E.
Dados puntos x1, . . . , xm ∈ A (m ≥ 1), llamamos combinacio´n af´ın de x1, . . . , xm
a la suma
∑m
i=1 λix
i tal que λi ∈ R para cada i ∈ {1, . . . ,m}, y
∑m
i=1 λi = 1. Se puede
probar que los subespacios afines de A son los subconjuntos de A “cerrados” respecto
a las combinaciones afines de sus elementos.
Sabemos que la interseccio´n arbitraria y no vac´ıa de subespacios afines de A es un
subespacio af´ın de A. Sea X un subconjunto de A; se define la envolvente af´ın de
X, aff(X), como la interseccio´n de todos los subespacios afines de A que contienen
X con la salvedad aff(∅) := {0(d)} (siendo 0(d) := (0, d. . ., 0) el punto de Rd cuyas
componentes son todas cero). Dicho de otra manera : aff(X) es el subespacio af´ın de
A ma´s pequen˜o (respecto a la inclusio´n de conjuntos) que contiene al subconjunto X
de A. De esta manera, la envolvente af´ın de un punto es un punto; la envolvente af´ın
de dos puntos diferentes de A es la recta de A que los une; y, en general, la envolvente
af´ın de 1 ≤ k ≤ n+ 1 puntos linealmente independientes de A es la variedad lineal1 de
A (de dimensio´n k−1) generada por estos puntos. Resumimos algunas propiedades de
la envolvente af´ın de subconjuntos de A en el siguiente lema.
1Subespacio af´ın.
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Lema 1.1. Sean X e Y dos subconjuntos de A.
1) Si X 6= ∅ entonces
aff(X) =
{
m∑
i=1
λix
i : m ∈ Z>0, xi ∈ X, λi ∈ R, i = 1, . . . ,m,
m∑
i=1
λi = 1
}
.
2) Si X ⊆ Y entonces aff(X) ⊆ aff(Y ).
3) X ⊆ aff(X); y X = aff(X) si, y so´lo si, X es un subespacio af´ın de A.
Sea S un subconjunto no vac´ıo de Rd. Se define
la dimensio´n de S como la dimensio´n de su envolvente af´ın, dimS := dim aff(S).
el interior relativo de S, relint(S), como el conjunto de puntos x ∈ S para los
cua´les existe ε > 0 tal que B(x, ε) ∩ aff(S) ⊆ S, siendo
B(x, ε) :=
{
y ∈ Rd : ‖x− y‖ < ε
}
la bola abierta en Rd de centro x y radio ε. Si aff(S) = Rd, entonces el interior
relativo de S coincide con el interior de S : relint(S) = int(S).
Hiperplanos y semiespacios de Rd
Recordamos que, como hemos establecido en el ı´ndice de s´ımbolos (pa´g. 1), dados dos
puntos x = (x1, . . . , xd) e y = (y1, . . . , yd) de Rd denotamos la expresio´n
∑d
i=1 xiyi con
〈x, y〉. Un hiperplano de Rd es un subconjunto de Rd de la forma {x ∈ Rd : 〈x, u〉 = α}
para una cierta d-tupla u ∈ Rd \ {0(d)} y un cierto α ∈ R. Los hiperplanos de Rd son
subespacios afines de Rd de dimensio´n d− 1.
Dado un hiperplano H = {x ∈ Rd : 〈x, u〉 = α} de Rd, se definen los conjuntos :
H+ := {x ∈ Rd : 〈x, u〉 ≥ α},
H> := {x ∈ Rd : 〈x, u〉 > α} ⊂ H+,
H− := {x ∈ Rd : 〈x, u〉 ≤ α},
H< := {x ∈ Rd : 〈x, u〉 < α} ⊂ H−.
Observamos que H = H+ ∩ H− y que H> ∩ H< = ∅. Un semiespacio cerrado
(resp. abierto) de Rd es un conjunto de la forma H+ o´ H− (resp. H> o´ H<) siendo
H un hiperplano de Rd. Sabiendo que H = {x ∈ Rd : 〈x, u〉 = α}, observamos que
los conjuntos H+ y H− (resp. H> y H<) son cerrados (resp. abiertos) respecto a la
topolog´ıa euclidiana porque el operador 〈·, u〉 : Rd −→ R es continuo, y de aqu´ı surge
el nombre que reciben estos espacios. En particular, H> = 〈·, u〉−1((α,+∞)) es abierto
porque (α,+∞) es un abierto de R y 〈·, u〉 es una aplicacio´n continua (ana´logamente
con H< y (−∞, α)). Por otro lado, si (xn)n es una sucesio´n de puntos de H+ que
convergen a un punto x ∈ Rd, entonces 〈xn, u〉 ≥ α para cada n ∈ N \ {0}. Dado
que la aplicacio´n 〈·, u〉 es continua, tenemos que la sucesio´n (〈xn, u〉)n converge en R a
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〈x, u〉 = l´ımn〈xn, u〉, y por tanto 〈x, u〉 ∈ [α,+∞). Es decir que x ∈ H+ (ana´logamente
para H−).
H<
H>
H = {x ∈ R2 : 〈x, u〉 = α}
(a) Semiespacios abiertos
H− = {x ∈ R2 : 〈x, u〉 ≤ α}
(b) Semiespacio cerrado.
Figura 1.1 – Representacio´n de los semiespacios abiertos y cerrados de R2.
Sea S ⊆ Rd un conjunto no vac´ıo; un hiperplano de soporte de S es un hiperplano
H de Rd que cumple al menos una de las siguientes condiciones : S ⊆ H+ o´ S ⊆ H−.
1.2 Conjuntos convexos
Decimos que un subconjunto X no vac´ıo del espacio eucl´ıdeo Rd es convexo si,
para cualesquiera x, y ∈ X y t ∈ [0, 1], el punto tx+ (1− t)y pertenece a X; es decir,
[x, y] := {tx+ (1− t)y : t ∈ [0, 1]} ⊆ X. Observamos que [x, y] es el segmento de Rd
cuyos extremos son los puntos x e y.
Sean t ∈ Z>0 un entero positivo y X ⊆ Rd un conjunto no vac´ıo de puntos. Defini-
mos la t-e´sima dilatacio´n (o dilatacio´n de factor t) de X como el conjunto
tX := {tx : x ∈ X} =
{
(x1, . . . , xd) ∈ Rd :
(x1
t
, . . . ,
xd
t
)
∈ X
}
.
A continuacio´n exponemos algunas propiedades de los conjuntos convexos :
(a) Convexo.
x
y
[x, y]
(b) No-convexo.
Figura 1.2 – Ejemplos de conjuntos convexos y no-convexos en R2.
(1) Todo subconjunto convexo de Rd es arco-conexo (o conexo por caminos).
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(2) Si {Xi}i∈I es una coleccio´n arbitraria de subconjuntos convexos de Rd cuya inter-
seccio´n es no vac´ıa, entonces
⋂
i∈I Xi es convexo.
(3) Si H es un hiperplano de Rd, entonces H, H+, H−, H> y H< son convexos.
(4) Si t ∈ Z>0 y ∅ 6= X ⊆ Rd es un conjunto convexo, entonces tX es convexo.
(5) Si C ⊂ Rd es un conjunto convexo de dimensio´n d y H es un hiperplano de Rd tal
que H ∩ C 6= ∅, entonces son equivalentes :
(i) H es un hiperplano de soporte de C;
(ii) H ∩ C ⊆ ∂C (∂C designa la frontera de C).
Envolvente convexa de un conjunto
Se define la envolvente convexa2 de un conjunto cualquiera X ⊆ Rd como
conv(X) :=

m∑
i=1
λix
i : m ∈ Z>0, λi ∈ [0,+∞),
m∑
j=1
λj = 1, x
i ∈ X, i = 1, . . . ,m
 ,
con la salvedad conv(∅) := {0(d)}. Este conjunto recibe el nombre de “envolvente/ca´psu-
la convexa” porque, como veremos a continuacio´n, se trata del conjunto convexo ma´s
pequen˜o (respecto a la relacio´n de incluscio´n de subconjuntos de Rd) que contiene X.
Cua´ndo un punto x ∈ Rd puede escribirse como x = ∑ni=1 λixi con n ∈ Z>0, λi ∈ R≥0,∑n
i=1 λi = 1, y x
i ∈ Rd para cada i, decimos que x es combinacio´n convexa de los
puntos x1, . . . , xn.
Sea X 6= ∅ un subconjunto de Rd, observamos a partir del lema 1.1 (pa´g. 6) que
conv(X) ⊆ aff(X). Veamos algunas propiedades de la envolvente convexa de conjuntos :
(6) conv(X) es un conjunto convexo.
(7) Si X ⊆ Y ⊆ Rd, entonces conv(X) ⊆ conv(Y ).
(8) X ⊆ conv(X), y la igualdad se produce si, y so´lo si, X es convexo.
(9) conv(X) =
⋂
S∈SX
S, donde SX := {S ⊇ X : S es convexo}.
Esta u´ltima propiedad (9) nos revela que conv(X) es el conjunto convexo ma´s pequen˜o
que contiene a X (ver la figura 1.3).
Sea Y ⊆ Rd un conjunto no vac´ıo de puntos. Se define la suma de Minkowski de
X e Y como el conjunto X + Y := {x+ y : x ∈ X, y ∈ Y }.
(10) conv(X+Y ) = conv(X)+conv(Y ). En particular, si X e Y son convexos entonces
X + Y es convexo.
2O tambie´n ca´psula convexa.
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X
conv(X) \X
Figura 1.3 – Envolvente convexa de un conjunto X no convexo de R2.
(11) Si t ∈ Z>0 entonces conv(tX) = t conv(X). En particular, la dilatacio´n t-e´sima
de un conjunto convexo de Rd es convexo.
(12) Si S es un subconjunto no vac´ıo de puntos de Rd entonces dim conv(S) = dimS.
Prueba. Sabemos que S ⊆ conv(S) ⊆ aff(S) y por tanto, segu´n el lema 1.1 (pa´g. 6),
se cumple aff(S) ⊆ aff(conv(S)) ⊆ aff(aff(S)) = aff(S). Aplicando la monoton´ıa de la
dimensio´n de espacios afines, obtenemos la desigualdad dimS ≤ dim conv(S) ≤ dimS
porque dimS = dim aff(S) y dim conv(S) = dim aff(conv(S)). 
Teorema de Carathe´odory
El siguiente resultado (debido a Carathe´odory) nos permite, dado un conjunto no vac´ıo
S de Rd y un punto x ∈ conv(S), acotar el nu´mero de sumandos en la expresio´n de
x como combinacio´n convexa de elementos de S. Este hecho nos interesa con el fin de
probar que la compacidad es una propiedad hereditaria al tomar la envolvente convexa.
Las demostraciones de ambos resultados se hallan en [Lay82, pa´g. 17-18 y 21-22].
Teorema 1.2 (Carathe´odory, 1911; Steinitz, 1913). Si S es un subconjunto no
vac´ıo de Rd, entonces todo punto de conv(S) puede expresarse como combinacio´n con-
vexa de, a lo sumo, d+ 1 puntos de S. Esto es,
conv(S) =

d+1∑
i=1
λix
i : xi ∈ S, λi ∈ R≥0,
d+1∑
j=1
λj = 1, i = 1, . . . , d+ 1
 .
Corolario 1.3. Si ∅ 6= S ⊆ Rd es un compacto, entonces conv(S) es compacto.
1.3 Conos puntiagudos, pol´ıtopos y triangulaciones
En esta seccio´n definiremos los objetos con los que trabajaremos a lo largo de los
cap´ıtulos §2, §3 y §4 : los pol´ıtopos y los conos puntiagudos.
Sea C un conjunto de vectores del espacio vectorial Rd. Diremos que C es un cono
vectorial (de Rd) si para cualesquiera v1, . . . ,vn ∈ C y λ1, . . . , λn ∈ R≥0 (n ∈ Z>0)
se cumple
∑n
i=1 λivi ∈ C. Observamos que ∅ es un cono vectorial.
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Lema 1.4. Sea {Ci}i∈I una coleccio´n arbitraria (y no vac´ıa) de conos vectoriales de
Rd. Entonces,
(i) 0d := (0, d. . ., 0) ∈
⋂
i∈I Ci (i.e.
⋂
i∈I Ci 6= ∅).
(ii)
⋂
i∈I Ci es un cono vectorial de Rd.
Dado un conjunto de vectores Y ⊆ Rd, se define la envolvente positiva cone(Y )
de Y como la interseccio´n de todos los conos vectoriales de Rd que contienen Y con
la salvedad cone(∅) := {0d}. Observamos que cone(Y ) es un cono vectorial (segu´n el
lema 1.4), y que cone(Y ) es el cono vectorial ma´s pequen˜o (respecto a la inclusio´n de
conjuntos) que contiene a Y .
Decimos que un vector u ∈ Rd es combinacio´n (lineal) positiva de vectores de
Y si u =
∑n
i=1 λiyi con n ∈ Z>0, yi ∈ Y , y λi ∈ R≥0 para cada i ∈ {1, . . . , n}.
Proposicio´n 1.5. Si Y es un conjunto no vac´ıo de vectores de Rd, entonces el con-
junto CY de todos los conos vectoriales de Rd que contienen a Y no es vac´ıo. Adema´s :
cone(Y ) =
{
n∑
i=1
λiyi : n ∈ Z>0, yi ∈ Y, λi ∈ [0,+∞), i = 1, . . . , n
}
.
Conos eucl´ıdeos puntiagudos
Un cono eucl´ıdeo y puntiagudo es un subconjunto K del espacio eucl´ıdeo Rd de la
forma K = p+ cone(Y ) := {p+ y : y ∈ cone(Y )} siendo
Y un subconjunto finito de vectores de Rd (se llaman generadores de K),
y p un punto de Rd (recibe el nombre de ve´rtice de K),
de manera que existe un hiperplano H de Rd tal que K ∩H = {p}. Si los vectores de
Y son linealmente independientes entonces decimos que K es simplicial. Diremos que
el cono eucl´ıdeo y puntiagudo K = p+ cone(Y ) es
. racional (resp. entero) si p ∈ Qd (resp. p ∈ Zd) e Y ⊂ Qd;
. un n-cono si dimK = n ≤ d.
Observamos que
• la condicio´n “Y ⊂ Qd” es equivalente a “Y ⊂ Zd” porque en cone(Y ) podemos
“limpiar” denominadores (esto se debe a que sus elementos son combinaciones
lineales no-negativas de los vectores de Y );
• los conos eucl´ıdeos y puntiagudos son conjuntos convexos.
Lema 1.6. Sea K = p+cone(Y ) un cono eucl´ıdeo puntiagudo de Rd y H un hiperplano
de Rd que satisface K∩H = {p}. Entonces se produce una, y so´lo una, de las siguientes
condiciones :
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K \ {p} ⊆ H>; o bien
K \ {p} ⊆ H<.
En particular, H es un hiperplano de soporte de K.
p
v1
v2
v3
v4
K = p+ cone({v1,v2,v3,v4})
H
La existencia del hiperplano H nos “asegura” que K es, en
efecto, puntiagudo pues H ∩ K = {p} y K esta´ contenido en
uno de los dos semiespacios cerrados determinados por H.
Figura 1.4 – Cono eucl´ıdeo puntiagudo de R3.
Una cara de un cono eucl´ıdeo y puntiagudo K de Rd es el propio conjunto K o
bien un subconjunto F de K de la forma F = K ∩H siendo H un hiperplano de Rd
de soporte de K. Denotaremos con CK el conjunto de las caras de K y diremos que
una cara F de K es propia si F 6= ∅,K. Llamaremos facetas3 a las caras de K de
dimensio´n dimK− 1. Sabemos que los conos puntiagudos son conjuntos convexos; por
tanto, segu´n la propiedad 5 de los conjuntos convexos, cualquier cara propia F de K
esta´ contenida en la frontera de K. Au´n ma´s : se puede demostrar que la frontera de
K es la reunio´n de sus facetas :
∂K =
⋃
F∈CK
dimF=dimK−1
F . (1.1)
Lema 1.7. Sea K = p+ cone(Y ) un cono eucl´ıdeo y puntiagudo de Rd.
(a) El conjunto vac´ıo es una cara de K.
(b) Si H es un hiperplano de Rd tal que F = P ∩H es una cara propia de K, y F
es el subespacio vectorial de Rd asociado a H, entonces
F es un cono eucl´ıdeo y puntiagudo de Rd tal que dimF < dimK.
F = p+ cone(Y ∩ F ).
En particular, K tiene un nu´mero finito de caras y CF ⊆ CK para toda cara F de K.
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H
F = K ∩H
w1
w2
w3
w4
K = p+ cone({w1,w2,w3,w4})
p
H es un hiperplano de R3 que corta el cono eucl´ıdeo y puntiagudo K en la cara F .
Esta cara es, a su vez, un cono (eucl´ıdeo) puntiagudo de aff(F) = H generado por
los vectores w1 y w2.
Hiperplano de soporte de K
que determina su ve´rtice p.
Figura 1.5 – Cara 2-dimensional de un 3-cono eucl´ıdeo puntiagudo de R3.
Se puede probar que las facetas de un d-cono eucl´ıdeo puntiagudo y simplicial de Rd,
K = p+ cone({w1, . . . ,wd}), son exactamente los (d− 1)-conos puntiagudos y simpli-
ciales p + cone({w1, . . . ,wd} \ {wi}) = {p +
∑
j 6=i λjwj : λj ≥ 0} con i = 1, 2, . . . ,m.
Luego, la frontera de K esta´ formada por los puntos x ∈ K tales que el vector x − p
tiene al menos una coordenada nula respecto a la base {w1, . . . ,wd} de Rd:
∂K =
d⋃
i=1
(p+ cone ({w1, . . . ,wd} \ {wi})) . (1.2)
Corolario 1.8. Sea K un d-cono eucl´ıdeo puntiagudo y simplicial de Rd generado por
los vectores w1, . . . ,wd ∈ Rd y con ve´rtice p ∈ Rd. Si v ∈ Rd es un vector cualquiera,
entonces son equivalentes :
(i) x es un punto de la frontera del d-cono puntiagudo y simplicial v +K;
(ii) si x = (p+ v) +
d∑
i=1
λiwi con λ1, . . . , λd ∈ R≥0, entonces λi = 0 para algu´n i.
Para terminar este apartado, introducimos una nueva definicio´n que usaremos ma´s
adelante. Sea K un d-cono eucl´ıdeo puntiagudo y simplicial generado por los vectores
linealmente independientes w1, . . . ,wd de Rd : K = p + cone({w1, . . . ,wn}) (p ∈ Rd);
3“Facet” en ingle´s.
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se define el paralelep´ıpedo fundamental de K como el conjunto
ΠK :=
{
p+
d∑
i=1
λiwi : 0 ≤ λi < 1, ∀i
}
.
Pol´ıtopos
Un subconjunto de puntos P del espacio eucl´ıdeo Rd es un pol´ıtopo si es la envolvente
convexa de un conjunto finito de puntos de Rd : P = conv(V ) siendo V un conjunto
finito y no vac´ıo de puntos de Rd. Llamaremos n-pol´ıtopo a cualquier pol´ıtopo del
espacio eucl´ıdeo Rd que tenga dimensio´n n ≤ d. Observamos que los pol´ıtopos de Rd
son conjuntos compactos (se deduce del corolario 1.3, pa´g. 9).
Existe una definicio´n alternativa de pol´ıtopo de Rd : cualquier conjunto no vac´ıo y
acotado de puntos de Rd que son solucio´n de un sistema finito de inecuaciones lineales.
En el siguiente teorema exhibimos esta caracterizacio´n cuya demostracio´n se encuentra
en [Zie95, pa´g. 27-38] y en el ape´ndice §A de la versio´n en l´ınea de [BR09].
Teorema 1.9. Sea P 6= ∅ un subconjunto del espacio eucl´ıdeo Rd; son equivalentes :
(i) P es un pol´ıtopo;
(ii) P es la interseccio´n finita y acotada de semiespacios cerrados de Rd : existen
hiperplanos H1, . . . ,Hm y M ∈ R≥0 tales que P = H+1 ∩ · · · ∩H+m ⊆ B(0(d),M).
Figura 1.6 – Un ejemplo de 3-pol´ıtopo de R3.
Observamos que hemos definido los pol´ıtopos de Rd como figuras geome´tricas con-
vexas. Conviene hacer esta precisio´n porque existen algunos tipos de pol´ıtopos que no
son convexos, por ejemplo los pol´ıgonos del plano eucl´ıdeo que tienen algu´n a´ngulo
interno superior a 180◦, llamados “pol´ıgonos co´ncavos”4 (figura 1.7). El motivo por el
cua´l incluimos en la definicio´n de pol´ıtopo la propiedad de convexidad es porque en
este texto trataremos u´nica y exclusivamente con pol´ıtopos convexos.
4Ve´ase http://en.wikipedia.org/wiki/Convex_and_concave_polygons.
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a´ngulo superior a 180◦
a´ngulos obtusosa´ngulo agudo
Figura 1.7 – Pol´ıgono no-convexo.
En lo que sigue, P designara´ un pol´ıtopo de Rd tal que P = conv(V ) siendo V un
conjunto finito y no vac´ıo de puntos de Rd. Observamos que si dimP = 1 entonces P
es un segmento compacto, y si dimP = 2 entonces P es un pol´ıgono convexo (i.e.
los pol´ıgonos son pol´ıtopos de 2-dimensionales).
Una cara de P es un subconjunto F de P tal que F = P o bien F = P ∩H donde
H es un hiperplano de Rd de soporte de P. Designaremos con CP el conjunto de caras
del pol´ıtopo P. Llamaremos
. aristas a las caras de P de dimensio´n 1;
. facetas a las caras de P de dimensio´n dimP − 1.
Sea W = {v1, . . . , vn} un conjunto finito de puntos de Rd (con n ∈ Z>0); diremos que
W es una representacio´n minimal de P si
a) P = conv(W );
b) vi /∈ conv (W \ {vi}) para cada i ∈ {1, . . . , n}.
En [Zie95, pa´g. 52] se demuestra el siguiente lema que establece que los puntos de la
representacio´n minimal de P son las caras de dimensio´n cero de P.
Lema 1.10. Todo pol´ıtopo de Rd admite una u´nica representacio´n minimal W . Los
elementos de W son los ve´rtices del pol´ıtopo P = conv(W ) y denotaremos el conjunto
de ve´rtices de P con vert(P). Adema´s, los ve´rtices de P son las caras de dimensio´n
cero de P.
Diremos que la expresio´n conv(vert(P)) es la descripcio´n v´ıa ve´rtices del pol´ıtopo
P y que la expresio´n de P como interseccio´n finita y acotada de semiespacios cerrados
es la descripcio´n v´ıa hiperplanos de P.
En sinton´ıa con los conos puntiagudos, diremos que el pol´ıtopo P es racional (resp.
entero) si sus ve´rtices son puntos de Qd (resp. Zd). Si P tiene d+ 1 ve´rtices que son
puntos linealmente independientes de Rd, entonces decimos que P es un s´ımplice o
tambie´n d-s´ımplice para enfatizar que es de ma´xima dimensio´n en Rd.
En el siguiente lema caracterizamos las caras de P que no son el conjunto vac´ıo ni
el mismo pol´ıtopo P.
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Lema 1.11. Se cumple :
(a) el conjunto vac´ıo es una cara de P.
(b) si F 6= ∅,P es una cara de P, entonces F es un pol´ıtopo de Rd tal que dimF <
dimP y F = conv(vert(P) ∩ F).
En particular, P tiene un nu´mero finito de caras.
F = P ∩H
P
H
El plano H determina la cara F del 3-pol´ıtopo P. El resultado es un
penta´gono (pol´ıgono) en H = aff(F).
Figura 1.8 – Una cara del pol´ıtopo de la figura 1.6.
Diremos que una cara F del pol´ıtopo P es propia si F 6= ∅,P. Destacamos, como
propiedades de las caras del pol´ıtopo P, que
la interseccio´n de caras de P es una cara de P (ve´ase [Lay82, pa´g. 118-119]);
si F1 es una cara de P y F2 es una cara de F1, entonces F2 tambie´n es una
cara de P (en [Gru¨03, pa´g. 33] se encuentra una demostracio´n completa de esta
propiedad). Una consecuencia de este hecho es que, para toda cara F de P, las
caras de F son las caras de P contenidas en F : CF = {G ∈ CP : G ⊆ F}.
Observamos que, segu´n la propiedad 5 de los conjuntos convexos (pa´g.8), las caras
propias del pol´ıtopo P esta´n contenidas en la frontera de P. Ma´s au´n : la frontera de
P es la reunio´n de las facetas de P,
∂P =
⋃
F∈CP
dimF=dimP−1
F . (1.3)
Proposicio´n 1.12. Sea S un d-s´ımplice de Rd.
(i) Para todo ∅ 6= W ⊆ vert(S), conv(W ) es una cara de S.
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(ii) Cualquier cara no vac´ıa de S es de la forma conv(W ) con ∅ 6= W ⊆ vert(S).
En particular,
(iii) toda cara de un s´ımplice es un s´ımplice, y
(iv) la interseccio´n de dos caras propias (diferentes) de un s´ımplice es un s´ımplice de
menor dimensio´n.
Teorema 1.13. Si P es un d-pol´ıtopo de Rd, entonces P =
⊎
F∈CP
relint(F).
int(P)
A
relint(A)
{v} = relint({v})
A es una arista del pol´ıgono P. Su interior
relativo es un segmento abierto.
Figura 1.9 – Descomposicio´n de un pol´ıgono en los interiores relativos de sus caras.
Demostracio´n. Sabemos que la frontera de P es la reunio´n de las facetas de P. Sea
x ∈ P un punto; como P es un conjunto cerrado (porque es compacto),
o bien x ∈ int(P) = relint(P);
o bien x ∈ ∂P. En este caso, existe una faceta F de P tal que x ∈ F . Segu´n el
lema 1.11, F es un pol´ıtopo en el espacio eucl´ıdeo aff(F) de dimensio´n d−1. Por
lo tanto, la frontera de F (en aff(F)) es la reunio´n de las facetas de F :
F \ relint(F) =
⋃
G∈CF
dimG=dimF−1
G =
⋃
G∈CPG⊆F
dimG=d−2
G
Volvemos a tener dos posibilidades para x :
. o bien x ∈ relint(F),
. o bien x ∈ G para alguna cara G de P de dimensio´n d− 2.
Repitiendo este procedimiento hasta que lleguemos a las caras 0-dimensionales de P
(que son los ve´rtices de P), conseguimos demostrar que P = ⋃F∈CP relint(F). Nos
falta ver que los conjuntos que aparecen en esta reunio´n son disjuntos dos a dos. Sean
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F y F ′ dos caras (propias) de P tales que F ∩ F ′ 6= ∅ (si la interseccio´n es vac´ıa
entonces relint(F)∩ relint(F ′) tambie´n es el vac´ıo). Tambie´n supondremos que F y F ′
son caras diferentes. Sabemos que F∩F ′ es una cara de F y de F ′ de menor dimensio´n,
y por tanto F ∩ F ′ ⊆ F \ relint(F) y F ∩ F ′ ⊆ F ′ \ relint(F ′). Luego,
relint(F) ∩ relint(F ′) ⊆ (F ∩ F ′) ⊆ (F \ relint(F)) ∩ (F ′ \ relint(F ′))
=
(F ∩ F ′) \ (relint(F) ∪ relint(F ′))
⊆ (F ∩ F ′) \ (relint(F) ∩ relint(F ′))
y esto es cierto solamente si relint(F) ∩ relint(F ′) = ∅. 
A continuacio´n introduciremos los conceptos alrededor de los cua´les esta´ enfocado
este trabajo. Sean t ∈ Z>0, y S un subconjunto acotado de Rd. Definimos el volumen
discreto de la t-e´sima dilatacio´n de S (tS) como el nu´mero de puntos reticulares en
tS :
L(S, t) := #
(
tS ∩ Zd
)
.
Esta definicio´n se ajusta al caso S = P (i.e. cua´ndo S es un pol´ıtopo) porque segu´n
la propiedad 11 de los conjuntos convexos (pa´g. 9) tenemos que tP = t conv(V ) =
conv(tV ) siendo tV un conjunto finito y no vac´ıo de puntos de Rd (es decir que tP
tambie´n es un pol´ıtopo de Rd y es compacto). Definimos la serie de Ehrhart de P
como la serie de potencias
Ehr(P, z) := 1 +
∑
t∈Z>0
L(P, t)zt,
aunque a partir de ahora no haremos incapie en que la variable t que aparece en esta
serie es entera y escribiremos sencillamente Ehr(P, z) = 1 +∑t≥1 L(P, t)zt.
Si P es un pol´ıgono (pol´ıtopo 2-dimensional de R2) entonces la frontera de P es la
reunio´n de sus aristas (ver (1.3)). Adema´s, la interseccio´n de dos caras de P propias y
diferentes entre s´ı es una cara del mismo pol´ıgono y de menor dimensio´n. Esto implica
que las aristas de los pol´ıgonos se cortan en los ve´rtices (que son sus extremos). Adema´s,
dada la convexidad del pol´ıgono P, su frontera es una curva de Jordan5, es decir un
camino cerrado inyectivo (sin “auto-intersecciones”) que es el resultado de concatenar
las aristas de P. Esta informacio´n la usaremos en la seccio´n §3.1.
Cono sobre un pol´ıtopo
Supongamos que v1, . . . , vn ∈ Rd son los ve´rtices del pol´ıtopo P ⊆ Rd, y consideramos
los vectores w1 := (v
1, 1), . . . ,wn := (v
n, 1) ∈ Rd+1. El cono sobre el pol´ıtopo P es
el cono eucl´ıdeo y puntiagudo de Rd+1 definido por :
cone(P) := 0(d+1) + cone ({w1, . . . ,wn}) =
{
0(d+1) +
n∑
i=1
λiwi : λi ≥ 0, ∀i
}
.
5Se llama curva de Jordan cualquier subespacio del plano R2 que es homeomorfo a la circumfe-
rencia S1 = {(x, y) ∈ R2 : x2 + y2 = 1}.
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El cono sobre P es puntiagudo porque si H0 designa el hiperplano
{(x1, . . . , xd, 0) : x1, . . . , xd ∈ R} = Rd × {0}
entonces cone(P) ∩H0 = {0(d+1)} y cone(P) ⊆ H+0 (es decir que H0 es un hiperplano
de soporte de cone(P)). Adema´s, este cono tiene la singularidad de que si lo cortamos
con el hiperplano H1 = {(x1, . . . , xd+1) ∈ Rd+1 : xd+1 = 1} “recuperamos” el pol´ıtopo
P : cone(P)∩H1 = P×{1} (ve´ase la figura 1.10). Ma´s au´n, si consideramos un nu´mero
entero y positivo t y los hiperplanos Ht := {(x1, . . . , xd, t) : x1, . . . , xd ∈ R} = Rd×{t},
entonces cone(P) ∩Ht = tP × {t}. Adema´s,
cone(P) ∩ Zd+1 =
⊎
t∈Z≥0
(
cone(P) ∩Ht ∩ Zd+1
)
=
⊎
t∈Z≥0
(
tP ∩ Zd
)
× {t} (1.4)
(con el abuso de notacio´n (0P ∩ Zd) ∩ {0} := {0(d+1)}). Observamos que al pasar al
cono sobre P incrementamos la dimensio´n en una unidad : dim cone(P) = 1 + dimP.
H1 = {(x, y, 1) : x, y ∈ R}
H0 = {(x, y, 0) : x, y ∈ R}
(v1, 1)
(v2, 1)(v
4, 1)
(v5, 1)
(v3, 1)
(0, 0, 1)
0(3)
z
y
x
Dado un penta´gono P = conv({v1, . . . , v5}), construimos el cono sobre P
con ve´rtice en 0(3) = (0, 0, 0) : cone(P) = 0(3)+cone({(v1, 1), . . . , (v5, 1)}).
cone(P)
P
Figura 1.10 – Cono sobre un penta´gono.
Lema 1.14. Si P es un d-pol´ıtopo de Rd, entonces
int(cone(P)) ∩ Zd+1 =
⊎
t∈Z>0
(
t int(P) ∩ Zd
)
× {t}.
Demostracio´n. Sabemos que la frontera del cono eucl´ıdeo y puntiagudo cone(P) es
la reunio´n de sus caras d-dimensionales (ver (1.1), pa´g. 11) :
∂cone(P) =
⋃
F∈Ccone(P)
dimF=d
F .
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Las caras d-dimensionales de cone(P) son de la forma 0(d+1) + cone({wi1 , . . . ,wik})
(d ≤ k ≤ n) porque las caras de un cono eucl´ıdeo y puntiagudo son conos eucl´ıdeos
y puntiagudos. Si intersecamos estas caras con los hiperplanos Ht = {(x1, . . . , xd, t) :
xi ∈ R} (t ∈ Z>0), lo que se obtiene es una cara de tP × {t} de una dimensio´n menor
a la de P. Rec´ıprocamente, toda cara de tP ×{t} es de la forma tF ×{t} con F ∈ CP ,
y define la cara de cone(P) que es el cono sobre el pol´ıtopo tF × {t} y que tiene una
dimensio´n ma´s que F . Por lo tanto,
∂cone(P) ∩ Zd+1 =
⊎
t∈Z≥0
(
t ∂P ∩ Zd
)
× {t}.
De esta descomposicio´n y de (1.4) se deduce la fo´rmula del enunciado. 
Triangulaciones
Supongamos que el pol´ıtopo P de Rd es d-dimensional. Una triangulacio´n de P es
una coleccio´n finita de d-s´ımplices T tal que
a) P =
⋃
S∈T
S;
b) si S1,S2 ∈ T entonces S1 ∩ S2 es una cara comu´n a S1 y S2.
Se dice que P se puede triangular sin usar nuevos ve´rtices si existe una triangu-
lacio´n T de P de modo que los ve´rtices de todos los d-s´ımplices de T son ve´rtices de
P. En la figura 1.11 mostramos dos posibles triangulaciones6 sin usar nuevos ve´rtices
del cubo unitario de dimensio´n 3, C3 := [0, 1]
3.
Figura 1.11 – Dos triangulaciones de C3 sin usar nuevos ve´rtices.
Teorema 1.15 (de existencia de triangulaciones para pol´ıtopos). Cualquier
d-pol´ıtopo convexo de Rd admite una triangulacio´n sin usar nuevos ve´rtices.
En el manual [GKZ94, pa´g. 215-216] se encuentra una demostracio´n de este teorema
que se basa en “levantar” el d-pol´ıtopo P ⊆ Rd escogido en el espacio eucl´ıdeo Rd+1
6Que hemos encontrado en el foro matema´tico Mathoverflow dedicado al tema : Regularity of De-
launay triangulation of a hypercube.
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de manera que forme un “techo” (constituido por s´ımplices) de un poliedro vertical.
Bajo ciertas hipo´tesis, la proyeccio´n de este “techo” en el subespacio Rd × {0} resulta
ser el pol´ıtopo P triangulado. Tambie´n se puede demostrar el teorema 1.15 razonando
por induccio´n sobre el nu´mero de ve´rtices del d-pol´ıtopo considerado.
La nocio´n de triangulacio´n no es exclusiva para pol´ıtopos : dado un d-cono eucl´ıdeo
y puntiagudo K de Rd diremos que una coleccio´n finita de d-conos simpliciales y pun-
tiagudos T es una triangulacio´n de K si se cumplen las siguientes condiciones :
a) K =
⋃
C∈T
C;
b) si C1, C2 ∈ T entonces C1 ∩ C2 es una cara comu´n de C1 y C2.
El concepto ana´logo a la triangulacio´n sin usar nuevos ve´rtices para pol´ıtopos en los
conos eucl´ıdeos es la triangulacio´n sin usar nuevos generadores : decimos que
una triangulacio´n T de K no usa nuevos generadores si los generadores de todos los
d-conos puntiagudos y simpliciales de T son generadores de K.
Teorema 1.16 (de existencia de triangulaciones para conos puntiagudos).
Todo d-cono K eucl´ıdeo y puntiagudo de Rd admite una triangulacio´n T formada por d-
conos eucl´ıdeos puntiagudos y simpliciales, y sin necesidad de usar nuevos generadores.
Adema´s, los d-conos eucl´ıdeos y puntiagudos de T tienen el mismo ve´rtice que K.
La demostracio´n de este teorema se puede enfocar entorno a la existencia de trian-
gulaciones de pol´ıtopos sin usar nuevos ve´rtices. En [BR09, pa´g. 58] podra´n encontrar
una breve explicacio´n sobre como llevar a cabo esta idea.
Para terminar, hemos redactado en el siguiente lema un hecho bastante evidente :
la triangulabilidad es invariante por translaciones. En este caso, lo aplicamos a las
triangulaciones de conos puntiagudos.
Lema 1.17. Si {K1, . . . ,Km} es una triangulacio´n sin usar nuevos generadores de un
d-cono eucl´ıdeo y puntiagudo K de Rd, entonces para cada vector v ∈ Rd el conjunto
{v + K1, . . . ,v + Km} es una triangulacio´n sin usar nuevos generadores del d-cono
eucl´ıdeo y puntiagudo v +K.
CAPI´TULO 2
Motivacio´n del trabajo
El teorema de Pick es un resultado geome´trico en el plano que relaciona el a´rea
de un pol´ıgono convexo y entero con el nu´mero de puntos enteros que contiene dicho
pol´ıgono en su interior y en su frontera. Este resultado fue enunciado y probado por
el matema´tico austr´ıaco Georg Alexander Pick (1859−1942) a finales del siglo XIX en
un art´ıculo llamado Geometrishes zur Zahlenlehre.
Teorema 2.1 (Pick, 1899). Sean P un pol´ıgono (convexo) entero de R2,
A(P) el a´rea de P;
I(P) := #(int(P) ∩ Z2), el nu´mero de puntos enteros en el interior de P;
B(P) := #(∂P ∩ Z2), el nu´mero de puntos enteros en la frontera de P.
Entonces, A(P) = I(P)+ B(P)2 −1 (expresio´n que tambie´n se conoce co´mo la fo´rmula
de Pick1).
La demostracio´n de este teorema se reduce a un simple ca´lculo para recta´ngulos
enteros y tria´ngulos recta´ngulos enteros cuyas aristas son paralelas a los ejes de coorde-
nadas. Esto se consigue gracias a la additividad de la fo´rmula y a un hecho muy rele-
vante : todo pol´ıgono convexo de R2 es triangulable (sin usar nuevos ve´rtices). El lector
interesado en la demostracio´n del teorema de Pick puede consultar [BR09, pa´g. 38-39].
Una pregunta que podemos plantearnos, dada la sencillez del teorema de Pick, es :
existe una versio´n ana´loga a la fo´rmula de Pick para los pol´ıtopos enteros
de dimensio´n 3 ? La respuesta es negativa y un ejemplo de ello lo encontramos en el
tetraedro (s´ımplice 3-dimensional) de Reeve Tn de R3 cuyos ve´rtices son los puntos
(0, 0, 0), (1, 0, 0), (0, 1, 0) y (1, 1, n) siendo n ∈ Z>0 (figura 2.1). En la introduccio´n de
su art´ıculo On the volume of lattice polyhedra (1956), el matema´tico John E. Reeve
observo´ que, mientras el volumen de Tn (vol Tn = n/6) crece ilimitadamente cua´ndo
1Vea´se, por ejemplo, el enlace http://mathworld.wolfram.com/PicksTheorem.html.
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n tiende a infinito, los valores de I(Tn) (nu´mero de puntos enteros interiores a Tn) y
B(Tn) (nu´mero de puntos enteros en la frontera de Tn) se mantienen constantes :
I(Tn) = 0, B(Tn) = 4, ∀n ∈ Z>0.
(1, 0, 0)
(0, 1, 0)
(1, 1, n)
(1, 1, 0)
z
x
y
(0, 0, 0)
Tn
El tetraedro de Reeve Tn esta´ definido por las inecuaciones
−ny + z ≤ 0, −nx + z ≤ 0, nx + ny − z ≤ n y z ≥ 0. Para
cada n ∈ N, este tetraedro contiene 4 puntos enteros en su
frontera (los cuatro ve´rtices) y ninguno en su interior.
(0, 0, n)
Figura 2.1 – Tetraedro de Reeve.
Por tanto, no puede existir ninguna relacio´n lineal (con coeficientes constantes) entre
volP, I(P) y B(P) (es decir, de la forma volP = aI(P) + bB(P) + c siendo a, b, c
constantes) que sea cierta para cualquier 3-pol´ıtopo entero P de R3. Luego, la fo´rmula
de Pick no puede ser extendida de manera “natural” para pol´ıtopos enteros de R3.
En los siguientes cap´ıtulos veremos que la fo´rmula de Pick s´ı tiene su versio´n para
3-pol´ıtpos de R3 pero que su formulacio´n reside en una teor´ıa un poco ma´s elaborada
que construyo´ el matema´tico Euge`ne Ehrhart en la segunda mitad del siglo XX.
CAPI´TULO 3
Teor´ıa de Ehrhart
En la de´cada de los an˜os 1960, el matema´tico france´s Euge`ne Ehrhart (1906−2000)
publico´ toda una serie de art´ıculos de investigacio´n en la revista parisina Comptes
rendus hebdomadaires des se´ances de l’Acade´mie des Sciences. En ellos, Ehrhart de-
sarollo´ una teor´ıa relacionada con el volumen discreto de las dilataciones enteras de
pol´ıtopos d-dimensionales enteros y racionales con el propo´sito de resolver problemas
de combinatoria y sistemas de ecuaciones diofa´nticas lineales. En este cap´ıtulo expli-
caremos los resultados que probo´ Ehrhart para pol´ıgonos (seccio´n §3.1), y daremos una
demostracio´n completa del teorema que lleva su nombre (y que e´l mismo demostro´) :
Teorema 3.1 (Ehrhart, 1962). Si P es un d-pol´ıtopo entero de Rd entonces L(P, t)
es un polinomio de grado d en la variable entera y positiva t. Este polinomio recibe el
nombre de polinomio de Ehrhart de P.
Para redactar el contenido de las cuatro secciones de este cap´ıtulo hemos seguido
el desarollo propuesto por Matthias Beck y Sinai Robins en los cap´ıtulos §2 y §3 del
libro [BR09].
3.1 Teor´ıa de Ehrhart en el plano
Los resultados de Euge`ne Ehrhart en el plano eucl´ıdeo aparecieron publicados en el
art´ıculo Fraction ge´ne´ratrice d’un syste`me diophantien line´aire homothe´tique (1961) y
se pueden resumir en el siguiente teorema :
Teorema 3.2 (Ehrhart, 1961). Si P es un pol´ıgono entero entonces, de acuerdo con
la notacio´n introducida en el teorema de Pick (2.1), se cumple
(i) L(P, t) = A(P)t2 + B(P)2 t+ 1 (es un polinomio de segundo grado en t).
(ii) L(int(P), t) = L(P,−t).
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(iii) Ehr(P, z) =
(
A(P)− B(P)2 + 1
)
z2 +
(
A(P) + B(P)2 − 2
)
z + 1
(1− z)3 .
Para probar estas tres fo´rmulas usaremos los dos lemas que a continuacio´n enuncia-
mos y demostramos.
Lema 3.3. Sean x = (a, b), y = (c, d) ∈ Z2. El nu´mero de puntos reticulares en el
segmento [x, y] de R2 de extremos x e y es #
(
[x, y] ∩ Z2) = gcd(a− c, b− d) + 1.
Prueba. Supongamos, sin pe´rdida de generalidad, que a < c y sea γ : [a, c] −→ R2 la
parametrizacio´n del segmento que une los puntos (a, b) y (c, d),
γ(t) :=
(
t,
(b− d)t+ ad− bc
a− c
)
, t ∈ [a, c].
Sea el vector u := (−a,−b) ∈ Z2, la parametrizacio´n β : [a, c] −→ R2 del segmento
que resulta de trasladar el segmento γ([a, c]) mediante el vector u es
β(t) := γ(t) + u =
(
t− a, (b− d)t
a− c +
ad− bc
a− c − b
)
, t ∈ [a, c].
Observamos que γ(t) ∈ Z2 si y so´lo si β(t) ∈ Z2, y que β(a) = (0, 0). Por lo tanto,
podemos suponer que (a, b) = (0, 0), probar el lema con esta hipo´tesis, y luego estudiar
el caso general.
Supongamos que gcd(c, d) = 1, en este caso γ(t) = (t, dtc ) con t ∈ [0, c]. El punto
γ(t) ∈ Z2 (es entero) si, y so´lo si,{
t ∈ Z, y
dt
c ∈ Z;
⇐⇒
{
t ∈ Z, y
dt ∈ cZ;
(∗)⇐⇒
{
t ∈ Z, y
t ∈ cZ;
donde en (∗) usamos que gcd(c, d) = 1. Como los u´nicos mu´ltiplos de c en el
intervalo [0, c] son 0 y c, el nu´mero de puntos enteros en el segmento que une
(0, 0) y (c, d) es 2 = gcd(c, d) + 1.
Sea D := gcd(c, d), tenemos que c = Dk, d = Dk′ para unos ciertos k, k′ ∈ Z
tales que gcd(k, k′) = 1. Entonces, el punto γ(t) ∈ Z2 (es entero) si, y so´lo si,{
t ∈ Z, y
dt
c ∈ Z;
⇐⇒
{
t ∈ Z, y
dt
c =
Dk′t
Dk =
tk′
k ∈ Z;
(?)⇐⇒ t ∈ kZ =
( c
D
)
Z;
donde en (?) usamos que gcd(k, k′) = 1. Por lo tanto, en el segmento que une los
puntos (0, 0) y (c, d) hay D + 1 = gcd(c, d) + 1 puntos enteros.
Supongamos que (a, b) 6= (0, 0), entonces β(t) =
(
t− a,
(
b−d
a−c
)
t+ a
(
d−b
a−c
))
para
todo t ∈ [a, c]. Si D := gcd(a−c, b−d), tenemos que a−c = Dk, b−d = Dk′ con
k, k′ ∈ Z y gcd(k, k′) = 1. Luego, γ(t) ∈ Z2 si y so´lo si β(t) ∈ Z2 y esto equivale
a :{
t− a ∈ Z, y(
b−d
a−c
)
t+ a
(
d−b
a−c
)
= k
′
k (t− a) ∈ Z;
()⇐⇒ (t− a) ∈ kZ =
(
a− c
D
)
Z,
3. Teor´ıa de Ehrhart 25
donde en () usamos que gcd(k, k′) = 1. Deducimos que el segmento que une los
puntos (a, b) y (c, d) hay D + 1 = gcd(a− c, b− d) + 1 puntos enteros.

Lema 3.4. Sean P un pol´ıgono entero y t ∈ Z>0. El a´rea de la dilatacio´n de factor t
de P, tP, es t2A(P) y el nu´mero de puntos enteros en la frontera de tP es tB(P); es
decir, A(tP) = t2A(P) y B(tP) = tB(P).
Prueba. En el caso del a´rea y dada la aditividad del a´rea respecto a las triangula-
ciones, basta con probar el resultado para recta´ngulos enteros y tria´ngulos recta´ngulos
cuyas aristas sean paralelas a los ejes de coordenadas. Sean R un recta´ngulo entero
como en la figura 3.1(a), T un tria´ngulo recta´ngulo entero como en la figura 3.1(b),
y t un entero positivo. Observamos que tR es el recta´ngulo entero cuyos ve´rtices son
(ta1, tb1), (ta1, tb2), (ta2, tb1) y (ta2, tb2), y tT es el tria´ngulo recta´ngulo entero con
ve´rtices (ta1, tb1), (ta1, tb2) y (ta2, tb1). Entonces,
A(R) = (a2 − a1)(b2 − b1);
A(tR) = (ta2 − ta1)(tb2 − tb1) = t2(a2 − a1)(b2 − b1) = t2A(R);
A(T ) = (a1−a2)(b1−b2)2 ;
A(tT ) = (ta2−ta1)(tb2−tb1)2 = t2 · (a2−a1)(b2−b1)2 = t2A(T ).
Oa1 a2
b2
b1(a1, b1) (a2, b1)
(a1, b2) (a2, b2)
x
y
R
(a) Recta´ngulo entero.
a1 a2
b2
b1(a1, b1) (a2, b1)
(a1, b2) (a2, b2)
x
y
T
(b) Tria´ngulo recta´ngulo en-
tero.
Figura 3.1 – Recta´ngulo y tria´ngulo con aristas paralelas a los ejes de coordenadas.
Para la fo´rmula del contorno, consideremos un nu´mero entero n ≥ 3 y los puntos
enteros x1 := (a1, b1), . . . , x
n := (an, bn) de R2 diferentes dos a dos. Queremos calcular
el nu´mero de puntos enteros en la (imagen de la) curva de Jordan1 que resulta de
concatenar los segmentos [xi, xi+1] con i ∈ {1, . . . , n− 1} y [xn, x1]. Segu´n el lema 3.3,
la cantidad de puntos enteros en el segmento [xi, xi+1] es gcd(ai−ai+1, bi−bi+1)+1 para
1Si la curva que resulta de concatenar los segmentos [xi, xi+1] de la manera que describimos no es de
esta forma, reordenamos los sub´ındices para obtener una curva de Jordan mediante este procedimiento.
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(a1, b1)
(a2, b2)
(a3, b3)
(an, bn) (a4, b4)
(a5, b5)
(a6, b6)
Figura 3.2 – Curva de Jordan obtenida al concatenar n puntos de R2.
cada i ∈ {1, . . . , n−1}, y #([xn, x1]∩Z2) = gcd(an−a1, bn−b1)+1. Por lo tanto, como
el u´nico punto entero en comu´n entre dos segmentos consecutivos [xi−1, xi] y [xi, xi+1]
es el punto xi, la cantidad de puntos enteros en X :=
(⋃n−1
i=1 [x
i, xi+1]
)
∪ [xn, x1] es
#
(
X ∩ Z2) = n−1∑
i=1
#
(
[xi, xi+1] ∩ Z2)+ # ([xn, x1] ∩ Z2)− n
=
n−1∑
i=1
(gcd(ai − ai+1, bi − bi+1) + 1) + (gcd(an − a1, bn − b1) + 1)− n
=
n−1∑
i=1
gcd(ai − ai+1, bi − bi+1) + gcd(an − a1, bn − b1).
Sea vert(P) = {x1, . . . , xn} la representacio´n minimal del pol´ıgono P de manera que
xi = (ai, bi) ∈ Z2 para todo i ∈ {1, . . . , n}. Podemos suponer, sin pe´rdida de genera-
lidad, que las aristas de P son los segmentos [xi, xi+1] para todo i ∈ {1, . . . , n − 1} y
[xn, x1] (si fuera necesario, reordenar´ıamos los sub´ındices); acabamos de probar que
B(P) =
n−1∑
i=1
gcd(ai − ai+1, bi − bi+1) + gcd(an − a1, bn − b1).
Como vert(tP) = t vert(P) = {tx1, . . . , txn} es la representacio´n minimal del pol´ıgono
tP y adema´s ∂(tP) = t ∂P = ⋃ni=1 ([txi, txi+1]) ∪ [txn, tx1], tenemos que
B(tP) =
n−1∑
i=1
gcd(tai − tai+1, tbi − tbi+1) + gcd(tan − ta1, tbn − tb1)
= t
(
n−1∑
i=1
gcd(ai − ai+1, bi − bi+1) + gcd(an − a1, bn − b1)
)
= tB(P).

Demostracio´n (del teorema 3.2). Sea t ∈ Z>0; observamos que tP es un pol´ıtopo
entero y podemos aplicarle el teorema de Pick 2.1. Por lo tanto,
L(P, t) = #(tP ∩ Z2) = B(tP) + I(tP) (∗)= B(tP) +A(tP)− B(tP)
2
+ 1,
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donde en (∗) aplicamos el teorema de Pick. Luego, usando el lema 3.4 obtenemos (i) :
L(P, t) = A(P)t2 + B(P)t/2 + 1. Veamos (ii) : es suficiente observar que L(int(P), t)
e I(tP) coinciden y usar los mismos pasos que hemos usado para ver (i) :
L(int(P), t) = I(tP) (∗)= A(tP)− B(tP)
2
+ 1 = A(P)t2 − B(P)
2
t+ 1 = L(P,−t).
Para concluir, veamos (iii) :
Ehr(P, z) = 1 +
∑
t≥1
L(P, t)zt
= 1 +
∑
t≥1
(
A(P)t2 + B(P)
2
t+ 1
)
zt
= 1 +A(P)
∑
t≥1
t2zt
+ B(P)
2
∑
t≥1
tzt
+∑
t≥1
zt
()
=
1
1− z +A(P) ·
z + z2
(1− z)3 +
B(P)
2
· z
(1− z)2
=
(1− z)2 +A(P)(z + z2) + B(P)2 (z − z2)
(1− z)3
=
(
A(P)− B(P)2 + 1
)
z2 +
(
A(P) + B(P)2 − 2
)
z + 1
(1− z)3 ,
donde en () usamos que 11−z = 1 +
∑
t≥1 z
t y
∑
t≥1
t2zt =
A(2, 0) +A(2, 1)z +A(2, 2)z2
(1− z)3 =
z + z2
(1− z)3 ,∑
t≥1
tzt =
A(1, 0) +A(1, 1)z
(1− z)2 =
z
(1− z)2
(consultar la definicio´n de los nu´meros Eulerianos en el ape´ndice §A.1). 
A ra´ız del teorema de Ehrhart en el plano (teorema 3.2), podemos pensar en una
generalizacio´n de este resultado en dimensiones arbitrarias. En tal caso, deber´ıamos
considerar un d-pol´ıtopo P de Rd y plantearnos las siguientes cuestiones :
es L(P, t) un polinomio de grado d en la variable entera y positiva t ? Si lo es, a
que´ cuerpo pertenecen sus coeficientes ?
existe alguna relacio´n entre los volu´menes discretos L(int(P), t) y L(P, t) ?
evalu´a Ehr(P, z) en una funcio´n racional ?
En la siguiente seccio´n presentaremos cuatro ejemplos de d-pol´ıtopos enteros que nos
dara´n una pista de las respuestas a estas preguntas.
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3.2 Ejemplos de d-pol´ıtopos enteros
En esta seccio´n veremos, a trave´s de cuatro ejemplos singulares de pol´ıtopos con-
vexos y enteros de Rd, que se producen una serie de patrones en relacio´n a su serie de
Ehrhart y al volumen discreto de sus dilataciones enteras (positivas). En los cuatro ca-
sos, daremos dos definiciones del pol´ıtopo tratado : v´ıa la descripcio´n de ve´rtices y v´ıa
la descripcio´n como interseccio´n finita de semiespacios cerrados. La letra t designara´ un
entero positivo (t ∈ Z>0).
El cubo unitario
El d-cubo unitario Cd de Rd es un pol´ıtopo entero de dimensio´n d que puede pre-
sentarse bajo las siguientes descripciones :
descripcio´n v´ıa ve´rtices : Cd es la envolvente convexa de los puntos de Rd
cuyas coordenadas son 0’s o 1’s : Cd = conv{(x1, . . . , xd) ∈ Rd : xi ∈ {0, 1}, ∀i};
descripcio´n v´ıa hiperplanos : Cd es la interseccio´n de los siguientes semies-
pacios cerrados de Rd :
H≤1i :=
{
(x1, . . . , xd) ∈ Rd : xi ≤ 1
}
,
H≥0i :=
{
(x1, . . . , xd) ∈ Rd : xi ≥ 0
}
,
(3.1)
es decir, Cd =
(
d⋂
i=1
H≤1i
)
∩
(
d⋂
i=1
H≥0i
)
= [0, 1]d.
0(3)
(1, 1, 0)
e1
e2
e3
(1, 0, 1)
(0, 1, 1)
(1, 1, 1)
z
x
y
Figura 3.3 – El 3-cubo unitario (C3).
El s´ımplice esta´ndar
El d-s´ımplice esta´ndar Sd de Rd es un pol´ıtopo entero de dimensio´n d que puede
presentarse bajo las siguientes descripciones :
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descripcio´n v´ıa ve´rtices : Sd es la envolvente convexa de la referencia “cano´-
nica” de Rd, Sd := conv
({0(d), e1, . . . , ed}) siendo ei es el punto cuya i-e´sima
coordenada es 1 y el resto son ceros.
descripcio´n v´ıa hiperplanos : Sd es la interseccio´n de los semiespacios H
≥0
i
definidos en (3.1) y del semiespacio H− definido a partir del hiperplano
H :=
{
x = (x1, . . . , xd) ∈ Rd : 〈x, (1, d. . ., 1)〉 =
d∑
i=1
xi = 1
}
,
es decir
Sd = H
−∩
(
d⋂
i=1
H≥0i
)
=
(x1, . . . , xd) ∈ Rd :
d∑
j=1
xj ≤ 1, 0 ≤ xi, i = 1, . . . , d
 .
0(3) e1
e2
e3
z
x
y
Figura 3.4 – El s´ımplice esta´ndar S3 de dimensio´n 3.
La pira´mide esta´ndar
La pira´mide esta´ndar de dimensio´n d es el d-pol´ıtopo entero Pd de Rd que admite
las siguientes descripciones :
descripcio´n v´ıa ve´rtices : Pd es la envolvente convexa de la imagen de los
ve´rtices de Cd−1 por la aplicacio´n de inclusio´n (x1, . . . , xd−1) 7−→ (x1, . . . , xd−1, 0)
en el hiperplano {(x1, . . . , xd) ∈ Rd : xd = 0}, junto con el punto ed = (0, . . . , 0, 1).
Es decir,
Pd := conv
({
(x1, . . . , xd) ∈ Rd : xd = 0, xi ∈ {0, 1}, i 6= d
}
∪ {(0, d−1. . . , 0, 1)}
)
= conv
(
(vert(Cd−1)× {0}) ∪
{
ed
})
.
descripcio´n v´ıa hiperplanos : Pd es la interseccio´n de los semiespacios H
≥0
i
definidos en (3.1) y de los semiespacios
H ′i :=
{
(x1, . . . , xd) ∈ Rd : xi + xd ≤ 1
}
, i ∈ {1, . . . , d− 1}.
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Es decir,
Pd =
(
d⋂
i=1
H≥0i
)
∩
(
d−1⋂
i=1
H ′i
)
=
{
(x1, . . . , xd) ∈ Rd : 0 ≤ xi ≤ 1− xd ≤ 1, i = 1, . . . , d− 1
}
.
0(3) e1
e2
e3
z
x
y
(1, 1, 0)
Figura 3.5 – Pira´mide esta´ndar P3 de dimensio´n 3.
La bipira´mide esta´ndar
La bipira´mide esta´ndar2 Qd es el pol´ıtopo de dimensio´n d de Rd que admite las
siguientes definiciones :
descripcio´n v´ıa ve´rtices : Qd es la envolvente convexa de los puntos ±ei con
i ∈ {1, . . . , d}, es decir Qd := conv
({±e1, . . . ,±ed}).
descripcio´n v´ıa hiperplanos : sea σ la aplicacio´n biyectiva que asigna a cada
nu´mero entero k del conjunto {0, 1, . . . , 2d − 1} la d-tupla de {0, 1}d que corres-
ponde a la expresio´n de k con d d´ıgitos en la base 2 (incluyendo, si hiciera falta,
ceros “a la izquierda”). Por ejemplo, si d = 4 entonces
σ(3) = (0, 0, 1, 1),
σ(14) = (1, 1, 1, 0).
Si k ∈ {0, 1, . . . , 2d − 1} y definimos los hiperplanos
Hk :=
(x1, . . . , xd) ∈ Rd :
d∑
j=1
(−1)ijxj = 1, (i1, . . . , id) = σ(k)

(Hk es el hiperplano generado por los puntos (−1)ijej con (i1, . . . , id) = σ(k))
entonces Qd :=
⋂2d−1
k=0 H
−
k . La expresio´n expl´ıcita de esta descripcio´n es :
Qd =
(x1, . . . , xd) ∈ Rd :
d∑
j=1
|xj | ≤ 1
 .
2“cross-polytope” en ingle´s.
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z
x
y
e3
−e3
e1
e2
−e1
−e2
0(3)
Figura 3.6 – Bipira´mide esta´ndar de dimensio´n 3.
Volu´menes discretos y series de Ehrhart de Cd, Sd, Pd y Qd
(t+ 1)d (t− 1)d
∑d
k=1 A(d, k)z
k−1
(1− z)d+1
(d+ t
d
) (t− 1
d
) 1
(1− z)d+1
1
d
(Bd(t+ 2)− βd)
1
d
(Bd(t− 1)− βd)
∑d−1
k=1 A(d− 1, k)zk−1
(1− z)d+1
(1 + z)d
(1− z)d+1
d∑
k=0
(d
k
)(d+ t− k
d
) d∑
k=0
(d
k
)(d+ t− 1− k
d
)
Cd
Sd
Qd
Pd
Pol´ıtopo P de Rd L(int(P), t) Ehr(P, z)L(P, t)
Tabla 3.1 – Volu´menes discretos y series de Ehrhart de los pol´ıtopos Cd, Sd, Pd y Qd.
En la tabla 3.1 resumimos las expresiones de los volu´menes discretos, de los volu´menes
interiores discretos, y de la serie de Ehrhart de los cuatro d-pol´ıtopos que acabamos de
definir. En el caso de la pira´mide esta´ndar Pd, los s´ımbolos Bd y βd designan, respec-
tivamente, el d-e´simo polinomio de Bernoulli y el d-e´simo nu´mero de Bernoulli,
que se definen de la siguiente manera :∑
k≥0
Bk(x)
k!
· zk := ze
xz
ez − 1 , βd := Bd(0).
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Podemos observar los siguientes patrones : si P es un d-pol´ıtopo de Rd entonces
L(P, t) ∈ Qd[t] y degt(L(P, t)) = d, es decir que L(P, t) es un polinomio de grado
d en la variable entera t y con coeficientes racionales;
se verifica la relacio´n L(int(P), t) = (−1)dL(P,−t) (para los pol´ıtopos Sd y Qd
la relacio´n se puede comprobar usando el lema A.2 −pa´g. 79− y en el caso de Pd
consu´ltese [BR09, pa´g. 33-34]);
Ehr(P, z) evalu´a en una funcio´n racional cuyo numerador es un polinomio a coefi-
cientes enteros y de grado menor al grado del denominador, que es (1− z)d+1.
El primer punto corresponde al teorema de Ehrhart (teorema 3.1) y los dos u´ltimos
sera´n justificados en el cap´ıtulo §4. La identidad L(int(P, t) = (−1)dL(P, t) se conoce
como la “ley de reciprocidad de Ehrhart-Macdonald”.
3.3 Codificacio´n de la informacio´n entera de un conjunto
Sean S ⊆ Rd un conjunto no vac´ıo. Si z es la d-tupla (z1, . . . , zd) de Rd, y m es la
d-tupla (m1, . . . ,md) de Zd, escribiremos zm para representar el te´rmino zm11 · · · zmdd .
La codificacio´n entera de S, σS , se define como σS(z) :=
∑
m∈S∩Zd z
m, es decir
σS(z1, . . . , zd) =
∑
(m1,...,md)∈S∩Zd
zm11 · · · zmdd .
Tambie´n establecemos el convenio σ∅(z) := 0. Si S es acotado, entonces la evaluacio´n
de σS en el punto 1
(d) := (1, d. . ., 1) nos da el cardinal del conjunto S ∩ Zd :
σS
(
1(d)
)
= σS
(
1, d. . ., 1
)
=
∑
m∈S∩Zd
(
1(d)
)m
=
∑
m∈S∩Zd
1 = #
(
S ∩ Zd
)
. (3.2)
Veamos un ejemplo de codificacio´n entera : supongamos que d = 1 y que S = [0,+∞),
entonces σS(z) =
∑
m∈S∩Z z
m =
∑
m≥0 z
m = 1/(1− z).
El siguiente teorema constituye el primer ladrillo para construir la prueba del teo-
rema de Ehrhart.
Teorema 3.5. Sea K un d-cono eucl´ıdeo puntiagudo y simplicial generado por d vec-
tores linealmente independientes w1, . . . ,wd enteros (de Zd) y con ve´rtice en 0(d) (el
origen). Si v ∈ Rd es un vector, entonces σv+K depende de σv+ΠK y de los generadores
de K (ΠK es el paralelep´ıpedo fundamental de K). De manera ma´s precisa,
σv+K(z) =
σv+ΠK(z)
(1− zw1) · · · (1− zwd) .
Demostracio´n. Alcanza con ver que m ∈ (v +K) ∩ Zd si, y so´lo si, existen
un u´nico punto p ∈ (v + ΠK) ∩ Zd,
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enteros k1, . . . , kd ∈ Z≥0 u´nicos,
tales que m = p+ k1w1 + · · ·+ kdwd. Antes de probar esta equivalencia, recordamos
las definiciones : por un lado tenemos que K = 0(d) + cone({w1, . . . ,wd}) y por el otro
ΠK =
{
d∑
i=1
λiwi : 0 ≤ λi < 1, ∀i
}
.
(⇐) Como p ∈ (v + ΠK) ∩ Zd, tenemos que m = p+
∑d
i=1 kiwi ∈ Zd porque p ∈ Zd
es un punto entero y tanto los escalares ki como los vectores wi son enteros.
Adema´s, existen 0 ≤ λ1, . . . , λd < 1 tales que p = v + λ1w1 + · · · + λdwd; y
por tanto, m = v + (k1 + λ1)w1 + · · · + (kd + λd)wd con ki + λi ≥ 0 para todo
i ∈ {1, . . . , d}. Es decir que m ∈ v +K, luego m ∈ (v +K) ∩ Zd.
(⇒) Supongamos que m = p + ∑di=1 λiwi con λi ∈ R≥0 para todo i ∈ {1, . . . , d}.
Denotaremos con bλic la parte entera del nu´mero real λi y con [λi] := λi − bλic
la parte fraccionaria de λi; podemos reescribir m como
m = v +
d∑
i=1
(bλic+ [λi]) wi =
(
v +
d∑
i=1
[λi]wi
)
+
(
d∑
i=1
bλicwi
)
.
Como los vectores w1, . . . ,wd son linealmente independientes, forman una base
de Rd y por lo tanto esta u´ltima expresio´n de m es u´nica (i.e. los enteros bλic y
los reales [λi] son u´nicos). Adema´s,
p := v +
d∑
i=1
[λi]wi = m−
(
d∑
i=1
bλicwi
)
∈ (p+ ΠK) ∩ Zd.
A ra´ız de esta equivalencia, llegamos al resultado deseado :
σv+K(z) =
∑
m∈(v+K)∩Zd
zm
=
∑
p∈(v+ΠK)∩Zd
ki∈Z≥0
zp+k1w1+···+kdwd
=
 ∑
p∈(v+ΠK)∩Zd
zp

︸ ︷︷ ︸
σv+ΠK (z)
 ∑
k1∈Z≥0
(zw1)k1

︸ ︷︷ ︸
1
1−zw1
· · ·
 ∑
kd∈Z≥0
(zwd)kd

︸ ︷︷ ︸
1
1−zwd
=
σv+ΠK(z)
(1− zw1) · · · (1− zwd) .

Supongamos que an˜adimos a las hipo´tesis del u´ltimo teorema que el d-cono eucl´ıdeo
puntiagudo y simplicial trasladado v +K no contiene ningu´n punto entero en su fron-
tera : (v + ∂K) ∩ Zd = ∂(v +K) ∩ Zd = ∅. Por lo tanto tampoco pueden haber puntos
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enteros en la interseccio´n de la frontera del paralelep´ıpedo fundamental Πv+K con la
frontera de v +K : ∂(v +K)∩ ∂Πv+K ∩Zd = ∅. A partir de la expresio´n de la frontera
de K dada en (1.2) (pa´g. 12), tenemos que :
∂(v +K) ∩ ∂Πv+K =
{
v +
d∑
i=1
λiwi : ∀i, 0 ≤ λi < 1, ∃j, λj = 0
}
,
y el interior de Πv+K se puede describir como :
int (Πv+K) = int (v + ΠK) = v + int (ΠK) =
{
v +
d∑
i=1
λiwi : ∀j, 0 < λj < 1
}
.
Adema´s podemos recuperar exactamente la demostracio´n del teorema 3.5 y substituir
el paralelep´ıpedo v + ΠK por su interior v + int(ΠK). Con esto podemos deducir el
siguiente resultado :
Corolario 3.6. Sea K un d-cono eucl´ıdeo puntiagudo y simplicial generado por d
vectores linealmente independientes w1, . . . ,wd enteros (de Zd) y con ve´rtice en 0(d)
(el origen). Si v ∈ Rd es un vector de modo que ∂(v +K) ∩ Zd = ∅, entonces :
σv+K(z) =
σv+int(ΠK)(z)
(1− zw1) · · · (1− zwd)
donde ΠK es el paralelep´ıpedo fundamental de K.
Corolario 3.7. Si K = p+ cone(W ) es un d-cono eucl´ıdeo y puntiagudo de Rd siendo
W un conjunto finito de vectores de Zd y p un punto de Rd, entonces σK(z) evalu´a en
una funcio´n racional en la coordenadas z1, . . . , zd de z.
Demostracio´n. Sean K′ := cone(W ) el d-cono eucl´ıdeo puntiagudo con ve´rtice en el
origen y generado por W , y p el vector de Rd definido por la relacio´n 0(d) + p = p.
Segu´n el teorema 1.16 (pa´g. 20) existe una triangulacio´n {K′1, . . . ,K′m} de K′ sin usar
nuevos generadores. Por definicio´n de triangulacio´n tenemos que K′ = ⋃mi=1K′i y segu´n
el lema B.12 (pa´g. 95) se cumple
σK′(z) =
m∑
k=1
(−1)k−1
 ∑
1≤i1<···<ik≤m
σK′i1∩···∩K
′
ik
(z)

donde K′i1 ∩ · · · ∩ K′ik es una cara comu´n a los d-conos eucl´ıdeos puntiagudos y sim-
pliciales K′i1 , . . . ,K′ik (y por tanto, tambie´n son conos eucl´ıdeos puntiagudos y simpli-
ciales). Luego,
σK(z) = σp+K′(z) =
m∑
k=1
(−1)k−1
 ∑
1≤i1<···<ik≤m
σp+(K′i1 )∩···∩K
′
ik
)(z)

porque, segu´n el lema 1.17 (pa´g. 20), {p+K′1, . . . ,p+K′m} es una triangulacio´n sin usar
nuevos generadores de p+K′ = K. Segu´n el teorema 3.5, como los conos K′i1 ∩· · ·∩K′ik
tienen generadores de Zd y el origen como ve´rtice, tenemos que σp+(K′i1∩···∩K′ik )(z)
evaluan en funciones racionales en las coordenadas de z. 
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No´tese que tanto el teorema 3.5 como el u´ltimo corolario nos indican que evaluar la
codificacio´n entera de un subconjunto no vac´ıo S de Rd en el punto z = 1(d) = (1, d. . ., 1)
no es deseable cua´ndo S es un d-cono eucl´ıdeo y puntiagudo.
Sea P un d-pol´ıtopo entero de Rd; con la descripcio´n de los puntos enteros en el
cono sobre P, cone(P), dada en (1.4) (pa´g. 18) y con el lema B.12 (pa´g. 95) se obtiene :
σcone(P)(z1, . . . , zd, zd+1) =
∑
m∈cone(P)∩Zd+1
(z1 · · · zd · zd+1)m
= 1 +
∑
t≥1
(m1,...,md)∈tP∩Zd
(z1 · · · zd)(m1,...,md)ztd+1
= 1 +
∑
t≥1
 ∑
(m1,...,md)∈tP∩Zd
(z1 · · · zd)(m1,...,md)
 ztd+1
= 1 +
∑
t≥1
σtP(z1, . . . , zd)ztd+1.
A partir de esta expresio´n y con la ayuda de la identidad (3.2), deducimos que
σcone(P)(1, d. . ., 1, z) = 1 +
∑
t≥1
σtP(1, d. . ., 1)zt
= 1 +
∑
t≥1
#
(
tP ∩ Zd
)
zt
= 1 +
∑
t≥1
L(P, t)zt = Ehr(P, z).
(3.3)
3.4 Demostracio´n del teorema de Ehrhart
La demostracio´n original del teorema 3.1 se debe al mismo Euge`ne Ehrhart, quie´n
publico´ en el an˜o 1962 el art´ıculo titulado Sur les polye`dres rationnels homothe´tiques a`
n dimensions y en donde enuncia y demuestra la igualdad (3.4) que explicaremos ma´s
adelante.
Para la demostracio´n que vamos a dar del teorema de Ehrhart, es fundamental el
resultado que probaremos a continuacio´n y que se basa en la definicio´n de los nu´meros
Eulerianos.
Lema 3.8. Si
∑
t≥0
f(t)zt =
g(z)
(1− z)d+1 , entonces son equivalentes :
(i) f es un polinomio de grado d en t.
(ii) g es un polinomio de grado menor o igual a d en z tal que g(1) 6= 0.
En este caso, si K designa uno de los cuerpos Q, R o´ C entonces los coeficientes de f
pertenecen a K si, y so´lo si, g tiene sus coeficientes en K.
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Demostracio´n. Veamos que (i) implica (ii) : supongamos que f es un polinomio de
grado d en t. Entonces f(t) =
∑d
k=0 akt
k con ak ∈ K para todo k ∈ {0, 1, . . . , d} y
ad 6= 0. Luego, usando la definicio´n (R4) de los nu´meros Eulerianos3, tenemos
g(z)
(1− z)d+1 =
∑
t≥0
f(t)zt
=
∑
t≥0
(
d∑
k=0
akt
k
)
zt
=
d∑
k=0
ak
∑
t≥0
tkzt
=
d∑
k=0
ak ·
∑k
j=0A(k, j)z
j
(1− z)k+1
=
∑d
k=0 ak
∑k
j=0A(k, j)z
j(1− z)d−k
(1− z)d+1
=
∑d
k=0 ak(1− z)d−k
∑k
j=0A(k, j)z
j
(1− z)d+1 .
Por lo tanto,
g(z) =
d∑
k=0
ak(1− z)d−k
k∑
j=0
A(k, j)zj .
Para cada k ∈ {0, 1, 2, . . . , d}, definimos el polinomio con coeficientes enteros
hk(z) := (1− z)d−k
k∑
j=0
A(k, j)zj
cuyo grado (respecto a la variable z) es
degz(hk) = degz
(
(1− z)d−k
)
+ degz
 k∑
j=0
A(k, j)zj
 = (d− k) + k = d
porque trabajamos en el dominio de integridad Z y A(k, k) = 1 para todo k ∈ Z≥0. Es
decir que g =
∑d
k=0 akhk es suma finita de polinomios de grado d en z y con coeficientes
en K. Deducimos que g es un polinomio de Kd[z]. Adema´s,
g(1)
(∗)
= ad
d∑
j=0
A(d, j)
(∗∗)
= ad · d! 6= 0
porque ad 6= 0, en (∗∗) usamos el apartado b) de la proposicio´n A.4 (pa´g. 80), y en (∗)
usamos que
(1− z)d−k|z=1 =
{
0 si k ∈ {0, 1, . . . , d− 1};
1 si k = d.
3Consu´ltese la pa´gina 80.
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Veamos que (ii) implica (i) : supongamos que g ∈ Kd[z] y que g(1) 6= 0. Es decir,
g(z) =
∑d
k=0 bkz
k con
∑d
k=0 bk = g(1) 6= 0 y bk ∈ K, ∀k. Usando el desarollo en serie
de potencias de la funcio´n racional 1/(1−z)d+1 dada en el lema A.1 (pa´g. 79), tenemos∑
t≥0
f(t)zt =
g(z)
(1− z)d+1 =
∑d
k=0 bkz
k
(1− z)d+1 =
d∑
k=0
bkz
k
∑
t≥0
(
d+ t
d
)
zt
=
d∑
k=0
bk
∑
t≥0
(
d+ t
d
)
zt+k
=
d∑
k=0
bk
∑
t≥k
(
d+ t− k
d
)
zt
=
d∑
k=0
bk
∑
t≥0
(
d+ t− k
d
)
zt
=
∑
t≥0
(
d∑
k=0
bk
(
d+ t− k
d
))
zt
(en la penu´ltima igualdad usamos que
(
d+t−k
d
)
= 0 si 0 ≤ t ≤ k − 1). Por lo tanto,
f(t) =
d∑
k=0
bk
(
d+ t− k
d
)
.
Segu´n la proposicio´n A.5 (pa´g. 81), para cada k ∈ {0, . . . , d}
hk(t) :=
(
d+ (t− k)
d
)
=
1
d!
d∑
j=0
(−1)d−js(d+ 1, j + 1)(t− k)j
es un polinomio de grado d en t con coeficientes racionales4 y con coeficiente principal
lc(hk) = 1/d! (porque s(d+ 1, d+ 1) = 1). Por lo tanto, f =
∑d
k=0 bkhk es suma finita
de polinomios de grado d en t cuyo coeficiente principal es lc(f) =
∑d
k=0 bklc(hk) =
(
∑d
k=0 bk)/d! 6= 0 porque
∑d
k=0 bk 6= 0. Deducimos que f es un polinomio de grado d
en la variable t y con coeficientes en K. 
Demostracio´n del teorema de Ehrhart para s´ımplices
Empezaremos probando el teorema de Ehrhart para un d-s´ımplice entero S de Rd. Sean
v1, . . . , vd+1 los d+1 ve´rtices enteros de S (que son puntos linealmente independientes).
Consideramos el cono sobre S, cone(S), en Rd+1 generado por los vectores wi = (vi, 1)
(i = 1, . . . , d+ 1) de Zd+1. Estos vectores forman una base del espacio vectorial Rd+1 y
por tanto cone(S) es un (d+ 1)-cono eucl´ıdeo puntiagudo y simplicial. Podemos, pues,
aplicar el teorema 3.5 (con v = 0d) y la relacio´n (3.3) para obtener :
Ehr(S, z) = σcone(S)(1, d. . ., 1, z) =
σΠcone(S)(1,
d. . ., 1, z)
(1− z)d+1 ,
4s(d+ 1, j + 1) es un nu´mero de Stirling de primera especie (consultar el ape´ndice §A.2).
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donde Πcone(S) designa el paralelep´ıpedo fundamental de cone(S). Si tomamos el con-
venio5 L(S, 0) := 1, entonces tenemos
∑
t≥0
L(S, t)zt = 1 +
∑
t≥1
L(S, t)zt = Ehr(S, z) = σΠcone(S)(1,
d. . ., 1, z)
(1− z)d+1 . (3.4)
Segu´n el lema 3.8, para demostrar que L(S, t) es un polinomio de grado d en la variable
entera t es necesario y suficiente probar que σΠcone(S)(1,
d. . ., 1, z) es un polinomio de
grado menor o igual a d (respecto a la indeterminada z) y que σΠcone(S)(1,
d. . ., 1, 1) 6= 0.
Recordamos que
σΠcone(S)(z1, . . . , zd, z) =
∑
(m1,...,md,m)∈Πcone(S)∩Zd+1
zm11 · · · zmdd · zm,
y que Πcone(S) = {
∑d+1
i=1 λiwi : 0 ≤ λi < 1, ∀i}. Luego, si m ∈ Πcone(S)∩Zd+1 entonces
existen 0 ≤ λ1, . . . , λd+1 < 1 tales que
m =
d+1∑
i=1
λiwi =
d+1∑
i=1
λi(v
i, 1) =
(
d+1∑
i=1
λiv
i,
d+1∑
i=1
λi
)
.
En particular,
∑d+1
i=1 λi ∈ Z y 0 ≤
∑d+1
i=1 λi < d + 1. Por lo tanto, 0 ≤
∑d+1
i=1 λi ≤ d y
de aqu´ı obtenemos
σΠcone(S)(z1, . . . , zd, z) =
d∑
i=0
 ∑
0≤λ1,...,λd+1<1
λ1+···+λd+1=i
(z1 · · · zd)λ1v1+···+λd+1vd+1
 zi.
Por lo tanto, el grado de σΠcone(S)(1,
d. . ., 1, z) respecto a la variable z es menor o igual
a d. Como 0(d+1) (el origen) es un punto de Πcone(S) ∩ Zd+1, se cumple
+∞ > σΠcone(S)(1, d. . ., 1, 1) = #
(
Πcone(S) ∩ Zd+1
)
≥ 1
(la finitud se debe a que Πcone(S) es un conjunto acotado). En particular, acabamos de
demostrar el siguiente. . .
Corolario 3.9. Si S es un d-s´ımplice entero tal que vert(S) = {v1, . . . , vd+1}, entonces
Ehr(S, z) = 1 +
∑
t≥1
L(S, t)zt = hdz
d + hd−1zd−1 + · · ·+ h1z + h0
(1− z)d+1 ,
donde h0 ≥ 1 y para todo k ∈ {0, 1, . . . , d} se cumple
hk = #
{
d+1∑
i=1
λiv
i ∈ Zd : 0 ≤ λ1, . . . , λd+1 < 1,
d+1∑
i=1
λi = k
}
∈ Z≥0.
5Esta suposicio´n tiene su sentido porque podemos pensar que la dilatacio´n 0-e´sima de un pol´ıtopo
P de Rd es 0P := {0(d)}. Ma´s adelante veremos que esta hipo´tesis esta´ bie´n fundamentada.
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Deducimos que L(S, t) es un polinomio de grado d en la variable entera y positiva
t. Adema´s, podemos an˜adir que los coeficientes de L(S, t) son racionales porque los
coeficientes del polinomio σΠcone(S)(1,
d. . ., 1, z) son racionales (de hecho, enteros − ver
el corolario 3.9). Au´n ma´s, si suponemos que L(S, t) = ∑dk=0 aktk es la expresio´n del
polinomio de Ehrhart de S con ak ∈ Q para cada k y ad 6= 0, entonces
l´ım
t→+∞
L(S, t)
td
= l´ım
t→+∞
(
ad +
ad−1
t
+ · · ·+ a1
td−1
+
a0
td
)
= ad.
Esto nos dice que el coeficiente principal de L(S, t) es positivo porque es el l´ımite de
la sucesio´n de nu´meros reales y positivos {L(S, n)/nd}n≥1.
Extensio´n de la demostracio´n a pol´ıtopos cualesquiera
Sea P un d-pol´ıtopo entero de Rd; sabemos que existe una triangulacio´n T de P sin
usar nuevos ve´rtices. Esta triangulacio´n es una coleccio´n finita de d-s´ımplices enteros6
S1, . . . ,Sm (m = #T ) y se cumple
a) P =
m⋃
i=1
Si =
⋃
S∈T
S, y
b) si i, j ∈ {1, . . . ,m} son tales que i 6= j entonces Si∩Sj es un s´ımplice de dimensio´n
menor a d (segu´n la proposicio´n 1.12, pa´g. 15).
Por lo tanto, podemos descomponer el volumen discreto de P de la siguiente manera :
L(P, t) =
m∑
i=1
L(Si, t) +
m∑
k=2
(−1)k−1
 ∑
1≤i1<···<ik≤m
L(Si1 ∩ · · · ∩ Sik , t)

donde Si1 ∩ · · · ∩ Sik es, o bien el vac´ıo (y por tanto, el volumen discreto de dilatacio´n
de factor t es cero), o bie´n un s´ımplice de dimensio´n menor a d (porque es una cara
propia de los d-s´ımplices Si1 , . . . ,Sik). Es decir que, en esta expresio´n, los m primeros
sumandos son polinomios de grado d en t con coeficientes racionales y cuyos coeficientes
l´ıderes son positivos (porque Si es un d-s´ımplice para cada i), y L(Si1 ∩ · · · ∩ Sik , t)
son polinomios de grado menor a d en t y con coeficientes racionales. Deducimos que
L(P, t) es un polinomio de grado d en la variable entera y postiva t, con coeficientes
racionales, y cuyo coeficiente principal es positivo. Con esto concluye la demostracio´n
del teorema de Ehrhart.
Puesto que el volumen discreto L(P, t) de un pol´ıtopo entero P de Rd evalu´a en un
polinomio cuya variable es el factor t ∈ Z>0 de dilatacio´n, consideraremos que L(P,−t)
consiste en evaluar el polinomio L(P, x) en x = −t, es decir L(P,−t) := L(P, x)|x=−t ;
y tambie´n L(P, 0) := L(P, x)|x=0 .
En el siguiente cap´ıtulo extenderemos el resultado del corolario 3.9 para pol´ıtopos
enteros cualesquiera y probaremos, entre otras cosas, la ley de reciprocidad de Ehrhart-
Macdonald.
6Los s´ımplices S1, . . . ,Sm son enteros porque sus ve´rtices son los ve´rtices de P.

CAPI´TULO 4
Propiedades del polinomio y de la serie
de Ehrhart
Sea P un d-pol´ıtpo entero de Rd; sabemos que su polinomio de Ehrhart es de grado
d y con coeficientes racionales : L(P, t) = cdtd + cd−1td−1 + · · · + c1t + c0 con ci ∈ Q
para todo i. En este cap´ıtulo daremos una prueba alternativa de la racionalidad de los
coeficientes ci y determinaremos los significados geome´tricos de cd y cd−1, adema´s del
valor del te´rmino independiente c0. Tambie´n dedicaremos una seccio´n para probar la
ley de reciprocidad de Ehrhart-Macdonald : L(int(P), t) = (−1)dL(P,−t). La mayor
parte del contenido del cap´ıtulo proviene de [BR09, §3, §4, §5] y lo hemos completado
con los ejercicios propuestos en el mismo manual.
4.1 Teorema de Stanley y sus consecuencias
En la demostracio´n del teorema de Ehrhart (seccio´n §3.4), hemos demostrado que
la serie de Ehrhart de un s´ımplice d-dimensional y entero S evalu´a en una funcio´n
racional de la siguiente forma :
Ehr(S, z) = 1 +
∑
t≥1
L(S, t)zt = hdz
d + hd−1zd−1 + · · ·+ h1z + h0
(1− z)d+1
con hd, hd−1, . . . , h1, h0 ∈ Z≥0 (corolario 3.9, pa´g. 38). Esta propiedad no es exclusiva
de los s´ımplices sino que tambie´n se extiende a cualquier d-pol´ıtopo entero de Rd :
Teorema 4.1 (Stanley, 1980). Si P es un d-pol´ıtopo entero de Rd entonces
Ehr(P, z) = hdz
d + hd−1zd−1 + · · ·+ h1z + h0
(1− z)d+1 (4.1)
con hd, hd−1, . . . , h1 ∈ Z≥0 y h0 = 1. Estos nu´meros enteros se llaman los coeficientes
de la serie de Ehrhart de P.
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Este resultado (tambie´n conocido como “teorema de la no-negatividad de Stanley”)
fue enunciado y probado por el matema´tico estadounidense Richard Peter Stanley. La
aparicio´n ma´s temprana que conocemos de este resultado se encuentra en la revista
Annals of Discrete Mathematics que fecha del an˜o 1980, en el art´ıculo Decompositions
of rational convex polytopes escrito por e´l mismo1.
Demostracio´n. Consideremos el cono sobre P, cone(P) (que es un cono puntiagudo
y entero de Rd+1 de dimensio´n d+ 1 que tiene por ve´rtice el origen) y sean
{K1, . . . ,Km} una triangulacio´n sin usar nuevos generadores de cone(P),
H0 := {x = (x1, . . . , xd+1) ∈ Rd+1 : 〈x, ed+1〉 = xd+1 = 0} un hiperplano racional
y de soporte de cone(P) que determina su ve´rtice.
Segu´n el corolario B.7 (pa´g. 90), existe un vector u = (u1, . . . , ud+1) ∈ Rd+1 tal que
1) u no pertenece al subespacio vectorial F0 = {(x1, . . . , xd+1) ∈ Rd+1 : xd+1 = 0}
asociado al hiperplano H0, ud+1 < 0 y ‖u‖ < 1;
2) cone(P) ∩ Zd+1 = (u + cone(P)) ∩ Zd+1 = ⊎mi=1 ((u +Ki) ∩ Zd+1)
3) ∂(u + cone(P)) ∩ Zd+1 = ∅ = ∂(u +Ki) ∩ Zd+1 para todo i ∈ {1, . . . ,m}.
Segu´n el lema B.12 (pa´g. 95) la identidad 2) se traduce en σcone(P)(z) =
∑m
i=1 σu+Ki(z).
Ahora, segu´n la relacio´n (3.3) de la pa´gina 35, si evaluamos esta u´ltima igualdad en el
punto z = (1, d. . ., 1, z) entonces recuperamos la serie de Ehrhart de P :
Ehr(P, z) = σcone(P)(1, d. . ., 1, z) =
m∑
i=1
σu+Ki(1, d. . ., 1, z).
Para terminar la demostracio´n del teorema de Stanley, veremos que cada codificacio´n
entera σu+Ki(1, d. . ., 1, z) evalu´a en una funcio´n racional con denominador (1 − z)d+1
y cuyo numerador es un polinomio de grado menor o igual a d en la variable z y con
coeficientes enteros.
Sabemos que u + Ki es un (d + 1)-cono eucl´ıdeo puntiagudo y simplicial de Rd+1
para cada i ∈ {1, . . . ,m}, y segu´n el corolario 3.6 (pa´g. 34) tenemos que
σu+Ki(1, d. . ., 1, z) =
σu+int(ΠKi )
(1, d. . ., 1, z)
(1− z)d+1
donde ΠKi es el paralelep´ıpedo fundamental de Ki. Por lo tanto, basta con probar que,
para cada i, σu+int(ΠKi )
(1, d. . ., 1, z) es un polinomio de grado menor o igual a d con
coeficientes enteros y no-negativos. Recordamos que si v1, . . . , vn ∈ Zd son los ve´rtices
de P, entonces los generadores de cone(P) son los vectores (v1, 1), . . . , (vn, 1) ∈ Zd+1,
los conos eucl´ıdeos puntiagudos y enteros Ki de la triangulacio´n de cone(P) son de
la forma cone({(vi1 , 1), . . . , (vid+1 , 1)}) para unos ciertos i1, . . . , id+1 ∈ {1, . . . , n}
diferentes dos a dos, y
1Se puede consultar este art´ıculo en http://www-math.mit.edu/~rstan/pubs/pubfiles/40.pdf;
concretamente el resultado corresponde al teorema 2.1.
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int (ΠKi) =
{∑d+1
j=1 λj(v
ij , 1) : 0 < λj < 1
}
para cada i ∈ {1, . . . ,m}.
Queremos dar una descripcio´n detallada de σu+int(ΠKi )
(1, d. . ., 1, z); para ello seguiremos
la argumentacio´n realizada en la seccio´n §3.4. En primer lugar, recordamos que
(u + int (ΠKi)) ∩ Zd+1 =
u +
d+1∑
j=1
λj(v
ij , 1) ∈ Zd+1 : 0 < λj < 1, ∀j
 =: M
y que la codificacio´n entera de este conjunto tiene la siguiente expresio´n :
σu+int(ΠKi )
(z1, . . . , zd, z) =
∑
(m1,...,md,m)∈M
(z1 · · · zd)(m1,...,md) · zm.
Como el vector u = (u1, . . . , ud+1) satisface ud+1 < 0 y |ud+1| ≤ ‖u‖ < 1, tenemos que
−1 < ud+1 < 0. Por lo tanto, si (m1, . . . ,md,m) ∈ M entonces existen unos nu´meros
reales 0 < λ1, . . . , λd+1 < 1 tales que −1 < m = ud+1 + λ1 + · · · + λd+1 < d + 1 y
m ∈ Z. En consecuencia, para cada n ∈ {0, 1, 2, . . . , d} definimos el conjunto acotado2
M in :=
(u1, . . . , ud) +
d+1∑
j=1
λjv
ij ∈ Zd : 0 < λj < 1, ∀j, ud+1 +
d+1∑
j=1
λj = n

y deducimos que σu+int(ΠKi )
(1, d. . ., 1, z) =
∑d
n=0 #M
i
n · zn es un polinomio de grado
menor o igual a d con coeficientes enteros y no-negativos para cualquier i ∈ {1, . . . ,m}.
Esto termina la prueba de la primera parte del teorema.
Veamos, para terminar, que h0 = 1 : como el origen 0
(d+1) es un punto de cone(P)
(de hecho, 0(d+1) es el ve´rtice de cone(P)), segu´n la descripcio´n dada en 2) existe un
u´nico ı´ndice i ∈ {1, . . . ,m} tal que 0(d+1) ∈ (u +Ki). Como el cono puntiagudo u +Ki
no tiene puntos reticulares en su frontera (condicio´n 3), el origen esta´ situado en su
interior int(u + Ki) = u + int(Ki). Es decir que 0(d+1) ∈ (u + int(ΠKi)) ∩ Zd+1 y
(0, d. . ., 0) ∈ M i0. Adema´s, #M i0 = 1 y #M j0 = 0 para cada j 6= i porque 0(d+1) es el
u´nico punto reticular de u + cone(P) cuya u´ltima coordenada es cero (si hubiera otro
entonces este punto tambie´n estar´ıa contenido en cone(P) por la condicio´n 2 pero, en
este cono, el u´nico punto cuya u´ltima coordenada es cero es el origen). Deducimos que
. σu+int(ΠKi )
(1, d. . ., 1, 0) = #M i0 = 1;
. σu+int(ΠKj )
(1, d. . ., 1, 0) = #M j0 = 0 para todo j ∈ {1, . . . ,m} \ {i};
y concluimos, finalmente, que
h0 = Ehr(P, 0) =
m∑
j=1
σu+Kj (1, d. . ., 1, 0) = 1 +
m∑
j=1
j 6=i
σu+Kj (1, d. . ., 1, 0)︸ ︷︷ ︸
0
= 1.

2El conjunto M in es acotado porque es la proyeccio´n de M∩(Rd×{n}) en las d primeras coordenadas.
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A partir de la expresio´n (4.1) de la serie de Ehrhart del d-pol´ıtopo entero P dada
en el teorema de Stanley, tenemos que3
1 +
∑
t≥1
L(P, t)zt = Ehr(P, z) = 1
(1− z)d+1 ·
d∑
j=0
hjz
j
=
∑
t≥0
(
t+ d
d
)
zt
 d∑
j=0
hjz
j

=
∑
t≥0
d∑
j=0
hj
(
t+ d
d
)
zt+j
=
∑
t≥j
d∑
j=0
hj
(
t+ d− j
d
)
zt
=
∑
t≥0
d∑
j=0
hj
(
t+ d− j
d
)
zt,
donde en la tercera igualdad usamos el desarollo en serie de potencias de la funcio´n
z 7−→ 1/(1− z)d+1 dado en el lema A.1 (pa´g. 79), y en la penu´ltima igualdad usamos
que
(
t+d−j
d
)
= 0 para cada 0 ≤ t ≤ j − 1. Por tanto, igualando los coeficientes de la
primera y de la u´ltima serie obtenemos la identidad
L(P, t) =
d∑
j=0
hj
(
t+ d− j
d
)
. (4.2)
Lema 4.2. Sea n ≥ 0 un nu´mero natural.
(i) Para cada m ∈ Z, (x+mn ) = (x+m)(x+m−1) ··· (x+m−n+1)n! es un polinomio de gra-
do n en la indeterminada x, con coeficiente principal 1/n!, y con coeficientes
racionales.
(ii)
(
x+n
n
)
,
(
x+n−1
n
)
, . . . ,
(
x+1
n
)
,
(
x
n
)
es una base de Cn[x], Rn[x] y Qn[x].
Prueba. Veamos (i) : sea m ∈ Z cualquiera, segu´n la definicio´n de los nu´meros de
Stirling de primera especie s(n, k) (ve´ase el ape´ndice §A.2, pa´g. 81) tenemos que
(
x+m
n
)
=
1
n!
n∑
k=0
s(n, k)(x+m)k =
1
n!
n∑
k=0
k∑
j=0
(
k
j
)
s(n, k)mk−jxj .
Puesto que s(n, k) ∈ Z para todo k ∈ {0, . . . , n} y s(n, n) = 1, claramente (x+mn ) es
un polinomio de grado n en la indeterminada x y con coeficientes racionales. Veamos
(ii) por induccio´n sobre n ≥ 0. Si n = 0 entonces (x0) = 1 es una base de C0[x] = C. Si
n = 1, entonces
(
x+1
1
)
= x + 1 y
(
x
1
)
= x forman una base de C1[x]. Supongamos que
3El ca´lculo que desarollaremos es el mismo que hemos usado para probar la implicacio´n (ii)⇒ (i)
en el lema 3.8 (pa´g.35).
4. Propiedades del polinomio y de la serie de Ehrhart 45
el resultado es cierto para n− 1 (n ≥ 1) y veamos que tambie´n se cumple para n. La
hipo´tesis de induccio´n es que los polinomios(
x+ n− 1
n− 1
)
,
(
x+ n− 2
n− 1
)
, . . . ,
(
x+ 1
n− 1
)
,
(
x
n− 1
)
forman una base de Cn−1[x]. Para demostrar que
(
x+n
n
)
,
(
x+n−1
n
)
, . . . ,
(
x+1
n
)
,
(
x
n
)
es una
base de Cn[x], veremos que todo polinomio de Cn[x] es combinacio´n lineal u´nica de
estos polinomios. Sea p(x) ∈ Cn[x], diferenciamos dos casos :
si deg(p(x)) ≤ n − 1 (deg(p(x)) designa el grado del polinomio p(x)), entonces
p(x) ∈ Cn−1[x] y por la hipo´tesis de induccio´n existen λ0, λ1, . . . , λn−1 ∈ C u´nicos
tales que p(x) =
∑n−1
k=0 λk
(
x+n−1−k
n−1
)
. Segu´n la relacio´n (R2) (pa´g. 79) tenemos(
x+ n− k
n
)
−
(
x+ n− 1− k
n
)
=
(
x+ n− 1− k
n− 1
)
, ∀k = 0, 1, . . . , n− 1;
y por tanto p(x) =
∑n−1
k=1(λk − λk−1)
(
x+n−k
n
)
+ λ0
(
x+n
n
)− λn−1(xn). La unicidad
de los escalares λk implica que esta u´ltima expresio´n es u´nica.
Si deg(p(x)) = n, entonces deg
(
p(x)− lc(p(x))n!(xn)) ≤ n − 1 (lc(p(x)) repre-
senta el coeficiente principal del polinomio p(x)) y aplicando la hipo´tesis de in-
duccio´n existen λ0, λ1, . . . , λn−1 ∈ C u´nicos tales que
p(x)− lc(p(x))n!
(
x
n
)
=
n−1∑
k=0
λk
(
x+ n− 1− k
n− 1
)
.
Usando nuevamente la relacio´n (R2) (pa´g. 79) tenemos que
p(x) = (lc(p(x))n!− λn−1)
(
x
n
)
+
n−1∑
k=1
(λk − λk−1)
(
x+ n− k
n
)
+ λ0
(
x+ n
n
)
es una expresio´n u´nica de p(x) como combinacio´n lineal de los polinomios
(
x+n−k
n
)
(como quer´ıamos ver).
Para probar que
(
x+n
n
)
,
(
x+n−1
n
)
, . . . ,
(
x+1
n
)
,
(
x
n
)
es una base de Rn[x] y Qn[x] se usa el
mismo razonamiento pero tomando coeficientes en R y Q respectivamente. 
Combinando el lema 4.2 con la expresio´n (4.2) deducimos que los coeficientes de
la serie de Ehrhart de P son los coeficientes del polinomio de Ehrhart de P en la
base {(t+d−jd )}dj=0 de Qd[t]. Como estos coeficientes (h0, h1, . . . , hd−1, hd) son enteros y
no-negativos (segu´n el teorema de Stanley), tenemos que el polinomio de Ehrhart de
P pertenece al Q-espacio vectorial de los polinomios con coeficientes racionales y de
grado menor o igual a d, Qd[t]. Por otro lado, si evaluamos el polinomio de Ehrhart de
P en t = 0 y t = 1 en la expresio´n (4.2) obtenemos :
L(P, 0) =
d∑
j=0
hj
(
d− j
d
)
= h0
(
d
d
)
= 1;
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L(P, 1) =
d∑
j=0
hj
(
d− j + 1
d
)
= h0
(
d+ 1
d
)
+ h1
(
d
d
)
= d+ 1 + h1;
porque
(
d+1
d
)
= d + 1,
(
d
d
)
= 1, h0 = 1,
(
d−j
d
)
= 0 para todo 1 ≤ j ≤ d, y (d−j+1d ) = 0
para todo 2 ≤ j ≤ d. En particular, h1 = L(P, 1)− d− 1 y si retomamos la expresio´n
L(P, t) = cdtd+cd−1td−1+· · ·+c1t+c0 entonces c0 = L(P, 0) = 1. Aunque la expresio´n
L(P, 0) carece de sentido geome´trico (s´ı tiene sentido algebraico porque L(P, t) es un
polinomio), la relacio´n L(P, 0) = 1 no deber´ıa extran˜ar al lector porque convendremos
que se puede interpretar la dilatacio´n de factor cero del pol´ıtopo P como la reduccio´n
de P a un u´nico punto (el origen de coordenadas, 0(d) = (0, d. . ., 0)).
Ahora usaremos las expresiones del polinomio de Ehrhart L(P, t) en las bases {ti}di=0
y {(t+d−jd )}dj=0 de Qd[t] para deducir propiedades de los coeficientes ci y hi. Gracias a
(4.2) se cumple
d∑
i=0
cit
i = L(P, t) =
d∑
j=0
hj
(
t+ d− j
d
)
. (4.3)
En el miembro derecho de esta igualdad, los polinomios
(
t+d−j
d
)
= (t+d−j) ··· (t−j+1)d!
satisfacen d! · (t+d−jd ) ∈ Zd[t]. Esta propiedad se traduce en el miembro izquierdo de
la anterior igualdad de la siguiente manera : d! · ck ∈ Z para todo k ∈ {1, . . . , d} (el
caso k = 0 es evidente pues c0 = 1 y d! · c0 = d! es un nu´mero entero). Por lo tanto,
el mı´nimo comu´n mu´ltiplo de los denominadores de los coeficientes racionales ck del
polinomio L(P, t) divide el nu´mero factorial d!. Adema´s, de la igualdad (4.3) y del
hecho que los polinomios
(
t+d−j
d
)
son de grado d y con coeficiente principal 1/d! (para
cualquier j ∈ {0, 1, . . . , d}), podemos deducir que cd = 1d!(hd + hd−1 + · · ·+ h1 + 1).
Ca´lculo del volumen de subconjuntos de Rd a partir del ret´ıculo Zd
Sea S ⊂ Rd un conjunto d-dimensional, acotado y medible (respecto a las medidas de
Lebesgue y de Riemann en el espacio eucl´ıdeo Rd). La definicio´n anal´ıtica del volumen
de S es
volS :=
∫
S
1 dx < +∞
(esta integral es finita porque la funcio´n definida en Rd por
x 7−→
{
1 si x ∈ S;
0 si x /∈ S;
es integrable pues S es medible). Siguiendo la construccio´n de la integral de Riemann,
para cada t ∈ Z>0 podemos recubrir el conjunto S con un nu´mero finito de d-cubos de
arista 1/t porque S esta´ contenido en su clausura topolo´gica S (que es un compacto)
y porque volS = volS. Luego, podemos aproximar la integral que define el volumen
de S por el nu´mero de d-cubos de volumen 1/td que recubren S. Una manera de hacer
este recuento es contar el nu´mero de puntos de
(
1
t Z
)d∩S, es decir enumerar los puntos
de S de la forma (b1/t, . . . , bd/t) con b1, . . . , bd ∈ Z, y considerarlos como los centros
de los d-cubos que recubren S (ver la figura 4.1).
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S
cuadrado de a´rea 1
Aproximamos el a´rea del pol´ıgono entero S
por el nu´mero de cuadrados de a´rea 1 que
tienen como centro un punto reticular de S.
Observamos que esta aproximacio´n no es ni
por exceso ni por defecto.
(a) Usando cuadrados de a´rea 1.
S
cuadrado de a´rea 1/4
Aproximamos el a´rea del pol´ıgono entero S
por el nu´mero de cuadrados de a´rea 1/4 que
tienen como centro algu´n punto de S de la
forma (a/2, b/2) con a y b enteros.
(b) Usando cuadrados de a´rea 1/4.
Figura 4.1 – Aproximacio´n del a´rea de un pol´ıgono entero por cuadrados racionales.
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El volumen de S se obtiene cua´ndo el factor de dilatacio´n t tiende a infinito porque
as´ı el recubrimiento se ajusta a S. Por lo tanto,
volS = l´ım
t→+∞
1
td
·#
(
S ∩
(
1
t
Z
)d)
.
Ahora bien, x ∈ S ∩ (1t Z)d si, y so´lo si, x ∈ S y tx ∈ Zd o, equivalentemente, tx ∈ tS
y tx ∈ Zd. Es decir que # (S ∩ (1t Z)d) = # (tS ∩ Zd). Deducimos que el volumen de
S puede calcularse mediante la siguiente fo´rmula :
volS = l´ım
t→+∞
#
(
tS ∩ Zd)
td
. (4.4)
Observamos que si el conjunto S no es d-dimensional (es decir que su dimensio´n es
inferior a d), su volumen en Rd es cero. En estos casos, en lugar de calcular el volumen
de S, definimos el volumen relativo de S como el volumen de S en el subespacio af´ın
aff(S) que genera y lo notaremos con relvolS. Dicho de otra manera : si m = dimS < d
S
Cuadrados de a´rea 1 en el subespacio af´ın aff(S) de R3 que aproximan
el a´rea de S en aff(S) (el volumen de S en R3 es cero porque es una
figura plana).
puntos reticulares (de Z3) en R3
contenidos en el plano aff(S)
aff(S)
z
x
y
Figura 4.2 – Volumen relativo de un octa´gono (plano) de R3.
y t ∈ Z>0 entonces el volumen relativo de S se puede aproximar mediante el recuento
de los m-cubos de arista 1/t en aff(S) centrados en puntos de 1t Z
d∩S (i.e. de la forma
(z1/t, . . . , zd/t) con z1, . . . , zd ∈ Z) y multiplicando por el volumen de estos m-cubos,
1/tm (estos cubos son la “unidad” de medida). Luego,
relvolS = l´ım
t→+∞
1
tm
·#
(
S ∩
(
1
t
Z
)d)
.
Por lo tanto, ana´logamente al caso en que S es d-dimensional, tenemos la siguiente
fo´rmula para el volumen relativo de S :
relvolS = l´ım
t→+∞
#
(
tS ∩ Zd)
tm
. (4.5)
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Evidentemente, si S es un conjunto d-dimensional, entonces el volumen relativo de S
coincide con el volumen de S : relvolS = volS.
x
y
r1
r2 relvol(r1) = 2
relvol(r2) = 3
Figura 4.3 – Volu´menes relativos de segmentos enteros de R2.
Sean P un d-pol´ıtopo entero de Rd y L(P, t) = cdtd + cd−1td−1 + · · · + c1t + 1 su
polinomio de Ehrhart. Como subconjunto de Rd, P es compacto (acotado y cerrado) y
es medible respecto a las medidas de Riemann y de Lebesgue en Rd. Segu´n la fo´rmula
(4.4), el volumen del pol´ıtopo P es
volP = l´ım
t→+∞
#
(
tP ∩ Zd)
td
= l´ım
t→+∞
L(P, t)
td
= l´ım
t→+∞
cdt
d + cd−1td−1 + · · ·+ c1t+ 1
td
= cd.
Recapitulamos todos los resultados que han ido apareciendo a partir del teorema
de Stanley en el siguiente. . .
Teorema 4.3. Si P es un d-pol´ıtopo entero de Rd con serie de Ehrhart
Ehr(P, z) = hdz
d + hd−1zd−1 + · · ·+ h1z + 1
(1− z)d+1
y con polinomio de Ehrhart L(P, t) = cdtd + cd−1td−1 + · · ·+ c1t+ c0, entonces
(1) L(P, t) = (t+dd )+∑dk=1 hk(t+d−kd ) (i.e. 1, h1, . . . , hd−1, hd son los coeficientes del
polinomio de Ehrhart de P en la Q-base {(t+d−kd )}dk=0 de Qd[t]). En particular,
L(P, t) ∈ Qd[t].
(2) h1 = L(P, 1)− d− 1.
(3) c0 = L(P, 0) = 1; y en particular, Ehr(P, z) =
∑
t≥0
L(P, t)zt.
(4) d! · ck ∈ Z para todo k ∈ {1, . . . , d}.
(5) cd = volP = (hd + hd−1 + · · ·+ h1 + 1)/d!.
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4.2 Volumen de un d-pol´ıtopo entero a partir de su poli-
nomio de Ehrhart
Una de las aplicaciones que tiene el polinomio de Ehrhart de un d-pol´ıtopo entero
P de Rd es el ca´lculo de su volumen a partir de los valores de L(P, t) en t = 1, 2, . . . , d :
Proposicio´n 4.4. Si P es un d-pol´ıtopo entero y convexo de Rd, entonces
volP = 1
d!
(−1)d + d∑
j=1
(
d
j
)
(−1)d−jL(P, j)
 .
Para probar esta proposicio´n, necesitamos calcular la expresio´n de los coeficientes
de la matriz inversa de la matriz de Vandermonde.
Matriz de Vandermonde
Sean t0, t1, . . . , td ∈ C, se define la matriz de Vandermonde asociada a los nu´meros
complejos t0, t1, . . . , td como la matriz cuadrada con coeficientes complejos y de dimen-
sio´n d+ 1 siguiente :
V(t0, t1, . . . , td) :=

td0 t
d−1
0 · · · t0 1
td1 t
d−1
1 · · · t1 1
...
...
...
...
tdd t
d−1
d · · · td 1
 .
Esta matriz es conocida por la expresio´n de su determinante (conocido como determi-
nante de Vandermonde) :
det (V(t0, t1, . . . , td)) =
∏
0≤i<j≤d
(ti − tj).
En particular, la matriz de Vandermonde V(t0, t1, . . . , td) es regular (i.e. invertible) si,
y so´lo si, los nu´meros complejos t0, t1, . . . , td son diferentes dos a dos.
Sea Q(t) := adt
d + ad−1td−1 + · · · + a1t + a0 un polinomio de grado d en la inde-
terminada t y con coeficientes complejos. Dados d+ 1 nu´meros complejos t0, t1, . . . , td
diferentes dos a dos, tenemos que
Q(t0)
Q(t1)
...
Q(td−1)
Q(td)
 =

td0 t
d−1
0 · · · t0 1
td1 t
d−1
1 · · · t1 1
...
...
. . .
...
...
tdd−1 t
d−1
d−1 · · · td−1 1
tdd t
d−1
d · · · td 1

︸ ︷︷ ︸
V(t0,t1,...,td)

ad
ad−1
...
a1
a0
 (4.6)
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Supongamos que la matriz inversa de la matriz de Vandermonde, V(t0, t1, . . . , td)
−1,
tiene coeficientes bji (0 ≤ i, j ≤ d); entonces
Id+1 =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 =

td0 t
d−1
0 · · · t0 1
td1 t
d−1
1 · · · t1 1
...
...
...
...
tdd t
d−1
d · · · td 1

︸ ︷︷ ︸
V(t0,t1,...,td)

b00 b
1
0 · · · bd0
b01 b
1
1 · · · bd1
...
...
. . .
...
b0d b
1
d · · · bdd

︸ ︷︷ ︸
V(t0,t1,...,td)−1
. (4.7)
Definimos los polinomios Pk(y) :=
∑d
j=0 b
k
d−jy
j =
∑d
i=0 b
k
i y
d−i; a partir de la igualdad
de matrices en (4.7), tenemos que
Pk(ti) = 0 si i 6= k (i ∈ {0, . . . , d}),
Pk(tk) = 1.
Segu´n el me´todo de interpolacio´n de Lagrange4 podemos expresar el polinomio Pk de
la siguiente manera :
Pk(y) =
d∏
i=0
i 6=k
(
y − ti
tk − ti
)
=
1∏
i 6=k(tk − ti)
·
d∏
i=0
i 6=k
(y − ti). (4.8)
Adema´s, segu´n la fo´rmula de Vie`te (ver la ecuacio´n (V) en la pa´gina 81), tenemos que
d∏
i=0
i 6=k
(y − ti) = yd +
d∑
j=1
(−1)jσj(t0, . . . , t̂k, . . . , td)yd−j
=
d∑
j=0
(−1)jσj(t0, . . . , t̂k, . . . , td)yd−j
(4.9)
donde σj (j = 1, . . . , d) denota el j-e´simo polinomio sime´trico elemental, σ0 ≡ 1, y t̂k
indica que el complejo tk no aparece en la sucesio´n. Juntando las expresiones (4.9) y
(4.8), e igualando los coeficientes con la definicio´n de Pk(y) obtenemos :
bki =
(−1)iσi(t0, . . . , t̂k, . . . , td)∏
j 6=k(tk − tj)
.
Esta expresio´n de los coeficientes bki de la matriz V(t0, t1, . . . , td)
−1 en funcio´n de los
valores t0, . . . , td nos permite, volviendo a la relacio´n (4.6) :
ad
ad−1
...
a0
 = V(t0, t1, . . . , td)−1

Q(t0)
Q(t1)
...
Q(td)
 =

b00Q(t0) + b
1
0Q(t1) + · · ·+ bd0Q(td)
b01Q(t0) + b
1
1Q(t1) + · · ·+ bd1Q(td)
...
b0dQ(t0) + b
1
dQ(t1) + · · ·+ bddQ(td)

deducir que, para todo i ∈ {0, . . . , d}, se cumple
ai =
d∑
k=0
bkd−iQ(tk) =
d∑
k=0
(−1)d−iσd−i(t0, . . . , t̂k, . . . , td)Q(tk)∏
j 6=k(tk − tj)
. (4.10)
4Ver http://en.wikipedia.org/wiki/Lagrange_polynomial.
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Demostracio´n (de la proposicio´n 4.4). Sabemos que L(P, t) es un polinomio de
grado d en la variable t (teorema de Ehrhart 3.1). Tambie´n sabemos que su coeficiente
principal es volP. Si tomamos, con la notacio´n anterior, Q = L(P, ·) y tk = k para
todo k = 0, 1, . . . , d entonces, substityuendo en la expresio´n (4.10) con i = d y teniendo
en cuenta que σ0 ≡ 1, llegamos al resultado deseado :
volP =
d∑
k=0
L(P, k)∏d
j=0
j 6=k
(k − j)
=
1
(−1)dd! +
d∑
k=1
L(P, k)∏d
j=0
j 6=k
(k − j)
=
(−1)d
d!
+
d∑
k=1
L(P, k)
(−1)d−kk!(d− k)!
=
(−1)d
d!
+
1
d!
d∑
k=1
(
d
k
)
(−1)d−kL(P, k)
=
1
d!
(
(−1)d +
d∑
k=1
(
d
k
)
(−1)d−kL(P, k)
)
,
donde en la segunda y la tercera igualdad usamos que L(P, 0) = 1 y que
d∏
j=0
j 6=k
(k − j) =
k−1∏
j=0
(k − j) ·
d∏
j=k+1
(k − j) = k! · (−1)d−k · (d− k)!.

4.3 Ley de reciprocidad de Ehrhart-Macdonald
En el cap´ıtulo §3 hemos visto que la ley de reciprocidad se cumple para pol´ıgonos
enteros (seccio´n §3.1) y para cuatro pol´ıtopos d-dimensionales particulares (seccio´n
§3.2). Antes de empezar la demostracio´n de esta ley, probaremos el resultado en la
recta real e incluso ma´s : veremos que no so´lo es va´lida para pol´ıtopos 1-dimensionales
enteros sino que tambie´n lo es para 1-pol´ıtopos racionales de R.
ta
b
tc
d
2 3−3
R
0−1 1−2
tI = [ ta
b
, tc
d
]
Figura 4.4 – Dilatacio´n de un intervalo racional de la recta real.
Sean a, b, c, d ∈ Z tales que b, d ≥ 1 y a/c < b/d. Consideremos el intervalo compacto
y racional de la recta real I := [a/b, c/d] tal que int(I) = (a/b, c/d). Queremos hallar
las expresiones de L(I, t) y L(int(I), t) en funcio´n de t. Para ello, necesitamos un par
de resultados previos :
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Lema 4.5. Sean x ∈ R, m ∈ Z>0 y n ∈ Z.
(i) −b−xc es el mı´nimo nu´mero entero que es ma´s grande o igual que x.
(ii) bn−1m c = −b−nm c − 1. En particular, bn−1m c + 1 es el mı´nimo nu´mero entero que
es ma´s grande o igual que nm .
Prueba. Empecemos probando (i) : por definicio´n, bxc es el ma´ximo nu´mero entero
que es menor o igual a x. Por lo tanto, b−xc es el ma´ximo entero que es menor o igual
a −x. Deducimos que −b−xc es el mı´nimo entero que es mayor o igual a x. Veamos
(ii) : supongamos que n = mq + r es la divisio´n entera de n por m con q, r ∈ Z y
0 ≤ r < m. Diferenciamos dos casos :
si r = 0 entonces −nm = −q ∈ Z y n−1m = q − 1m , luego bn−1m c = bq − 1mc = q − 1
y −b−nm c − 1 = q − 1.
si r > 0 entonces −nm = −q− rm con 0 < rm < 1 y n−1m = q+ r−1m con 0 ≤ r−1m < 1,
luego −b−nm c − 1 = −(−q − 1)− 1 = q y bn−1m c = q.
En ambos casos obtenemos la identidad bn−1m c = −b−nm c − 1. 
Para contar el nu´mero de puntos enteros en el intervalo tI = [ta/b, tc/d] cogemos
el mayor nu´mero entero ma´s pequen˜o o igual a tc/d, le restamos el mı´nimo nu´mero
entero ma´s grande o igual a ta/b, y a la cantidad obtenida le sumamos 1; segu´n el lema
4.5, esto se traduce en :
L(I, t) = # (tI ∩ Z) =
⌊
tc
d
⌋
−
(⌊
ta− 1
b
⌋
+ 1
)
+ 1 =
⌊
tc
d
⌋
−
⌊
ta− 1
b
⌋
.
Para contar el nu´mero de puntos enteros en el intervalo abierto int(tI) = (ta/b, tc/d)
cogemos el mayor entero estrictamente inferior a tc/d (b tc−1d c), le restamos el mı´nimo
entero estrictamente superior a ta/b (−b−tab − 1b c), y a la cantidad obtenida le sumamos
1; con el lema 4.5, esto se traduce en :
L(int(I), t) =
⌊
tc− 1
d
⌋
−
(
−
⌊−ta
b
− 1
b
⌋)
+ 1 =
⌊
tc− 1
d
⌋
+
⌊−ta− 1
b
⌋
+ 1
= −
⌊−tc
d
⌋
− 1 +
⌊−ta− 1
b
⌋
+ 1 = −
(⌊−tc
d
⌋
−
⌊−ta− 1
b
⌋)
= −L(I,−t).
Este ejemplo nos revela que la ley de reciprocidad de Ehrhart-Macdonald no se res-
tringe a pol´ıtopos enteros de Rd sino que tambie´n es va´lida para pol´ıtopos racionales.
En este trabajo nos centraremos en la versio´n para pol´ıtopos enteros porque para pro-
bar la versio´n para pol´ıtopos racionales es necesario la introduccio´n del cuasipolinomio
de Ehrhart de los pol´ıtopos racionales.
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4.3.1 Ley de reciprocidad de Stanley para conos racionales
Para probar la ley de reciprocidad de Ehrhart-Macdonald, veremos que se cumple
una relacio´n similar a nivel de los conos eucl´ıdeos puntiagudos. Recordamos que, dado
un cono eucl´ıdeo puntiagudo K de Rd, su codificacio´n entera σK(z) evalu´a en una
funcio´n racional en las coordenadas z1, . . . , zd de la d-tupla z = (z1, . . . , zd) (vea´se el
corolario 3.7, pa´g. 34). Por este motivo, las igualdades que aparecera´n en esta seccio´n
entre codificaciones enteras de conos puntiagudos de Rd tienen sentido como igualdades
entre funciones racionales.
Proposicio´n 4.6. Sean w1, . . . ,wd ∈ Zd vectores linealmente independientes, y el d-
cono simplicial generado por estos : K = {λ1w1 + · · ·+ λdwd : λ1, . . . , λd ∈ R≥0} (con
ve´rtice en el origen). Si existe un vector v ∈ Rd tal que ∂(v +K) ∩ Zd = ∅, entonces
σv+K
(
1
z1
, . . . ,
1
zd
)
= (−1)dσ−v+K(z1, . . . , zd).
Demostracio´n. Sea v := 0(d) +v el punto de Rd imagen del origen por la translacio´n
de vector v; observamos que v+K = {v+∑di=1 λiwi : λi ∈ R≥0, ∀i}. Segu´n el corolario
3.6 (pa´g. 34), tenemos
σv+K(z) =
σv+int(ΠK)(z)
(1− zw1) · · · (1− zwd) (4.11)
donde ΠK = {0(d) + λ1w1 + · · ·+ λdwd : 0 ≤ λi < 1} es el paralelep´ıpedo fundamental
de K e int(ΠK) = {0(d) + λ1w1 + · · ·+ λdwd : 0 < λi < 1}.
Veamos que la equivalencia ∂(v +K) ∩ Zd = ∅ ⇐⇒ ∂(−v +K) ∩ Zd = ∅ es cierta.
Antes de empezar, recordamos que segu´n el corolario 1.8 (pa´g. 12) si x es un punto de
la frontera de v +K (resp. −v +K) y x = v +∑di=1 λiwi (resp. x = −v +∑di=1 λiwi)
entonces λi = 0 para algu´n i ∈ {1, . . . , d}. Lo que haremos es probar la equivalencia
contraria, y para ello es suficiente ver que ∂(v +K)∩Zd 6= ∅ =⇒ ∂(−v +K)∩Zd 6= ∅
porque la implicacio´n contraria es ana´loga5. Si ∂(v + K) ∩ Zd 6= ∅ entonces existe un
punto x ∈ ∂(v + K) ∩ Zd tal que x = v + λ1w1 + · · · + λdwd con λ1, . . . , λd ∈ R≥0 y
λi = 0 para algu´n i ∈ {1, . . . , d}. Definimos los escalares :
µi := −b−λic =
{
bλic+ 1, si λi > 0;
0, si λi = 0;
para cada i ∈ {1, . . . , d}. Observamos que
µj ≥ λj ≥ 0 y µj ∈ Z para todo j ∈ {1, . . . , d},
µi = λi = 0 para algu´n i ∈ {1, . . . , d}.
Por lo tanto, el punto
y := −x+ µ1w1 + · · ·+ µdwd = −v + (µ1 − λ1)w1 + · · ·+ (µd − λd)wd
5Basta con canviar v por −v.
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pertenece a ∂(−v+K)∩Zd porque x ∈ Zd, µ1w1+· · ·+µdwd ∈ Zd y existe i ∈ {1, . . . , d}
tal que µi − λi = 0. Luego ∂(−v +K) ∩ Zd 6= ∅.
Deducimos, nuevamente segu´n el corlario 3.6 (pa´g. 34), que
σ−v+K(z) =
σ−v+int(ΠK)(z)
(1− zw1) · · · (1− zwd) . (4.12)
Probemos la relacio´n v + int(ΠK) = −(−v + int(ΠK)) + w1 + · · ·+ wd. Tenemos que
z ∈ (v + int(ΠK)) si, y so´lo si, existen 0 < λ1, . . . , λd < 1 u´nicos tales que
z = v + λ1w1 + · · ·+ λdwd
= v + (λ1 − 1)w1 + · · ·+ (λd − 1)wd + w1 + · · ·+ wd
= − (−v + (1− λ1)w1 + · · ·+ (1− λd)wd) + w1 + · · ·+ wd
(la unicidad de los escalares λi se debe a que los vectores w1, . . . ,wd son linealmente
independientes). Definiendo µi := 1 − λi para todo i (observamos que 0 < µi < 1),
tenemos que la u´ltima igualadad equivale a decir que existen 0 < µ1, . . . , µd < 1 u´nicos
(debido a la unicidad de λ1, . . . , λd) tales que z = −x+w1 + · · ·+wd donde x := −v+
µ1w1+· · ·+µdwd ∈ (−v+int(ΠK)), es decir que z ∈ (−(−v+int(ΠK))+w1+· · ·+wd)
(como quer´ıamos ver).
De esta igualdad entre conjuntos podemos deducir la siguiente igualdad entre codi-
ficaciones enteras :
σv+int(ΠK)(z) = σ−(−v+int(ΠK))+(w1+···+wd)(z)
= σ−(−v+int(ΠK))(z) · zw1+···+wd
= σ−(−v+int(ΠK))(z) · zw1 · · · zwd
= σ−v+int(ΠK)
(
1
z1
, . . . ,
1
zd
)
· zw1 · · · zwd ,
(4.13)
donde en
la segunda igualdad usamos el lema B.11 (pa´g. 94) con m := w1 + · · ·+wd ∈ Zd;
la u´ltima igualdad usamos el lema B.10 (pa´g. 94).
Finalmente, obtenemos el resultado deseado con un simple ca´lculo :
σv+K
(
1
z
)
(4,11)
=
σv+int(ΠK)
(
1
z
)
(1− z−w1) · · · (1− z−wd)
(4,13)
=
σ−v+int(ΠK)(z) · z−w1 · · · z−wd
(1− z−w1) · · · (1− z−wd)
=
σ−v+int(ΠK)(z)
(zw1 − 1) · · · (zwd − 1)
(4,12)
= (−1)dσ−v+K(z).

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El siguiente teorema es otro resultado de renombre del matema´tico Richard P. Stan-
ley conocido como “ley de reciprocidad de Stanley” para conos (eucl´ıdeos) racionales6.
El art´ıculo en el que aparece, titulado Combinatorial Reciprocity Theorems, se pub-
lico´ en la revista Advances in Mathematics en el an˜o 1974 (volumen 14, pa´g. 194-
253)7. En e´l, Stanley probo´ el resultado que presentamos aqu´ı abajo a partir de la ley
de reciprocidad de Ehrhart-Macdonald. En la prueba que exponemos a continuacio´n
(extra´ıda de [BR09, pa´g. 84-85]) utilizaremos nuestra u´ltima proposicio´n.
Teorema 4.7 (ley de reciprocidad de Stanley para los conos racionales).
Si K es un d-cono eucl´ıdeo puntiagudo y racional con ve´rtice en el origen, entonces
σK
(
1
z1
, . . . ,
1
zd
)
= (−1)dσint(K) (z1, . . . , zd) .
Demostracio´n. Sea {K1, . . . ,Km} una triangulacio´n de K sin usar nuevos genera-
dores. Segu´n el corolario B.7 (pa´g. 90), existe un vector u ∈ Rd tal que
1) K ∩ Zd = (−u +K) ∩ Zd = ⊎mi=1 ((−u +Ki) ∩ Zd),
2) ∂(u +Ki) ∩ Zd = ∂(−u +Ki) ∩ Zd = ∅ para cada i ∈ {1, . . . ,m},
3) int(K) ∩ Zd = (u +K) ∩ Zd = ⊎mi=1 ((u +Ki) ∩ Zd).
Por lo tanto, si escribimos 1/z en lugar de (1/z1, . . . , 1/zd) entonces
σK
(
1
z
)
1)
=
m∑
i=1
σ−u+Ki
(
1
z
)
?
=
m∑
i=1
(−1)dσu+Ki(z)
3)
= (−1)dσint(K)(z),
donde en ? usamos la proposicio´n 4.6 y la condicio´n 2). 
4.3.2 Serie de Ehrhart del interior de un pol´ıtopo
Se define la serie de Ehrhart del interior de un pol´ıtopo P de Rd como
Ehr(int(P), z) :=
∑
t≥1
L(int(P), t)zt.
El siguiente lema es una reproduccio´n de la relacio´n obtenida al final de la seccio´n
§3.3 entre la codificacio´n entera del cono sobre P y la serie de Ehrhart de P, pero
aqu´ı relacionaremos la codificacio´n entera de int(cone(P)) y la serie de Ehrhart del
interior del pol´ıtopo P.
Lema 4.8. Si P es un d-pol´ıtopo entero de Rd entonces
Ehr(int(P), z) = σint(cone(P))(1, d. . ., 1, z).
6Ver http://en.wikipedia.org/wiki/Stanley%27s_reciprocity_theorem.
7Se puede consultar en el enlace http://math.mit.edu/~rstan/pubs/pubfiles/22.pdf.
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Prueba. Con la descripcio´n de los puntos enteros del interior de cone(P) dada en el
lema 1.14 (pa´g. 18), tenemos que
σint(cone(P))(z) =
∑
m∈int(cone(P))∩Zd+1
zm
=
∑
t≥1
(m1,...,md)∈t int(P)∩Zd
(z1 · · · zd)(m1,...,md)ztd+1
=
∑
t≥1
σt int(P)(z1, . . . , zd)ztd+1.
Evaluando esta igualdad en el punto z = (1, d. . ., 1, z) y utilizando la identidad (3.2)
(pa´g. 32) llegamos a la expresio´n del enunciado del lema :
σint(cone(P))(1, d. . ., 1, z) =
∑
t≥1
σt int(P)(1, d. . ., 1)zt
=
∑
t≥1
#
(
t int(P) ∩ Zd
)
zt
=
∑
t≥1
L(int(P), t)zt = Ehr(int(P), z).

Proposicio´n 4.9. Si P es un d-pol´ıtopo entero de Rd, entonces
Ehr
(
P, 1
z
)
= (−1)d+1Ehr (int(P), z) .
Demostracio´n. Segu´n la ecuacio´n (3.3) (pa´g. 35) y segu´n el teorema 4.3(4) (pa´g. 49),
se cumple
∑
t≥0 L(P, t)zt = Ehr(P, z) = σcone(P)(1, d. . ., 1, z). Aplicando la ley de reci-
procidad de Stanley para conos (teorema 4.7) al (d + 1)-cono eucl´ıdeo puntiagudo y
racional cone(P), y usando la relacio´n del lema 4.8, terminamos la prueba :
Ehr
(
P, 1
z
)
= σcone(P)
(
1, d. . ., 1,
1
z
)
= (−1)d+1σint(cone(P))(1, d. . ., 1, z) = (−1)d+1Ehr(int(P), z).

Lema 4.10. Sean Q : Z −→ C un polinomio y las series
R+(Q, z) :=
∑
t≥0
Q(t)zt, R−(Q, z) :=
∑
t<0
Q(t)zt.
(i) Las series R+(Q, z) y R−(Q, z) evalu´an en funciones racionales.
(ii) Si Q(t) = 1, entonces R+(Q, z) +R−(Q, z) = 0 (como funciones racionales).
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(iii) Si deg(Q) ≥ 0, entonces R+(Q, z) +R−(Q, z) = 0 (como funciones racionales).
Prueba.
(i) Segu´n el lema 3.8 (pa´g. 35), R+(Q, z) evalu´a en una funcio´n racional. Observamos
que R−(Q, z) evalu´a en una funcio´n racional si, y so´lo si, R−(Q, 1z ) evalu´a en una
funcio´n racional.
R−
(
Q,
1
z
)
=
∑
t<0
Q(t)z−t =
∑
t>0
Q(−t)zt = −Q(0) +
∑
t≥0
Q(−t)zt,
donde Q(0) ∈ C y Q(−t) es un polinomio en t del mismo grado que Q. Por lo
tanto, R−(Q, 1z ) evalu´a en una funcio´n racional segu´n el lema 3.8. Deducimos
que R−(Q, z) evalu´a en una funcio´n racional.
(ii) Tenemos que
R+(Q, z) =
∑
t≥0
zt =
1
1− z ,
y R−(Q, z) =
∑
t<0
zt = −1 +
∑
t≤0
zt = −1 + 1
1− 1z
=
1
z − 1,
y por tanto R+(Q, z) +R−(Q, z) = 11−z +
1
z−1 = 0.
(iii) Supongamos que deg(Q) = d y sea k ≥ 1 un nu´mero entero. Segu´n la definicio´n
de los nu´meros Eulerianos (ape´ndice §A.1), si Q(t) = tk entonces
R+(Q, z) =
∑
t≥0
tkzt =
∑k
j=0A(k, j)z
j
(1− z)k+1 ,
R−
(
Q,
1
z
)
=
∑
t<0
tkz−t = (−1)k
∑
t≥0
tkzt = (−1)k ·
∑k
j=0A(k, j)z
j
(1− z)k+1 .
Por lo tanto,
R−(Q, z) = (−1)k ·
∑k
j=0A(k, j)z
−j
(1− 1/z)k+1
= (−1)k ·
∑k
j=0A(k, j)z
k+1−j
(z − 1)k+1
= (−1)2k+1 ·
∑k+1
i=1 A(k, k + 1− i)zi
(1− z)k+1
= −
∑k+1
i=1 A(k, i)z
i
(1− z)k+1 = −
∑k
i=0A(k, i)z
i
(1− z)k+1 = −R
+(Q, z),
donde en la tercera igualdad hacemos el cambio i = k+1−j, en la cuarta igualdad
usamos la relacio´n A(k, k + 1 − i) = A(k, i) para cada i ∈ {1, 2, . . . , k + 1} (ver
la proposicio´n A.4, pa´g. 80), y en la u´ltima igualdad usamos que A(k, k + 1) =
A(k, 0) = 0 porque k ≥ 1. Acabamos de probar que la relacio´n del enunciado se
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cumple para los monomios tk para todo k ≥ 0 entero (el caso k = 0 lo hemos
visto en (ii)). Deducimos que, si Q(t) = adt
d + ad−1td−1 + · · · + a1t + a0 es un
polinomio de Cd[t] de grado d ≥ 0, entonces
R+(Q, z) +R−(Q, z) =
∑
t≥0
Q(t)zt +
∑
t<0
Q(t)zt
=
∑
t≥0
d∑
k=0
akt
kzt +
∑
t<0
d∑
k=0
akt
kzt
=
d∑
k=0
ak
∑
t≥0
tkzt +
∑
t<0
tkzt

=
d∑
k=0
ak
(
R+
(
tk, z
)
+R−
(
tk, z
))
︸ ︷︷ ︸
0
= 0.

Finalmente, con todos los ingredientes ya presentados, podemos enunciar y demos-
trar el teorema de Ehrhart y Macdonald :
Teorema 4.11 (ley de reciprocidad de Ehrhart y Macdonald8). Si P es un
pol´ıtopo entero de Rd entonces L(relint(P), t) = (−1)dimPL(P,−t).
Demostracio´n. Probaremos el resultado con la hipo´tesis dimP = d (esta hipo´tesis
no es restrictiva porque siempre podemos suponer que P tiene la ma´xima dimensio´n en
el espacio eucl´ıdeo aff(P) que genera). Por un lado, segu´n la proposicio´n 4.9 se cumple∑
t≥1
L(int(P), t)zt = Ehr(int(P), z) = (−1)d+1Ehr
(
P, 1
z
)
.
Por otro lado, segu´n el apartado (iii) del lema 4.10 (usando que L(P,−t) es un poli-
nomio de grado d en la variable t), se cumple
Ehr
(
P, 1
z
)
=
∑
t≥0
L(P, t)z−t =
∑
t≤0
L(P,−t)zt = −
∑
t≥1
L(P,−t)zt.
Unificando las dos expresiones, obtenemos la relacio´n∑
t≥1
L(int(P), t)zt = (−1)d+1Ehr
(
P, 1
z
)
= −(−1)d+1
∑
t≥1
L(P,−t)zt
= (−1)d
∑
t≥1
L(P,−t)zt.
8Ian Grant Macdonald, matema´tico ingle´s nacido en 1928.
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Igualando los coeficientes de la primera y la u´ltima serie que aparecen esta expresio´n,
concluimos que L(int(P), t) = (−1)dL(P,−t). 
4.4 Aplicaciones de la ley de reciprocidad de Ehrhart y
Macdonald
En esta seccio´n presentamos algunos resultados que son consecuencia de la ley de
reciprocidad de Ehrhart-Macdonald y de otros resultados de la seccio´n anterior.
Corolario 4.12. Si P es un d-pol´ıtopo entero de Rd con serie de Ehrhart
Ehr(P, z) = hdz
d + hd−1zd−1 + · · ·+ h1z + 1
(1− z)d+1
y con polinomio de Ehrhart L(P, t) = cdtd + cd−1td−1 + · · ·+ c1t+ 1, entonces
(1) L(int(P), t) es un polinomio de grado d en la variable entera y positiva t tal que
L(int(P), t) = cdtd − cd−1td−1 + · · ·+ (−1)d+1c1 + (−1)d ∈ Qd[t].
(2) los coeficientes del polinomio L(int(P), t) en la base {(t−1+kd )}dk=0 de Qd[t] son
los nu´meros enteros no-negativos 1, h1, . . . , hd−1, hd :
L(int(P), t) =
(
t− 1
d
)
+
d−1∑
k=0
hk+1
(
t+ k
d
)
.
(3) hd = L(int(P), 1).
(4) hd−1 = L(int(P), 2)− (d+ 1)L(int(P), 1).
(5) la dilatacio´n (d+ 1)-e´sima de P contiene algu´n punto reticular en su interior.
(6) existe un ı´ndice k ∈ {0, 1, . . . , d} tal que hd = hd−1 = · · · = hk+1 = 0 y hk 6= 0
si, y so´lo si, la menor dilatacio´n entera de P que contiene un punto reticular en
su interior es (d− k + 1)P.
Demostracio´n. Segu´n la ley de reciprocidad de Ehrhart-Macdonald se verifica
L(int(P), t) = (−1)dL(P,−t) = cdtd − cd−1td−1 + · · ·+ (−1)d+1c1t+ (−1)d.
Como L(P, t) es un polinomio de grado d en la variable entera t por el teorema de
Ehrhart (teorema 3.1, pa´g. 23), tenemos que L(int(P), t) es un polinomio de grado d en
la variable t. Adema´s, recordando el teorema 4.3 (pa´g. 49) tenemos que L(P, t) ∈ Qd[t]
y que L(P, t) = (t+dd ) +∑dj=1 hj(t+d−jd ). Por lo tanto, los coeficientes de L(int(P), t)
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son racionales y
L(int(P), t) = (−1)dL(P,−t)
= (−1)d
(−t+ d
d
)
+
d∑
j=1
hj
(−t+ d− j
d
)
= (−1)d
(−1)d(t− 1
d
)
+ (−1)d
d∑
j=1
hj
(
t+ j − 1
d
)
=
(
t− 1
d
)
+
d−1∑
j=0
hj+1
(
t+ j
d
)
,
(4.14)
donde en la tercera igualdad hemos usado la relacio´n (−1)d(−t+id ) = (t+d−1−id ) dada en
el lema A.2 (pa´g. 79) con i = d− j. Con esto termina la prueba de los apartados (1) y
(2). Para demostrar el apartado (5), es suficiente evaluar la expresio´n de L(int(P), t)
obtenida en (4.14) en el punto t = d+ 1 :
#
(
(d+ 1)int(P) ∩ Zd
)
= L(int(P), d+ 1) =
(
d
d
)
︸︷︷︸
1
+
d−1∑
j=0
hj+1
(
d+ 1 + j
d
)
≥ 1,
porque los coeficientes hj+1 y los nu´meros combinatorios
(
d+1+j
d
)
son enteros no-
negativos para cada j ∈ {0, 1, . . . , d− 1}. De aqu´ı se deduce que el interior de (d+ 1)P
contiene, al menos, un punto reticular. Los apartados (3) y (4) tambie´n surgen de
evaluar en (4.14) el polinomio L(int(P), t) en los valores t = 1 y t = 2 :
L(int(P), 1) =
(
0
d
)
︸︷︷︸
0
+h1
(
1
d
)
︸︷︷︸
0
+ · · ·+ hd−1
(
d− 1
d
)
︸ ︷︷ ︸
0
+hd
(
d
d
)
︸︷︷︸
1
= hd,
L(int(P), 2) =
(
1
d
)
︸︷︷︸
0
+h1
(
2
d
)
︸︷︷︸
0
+ · · ·+ hd−2
(
d− 1
d
)
︸ ︷︷ ︸
0
+hd−1
(
d
d
)
︸︷︷︸
1
+hd
(
d+ 1
d
)
︸ ︷︷ ︸
d+1
.
Para terminar, veamos (6). Como ya hemos expuesto ma´s arriba en (4.14), tenemos
L(int(P), t) =
(
t− 1
d
)
+
d−1∑
j=0
hj+1
(
t+ j
d
)
.
Si existe k ∈ {0, 1, . . . , d} tal que hd = hd−1 = · · · = hk+1 = 0 y hk 6= 0 entonces
L(int(P), t) =
(
t− 1
d
)
+ h1
(
t+ 1
d
)
+ · · ·+ hk
(
t+ k − 1
d
)
.
Los polinomios binomiales que aparecen en esta expresio´n se anulan para cualquier
t ∈ {1, 2, . . . , d−k} pero en cambio si t = d−k+1 entonces #((d−k+1)int(P)∩Zd) =
L(int(P), d − k + 1) = hk 6= 0, es decir que la dilatacio´n de factor d − k + 1 de P
contiene algu´n punto reticular en su interior. Supongamos ahora que L(int(P), 1) =
L(int(P), 2) = · · · = L(int(P), d− k) = 0 y que L(int(P), d− k + 1) 6= 0, entonces con
(4.14) obtenemos
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0 = L(int(P), 1) = hd,
0 = L(int(P), 2) = (d+ 1)hd + hd−1,
0 = L(int(P), 3) = (d+2d )hd + (d+1d )hd−1 + hd−2,
...
0 = L(int(P), d− k) = (2d−k−1d )hd + · · ·+ (d+1d )hk+2 + hk+1,
es decir, un sistema triangular de d− k ecuaciones lineales con d− k inco´gnitas :
0
0
0
...
0
 =

1 0 0 · · · 0(
d+1
d
)
1 0 · · · 0(
d+2
d
) (
d+1
d
)
1 · · · 0
...
...
...
. . .
...(
2d−k−1
d
) (
2d−k−2
d
) (
2d−k−3
d
) · · · 1


hd
hd−1
hd−2
...
hk+1
 .
La u´nica solucio´n de este sistema de ecuaciones es hd = hd−1 = hd−2 = · · · = hk+1 = 0.
Por lo tanto, si k > 0 tenemos
0 6= L(int(P), d− k + 1)
=
(
d− k
d
)
︸ ︷︷ ︸
0
+
k−2∑
j=0
hj+1
(
d− k + 1 + j
d
)
︸ ︷︷ ︸
0
+hk +
d−1∑
j=k
hj+1︸︷︷︸
0
(
d− k + 1 + j
d
)
= hk,
y si k = 0 tenemos 0 6= L(int(P), d+ 1) = 1 = h0. 
Corolario 4.13. Sea P un d-pol´ıtopo entero de Rd tal que
(a) L(int(P), t) = L(P, t− k),
(b) L(int(P), j) = 0 para cada j ∈ {1, 2, . . . , k − 1},
para un cierto k ∈ Z>0. Entonces, Ehr
(
P, 1
z
)
= (−1)d+1zkEhr(P, z).
Demostracio´n. Segu´n la definicio´n de la serie de Ehrhart del interior del pol´ıtopo
P, tenemos que
Ehr(int(P), z) =
∑
t≥1
L(int(P), t)zt (b)=
∑
t≥k
L(int(P), t)zt (a)=
∑
t≥k
L(P, t− k)zt
=
∑
t≥0
L(P, t)zt+k = zk
∑
t≥0
L(P, t)zt = zkEhr(P, z).
Segu´n la proposicio´n 4.9 (pa´g. 57), tenemos
Ehr
(
P, 1
z
)
= (−1)d+1Ehr (int(P), z) = (−1)d+1zkEhr(P, z).

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A primera vista, las hipo´tesis del u´ltimo corolario parecen muy “acade´micas” en
el sentido que parecen hechas a medida para obtener el resultado deseado. Pero no es
as´ı : los cuatro pol´ıtopos definidos en el cap´ıtulo §3 verifican estas condiciones. En la
tabla 4.1, recogemos esta informacio´n.
pol´ıtopo P L(P, t) L(int(P), t) valor de k
Cd (t+ 1)
d (t− 1)d 2
Sd
(
d+ t
d
) (
t− 1
d
)
d+ 1
Pd (Bd(t+ 2)− βd)/d (Bd(t− 1)− βd)/d 3
Qd
d∑
j=0
(
d
j
)(
d+ t− j
d
) d∑
j=0
(
d
j
)(
d+ t− 1− j
d
)
1
Tabla 4.1 – Pol´ıtopos de la seccio´n §3.2 que verifican las hipo´tesis del corolario 4.13.
4.4.1 Fo´rmula de Euler para pol´ıtopos enteros
Sea P un d-pol´ıtopo de Rd (no necesariamente entero). Para cada i ∈ {0, 1, 2 . . . , d},
designaremos con fi(P) el nu´mero de caras de P que tienen dimensio´n i. Formalmente
podemos escribir fi(P) = #{F ∈ CP : dimF = i} y observamos que
f0(P) = #vert(P) (f0(P) es el nu´mero de ve´rtices de P); y
fd(P) = 1 porque la u´nica cara d-dimensional de P es P.
Se define la caracter´ıstica de Euler del pol´ıtopo P como el nu´mero entero
χ(P) := f0(P)− f1(P) + f2(P)− · · ·+ (−1)d−1fd−1(P) =
d−1∑
i=0
(−1)ifi(P).
La caracter´ıstica de Euler es un invariante topolo´gico9 muy usado en topolog´ıa, por
ejemplo para clasificar (salvo homeomorfismos) una superf´ıcie topolo´gica compacta y
conexa. Supongamos ahora que P es entero. Sabemos, segu´n el teorema 1.13 (pa´g. 16),
que P = ⊎F∈CP relint(F). Por lo tanto, para cada t ∈ Z>0 se cumple
tP ∩ Zd =
⊎
F∈CP
(
t relint(F) ∩ Zd
)
.
Tomando cardinales en esta igualdad obtenemos :
L(P, t) = #
(
tP ∩ Zd
)
=
∑
F∈CP
#
(
t relint(F) ∩ Zd
)
=
∑
F∈CP
L (relint(F), t)
=
∑
F∈CP
(−1)dimFL(F ,−t),
(4.15)
9Es decir, si M y N son dos variedades topolo´gicas homeomorfas entonces tienen la misma carac-
ter´ıstica de Euler : χ(M) = χ(N).
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donde en la u´ltima igualdad usamos la ley de reciprocidad de Ehrhart-Macdonald
(teorema 4.11) y que las caras de un pol´ıtopo entero son pol´ıtopos enteros. Evaluando
esta expresio´n en t = 0 obtenemos
1 = L(P, 0) =
∑
F∈CP
(−1)dimF L(F , 0)︸ ︷︷ ︸
1
=
d∑
j=0
∑
F∈CP
dimF=j
(−1)j =
d∑
j=0
(−1)jfj(P),
donde en la segunda igualdad usamos que las caras de P son pol´ıtopos enteros y por
tanto su polinomio de Ehrhart toma el valor 1 en el cero (segu´n el teorema 4.3, pa´g. 49).
Deducimos que
1 =
d∑
j=0
(−1)jfj(P) =
d−1∑
j=0
(−1)jfj(P) + (−1)d fd(P)︸ ︷︷ ︸
1
= χ(P) + (−1)d,
es decir que χ(P) = 1 + (−1)d+1. Acabamos de probar el siguiente resultado :
Teorema 4.14 (fo´rmula de Euler). Si P es un d-pol´ıtopo entero de Rd, entonces
χ(P) = 1 + (−1)d+1.
De hecho, esta identidad es ma´s general : es va´lida para cualquier pol´ıtopo (convexo)
de los espacios eucl´ıdeos Rn (sea o no entero). La versio´n ma´s conocida de esta fo´rmula
es en el caso d = 3 y bajo la forma f0(P)− f1(P) + f2(P) = 2, siendo f1(P) y f2(P) el
nu´mero de aristas y el nu´mero de caras bidimensionales del pol´ıtopo P respectivamente.
Gracias al hecho de que la caracter´ıstica de Euler es un invariante topolo´gico, podemos
deducir (entre muchos otros resultados) del teorema anterior que la caracter´ıstica de
Euler de la esfera unidad S2 := {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1} ⊂ R3 es 2 porque es
homeomorfa al 3-cubo unitario C3 y χ(C3) = 2 (ya que C3 es un 3-pol´ıtopo entero).
4.4.2 Polinomio de Ehrhart de la frontera de un pol´ıtopo entero
Sea P un d-pol´ıtopo entero de Rd, y para cada j ∈ {0, 1, . . . , d}, definimos
Fj(P, t) :=
∑
F∈CP
dimF=j
L(F , t),
y observamos que
Fj(P, 0) =
∑
F∈CP
dimF=j
L(F , 0)︸ ︷︷ ︸
1
= fj(P).
Fd(P, t) = L(P, t) porque P es la u´nica cara de P de dimensio´n d. Por lo tanto,
(−1)dFd(P,−t) = L(int(P), t) segu´n la ley de reciprocidad de Ehrhart y Mac-
donald.
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Fj(P, t) es un polinomio de grado j porque L(F , t) es un polinomio de grado j con
coeficiente principal positivo para cada cara F de P de dimensio´n j. Adema´s,
sus coeficientes son racionales porque es suma de polinomios con coeficientes
racionales.
Recordamos que un polinomio f(t) con coeficientes en un cuerpo K = Q,R,C es
• par si f(−t) = f(t);
• impar si f(−t) = −f(t).
Proposicio´n 4.15. Si P es un d-pol´ıtopo entero entonces L(∂P, t) es un polinomio
(1) a coeficientes racionales,
(2) de grado menor o igual a d− 1,
(3) par si d es impar, e impar si d es par,
y tal que
(4) L(∂P, 0) = 1 + (−1)d+1,
(5) L(∂P, t) = L(P, t)− L(int(P), t) =
d−1∑
j=0
(−1)jFj(P,−t).
Prueba. Para todo t ∈ Z≥0, consideramos la descomposicio´n tP = int(tP)unionmulti ∂(tP) =
t int(P) unionmulti t∂P y tomando cardinales llegamos a :
L(P, t) = #
(
tP ∩ Zd
)
= #
(
t int(P) ∩ Zd
)
+ #
(
t∂P ∩ Zd
)
= L(int(P), t) + L(∂P, t).
Luego, segu´n la ley de reciprocidad de Ehrhart-Macdonald tenemos :
L(∂P, t) = L(P, t)− L(int(P), t)
= L(P, t)− (−1)dL(P,−t)
= L(P, t) + (−1)d+1L(P,−t).
Como L(int(P), t) y L(P, t) son polinomios con coeficientes racionales, de grado d en t,
y que tienen el mismo coeficiente principal (volP), se cumple que L(∂P, t) ∈ Qd−1[t].
Adema´s,
si d es par entonces L(∂P, t) = L(P, t)− L(P,−t) y L(∂P,−t) = −L(∂P, t), es
decir que L(∂P, t) es un polinomio impar;
si d es impar entoncs L(∂P, t) = L(P, t) + L(P,−t) y L(∂P,−t) = L(∂P, t), lo
que implica que L(∂P, t) es un polinomio par.
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Como el te´rmino constante del polinomio de Ehrhart de P es 1, el te´rmino constante
del polinomio L(∂P, t) es L(∂P, 0) = L(P, 0) + (−1)d+1L(P, 0) = 1 + (−1)d+1. Para
terminar, veamos (5) : constatamos que
d∑
j=0
(−1)jFj(P,−t) =
d∑
j=0
(−1)j
∑
F∈CP
dimF=j
L(F ,−t)
=
d∑
j=0
∑
F∈CP
dimF=j
(−1)dimFL(F ,−t)
=
d∑
j=0
∑
F∈CP
dimF=j
L(relint(F), t)
=
∑
F∈CP
L(relint(F), t) (4,15)= L(P, t),
donde en la tercera igualdad usamos la ley de reciprocidad de Ehrhart y Macdonald.
Finalmente, deducimos que
L(∂P, t) = L(P, t)− L(int(P), t)
=
d∑
j=0
(−1)jFj(P,−t)− L(int(P), t)
= (−1)dFd(P,−t)︸ ︷︷ ︸
L(int(P),t)
+
d−1∑
j=0
(−1)jFj(P,−t)− L(int(P), t)
=
d−1∑
j=0
(−1)jFj(P,−t).

Supongamos que el polinomio de Ehrhart del d-pol´ıtopo P admite la expresio´n
L(P, t) = cdtd + cd−1td−1 + · · · + c1t + 1. Entonces, segu´n el corolario 4.12 (pa´g. 60)
tenemos que L(int(P), t) = cdtd − cd−1td−1 + · · ·+ (−1)d+1c1 + (−1)d y por tanto
L(∂P, t) = L(P, t)− L(int(P), t)
= 2
(
cd−1td−1 + cd−3td−3 + cd−5td−5 + · · ·
)
= 2
∑
0≤k≤d
(d−k)/∈2Z
ckt
k (4.16)
(en esta u´ltima expresio´n, 2Z := {2m : m ∈ Z} simboliza el conjunto de los nu´meros
enteros pares10). Supongamos, adema´s, que los polinomios de Ehrhart de las caras F
de P admiten la siguiente expresio´n : L(F , t) = cj(F)tj + cj−1(F)tj−1 + · · ·+ c1(F) + 1
10La condicio´n (d− k) /∈ 2Z equivale a pedir que los enteros k y d tengan distinta paridad.
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donde j = dimF ∈ {0, 1, . . . , d−1} y ci(F) indica la dependencia del i-e´simo coeficiente
de L(F , t) en la cara F de P. Por lo tanto, para cada j ∈ {0, 1, . . . , d− 1} tenemos
(−1)jFj(P,−t) = (−1)j
∑
F∈CP
dimF=j
L(F ,−t)
= (−1)j
∑
F∈CP
dimF=j
(
1 +
j∑
i=1
ci(F)(−t)i
)
=
∑
F∈CP
dimF=j
(
(−1)j +
j∑
i=1
(−1)i+jci(F)ti
)
.
Combinando (4.16), la proposicio´n 4.15(5), y la u´ltima fo´rmula obtenemos :
∑
0≤k≤d
(d−k)/∈2Z
ckt
k =
1
2
d−1∑
j=0
∑
F∈CP
dimF=j
(
(−1)j +
j∑
i=1
(−1)i+jci(F)ti
)
Como el nu´mero natural d− 1 tiene una paridad diferente a d, si igualamos los coefi-
cientes de grado d− 1 en los dos miembros de la anterior igualdad obtenemos :
cd−1 =
1
2
∑
F∈CP
dimF=d−1
cd−1(F).
Es decir que el segundo coeficiente del polinomio de Ehrhart de P es la semisuma de los
coeficientes principales de los polinomios de Ehrhart de sus caras (d−1)-dimensionales.
Sean, pues, una faceta F ∈ CP de P y su polinomio de Ehrhart
L(F , t) = cd−1(F)td−1 + cd−2(F)td−2 + · · ·+ c1(F)t+ 1.
Si usamos la fo´rmula de ca´lculo del volumen relativo de un subconjunto medible de Rd
dada en (4.5) (pa´g. 48), entonces
relvolF = l´ım
t→+∞
#
(
tF ∩ Zd)
td−1
= l´ım
t→+∞
L(F , t)
td−1
= l´ım
t→+∞
cd−1(F)td−1 + cd−2(F)td−2 + · · ·+ c1(F)t+ 1
td−1
= cd−1(F).
Acabamos de probar el siguiente. . .
Teorema 4.16. Si P es un d-pol´ıtopo entero de Rd y L(P, t) = 1 +∑dk=1 cktk es su
polinomio de Ehrhart, entonces
cd−1 =
1
2
∑
F∈CP
dimF=d−1
relvolF .
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Este resultado nos permite concluir que el teorema de Ehrhart 3.1 (pa´g. 23) en el
caso d = dimP = 2 y t = 1 es la fo´rmula de Pick : como el a´rea de P es el volumen
plano de P en R2 (A(P) = volP) y ∑A relvol (A) = B(P) donde A recorre todas
las aristas de P (esta igualdad es consecuencia de que cada unidad de a´rea relativa
esta´ determinada por 2 puntos enteros y de que en la frontera de P hay tantos puntos
enteros como unidades de a´rea), se cumple
I(P) +B(P) = L(P, 1) = volP + 1
2
∑
A arista de P
relvol (A) + 1 = A(P) + B(P)
2
+ 1,
es decir A(P) = I(P) +B(P)/2− 1.
CAPI´TULO 5
Clausura del trabajo
Llegados a este punto, podemos concluir que una alternativa a la fo´rmula de Pick
para los 3-pol´ıtopos enteros de R3 se encuentra en el teorema de Ehrhart en su versio´n
3-dimensional : si P es un pol´ıtopo entero de dimensio´n 3 de R3 entonces para cada
t ∈ Z>0 se cumple #
(
tP ∩ Z3) = L(P, t) = volP · t3 + b · t2 + c · t + 1 donde c es
un nu´mero racional y b es la mitad de la suma de los volu´menes relativos de las caras
2-dimensionales de P (teorema 4.16, pa´g. 67) :
b =
1
2
∑
F∈CP
dimF=2
relvolF .
Obse´rvese que para calcular el volumen relativo de una cara F de dimensio´n 2 de P se
puede aplicar el teorema de Pick en el espacio af´ın aff(F) de dimensio´n 2 y tomando
como ret´ıculo entero el conjunto aff(F) ∩ Z3. Si recuperamos la notacio´n introducida
en el cap´ıtulo 2 :
. I(P) = # (int(P) ∩ Z3);
. B(P) = # (∂P ∩ Z3);
entonces el coeficiente c del polinomio de Ehrhart de P viene dado por la fo´rmula
B(P)/2 + I(P)− volP. En efecto, segu´n la relacio´n (4.16) (pa´g. 66) tenemos B(tP) =
L(∂P, t) = 2bt2 +2, y evaluando en t = 1 obtenemos B(P)/2 = b+1. Con la expresio´n
de L(int(P), t) dada en el corolario 4.12 (pa´g. 60) se cumple I(P) = L(int(P), 1) =
volP − b+ c− 1 y por tanto
c = I(P) + b+ 1− volP = I(P) + B(P)
2
− volP.
En [Ehr77, pa´g. 48], Euge`ne Ehrhart bautizo´ este te´rmino como el “exceso” de P.
Una de las preguntas que pueden surgir a ra´ız del significado geome´trico del segundo
coeficiente del polinomio de Ehrhart de un d-pol´ıtopo (teorema 4.16, pa´g. 67) es si el
valor del tercer coeficiente c de L(P, t) depende (del volumen relativo) de las caras
de dimensio´n uno del 3-pol´ıtopo P. O ma´s general au´n : si P es un d-pol´ıtopo de Rd
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y L(P, t) = cdtd + cd−1td−1 + cd−2td−2 + · · · + c1t + 1 es su polinomio de Ehrhart,
que´ significado geome´trico tienen los coeficientes racionales cd−2, . . . , c1 ?
Como cd es el volumen de P y cd−1 es la mitad de la suma de los volu´menes relativos
de las caras (d − 1)-dimensionales de P, podemos pensar en la dependencia directa
del coeficiente ci (i ∈ {1, 2, . . . , d − 2}) en las caras de P de dimensio´n i. Pero esta
dependencia no se da : calculemos el polinomio de Ehrhart del tetraedro de Reeve Tn
(figura 2.1). Sabemos que vol Tn = n/6 y que L(Tn, t) = vol Tn · t3 + c2t2 + c1t+ 1 para
unos ciertos c2, c1 ∈ Q. Con la informacio´n dada en la pa´gina 22 y en la figura 5.1,
(2, 2, 0)
z
x
y
(0, 0, 0)
2Tn
(0, 0, 2n)
(2, 0, 0)
(0, 2, 0)
(2, 2, 2n)
(1, 1, n)
(1, 1, 0)
(1, 0, 0)
(0, 1, 0)
(2, 1, n)
(1, 2, n)
En el interior de la dilatacio´n de factor 2 del tetraedro de
Reeve hay n−1 puntos enteros y en la frontera de 2Tn hay
10 puntos enteros. Por tanto, L(Tn, 2) = n+ 9.
Figura 5.1 – Dilatacio´n de factor 2 del tetraedro de Reeve.
podemos deducir los valores de c2 y c1 :{
4 = I(Tn) +B(Tn) = L(Tn, 1) = n6 + c2 + c1 + 1,
n+ 9 = L(Tn, 2) = n6 · 8 + 4c2 + 2c1 + 1.
De la primera ecuacio´n aislamos c1 = 3− n6 − c2 y substituimos en la segunda :
n+ 9 =
4n
3
+ 4c2 + 2
(
3− n
6
− c2
)
+ 1 = n+ 2c2 + 7,
luego c2 = 1, c1 = 2 − n6 y L(Tn, t) = n6 t3 + t2 + (2 − n6 )t + 1. Como el nu´mero de
puntos enteros en las aristas de Tn no depende de n, la dependencia del coeficiente c1
en n nos indica que no hay una relacio´n directa entre el valor de este coeficiente y los
volu´menes relativos de las aristas de Tn.
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5.1 Problemas resueltos y abiertos alrededor de la teor´ıa
de Ehrhart
Un tema de investigacio´n en curso acerca de la teor´ıa desarollada por E. Ehrhart es
la de clasificacio´n de los polinomios de grado d ≥ 2 que son el polinomio de Ehrhart de
algu´n pol´ıtopo entero de dimensio´n d de Rd. Este problema es equivalente a clasificar
las d-tuplas (h1, . . . , hd) (llamadas h-vectores) para las cua´les existe un d-pol´ıtopo P
tal que los coeficientes de su serie de Ehrhart son los enteros no-negativos h1, . . . , hd.
Tambie´n es tema de bu´squeda el valor o significado geome´trico que pueden tener
los coeficientes racionales c1, c2, . . . , cd−2 del polinomio de Ehrhart L(P, t) =
∑d
i=0 cit
i
de un d-pol´ıtopo entero P. En 1991, el matema´tico James E. Pommersheim publico´ el
art´ıculo Toric varieties, lattice points and Dedekind sums1 en el cua´l presenta una
fo´rmula para el coeficiente cd−2 en el caso d = 3 y cua´ndo el pol´ıtopo en cuestio´n es
un s´ımplice.
Lo que s´ı es sabido es que, dados los pol´ıtopos enteros P1, . . . ,Pm de Rn y los
nu´meros enteros y positivos t1, . . . , tm, el nu´mero de puntos enteros (de Zn) en la
suma de Minkowski t1P1 + · · · + tmPm se puede expresar como un polinomio en las
variables t1, . . . , tm y de grado dimP1 + · · ·+ dimPm.
Una pregunta que nos pudimos hacer en cua´nto supimos que L(P, t) es un polinomio
en la variable positiva t para cualquier pol´ıtopo entero P de Rd es : “cua´les son las
ra´ıces (complejas) de L(P, t) ?”. Au´n no se conoce la respuesta a esta pregunta pero
s´ı se han encontrado cotas para los ceros de los polinomios de Ehrhart. Por ejemplo,
en el art´ıculo Coefficients and roots of Ehrhart polynomials2 escrito por M. Beck, J.
A. De Loera, M. Develin, J. Pfeifle y Richard P. Stanley en el an˜o 2004, se demuestra
que
la norma de las ra´ıces complejas del polinomio de Ehrhart de un d-pol´ıtopo entero
esta´ acotada por 1 + (d+ 1)!;
todas las ra´ıces reales del polinomio de Ehrhart de un d-pol´ıtopo entero se en-
cuentran en el intervalo [−d, bd/2c).
Adema´s, se conjetura (a partir de resultados computacionales) que la parte real de las
ra´ıces complejas del polinomio de Ehrhart de un d-pol´ıtopo entero se encuentra en el
intervalo cerrado [−d, d− 1].
5.2 Algunas aplicaciones de la teor´ıa de Ehrhart
En [Ehr77], Euge`ne Ehrhart publico´ algunas aplicaciones del teorema 3.1 en el cam-
po de la combinatoria, y a las cua´les titulo´ “me´todo de los poliedros en combinatoria”.
1Consultar el enlace http://www.maths.ed.ac.uk/~aar/papers/pommersheim.pdf.
2Consultar el enlace http://arxiv.org/pdf/math/0402148v1.pdf.
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5.2.1 Problema del recuento de monedas
Supongamos que una divisa (moneda extranjera) tiene monedas de una, dos y cin-
co unidades. Queremos saber cuantas combinaciones de estas monedas existen para
obtener la suma de 10n unidades, donde n es un nu´mero entero y positivo. Dicho de
otra manera, queremos calcular el nu´mero de soluciones (x, y, z) ∈ Z3≥0 de la ecuacio´n
diofa´ntica x+ 2y + 5z = 10n.
Consideremos el pol´ıtopo P de R3 definido por las inecuaciones x ≥ 0, y ≥ 0, z ≥ 0
y la ecuacio´n x + 2y + 5z = 10. Observamos que P esta´ contenido en el plano de R3
dado por H :=
{
(x, y, z) ∈ R3 : x+ 2y + 5z = 10} = (0, 0, 2) + 〈(2,−1, 0), (1,−3, 1)〉R.
El pol´ıtopo P es un tria´ngulo entero cuyos ve´rtices son los puntos reticulares (10, 0, 0),
z
y
x
(10, 0, 0)
(0, 5, 0)
(0, 0, 2)
r2
r1
r3
P
puntos reticulares del interior relativo de P
puntos reticulares de la frontera de P (salvo sus ve´rtices)
Figura 5.2 – Pol´ıtopo P del problema del recuento de monedas.
(0, 5, 0) y (0, 0, 2), y su frontera esta´ determinada por las rectas
r1 :
{
x = 0,
2y + 5z = 10;
r2 :
{
y = 0,
x+ 5z = 10;
r3 :
{
z = 0,
x+ 2y = 10;
(figura 5.2). En definitiva, nuestro objetivo en este problema es calcular el nu´mero de
puntos reticulares de nP, es decir #(nP ∩Z3) = L(P, n). Luego el problema reside en
calcular el polinomio de Ehrhart de P, del que ya sabemos que es de grado 2 (respecto
n) y que su te´rmino constante es 1. Supongamos que L(P, n) = an2 + bn+1 para unos
ciertos a, b ∈ Q; nos basta con conocer los valores L(P, 1) y L(P, 2) para hallar los
valores de a y b.
Para calcular L(P, 1) y L(P, 2), describiremos todas las posibles combinaciones de
monedas de una (¬), dos (­) y cinco (°) unidades que suman respectivamente 10 y
20 (tablas 5.1 y 5.2). Observamos que L(P, 1) = 10 y L(P, 2) = 28 lo que nos da el
siguiente sistema de ecuaciones lineales en a y b :{
a+ b+ 1 = 10,
4a+ 2b+ 1 = 28;
=⇒
{
a = 9− b,
9− 2b = 0; =⇒
{
a = 9− b = 9/2,
b = 9/2.
Deducimos que L(P, n) = 92n2 + 92n+ 1.
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¬ ­ °
10 − −
8 1 −
6 2 −
5 − 1
4 3 −
3 1 1
2 4 −
1 2 1
− 5 −
− − 2
Tabla 5.1 – Combinaciones de monedas ¬, ­ y ° cuya suma es 10.
¬ ­ °
20 − −
18 1 −
16 2 −
15 − 1
14 3 −
13 1 1
12 4 −
11 2 1
10 5 −
10 − 2
9 3 1
8 6 −
8 1 2
7 4 1
6 7 −
6 2 2
5 5 1
5 − 3
4 8 −
4 3 2
3 6 1
3 1 3
2 9 −
2 4 2
1 7 1
1 2 3
− 5 2
− − 4
Tabla 5.2 – Combinaciones de monedas ¬, ­ y ° cuya suma es 20.
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5.2.2 Cuadrados ma´gicos
Sean n, s ∈ N, n ≥ 1 dos nu´meros naturales. Un cuadrado ma´gico (n, s) (es decir,
de orden n y suma s) es una matriz cuadrada de dimensio´n n cuyas componentes son
nu´meros naturales dispuestos de tal manera que las componentes de cada fila y de cada
columna suman s. La constante s recibe el nombre de constante ma´gica.
8 2 3
3 4 6
2 7 4
Tabla 5.3 – Un ejemplo de cuadrado ma´gico (3, 13).
Un cuadrado superma´gico (n, s) (es decir, de orden n y suma s) es un cuadrado
ma´gico tal que las componentes de sus dos diagonales principales suman s.
(a) Constante ma´gica 33.
1 14 14 4
11 7 6 9
8 10 10 5
13 2 3 15
(b) Constante ma´gica 34.
16 3 2 13
5 10 11 8
9 6 7 12
4 15 14 1
Tabla 5.4 – Ejemplos de cuadrados superma´gicos de orden 4.
En las tablas 5.4(a) y 5.4(b) hemos representado dos cuadrados superma´gicos que
aparecen en el mundo del arte (ve´ase las figuras 5.3(a) y 5.3(b)). Las definiciones
que acabamos de dar las hemos extraido de [Ehr77] aunque tambie´n se encuentran en
[BR09, §6] bajo la nomenclatura de “cuadrados semima´gicos” y “cuadrados ma´gicos”
respectivamente. Nos falta por definir los cuadrados ma´gicos histo´ricos (ma´s cono-
cidos por “cuadrados ma´gicos normales”) de orden n : son los cuadrados superma´gicos
cuyas componentes son los nu´meros naturales comprendidos entre 1 y n2 (ambos in-
cluidos) y son todas diferentes dos a dos. Un famoso cuadrado de este tipo es el de Lo
Shu (tabla 5.5) que ha sido datado de algunos milenios antes del nacimiento de Cristo.
Este cuadrado es el u´nico de este tipo salvo simetr´ıas o rotaciones del cuadrado. El
cuadrado superma´gico que aparece en el grabado Melancholia I (figura 5.3(b) y tabla
5.4(b)) tambie´n es un cuadrado ma´gico histo´rico.
4 9 2
3 5 7
8 1 6
Tabla 5.5 – Cuadrado ma´gico histo´rico (3, 15).
El problema que se planteo´ Euge`ne Ehrhart en [Ehr77, pa´g. 79-83] fue contar el
nu´mero de cuadrados ma´gicos de orden 3 cuya suma es un nu´mero natural s cualquiera.
Observamos que un cuadrado ma´gico (3, s) ha de tener la siguiente forma :
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x y s− x− y
z t s− z − t
s− x− z s− y − t x+ y + z + t− s
con x, y, z, t ∈ Z≥0. Como las componentes de esta matriz han de ser todas positivas,
obtenemos cinco inecuaciones suplementarias : x+y ≤ s, z+ t ≤ s, x+z ≤ s, y+ t ≤ s
y x+ y + z + t ≥ s. Consideremos el pol´ıtopo P de R4 definido por
P := {(x, y, z, t) ∈ R4≥0 : (x+ y), (z + t), (x+ z), (y + t) ≤ 1, x+ y + z + t ≤ 1} .
La dimensio´n de este pol´ıtopo es 4 porque los puntos e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0),
e3 = (0, 0, 1, 0), e4 = (0, 0, 0, 1) y (1, 0, 0, 1) pertenecen a P y son linealmente indepen-
dientes. Observamos que
sP =
{
(x, y, z, t) ∈ R4≥0 :
(
x
s
,
y
s
,
z
s
,
t
s
)
∈ P
}
=
{
(x, y, z, t) ∈ R4≥0 : (x+ y), (z + t), (x+ z), (y + t) ≤ s, x+ y + z + t ≤ s
}
para cada s ∈ Z>0, es decir que el problema planteado por Ehrhart se puede resolver
(como e´l mismo precisa) contando el nu´mero de puntos reticulares contenidos en la
dilatacio´n de factor s del pol´ıtopo P. Luego, hemos de calcular el polinomio de Ehrhart
de P, L(P, s), del que ya sabemos que es de grado 4 en s y con te´rmino constante
1. Para calcular la expresio´n de L(P, s) usaremos la ley de reciprocidad de Ehrhart-
Macdonald (L(P,−s) = (−1)4L(int(P), s) = L(int(P), s)) y calcularemos L(int(P), 1),
L(int(P), 2) y L(int(P), 3) : observamos que L(int(P), s) es el nu´mero de cuadrados
ma´gicos de orden 3 y con componentes positivas (diferentes de cero) cuya constante
ma´gica es s. En este caso, las componentes de las filas y de las columnas del cuadrado
han de sumar, al menos, 3. Por lo tanto, L(int(P), 1) = L(int(P), 2) = 0, es decir que
L(P,−1) = L(P,−2) = 0. Deducimos que el polinomio de Ehrhart de P es de la forma
L(P, s) = (s+ 1)(s+ 2)(as2 + bs+ c)
para unos ciertos a, b, c ∈ Q. Como L(P, 0) = 1 tenemos que c = 1/2. Observamos que
L(int(P), 3) = 1 porque el u´nico cuadrado ma´gico cuyas componentes son positivas y
con constante ma´gica 3 es el formado por 1’s. Luego, 1 = L(P,−3) = 2(9a−3b+1/2) =
18a− 6b+ 1, es decir que 3a = b.
Finalmente, calculemos L(P, 1) : hemos de encontrar el nu´mero de cuadrados ma´gi-
cos de orden 3 y con constante ma´gica 1. Estos cuadrados se obtienen colocando un
u´nico 1 en cada fila y cada columna del cuadrado y un cero en el resto de componentes.
Representamos todos los casos posibles con matrices :1 0 00 1 0
0 0 1
 ,
0 1 01 0 0
0 0 1
 ,
0 0 11 0 0
0 1 0
 ,
1 0 00 0 1
0 1 0
 ,
0 1 00 0 1
1 0 0
 ,
0 0 10 1 0
1 0 0
 ,
y por tanto L(P, 1) = 6. Deducimos que 6 = 6a + 6b + 3, y con la condicio´n 3a = b
obtenida anteriormente, resolvemos : b = 3/8 y a = 1/8. La solucio´n del problema
planteado es L(P, s) = (s+ 1)(s+ 2)( s28 + 3s8 + 12) = 18(s+ 1)(s+ 2)(s2 + 3s+ 4).
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(a) Cuadrado superma´gico (4, 33) en el templo de la Sagrada
Famı´lia disen˜ado por Antoni Gaud´ı (1852−1926).
(b) Melancholia I (1514), grabado en cobre (24,4 cm ×
18,8 cm) del pintor y grabador alema´n Albercht Du¨rer
(1471−1528). En la esquina superior derecha aparece un
cuadrado superma´gico (4, 34).
Figura 5.3 – Cuadrados ma´gicos art´ısticos.
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APE´NDICE A
Nu´meros combinatorios
En este ape´ndice definiremos algunos nu´meros combinatorios y daremos algunas
propiedades que nos sera´n de mucha utilidad a lo largo del desarollo del trabajo. La
mayor´ıa de estos resultados se hallan propuestos como ejercicios en [BR09, pa´g. 50-52].
Empecemos recordando la definicio´n del nu´mero factorial n! (n ∈ N) : se define
el factorial de un natural n mediante la relacio´n recursiva
n! :=
{
1, si n = 0;
n · (n− 1)!, si n ≥ 1;
que es equivalente a la definicio´n n! =
∏n
j=1 j con la salvedad 0! := 1. Tambie´n nos
sera´ u´til la definicio´n de los coeficientes binomiales :(
m
k
)
:=
m(m− 1)(m− 2) · · · (m− k + 1)
k!
,
(
m
0
)
:= 1 (R1)
con m ∈ C y k ∈ N \ {0}. Observamos que, con esta definicio´n, se cumple (mk ) = 0 si
m ∈ Z, k ∈ N \ {0} y m < k; y se deduce fa´cilmente que(
m+ 1
k + 1
)
=
(
m
k + 1
)
+
(
m
k
)
(R2)
y
(m+ 1)
(
m
k
)
= (k + 1)
(
m+ 1
k + 1
)
. (R3)
Adema´s, si m ∈ N y m ≥ k entonces (mk ) = m!k! (m−k)! y, en este caso, (m0 ) = (mm) = 1.
Lema A.1. Para todo entero d ≥ 0, se cumple 1
(1− z)d+1 =
∑
k≥0
(
d+ k
d
)
zk.
Lema A.2. Para cualesquiera k, t ∈ Z y d ∈ N \ {0},
(−1)d
(−t+ k
d
)
=
(
t+ d− 1− k
d
)
.
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A.1 Nu´meros Eulerianos
Sean k y d dos nu´meros naturales tales que 0 ≤ k ≤ d. Los nu´meros Eulerianos
A(d, k) se definen de la siguiente forma :
∑
j≥0
jdzj =:
∑d
k=0A(d, k)z
k
(1− z)d+1 . (R4)
Usaremos el convenio A(d, k) := 0 si k > d. Observamos que los nu´meros Eulerianos
esta´n bie´n definidos gracias al lema 3.8 (pa´g. 35), y que este mismo lema sugiere la
“necesidad” de definir tales nu´meros.
Proposicio´n A.3. Los nu´meros Eulerianos se pueden obtener mediante la siguiente
relacio´n : (
z
d
dz
)d( 1
1− z
)
=
∑d
k=0A(d, k)z
k
(1− z)d+1 , (R5)
donde ddz es el operador de derivacio´n
1 respecto a la variable z. Adema´s,
A(d, 0) =
{
1, si d = 0;
0, si d ≥ 1.
A ra´ız de este u´ltimo resultado, si d ≥ 1, en la expresio´n (R4) pordemos expresar
el polinomio
∑d
k=0A(d, k)z
k sin su te´rmino independiente (es decir,
∑d
k=1A(d, k)z
k)
pues A(d, 0) = 0.
Proposicio´n A.4. Sea d ∈ N \ {0}, se cumple :
a) A(d, k) = (d− k + 1)A(d− 1, k − 1) + kA(d− 1, k) para todo 1 ≤ k ≤ d natural.
En particular, A(d, 1) = A(d, d) = 1 si d ≥ 1.
b)
d∑
k=0
A(d, k) = d!
c) A(d, k) = A(d, d+ 1− k) para todo 1 ≤ k ≤ d natural.
d) A(d, k) =
k∑
j=0
(−1)j
(
d+ 1
j
)
(k − j)d para todo 0 ≤ k ≤ d natural.
Con las fo´rmulas de los apartados a) y c) de la proposicio´n anterior, podemos
calcular recursivamente los valores de los primeros nu´meros Eulerianos a partir de los
valores A(d, 0) ya encontrados en la proposicio´n A.3. Observamos que la relacio´n A.4.a)
nos revela que los nu´meros Eulerianos son enteros no-negativos.
1 Nuevamente, se trata de una derivacio´n formal. Usaremos el convenio
(
d
dz
)0
= id (es el operador
identidad).
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HHHHHHd
k
0 1 2 3 4 5 6 7 8
0 1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
1 0 1 ∗ ∗ ∗ ∗ ∗ ∗ ∗
2 0 1 1 ∗ ∗ ∗ ∗ ∗ ∗
3 0 1 4 1 ∗ ∗ ∗ ∗ ∗
4 0 1 11 11 1 ∗ ∗ ∗ ∗
5 0 1 26 66 26 1 ∗ ∗ ∗
6 0 1 57 302 302 57 1 ∗ ∗
7 0 1 120 1191 2416 1191 120 1 ∗
8 0 1 247 4293 15619 15619 4293 247 1
Tabla A.1 – Primeros nu´meros Eulerianos A(d, k).
A.2 Nu´meros de Stirling de primera especie
Sean k y n dos nu´meros enteros tales que 0 ≤ k ≤ n, los nu´meros de Stirling de
primera especie s(n, k) se definen mediante la siguiente relacio´n :
n−1∏
i=0
(x− i) = x(x− 1) · · · (x− n+ 1) =:
n∑
k=0
s(n, k)xk. (A.1)
Usaremos el convenio s(n, k) := 0 cua´ndo los valores de los para´metros n y/o k no
cumplen con la definicio´n dada anteriormente. Dado que el polinomio
∏n
i=1(x − i)
tiene coeficientes enteros (porque es producto de polinomios de Z[x]), los nu´meros de
Stirling de primera especie son enteros. Observamos que s(n, n) = 1 y que s(n, 0) = 0
para todo n ≥ 0.
Proposicio´n A.5. Si d ≥ 1 es un nu´mero entero, entonces
1
d!
d∑
k=0
(−1)d−ks(d+ 1, k + 1)tk =
(
d+ t
d
)
.
En particular,
(
d+t
d
)
es un polinomio de grado d en la indeterminada t, con coeficientes
racionales y con coeficiente principal 1d! .
Para probar esta proposicio´n, recurriremos a la fo´rmula de Vie`te : si f(x) es un poli-
nomio de grado n ≥ 1 en la indeterminada x con coeficientes en un anillo commutativo
y unitario, y x1, . . . , xn son sus ra´ıces (cada ra´ız de multiplicidad j aparece j veces en
esta serie) tales que f(x) =
∏n
i=1(x− xi) entonces :
f(x) = xn +
n∑
k=1
(−1)kσk(x1, . . . , xn)xn−k
= xn +
n−1∑
k=0
(−1)n−kσn−k(x1, . . . , xn)xk.
(V)
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En estas u´ltimas expresiones, σk (k = 1, . . . , n) representa el k-e´simo polinomio sime´tri-
co elemental en las variables x1, . . . , xn :
σk(x1, . . . , xn) :=
∑
1≤i1<···<ik≤n
 k∏
j=1
xij
 .
Demostracio´n. Aplicando la fo´rmula de Vie`te (V) al polinomio
∏n−1
i=0 (x − i) obte-
nemos la siguiente expresio´n :
x(x− 1) · · · (x− (n− 1)) = xn +
n−1∑
k=0
(−1)n−kσn−k(x1, . . . , xn)|xi=i−1x
k.
Igualando coeficientes con (A.1) llegamos a una fo´rmula para los nu´meros de Stirling de
primera especie en te´rminos de los polinomios sime´tricos elementales en 0, 1, . . . , n−1 :
s(n, k) =
{
1 si k = n;
(−1)n−kσn−k(x1, . . . , xn)|xi=i−1 si 0 ≤ k ≤ n− 1.
(A.2)
Por lo tanto,
1
d!
d∑
k=0
(−1)d−ks(d+ 1, k + 1)tk = 1
d!
d−1∑
k=0
(−1)d−ks(d+ 1, k + 1)tk + 1
d!
td
(?)
=
1
d!
d−1∑
k=0
(−1)d−k(−1)d−k︸ ︷︷ ︸
1
σd−k(x1, . . . , xd)|xi=it
k + td

=
1
d!
(
td +
d−1∑
k=0
σd−k(x1, . . . , xd)|xi=it
k
)
(??)
=
1
d!
((t+ x1)(t+ x2) · · · (t+ xd))|xi=i
=
1
d!
(t+ 1)(t+ 2) · · · (t+ d) =
(
t+ d
d
)
,
donde
en (?) usamos la relacio´n s(d + 1, k + 1) = (−1)d−kσd−k(x1, . . . , xd, xd+1)|xi=i−1
dada en (A.2) y que σd−k(x1, . . . , xd, xd+1)|xi=i−1 = σd−k(x1, . . . , xd)|xi=i ;
y en (??) hemos usado la fo´rmula de Vie`te (V).
Deducimos que
(
d+t
d
)
es un polinomio de grado d (porque s(d+ 1, d+ 1) = 1 6= 0) en la
variable t con coefcientes racionales y coeficiente principal s(d+ 1, d+ 1)/d! = 1/d!. 
APE´NDICE B
Resultados complementarios
Este ape´ndice consta de las resoluciones de algunos ejercicios propuestos en el cap´ı-
tulo §3 del libro [BR09] que complementan el contenido principal del trabajo y algunas
demostraciones.
B.1 Descomposicio´n de Zd en hiperplanos racionales
Diremos que un hiperplano H del espacio euclidiano Rd es racional si admite la
siguiente descripcio´n : H = {x = (x1, . . . , xd) ∈ Rd : 〈x, a〉 = a1x1 + · · ·+adxd = b} con
a1, . . . , ad, b ∈ Z (es decir que a := (a1, . . . , ad) ∈ Zd). En este caso, podemos suponer
sin pe´rdida de generalidad que gcd(a1, . . . , ad, b) = 1, y recordamos que si a designa
la d-tupla (a1, . . . , ad) entonces {x ∈ Rd : 〈x,a〉 = 0} es el subespacio vectorial de Rd
asociado al hiperplano H.
Proposicio´n B.1 (recubrimiento del ret´ıculo Zd con hiperplanos de Rd).
Sea H = {x = (x1, . . . , xd) ∈ Rd : 〈x, a〉 = a1x1 + · · · + adxd = 0} un hiperplano
racional de Rd (a := (a1, . . . , ad) ∈ Zd) tal que gcd(a1, . . . , ad) = 1. Existe un vector
v ∈ Zd tal que 〈v, a〉 = 1, ⊎
n∈Z
(
(nv +H) ∩ Zd
)
= Zd
y v no pertenece al subespacio vectorial {x ∈ Rd : 〈x,a〉 = 0} de Rd asociado a H
(a := (a1, . . . , ad)). En particular, los puntos de Zd \ H se encuentran a una cierta
distancia positiva de H (esta distancia viene dada por la fo´rmula 1‖a‖).
Para probar esta proposicio´n necesitamos un importante resultado de a´lgebra com-
mutativa ba´sica. A continuacio´n presentamos este resultado junto con algunas defini-
ciones y lemas preliminares no menos triviales que nos ayudara´n a demostrarla.
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Mo´dulos sobre Z
Sea A un anillo commutativo y unitario con elemento unidad 1. Un A-mo´dulo (o
mo´dulo sobre A) es un grupo aditivo M dotado con la operacio´n · : A×M −→M ,
(n,m) 7−→ n ·m =: nm, cumpliendo las cuatro condiciones siguientes :
(i) 1 ·m = m para todo m ∈M ;
(ii) k(n+m) = kn+ km para cualesquiera k ∈ A y n,m ∈M ;
(iii) (k + l)m = km+ lm para cualesquiera k, l ∈ A y m ∈M ;
(iv) (kl)m = k(lm) para cualesquiera k, l ∈ A y m ∈M .
El concepto de mo´dulo sobre un anillo (en este caso commutativo y unitario) es una
generalizacio´n del concepto de espacio vectorial sobre un cuerpo. Esto conlleva que
gran parte de las nociones de los espacios vectoriales surgen de manera natural para
mo´dulos : sea M un A-mo´dulo,
un submo´dulo de M es un subgrupo aditivo N de M cerrado por la operacio´n
·, es decir que nv ∈ N para cualesquiera n ∈ A y v ∈ N .
{v1, . . . , vr} ⊆ M es un sistema de generadores de M si para todo v ∈ M
existen α1, . . . , αr ∈ A tales que v = α1v1 + · · ·+αrvr. Se dice que los elementos
v1, . . . , vr generan M .
Un sistema de generadores α1, . . . , αr de un A-mo´dulo M es una base si es linealmente
independiente sobre A, es decir si la u´nica expresio´n de cero como combinacio´n lineal
a coeficientes en A de los elementos α1, . . . , αr es la trivial : si c1α1 + · · · + crαr = 0
con ci ∈ A para todo i ∈ {1, . . . , r} entonces c1 = · · · = cr = 0. En este caso, cualquier
elemento de M admite una u´nica expresio´n como combinacio´n lineal a coeficientes en
A de los elementos de la base dada en M . Si M tiene una base, decimos que es un
A-mo´dulo libre.
Teorema B.2. Si M es un A-mo´dulo libre, entonces todas las bases de M tienen el
mismo cardinal.
Dado un A-mo´dulo libre M , llamaremos rango de M al nu´mero de elementos de
cualquier base de M . El rango del A-mo´dulo {0} es cero.
Teorema B.3. Si M 6= {0} es un Z-mo´dulo tal que
ningu´n elemento de M es de orden finito, y
M posee un sistema finito de generadores;
entonces M tiene una base y cualquier submo´dulo de M tiene un nu´mero finito de
generadores (i.e. tiene una base).
B. Resultados complementarios 85
Los dos teoremas precentes los hemos recogido de los fragmentos [BS67, §2.2] y [Ivo,
§VII.3]. El primero nos ha permitido definir el rango de un mo´dulo sobre un anillo y
el segundo nos ayudara´ a demostrar el siguiente restultado :
Teorema B.4. Sean v = (v1, . . . , vd) ∈ Zd un vector no nulo y el conjunto
Hv :=
(x1, . . . , xd) ∈ Zd : 〈x,v〉 =
d∑
j=1
vjxj = 0
 ⊆ Zd.
Entonces,
(i) Hv es un Z-mo´dulo libre de rango d− 1.
(ii) si B es una base de Hv, entonces existe w ∈ Zd tal que B ∪ {w} es una base del
Z-mo´dulo Zd, y 〈v,w〉 = gcd(v1, . . . , vd).
Demostracio´n. Sabemos que Zd es un Z-mo´dulo de rango d tal que
no contiene ningu´n elemento diferente de (0, d. . ., 0) que sea de orden finito, y
posee la base {e1, . . . , ed}, donde ei es la d-tupla de Zd formada por un 1 en la
i-e´sima componente y 0’s en el resto de componentes.
Observamos que Hv es un submo´dulo de Zd y por lo tanto, segu´n el teorema B.3, Hv
es un Z-mo´dulo libre de rango menor o igual a d. Sean w1, . . . ,wk ∈ Zd tales que
B = {w1, . . . ,wk} es una base de Hv. Veamos que el Q-espacio vectorial generado por
B coincide con el Q-espacio vectorial {(x1, . . . , xd) ∈ Qd :
∑d
j=1 vjxj = 0}, es decir,
〈B〉Q = 〈w1, . . . ,wk〉Q =
(x1, . . . , xd) ∈ Qd :
d∑
j=1
vjxj = 0
 .
(⊇) Sea x ∈ {(x1, . . . , xd) ∈ Qd :
∑d
j=1 vjxj = 0}, sabemos que existe m ∈ Z \ {0}
tal que mx ∈ Zd. Luego, mx ∈ Hv = 〈B〉Q y existen λ1, . . . , λk ∈ Z tales que
mx = λ1w1 + · · ·+λkwk. Por lo tanto, x = (λ1/m)w1 + · · ·+(λk/m)wk ∈ 〈B〉Q.
(⊆) Supongamos que wi = (wi1, . . . , wid) para todo i ∈ {1, . . . , k} y con wij ∈ Z para
cada j. Sea x = (x1, . . . , xd) ∈ 〈B〉Q, existen q1, . . . , qk ∈ Q tales que
x =
k∑
i=1
qiwi =
k∑
i=1
qi
(
wi1, . . . , w
i
d
)
=
(
k∑
i=1
qiw
i
1, . . . ,
k∑
i=1
qiw
i
d
)
.
Como B es una base de Hv, se cumple
∑d
j=1w
i
jvj = 0 para cada i ∈ {1, . . . , k}.
Por lo tanto,
d∑
j=1
vjxj =
d∑
j=1
vj
(
k∑
i=1
qiw
i
j
)
=
k∑
i=1
qi
d∑
j=1
vjw
i
j︸ ︷︷ ︸
0
= 0,
es decir que x ∈ {(x1, . . . , xd) ∈ Qd :
∑d
j=1 vjxj = 0}.
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Sabemos que la dimensio´n del subespacio vectorial {(x1, . . . , xd) ∈ Qd :
∑d
j=1 vjxj = 0}
de Qd es d−1, y esto implica que k ≥ d−1. Veamos que B es un conjunto Q-linealmente
independiente : si q1, . . . , qk ∈ Q son tales que q1w1 + · · · + qkwk = 0 entonces existe
m ∈ Z \ {0} tal que mqi ∈ Z para cada i y por tanto, como {w1, . . . ,wk} es una base
del Z-mo´dulo Hv, tenemos que
mq1w1 + · · ·+mqkwk = 0 =⇒ mq1 = · · · = mqk = 0
=⇒ q1 = · · · = qk = 0.
Deducimos que B es una Q-base de {(x1, . . . , xd) ∈ Qd :
∑d
j=1 vjxj = 0} y por tanto
k = d− 1. Esto significa que el rango de Hv es d− 1.
Para terminar, veamos (ii) : sean g := gcd(v1, . . . , vd) y v
∗ = (v∗1, . . . , v∗d) := v/g.
Es evidente que Hv∗ = Hv; luego B tambie´n es una base de Hv∗ . Observamos que
gcd(v∗1, . . . , v∗d) = 1 y por tanto, segu´n el teorema de Be´zout
1, existe una d-tupla w =
(λ1, . . . , λd) ∈ Zd tal que 1 =
∑d
j=1 λjv
∗
j = 〈w,v∗〉 y 〈v,w〉 = 〈gv∗,w〉 = g〈v∗,w〉 = g.
Probaremos que B ∪ {w} es una base de Zd.
Sean y ∈ Zd y α := 〈y,v∗〉 ∈ Z, tenemos que
〈y − αw,v∗〉 = 〈y,v∗〉︸ ︷︷ ︸
α
−α 〈w,v∗〉︸ ︷︷ ︸
1
= α− α = 0,
es decir que y−αw ∈ Hv∗ porque y−αw ∈ Zd. Por tanto, existen µ1, . . . , µd−1 ∈
Z tales que y − αw = µ1w1 + · · · + µd−1wd−1 porque B = {w1, . . . ,wd−1} es
una base de Hv∗ . Deducimos que y = αw +µ1w1 + · · ·+µd−1w-.1 y que B∪{w}
genera Zd.
Supongamos que existen a, a1, . . . , ad−1 ∈ Z tales que
∑d−1
i=1 aiwi + aw = 0d;
entonces
0 = 〈0d,v∗〉 = 〈a1w1 + · · ·+ ad−1wd−1 + aw,v∗〉
= a1 〈w1,v∗〉︸ ︷︷ ︸
0
+ · · ·+ ad−1 〈wd−1,v∗〉︸ ︷︷ ︸
0
+a 〈w,v∗〉︸ ︷︷ ︸
1
= a.
Por tanto, a1w1 + · · · + ad−1wd−1 = 0 y como B es un conjunto linealmente
independiente porque es base de Hv∗ , obtenemos que a1 = · · · = ad−1 = a = 0.

Distancia entre hiperplanos
Sean H := {x ∈ Rd : 〈x, a〉 = b} un hiperplano de Rd siendo a 6= (0, d. . ., 0) una d-tupla
de Rd y b ∈ R; y F el subespacio vectorial de Rd asociado a H y de dimensio´n d− 1.
Recordamos que, para todo punto p ∈ H se cumple H = p+ F , y que los hiperplanos
H = p+F y H ′ = p′+F ′ de Rd son paralelos si F = F ′. En tal caso, o bien coinciden
(H = H ′) o bien son disjuntos (H ∩H ′ = ∅).
1Teorema (o identidad) de Be´zout : Si n1, . . . , nk ∈ Z y g := gcd(n1, . . . , nk), entonces existen
nu´meros enteros λ1, . . . , λk ∈ Z verificando λ1n1 + · · ·+ λknk = g.
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Se puede demostrar que la distancia entre un punto x ∈ Rd y el hiperplano H viene
dada por d(x,H) := ı´nf{d(x, y) : y ∈ H} = |〈x, a〉− b|/‖a‖. Se define la distancia entre
dos hiperplanos H y H ′ de Rd como d(H,H ′) := ı´nf{d(x,H) : x ∈ H ′}. Supongamos
que H y H ′ son paralelos; entonces se puede describir H y H ′ como
H =
{
x ∈ Rd : 〈x, a〉 = b
}
,
H ′ =
{
x ∈ Rd : 〈x, a〉 = b′
}
,
para unos ciertos b, b′ ∈ R y una cierta d-tupla a no nula de Rd. Adema´s, se tiene
d(H,H ′) = ı´nf{d(x,H) : x ∈ H ′} = ı´nf
{ |〈x, a〉 − b|
‖a‖ : x ∈ H
′
}
=
|b′ − b|
‖a‖ , (B.1)
y por tanto :
(1) d(H,H ′) = 0 si, y so´lo si, H ∩H ′ 6= ∅ (es decir que H y H ′ coinciden).
(2) d(H,H ′) > 0 si, y so´lo si, H ∩H ′ = ∅.
(3) para cualquier hiperplano H ′′ de Rd paralelo a H (o tambie´n a H ′) se cumple
d(H,H ′) ≤ d(H,H ′′) + d(H ′′, H ′).
Para terminar, recordamos que la distancia entre dos subconjuntos X y Y de Rd se
define como d(X,Y ) := ı´nf {d(x, y) : x ∈ X, y ∈ Y }.
Demostracio´n de la proposicio´n B.1
Sea F = {x ∈ Rd : 〈x,a〉 = 0} el subespacio vectorial de Rd asociado al hiperplano
H del enunciado de la proposicio´n B.1, con a = (a1, . . . , ad) ∈ Zd y de modo que
H = 0(d) + F . Segu´n el teorema B.4, F ∩ Zd es un Z-mo´dulo libre de rango d − 1 y
existe un vector v ∈ Zd tal que
〈v,a〉 = 〈v, a〉 = 1;
si B es una base de F ∩ Zd (#B = d− 1) entonces 〈{v} ∪B〉Z = Zd.
En particular, v /∈ B porque Zd es un Z-mo´dulo libre de rango d, y por tanto v /∈ F . Por
tanto, cualquier vector x ∈ Zd se escribe de manera u´nica como Z-combinacio´n lineal
de v y un vector yF de F∩Zd, es decir, x = nv+yH para un u´nico n ∈ Z. Dicho de otra
manera, existe un u´nico nu´mero entero n tal que x ∈ nv + (F ∩ Zd) = (nv + F ) ∩ Zd.
Deducimos que Zd ⊆ ⋃n∈Z ((nv + F ) ∩ Zd) y de aqu´ı se deduce la igualdad (porque
la inclusio´n contraria es siempre cierta).
Sea x ∈ Rd un punto; tenemos que x ∈ Zd si, y so´lo si, el vector x− 0(d) pertenece
a Zd =
⋃
n∈Z
(
(nv + F ) ∩ Zd), es decir si y so´lo si x− 0(d) ∈ (nv +F )∩Zd para algu´n
n ∈ Z. Esta u´ltima condicio´n es equivalente a x ∈ (nv+0(d) +F )∩Zd = (nv+H)∩Zd
para un cierto nu´mero entero n. Acabamos de probar que Zd =
⋃
n∈Z
(
(nv +H) ∩ Zd).
Sean n,m ∈ Z, tenemos que nv +H = {x ∈ Rd : 〈x, a〉 = n〈v, a〉} y
d(nv +H,mv +H) =
|n〈v, a〉 −m〈v, a〉|
‖a‖ =
|n−m|
‖a‖ (B.2)
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porque los hiperplanos nv+H y mv+H son paralelos (y usamos la relacio´n (B.1)). Esto
nos dice, segu´n las propiedades de la distancia entre hiperplanos paralelos, que si n 6= m
entonces (nv +H)∩ (mv +H) = ∅. Por lo tanto, la reunio´n ⋃n∈Z ((nv +H) ∩ Zd) es
disjunta, es decir Zd =
⊎
n∈Z
(
(nv +H) ∩ Zd).
Para terminar con la demostracio´n de la proposicio´n B.1, observamos que Zd \H =⊎
n∈Z\{0}
(
(nv +H) ∩ Zd) y, para todo n ∈ Z, se cumple d(H,nv + H) = |n|‖a‖ (basta
con tomar m = 0 en la expresio´n (B.2)). Por lo tanto, tenemos
d(Zd \H,H) = ı´nf
{ |n|
‖a‖ : n ∈ Z \ {0}
}
=
1
‖a‖ > 0
y de aqu´ı deducimos que los puntos de Zd \ H ma´s cercanos a H son los puntos de
(v +H) ∩ Zd = v + (H ∩ Zd) y de (−v +H) ∩ Zd = −v + (H ∩ Zd). Con esto hemos
terminado la demostracio´n de la proposicio´n B.1.
H = {(x, y) ∈ R2 : 2x− y = 0}
−v +H
v +H
v
x
y
Observamos que H = {z ∈ R2 : 〈z, a〉 = 0} con a = (2,−1) ∈ Z2,
que 〈v, a〉 = 1 siendo v = (1, 1) ∈ Z2, y que {a,v} es una Z-base
de Z2.
Figura B.1 – Recubrimiento de Z2 en R2 con rectas “no triviales”.
Corolario B.5. Sea H = {x = (x1, . . . , xd) ∈ Rd : 〈x, a〉 = a1x1 + · · · + adxd = b}
un hiperplano racional de Rd con a := (a1, . . . , ad) ∈ Zd. Existen vectores v ∈ Zd y
w ∈ Rd (ambos dependen de H) tales que
(i) 〈v, a〉 = 1, 〈w, a〉 = −b;
(ii) v no pertenece al subespacio vectorial F := {x ∈ Rd : 〈x,a〉 = 0} de Rd asociado
a H (a := (a1, . . . , ad));
(iii) Zd =
⊎
n∈Z
(
(nv + w +H) ∩ Zd
)
.
Adema´s, la distancia entre Zd \H y H es positiva : d(Zd \H,H) = 1‖a‖ > 0.
B. Resultados complementarios 89
Demostracio´n. Los hiperplanos racionales H ′ := {x ∈ Rd : 〈x, a〉 = 0} y H son
paralelos porque tienen el mismo subespacio vectorial asociado F . Por lo tanto, H ′ =
w +H para un cierto vector w ∈ F⊥ = 〈a〉 ⊆ Rd (F⊥ designa el subespacio ortogonal
a F ). Luego, dado un punto x ∈ H ′ existe un punto y ∈ H de modo que x = y + w.
Aplicando el operador 〈·, a〉 obtenemos
0 = 〈x, a〉 = 〈y + w, a〉 = 〈y, a〉+ 〈w, a〉 = b+ 〈w, a〉,
y esto es 〈w,a〉 = 〈w, a〉 = −b. Por otro lado, w = λa para un cierto λ ∈ R que verifica
−b = 〈w,a〉 = 〈λa,a〉 = λ〈a,a〉 = λ‖a‖2.
Luego w = (−b/‖a‖2)a. Segu´n la proposicio´n B.1 (pa´g. 83) existe un vector v ∈ Zd
tal que v /∈ F , 〈v, a〉 = 1, y
Zd =
⊎
n∈Z
(
(nv +H ′) ∩ Zd
)
=
⊎
n∈Z
(
(nv + w +H) ∩ Zd
)
.
Es importante observar que el hiperplano nv +w +H admite la siguiente descripcio´n :
nv +w +H = {x ∈ Rd : 〈x, a〉 = n} para todo n ∈ Z. Por tanto, nv +w +H = H si, y
so´lo si, n = b. Adema´s, usando la relacio´n (B.2) tenemos d(nv+w+H,H) = |n−b|/‖a‖
y por lo tanto
d(Zd \H,H) = ı´nf{d(nv + w +H,H) : n ∈ Z \ {b}}
= ı´nf
{ |n− b|
‖a‖ : n ∈ Z \ {b}
}
=
1
‖a‖ > 0.

Disposiciones de hiperplanos racionales
Una disposicio´n de hiperplanos de Rd es una reunio´n finita de hiperplanos de Rd.
Proposicio´n B.6. Toda disposicio´n de hiperplanos racionales de Rd puede trasladarse
de manera que la nueva disposicio´n no contenga ningu´n punto entero (de Zd).
Demostracio´n. Sea H una disposicio´n de hiperplanos racionales de Rd, es decir que
existen m ∈ Z>0 e hiperplanos Hi = {x ∈ Rd : 〈x, ai〉 = bi} con ai ∈ Zd \ {0(d)}, bi ∈ Z
para todo i ∈ {1, . . . ,m} de modo que H = ⋃mi=1Hi. Para cada i, denotemos con Fi
el subespacio vectorial de Rd asociado a Hi. Segu´n el corolario B.5, la distancia entre
Zd \Hi y Hi es positiva : di = d(Zd \Hi, Hi) = 1/‖ai‖ > 0, y adema´s existen vectores
vi ∈ Zd y wi ∈ Rd tales que 〈vi, ai〉 = 1, 〈wi, ai〉 = −bi, vi /∈ Fi, y
Zd =
⊎
n≥Z
(
(nvi + wi +Hi) ∩ Zd
)
. (B.3)
Sea u un vector de Rd \ {0d} cumpliendo
a) 0 < ‖u‖ < mı´n{di : i = 1, . . . ,m} = mı´n
{
1
‖ai‖ : i = 1, . . . ,m
}
;
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b) u /∈ Fi = {x ∈ Rd : 〈x, ai〉 = 0} para todo i ∈ {1, . . . ,m}.
Observamos que, gracias a
la desigualdad de Cauchy-Schwarz2,
al hecho de que u /∈ Fi (i.e. 〈u, ai〉 6= 0),
y a que ‖u‖ · ‖ai‖ < 1 para todo i ∈ {1, . . . ,m} por la condicio´n a),
tenemos que 0 < |〈u, aj〉| ≤ ‖u‖ · ‖aj‖ < 1 para cualquier j ∈ {1, . . . ,m}. Es decir que
〈u, aj〉 no es un nu´mero entero para cada j ∈ {1, . . . ,m}. Veamos que la disposicio´n
de hiperplanos u +H = ⋃mi=1 (u +Hi) no contiene ningu´n punto entero. Probaremos
que (nvi + wi +Hi) ∩ (u +Hi) = ∅ para todo n ∈ Z y as´ı habremos terminado segu´n
la expresio´n (B.3). Observamos, en primer lugar, que
los hiperplanos u +Hi y nvi + wi +Hi son paralelos para todo n ∈ Z y tales que
nvi + wi +Hi = {x ∈ Rd : 〈x, ai〉 = n},
u +Hi = {x ∈ Rd : 〈x, ai〉 = bi + 〈u, ai〉};
y que nvi + wi +Hi = Hi si, y so´lo si, n = bi.
Segu´n la fo´rmula (B.1) se cumple d(nvi + wi + Hi,u + Hi) = |〈u, ai〉 + bi − n|/‖ai‖
para cada n ∈ Z. Como bi − n ∈ Z y 〈u, ai〉 /∈ Z, esta u´ltima distancia es positiva (y
esto equivale a (nvi + wi + Hi) ∩ (u + Hi) = ∅ para cada i ∈ {1, . . . ,m}). Adema´s,
observamos que
. o bien ((bi + 1)vi + wi + Hi)
> ⊂ (u + Hi)> ⊂ (bivi + wi + Hi)> = H>i si se
cumple 0 < 〈u, ai〉 < 1,
. o bien (bivi + wi + Hi)
> = H>i ⊂ (u + Hi)> ⊂ ((bi − 1)vi + wi + Hi)> si se
cumple −1 < 〈u, ai〉 < 0;
y ningu´n otro semiespacio abierto de la forma (nvi + wi +Hi)
> puede incluirse entre
estos semiespacios abiertos. Adema´s, entre los hiperplanos bivi+wi+Hi = Hi, u+Hi
y (bi ± 1)vi + wi +Hi = ±vi +Hi no hay ningu´n punto reticular. 
Obse´rvese que en esta u´ltima demostracio´n, el vector −u tambie´n satisface las con-
diciones a) y b) y por lo tanto tambie´n se cumple (−u +H) ∩ Zd = ∅.
Corolario B.7. Sean
K un d-cono eucl´ıdeo entero y puntiagudo de Rd,
p ∈ Zd el ve´rtice de K,
2Desigualdad de Cauchy-Schwarz : |〈x,y〉| ≤ ‖x‖ · ‖y‖ para cada par de vectores x,y ∈ Rd.
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{K1, . . . ,Km} una triangulacio´n de K sin usar nuevos generadores,
H0 = {x ∈ Rd : 〈x, a0〉 = b0} un hiperplano racional (a0 ∈ Zd, b0 ∈ Z) de soporte
de K que determina p (ver el lema 1.6, pa´g. 10), y F0 = {x ∈ Rd : 〈x, a0〉 = 0}
el subespacio vectorial asociado a H0.
Entonces existe un vector u = (u1, . . . , ud) ∈ Rd tal que
a) u /∈ F0, 〈u, a0〉 < 0 y ‖u‖ < 1,
b) K ∩ Zd = (u +K) ∩ Zd = ⊎mi=1 ((u +Kj) ∩ Zd),
c) ∂(±u +K) ∩ Zd = (±u + ∂K) ∩ Zd = ∅,
d) ∂(±u +Ki) ∩ Zd = (±u + ∂Ki) ∩ Zd = ∅ para todo i ∈ {1, . . . ,m},
e) −u +K ⊆ int(K), y (−u +K) ∩ Zd = int(K) ∩ Zd.
La demostracio´n de este corolario se basa en buena parte en la demostracio´n de la
proposicio´n anterior (haremos referencia a partes de esa demostracio´n).
p
−u
K
K2K1
u
{K1,K2} es una triangulacio´n del cono eucl´ıdeo
y puntiagudo K. Hemos escogido el vector u de
manera que p+ u ∈ int(K2).
H0
Figura B.2 – Desplazamiento de un 3-cono eucl´ıdeo puntiagudo de R3.
Demostracio´n. Podemos describir los conos puntiagudos K,K1, . . . ,Km como
K =
n⋂
i=1
H+i , Kj =
d+1⋂
k=1
H+j,k ∀j ∈ {1, . . . ,m},
donde Hi, Hj,k son hiperplanos racionales de Rd (algunos hiperplanos Hj,k coinciden
con los hiperplanos Hi). Sabemos que el hiperplano H0 verifica K ⊆ H+0 , K\{p} ⊆ H>0 ,
y K ∩H0 = {p}. Definimos la disposicio´n de hiperplanos racionales
H :=
(
n⋃
i=0
Hi
)
∪
 m⋃
j=1
d+1⋃
k=1
Hj,k
 .
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Segu´n la proposicio´n B.6, existe un vector u ∈ Rd \ {0d} tal que
1) ‖u‖ < 1, ‖u‖ · ‖ai‖ < 1;
2) u /∈ Fi para cada i ∈ {0, 1, . . . , n}, u /∈ Hj,k para cada j y cada k; y
3) (u +H) ∩ Zd = (−u +H) ∩ Zd = ∅.
Podemos suponer, sin pe´rdida de generalidad, que el vector u escogido satisface la
relacio´n p−u ∈ ⊎mi=1 int(Ki) porque los subespacios vectoriales Fi, Fj,k (i ∈ {0, 1, . . . , n},
j ∈ {1, . . . ,m}, k ∈ {1, . . . , d+ 1}) asociados a los hiperplanos Hi, Hj,k no son densos
en el espacio vectorial Rd. En particular, si escribimos Hi = {x ∈ Rd : 〈x, ai〉 = bi} y
Hj,k = {x ∈ Rd : 〈x, aj,k〉 = bj,k} para unos ciertos ai, aj,k ∈ Zd \ {0(d)} y bi, bj,k ∈ Z,
entonces −1 < 〈u, a0〉 < 0 y −1 < 〈u, ai〉 < 0 para cada i ∈ {1, . . . , n} y por lo tanto
se cumple H+i ⊂ (u +Hi)+ = u +H+i para cada i ∈ {0, 1, . . . , n}. Luego,
K =
n⋂
i=0
H+i ⊆
n⋂
i=0
(
u +H+i
)
= u +
n⋂
i=0
H+i = (u +K)
y de aqu´ı K∩Zd ⊆ (u +K)∩Zd. Veamos la inclusio´n contraria : como hemos visto en
la demostracio´n de la proposicio´n B.6, para cada i, j y k se cumple
Zd =
⊎
l∈Z
(
(lvi + wi +Hi) ∩ Zd
)
=
⊎
l∈Z
(
(lvj,k + wj,k +Hj,k) ∩ Zd
)
para unos ciertos vectores vi,vj,k ∈ Zd y wi,wj,k ∈ Rd (con la notacio´n introducida
en la demostracio´n de B.6) tales que
. 〈vi, ai〉 = 〈vj,k, aj,k〉 = 1;
. vi /∈ Fi, vj,k /∈ Fj,k;
. 〈wi, ai〉 = −bi y 〈wj,k, aj,k〉 = −bj,k.
Puesto que
los hiperplanos u +Hi no contienen ningu´n punto reticular;
para cualesquiera l, l′ ∈ Z≥0, l ≥ bi + 1 y l′ ≤ bi − 1 se cumple
(lvi + wi +Hi)
+ ⊆ · · · ⊆ ((bi + 1)vi + wi +Hi)+
( −u +H+i = (−u +Hi)+
( H+i
( u +H+i = (u +Hi)
+
( ((bi − 1)vi + wi +Hi)+ ⊆ · · · ⊆ (l′vi + wi +Hi)+;
entre los hiperplanos Hi y u +Hi no hay ningu´n punto reticular;
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tenemos que si x ∈ (u+K)∩Zd entonces x ∈ (u+Hi)+∩Zd para todo i ∈ {0, 1, . . . , n}
y esto implica que existe li ∈ Z con li ≥ bi tal que x ∈ (livi + wi + Hi) ∩ Zd porque
(lvi + wi +Hi) ∩ (u +Hi)+ = lvi + wi +Hi para cada l ∈ Z, l ≥ bi. Deducimos que
x ∈
n⋂
i=1
(
(livi + wi +Hi) ∩ Zd
)
⊆
(
n⋂
i=1
H+i
)
∩ Zd = K ∩ Zd.
Con esto termina la prueba del apartado b) del enunciado. Veamos c) y d) : basta con
observar que ∂(±u +K) ⊆ ±u +H y ∂(±u +Ki) ⊆ ±u +H para cada i ∈ {1, . . . ,m}
(ve´ase (1.1), pa´g. 11) porque las facetas de ±u + Ki son la interseccio´n de Ki con los
hiperplanos Hi,k. De aqu´ı deducimos que
∅ ⊆ ∂(±u +K) ∩ Zd ⊆ (±u +H) ∩ Zd = ∅,
∅ ⊆ ∂(±u +Ki) ∩ Zd ⊆ (±u +H) ∩ Zd = ∅.
Por lo tanto, ∅ = ∂(±u +K)∩Zd = ∂(±u +Ki) para cada i. Finalmente, probemos el
apartado e) : si x ∈ −u +K = ⋂mi=1(−u +Hi)+ entonces, como
−u +Hi =
{
x ∈ Rd : 〈x, ai〉 = bi − 〈u, ai〉 > bi
}
) H>i ,
x no puede pertenecer a la frontera de K porque no pertenece a ninguno de los hiper-
planos Hi. Por tanto, x ∈ int(K). Nos queda por ver que int(K)∩Zd ⊆ (−u +H)∩Zd.
Observamos que int(K) = ⋂mi=1H>i . Sea x ∈ int(K)∩Zd; sabemos que −u+H+i ( H>i
para cada i, y que entre estos pares de hiperplanos no hay ningu´n punto reticular. Por
lo tanto, x pertenece a
⋂m
i=1(−u +H+i ) = −u +K, es decir que x ∈ (−u +K)∩Zd. 
Concluiremos esta seccio´n con un par de resultados relacionados con los hiperplanos
que definen los pol´ıtopos enteros y los conos eucl´ıdeos puntiagudos que tienen un ve´rtice
reticular y generadores enteros (es decir, conos puntiagudos enteros).
Lema B.8. Si P es un d-pol´ıtopo entero de Rd y F = conv(V ) es una faceta de P
con V ( vert(P) ⊂ Zd, entonces el hiperplano de soporte aff(F) de P es racional.
Prueba. Segu´n la propiedad 12 (pa´g. 9) de los conjuntos convexos, tenemos que
dimV = dimF = d − 1 y por tanto en V hay d puntos linealmente independientes
a partir de los cuales podemos calcular la ecuacio´n del hiperplano aff(F). Deducimos
que los coeficientes de esta ecuacio´n han de ser todos enteros porque V ⊂ Zd. 
Lema B.9. Sea K un d-cono eucl´ıdeo puntiagudo y entero de Rd. Si F es una faceta
de K entonces el hiperplano aff(F) es racional.
Prueba. Supongamos que p ∈ Zd es el ve´rtice de K y que los vectores w1, . . . ,wn ∈ Zd
(n ∈ N, n ≥ d) son los generadores de K, es decir que K = p + cone({w1, . . . ,wn}).
Segu´n el lema 1.7 (pa´g. 11), podemos suponer que F = p+ cone({w1, . . . ,wk}) siendo
w1, . . . ,wk vectores del subespacio vectorial asociado al hiperplano aff(F).
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Sea x un punto de aff(F); existen m ∈ Z>0, unos escalares λ1, . . . , λm ∈ R tales
que
∑m
j=1 λj = 1 y puntos x
1, . . . , xm ∈ F de manera que x = ∑mj=1 λjxj . Para cada
j ∈ {1, . . . ,m} existen µj,1, . . . , µj,k ∈ R≥0 tales que xj = p+
∑k
l=1 µj,lwl. Luego,
x =
m∑
j=1
λjx
j =
m∑
j=1
λj
(
p+
k∑
l=1
µj,lwl
)
= p+
k∑
l=1
 m∑
j=1
λjµj,l
wl,
es decir que x pertenece al subespacio af´ın p+〈w1, . . . ,wk〉R. Por lo tanto, hemos proba-
do que aff(F) ⊆ p+〈w1, . . . ,wk〉R y de aqu´ı deducimos que k ≥ dim(〈w1, . . . ,wk〉R) ≥
dim aff(F) = d−1. Esto nos dice que existen d−1 vectores linealmente independientes
en el conjunto {w1, . . . ,wk}; supondremos que w1, . . . ,wd−1 son linealmente indepen-
dientes. Entonces, los d puntos reticulares p, p+ w1, . . . , p+ wd−1 ∈ F son linealmente
independientes y generan aff(F). Deducimos que la ecuacio´n de aff(F) se puede cal-
cular a partir de estos puntos y, en consecuencia, los coeficientes que aparecen en ella
son enteros. 
B.2 Propiedades de la codificacio´n entera de conjuntos
En esta seccio´n probaremos tres propiedades sencillas relativas a la codificacio´n
entera de conjuntos.
Lema B.10. Sea S ⊆ Rd un conjunto no vac´ıo. Si −S := {−x : x ∈ S} entonces
σ−S(z1, . . . , zd) = σS
(
1
z1
, . . . ,
1
zd
)
.
Prueba. Se trata de un simple ca´lculo :
σ−S(z1, . . . , zd) =
∑
(j1,...,jd)∈(−S)∩Zd
zj11 · · · zjdd
=
∑
(−j1,...,−jd)∈S∩Zd
zj11 · · · zjdd
=
∑
(i1,...,id)∈S∩Zd
z−i11 · · · z−idd
=
∑
(i1,...,id)∈S∩Zd
(
z−11
)i1 · · · (z−1d )id
= σS
(
z−11 , . . . , z
−1
d
)
= σS
(
1
z1
, . . . ,
1
zd
)
.

Lema B.11. Si m ∈ Zd es un vector, entonces σm+S(z) = zmσS(z) para cualquier
subconjunto S de Rd.
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Prueba. Basta con observar que (i1, . . . , id) ∈ (m+S)∩Zd si, y so´lo si, (i1, . . . , id) =
m + (j1, . . . , jd) para una cierta d-tupla (j1, . . . , jd) ∈ S ∩ Zd. Por lo tanto, si m =
(m1, . . . ,md) entonces
σm+S(z1, . . . , zd) =
∑
(i1,...,id)∈(m+S)∩Zd
zi11 · · · zidd
=
∑
(j1,...,jd)∈S∩Zd
zm1+j11 · · · zmd+jdd
=
(
zm11 · · · zmdd
) ∑
(j1,...,jd)∈S∩Zd
zj11 · · · zjdd
=
(
zm11 · · · zmdd
)
σS(z1, . . . , zd).

Lema B.12. Si S1, . . . , Sm son subconjuntos de Rd y S es su reunio´n, entonces
σS(z) =
m∑
k=1
(−1)k−1
 ∑
1≤i1<···<ik≤m
σSi1∩···∩Sik (z)

En particular, si los conjuntos S1, . . . , Sm son disjuntos dos a dos (i.e. Si ∩ Sj = ∅ si
i 6= j) entonces σS(z) =
∑m
k=1 σSk(z).
Prueba. Si los conjuntos S1 ∩ Zd, . . . , Sm ∩ Zd son finitos, entonces se cumple :
#(S ∩ Zd) =
m∑
k=1
(−1)k−1
 ∑
1≤i1<···<ik≤m
#
(
Si1 ∩ · · · ∩ Sik ∩ Zd
) .
A partir de esta fo´rmula (incluso en el caso en que alguno de los conjuntos Si ∩ Zd no
es finito), se obtiene la fo´rmula del enunciado. 
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