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Abstract
We present an efficient inexact implicitly restarted Arnoldi algorithm to find a few eigenpairs of large
unitary matrices. The approximating Krylov spaces are built using short-term recurrences derived from
Gragg’s isometric Arnoldi process. The implicit restarts are done by the Krylov–Schur methodology of
Stewart. All of the operations of the restart are done in terms of the Schur parameters generated by the
isometric Arnoldi process. Numerical results confirm the effectiveness of the algorithm.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Whenever a matrix has significant structure, it is desirable to apply to it methods that preserve
and exploit that structure. Potential benefits include improved speed, stability, and accuracy.
In this paper, we consider unitary structure. Eigenvalues of unitary matrices arise in various
applications such as signal processing [18], time-series analysis [1], and random matrix theory
[9,10]. A variety of efficient algorithms specifically for the dense unitary Hessenberg eigenvalue
problem have been designed [1–4,6,7,8,12,14,15,19]. These all preserve unitary structure and gain
speed by acting directly on the 2n − 1 Schur parameters that determine the unitary Hessenberg
matrix.
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In this paper, we develop a structure-preserving implicitly-restarted Arnoldi process [5,20] for
large unitary eigenvalue problems. The restarts are done by Stewart’s Krylov–Schur method [22],
which amounts to the thick restart method of Wu and Simon [25] in the symmetric case.
The Arnoldi process is a Krylov subspace method in which a matrix U is approximated by its
restriction on a Krylov space defined by
Km(U, q) = span{q,Uq,U2q, . . . , Um−1q}
for some q. The equation that captures the relationship between U , the Krylov spaceKm(U, q),
and its approximate restriction Hm onKm(U, q) is
UQm = QmHm + hm+1,mqm+1eHm ,
where the columns of Qm are orthonormal and the first column is proportional to q. Matrix Hm is
upper Hessenberg (hij = 0 for i > j + 1). The unit vector qm+1 is orthogonal to the columns of
Qm and hm+1,m is a scalar. If hm+1,m = 0, then Hm represents the restriction of U onKm(U, q)
and the eigenvalues of Hm are eigenvalues of U . If hm+1,m /= 0, the eigenvalues of Hm are
estimates of eigenvalues of U .
Our algorithm preserves unitary structure by employing a variant of Gragg’s isometric Arnoldi
process [11,13] to generate the approximating Krylov space. The matrix Hm is produced in the
form of Schur parameters, and all manipulations are done in terms of the Schur parameters. Since
Hm is not quite unitary, we make a modification to the Arnoldi process (hence the word inexact
in the title) to produce a unitary matrix that is used in the filtering process for the implicit restart.
2. The inexact Krylov–Schur algorithm
In this section, we begin with an overview of the algorithm. Then we discuss the details in
the subsections. Let U be an n × n unitary matrix. Suppose n is large and we are seeking k
eigenvalues of U nearest a target τ where k  n. Let q be a vector of 2-norm one. We construct
an orthonormal basis q1, q2, . . . , qk for the Krylov space
Kk(U, q) = span{q,Uq,U2q, . . . , Uk−1q}
using the Arnoldi process. In matrix form, we can write this orthonormalization procedure as
UQk = QkHk + hk+1,kqk+1eHk , (1)
where q1, q2, . . . , qk are the columns of Qk , and Hk is an upper Hessenberg matrix that approx-
imates U on the spaceKk(U, q). We will call (1) an Arnoldi decomposition of order k. Like all
implicitly-restarted Krylov processes, our algorithm consists of an expansion phase, where the
underlying Krylov space is extended, and a contraction phase, where the unwanted approxima-
tions to the eigenvalues of U are purged from the decomposition. We initially build the Krylov
spaceKk(U, q) of dimension k, and then expand the space by an additional dimension of j . If
m := k + j , we then have an Arnoldi decomposition of order m given by
UQm = QmHm + hm+1,mqm+1eHm . (2)
The eigenvalues of Hm are estimates of eigenvalues of U . Since Hm is not unitary, we modify
it slightly to make a unitary matrix H˜m and use the eigenvalues of H˜m as our estimates of
eigenvalues of U . In the contraction phase, we trim down the space to dimension k by picking
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out the k-dimensional Krylov subspace associated with the k eigenvalues of H˜m nearest the target
τ . The space is again expanded by an additional dimension j from which we get a new set of
eigenvalues that approximate those of U . The new Krylov space isKm(U, qˆ) where qˆ is a new
starting vector chosen so that Km(U, qˆ) is a better approximating space than Km(U, q) in a
sense that we will describe in Section 3.
We describe details in the following subsections.
2.1. Initial construction of the Krylov space
The construction ofKk(U, q) and its initial expansion toKm(U, q) can be combined in one
construction. Hence, we will begin by considering the Arnoldi decomposition (2). We will assume
that Hm is unreduced upper Hessenberg (hi+1,i /= 0) and that its subdiagonal entries are real and
positive. Thus we can write Hm as a product of reflectors:
Hm = G1G2 · · ·Gm−1Gm,
where Gr = diag{Ir−1, G˜r , Im−r−1},
G˜r =
(
γr σr
σr −γ¯r
)
, σr > 0, |γr |2 + σ 2r = 1,
for r = 1, . . . , m − 1, andGm = diag{Im−1, γm} [12,13]. The 2 × 2 matrices G˜r are called Givens
reflectors. We will refer to the numbers γ1, . . . , γm, σ1, . . . , σm−1 collectively as Schur parame-
ters. For distinction, we will sometimes refer to the parametersσ1, . . . , σm−1 as the complementary
Schur parameters.
For unitary matrices, we have an efficient alternative method to carry out the orthonormalization
procedure (2), the isometric Arnoldi process [11,13]. The columns ofQm and the Schur parameters
of Hm are related by the short-term recurrence
σjqj+1 =Uqj − γj q˜j (3)
σj q˜j+1 = q˜j − γ¯jUqj (4)
for j = 1, 2, . . . , n. This generates two sequences (qj ) and (q˜j ). The latter is an auxiliary sequence
that helps generate the orthonormal sequence (qj ). We compute qj+1 by (3), where γj is the
Gram-Schmidt coefficient
γj = q˜Hj Uqj .
σj is computed as the unique positive number for which ‖qj+1‖2 = 1.
We learned by experiment that generating q˜j+1 using (4) can be numerically unstable when
σj is near zero, so we sought an alternate formula. Solving for Uqj in (3) and substituting into
(4), we get
q˜j+1 = σj q˜j − γ¯j qj+1. (5)
This is the expression that we use to generate q˜j+1. To avoid the gradual loss of orthogonality
inherent in numerical orthogonalization processes, each new qj must be re-orthogonalized against
the columns of Qj−1. The unitarity of Hm is enforced by making sure that its Schur parameters
satisfy |γk|2 + σ 2k = 1. Thus in the initial expansion, given a unit vector q, we generate the matrix
Qm and the Schur parameters of Hm by the following algorithm:
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q1 ← q
q˜1 ← q
Q ← []
for j = 1 : m⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q ← [Q qj ]
qj+1 ← Uqj
γj ← q˜Hj qj+1
qj+1 ← qj+1 − γj q˜j {orthogonalize}
d ← QHqj+1
qj+1 ← qj+1 − Qd {reorthogonalize}
σj ← ‖qj+1‖2
ν ← (|γj |2 + σ 2j )1/2
γj ← γj /ν {enforce unitarity}
σj ← σj/ν
qj+1 ← qj+1/σj {normalize}
q˜j+1 ← σj q˜j − qj+1γj
q˜j+1 ← q˜j+1/‖q˜j+1‖2 {compute auxiliary vector}
(6)
2.2. Contraction phase
In the exact Krylov–Schur algorithm, we would use the eigenvalues of Hm as approximations
to the eigenvalues of U . In our inexact variant, we use a modified matrix H˜m instead. The reason
for this is that Hm is not unitary: Its first m − 1 columns are orthonormal, and its mth column is
orthogonal to the others but does not have unit length (unless σm = 0). We create H˜m by normaliz-
ing this last column to form a unitary matrix having Schur parameters γ1, γ2, . . . , γm−1, γm/|γm|
and σ1, σ2, . . . , σm−1. In the Krylov–Schur procedure, we will modify H˜m, and since it is unitary
we can do all modifications by operating on the Schur parameters. An additional benefit is that the
approximate eigenvalues delivered by H˜m lie on the unit circle, which is where the eigenvalues
of U are.
Hm and H˜m differ only in the last column, so Hm = H˜m + peHm for some vector p, and we
have an inexact Arnoldi configuration
UQm=QmHm + hm+1,mqm+1eHm
=Qm(H˜m + peHm ) + hm+1,mqm+1eHm
=QmH˜m + p˜eHm (7)
where p˜ := Qmp + hm+1,mqm+1. The eigenvalues of H˜m, called isometric Ritz values [16], all
lie on the unit circle and we will use them to approximate the eigenvalues of U .
Since H˜m is normal, its Schur decomposition takes the form
SH H˜mS = D
where D is diagonal and S is unitary. Further we assume that the eigenvalues of H˜m along the main
diagonal of D are ordered such that the leading k entries of the diagonal of D are the eigenvalues
of H˜m which are nearest the target τ . Several O(m2) algorithms using QR iterations to reduce H˜m
to D have been developed [3,8,12,15], These algorithms manipulate only the Schur parameters
of H˜m to yield the Schur parameters of D.
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The main-diagonal entries of D are the isometric Ritz values, and the first k are the ones we
wish to retain. Write
D = diag{D11,D22}, (8)
where D11 ∈ Ck×k . Thus D11 contains the Ritz values we want to keep. Partition S as S =
[S1 S2], where S1 ∈ Cn×k . Then the columns of S1 are eigenvectors of H˜m corresponding to
the isometric Ritz values we wish to retain. In particularS = R(S1) is the invariant subspace of
H˜m associated with these values.
Post-multiplying S to (7) gives
UQ˜m = Q˜mD + p˜zH ,
where Q˜m := QmS and zH := eHm S. Extracting the first k columns, we get
UQ˜k = Q˜kD11 + p˜z˜H , (9)
where Q˜k is the first k columns of Q˜m, and z˜ consists of the first k entries of z. Note that
Q˜k = QmS1. (10)
In retaining Q˜k , we are keeping that portion of the space that corresponds to the isometric Ritz
values in D11.
We now need to make a transformation that turns (9) into an Arnoldi decomposition. For this
we need a unitary matrix W such that z˜HW = αeHk for some α /= 0 and WHD11W is upper
Hessenberg. If we can produce such a W , we can let
Q̂k := Q˜kW (11)
and Ĥk = WHD11W , and then multiply (9) on the right by W to obtain
UQ̂k = Q̂kĤk + αp˜eHk . (12)
In Section 2.4, we will show how to carry out this transformation by working entirely with Schur
parameters and the information contained in z˜H . The procedure starts with the Schur parameters
of D11 and transforms them to the Schur parameters of Ĥk .
Eq. (12) is not an Arnoldi decomposition of order k since p˜ is not necessarily orthogonal to
the columns of Q̂k . Noting that the last term of (12) only affects the last column, we throw away
the final column and get
UQ̂k−1 =Q̂kĤk,k−1
=Q̂k−1Ĥk−1 + hˆk,k−1qˆkeHk−1 (13)
which is an Arnoldi decomposition of order k − 1. By uniqueness of Arnoldi decompositions [23,
Prop. 6.3.15], Eq. (13) is precisely the result of an Arnoldi process with qˆ := Q̂ke1 as the starting
vector. We have thus builtKk(U, qˆ) implicitly.
2.3. Expansion phase
All that we need to restart the isometric Arnoldi process are the new vectors q˜k−1 and q˜k that
would have been generated by the isometric Arnoldi process if qˆ had been used as the starting
vector. The vectors qˆk−1 and qˆk , and the quantities σˆk−1, and γˆk−1 are known from (13). We now
drop the hats and refer to these quantities as the new qk−1, qk , σk , and γk . We can generate the
new q˜k−1 using (3) with j replaced by k − 1:
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q˜k−1 = (Uqk−1 − σk−1qk)/γk−1.
Next we generate the new q˜k using (5) with j + 1 replaced by k:
q˜k = σk−1q˜k−1 − γ¯k−1qk.
With the new q˜k and the current qk we can carry out the subspace expansion using the loop in
(6), letting j run from k to m.
2.4. Reduction to Hessenberg form
We now fill in the details of the transformation from (9) to (12). Let D11 = diag(d1, d2, . . . , dk)
having Schur parameters γ (0)1 , γ
(0)
2 , . . . , γ
(0)
k and σ
(0)
1 , σ
(0)
2 , . . . , σ
(0)
k−1. Since D11 is diagonal, we
have σ (0)i = 0 for i = 1, 2, . . . , k − 1, and the main diagonal entries are given by di = −γ¯ (0)i−1γ (0)i
for i = 2, 3, . . . , k, and d1 = γ (0)1 . Let z˜H = (z1 z2 z3 · · · zk). Construct a unitary matrix W1 such
that z˜HW1 = zH(1) := (0 z(1)2 z3 · · · zk) where z(1)2 :=
√|z1|2 + |z2|2. Matrix W1 takes the form
W1 =
(
Ŵ1
Ik−2
)
,
where Ŵ1 is a 2 × 2 unitary matrix that maps (z1, z2) to (0, z(1)2 ) by post-multiplication. Perform-
ing a unitary similarity transformation to D11, we have
D
(1)
11 := WH1 D11W1 =
⎛⎜⎜⎜⎜⎜⎝
d
(1)
11 d
(1)
12
d
(1)
21 d
(1)
22
d3
.
.
.
dk
⎞⎟⎟⎟⎟⎟⎠ .
If the subdiagonal entry d(1)21 is not real positive, we do an additional similarity transformation
by a diagonal unitary matrix to make it positive. Thus without loss of generality, we can assume
d
(1)
21 > 0. The Schur parameters of D
(1)
11 are γ
(1)
1 , γ
(1)
2 , γ
(0)
3 , . . . , γ
(0)
k and σ
(1)
1 , 0, 0, . . . , 0, where
γ
(1)
1 = d(1)11 , γ (1)2 = −d(1)22
/
γ¯1 and σ (1)1 = d(1)21 . Only the first two Schur parameters γ (1)1 , γ (1)2
differ from those of D11, and only the first complementary Schur parameter σ (1)1 differ from that
of D11.
Next we construct a unitary matrix W2 such that
zH(1)W2 = zH(2) := (0 0 z(2)3 z4 · · · zk),
where z(2)3 :=
√
|z(1)2 |2 + |z3|2. Matrix W2 takes the form
W2 =
⎛⎝I1 Ŵ2
Ik−3
⎞⎠
where Ŵ2 is a 2 × 2 unitary matrix that maps (z(1)2 , z3) to (0, z(2)3 ). The transformation D(1)11 →
D
(1)
11 W2 affects only the second and third columns of D
(1)
11 , creating possibly nonzero entries in
the (1, 3) and (2, 3) positions, and the transformation D(1)11 W2 → WH2 D(1)11 W2 affects only the
second and third rows of D(1)11 W2. We thus have a unitary similarity transformation
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D̂
(2)
11 := WH2 D(1)11 W2 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dˆ
(2)
11 dˆ
(2)
12 dˆ
(2)
13
dˆ
(2)
21 dˆ
(2)
22 dˆ
(2)
23
dˆ
(2)
31 dˆ
(2)
32 dˆ
(2)
33
d4
.
.
.
dk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We now return D̂(2)11 to upper Hessenberg form. We construct a unitary matrix V
(2)
1 such that
the transformation D̂(2)11 → D̂(2)11 V (2)1 zeroes out the (3, 1) entry. Hence the matrix
D
(2)
11 := (V (2)1 )H D̂(2)11 V (2)1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d
(2)
11 d
(2)
12 d
(2)
13
d
(2)
21 d
(2)
22 d
(2)
23
d
(2)
32 d
(2)
33
d4
.
.
.
dk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is in upper Hessenberg form, and by an additional unitary similarity transformation, we can
assume that the subdiagonals d(2)21 and d
(2)
32 are positive. We thus obtain the Schur parameters of
D
(2)
11 as γ
(2)
1 , γ
(2)
2 , γ
(2)
3 , γ
(0)
4 , . . . , γ
(0)
k and σ
(2)
1 , σ
(2)
2 , 0, . . . , 0. In particular γ
(2)
1 = d(2)11 , γ (2)2 =
−d(2)22
/
γ¯
(2)
1 , γ
(2)
3 = −d(2)33
/
γ¯
(2)
2 , and σ
(2)
1 = d(2)21 , σ (2)2 = d(2)32 .
In general, for i = 2, 3,…, k − 1, given the vector
zH(i−1) = (0 · · · 0 z(i−1)i zi+1 · · · zk),
where z(i−1)i :=
√|z1|2 + · · · + |zi |2, we construct a unitary matrix Wi that maps, by post-multi-
plication, the vector zH(i−1) to z
H
(i) :=(0 · · · 0 z(i)i+1 zi+2 · · · zk)where z(i)i+1 :=
√|z1|2 + · · · + |zi+1|2.
The matrix Wi takes the form
Wi =
⎛⎝Ii−1 Ŵi
Ik−i−1
⎞⎠ , (14)
where Ŵi is a 2 × 2 unitary matrix that maps
(
z
(i−1)
i , zi+1
)
to
(
0, z(1)i+1
)
by post multiplication.
The upper Hessenberg matrix D(i−1)11 has the form
D
(i−1)
11 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d
(i−1)
11 d
(i−1)
12 · · · d(i−1)1,i−1 d(i−1)1,i
d
(i−1)
21 d
(i−1)
22 · · · d(i−1)2,i−1 d(i−1)2,i
d
(i−1)
32 · · · d(i−1)3,i−1 d(i−1)3,i
.
.
.
...
...
d
(i−1)
i,i−1 d
(i−1)
i,i
di+1
.
.
.
dk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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with Schur parameters γ (i−1)1 , . . . , γ
(i−1)
i , γ
(0)
i+1, . . . , γ
(0)
k , and σ
(i−1)
1 , . . . , σ
(i−1)
i−1 , 0, . . . , 0. The
transformation D(i−1)11 → D(i−1)11 Wi affects only columns i and i + 1 of D(i−1)11 , and the transfor-
mation D(i−1)11 Wi → WHi D(i−1)11 Wi affects only rows i and i + 1. Hence the unitary similarity
transformationD(i−1)11 → WHi D(i−1)11 Wi =: D̂(i−1)11 introduces a bulge in the Hessenberg structure
of D(i−1)11 . Specifically, the bulge is the 3 × 3 submatrix D̂(i−1)11 (i − 1 : i + 1, i − 1 : i + 1). We
chase this bulge upward by a series of unitary similarity transformations that act on two consecutive
columns and two consecutive rows at a time. Specifically, the unitary matrix
V
(i)
1 =
⎛⎝Ii−2 V̂ (i)1
Ik−i
⎞⎠ V̂ (i)1 ∈ M2 (15)
is constructed such that the map D̂(i)11 → D̂(i)11 V (i)1 acts only on columns i − 1 and i of D̂(i)11 and
zeroes out the (i + 1, i − 1) entry. The map D̂(i)11 V (i)1 → (V (i)1 )H D̂(i)11 V (i)1 acts only on rows i − 1
and i, and moves the bulge one row left and one column up. The form of V (i)1 in (15) implies that
zH(i)V
(i)
1 = zH(i). A second unitary matrix
V
(i)
2 =
⎛⎝Ii−3 V̂ (i)2
Ik−i+1
⎞⎠ V̂ (i)2 ∈ M2
is constructed such that the similarity transformation(
V
(i)
1
)H
D̂
(i)
11 V
(i)
1 →
(
V
(i)
2
)H (
V
(i)
1
)H
D̂
(i)
11 V
(i)
1 V
(i)
2
chases the bulge one row and one column up. In general, the unitary matrix
V
(i)
j =
⎛⎝Ii−j−1 V̂ (i)j
Ik−i+j−2
⎞⎠ V̂ (i)j ∈ M2
is constructed to chase the bulge one row and one column up, and each V (i)j acts as an identity
on zH(i) by post-multiplication. After a series of such unitary similarity transformations, we would
have returned D̂(i)11 to upper Hessenberg form D
(i)
11 .
Each of the unitary matrices constructed must also be applied by post-multiplication to the
matrix Q˜k. Since each of these unitary matrices only affects two consecutive columns at a time,
the implementation can be done in a way that we only manipulate two columns of Q˜k at a time.
The resulting matrix in the end is Q̂k = Q˜kW .
2.5. Implicit upward bulge chase
The reduction described in the preceding section can be done without forming matrix D11
explicitly. Only the Schur parameters of D11 are manipulated. The idea is to build from the Schur
parameters the submatrix that contains the bulge. As we chase the bulge upward, we multiply
in additional Givens reflectors which contain the old Schur parameters, and factor out Given
reflectors that contain updated Schur parameters. Since the unitary matrices that we construct
to carry out the Hessenberg reduction only affect two consecutive columns and rows at a time,
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the part of the matrix that are being manipulated can be stored in a working area of size 3 × 3.
This technique is identical to the one presented in [8], except that in [8] we were chasing bulges
downward instead of upward.
To illustrate the technique, we consider the matrix
D
(i−1)
11 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d
(i−1)
11 d
(i−1)
12 · · · d(i−1)1,i−1 d(i−1)1,i
d
(i−1)
21 d
(i−1)
22 · · · d(i−1)2,i−1 d(i−1)2,i
d
(i−1)
32 · · · d(i−1)3,i−1 d(i−1)3,i
.
.
.
...
...
d
(i−1)
i,i−1 d
(i−1)
i,i
di+1
.
.
.
dk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
having Schur parameters γ (i−1)1 , . . . , γ
(i−1)
i , γ
(0)
i+1, . . . , γ
(0)
k stored in a vector g, and comple-
mentary Schur parameters σ (i−1)1 , . . . , σ
(i−1)
i−1 , 0, . . . , 0 stored in vector s. The last k − i Schur
parameters in g, and the last k − i − 1 complementary Schur parameters in s are those of D11.
Since Wi in (14) only affects columns i and i + 1, we build the initial working matrix
Bi =
⎛⎜⎝γ (i−1)i−1 σ (i−1)i−1σ (i−1)i−1 −γ¯ (i−1)i−1
1
⎞⎟⎠
⎛⎝1 γ (i−1)i
−γ¯ (i−1)i
⎞⎠⎛⎝1 1
γ
(0)
i+1
⎞⎠
=
⎛⎜⎝γ
(i−1)
i−1 σ
(i−1)
i−1 γ
(i−1)
i
σ
(i−1)
i−1 −γ¯ (i−1)i−1 γ (i−1)i
−γ¯ (i−1)i γ (0)i+1
⎞⎟⎠ .
The bulge introduced in the unitary similarity D(i−1)11 → WHi D(i−1)11 Wi is contained in the
working area by the transformation
B
(1)
i :=
(
1
ŴHi
)
Bi
(
1
Ŵi
)
.
The transformation
D̂
(i)
11 → D̂(i)11 V (i)1 (16)
that zeroes out the (i + 1, i − 1) entry of D̂(i)11 is done in the working area by
B
(2)
i := B(1)i
(
V̂
(i)
1
1
)
.
This zeroes out the (3, 1) entry of B(1)i . Further V̂
(i)
1 can be constructed so that it leaves the
(3, 2) entry of B(2)i positive. Hence we can construct a Givens reflector
G˜
(i)
i =
(
γ
(i)
i σ
(i)
i
σ
(i)
i −γ¯ (i)i
)
, σ
(i)
i > 0,
∣∣∣γ (i)i ∣∣∣2 + (σ (i)i )2 = 1,
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such that
B
(2)
i =
(
B˜
(2)
i
1
)(
1
G˜
(i)
i
)
.
The entries γ (i)i and σ
(i)
i of G˜
(i)
i update the Schur parameters γ
(i−1)
i and σ
(i−1)
i = 0, respec-
tively. The next Givens reflector is multiplied in:
B˜
(3)
i :=
(
G˜
(i−1)
i−1
1
)(
1
B˜
(2)
i
)
where
G˜
(i−1)
i−1 =
(
γ
(i−1)
i−1 σ
(i−1)
i−1
σ
(i−1)
i−1 −γ¯ (i−1)i−1
)
.
The transformation (16) is completed to a similarity D̂(i)11 →
(
V
(i)
1
)H
D̂
(i)
11 V
(i)
1 by
B
(3)
i :=
(
1
V̂
(i)
1
)H
B˜
(3)
i .
Thus the bulge has been chased one row and one column up. This process is repeated until the
bulge has been chased off the top of the matrix, and the all of the old Schur parameters have been
updated.
2.6. Convergence and locking
We use the same convergence and locking procedure as the standard Krylov–Schur algorithm
uses. Because U is unitary, the procedure is simpler than it is in general. The natural opportunity
to check for convergence occurs in the contraction phase at (9). In the equation
UQ˜k = Q˜kD11 + p˜z˜H
write z˜H = (z1 z2 · · · zk), as before. If any of the entries zj is zero, then the j th column of Q˜(k)m
is an eigenvector of U with eigenvalue dj . In practice we count zj as zero whenever |zj | ‖p˜‖ < 
for some specified tolerance . Any eigenvectors so detected can be permuted to the front of
the decomposition. Thus, if i eigenpairs have been detected, then after the permutation, the new
permuted version of z˜H will have the form (0 · · · 0 zi+1 · · · zk). The first i columns of Q˜(k)m will
then be eigenvectors. These can remain locked in place, that is, left untouched, from now on. They
do not participate in the subsequent reduction to Hessenberg form. The Hessenberg matrix Ĥk in
(12) has the form Ĥk = diag{d1, . . . , di, H }, where H is an unreduced upper Hessenberg matrix
of dimension k − i. On subsequent contraction phases they will remain unchanged, because in
the reduction of Hm to diagonal form, the top part of the matrix is already diagonal. Once the
desired number of eigenpairs has been locked in, the algorithm halts.
3. Inexact Krylov–Schur as subspace iteration
The effectiveness of the implicitly restarted Arnoldi process [20] can be attributed to the fact that
each restart cycle effects nested subspace iterations driven by g(U), where g is a filter polynomial
that amplifies eigenvectors associated with part of the spectrum while suppressing unwanted
eigenvectors. The Krylov–Schur algorithm [22] is justified by showing that it is equivalent to the
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implicitly restarted Arnoldi process. In this section we show that our method also does nested
subspace iterations driven by a filter polynomial, even though it is “inexact”. We proceed by two
stages, proving first a basic result (Theorem 1), then a refined result (Theorem 3). Results (for
general matrices) similar to Theorem 1 have appeared in [17,21,22].
Before the contraction phase of our process we have a matrix Qm with m orthonormal columns.
Let Qk denote the submatrix of Qm consisting of the first k columns. After the contraction phase
we have a new matrix Q̂k ∈ Cn×k satisfying R(Q̂k) ⊆ R(Qm), which will be used to start the
next expansion step.
Theorem 1. Suppose the eigenvalues of D11 are disjoint from those of D22 in (8). Let g(t) =
(t − μ1)(t − μ2) · · · (t − μj ), where μ1, μ2, . . . , μj are the eigenvalues of D22. Then
R(Q̂k) = g(U)R(Qk).
Proof. Let H˜m be the unitary matrix defined in Section 2.2, and considerg(H˜m). Sinceμ1, . . . , μj
are eigenvalues of H˜m, g(H˜m) is highly rank deficient. In fact, g(H˜m) = Sg(D)SH =
Sdiag{g(D11), 0}SH , so the rank of g(H˜m) is exactly k, and R(g(H˜m)) is exactly the invariant
subspace associated with the eigenvalues of D11. We named this subspaceS in Section 2.2. The
eigenvalues of D11 are the isometric Ritz values that are not discarded in the contraction phase.
Since H˜m is an unreduced upper Hessenberg matrix, and g has degree j = m − k, the first k
columns of g(H˜m) are linearly independent and therefore spanS.
Now consider a decomposition g(H˜m) = PR, where P is unitary and R is upper triangular.
Partition P as P = [P1 P2], where P1 has k columns. Then R(P1) = R(g(H˜m)) =S. Let
Qˇm = QmP and
Qˇk = QmP1. (17)
Starting from (7), one easily proves by induction that
g(U)Qm = Qmg(H˜m) + Ej ,
where the first k columns of Ej are zero. Then, using the decomposition g(H˜m) = PR, we obtain
g(U)Qm = QˇmR + Ej .
Now, retaining only the first k columns of this equation, we obtain
g(U)Qk = QˇkRˇ, (18)
where Rˇ is the k × k leading principal submatrix of R and is nonsingular. Therefore, R(Qˇk) =
g(U)R(Qk).
Finally, we notice that sinceR(P1) =S = R(S1), Eqs. (10), (11), and (17) show thatR(Q̂k) =
R(Qˇk). Thus R(Q̂k) = g(U)R(Qk). 
The zeros of g are exactly the isometric Ritz values that we are discarding in the contraction
phase. The effect of g(U) is to suppress components corresponding to eigenvalues of U near
μ1, . . . , μj and to enhance components associated with eigenvalues away from μ1, . . . , μj ,
including the eigenvalues closest to the target τ . Thus filtering is achieved.
The proof of Theorem 1 contains the same elements as the proof that ordinary Krylov–Schur
is equivalent to ordinary implicitly restarted Arnoldi. The main enabling equation is
UQm = QmH˜m + p˜eTm,
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which, while not an Arnoldi decomposition, is enough like one to allow us to draw our conclu-
sions.
In the case whenR(Q̂k) is not invariant under U (which is always the case up until convergence
has been achieved), we can get a sharper result.
Lemma 2. Let A ∈ Cn×n and letV be a subspace of Cn that is not invariant under A. Suppose
V =Kk(A, qˇ) =Kk(A, qˆ). Then qˇ and qˆ are multiples of one another.
Proof. Since V is not invariant, qˆ, Aqˆ, . . . , Ak−1qˆ are linearly independent, and Akqˆ /∈V.
qˇ ∈Kk(A, qˆ), so
qˇ = c1qˆ + c2Aqˆ + · · · + ckAk−1qˆ
for some uniquely determined c1, . . . , ck , not all of which are zero. Let r be the largest integer
for which cr /= 0. If r > 1, then Ak−r+1qˇ ∈Kk(A, qˇ) =V. On the other hand,
Ak−r+1qˇ = c1Ak−r+1qˆ + · · · + cr−1Ak−1qˆ + crAkqˆ,
so
Akqˆ = c−1r (Ak−r+1qˇ − c1Ak−r+1qˆ − · · · − cr−1Ak−1qˆ) ∈V.
This contradicts the non-invariance of V under A. Therefore we must have r = 1 and qˇ =
c1qˆ. 
For i = 1, . . . , k − 1, let Qi denote the matrix consisting of the first i columns of Qk , and
likewise for Q̂k .
Theorem 3. Suppose the eigenvalues of D11 are disjoint from those of D22 in (8). Let g(t) =
(t − μ1)(t − μ2) · · · (t − μj ), where μ1, μ2, . . . , μj are the eigenvalues of D22. Assume further
that R(Q̂k) is not invariant under U. Then
R(Q̂i) = g(U)R(Qi), i = 1, 2, . . . , k.
In particular, taking i = 1, we see that the original and the restarted starting vector are related
by qˆ = αg(U)q for some nonzero constant α.
Proof. Eq. (13) implies that R(Q̂k) is a Krylov subspace: R(Q̂k) =Kk(U, qˆ), where qˆ is the
first column of Q̂k . Better yet,
R(Q̂i) =Ki (U, qˆ), i = 1, 2, . . . , k. (19)
We now wish to establish that similar relationships hold for Qˇk . Using the transforming matrix
P from the decomposition g(H˜m) = PR, define Hˇm = PHH˜mP . The equations
g(H˜m) = PR and Hˇm = PHH˜mP
together constitute an iteration of the QR algorithm of degree j . Since all of the shifts μ1, . . . , μj
are eigenvalues of H˜m, Hˇm has the special form [24]
Hˇm =
[
Hˇk X
0 Y
]
,
where Hˇk is k × k and unreduced upper Hessenberg.
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Multiply Eq. (7) by P on the right to obtain
UQˇm = QˇmHˇm + p˜eTmP.
The first k − 1 entries of eTmP are zero so, retaining the first k − 1 columns of this equation,
we have
UQˇk−1 = QˇkHˇk,k−1, (20)
where Hˇk,k−1 is the k × (k − 1) obtained by deleting the last column of Hˇk . Since Hˇk is upper
Hessenberg, (20) implies that
R(Qˇi) =Ki (U, qˇ), i = 1, 2, . . . , k, (21)
where qˇ is the first column of Qˇk .
In the proof of Theorem 1 we found thatR(Q̂k) = R(Qˇk), soKk(U, qˆ) =Kk(U, qˇ). Since
this space is not invariant, we can invoke Lemma 2 to deduce that qˆ and qˇ are multiples of one
another. Thus, by (19) and (21), R(Q̂i) = R(Qˇi) for i = 1, . . . , k.
Now revisit (18). Since Rˇ is nonsingular and upper triangular, this equation shows thatR(Qˇi) =
g(U)R(Qi) for i = 1, . . . , k. Since R(Qˇi) = R(Q̂i), we are done. 
4. Numerical performance of the algorithm
To check that the algorithm works in practice, we tested it on a variety of unitary matrices.
Without loss of generality, we used diagonal unitary matrices. The eigenvalues were selected on
the unit circle. We then used the algorithm to seek 20 of the eigenvalues nearest a specified target
τ that also lies on the unit circle. The initial dimension of the Krylov space is k + j . Then the
space is contracted to dimension k, and then re-expanded to dimension k + j . A tolerance of
 = 10−8 was used. We computed the residual norm and the difference between each computed
eigenvalue and the actual eigenvalue it approximated. We also noted the number of iterations and
the number of Arnoldi steps taken.
Results for matrices with eigenvalues uniformly randomly distributed around the unit circle are
shown in Table 1. The target τ is a random point on the unit circle. We used k = 25 and j = 100.
The residuals are about as expected. The column labeled “Max. error” gives the maximum error
in the 20 computed eigenvalues. This too was about what one would expect, given that unitary
matrices are normal. The Arnoldi process is best at finding eigenvalues on the periphery of the
spectrum and has a harder time with eigenvalues in the “interior”. Thus the problems in this class
are “hard” problems, as every eigenvalue is an “interior” eigenvalue in the sense that it has many
neighboring eigenvalues on both sides. This is reflected in the large number of iterations needed
to get convergence. (By iterations we mean the number of Arnoldi runs, that is, the number
of restarts plus one.) The number of iterations increases in a fairly regular way as the matrix
dimension goes up, so we are confident that this method will succeed in finding eigenpairs of
very large problems, including problems for which a shift-and-invert strategy (which one might
naturally think of) is not feasible.
In our second experiment, shown in Table 2, we considered the effect of varying j . All other
parameters were the same as in the first experiment. We used a matrix of dimension 2000. Table 2
shows that with smaller values of j , meaning shorter Arnoldi runs, we required correspondingly
more iterations. Note that the total number of Arnoldi steps is roughly the same for all runs, but
a bit higher for the shorter runs. One should bear in mind that not all Arnoldi steps are equally
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Table 1
Performance on matrices of various sizes
Size Iterations Arnoldi steps Max. residual Max. error
2000 28 2852 1.10 × 10−8 5.20 × 10−15
4000 55 5579 1.21 × 10−8 5.78 × 10−15
6000 114 11538 1.19 × 10−8 9.31 × 10−15
8000 161 16285 1.22 × 10−8 9.30 × 10−15
10000 188 19012 1.17 × 10−8 9.04 × 10−15
Table 2
Effect of varying j
j Iterations Arnoldi steps
25 141 3690
50 75 3849
75 45 3444
100 33 3357
125 27 3426
expensive. Because of the need for reothogonalization, the cost per iteration goes up as the length
of the Arnoldi run increases. The exact tradeoff depends upon how expensive the matrix–vector
multiply is, and this will vary from application to application.
In our final experiment we repeated the experiment of Table 2 using a conventional, unstructured
Krylov–Schur algorithm. This code differs from our structured code in that it uses the standard
Arnoldi recurrence instead of Gragg’s isometric Arnoldi process (it makes no use of the Schur
parameter representation) and it uses shifts from the nonunitary Hessenberg matrix Hm. Thus all
shifts lie strictly inside the unit circle. In all other respects (e.g. deflation criterion) the two codes
are identical. The results for the unstructured code are shown in Table 3.
For j values 75 and less, the algorithm did not converge. It stagnated, with shifts getting further
and further from the unit circle. Thus the use of shifts from a nonunitary matrix proved fatal here.
For j = 100 and 125, the algorithm did converge. The quality of the computed eigenvalues was
good, with errors around 10−14. However, the number of iterations (and amount of work) was
much greater than that required for the structured code, as one sees by comparing Table 3 with
Table 2. Again this can be attributed to the inferiority of the shifts used by the unstructured
code.
One might surmise that one could improve the unstructured code by modifying it so that
it uses the eigenvalues of the unitary matrix H˜m as shifts (as the structured code does). This is
undoubtedly true and would likely lead to an algorithm that performs comparably to the structured
Table 3
Performance of unstructured Krylov–Schur algorithm
j Iterations Arnoldi steps
75 ∞ ∞
100 65 6525
125 39 4900
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code in terms of total iteration counts. However, the structured code has a lower flop count per
iteration, as it uses the short recurrences of the isometric Arnoldi process.
5. Conclusions
We have developed a practical Krylov subspace method for the unitary eigenvalue problem
based on a variant of Gragg’s isometric Arnoldi process. Implicit restarts are done by the Krylov–
Schur methodology of Stewart. Since the filtering is done by with isometric Ritz values instead of
standard Ritz values, the method is an “inexact” Krylov–Schur algorithm. The algorithm works
entirely with the Schur parameters generated by the isometric Arnoldi process, never building the
associated Hessenberg matrices explicitly. Numerical results confirm that our algorithm produces
accurate results and is superior to a conventional Krylov–Schur algorithm.
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