Abstract-This work presents a hybrid method for navigation parameter estimation using sequential aerial images, where navigation parameters represent the position and velocity information of an aircraft for autonomous navigation. The proposed hybrid system is composed of two parts: relative position estimation and absolute position estimation. Computer simulation with two different sets of real aerial image sequences shows the effectiveness of the proposed hybrid parameter estimation algorithm.
I. INTRODUCTION
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D.-G. Sim and R.-H. Park are with the Department of Electronic Engineering, Sogang University, Seoul 100-611, Korea. aircraft using sequential aerial images. Because only the aerial image sequence is used as an input in our navigation system, the navigation system has advantages in that it is not detected by enemies nor guided by external signals, compared with other active approaches. Also, it can be attached to an aircraft without any special apparatus for compensation of an attitude change. Two test aerial sequences used in this work were acquired from a camera fixed on a light airplane and a helicopter, in which the optical axis of the camera varies according to the aircraft attitude.
This work presents an integrated system for navigation parameter estimation using aerial sequence images. The main objective of the paper is to develop an effective algorithm for real-time implementation. The proposed system is composed of two parts: relative position estimation and absolute position estimation. The former is based on stereo modeling of two successive image frames, whereas the latter is accomplished by image matching with reference images or by using digital elevation model (DEM) information. Fig. 1 shows the overall block diagram of the proposed position estimation system that consists of relative and absolute position estimation parts, where I n is the current input aerial image, and n , ! n , n , and h n represent roll, pitch, yaw, and altitude parameters of an aircraft at the nth frame, respectively. P rel; n and P abs represent the estimated relative and absolute positions, respectively. P DEM , P SPOT , and P high denote the positions obtained by absolute position estimation algorithms using DEM, SPOT images, and high-resolution images, respectively. In the relative estimation part, a displacement of a camera (B n ) between two successive frames is computed, This integrated system is controlled by the switching scheme, in which absolute position estimation is incorporated with a planned trajectory of autonomous navigation. Absolute position estimation is performed using images or DEM information. Absolute position estimation by image matching uses SPOT or high-resolution images for the reference images. The absolute positioning system with SPOT images is suitable for estimation of the current position in regions containing artificial structures. If high-resolution images are available, the current position can be obtained more accurately by the image matching algorithm, based on the Hausdorff distance (HD). Current position can also be estimated by matching the stored DEM with the recovered elevation model (REM), which is reconstructed from two successive image frames [6] , [7] . This approach requires very high computational complexity, thus an energy function, defined in terms of the current position, DEM, and matching positions, is introduced to alleviate the computational load. The current position is estimated by minimizing the energy function, resulting in reduced computational complexity with reasonable performance. Each part of the overall system will be presented in the following sections.
II. PROPOSED INTEGRATED SYSTEM FOR NAVIGATION PARAMETER ESTIMATION

A. Relative Position Estimation
Relative position estimation sequentially computes the current position by accumulating the displacement of a camera estimated, relative to the previous position. In conventional approaches [4] , a down-looking camera was used for easy image matching and simple extraction of navigation parameters. However, in our approach, since a camera is tightly attached to an aircraft, it is necessary to compensate for the attitude change of a camera between two successive frames. Thus, the previous input image I n01 is transformed to I 0 n01 for matching with the current input image I n . Matching pairs are detected by a block matching algorithm (BMA) employing the normalized correlation coefficient (NCC) measure. Two-level hierarchical matching is employed to reduce the computational complexity. Then, the final matching point
MPn with a subpixel accuracy is obtained by refining the coarse displacement with the fine displacement estimated by the optical flow method. So far, many optical flow estimation methods have been presented [8] ; however, Horn and Schunck's algorithm [9] is used in our approach, because it can yield a reasonable result for subpixel optical flow estimation. YN, ZN) represents the navigation coordinate, and B n can be expressed by TV n , where T denotes the sampling interval and Vn signifies the velocity of an aircraft at frame n. f is a focal length of a camera and M n is a three-dimensional (3-D) DEM position, corresponding to the feature point. R 0 n (Rn) denotes the vector from the feature point in the previous frame I n01 (matching point in the current frame I n ) to the 3-D DEM position, and r 0 n (r n ) is its normalized vector. The proposed relative positioning algorithm was implemented in real-time on the TMS320C80 [10] .
The error of the estimated navigation parameters, accumulated by relative position estimation, increases with time. Therefore, the position has to be compensated by absolute position estimation.
B. Absolute Position Estimation
We propose an absolute position estimation algorithm that employs two approaches: matching based on reference images and DEM information. In the case of image matching, if the position obtained by relative position estimation is located within the effective range (e.g., 400 m) from the reference position prespecified, the selected absolute position estimation method is activated.
Generally, navigation systems have been developed under the assumption that aircraft fly along a predetermined trajectory. Our system employs two different reference images: high-resolution aerial images and SPOT images. If high-resolution images of any spots along the trajectory are available as reference images, the absolute position can be estimated from them. Otherwise, the absolute position is estimated from the SPOT images.
In SPOT image matching, the extracted line features are used to match the SPOT image with the input aerial image [11] . Because the input aerial images and SPOT images were obtained by different sensors, it is difficult to match two sets of images based on the gray level alone. However, it is possible to match the line features, if the images contain some artificial structures. These line features extracted from two sets of images are compensated by using the attitude information. But, it is necessary to compensate for warping, caused by the scale and attitude change of an aircraft. Then two sets of line features are matched based on their feature values, such as length, direction, and the relationship between them [12] . The block diagram of SPOT image matching is shown in Fig. 4(a) , where the SPOT image model is constructed by significant line segments extracted from the SPOT image, where the subscript r represents a reference image. MP n is a matching point of an aerial image with the reference SPOT image. Fig. 4(b) and (c) shows a SPOT image and an input aerial image (test sequence II) used for absolute position estimation, respectively. Fig. 4(d) and (e) shows a model image of (b) and line features extracted from (c), respectively. Fig. 4(f) shows the superimposed matching result of the SPOT image model and the line features.
Absolute position can be estimated more accurately with highresolution aerial images. Fig. 5(a) shows the block diagram of highresolution image matching, in which an input aerial image is compensated, according to the attitude parameters of the reference highresolution image. Then, the matching points are detected employing the HD measure [13] in order to reduce the computation time. The HD computes a distance between two sets of edge points extracted from the reference image and current input image I 0 n . P high is estimated with the matching point MP n and a position of the reference image. Fig. 5(b) and (c) shows a reference image and an input aerial image (test sequence I) used for absolute position estimation, respectively. Fig. 5(d) and (e) shows edge images of (b) and (c), respectively. Fig. 5(f) shows superimposed matching results, where the superimposed region is reversed for easy evaluation. Image matching based on the HD measure [14] is known to be robust to occlusion and noise, thus it is suitable for matching of aerial images with distortion or occlusion. Fig. 7(b) shows the extracted feature points of M subblocks in the previous image, where feature points denote points that yield the largest variances in individual subblocks. In each subblock, the displacement of an aircraft is estimated at a feature point. In ideal cases, all the displacements computed for individual subblocks should be the same. The optimal position that minimizes a variance of displacements computed in M subblocks is found, and the compensated position P abs is used as the updated correct position Pn. Fig. 7(c) shows the corresponding feature points in the current image.
III. EXPERIMENTAL RESULTS
Computer simulation with two sets of real sequential aerial images is conducted to show the effectiveness of the proposed algorithm. The first aerial image sequence (test sequence I) consists of about 1590 frames (sampled at one frame/s), taken by a camera attached to a light airplane, of the Kongju and Yusung areas in Korea. The second aerial image sequence (test sequence II) consists of about 1400 frames (sampled at one frame/s), taken by a camera attached to a helicopter, of the Daejon area in Korea. The total flight trajectories are about 132 and 54 km for the test sequences I and II, respectively. The trajectories are composed of a number of circled orbits and several straight paths. The test sequence I was acquired by a Hi-8 mm video camera with the field of view equal to 34:7 2 25:7 , whereas the test sequence Fig. 8(b) shows the simulation result by the proposed system with relative/absolute position estimation. Positions at which absolute position estimation is performed are marked with symbols consisting of two characters. The first character represents the type of absolute position estimation methods: S, I, and D for matching using the SPOT image, the high-resolution image, and DEM information, respectively. The second character denotes the sequential index. We can confirm that absolute position estimation is effective. The average position error by the proposed system with relative/absolute position estimation is 159 m. At the destination, the position error by the proposed system is about 168 m. Computer simulation shows that the estimated error is greatly reduced by absolute position estimation. Note that absolute position estimation pulls the trajectory deviated by relative position estimation to the real trajectory. Fig. 9(a) shows the average position errors, yielded by relative position estimation and by relative/absolute position estimation, as a function of the frame index of the test sequence I. Symbols^and " on the x axis represent the frame indices at which absolute position estimation with SPOT and high-resolution images is performed, respectively. Also, the symbol * denotes the frame index at which absolute position estimation with DEM data is performed. The same notations used in Fig. 8(b) are employed to identify individual positions at which absolute position estimation is performed. Experimental results show that absolute position estimation reduces the position error and that absolute position estimation using DEM information provides good performance in mountain areas, in terms of the position error. Fig. 10(a) shows the simulation result of relative position estimation with the test sequence II. Because the relative position estimation method is based on a recursive approach, estimated error increases with time, similar to the case of the test sequence I. The average position error is 369 m and the position error at the destination is 747 m. Fig. 10(b) shows the simulation result by the proposed system with relative/absolute position estimation. The average position error by the proposed system with relative/absolute position estimation is 206 m. The position error at the destination is about 51 m. Fig. 10(c) shows an enlarged trajectory containing a spot in the 1201th frame at which absolute position estimation is activated. The symbol A (B) near the thick line represents the spot estimated by relative (absolute) position estimation. The estimated error is reduced by absolute position estimation. Fig. 9(b) shows the average position errors, yielded by relative position estimation, and by relative/absolute position estimation, as a function of the frame index of the test sequence II. Computer simulation with the test sequence II also shows that the proposed system yields reasonable performance, by combining both relative and absolute position estimations.
IV. CONCLUSIONS
This correspondence proposed a hybrid navigation parameter estimation algorithm using the aerial image sequence. Computer simulation with the real aerial image sequences showed the effectiveness of the proposed algorithm, in terms of the average and final position errors. Further research will focus on a real-time hardware implementation of the proposed navigation parameter estimation system on the TMS320C80 digital signal processor.
