Arithmetic behaviour of Hecke eigenvalues of Siegel cusp forms of degree
  two by Gun, Sanoli et al.
ar
X
iv
:1
90
1.
10
96
5v
1 
 [m
ath
.N
T]
  3
0 J
an
 20
19
ARITHMETIC BEHAVIOUR OF HECKE EIGENVALUES OF SIEGEL CUSP FORMS OF
DEGREE TWO
SANOLI GUN, WINFRIED KOHNEN AND BIPLAB PAUL
ABSTRACT. Let F andG be Siegel cusp forms for Sp4(Z) and weights k1, k2 respectively. Also let
F and G be Hecke eigenforms lying in distinct eigen spaces. Further suppose that neither F nor
G is a Saito-Kurokawa lift. In this article, we study simultaneous arithmetic behaviour of Hecke
eigenvalues of these Hecke eigenforms.
1. INTRODUCTION
Let k be a positive integer, Γ2 := Sp4(Z) be the full Siegel modular group of degree 2 and
Sk(Γ2) be the space of Siegel cusp forms of weight k for Γ2. It is well known (see [17]) that
when k is even, Sk(Γ2) has a canonical subspace which is generated by the Saito-Kurokawa
lift of Hecke eigenforms in the space of elliptic cusp forms of weight 2k − 2 for SL2(Z). This
subspace is called the Maass subspace. When k is odd, we shall define the zero subspace of
Sk(Γ2) as Maass subspace. In both the cases, we shall denote these Maass subspaces by S
∗
k(Γ2).
If F ∈ S∗k(Γ2) is a Hecke eigenformwith eigenvalues µF (n), then one knows that µF (n) > 0 for
all n ∈ N (see [3], also see [7, Corollary 1.5]). On the contrary, if F is an Hecke eigenform lying
in the orthogonal complement of S∗k(Γ2) in Sk(Γ2), then the second author [8] showed that the
sequence {µF (n)}n∈N changes sign infinitely often.
Now suppose that F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) are Hecke eigenforms with eigenvalues
{µF (n)}n∈N and {µG(n)}n∈N respectively. In this article, we will investigate arithmetic prop-
erties of the sequence {µF (n)µG(n)}n∈N. Unlike the elliptic case, it is not known that if F is
not a constant multiple of G, then there exists a natural number n0 such that µF (n0) 6= µG(n0)
(see [2, 13]). Henceforth, we shall assume that F and G lie in different eigenspaces. We shall
also assume that F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) are Hecke eigenforms lying in the orthogonal
complement of the Maass subspace as the arithmetic properties investigated in this article are
already well understood for Hecke eigenforms inside the Maass subspace.
We start by investigating the first non-vanishing of the sequence {µF (p
n)µG(p
n)}n∈N, when
p is a prime. More precisely, we have the following theorem.
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Theorem 1. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be Hecke eigenforms lying in the orthogonal comple-
ment of the Maass subspace with Hecke eigenvalues {µF (n)}n∈N and {µG(n)}n∈N respectively. Also
let F andG lie in different eigenspaces. Then for any prime p, there exists an integer n with 1 ≤ n ≤ 14
such that
µF (p
n)µG(p
n) 6= 0.
Next, we investigate the growth of the sequence of normalizedHecke eigenvalues and prove
the following theorem.
Theorem 2. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be Hecke eigenforms lying in the orthogonal comple-
ment of the Maass subspace and having normalized Hecke eigenvalues {λF (n)}n∈N and {λG(n)}n∈N
respectively. Also let F and G lie in different eigenspaces. Then for sufficiently large x and any ǫ > 0,
one has ∑
m≤x
λF (m)λG(m)≪ǫ max{k1, k2}
3/8x31/32+ǫ,
where the constant in≪ǫ depends only on ǫ.
As a corollary, we then derive the following.
Corollary 3. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be Hecke eigenforms lying in the orthogonal comple-
ment of the Maass subspace and having Hecke eigenvalues {µF (n)}n∈N and {µG(n)}n∈N respectively.
Also let F and G lie in different eigen spaces. Then for any ǫ > 0, one has
#{n ≤ x | µF (n) 6= µG(n)} ≫ x
1−ǫ,
where the constant≫ depends on F,G and ǫ.
Next we investigate the question of Hecke eigenvalues which are of different sign. Here we
have the following theorem;
Theorem 4. Let F ∈ Sk1(Γ2) be a Hecke eigenform lying in the orthogonal complement of the Maass
subspace and having Hecke eigenvalues {µF (n)}n∈N. Also assume that there exist 0 < c < 4 and a
Hecke eigenform G ∈ Sk2(Γ2) lying in the orthogonal complement of the Maass subspace with Hecke
eigenvalues {µG(n)}n∈N such that
(1) #{p ≤ x | p prime, |µG(p)| > cp
k2−
3
2 } ≥
16
17
·
x
log x
for sufficiently large x. Also assume that F and G lie in different eigenspaces. Then half of the non-zero
coefficients of the sequence {µF (n)µG(n)}n∈N are positive and half of them are negative.
We note that the subset of primes {p | µG(p) = 0} has density zero (see appendix of [12]).
Further the Generalized Ramanujan-Petersson conjecture proved byWeissauer ([15]) gives that
for any prime p, |µG(p)| ≤ 4p
k2−
3
2 . Thus the hypothesis in (1) is not an unreasonable one
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(especially if one also believes an analogous Sato-Tate conjecture in this setup). Now if we
restrict to p-eigenvalues, then we can prove the following theorem;
Theorem 5. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be as in Theorem 4. Then there exists a set of primes p
of positive lower density such that µF (p)µG(p) ≷ 0.
The article is distributed as follows. In the next section, we introduce notations and pre-
liminaries. In the last few sections, we give proofs of Theorem 1, Theorem 2, Theorem 4 and
Theorem 5.
We note that proof of Theorem 1 requires intricate understanding of Hecke relations whereas
the proof of Theorem 2 uses a result of the first author with R. Murty [6] and a beautiful work of
Pitale, Saha and Schmidt [11] along with some elementary analytic tools. Moreover, Theorem 2
can be thought of a generalization of a work of Das, the second author and Sengupta [4]. Proof
of Theorem 5 requires some standard analytic techniques and proof of Theorem 4 is rather
straightforward from the works of Matoma¨ki and Radziwiłł [9] and that we keep it here for the
sake of completeness.
2. NOTATIONS AND PRELIMINARIES
Throughout the paper, R,R+,Z,N and P denote the set of real numbers, the set of positive
real numbers, the set of integers, the set of natural numbers and the set of prime numbers
respectively. Also we shall use the symbol p to denote a prime number.
For f, g : R→ Cwith g(x) > 0 for all x ∈ R, we say f = o(g) if |f(x)|/g(x)→ 0 as x→ +∞.
We say a subset A of P has natural density α ∈ R if
lim
x→∞
#{p ∈ A | p ≤ x}
#{p ∈ P | p ≤ x}
exists and is equal to α. We shall denote the natural density of A ⊂ P by d(A) if it exists.
We say the density of A ⊂ N is d(A) if
lim
x→∞
#{n ≤ x | n ∈ A}
#{n ≤ x | n ∈ N}
exists and is equal to the real number d(A).
Throughout the paper, we shall use definitions and basic facts about Siegel modular forms.
We refer to Andrianov [1] for further details. For any integer n ∈ N, the Hecke operator T (n)
on the space Sk(Γ2) is defined by
T (n)F := n2k−3
∑
γ∈Γ2\O2,n
F | γ,
where
O2,n := {γ ∈M4(Z) | γ
tJγ = nJ}, J :=
(
0 12
−12 0
)
.
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It is known that the space Sk(Γ2) has a basis of Hecke eigenforms. Let F ∈ Sk(Γ2) be such
that T (n)F = µF (n)F for all n ∈ N. Then one knows that µF is a multiplicative function. If
F ∈ Sk(Γ2) is not a Saito-Kurokawa lift, by a famous work of Weissauer [15], one also knows
that the generalized Ramanujan-Petersson conjecture is true, i.e. for any ǫ > 0, one has
µF (n)≪ǫ n
k−3/2+ǫ.
We shall normalize these eigenvalues and define for any n ∈ N
λF (n) :=
µF (n)
nk−3/2
.
To each Hecke eigenform F ∈ Sk(Γ2), Andrianov [1] associated a L-function which is now
known as spinor zeta function as follows:
(2) ZF (s) := ζ(2s+ 1)
∞∑
n=1
µF (n)
ns+k−3/2
.
The series ZF (s) is absolutely convergent and has an Euler product in the region ℜ(s) > 1. In
fact, by the works of Andrianov [1] and Oda [10], one knows that if F is not a Saito-Kurokawa
lift, then the function ZF (s) is entire and that for n ≥ 3
(3) λF (p
n) = λF (p)λF (p
n−1)−
[
λ2F (p)− λF (p
2)−
1
p
]
λF (p
n−2) + λF (p)λF (p
n−3)− λF (p
n−4)
with the assumption that λF (p
n−m) = 0 for n < m. As in the elliptic case, by awork of Kowalski
and Saha [12, Appendix], we have the following theorem.
Theorem 6. [Kowalski and Saha] Let F ∈ Sk(Γ2) be a Hecke eigenformwith eigenvalues µF (n)
for n ∈ N. Also assume that F lies in the orthogonal complement of Maass subspace. Then
there exists δ > 0 such that
#{p ≤ x | µF (p) = 0} ≪
x
(log x)1+δ
.
Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be Hecke eigenforms lying in the orthogonal comple-
ment of Maass subspace. Also let {λF (n)}n∈N and {λG(n)}n∈N be the sets of normalized Hecke
eigenvalues of F and G respectively. Further assume that ZF (s) and ZG(s) are the spinor zeta
functions associated to F and G respectively. We then have
ZF (s) := ζ(2s+ 1)
∞∑
n=1
λF (n)
ns
:=
∏
p∈P
4∏
i=1
(
1− αp,ip
−s
)−1
(4)
and ZG(s) := ζ(2s+ 1)
∞∑
n=1
λG(n)
ns
:=
∏
p∈P
4∏
i=1
(
1− βp,ip
−s
)−1
.
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By the work of Weissauer [15], we know that |αp,i| = 1 = |βp,j| for all 1 ≤ i, j ≤ 4. Now define
the Rankin-Selberg L-function L(F ×G, s) as follows:
(5) L(F ×G, s) :=
∏
p∈P
∏
1≤i,j≤4
(
1− αp,iβp,jp
−s
)−1
.
This Euler product is absolutely convergent for ℜ(s) > 1. In fact, Pitale, Saha and Schmidt [11,
Theorem C, p. 14] proved the following theorem for Hecke eigenforms which do not belong to
the Maass subspace.
Theorem 7. [Pitale, Saha and Schmidt] Let F ∈ Sk1(Γ2), G ∈ Sk2(Γ2), ZF (s) and ZG(s) be as
above. Define the L-function L(F ×G, s) as in (5). Then the infinite product in (5) is absolutely
convergent for ℜ(s) > 1 and the function L(F ×G, s) has meromorphic continuation to C and
is non-vanishing on the line ℜ(s) = 1. Moreover, the function L(F ×G, s) is entire except in the
case when k1 = k2 and µF (n) = µG(n) for all n ∈ N. In later case, the function L(F ×G, s) has
a simple pole at s = 1.
For Hecke eigenforms F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) as above with normalized eigenvalues
{λF (n)}n∈N and {λG(n)}n∈N respectively, define
(6) L(F,G; s) :=
∞∑
n=1
λF (n)λG(n)
ns
.
Note that this series L(F,G; s) is absolutely convergent for ℜ(s) > 1. In fact, the second au-
thor along with Das and Sengupta [4] proved that the function L(F,F ; s) has meromorphic
continuation to ℜ(s) > 1/2 with only a simple pole at s = 1. Also they proved the following
theorem.
Theorem 8. [Das, Kohnen and Sengupta] Let F ∈ Sk(Γ2) be a Hecke eigenformwhich does not
lie in theMaass subspacewith normalizedHecke eigenvalues {λF (n)}n∈N. Then for sufficiently
large x and any ǫ > 0, we have∑
n≤x
λ2F (n) = cFx+O
(
k5/16x31/32+ǫ
)
,
where cF > 0 is the residue of the L-function L(F,F ; s) at s = 1.
To prove Corollary 3, we investigate analytic properties of L(F,G; s) when F and G lie in
different eigenspaces. In order to do so, we need the following result on the formal power
series by the first author and RamMurty [6, Theorem 2].
Theorem 9. [Gun and Murty] Let Pi(T ) and Qi(T ) be non-zero polynomials over C such that
degree of Pi is strictly less than the degree of Qi for i = 1, 2. Also let
Q1(T ) :=
r∏
i=1
(1− αiT )
ℓi and Q2(T ) :=
t∏
j=1
(1− βjT )
mj ,
6 SANOLI GUN, WINFRIED KOHNEN AND BIPLAB PAUL
where αi’s are distinct for 1 ≤ i ≤ r and βj ’s are distinct for 1 ≤ j ≤ t and ℓi,mj ∈ N. Let us
also assume that ∑
n≥0
anT
n =
P1(T )
Q1(T )
and
∑
n≥0
bnT
n =
P2(T )
Q2(T )
where an, bn ∈ C for all n ≥ 0. Then we have
∑
n≥0
anbnT
n =
R(T )∏
i,j(1− αiβjT )
ℓimj
,
where R(T ) ∈ C[T ]. Now if a0 = 1 = b0, then R(0) = 1. Further if we have P
′
1(0) = 0 = P
′
2(0),
then R′(0) = 0. Here P ′ denotes the derivative of P (T )with respect to T .
To prove Theorem 4, we shall make use of the following result on the sign changes of mul-
tiplicative functions by Matoma¨ki and Radziwiłł [9, Lemma 2.4].
Lemma 10. [Matoma¨ki and Radziwiłł] Let K,L : R+ → R+ be functions such that K(x) → 0
and L(x)→∞ as x→∞. Let g : N→ R be a multiplicative function such that for every x ≥ 2,
we have ∑
p≥x,
g(p)=0
1
p
≤ K(x) and
∑
p≤x,
g(p)<0
1
p
≥ L(x).
Then we have
#{n ≤ x | g(n) > 0} = (1 + o(1)) ·#{n ≤ x | g(n) < 0}
=
(
1
2
+ o(1)
)
x
∏
p∈P
(
1−
1
p
)(
1 +
h(p)
p
+
h(p2)
p2
+ · · ·
)
,
where h is the characteristic function of the set {n ∈ N | g(n) 6= 0}.
3. PROOF OF THEOREM 1
In this section, we shall give a proof of Theorem 1. Let us recall that for any prime p and any
natural number n ≥ 3, we have
(7) λF (p
n) = λF (p)λF (p
n−1)−
[
λ2F (p)− λF (p
2)−
1
p
]
λF (p
n−2) + λF (p)λF (p
n−3)− λF (p
n−4),
with the assumption that λF (p
n−m) = 0 for n < m are natural numbers. Similar relations
hold among the Hecke eigenvalues λG(p
n) for n ≥ 3. We use these relations to derive some
important consequences which will help us to prove our result. We start with a general result
which might be of independent interest.
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Lemma 11. Let f0(x) = −1 and f1(x) = −x be polynomials over Z. Define a family of polynomials
{fn}n∈N by
(8) fn+1(x) = xfn(x)− fn−1(x).
Then for any α ∈ Q \ Z, we have fn(α) 6= 0 for all n ∈ N.
Proof. We first show by induction on n ∈ N that
(9) fn(x) = −x
n + an,n−1x
n−1 + an,n−2x
n−2 + · · ·+ an,1x+ an,0,
where an,i ∈ Z, 0 ≤ i ≤ n− 2. Note that this is true for n = 0, 1. Using (8), we have
fn+1(x) = −x
n+1 + an,n−1x
n + (an,n−2 + 1)x
n−1 + · · ·+ (an,0 − an−1,1)x− an−1,0.
Hence by induction we have (9). Since Z is integrally closed, any solution in Q of fn(x) = 0 for
any nwill be an integer. This completes the proof of the lemma. 
Lemma 12. Let F ∈ Sk(Γ2) be a Hecke eigenform which lies in the orthogonal complement of the Maass
subspace with normalized Hecke eigenvalues λF (n) for n ∈ N. Then
(1) If λF (p
2m) = 0 for somem ≥ 2, then at least one of λF (p), λF (p
2) is non-zero.
(2) There does not exist t ∈ N such that
λF (p
m) = 0 for t+ 1 ≤ m ≤ t+ 4.
Proof. Suppose that λF (p) = 0 = λF (p
2). Then for any n ≥ 0,
λF (p
2n+4) = fn
(
1
p
)
,
where fn’s are polynomials in Z[x] satisfying the hypothesis of Lemma 11. Hence by Lemma 11,
we have λF (p
2m) 6= 0 for allm ≥ 2, a contradiction to our hypothesis. This completes the proof
of the first part of the lemma.
To prove the second part of the lemma, let us assume that λF (p
m) = 0 for t+1 ≤ m ≤ t+ 4.
Using (7), we have
λF (p
t) = −λF (p
t+4) = 0.
Using induction and the identity (7), we get that λF (p
m) = 0 for 1 ≤ m ≤ t + 4. This implies
that λF (p) = 0 = λF (p
2), a contradiction to the first part of the lemma. 
Lemma 13. Let F ∈ Sk(Γ2) be a Hecke eigenform which lies in the orthogonal complement of the Maass
subspace with normalized Hecke eigenvalues λF (n) for n ∈ N. Then
(1) For somem ≥ 0, λF (p
2m+1) 6= 0 implies that λF (p) 6= 0.
(2) If λF (p) 6= 0, then for anym ∈ N, there exists 0 ≤ i ≤ 3 such that λF (p
2(m+i)+1) 6= 0.
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Proof. We shall show by induction on m that λF (p) = 0 implies that λF (p
2m+1) = 0 for all
m ≥ 0. It is clearly true form = 0, 1. Using (7), we have
λF (p
2m+1) =
[
λF (p
2) +
1
p
]
λF (p
2m−1)− λF (p
2m−3).
By induction hypothesis, one knows that
λF (p
2m−1) = 0 = λF (p
2m−3)
and hence λF (p
2m+1) = 0. This completes the proof of the first part.
To prove the second part, assume that there existsm0 ∈ N such that
(10) λF (p
2(m0+i)+1) = 0
for all 0 ≤ i ≤ 3. Using (7) and (10) for i = 2, 3, we have
λF (p
2m0+6) = −λF (p
2m0+4) = λF (p
2m0+2)
as λF (p) 6= 0. Again using (7) and (10), we get
λF (p
2m0+6) = −[λ2F (p)− λF (p
2)−
1
p
]λF (p
2m0+4)− λF (p
2m0+2).
Hence
0 = λF (p
2m0+6) + λF (p
2m0+4) = −[λ2F (p)− λF (p
2)−
1
p
− 1]λF (p
2m0+4)− λF (p
2m0+2)
= −[λ2F (p)− λF (p
2)−
1
p
− 2]λF (p
2m0+2).
This implies that
λ2F (p)− λF (p
2)−
1
p
= 2
as λF (p
2m0+2) 6= 0 by second part of Lemma 12. Replacing
λF (p
2m0+4) = −2λF (p
2m0+2)− λF (p
2m0)
in the relation
0 = λF (p
2m0+5) = λF (p)[λF (p
2m0+4) + λF (p
2m0+2)],
we get λF (p
2m0+2) + λF (p
2m0) = 0 as λF (p) 6= 0. Then
0 = λF (p
2m0+3) = λF (p)[λF (p
2m0+2) + λF (p
2m0)]− λF (p
2m0−1) = −λF (p
2m0−1).
This shows that if λF (p) 6= 0 and λF (p
2(m0+i)+1) = 0 for all 0 ≤ i ≤ 3 and for somem0 ∈ N, then
λF (p
2m0−1) = 0. Arguing similarly and using induction, we can now show that λF (p
2m+1) = 0
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for all 1 ≤ m ≤ m0 + 3. Note that
0 = λF (p
5) = λF (p)[λF (p
4) + λF (p
2)− 1]
= λF (p)[−λF (p
2) + λ2F (p)− 2]
=
1
p
λF (p),
a contradiction to our hypothesis. This completes the proof of the second part of Lemma 13. 
Remark 3.1. Let F ∈ Sk(Γ2) be a Hecke eigenform which lies in the orthogonal complement of the
Maass subspace with normalized Hecke eigenvalues λF (n) for n ∈ N. If λF (p) 6= 0, then there does not
existm ∈ N such that λF (p
2(m+i)) = 0 for all 0 ≤ i ≤ 3.
Proof. Suppose that there existsm0 ∈ N such that
λF (p
2(m0+i)) = 0, for 0 ≤ i ≤ 3.
Arguing as in Lemma 13, then we have 2 + 1/p + λF (p
2) − λ2F (p) = 0 and λF (p
2m) = 0 for
1 ≤ m ≤ m0 + 3 as λF (p) 6= 0. This implies that λ
2
F (p) = 2 + 1/p and hence λF (p
4) = −1, a
contradiction. 
We now complete the proof of Theorem 1.
Proof. Without loss of generality, we can assume that λF (p)λG(p) = 0 and λF (p
2)λG(p
2) = 0,
otherwise we are done.
First suppose that λF (p) = λG(p) = λF (p
2) = λG(p
2) = 0. Then using the identity (7), we
see that λF (p
4)λG(p
4) = 1. Hence we are done.
Now we assume that λF (p) = λG(p) = λF (p
2) = 0 but λG(p
2) 6= 0. Then
λG(p
6) =
[
λG(p
2) +
1
p
]
λG(p
4)− λG(p
2)
implies that either λG(p
4) 6= 0 or λG(p
6) 6= 0. Now using Lemma 12, we are done.
Next assume that λF (p) = 0 = λF (p
2) and λG(p) 6= 0. Using Lemma 12, we know that
λF (p
2n) 6= 0 for all n ≥ 2. Since λG(p) 6= 0, by Remark (3.1), we have at least one of
λG(p
4), λG(p
6), λG(p
8), λG(p
10)
is non-zero. Hence we are done in this case.
Finally, we assume that λF (p) = 0, λF (p
2) 6= 0 and λG(p) 6= 0, λG(p
2) = 0. Since λF (p) = 0
we know by Lemma 13 that λF (p
2n−1) = 0 for all n ∈ N.
We first consider the case when λF (p
4) = 0. Then using (7), we have λF (p
n) 6= 0 for n =
6, 8, 10, 12. Since λG(p) 6= 0, using Remark (3.1) we are done.
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Now assume that λF (p
4) 6= 0 and λG(p
4) = 0, otherwise we are done. We will show in this
case that λG(p
6) 6= 0 except when p = 2. Since λG(p
4) = 0, we get
(11) [2 + 1/p − λ2G(p)]λ
2
G(p) = 1.
Using (11) and (7), we have
λG(p
6) = −λ2G(p) + λG(p)λG(p
3)[1 +
1
p
− λ2G(p)]
= −λ2G(p) + λ
2
G(p
3) =
1
p
− λ2G(p).
Again using (11), we see that 1/p − λ2G(p) = 0 only when p = 2. If λF (p
6) 6= 0, we are done
except when p = 2. So without loss of generality, we can assume that λF (p
6) = 0 when p 6= 2.
Then
1 + λF (p
4) = [λF (p
2) +
1
p
]λF (p
2), λF (p
2) = [λF (p
2) +
1
p
]λF (p
4)
and hence
λF (p
8) = −λF (p
4), λF (p
10) = −λF (p
2), λF (p
12) = −1, λF (p
14) = −
1
p
.
We are now done by Remark (3.1).
It only remains to prove the case when p = 2 and λ2G(2) = 1/2. In this case,
λG(2
8) = −1 and λG(2
10) = −1/2.
Now note that either λF (2
8) 6= 0 or λF (2
8) = 0 and λF (2
10) = −λF (2
6) 6= 0. This completes the
proof of Theorem 1. 
4. PROOF OF THEOREM 2 AND COROLLARY 3
In this section, we shall complete the proof of Theorem 2 and Corollary 3. In order to prove
Theorem 2, we first establish a relation between the functions L(F,G; s) and L(F ×G, s). More
precisely, we show the following.
Lemma 14. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be as in Theorem 2. Then for ℜ(s) > 1, one has
(12) L(F,G; s) = g(s)L(F ×G; s),
where
(13) g(s) :=
∏
p∈P
gp(p
−s).
Here gp(X)’s are polynomials of degree ≤ 15 and the Euler product on the right hand side of (13) is
absolutely convergent for ℜ(s) > 1/2. Further, there exists an absolute constant A > 0 such that
g(s)≪ σA
(
σ −
1
2
)−A
HECKE EIGENVALUES 11
holds uniformly for any σ := ℜ(s) > 1/2.
Proof. Consider the L-functions
L(F, s) :=
∞∑
n=1
λF (n)
ns
and L(G, s) :=
∞∑
n=1
λG(n)
ns
.
These L-functions are absolutely convergent for ℜ(s) > 1 and by (4), we have
L(F, s) =
ZF (s)
ζ(2s+ 1)
and L(G, s) =
ZG(s)
ζ(2s+ 1)
.
Here ZF (s), ZG(s) are the spinor zeta functions associated to F andG respectively. Since λF (n)
and λG(n) are multiplicative, again using (4), we can write
∞∑
n=0
λF (p
n)T n =
1− 1pT
2∏
1≤i≤4(1− αp,iT )
and
∞∑
n=0
λG(p
n)T n =
1− 1pT
2∏
1≤i≤4(1− βp,iT )
.
Now by Theorem 9, one has
∞∑
n=0
λF (p
n)λG(p
n)T n =
gp(T )∏
1≤i,j≤4(1− αp,iβp,jT )
,
where gp(T ) ∈ C[T ] is a polynomial of degree at most 15. Also gp(0) = 1 and g
′
p(0) = 0, where
g′p is the derivative of gp. The fact |αp,i| = |βp,j| = 1 for 1 ≤ i, j ≤ 4, implies that the coefficients
of gp(T ) are bounded by an absolute constant. Since gp(0) = 1, the coefficients of T in the
polynomial gp(T ) is zero and other coefficients are bounded by an absolute constant, it is easy
to conclude that ∏
p∈P
gp(p
−s)
is absolutely convergent for ℜ(s) > 1/2. This shows that for σ > 1, we have
L(F,G; s) = L(F ×G; s)g(s).
It remains to show that g(s) has the required bound. Let
gp(T ) := 1 + a(p
2)T 2 + · · · + a(p15)T 15,
where a(pi) ∈ C and a(pi) are bounded by an absolute constant for all 2 ≤ i ≤ 15 and for all p.
Let A > 0 be an integer such that |a(p2)| ≤ A for all p ∈ P. Thus
|gp(p
−s)| =
∣∣∣∣∣∣1 +
∑
2≤n≤15
a(pn)p−ns
∣∣∣∣∣∣ ≤ hp(σ),
where
hp(s) := 1 +Ap
−2s + |a(p3)|p−3s + · · ·+ |a(p15)|p−15s.
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Now note that
(14)
(
1− p−2s
)A
hp(s) = 1 +O
(
p−3σ
)
.
The left hand side of (14) is nothing but the p-th Euler factor of the Dirichlet series
ζ(2s)−Ah(s), where h(s) :=
∏
p∈P
hp(s).
Hence for all σ > 1/2, we have
g(s)≪
(
σ
σ − 1/2
)A
.
This completes the proof of Lemma 14. 
As an application of the above lemma, one can derive the following analytic properties of
the L-function L(F,G; s).
Lemma 15. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be as in Theorem 2. Then the function L(F,G; s)
admits an analytic continuation to ℜ(s) > 1/2.
Proof. We know from Lemma 14 that for σ > 1
L(F,G; s) = g(s)L(F ×G, s).
Now holomorphicity of g(s) to ℜ(s) > 1/2 along with the fact that L(F × G, s) has analytic
continuation to C (see Theorem 7) implies that L(F,G; s) can be continued analytically upto
σ > 1/2. 
To prove Theorem 2, we also need the following convexity bound.
Lemma 16. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be as in Theorem 2. Then for any ǫ > 0 and 0 < δ < 1,
one has
(15) L(F ×G, δ + it)≪ǫ max{k1, k2}
6(1−δ+ǫ)|3 + it |8(1−δ+ǫ).
To prove Lemma 16we shall use the following strong convexity principle due to Rademacher.
Proposition 17. [Rademacher] Let g(s) be holomorphic and of finite order in a < ℜ(s) < b, and
continuous on the closed strip a ≤ ℜ(s) ≤ b. Also let
|g(a+ it)| ≤ E|P + a+ it|α and |g(b+ it)| ≤ F |P + b+ it|β,
where E,F are positive constants and P,α, β are real constants satisfying
P + a > 0, α ≥ β.
Then for a < σ < b, we have
|g(s)| ≤ (E|P + s|α)
b−σ
b−a (F |P + s|β)
σ−a
b−a .
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We now complete the proof of Lemma 16.
Proof. Without loss of generality, let us assume that k1 ≥ k2 > 2. It is known by [11, sec.
5.1] that F (also G) can be associated to a cuspidal, automorphic representation π (resp. π′)
of GSp4(A) such that π (resp. π
′) has trivial central character, the archimedean component π∞
(resp. π′∞) is a holomorphic discrete series representation with scalar minimal K-type (k1, k1)
[resp. (k2, k2)] and for each finite place p, the local representation πp [resp. π
′
p] is unramified.
Here A is the ring of adeles of Q. The real Weil group WR is given by C
× ⊔ jC× such that
j2 = −1 and jzj−1 = z for z ∈ C×. Then the real Weil group representations underlying Siegel
modular forms F and G of weights k1 and k2 respectively are given by (see page 90 of [11] and
page 2397 of [14]) ϕ2k1−3 ⊕ ϕ1 and ϕ2k2−3 ⊕ ϕ1, where for k ∈ N, ϕk is defined by
ϕk : C
× ∋ reiθ 7→
[
eikθ
e−ikθ
]
, j 7→
[
(−1)k
1
]
.
Then the parameter of π∞ × π
′
∞ is
(ϕ2k1−3 ⊕ ϕ1)⊗ (ϕ2k2−3 ⊕ ϕ1) =


ϕ2k1+2k2−6 ⊕ ϕ2(k1−k2) ⊕ ϕ2k1−2 ⊕ ϕ2k1−4
⊕ϕ2k2−2 ⊕ ϕ2k2−4 ⊕ ϕ2 ⊕ ϕ+ ⊕ ϕ− if k1 > k2
ϕ4k1−6 ⊕ ϕ+ ⊕ ϕ− ⊕ ϕ2k1−2 ⊕ ϕ2k1−4
⊕ϕ2k1−2 ⊕ ϕ2k1−4 ⊕ ϕ2 ⊕ ϕ+ ⊕ ϕ− if k1 = k2.
Here ϕ+ and ϕ− are given by
ϕ+ : re
iθ 7→ 1, j 7→ 1;
ϕ− : re
iθ 7→ 1, j 7→ −1.
Now from [14, Table 2], one can easily see that the gamma factors of L(F ×G, s) are as follows:
L∞(F ×G, s) :=


ΓC(s+ k1 + k2 − 3)ΓC(s+ k1 − k2)ΓC(s+ k1 − 1)ΓC(s + k1 − 2)
ΓC(s+ k2 − 1)ΓC(s+ k2 − 2)ΓC(s + 1)ΓR(s)ΓR(s + 1) if k1 > k2,
ΓC(s+ 2k1 − 3)Γ
2
C(s + k1 − 1)Γ
2
C(s+ k1 − 2)
ΓC(s+ 1)Γ
2
R(s)Γ
2
R(s+ 1) if k1 = k2,
where ΓR(s) := π
−s/2Γ(s/2) and ΓC(s) := 2(2π)
−sΓ(s). Again by [11, Theorem 5.2.3], we know
that the completed L-function
L∗(F ×G, s) := L∞(F ×G, s)L(F ×G, s)
satisfies the functional equation
L∗(F ×G, 1 − s) = ǫ(F ×G, s)L∗(F ×G, s),
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where ǫ(F ×G, s) ∈ C and has absolute value 1. Thus for any s ∈ C with σ > 1, we have
|L(F ×G, 1 − s)| =
∣∣∣∣ L∞(F ×G, s)L∞(F ×G, 1− s)
∣∣∣∣ · |L(F ×G, s)| .
Note that for s = c+ it with 1 < c < 3/2, we have∣∣∣∣ L∞(F ×G, c+ it)L∞(F ×G, 1 − c− it)
∣∣∣∣≪ k6(2c−1)1 |1 + it|8(2c−1).
Let c = 1 + ǫ with 0 < ǫ < 1/2. Since |L(F × G, 1 + ǫ + it)| ≪ǫ 1, for any 0 < δ < 1, using
Proposition 17, we have
|L(F ×G, δ + it)| ≪ k
6(1−δ+ǫ)
1 |3 + it|
8(1−δ+ǫ).
This completes the proof of the lemma. 
Now we are ready to prove Theorem 2.
Proof of Theorem 2. From thework ofWeissauer [15] one knows that the generalized Ramanujan-
Petersson conjecture is true for F and G and so for any ǫ > 0, one has
λF (n)λG(n)≪ n
ǫ.
Hence by the Perron’s summation formula, we have
∑
n≤x
λF (n)λG(n) =
1
2πi
∫ 1+ǫ+iT
1+ǫ−iT
L(F,G; s)
xs
s
ds+O
(
x1+2ǫ
T
)
.
Now we shift the line of integration to 1/2 < ℜ(s) := δ < 1 (to be chosen later). Since there
are no singularities of the function L(F,G; s)xs/s in the region bounded by the lines joining the
points 1 + ǫ− iT, 1 + ǫ+ iT, δ + iT and δ − iT , we have
∑
n≤x
λF (n)λG(n) = I1 + I2 + I3 +O
(
x1+2ǫ
T
)
,
where
I1 :=
1
2πi
∫ δ+iT
δ−iT
L(F,G; s)
xs
s
ds, I2 :=
1
2πi
∫ 1+ǫ+iT
δ+iT
L(F,G; s)
xs
s
ds
and I3 :=
1
2πi
∫ δ−iT
1+ǫ−iT
L(F,G; s)
xs
s
ds.
Using Lemma 14 and Lemma 16, one can easily get
I1 ≪ǫ (δ − 1/2)
−Ak6(1−δ+ǫ)xδT 8(1−δ+ǫ),
where k = max(k1, k2). Similarly, one can get
I2, I3 ≪ǫ (δ − 1/2)
−Ak6(1−δ+ǫ)x1+ǫT 8(1−δ+ǫ)−1.
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We shall put T = xα, where α > 0 is a real number to be chosen later. Thus we have∑
n≤x
λF (n)λG(n)≪ǫ (δ − 1/2)
−Ak6(1−δ+ǫ)
(
x8α(1−δ+ǫ)+δ + x1+8α(1−δ+ǫ)−α+ǫ + x1−α+ǫ
)
.
Choosing α = 1/16 and δ = 15/16, one has∑
n≤x
λF (n)λG(n)≪ǫ k
3/8+ǫx31/32+ǫ.
This completes the proof of Theorem 2. 
Proof of Corollary 3. We know from Theorem 8 and Theorem 2 that∑
n≤x
λ2F (n) = cFx+O(x
31
32 ) and
∑
n≤x
λF (n)λG(n) = O(x
31
32 ),
where cF > 0. Suppose that k2 ≤ k1. Using partial summation, we get
(16)
∑
n≤x
µ2F (n) = cx
2k1−2 +O(x2k1−2−
1
32 ) and
∑
n≤x
µF (n)µG(n) = O(x
k1+k2−2−
1
32 ),
where c = cF2k1−2 . Now let
S(x) :=
∑
n≤x
[µF (n)− µG(n)]µF (n).
Note that for any ǫ > 0, we have
S(x) ≤ c(ǫ) ·#{n ≤ x | n ∈ N, µF (n) 6= µG(n)}x
2k1−3+ǫ,
where c(ǫ) > 0 is a constant depending only on ǫ > 0. Now by applying (16), we conclude that
#{n ≤ x | n ∈ N, µF (n) 6= µG(n)} ≫F,G,ǫ x
1−ǫ.
When k1 ≤ k2, we consider the sum
∑
n≤x[µG(n) − µF (n)]µG(n) and proceed as above to get
the result. This completes the proof of Corollary 3.
Remark 4.1. To prove Corollary 3, we have only used the property∑
n≤x
λF (n)λG(n) = o(x),
as x → ∞ but Theorem 2 gives an explicit upper bound and hence is also of independent interest. We
also note that the Corollary 3 is weaker than the optimal one. In fact, using identities (17), (18) and the
Weissauer bound and proceeding along the same line of the proof of Corollary 3, we get
#{p ≤ x | p prime, µF (p) 6= µG(p)} ≥
1
32
·
x
log x
.
However our proof follows without appealing to prime number theorem.
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5. PROOFS OF THEOREM 4 AND THEOREM 5
In this section, we complete the proofs of Theorem 4 and Theorem 5. Let us start with the
following lemma.
Lemma 18. Let F ∈ Sk1(Γ2) and G ∈ Sk2(Γ2) be Hecke eigenforms in the orthogonal complement
of the Maass subspace and having normalized eigenvalues {λF (n)}n∈N and {λG(n)}n∈N respectively.
Also assume that F and G lie in different eigenspaces and there exists 0 < c < 4 such that
#{p ≤ x | |λG(p)| > c} ≥
16
17
·
x
log x
for sufficiently large x. Then we have
∑
p≤x
λ2F (p)λ
2
G(p)≫
x
log x
.
Proof. Note that by [11, Theorem 5.1.2], one knows that the transfers of F and G are irreducible
unitary cuspidal and self-contragredient automorphic representations of GL4(A). Hence by
[16, Theorem 3], we have
(17)
∑
p≤x
λ2F (p) =
x
log x
+ o
(
x
log x
)
and
∑
p≤x
λ2G(p) =
x
log x
+ o
(
x
log x
)
,
as x → ∞. Let S be the set of primes p such that |λG(p)| > c. Thus for sufficiently large x, we
have ∑
p≤x
λ2F (p)λ
2
G(p) > c
2
∑
p≤x,
p∈S
λ2F (p).
By the given hypothesis, the set
∑
p≤x,
p/∈S
λ2F (p) ≤ 16 ·#{p ≤ x | p /∈ S} ≤
16
17
·
x
log x
for sufficiently large x. This implies that
∑
p≤x
λ2F (p)λ
2
G(p)≫
x
log x
for sufficiently large x. This completes the proof of Lemma 18. 
We now complete the proof of Theorem 5 and then use Theorem 5 to complete the proof of
Theorem 4.
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5.1. Proof of Theorem 5. Using [11, Theorem 5.1.2], we know that the transfers of F and G are
irreducible unitary cuspidal and self-contragredient automorphic representations of GL4(A).
Hence by [16, Theorem 3], we have
(18)
∑
p≤x
λF (p)λG(p) = o
(
x
log x
)
,
as x→∞. Consider the sum
S+(x) :=
∑
p≤x
[λF (p)λG(p) + 16]λF (p)λG(p).
Observe that
(19) S+(x) ≤
∑
p≤x,
λF (p)λG(p)>0
[λF (p)λG(p) + 16]λF (p)λG(p) ≤ 512 ·#{p ≤ x | λF (p)λG(p) > 0}.
On the other hand, using Lemma 18 and (18), we have for sufficiently large x
(20) S+(x) =
∑
p≤x
λ2F (p)λ
2
G(p) + 16
∑
p≤x
λF (p)λG(p) ≫
x
log x
.
Thus by (19) and (20), we conclude that there exists a set of primes having positive density such
that λF (p)λG(p) > 0. Similarly, by considering the sum
S−(x) :=
∑
p≤x
[λF (p)λG(p)− 16]λF (p)λG(p)
and arguing as above one can conclude that there exists a set of primes having positive density
such that λF (p)λG(p) < 0. 
5.2. Proof of Theorem 4. It follows from Theorem 6 that there exists δ > 0 such that
#{p ≤ x | λF (p)λG(p) = 0} ≤ #{p ≤ x | λF (p) = 0} + #{p ≤ x | λG(p) = 0}
= O
(
x
(log x)1+δ
)
for sufficiently large x. Also by Theorem 5, we know that the set {p ∈ P | λF (p)λG(p) < 0} has
positive lower density. Hence the multiplicative function λF (n)λG(n) satisfies the hypothesis
of Lemma 10. We now apply Lemma 10 to complete the proof of Theorem 4. 
Remark 5.1. Let F,G be elliptic non-CM cusp forms of weights k1, k2 and levels N1, N2 respectively.
Also let F and G be distinct Hecke eigenforms with eigenvalues {µF (n)}n∈N and {µG(n)}n∈N respec-
tively. Then the method adopted here for Theorem 4 can be applied to prove unconditionally that half of
the non-zero coefficients of the sequence {µF (n)µG(n)}n∈N are positive and half of them are negative.
One can also show unconditionally that there exists a set of primes p of positive lower density such that
µF (p)µG(p) ≷ 0.
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