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ABSTRACT 
Substance abuse remains a significant problem among Sailors within the U.S. 
Excessive use of alcohol and drugs can be detrimental to a Sailor’s health, safety, and 
naval service. The U.S. Navy recognizes that substance abuse is preventable and treatable 
and aims to eliminate these destructive behaviors through continuous training, 
intervention, and treatment. However, the need to address alcohol and drug abuse using 
an alternative approach arises as Sailors continue to exhibit these destructive behaviors. 
We propose the use of supervised machine-learning methods complemented by social 
network analysis to explore alcohol- or drug-incident data from the Alcohol and Drug 
Management Information Tracking System (ADMITS). Under our method, we build 
prediction, classification, forecasting, and generalized network autoregressive (GNAR) 
models to provide insights on the correlations between Sailors’ backgrounds and their 
alcohol- or drug-related incident information. We utilize performance assessments for 
regression, classification, and time-dependent data to measure the accuracy of our models 
and to identify which perform best. Our results strongly demonstrate that the use of 
supervised machine-learning methods provide an accurate and effective approach 
to modeling and further understanding of the different aspects of substance abuse 
among Sailors. 
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Alcohol and drug abuse continues to be a concern among Sailors within the U.S. Navy
(USN). These destructive behaviors are inconsistent with USN core values and can be
detrimental to a Sailor’s health, safety, and naval service. Through the Office of the Chief of
Naval Operations (OPNAV) N17 branch, the USN aims to eliminate substance abuse using
continuous training, intervention, and treatment. A priority for the N17 organization is to be
able to identify Sailors who exhibit at-risk behaviors of substance abuse and to understand
the underlying causes of these destructive behaviors. Alcohol- and drug-related incident
information is collected from commands through Drug and Alcohol Reports (DARs) and
populated in a database called the Alcohol and Drug Management Information Tracking
System (ADMITS).
In this thesis, we apply a combination ofmachine learning (ML)methods and social network
analysis (SNA) to historical data collected from ADMITS. We build prediction, classifica-
tion, forecasting, and generalized network autoregressive (GNAR) models to gain insights
on the correlations between Sailors’ backgrounds and their alcohol- or drug-related inci-
dent information. To identify which models perform best, we use the appropriate predictive
performance measures for regression, classification, and time-dependent data. Our results
demonstrate that supervisedMLmethods are an accurate and effective approach tomodeling
the different aspects of substance abuse, particularly among Sailors.
This study establishes a foundation that allows for subsequent application of MLmethods in
substance abuse research to gain additional insights on destructive behaviors among Sailors
in the USN. Opportunities for future research extend to improving the models built in this
study, the incorporation of these models into practical applications, and the exploration of
more complex ML methods and supplementary data sources.
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This chapter introduces the motivation behind this thesis and the organizational impact of
substance abuse in the U.S. Navy (USN). The subsequent sections present the objectives
this study aims to achieve, the significance of our research, and the organization for the
remainder of this thesis.
1.1 Motivation
Alcohol and drug abuse is “detrimental to operational readiness and is inconsistent with
USN core values and initiatives to promote personal excellence and healthy lifestyles among
Navy members” (Office of the Chief of Naval Operations [OCNO] 2009, p. 3). According to
OPNAVINST 5350.4D (2009, p. 3), alcohol and drug abuse byUSNmembers “can seriously
damage their physical and mental health, jeopardize their safety and the safety of others,
and can lead to criminal prosecution and separation from naval service.” Members who
choose to consume alcoholic beverages must drink responsibly and abide by the minimum
legal drinking age. In addition, the USN strictly enforces a zero-tolerance drug policy.
Navy members shall “never wrongfully possess, distribute or abuse drugs, be in possession
of drug abuse paraphernalia, or be under the unauthorized influence of prescribed drugs”
(OCNO 2009, p. 5).
The Department of the Navy (DON) recognizes that alcohol and drug abuse are preventable
and treatable conditions (OCNO 2009). Screening, referral, early intervention, treatment,
and continuing care services for alcohol and drug abuse are services available to all USN
members. On June 2013, the DON established the Office of the Chief of Naval Operations
(OPNAV) N17 branch, also known as the 21st Century Sailor Office (Vice Chief of Naval
Operations [VCNO] 2013). OPNAV N17 comprises of several departments that aim to
establish amore efficientway of providingUSNmembers support regarding Sailor resiliency
and readiness programs, such as substance abuse prevention, suicide prevention, and the
Substance Abuse Rehabilitation Program (SARP) (VCNO 2013).
A priority for the N17 organization, amongmany others, is to be able to identify Sailors who
1
exhibit at-risk behaviors of substance abuse and to understand the underlying causes of these
destructive behaviors. OPNAV N17 is able to monitor alcohol and drug abuse and misuse
Navy-wide using a database known as the Alcohol and Drug Management Information
Tracking System (ADMITS). ADMITS is the “Navy and Marine Corps repository for
alcohol and drug incident, screening, treatment, and training information” (OCNO 2021,
para. 1). USN commands submit Drug and Alcohol Reports (DARs) that feed Sailor and
incident information into ADMITS. The database supports the USN’s ongoing approach to
eliminating alcohol and drug abuse by providing statistical reports regarding the efficacy of
current substance abuse programs and the urinalysis testing policy (OCNO 2021).
TheUSN’s ongoing approach to eliminating substance abuse consist of “enhanced detection,
deterrence, prevention, education, intervention, and treatment when necessary” (OCNO
2009, p. 2).While all USNpersonnel are educated about substance abuse policies, programs,
and resources, data released by the RAND Corporation in 2015 as part of a health-related
behavioral study revealed that 34.2 percent of Sailors reported binge drinking within the
past 30 days, the second highest percentage among the military services (Harkins 2018;
OCNO 2009). As a result, an alternative approach is needed to aid in identifying the
potential risk factors contributing to destructive behaviors. Barenholtz et al. (2020) present
several substance abuse studies that utilize machine learning (ML) techniques and have
shown promising results. The growing application of ML methods in substance abuse
research among civilian populations motivates the study of these techniques to assist the
21st Century Sailor Office in identifying, understanding, and predicting addictive behavior
among Sailors.
Substance abuse “continues to accelerate towards becoming the most severe public health
problem in the United States,” and identifying their determinants is an urgent priority (Hu
et al. 2019, p. 1). In clinical studies, exposure to various forms of stress has been identified
as one of many risk factors for alcohol and drug abuse (Uhart and Wand 2008). Social
interactions have also been recognized as a risk factor as “most substance-use researchers
would agree that people who misuse substances are often surrounded by friends, family
members, and associates that also misuse substances or tacitly approve of doing so” (Valente
et al. 2004, p. 1693).
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More recently, applications of ML methods in substance abuse research have emerged as an
effective approach to studying substance-related incidents and the risk behaviors associated
with them (Hu et al. 2019). Specifically, social networks, time series forecasting, and other
supervised ML algorithms have been leveraged to predict alcohol- or drug-related incidents
and identify key attributes that potentially influence these destructive behaviors (Hu et al.
2019). The ability to identify, predict (or classify), and forecast substance use and risk
behavior among a group of individuals can help with monitoring the trend of alcohol- or
drug-related incidents. Forecasting and monitoring are particularly important in identifying
individuals at risk for substance abuse and informing policy changes within organizations.
1.2 Objective
In this thesis, we apply a combination of supervised ML methods and social network
analysis (SNA) to historical data obtained fromADMITS to gain an improved understanding
of the potential risk factors contributing to destructive behaviors among Sailors within the
USN. In particular, the following research questions are addressed:
1. Using MLmethods, with what degree of certainty can we predict, classify, or forecast
• whether or not a Sailor will repeat an alcohol- or drug-related incident?
• the number of alcohol- or drug-related incidents committed by a particular
Sailor?
• the total number of monthly alcohol- or drug-related incidents for a given period
of time?
2. Using a social network time series structure, with what degree of certainty can we
predict when a particular Sailor will commit and/or repeat an alcohol- or drug-related
incident?
3. Through the implementation of ML models and feature importance, which attributes
(or features) are most useful in classifying whether or not a Sailor will repeat an
alcohol- or drug-related incident?
Currently, substance abuse studies that apply ML methods have only analyzed destructive
behaviors among a civilian group or population. It remains a challenge to isolate specific
risk factors, social interactions, or stressors that influence or possibly trigger destructive
behaviors in USN personnel. This study aims to understand these behaviors to better inform
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potential policy changes within the DON and provide a foundation for further application
of ML methods in substance use and abuse research.
1.3 Structure
The subsequent chapters in this thesis develop the data science problem and present an
analytical framework for research and analysis. Chapter 2 provides ML and networks back-
ground information and reviews relevant literature intended to compare studies’ method-
ologies, results, and relevance to the research questions in this thesis. Chapter 3 describes
the ADMITS data and the prediction, classification, forecasting, and generalized network
autoregressive (GNAR) models used in this study. Chapter 4 presents the results and de-
ductions from our analysis. Finally, Chapter 5 summarizes key findings, recommendations,




This chapter begins by providing an overview of the three classes of ML methods and
the algorithmic modeling workflow adapted in this study. Next, Section 2.2 describes the
basic terminology of time series analysis and the various time series models and forecasting
algorithms. Section 2.3 describes the basic terminology of network analysis and the four
classes of networks. Section 2.4 explains the performance assessments used to measure the
accuracy of our prediction, classification, forecasting, and GNAR models. Lastly, Section
2.5 reviews and analyzes the similarities and differences of studies that applyMLmethods in
substance abuse research. Moreover, we describe how their methodologies and conclusions
motivate the approach used in this research to gain insights on the correlations between
Sailors’ backgrounds and their alcohol- or drug-related incident information.
2.1 Machine Learning Methods
ML is an application of data analysis that learns relations and patterns using computational
statistical model building. ML methods are often partitioned into three broad classes:
supervised, unsupervised, and reinforcement learning. There tends to be overlap between
these classes, and ML methods are typically combined to solve analytic problems. As a
general rule, “supervised learning methods are designed to be predictive, unsupervised
learning methods are designed to be descriptive, and reinforcement learning methods are
designed to be prescriptive” (Brown and Huddleston 2018, p. 239).
Supervised learning uses predictor variables—often referred to as features, explanatory
variables, or attributes—to predict at least one response variable associated with new
observations. Conversely, unsupervised learning identifies patterns and hidden structures in
data sets that are neither classified or labeled. As a result, it requires no response variable.
Reinforcement learning seeks to identify what actions or behaviors maximize reward by
evaluating trial-and-error interactions.
In this thesis, we only consider supervised ML algorithms to develop prediction, classi-
fication, and forecasting statistical models. The subsequent sections of this thesis provide
5




• Support Vector Machine (SVM)
• Random Forest
• Seasonal Decomposition
• Time Series Forecasting
• GNAR Processes
2.1.1 Algorithmic Modeling Overview
This study utilizes an adaptation of the algorithmic modeling overview described by Brown
and Huddleston (2018). The authors present the following steps to outline a standard
workflow for a supervised learning problem:
1. Data Acquisition and Cleaning – The first step in the process is to acquire and
clean the data. Considerable time is spent cleaning, formatting, and standardizing
any data acquired. In addition, it is important for data scientists to communicate with
subject-matter experts to ensure that the data acquired is relevant to the problem(s)
being addressed.
2. Feature Engineering and Scaling – Feature engineering involves constructing new
attributes from the existing data through interaction variables or variable transforma-
tions. Feature scaling, or data normalization, is the process of adjusting all attributes
to a standard scale. The objective of this step is “to generate attributes that provide
predictive power for a particular ML algorithm” (Brown and Huddleston 2018, p.
237).
3. Model Fitting (Training) and Feature Selection –Model fitting comprises of setting
all of the parameters of a model by using the appropriate training data set for each
ML algorithm. Feature selection methods include the stepwise algorithm—which
measures a model’s goodness-of-fit using statistics such as the Aikake Information
Criterion (AIC) or Bayesian Information Criterion (BIC)—and cross-validation. In
ML, the idea of overfitting or underfitting the data arises when fitting models. Over-
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fitted models are the result of an algorithmic approach that is too sensitive to the
observations in the data set used to train them (Yoshida 2020a). Moreover, they miss
the general trends in the data in favor of closely matching the training observations
(Yoshida 2020a). If the model is underfitted, the model has not learned enough from
the training data, resulting in unreliable predictions (Al-Masri 2019). Overfitting and
underfitting negatively impacts any model’s ability to be generalized to new data. In
this process, the outcome of the model fitting and feature selection step is a set of
models that will be compared for final selection.
4. Model Selection – In this step, predictive performances for each model are compared
based on their predictive ability using the validation data set. The model that provides
the best predictive performance is identified as the best model. Of note, the trade-off
between predictive performance andmodel interpretabilitymay have to be considered.
5. Model Performance Assessment – A new predictive model is generated by applying
the best performing algorithm to the combined training and validation data set. This
model is used to make predictions on the testing data set and gives an approximation
of how well it generalizes and performs on unseen data.
6. Model Implementation – The last step in the process is to apply the final model to
the full data set. This step also involves the development of visualizations, reports,
and procedures so that the model can be applied or reproduced.
2.1.2 Supervised Machine Learning Algorithms
SupervisedML is further sub-categorized into two categories: regression and classification.
In regression, the response variables take on quantitative values, continuous or integer.
Response variables in classification, however, are categorical.
Logistic Regression
Logistic regression is a classification algorithm that aims to identify decision boundaries
among the different classes, or categories, of the response variable (Gudivada et al. 2016).
The parameters of a logistic regression model are estimates of the weights for the features
of the data set, where “each weighted feature vector is mapped to a value between 0 and
1 using the S-shaped logistic function” (Gudivada et al. 2016, p. 183). This value, which
represents the probability of an observation belonging to a specific category, is tuned to
effectively classify the observations in a training data set (Gudivada et al. 2016).
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Poisson Regression
Poisson regression is a type of generalized linear model (GLM) that models count data. This
type of regression is often applied when the errors of the data are not normally distributed
(Lord et al. 2015). In Poisson regression, Lord et al. (2015) states, the count of the response





where ~8 is the count for one group or class 8, _ is the mean count over a certain time period,
and 4 is the base of the natural logarithm.
SVM
SVMs can be used for both regression and classification problems. An SVM tries to “find a
plane or line that can separate the data into different classes” (Burger 2018, p. 39). In doing
so, the algorithm uses vectors that maximize these separations. According to Burger (2018),
SVMs work by employing the “kernel trick.” Under this method, “data can be transformed
where a decision boundary is to be drawn, and then hyperplane separation is applied on the
transformed data” (Burger 2018, p. 173). The method allows for curves to be drawn around
the data, resulting in a better model fit (Burger 2018).
The downside, Burger (2018) states, comes with the interpretability of an SVM model.
While it is easy to “pass data through an SVM and get a meaningful output, describing
the process by which the transformations occur can often be swept under the moniker of a
‘black box’ operation” (Burger 2018, p. 176).
Random Forest
A random forest is a type of tree-based model that can be used in both regression and
classification problems. Like SVM models, a random forest is also a type of “black box”
model due to the difficulty in interpreting the complex interactions of the algorithm. A single
decision tree works using the “if-then” logic of “starting with a feature, splitting based on
a value of ranges in that feature, and then moving down the tree to a final result” (Burger
2018, p. 155). According to Burger (2018, p. 135), random forests “can be complicated
mathematically, but generally boil down to a collection of different tree models being asked
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to vote on a result.”
In a random forest model, instead of growing a single tree, # different trees are grown by
randomizing outputs to the algorithm. Each tree will produce an output based on the feature
splits in the data. The output for the model is selected by identifying which output was
produced the most (Burger 2018).
2.2 Time Series
A time series is a set of observations indexed by time. Time series data is encountered
in many fields, including engineering, science, sociology, and economics. In time series
analysis, the objectives are to draw inferences from the sequence of observations by building
a statistical model to represent the data and to forecast future observations (Brockwell and
Davis 2016).
In this study, we consider several time series models and forecasting algorithms. Section
2.2.2 provides brief summaries of the time series and forecasting models applied in this
thesis, which include:
• Seasonal Decomposition
• Naïve and Seasonal Naïve
• Autoregressive IntegratedMovingAverage (ARIMA) andSeasonalARIMA(SARIMA)
• Error, Trend, Seasonal or Exponential Smoothing (ETS)
• Holt-Winters
2.2.1 Definitions
Since time series data can exhibit underlying patterns and behaviors, it is useful to de-
compose the data into four components. Yoshida describes these components, illustrated in
Figure 2.1, as:
• trend, long-term (not necessarily linear) increases or decreases in the data,
• seasonal (periodic), increases or decreases in data with a fixed/known period,
• cycle, rises and falls that are not of fixed period, and
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• noise, the remaining variance in the data after we’ve accounted for the components
above. (Yoshida 2020b)
Furthermore, Yoshida describes the different properties of time series data as they can vary
consistently or irregularly over time. She defines these properties as:
• Homoscedastic, observed variance remains the same over time,
• Heteroscedastic, observed variance changes over time, and
• Stationarity, [a stationary time series is] one whose properties do not depend on the
time when the series is observed. A stationary time series can exhibit cyclic behavior,
but any series with trend, seasonality, or heteroscedasticity is non-stationary. (Yoshida
2020b)
Figure 2.1. Time Series Components. The time series data in the upper-
left exhibits seasons and cycles. The upper-right exhibits a strong, negative
trend over time. The bottom-left exhibits a strong seasonality with a positive
trend with heteroscedasticity over time. The bottom-right exhibits none of
these components but shows homoscedasticity. Source: Yoshida (2020b).
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2.2.2 Time Series Models and Forecasting Algorithms
Time series models and forecasting algorithms can be simple or highly complex. According
to Hyndman and Athanasopoulos (2018, “What can be Forecast?” section), “good forecasts
capture the genuine patterns and relationships which exist in historical data, but do not
replicate past events that will not occur again.” In choosing and fitting time series models,
Hyndman and Athanasopoulos (2018, “The Basic Steps in a Forecasting Task” section)
state that “the best model to use depends on the availability of historical data, the strength
of the relationships between the forecast variable and explanatory variables, and the way in
which the forecasts are to be used.”
When fitting time series forecasting models, it is common to compare several potential
models. Similar to data in algorithmic modeling, time series data sets are often partitioned
into training and testing data sets to validate a model’s forecasting accuracy. The difference
is that instead of observations being split into random subsets, the training data set of time
series data consists of observations up to a specific point in time. The remaining data of the
time series then becomes the testing data set. Figure 2.2 demonstrates the division of a time
series data set into training and testing subsets.
Figure 2.2. Time Series Training and Testing Data Sets. In time series
analysis, model parameters are estimated from training data, and model per-
formance is evaluated against testing data. Source: Hyndman and Athana-
sopoulos (2018).
Seasonal Decomposition
Seasonal decomposition attempts to extract the trend-cycle, seasonal, and remainder com-
ponents of time series data. There are various types of time series decomposition models,
but one commonly used is seasonal and trend decomposition using Loess (STL) due to its
modeling capabilities (Hyndman and Athanasopoulos 2018). According to Hyndman and
Athanasopoulos (2018), an advantage of STL over other seasonal decomposition models is
its ability to handle any type of seasonality and fluctuations in the seasonal component of
time series data. In this study, note that we only utilize an STL time series model to identify
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any potential seasonal or trend patterns and did not apply this model to forecasting. Figure
2.3 illustrates an example of time series seasonal decomposition.
Figure 2.3. Example of Seasonal Decomposition of Time Series. Sea-
sonal decomposition separates time series data into three components: trend,
seasonal, and remainder. These components can be added together to re-
construct the data shown in the top panel. Source: Yoshida (2020b).
Naïve and Seasonal Naïve
Naïve models are often used as a benchmark, or baseline, model. A simple naïve model
sets the forecast value to be the value of the last observation (Yoshida 2020b). To account
for seasonal data, a seasonal naïve model can be used. In a seasonal naïve model, “each
forecast value is set to be equal to the last observed value from the same season of the year,
i.e., for a monthly forecast, the same month of the previous year is used” (Yoshida 2020b,
“Key TS Ideas: Naïve Models” section).
ARIMA and SARIMA
ARIMA models aim to describe the autocorrelations in time series data (Hyndman
and Athanasopoulos 2018). Non-seasonal ARIMA models are commonly designated
'"(?, 3, @) as defined by Hyndman and Anthanasopoulos, where:
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• p is the order of the autoregressive part,
• q is the degree of first differencing involved, and
• d is the order of the moving average part. (Hyndman and Athanasopoulos 2018)
An autocorrelation function (ACF) is the coefficient of correlation between two values in
a time series that measures the linear relationship between lagged values in a time series
(Yoshida 2020b). This measure, along with the partial autocorrelation function (PACF), are
used to “identify the order of the autoregressive (p) and moving average (q) components for
the ARIMA model” (Yoshida 2020b, “Key Ideas: Time Series Auto-Regression” section).
ARIMAmodels are also capable of modeling seasonal data. A seasonal ARIMA (SARIMA)
model is comprised of seasonal terms that are added to the ARIMAmodel and is designated
by '"(?, 3, @) (%, ,&)<, where < is the number of observations per year and %, ,
and & are the seasonal variants of ?, 3, and @ (Hyndman and Athanasopoulos 2018).
ETS
Exponential smoothing, or ETS,methods forecast byweighing averages of past observations,
where the weights decay exponentially over time (Hyndman and Athanasopoulos 2018). In
ETS models, each model “consists of a measurement equation that describes the observed
data, and some state equation that describe how the unobserved components or states (level,
trend, seasonal) change over time” (Hyndman and Athanasopoulos 2018, “Innovations
State Space Models for Exponential Smoothing” section). These are referred to as state
space models, which are labeled as )((·, ·, ·) for (Error, Trend, Seasonal) (Hyndman and
Athanasopoulos 2018). These models consider different combinations of the error, trend,
and seasonal components. The possibilities for each component as defined by Hyndman
and Athanasopoulos (2018) are:
• Error = {, ", /}
• Trend = {#, , ", /}
• Seasonal = {#, , ", /}
In all cases, # is none,  is additive, " is multiplicative, and / is automatically selected
(Hyndman and Athanasopoulos 2018).
Holt-Winters
Holt-Winters models apply an exponential smoothing technique to the trend, seasonality,
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and cycle components of a time series. Holt’s method was expanded to capture seasonality,
resulting in the Holt-Winters seasonal method, which comprises of “the forecast equation
and three smoothing equations with corresponding smoothing parameters” (Hyndman and
Athanasopoulos 2018, “Holt-Winters’ Seasonal Method” section).
Seasonality within the data can be modeled by either an additive or multiplicative method.
According to Hyndman and Athanasopoulos (2018, “Holt-Winters’ Seasonal Method” sec-
tion), “the additive method is preferred when the seasonal variations are roughly constant
through the series, while the multiplicative method is preferred when the seasonal variations
are changing proportional to the level of the series.”
2.3 Networks
The field of network science has become increasingly relevant in computer science, biology,
statistics, and others, as networks are now more often being used to model systems in these
disciplines. Patterns of relationships between variables within the network structure can be
derived through network analysis techniques. In this thesis, we focus on incorporating social
networks and time series data to represent connections between Sailors and their associated
alcohol- and drug-incident information.
2.3.1 Definitions
In the study of networks, there are several terms that need to be introduced, as usages
differ depending on the field. This research applies the following definitions described by
Newman (2003) and Valente et al. (2004):
• Network – A set of nodes joined by edges. Systems taking the form of a network can
also be defined as a graph.
• Node – A point where a connection or interaction is established. Nodes, also known
as vertices, may have a variety of properties associated with them.
• Edge – The connection or interaction between two nodes. Like nodes, edges may
have a variety of properties associated with them, e.g., weights.
• Degree – The number of edges that connect to a node.
• AdjacencyMatrix –A square matrix that describes a network or graph. The elements
of the matrix represent whether pairs of nodes are connected by an edge. Entries can
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also represent the weight of an edge.
2.3.2 Social Networks
Newman (2018) divides the most commonly studied networks into four general classes:
social, information, technological, and biological networks. Similar to ML classes, network
classes experience overlap, meaning some networks belong to more than one class. In this
study, we utilize social network structures to depict connectedness among Sailors—where
a node represents a Sailor, and an edge represents the connection between two Sailors.
Social networks model “a set of people or groups of people with some pattern of contacts
or interactions between them” (Newman 2003, p. 174). In social networks, nodes represent
people and edges represent their connections. Examples of this type of network include
friendships between individuals and professional relationships. SNA goes beyond social
media connections through online platforms such as Facebook and Twitter and examines
patterns between family, professional, friendship, and acquaintance interactions.
2.3.3 GNAR Processes
The GNAR model and subsequent R package developed by Knight et al. (2020a, p. 1) “fits,
predicts, and simulates from a powerful new class of generalized network autoregressive
processes.” These processes include a multivariate time series and a network that contains
correlations between nodes through network edges and their associated weights. To forecast
future observations, GNARmodels utilize the autoregressive nature of the multivariate time
series and compares values of a given node and time to its previous values and values of its
neighboring nodes (Knight et al. 2020a). In addition, GNAR processes offer muchmodeling
flexibility as it is able to model different types of networks and network structures, and fit
models where time series data is missing (Knight et al. 2020a).
2.4 Performance Evaluation
Many different predictive performance measures exist, so it is important to utilize the
appropriate performance functions based on the type of data being predicted. In this study,
we consider several performancemeasures for regression, classification, and time-dependent
data. Performance functions described in this section include:
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• Mean Squared Error (MSE)
• Root Mean Squared Error (RMSE)
• Receiver Operating Characteristic (ROC) Curve
• Area Under the (ROC) Curve (AUC)
• Mean Absolute Percentage Error (MAPE)
• Mean Absolute Scaled Error (MASE)
Regression Performance Evaluation
In regression, the response variable is numerical. Accordingly, predictive performance is
measured by calculating the residual error, or the difference between observed and predicted
values, for that particular observation. The regression performance functions used in this







(~8 − ~̂8)2, (2.2)
where = is the sample size, ~8 is the response variable of the 8th observation, and ~̂8 is the





In classification, the response variable is categorical.While there exists several classification
algorithms, often called classifiers, binary classifiers are most commonly used. Response
variables take on values of 1 or 0 to indicate the probability of a “positive” or “negative” case,
respectively. Performancemeasures are derived from values from a confusionmatrix, a table
that records the counts for true positives, true negatives, false positives, and false negatives
for a given binary classifier at a specified threshold. Figure 2.4 depicts the confusion matrix
for binary classification.
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Figure 2.4. Confusion Matrix for Binary Classification. A confusion
matrix for binary classification records the counts of occurrence for each of
the four outcomes for prediction in classification. Adapted from: Brown and
Huddleston (2018, p. 250).
Two types of errors associated with binary classification problems arise from the confusion
matrix: false positive errors, or type I errors, and false negative errors, or type II errors.
In addition, two accuracy measures derived from the confusion matrix are sensitivity and
specificity. Sensitivity, also known as the true positive rate (TPR), measures a classifier’s
ability to correctly identify true positives and is calculated as
Sensitivity = TPR =
True Positives
True Positives + False Negatives . (2.4)
Conversely, specificity, also known as the true negative rate (TNR), measures a classifier’s
ability to correctly classify true negatives and is calculated as
Specificity = TNR =
True Negatives
True Negatives + False Positives . (2.5)
ROC curves are “another tool used to evaluate the performance of binary classifiers because
they allow investigation of sensitivity and specificity over the full range of possible thresh-
olds” (Brown and Huddleston 2018, p. 250). ROC curves plot a classifier’s TPR against
its false positive rate (FPR) at all classification thresholds. The false positive rate (FPR) is
calculated as
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FPR = 1 − TPR = False Positives
False Positives + True Negatives . (2.6)
The overall performance of a classifier, summarized over all possible thresholds, is measured
by the AUC. An ideal ROC curve will hug the top left corner, as depicted in Figure 2.5,
indicating a high TPR and low FPR (James et al. 2013). Therefore, the larger the AUC, the
better the performance of the classifier.
Figure 2.5. Example of an Ideal ROC Curve. An ideal ROC curve hugs
the top left corner, indicating a high TPR and low FPR. Source: James et al.
(2013, p. 147).
Performance Evaluation for Time-Dependent Data
When factors affecting prediction exhibit time dependency, model development and perfor-
mance assessments used to measure prediction accuracy need to account for these changes.
This type of performance evaluation is used in time series forecasting and many other
regression or classification problems. While traditional statistical performance measures
such as RMSE and adjusted '2 can still be calculated, they are often not scale-free and are
generally inferior (Guo et al. 2012). Often, a rolling-horizons design, used in concurrence
with theMAPE andMASE, is employed for model fitting and performance evaluation when
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there is time-dependent data.
In a rolling-horizons design, a forecasting model is repeatedly fit to a designated rolling
period that increments forward in time at each iteration. In this process, the model learns
from each training period to forecast observations in a future testing period (Brown and
Huddleston 2018). Figure 2.6 illustrates a rolling-horizons design that estimates model
performance by averaging performance over four periods (Brown and Huddleston 2018).
Figure 2.6. Example of Rolling-Horizons Design. Model performance is
estimated by averaging performance over periods four through seven. Source:
Brown and Huddleston (2018, p. 254).
Two performance statistics that can be computed from a rolling-horizons design are the
MAPE and MASE. MAPE measures the accuracy of a forecasting algorithm by calculating
the average absolute percent error for each time period minus the actual values divided by









where ~C is the observed value at time C, 5C is the forecast value produced by the model at
time C, and # is the number of observations in the time series (Hornbuckle 2020). MASE,
in comparison, measures the accuracy of a forecasting algorithm by comparing the absolute
error of the forecast values and the baseline’s average error (Glen 2019). In this study, we










where ~C is the observed value at time C, 5C is the forecast value produced by the model at
time C, ~C−1 is the observed value from the previous time period C − 1, and # is the number
of observations in the time series (Hornbuckle 2020).
For a model to have a strong forecasting capability, it must surpass several standards. First,
a model’s MASE needs to exceed the accuracy of its comparative naïve forecasting model.
Second, a model’s MAPE needs to be at a minimum of below 50% as shown in Table 2.1
(Lewis 1982). It is also important to consider MAPE and MASE values that are closer to
zero as they represent more accurate models (Hyndman and Athanasopoulos 2018).
Table 2.1. MAPE Recommendations. Guidance and recommendations
for interpreting a given time series’ MAPE. Adapted from: Lewis (1982).
MAPE Interpretation
< 10 Highly accurate forecasting
10 - 20 Good forecasting
20 - 50 Reasonable forecasting
> 50 Inaccurate forecasting
2.5 Literature Review
The implementation of supervised ML methods and techniques to alcohol- and drug-abuse
data has recently emerged as an effective approach to substance abuse research. Barenholtz
et al. (2020) assert that the application of MLmodels in substance abuse research is likely to
be successful in the future, as evidenced by several studies showing high predictive accuracy
in their models. This literature review examines the relevancy of current substance abuse
studies that apply ML methods to this thesis’ research objectives. Consequently, we analyze
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key similarities and differences in their methodologies and results to build a foundation for
the approach of this study.
As presented by Barenholtz et al. (2020, “Recent Findings” section), recent studies have
applied ML methods and techniques to substance abuse research for various predictive
applications including “current abuse, assessing future risk, and predicting treatment suc-
cess.” Islam et al. (2021) administered 36 questionnaire items to a group (= = 486) from the
young urban population of Dhaka, Bangladesh, and trained models to predict an individ-
ual’s present vulnerability towards substance abuse. Out of six different ML algorithms, the
logistic regression classifier performed best in distinguishing between healthy and addicted
classes (* = 0.98) (Islam et al. 2021). In another study that utilized a similar data
collection method, Jing et al. (2020) aimed to predict adolescents at risk for developing
substance abuse. Under their method, they administered 1,000 questionnaire items to chil-
dren and their parents (= = 700) at the ages of 10–12, 12–14, 16, 19, and 22. At each stage,
seven ML algorithms were used, and the random forest algorithm was found to be the most
effective model (* = 0.74 − 0.86) (Jing et al. 2020).
Implementing an alternative data collection approach, Afzali et al. (2019) aimed to predict
alcohol use in mid-adolescence by analyzing samples obtained from the Canadian Co-
Venture cohort (= = 3826) and the Australian Climate Schools and Preventure cohort
(= = 2190). Their results showed that, out of the seven ML algorithms employed, the
elastic-net regression model performed best on both the Canadian (* = 0.869) and
Australian (* = 0.855) samples (Afzali et al. 2019). Park et al. (2021) pursued a different
approach to substance abuse research and analyzed data from outpatient treatment centers
with the aim to effectively predict the risk of patients dropping out. Six models—logistic
regression, SVM, k-nearest neighbor (KNN), random forest, neural network, and adaptive
boosting (AdaBoost)—were implemented, and AdaBoost was selected due to its prediction
performance (* = 0.72) (Park et al. 2021). Additionally, the study applied feature
importance and identified four variables that had the most effect in model prediction: length
of hospitalization, age, residential area, and diabetes (Park et al. 2021).
The key similarity found within these studies was their common implementation of the
ML process. In all cases, these studies implemented a similar process when conducting
their research. This suggests that this methodology is widely accepted in the field of ML.
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Each study collected data for its analysis, either through a database or questionnaires. Then,
the studies utilized various methods of feature selection—such as literature reviews or
correspondence with professionals—and built models using multiple algorithms. Models
with the best performance were identified and selected by their ROC and AUC measures.
The differences in these studies include their objective—what they aimed to achieve with
their models—their data collection methods, and the types of ML algorithms implemented
in their research. Each study aimed to predict (or classify) something different within
substance research. Additionally, their methods of collecting data varied. Two of the four
studies acquired data by use of questionnaires, while the other two studies obtained cohort
and medical data. While these studies used different ML algorithms to build their models,
there was a general commonality in what algorithms were used. The most common ML
algorithms applied were logistic regression, random forest, SVM, KNN, AdaBoost, and
naïve Bayes.
The availability of data in building ML models is key. A general trend observed among
these studies was the use of smaller data sets in their model fitting processes. While the
data acquisition process is time-consuming and complex, as seen in the study conducted
by Jing et al. (2020), uneven results are a likely outcome of developing models with a data
set with limited observations. In particular, Jing et al. (2020, p. 5) noted that “the standard
deviations of the accuracy across the 10-fold cross-validation were large, indicating that
their prediction accuracy can be improved by using a larger data set with a more balanced
distribution.” According to Barenholtz et al. (2020), future models will likely benefit from
data sets that are much larger.
The foundation of our research incorporates different aspects of the studies analyzed and
seeks to address the shortcomings of the studies aforementioned. We utilize a similar
methodology in which we obtain data from a database, develop and train ML models,
measure their predictive performances, and compare predictive performance measures to
identify the best models. Our processes differ with the addition of time series data and
network structures, and the application of these models to Sailors in the USN rather than a
civilian population. Attributes of Sailors provide a different perspective on risk factors that
could potentially contribute to substance abuse and destructive behaviors. Additionally, we
use a much larger data set that incorporates historical alcohol or drug incident data for our
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model fitting process. This study incorporates time series forecasting algorithms and social
network analysis structures in our analysis, which provide additional insights in substance
abuse research, particularly among Sailors.
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This chapter presents our thesis methodology and describes the ADMITS data set and
its properties and limitations. Section 3.3 explains the model fitting and implementation
process for each supervised ML algorithm applied in this study.
3.1 Methodology Overview
The purpose of ML is to develop an approach to discover patterns in data and make
predictions based on these patterns to answer research questions. Our methodology incor-
porates supervised ML methods complemented by SNA to explore historical data from the
ADMITS database. By taking this approach, we build prediction, classification, forecasting,
and GNAR models to provide insights on the correlations between Sailors’ backgrounds
and their alcohol- or drug-related incident information.
This thesis utilizes R and various R packages to execute the steps in our methodology (R
Core Team 2019). R is “both a statistical environment and programming language that is
widely used in both commercial and academic settings” (Buttrey and Whitaker 2016, p. 2).
It allows us the ability to “read, manage, and clean data; fit statistical models; and build
visualizations” (Buttrey and Whitaker 2016, p. 2). The detailed steps of our methodology,
summarized in Figure 3.1, are:
1. Gather the data needed to conduct the analysis. For this research, we obtained
historical ADMITS data from OPNAV N17.
2. Prepare the raw data for model fitting and implementation. In this step, we cleaned
and manipulated the raw ADMITS data, and partitioned the resulting data set into
training and testing data sets based on the type of supervised ML algorithm used.
3. Train supervisedML algorithms. In this step, we fit regression, classification, time se-
ries, and GNAR models using the appropriate training data sets. Additionally, feature
selection methods such as stepwise selection and cross-validation were implemented.
4. Implement supervisedML algorithms.We applied the supervisedMLmodels trained
in the previous step to the appropriate testing data sets.
25
5. Evaluate model performance for each supervised ML algorithm. We compared per-
formance measures such as RMSE, AUC, MAPE, and MASE to select the optimal
performing regression, classification, forecasting, and GNAR model.
6. Analyze the output of the each optimal supervised ML model. In this final step, we
analyzed the outputs of optimal models identified in the previous step, to include
feature importance. In addition, we transformed our results into visualizations to aid
in model output interpretability.
Figure 3.1. Overview of Thesis Methodology. Our methodology is com-
prised of six steps. In step 1, we obtained the ADMITS data from OPNAV 
N17. In step 2, we cleaned, manipulated, and partitioned the data set. In 
steps 3 and 4, we trained and implemented our models. In step 5, we mea-
sured predictive performance and identified the optimal models. In step 6, 
we analyzed the outputs and transformed our results into visualizations.
3.2 Data
Data comes in many forms. In almost every case, data is expected to be comprised of
several different data types (Buttrey and Whitaker 2016). The ADMITS data analyzed in
this study consists of three data types: character, date, and logical. Text is represented
by a sequence of characters, also known as strings. The character data type is used to
represent attributes that consist of categorical data. In R, categories are often converted into
factors, where the different categories are stored as levels for each categorical attribute. The
simplest date data type in R is called date, and “an object of this data type is represented
internally as an integer representing the number of days since a particular ‘origin’ date”
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(Buttrey and Whitaker 2016, p. 80). The usual origin date in R is January 1, 1970. Logical
data types store logical or Boolean values of either TRUE or FALSE.
3.2.1 Data Overview
The raw ADMITS data received from OPNAVN17 contains a total of 101,963 observations
and 39 attributes. The raw data set is comprised of personal, demographic, command, and
alcohol and drug incident information for 74,761 Sailors from October 2008 to December
2020. Prior to any analysis, the raw data set was modified to remove each Sailor’s personally
identifiable information (PII), such as name and social security number, and was assigned a
random unique identification number. Available observations from June 2020 to December
2020—a total of 9—were removed as a result of inaccurate reporting of alcohol- or drug-
related incidents according to OPNAVN17. In addition, Sailor department, general rate, and
treatment facility type attributes were added, and attributes that were determined unhelpful
(e.g., PlainLanguageAddress) were omitted.
The resulting modified ADMITS data set used for analysis consists of 101,954 observations
and 36 attributes for 74,752 Sailors, with alcohol and drug incident information dating from
October 2008 toMay 2020. Table 3.1 provides a description of each attribute in the modified
data set. Subsets of the modified data set were manipulated based on the type of supervised
ML algorithm being applied in the model fitting process. Modifications include the addition
of an alcohol- or drug-related incident counter and whether or not a Sailor committed a
repeat incident. Throughout the remainder of this thesis, the modified ADMITS data set
will be referred to as the ADMITS data set.
Table 3.1. ADMITS Data Set Attributes. Adapted from: OCNO (2020).
Attribute Description
ID Member’s unique identifier
UICRUC Member’s command 5-digit identifier for each DAR
CommandName Member’s command name
SerBranchID Member’s branch of service
Current.UIC Member’s current command 5-digit identifier
Continued on next page
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Attribute Description
ReportDate Date the member was entered into ADMITS
IncidentDate Date of DAR incident or referral
SubstanceName DAR substance
IncidentInfoName Incident information for DAR
DUIDWI Driving under the influence/while intoxicated
City Command location by city
State Command location by state
Zip Command location by ZIP code
cSerBranchID Command’s branch of service
Sex Member’s gender
BirthDate Member’s date of birth
Race Member’s race identification
EthnicGroup Member’s ethnic group identification
mSerBranchID Member’s branch of service
CurrentMember Member still on active service in the military
Rank Member’s pay grade
Rate Member’s Navy occupation with rank
GenRate Member’s Navy occupation without rank
Dept Member’s command department
ScreeningDate Date member was screened by SARP facility
sFacilityName SARP facility name
ReferralReason Reason member was referred to SARP for screening
RecommendedAction SARP recommendation for treatment
CompletionDate Treatment completion date
ProgramType SARP program type or name
ReferralSource Source of referral for DAR
ProgramAction SARP treatment recommended program action
PrognosisName SARP recommendation for successful recovery
Counselor SARP facility counselor
tFacilityName SARP treatment facility name
tFacilityType SARP treatment facility type
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3.2.2 Data Limitations
The ADMITS data set comes with several limitations. A common problem found in real-
world data is missing values. According to Buttrey and Whitaker (2016), an essential skill
for a data scientist is to be able to identify and understand the effects of missing values
on the analytical problem, and to know what resources are available to counter them. In
the ADMITS data set, 25.1 percent of observations contained missing values. Figure 3.2
provides a summary of missing values in the ADMITS data set using the vis_miss()
function from the naniar package (Tierney et al. 2021). Much of the missing values were
found within attributes used to describe a Sailor’s alcohol or drug incident and treatment
information (e.g., IncidentInfoName and tFacilityName).
Figure 3.2. Summary of Missing Values in ADMITS Data Set. 25.1
percent of observations within the ADMITS data set contains missing values.
Adapted from: OCNO (2020) and Tierney et al. (2021).
Missing values and observations in the ADMITS data set can arise in several ways. Data
could be missing due to unforeseen circumstances or incomplete and inaccurate reporting
from commands submitting a DAR. The affect of severe acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2) on the data set is evident in the significant decline of incidents
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reported by commands in 2020. In addition, ADMITS experienced a system outage in late
2013 that affected alcohol-related incident data. This resulted in a significant decrease in
the total number of incidents reported at the end of 2013 into 2014. Generally, missing
values can be left alone, replaced, or removed (Buttrey and Whitaker 2016). In this study,
we omitted observations with missing values for regression, classification, and time series
forecasting models during the model fitting process. The resulting ADMITS data set with no
missing values still provided 74,752 observations for analysis. Another common problem
found in real data is human error in manual data entry databases, such as ADMITS. The
database is prone to spelling, grammar, or punctuationmistakes. In the data cleaning process,
much time was spent correcting misspellings, unnecessary spacing, and non-standardized
inputs of attributes like command names, cities, or states. For example, “California” and
“california” are considered to be two different entities in R.
3.3 Model Fitting and Implementation
The model fitting process entails training an ML algorithm to predict, classify, or forecast
information of interest from attributes in a training data set, tuning it as necessary, and
validating it by implementing the model on a testing data set. Four general types of models
were trained in this study: regression, classification, time series forecasting, and GNAR,
each providing various insights on the correlations between Sailors’ backgrounds and their
alcohol- or drug-related incident information.
3.3.1 Regression and Classification
By applying regression and classification algorithms to ADMITS data, this thesis seeks
to identify with what degree of certainty we can (1) predict the number of alcohol- or
drug-related incidents committed by a particular Sailor, and (2) classify whether or not
a particular Sailor will repeat an alcohol- or drug-related incident. Furthermore, through
the implementation of feature importance, we explore which attributes prove most useful
in classifying whether or not a Sailor commits a repeat incident. Figure 3.3 illustrates the
regression and classification modeling workflow applied in this study.
Regression and classification data sets were derived by modifying the ADMITS data set.
Additionally, theyweremanipulated to construct the target variable. For regression, the target
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variable isNumIncidents, or the total number of incidents for eachSailor. For classification,
the target variable is RepeatIncidents, or whether or not a Sailor committed a repeat
incident (represented by the logical TRUE or FALSE). The regression and classification data
sets implemented an “80/20 train-test split,” in which a random selection of 80 percent of
observations was used for the training data set and the rest for the testing data set. Of note,
observations with missing values were omitted. Additionally, at least five observations were
present for each factor level to ensure a balanced train/test split. To assess the predictive
performance of the regression models, we used the RMSE. For classification models, we
evaluated classification performance by comparing each model’s ROC and AUC.
Fitting Regression Models
This study implements a single regression algorithm, Poisson regression, to model counts
of alcohol- or drug-related incidents for each Sailor. The predict() function, from the
stats package in R, was used to predict values based on the testing data set and the Poisson
regression model (R Core Team 2019). The following function and individual parameters
were used to build the regression model:
• Poisson Regression – This model was fit using the training data set and the glm()
function from the stats package in R. The “glm() function is used to fit GLMs,
specified by giving a symbolic description of the linear predictor and a description
of the error distribution” (R Core Team 2021a, Description section). To indicate a
Poisson family object, poisson(link=‘log’) was used in the family argument.
Fitting Classification Models
This thesis fits three different classification algorithms to model whether a particular Sailor
commits a repeat incident: logistic regression, SVM, and random forest. Like the Poisson
regressionmodel, we applied the predict() function to classify classes based on the testing
data set and the particular classifier being used. The following functions and individual
parameters were used to build each classification model:
• Logistic Regression – Similar to fitting the Poisson regression model, the logistic
regression model was built using the training data set and the glm() function from the
stats package in R. To specify a logistic family object, binomial(link=‘logit’)
was inputted into the family argument (R Core Team 2021a). We performed feature
selection by using the step() function, which selects a model by different criteria
31
using a stepwise algorithm (the AIC criterion by default) (R Core Team 2021b). A
forward and backward selection process for the stepwise algorithm was specified by
indicating both for the direction argument.
• SVM – To build this model, we used the training data set and the tune.svm()
function from the e1071 package (Meyer et al. 2019). The function employs 10-fold
cross-validation and “returns a tuning object including the best parameter set obtained
by optimizing over the specified parameter vectors” (Meyer et al. 2019, p. 62). The
best SVM model was extracted using the $best.model operator. In our model, we
applied a linear kernel and weights to balance the data. The function takes arguments
of cost, or the cost of misclassification, and gamma, or the parameter of a Gaussian
Kernel to handle non-linear classification (Meyer et al. 2019). The sets of values
(0.1,1,10,100,1000) and (0.5,1,2,3,4) were used for these parameters.
• Random Forest – This model was built using the training data set and the
randomForest() function from the randomForest package (Liaw and Wiener
2002). Classification was specified using the type argument. Additionally, the func-
tion takes arguments of ntree, or the number of trees to grow, and importance, or
whether the importance of predictors should be assessed (Liaw and Wiener 2002).
Inputs of 500 and TRUE were used for these parameters.
Figure 3.3. Regression and Classification Workflow. First, the regres-
sion and classification data sets were structured by modifying the ADMITS
data set based on the response variable being predicted or classified. Next,
the data sets were further split into training and testing data sets for both
methods. Lastly, the regression and classification models were fit using the
appropriate functions in R.
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3.3.2 Seasonal Decomposition and Time Series Forecasting
By applying time series forecasting algorithms to ADMITS data, this study aims to identify
with what degree of certainty we can forecast the total number of alcohol- or drug-related
incidents for a given period of time. Figure 3.4 provides the time series forecasting modeling
workflow applied in this thesis. To assess the forecasting performance of each algorithm,
we employed MAPE and MASE measures in conjunction with a rolling-horizons design to
compare each model’s performance.
Fitting Time Series Models
Prior to fitting the different time series models, we first manipulated the ADMITS data set
into a data set with a time series structure. The resulting time series data set consists of the
total monthly count of alcohol- or drug-related incidents from October 2008 to May 2020.
The time series data set was further partitioned into training and testing data sets, from
October 2008 to December 2016 and January 2017 to May 2020, respectively.
This study fits five different time series forecasting algorithms to model the total monthly
count of alcohol- or drug-related incidents: naïve, seasonal naïve, SARIMA, ETS, and Holt-
Winters (multiplicative and additive). In addition, as previously mentioned in Section 2.2.2,
we fit an STL model to identify potential seasonal or trend patterns in the monthly count of
incidents. All time series forecastingmodels were fit using the training data set and functions
from the stats and forecast packages in R (Hyndman et al. 2020). Forecasts for each
model were measured using the testing data set and the forecast() function from the R
package previously mentioned. Additionally, the naïve models were used as benchmarks to
determine whether or not a particular forecasting model has predictive power. The following
functions and individual parameters were used to build each time series forecasting model:
• Seasonal Decomposition – This model was built using the stl() function. The
function takes arguments of y, or the numeric vector or time series, and s.window,
which takes the string “periodic” (Hyndman et al. 2020). The time series data set
was used for y.
• Naïve and Seasonal Naïve – These models were built using the naive() and
snaive() functions. Both functions take arguments of y, or the numeric vector
or time series, and h, or the number of periods for forecasting (Hyndman et al.
2020). The training data set and the length of the testing data set were used for these
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parameters.
• SARIMA – To build this model, we first applied the auto.arima() function to
the training data set to extract the best ARIMA model based on the optimal AIC or
BIC value (Hyndman et al. 2020). Then, the model was built using the parameters
extracted from the best model. The default behavior of the auto.arima() function
is to model seasonal behavior (Hyndman et al. 2020).
• ETS – This model was built using the ets() function. The function takes argu-
ments of y, or the numeric vector or time series, and model, or the three-character
method-naming convention discussed in Subsection 2.2.2 (Hyndman et al. 2020). To
indicate that the parameters were to be automatically selected, ZZZ was utilized. The
parameters chosen and implemented for the model were A,N,A.
• Holt-Winters – Two types of Holt-Winter models, multiplicative and additive, were
built using the hw() function based on the seasonality in the model. The function
takes arguments of y, or the numeric vector or time series, and h, or the number of
periods for forecasting (Hyndman et al. 2020). The training data set and the length
of the testing data set were used for these parameters. Additionally, the seasonal
argument of the function was used to indicate the type of seasonality (multiplicative
or additive).
Figure 3.4. Time Series Workflow. First, a modified ADMITS data set,
called time series data set, was structured using the total monthly incidents
from October 2008 to May 2020. Then, the data set was further split into
training and testing data sets, from October 2008 to December 2016 and
January 2017 to May 2020, respectively. Lastly, the seasonal decomposition
and forecasting models were fit using the appropriate functions in R.
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3.3.3 GNAR
With data regarding the number of alcohol- or drug-related incidents collected and social
network adjacencies identified, we can fit a social network time series model using the
GNAR package in R (Knight et al. 2020b). Using GNAR statistical models, we seek to
identify with what degree of certainty we can predict when a particular Sailor will commit
and/or repeat an alcohol- or drug-related incident. Figure 3.5 describes the GNARmodeling
workflow applied in this study. Under our method, we built a time series on social networks
that we constructed from a random selection of 500 Sailors from the ADMITS data set,
where a node represents a Sailor and an edge represents the connection between each Sailor.
Since the social network on all Sailors in the data set was a very dense network, i.e., nodes
were connected to almost all other nodes, it was infeasible to train the GNAR models using
the entire data set. As a result, we utilized a subset of randomly chosen 500 Sailors to
increase computational efficiency. In addition, a sub-network of a random sample of 500
Sailors would be similar to a sub-network of any other random sample of 500 Sailors in
the data set. The social networks were built based on values in an adjacency matrix, where
any (8, 9) entry greater than zero establishes an edge (or connection) between Sailor 8 and
Sailor 9 . An edge was established between Sailor 8 and Sailor 9 if they shared a common
attribute. Weighted edges were utilized to represent the number of attributes Sailors have in
common. Furthermore, each node at network time t was assigned a number that represents
the number of alcohol- or drug-related incidents committed by a particular Sailor. This
number can change depending on whether the Sailor commits a repeat incident over time.
MAPE and MASE measures in conjunction with a rolling-horizons design were employed
to evaluate the predictive performance of each GNAR model.
GNAR Assumptions
TheGNARpackage’smost basic assumption is that the time series data set has an underlying
network structure (Knight et al. 2020a). Since the ADMITS data set contains time series
data of alcohol- or drug-related incidents for each Sailor, and Sailors can be organized into
a social network structure, this assumption is satisfied.
The GNAR package also assumes that the multivariate time series follows an autoregressive
framework at each node and is influenced by its neighboring nodes (Knight et al. 2020a).
In our social network time series structure, we utilized the number of cumulative incidents
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over the given time-range for each Sailor. Consequently, the cumulative number of incidents
depended on the previous number of incidents for that particular Sailor. Furthermore,
given the nature of a social network, it follows that the number of alcohol- or drug-related
incidents a Sailor commits is likely influenced by a Sailor’s adjacent neighbors. Therefore,
this modeling assumption is relevant and applicable.
Fitting GNAR Models
To build the GNAR models, we adjusted individual parameters to create three different
model fits using the GNARfit() function in R (Knight et al. 2020b). The function takes
the social networks and multivariate time series as inputs. The first model was fit with no
parameter modifications. This was used as a benchmark to measure predictive performance.
For the second model fit, we applied a non-negative integer, alphaOrder = 1, that spec-
ifies a maximum time-lag of 1 to model along with a vector of length betaOrder = 0,
which specifies the maximum neighbor set to model at each of the time-lags (Knight et al.
2020b). We utilized the same alphaOrder parameter for the third model fit, but applied a
betaOrder = 1.
Figure 3.5. GNAR Workflow. First, a random sample of 500 Sailors was
taken from a modified ADMITS data set called GNAR data set. Second,
an adjacency matrix—in which nodes represent Sailors and edges represent
connections between them—was created to construct social networks. Then,
time series data was constructed using the cumulative count of incidents
for each Sailor indexed by time. Lastly, three GNAR models with varying
parameters were fit using the constructed social networks, multivariate time




This chapter presents results of the MLmodels built and the key findings that emerged from
their analyses. In addition, we compare our regression, classification, time series forecasting,
and GNAR models’ predictive performance using their respective performance measures
introduced in Section 2.4 to identify the optimal model for each category.
4.1 Model Results and Analysis
4.1.1 Regression and Classification
Table 4.1 provides the RMSE and AUC predictive performance measures for the Poisson
regression model and the three classification model fits. Due to the response variable—the
number of alcohol- or drug-related incidents committed by each Sailor—being a non-
negative integer, we did not consider any other regression models beyond Poisson regres-
sion. Although the model’s results provided insight to what attributes were most useful
in predicting the number of alcohol- or drug-related incidents committed by a particular
Sailor, to accurately predict the number of incidents, further exploration of other regression
models is needed for comparison.
By contrast, we notice that the classification models performed reasonably well. Figure 4.1
depicts the ROC curves for all three classification models. Out of the three classification
model fits, logistic regression yielded the highest AUC and is therefore identified as the
optimal classification model. As illustrated in Figure 4.1, we see that the curve representing
logistic regression is closer to the axes, indicating a higher AUC. The predictive perfor-
mances for all three classifiers were fairly close and could effectively be applied in follow-on
substance abuse research.
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Table 4.1. Regression and Classification Model Summary. RMSE and
AUC values for regression and classification models, respectively. The logis-
tic regression model outperformed the SVM and random forest models as








Figure 4.1. Classification Results. ROC curves for all three classification
model fits. The logistic regression model outperformed the SVM and random
forest models as evidenced by its curve being closest to the axes. Adapted
from: OCNO (2020).
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Figures 4.2 and 4.3 present permutation-based variable importance for the Poisson and
logistic regression models using the DALEX package in R (Biecek 2018). Permutation-based
variable importance is “a model-agnostic approach to the assessment of the influence of an
explanatory variable on a model’s performance” (Biecek and Burzykowski 2021, “Variable-
importance Measures” section). The importance of a particular variable is measured based
on its effect on the model’s performance after permuting the values of the variable or group
of variables (Biecek and Burzykowski 2021).
Figures 4.2 and 4.3 show outcomes of 50 permutations and the loss functions of RMSE (for
regression) and 1 − AUC (for classification), respectively. The plots indicate that for both
the Poisson and logistic regression models, the most important variable is DUIDWI. Figure
4.2 suggests that there exists a correlation between the number of alcohol- or drug-related
incidents committed by a Sailor and whether or not an incident was classified as a DUIDWI.
Similarly, Figure 4.3 suggests that there exists a correlation between whether a Sailor has
committed a repeat incident and whether or not an incident was classified as a DUIDWI.
Figure 4.2. Variable Importance for Poisson Regression. The most
useful attribute in predicting the number of alcohol- or drug- re-
lated incidents committed by a particular Sailor is DUIDWI, followed
by RecommendedAction, IncidentInfoName, ReferralReason, and
State. Adapted from: Biecek (2018) and OCNO (2020).
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Figure 4.3. Variable Importance for Logistic Regression. The
most useful attribute in classifying whether or not a particular Sailor
will repeat an alcohol- or drug-related incident is DUIDWI, followed by
RecommendedAction, SubstanceName, State, and IncidentInfoName.
Adapted from: Biecek (2018) and OCNO (2020).
4.1.2 Seasonal Decomposition and Time Series Forecasting
Figure 4.4 illustrates the seasonal and trend decomposition using Loess (STL) of the
ADMITS time series data for the total monthly count of alcohol and drug incidents from
October 2008 to May 2020. We notice a downward trend from 2008 to 2014, an upward
trend from 2014 to 2019, and finally a downward trend from 2019 to 2020. The significant
drop in the number of incidents in late 2013was a result of the database outage, as previously
discussed in Section 3.2.
Furthermore, we notice an oscillating pattern in the seasonal component of the STL model.
These fluctuations indicate the presence of seasonality in the data. We can deduce a pattern
from the plot in which the number of alcohol- or drug-related incidents decreases before
the end of each year, spikes several months into the year, and then gradually decreases
again. The STL model is robust to outliers and, as a result, “occasional unusual observa-
tions do not affect estimates of the trend-cycle and seasonal component” (Hyndman and
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Athanasopoulos 2018, “STL Decomposition” section). This is evident in the STL model’s
remainder component as we see it account for the database outage that occurred at the end
of 2013, indicated by the large spikes in late 2013 to early 2014.
Figure 4.4. Seasonal Decomposition of ADMITS Data Set. The sea-
sonal and trend decomposition using Loess (STL) of the ADMITS data set
indicates that the data has an alternating decreasing and increasing trend
and seasonal fluctuations. Adapted from: OCNO (2020).
Table 4.2 presents the 1-Step and 12-Step MAPE and MASE forecasting performance
measures for the six time series forecasting model fits over the date range in the testing
data set using a rolling-horizons design. As noted in Section 2.4, a model that outperforms
the naïve model has predictive power. We can see that the SARIMA model is the only
forecasting model that outperformed the naïve model in all MAPE and MASE measures.
As previously discussed in Section 2.2.2, we utilized the auto.arima() function, which
extracts the best model. The optimal SARIMA model chosen by the function was the
'"(2, 1, 2) (1, 0, 1)12 model. Figure 4.5 illustrates the forecasting results for each time
series forecasting model.
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Table 4.2. Time Series Forecasting Model Summary. 1-Step and 12-
Step MAPE and MASE forecasting model fits for six time series forecasting
model fits. The SARIMA model outperformed all other time series forecasting
models. Adapted from: OCNO (2020).
Model 1-Step MAPE 12-Step MAPE 1-Step MASE 12-Step MASE
Naïve 0.095 0.1 1 1
Seasonal Naïve 0.17 0.1 1.5 0.98
Holt-Winters (A) 0.1 0.13 1 1.2
Holt-Winters (M) 0.095 0.13 0.98 1.3
SARIMA 0.09 0.089 0.91 0.83
ETS 0.1 0.092 1 0.86
Figure 4.5. Time Series Forecasting Results. Forecasting results for all
time series forecasting models. Visually, we are unable to identify which
model performs best. However, as noted in Table 4.2, the SARIMA model
outperformed all other time series forecasting models. Adapted from: OCNO
(2020).
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As demonstrated byHyndman andAthanasopoulos (2018), we can analyze the residuals of a
time series model fit using the checkresiduals() function to further assess its forecasting
capability. Figure 4.6 presents a time plot of the residuals, the corresponding ACF, and a
histogram for the '"(2, 1, 2) (1, 0, 1)12 model. We notice that all spikes in the ACF
plot are within significance limits, indicated by the blue dashed lines. This suggests that
the residuals in the model appear to be white noise, and that no remaining autocorrelations
exist. As a result, the '"(2, 1, 2) (1, 0, 1)12 model surpasses performance standards,
including those outlined in Section 2.4, and could effectively be applied to forecast the total
number of monthly alcohol- or drug-related incidents.
Figure 4.6. Residuals from the ARIMA(2,1,2)(1,0,1)12 Model. ACF
measures for the residuals of the model are all within significance limits,
indicating no remaining autocorrelations. Adapted from: OCNO (2020).
4.1.3 GNAR
Table 4.3 presents the MAPE and MASE forecasting performance measures for the GNAR
and naïve model fits. We see that all three GNAR models outperformed the naïve model
in both MAPE and MASE measures, with GNAR Model 2 performing best. Since GNAR
is a multivariate time series model that includes correlations between nodes in the given
43
network (through network edges and their associated weights), and the naïve model assumes
that all nodes are independent (i.e., no edges in the network), it is expected that the GNAR
models perform better than the naïve model. These results are further evidenced by Figures
4.7 and 4.8, which depict the MAPE and MASE measures, respectively, over the date range
in the testing data set using a rolling-horizons design.
We see that the MAPE and MASE measures for all three GNAR models tend toward zero
in Figures 4.7 and 4.8, respectively. MASE decreases at the start of 2018 and the end of
2019, but overall tends downward. This increase in forecasting accuracy is a direct result
of the models effectively learning from previous observations to forecast future outcomes.
In addition, we see that GNAR Model 2 is the most consistently accurate model out of the
three parameter modifications. All three GNAR models surpass the performance standards
outlined in Section 2.4, and could effectively be applied to forecast when a particular Sailor
will commit and/or repeat an alcohol- or drug-related incident.
Table 4.3. GNAR Model Summary. MAPE and MASE forecasting perfor-
mance measures for the GNAR and naïve model fits. All three GNAR models
outperformed the naïve model, and GNAR Model 2 performed best overall.
Adapted from: OCNO (2020) and Wren (2021).
Model Mean Median Variance
MAPE
GNAR Model 1 0.0645 0.0690 0.0004
GNAR Model 2 0.0246 0.0235 0.0001
GNAR Model 3 0.0794 0.0851 0.0005
Naïve 0.3143 0.3226 0.0043
MASE
GNAR Model 1 0.2788 0.2850 0.0203
GNAR Model 2 0.2116 0.2074 0.0176
GNAR Model 3 0.3067 0.3149 0.0207
Naïve 1 1 0
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Figure 4.7. GNAR MAPE Results. MAPE forecasting performance mea-
sures for the GNAR and naïve models over the date-range in the testing
data set using a rolling-horizons design. All three GNAR models tend toward
zero in MAPE as the models learn and subsequently forecast. GNAR Model
2 outperformed all other models and yielded the highest accuracy over time.
Adapted from: OCNO (2020).
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Figure 4.8. GNAR MASE Results. MASE forecasting performance mea-
sures for the GNAR and naïve models over the date-range in the testing data
set using a rolling-horizons design. All three GNAR models tend toward zero
in MASE as the models learn and subsequently forecast. MASE decreases at
the start of 2018 and end of 2019, but overall tends downward. GNAR Model
2 outperformed all other models and yielded the highest accuracy over time.




This chapter summarizes our approach, findings, and analysis. Then, we introduce three
recommended areas for future research regarding substance abuse among Sailors: models
and model parameters, supplementary data collection, and sponsor interests. Continued
research in these three areas could potentially increase each model’s performance and
ultimately their validity as decision-making tools for substance use and abuse training
considerations and organizational changes.
5.1 Summary
This thesis employed several ML methods to better understand substance abuse and the
potential risk factors that contribute to destructive behaviors among Sailors within the
USN. In particular, the following research questions were addressed:
1. Using MLmethods, with what degree of certainty can we predict, classify, or forecast
• whether or not a Sailor will repeat an alcohol- or drug-related incident?
• the number of alcohol- or drug-related incidents committed by a particular
Sailor?
• the total number of monthly alcohol- or drug-related incidents for a given period
of time?
2. Using a social network time series structure, with what degree of certainty can we
predict when a particular Sailor will commit and/or repeat an alcohol- or drug-related
incident?
3. Through the implementation of ML models and feature importance, which attributes
(or features) are most useful in classifying whether or not a Sailor will repeat an
alcohol- or drug-related incident?
We built prediction, classification, forecasting, and GNAR models using data from the
ADMITS database to provide insights on the correlations between Sailors’ backgrounds
and their alcohol- or drug-related incident information. To assess our methodology, we
utilized predictive performance measures for regression, classification, and time-dependent
47
data.We compared eachmodel’s predictive performance using their respective performance
measure to identify which models performed best.
Our results strongly indicate that supervised ML methods provide an accurate and effective
approach to modeling the different aspects of substance abuse, particularly among Sailors
within the USN. By employing feature importance, we were able to identify that DUIDWI,
RecommendedAction, IncidentInfoName, ReferralReason, SubstanceName, and
State were the most useful attributes in (1) predicting the number of alcohol- or drug-
related incidents committed by a particular Sailor, and (2) classifying whether or not a
particular Sailor will repeat an alcohol- or drug-related incident.
The SARIMA time series forecasting model results demonstrate its ability to accurately
model and subsequently forecast the total number of monthly alcohol- or drug-related
incidents for a given time range. Additionally, the logistic regression classification model
performed the best overall in classifying whether or not a particular Sailor will repeat an
alcohol- or drug-related incident. Finally, predictive performance measures for the GNAR
model with modified parameters (alphaOrder=1, betaOrder=0) suggest its capability
to effectively model when a particular Sailor will commit and/or repeat an alcohol- or drug-
related incident. As a result, these models have exhibited predictive power and are viable
for further analysis.
5.2 Future Work
Several existing studies, described by Barenholtz et al. (2020), apply ML methods to sub-
stance use and abuse research, however, this approach has not been leveraged to better
understand substance-abuse behaviors among Sailors within the USN. Our research estab-
lishes a foundation for the continued study of substance abuse among this particular group
of individuals, and provides preliminary insights on the correlations between Sailors’ back-
grounds and their associated alcohol- or drug-related incident information in ADMITS.
Further exploration of the underlying causes and correlations of substance abuse among
Sailors using ML methods should be conducted to inform potential training considerations
and organizational changes.
48
5.2.1 Models and Model Parameters
The models built in this thesis provide a baseline for future studies, and their accuracy
demonstrates the effectiveness of ML methods in substance abuse research within the USN.
ML models have much potential in what they can offer, especially with regard to providing
insights that can influence command-wide decisions. To further leverage the advantages
of ML, additional efforts could be made to improve this study’s models or develop more
advanced predictive applications that can detect current abuse, assess future risk, or predict
treatment success.
Complex ML Methods
According to Barenholtz et al. (2020), future alcohol and drug abuse studies that incorporate
ML methods will likely see promising results from the use of modern deep neural network
models. Currently, modern deep neural networks, such as convolutional neural networks
(CNNs), are not often used in substance abuse research (Barenholtz et al. 2020). These
complex ML methods have shown success in modeling unstructured data, and provide the
means for future studies to include multiple data sources, new data types, and new model
architectures—all of which are not possible with previous ML techniques (Barenholtz et al.
2020).
Data Transformations
This study did not implement data transformations or steps to normalize attribute values
during the model fitting process. Normalizing values allows equal weights to be distributed
among each variable so that no single variable skews model performance due to its large
value. For example, it would be useful to present alcohol- or drug-related incident counts
normalized by the size of their respective department, since larger departments are expected
to have greater numbers. Moreover, proper data transformations can improve data quality
and the overall efficiency of the analytic models.
GNAR Parameters
When building the social network structure for the GNAR models, we considered a static
network where we assumed all Sailors entered and exited the network at the same time.
A future study could explore the effects of Sailors joining and leaving the social network
based on their report date entered into ADMITS and whether or not they were still on
active duty service. Additionally, the social network’s adjacency structure can be modified
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when establishing an edge (or connection) between two Sailors. Rather than drawing an
edge based on whether two Sailors share a common attribute, a hierarchical approach can
be utilized instead. For example, an edge would be established between two Sailors only if
they are located within the same state, command, and department (in that order).
5.2.2 Supplementary Data Collection
To further improve model development, data from external sources could be introduced
into the model fitting process to potentially increase its predictive performance or provide
additional insights on the correlations betweenSailors and alcohol- or drug-related incidents.
Ship Schedule Data
Taking into account ship schedule data could provide additional information that can be
utilized in ML analyses. Potential correlations and trends between ships’ underway or
deployment schedules and the number of alcohol- or drug-related incidents can be explored.
Acquiring and preparing ship schedule data for all commands within an ADMITS data set
for analysis, however, could be time-consuming and must be extracted from a classified
source.
Social Media Data
There are several substance abuse studies that incorporate social media data into their analy-
ses. According to Barenholtz et al. (2020), studies that utilize ML methods—CNN models,
in particular—in combination with social media data have shown promising results in iden-
tifying potential substance use risk behavior among individuals. Social media platforms,
such as Twitter, Facebook, and Instagram, “represent a source of real-time insight into user
trends and behaviors” (Barenholtz et al. 2020, p. 340). This behavioral insight could be used
to predict the likelihood of a Sailor committing or repeating an alcohol- or drug-related
incident.
5.2.3 Sponsor Interests
OPNAV N17 has expressed several areas of interest for further analysis regarding the
ADMITS data set. First, the sponsor has communicated interest in independent analyses
for drug and alcohol incidents as their programmatic efforts focus on addressing these
issues separately. Initial analyses show that separating the two types of incidents improve
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accuracy rates for predicting whether or not a particular Sailor repeats an alcohol- or drug-
related incident. Second, OPNAV N17 is interested in seeing the possible influence of the
database outage in 2013 on alcohol- or drug-related repeat incidents. Separate analyses
can be conducted among the years before and after the outage to identify any potential
differences in results.
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