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Abstract: Sei A = {1, . . . , n} eine endliche Menge und f : A→ IR gegeben.
Im folgenden Beitrag werden Algorithmen zur Ermittlung der Kleinst-Qua-
drate Regression g : A → IR von f beschrieben, wobei g monoton bzgl.
einer nicht notwendigerweise vollsta¨ndigen Pra¨ordnung O auf A ist. Neben
den theoretischen Grundlagen und dem allgemeinen Fall werden auch die
Spezialfa¨lle der hierarchischen und vollsta¨ndigen Pra¨ordnung beschrieben.
Daru¨ber hinaus werden Fehlerabscha¨tzungen zum Optimum angegeben.
Sa¨mtliche Algorithmen sind in dem Modul PartOrder implementiert, des-
sen Anwendung an einem Beispiel kurz beschrieben wird. Das Modul basiert
auf dem .NET Framework und kann unter verschiedenen Programmierspra-
chen (Visual Basic, C++, C#, etc.) aufgerufen werden.
1 Einleitung
Das monotone Regressionsproblem tritt in vielen Fragestellungen auf, so bei der
multidimensionalen Skalierung (Kruskal 1964a, b), der Behandlung qualitativer
Daten in quantitativen Analysemethoden (Young 1975, 1981, Young et al. 1976,
1978), etc. Nicht immer sind hierbei die Pra¨ordnungen vollsta¨ndig. Partielle
Pra¨ordnungen treten z.B. bei komplexen Informationsniveaus auf (Hansohm 2003a),
bei stratigraphischen Methoden in der Archa¨ologie (Herzog 1993) oder bei isotonis-
chen Scha¨tzungen (Robertson et al. 1988)
2 Problemstellung
Sei im folgenden A = f1, . . . , ng eine endliche Menge mit einer Pra¨ordnung1) ¹ auf
A. Sei f : A! IR, w : A! IR mit w(a) > 0 fu¨r alle a 2 A, dann ist die Funktion
g : A! IR gesucht, fu¨r die gilt:
1)eine reflexive und transitive Relation
Monotoniebedingung :
a, b 2 A, a ¹ b) g(a) · g(b) (1)
und die
Kleinst-Quadrate Bedingung :
3
a∈A
w(a)(f(a)¡ g(a))2 ·
3
a∈A
w(a)(f(a)¡ h(a))2 (2)
fu¨r alle Funktionen h : A! IR, die die Monotoniebedingung erfu¨llen
Bemerkung 1 Eine solche Funktion existiert immer und ist eindeutig (s. (5)).
3 Theoretische Grundlagen
Die Menge H = fh : A! IRg ist mit
hr, si =
3
a∈A
w(a)r(a)s(a), khk =
0
hh, hi, r, s, h 2 H (3)
ein Hilbertraum und die MengeK = fk 2 H j k erfu¨llt die Monotoniebedingung (1)g
ist ein nichtleerer abgeschlossener konvexer Kegel in diesem Hilbertraum. Die
gesuchte Lo¨sung ist offensichtlich die Projektion von f auf diesen Kegel K, wobei
die Projektion definiert ist als
PC : H ! P(H), PC(h) = fc˜ 2 C j kc˜¡ hk · kc¡ hk fu¨r alle c 2 C µ Hg (4)
fu¨r alle nichtleeren abgeschlossenen Mengen C von H.
PC hat mit h, r, s 2 H die folgenden Eigenschaften:
C konvex ) jPChj = 1 (5)
C konvex ) kPCr ¡ PCsk · kr ¡ sk (6)
C konvex ) (hh¡ z, c¡ zi · 0 fu¨r alle c 2 C , z = PCh) fu¨r alle z 2 C (7)
C Kegel ) hh¡ z, zi = 0 fu¨r alle c 2 C, z 2 PCh (8)
Definition 1 Eine Teilmenge I µ A heißt Ideal, wenn gilt:
a 2 I, b 2 A, b ¹ a) b 2 I
fu¨r alle a 2 I, b 2 A.
Definition 2 Die Abbildung m : P(A)! IR mit
m(C) =

c∈C w(c)f(c)
c∈C w(c)
heißt Durchschnittsfunktion von C bzgl. f .
Satz 1 (PKf)(a) ist fu¨r a 2 I˜ konstant gleich m(I˜), wenn I˜ das Ideal mit mini-
malem m(¢) ist und unter allen mit dieser Eigenschaft das gro¨ßte2).
Beweis: Da die Funktion PKf nur endlich viele Werte aufweist, ist leicht zu sehen,
daß fu¨r jede nichtleere Menge T = fa 2 A j (PKf)(a) = constg gilt:
(PKf)(t) = m(T ) fu¨r alle t 2 T
Sei nun Tmin = fa 2 A j (PKf)(a) = minc∈A(PKf)(c)g. Wie man leicht erkennt, ist
Tmin ein Ideal und fu¨r jedes Ideal I µ Tmin gilt m(Tmin) · m(I) und fu¨r jedes Ideal
Tmin µ I ebenfalls m(Tmin) · m(I). Da sich m(I˜ [ Tmin) aus m(Tmin), m(I˜) und
¡m(I˜\Tmin) zusammensetzt, folgt m(I˜[Tmin) = m(Tmin) und nach Konstruktion
von I˜: Tmin µ I. m(¢) ist eine strikte Cauchy Durchschnittsfunktion (Cauchy mean
value function, Robertson et al. 1988, p. 24); d.h. fu¨r zwei disjunkte, nichtleere
Mengen R,S µ A gilt:
m(R [ S) · m(R), m(S) · m(R [ S)
Hieraus ergibt sichm(I˜ nTmin) = m(I˜) = m(Tmin), ein Widerspruch zu (PKf)(c˜) >
minc∈A(PKf)(c) fu¨r c˜ 2 I˜ n Tmin, falls I˜ n Tmin 6= ;.2
Betrachtet man nun AI = A n I∗ und wieder das Ideal I I von AI mit den obigen
Eigenschaften, so erha¨lt man sukzessive die Funktion g = PKf (siehe auch Brunk
et al. (1957), Barlow et al. 1972, pp. 76, Robertson et al. 1988, pp. 24).
Diese Aussage liefert leider nur in Spezialfa¨llen Ansa¨tze fu¨r eine Berechnung. Im
generellen Falle ist die Menge der zu untersuchenden Ideale praktisch zu groß. Fu¨r
den generellen Fall wird deshalb ein Na¨herungsverfahren vorgeschlagen. Dessen
Grundlagen werden im folgenden dargelegt.
Definition 3 Die zur abgeschlossenen, nichtleeren Menge C ½ H3) duale Menge
C∗ ist definiert als die Menge aller linearen Funktionale auf H, die auf C nicht
positiv sind; d.h.
C∗ = fu 2 H j hu, ci · 0 fu¨r alle c 2 Cg
2)Vereinigung und Durchschnitt von Idealen sind Ideale
3)um Verwechselungen mit H∗ zu vermeiden
Es gilt:
C∗ ist ein nichtleerer abgeschlossener konvexer Kegel (9)
C nichtleerer abgeschlossener konvexer Kegel, (C∗)∗ = C (10)
C, C˜ nichtleere abgeschlossene konvexe Kegel) (C˜ µ C , C∗ µ C˜∗) (11)
Ci nichtleere abgeschlossene konvexe Kegel) (\Ci)∗ =
3
i
C∗i (12)
Beweis: (9) ist trivial, (11) folgt aus (10). Zu (10): Da H reflexiv ist, ist jedes
c 2 C ein lineares Funktional auf C∗ und hc, ui · 0 fu¨r alle u 2 C∗ ) C µ (C∗)∗.
Sei umgekehrt c˜ 2 (C∗)∗. Aus (7) in Verbindung mit (8) folgt c˜ ¡ PC c˜ 2 C∗ und
damit hc˜ ¡ PC c˜, c˜ ¡ PC c˜i = hc˜, c˜ ¡ PC c˜i ¡ hPC c˜, c˜ ¡ PC c˜i = hc˜, c˜ ¡ PC c˜i · 0.
Also c˜ = PC c˜, bzw. c˜ 2 C. Zu (12): Sei u =

i ui mit ui 2 C∗i ) hu, ci =
ihui, ci · 0 fu¨r c 2 \Ci ) u 2 (\Ci)∗ )

iC
∗
i µ (\Ci)∗. Ist umgekehrt
c˜ 2 (iC∗i )∗ ) hu, c˜i · 0 und insbesondere hui, c˜i · 0 fu¨r alle i. Somit ist
c˜ 2 \(C∗i )∗ = \Ci ) (

iC
∗
i )
∗ µ \Ci )

iC
∗
i = (\Ci)∗ (11). 2
Die Bedeutung des dualen Kegels wird aus folgendem Satz deutlich:
Satz 2 Sei C ein nichtleerer abgeschlossener konvexer Kegel
g 2 C, u 2 C∗, g + u = f, hu, gi = 0) g = PCf, u = PC∗f (13)
g = PCf ) u = f ¡ g = PC∗f, hu, gi = 0 (14)
u = PC∗f ) g = f ¡ u = PCf, hu, gi = 0 (15)
Beweis: Zu (13): hu, c ¡ gi · 0 fu¨r alle c 2 C ) hf ¡ g, c ¡ gi · 0 und mit (7):
g = PCf . Aus (10) folgt u = PC∗f . Zu (14): Aus (7) und (8) folgt u = f ¡ g 2 C∗
und nach (13) die Behauptung. (15) ergibt sich analog.2
Definition 4 Zwei Elemente a, b 2 A heißen a¨quivalent, wenn a ¹ b und b ¹ a
gilt, im Zeichen a » b.
Fu¨r a¨quivalente Elemente a » b gilt offensichtlich (PKf)(a) = (PKf)(b). Nach
dem folgenden Satz ko¨nnen a¨quivalente Elemente vorher ”eleminiert” werden; d.h.
a¨quivalente Elemente werden sukzessiv zusammengelegt zu einem neuen Element
mit entsprechend ho¨herem Gewicht w (hierzu s.u.). Grundlage bildet der folgende
Satz 3 Sei g die optimale Lo¨sung fu¨r f ; d.h. fgg = PKf (g erfu¨llt (1) und (2))
und g(a) = g(b). Sei T µ H die Menge aller reellwertigen Funktionen auf A mit
t(a) = t(b) fu¨r t 2 T 4). Dann gilt:
PKf = PK∩TPT f (16)
4)T ist ein Teilraum von H und K ∩ T ein Kegel in T mit g ∈ K ∩ T
Beweis: Sei t0 2 PT f . PT f ist einelementig ) PT f = ft0g. Es gilt hf ¡ t0, ti = 0
fu¨r alle t 2 T .
Fu¨r alle t 2 T gilt:
hf ¡ t0, f ¡ t0i+ ht0 ¡ t, t0 ¡ ti = hf ¡ t, f ¡ ti (17)
denn
hf ¡ t, f ¡ ti
= hf ¡ t0 + t0 ¡ t, f ¡ t0 + t0 ¡ ti
= hf ¡ t0, f ¡ t0i+ ht0 ¡ t, t0 ¡ ti+ 2hf ¡ t0, t0 ¡ ti
= hf ¡ t0, f ¡ t0i+ ht0 ¡ t, t0 ¡ ti
Da hf ¡ t0, f ¡ t0i konstant ist, entspricht die Minimierung von hf ¡ t, f ¡ ti der
Minimierung von ht0 ¡ t, t0 ¡ ti und umgekehrt. 2
4 Algorithmus
Sei zuerst der allgemeine Fall behandelt, die Spezialfa¨lle erlauben i.a. effizientere
Algorithmen.
Definition 5 a 2 A ist ein unmittelbarer Vorga¨nger von b 2 A bzgl. der
Pra¨ordnung ¹, wenn a ¹ b und aus a ¹ c ¹ b ) c » a oder c » b fu¨r alle c 2 A
folgt. Entsprechend wird ein unmittelbarer Nachfolger definiert.
Sei im folgenden unterstellt, daß es keine a¨quivalenten Elemente in A gibt5); d.h.
daß aus a ¹ b folgt b 6¹ a (a, b 2 A). Alle Pra¨ferenzrelationen zwischen zwei
Elementen a, b 2 A, so vorhanden, seien durchnumeriert (1:a ¹ b, 2:a ¹ c, 3:b ¹
d, . . ., m:x ¹ z). Hierbei ko¨nnen Relationen, die sich aus der Transitivita¨t ergeben
(wie z.B. a ¹ c bei a ¹ b, b ¹ c) weggelassen werden; d.h. es werden nur direkte
Vorga¨nger-Nachfolgerbeziehungen beru¨cksichtigt, dies ist aber nicht Bedingung.
Sei Ki = fh 2 H j h monoton (vgl. (1)) bezu¨glich der i.-ten Relationg(i =
1, . . . ,m). Ki ist offensichtlich ein nichtleerer, abgeschlossener, konvexer Kegel in
H mit:
K =
m<
i=1
Ki (18)
Letzteres folgt aufgrund der Transitivita¨t der Pra¨ferenzrelation ¹ auf A und · auf
IRg. Um die Projektion auf K zu ermitteln, kann der Algorithmus von Dykstra
angewendet werden (Dykstra 1983). Der Algorithmus beno¨tigt nur die Projektio-
nen auf Ki (hierzu s.u.).
5)weiter unten wird gezeigt, wie dies erreicht werden kann
Satz 4 Seinen K1, . . . ,Km nichtleere, abgeschlossene, konvexe Kegel im endlichdi-
mensionalen Hilbertraum H und f 2 H. Dann sei folgender Algorithmus definiert:
Start :
u
(0)
1 , . . . , u
(0)
m = 0
Iteration :
u
(k+1)
i = PK∗i (f ¡
3
j<i
u
(k+1)
j ¡
3
j>i
u
(k)
j ) (i = 1, . . . ,m)
Es gilt:
u
(k)
i
k→∞¡! u∗i 2 K∗i (i = 1, . . . ,m)
und mit u∗ =
m
i=1 u
∗
i ,K = \Ki
u∗ = PK∗f, f ¡ u∗ = PKf
Beweisskizze: Offensichtlich gilt:
kf ¡
3
j<i
u
(k+1)
j ¡
3
j>i
u
(k)
j k · kf ¡
3
j<i
u
(k+1)
j ¡
3
j≥i
u
(k)
j k · kf ¡ 0k · kfk
Damit ist klar, daß u(k) =

i u
(k)
i in einer kompakten Menge enthalten ist, da H
endlich dimensional ist. In einem etwas la¨nglichen Beweis (s. Dykstra 1983) kann
man zeigen, daß auch die u
(k)
i (i = 1, . . . ,m) beschra¨nkt sind. Sei deshalb o.B.d.A.
(u
(kν)
i )ν eine fu¨r alle i = 1, . . . ,m konvergente Teilfolge und u
(kν)
i
ν→∞¡! u∗i fu¨r alle
i = 1, . . . ,m. Aus der Abgeschlossenheit der K∗i folgt u
∗
i 2 K∗i ) u∗i 2 K∗ (11)
) u∗ 2 K∗ (9). Sei u˜ =i u˜i 2 K∗ (12), dann gilt fu¨r alle i = 1, . . . ,m:
) hf ¡
3
j<i
u
(kν+1)
j ¡
3
j>i
u
(kν)
j ¡ u(kν+1)i , u˜i ¡ u(kν+1)i i · 0
) hf ¡ u∗, u˜i ¡ u∗i i · 0) hf ¡ u∗, u˜¡ u∗i · 0) u∗ = PK∗f (7). Aus (15) folgt
f ¡ u∗ = PKf . Da PKf , PK∗f einelementig sind, folgt die Konvergenz der Folge
(u
(k)
i )k fu¨r alle i = 1, . . . ,m und somit die Behauptung (s. Luenberger 1973). 2
5 Programm
Im Programm PartOrder - der Wurzelklasse im namespace PartOrder - werden
zuerst alle a¨quivalenten Elemente zusammengefaßt. Dies geschieht durch den ex-
pliziten Aufruf der Methode puttiestogether(). Wenn fu¨r a, b 2 A gilt: a » b,
so ist offensichtlich in der optimalen Lo¨sung (PKf)(a) = (PKf)(b). Nach Satz 3
kann dann b eleminiert und a durch aI ersetzt werden mit:
f(aI) = (w(a)f(a) + w(b)f(b))/(w(a) + w(b))
w(aI) = w(a) + w(b)
c ¹ aI , c ¹ a oder c ¹ b fu¨r alle c 2 A
aI ¹ c, a ¹ c oder b ¹ c fu¨r alle c 2 A
Dies ist offensichtlich die Projektion auf den Teilraum aller h 2 H mit h(a) = h(b).
Man beachte, daß durch das Zusammenfassen zweier a¨quivalenter Elemente neue
a¨quivalente Elemente entstehen ko¨nnen, z.B. wenn a ¹ c, c ¹ b und a » b.
Als zweiten Schritt wird der Algorithmus von Dykstra durchgefu¨hrt. Im Gegen-
satz zur von PartOrder abgeleiteten Klasse ListPartOrder verwendet PartOrder
aus Effizienzgru¨nden nicht die oben erwa¨hnten Einzelrelationen zwischen zwei Ele-
menten a ¹ b als Basis fu¨r den Kegel, sondern fu¨r jedes Element a 2 A den Kegel,
der auf
Ka = fb 2 A j b direkter Nachfolger von ag [ fag
monotonen Funktionale h 2 H.
Die Projektion auf einen Kegel Ka ist durch einen einfachen Algorithmus ermittel-
bar, da es sich um eine Hierarchie handelt (s. Hansohm 2004). Um eine einfache
Hierarchie, auch simple tree genannt, handelt es sich deshalb, weil die direkten
Nachfolger von a nicht in Relation zueinander stehen6).
Die Berechnung der Kleinst-Quadrate Lo¨sung fu¨r diesen simple tree kann durch das
Verfahren von Kruskal (Kruskal 1964a,b) fu¨r vollsta¨ndige Pra¨ordnungen geschehen,
wobei die vollsta¨ndige Pra¨ordnung ¹I auf A definiert ist durch:
1. b, c 2 Ka, b6= a, c6= a) b ¹I a, f(a) · f(b)
2. b 2 Ka, b6= a) a ¹I b
Die Klasse PartOrder beno¨tigt fu¨r die Angabe der partiellen Ordnung die Ad-
jazenzmatrix der in Relation ¹ stehenden Paare (nur direkte Nachfolger) und er-
laubt neben einfach zu implementierenden graphentheoretischen Algorithmen (z.B.
Eleminierung schon transitiv gegebener Relationen) auch die Reduzierung der El-
ementzahl von A durch folgende weitere U¨berlegungen (vgl. Barlow, et al. (1972),
pp.79, Theorem 2.6):
² Hat a∗ mit f(a∗) = minff(a) j a 2 Ag keinen Vorga¨nger, so ist g(a∗) = f(a∗)
und A kann um a∗ reduziert werden.
² Hat a∗ mit f(a∗) = maxff(a) j a 2 Ag keinen Nachfolger, so ist g(a∗) = f(a∗)
und A kann um a∗ reduziert werden.
² Hat a∗ mit f(a∗) = minff(a) j a 2 Ag nur einen direkten Vorga¨nger, so kann
a∗ mit diesem zusammengelegt werden.
6)da es ja keine a¨quivalenten Elemente in A gibt
² Hat a∗ mit f(a∗) = maxff(a) j a 2 Ag nur einen direkten Nachfolger, so
kann a∗ mit diesem zusammengelegt werden.
² Ist f(b) > f(a) und a ¹ b und a hat als direkten Nachfolger nur b und b hat
als direkten Vorga¨nger nur a, so ko¨nnen a und b zusammengelegt werden7).
6 Implementation und Spezialfa¨lle
Die von PartOrder abgeleitete Klasse ListPartOrder beno¨tigt wesentlich weniger
Speicherplatz als PartOrder, da sie nur mit der Liste der oben beschriebenen Paar-
beziehungen arbeitet. Allerdings ist die Menge der zu schneidenen Kegel damit
ho¨her. Analog zu PartOrder wird u
(k+1)
i = PK∗i (f ¡

j<i u
(k+1)
j ¡

j>i u
(k)
j )
berechnet durch
f ¡
3
j<i
u
(k+1)
j ¡
3
j>i
u
(k)
j ¡ PKi(f ¡
3
j<i
u
(k+1)
j ¡
3
j>i
u
(k)
j )
und unterscheidet sich von y = f ¡j<i u(k+1)j ¡

j>i u
(k)
j also nur durch die
beiden in der i-ten Relation liegenden Elemente. Diese beiden Werte sind demnach
pro Kegel Ki nur zu speichern. Die Projektion von y auf den Kegel Ki sind
elementar ausrechenbar, denn sei die i-te Relation a ¹ b, Ki = fh 2 H j h monoton
bzgl. a ¹ bg und y(a) · y(b), so ist PKiy = y, anderenfalls:
(PKiy)(c) =
F
y(c) fu¨r c 2 A, c6= a, c6= b
m(fa, bg) sonst (s. Definition 2)
6.1 Profile und Verbandsordnungen
Dykstra (Robertson et al. 1988, p. 27, Theorem 1.4.6) selber schla¨gt seinen Algo-
rithmus nur fu¨r folgende verbandsgeordnete (Dykstra nennt diese matrixgeordnete)
Pra¨ordnungen vor. Sei jedes Element a 2 A darstellbar als k-wertiger Vektor von
Profilgro¨ßen pi(i = 1 . . . , k), also a = (p1, . . . , pk) und sei fu¨r jede dieser Profil-
gro¨ßen pi eine vollsta¨ndige Pra¨ordnung ¹i definiert. Die Pra¨ordnung auf A ergibt
sich dann durch
a = (p1, . . . , pk) ¹ b = (q1, . . . , qk), pi ¹i qi fu¨r alle i = 1, . . . , k
Diese Pra¨ordnung ¹ auf A definiert offensichtlich einen Verband.
Dykstra verwendet als KegelKi(i = 1, . . . , k) die Menge der Funktionale h 2 H, die
bzgl. der durch die Profilgro¨ßen pi gegebenen vollsta¨ndigen Pra¨ordnung monoton
7)die Einschra¨nkung, daß es sich um Elemente handeln muß, die poolable sind, kann nach Satz
3 fallengelassen werden
sind; d.h.
Ki = fh 2 H j a = (p1, . . . , pk) ¹ b = (q1, . . . , qk), pi ¹i qi ) h(a) · h(b)g
Offensichtlich ist auch hier wieder K = \ki=1Ki und die PKih ko¨nnen mittels des
Verfahrens von Kruskal (1964a, b) (s.u.) fu¨r vollsta¨ndige Pra¨ordnungen ermittelt
werden. Die Menge der zu schneidenen Kegel ist hierbei wesentlich kleiner als bei
der paarweisen Betrachtung von ListPartOrder und auch gegenu¨ber PartOrder.
Fu¨r diesen Spezialfall wurde keine Klasse implementiert.
6.2 Hierarchische Pra¨ordnungen
Hierarchische Pra¨ordnungen werden in der Klasse HierOrder behandelt. Diese
Klasse leitet sich von der Klasse PartOrder ab. Die Klasse setzt nachstehend
beschriebene Situation voraus. Die MengeA sei in nichtleere sogenannte ”Tieblo¨cke”
Tk µ A, (k = 1, . . . ,m) unterteilt; d.h.:
m
k=1
Tk = A
Tr \ Ts = ; fu¨r r6= s, und r, s = 1, . . . ,m
Die Pra¨ordnung ¹ erfu¨lle folgende Eigenschaften:
Tie-Eigenschaft :
Fu¨r jeden Tieblock Tk(k = 1, . . . ,m) gelte entweder
a6¹ b und b6¹ a fu¨r alle a, b 2 Tk (19)
oder
a ¹ b und b ¹ a (d.h. a » b) fu¨r alle a, b 2 Tk (20)
Hierarchie-Eigenschaft :
Fu¨r alle Tieblo¨cke Tr, Ts(r, s = 1, . . . ,m) mit r6= s gelte entweder
a Á b fu¨r alle a 2 Tr, b 2 Ts (21)
oder
b Á a fu¨r alle a 2 Tr, b 2 Ts (22)
oder
es existiert kein c 2 A mit a ¹ c und b ¹ c fu¨r alle a 2 Tr, b 2 Ts (23)
Eine solche Pra¨ordnung wird als hierarchisch bezeichnet.
Die Relation ¹ sei durch die Relation ¹I ersetzt, die die Relation innerhalb der
Tieblo¨cke vera¨ndert:
1. Sind a, b 2 Tk(k = 1, . . . ,m) und gilt (19), so sei:
a ÁI b, f(a) < f(b)
Ist f(a) = f(b), so sei a ÁI b zufa¨llig gewa¨hlt.
2. Gilt (20), so sei
a ÁI b, f(a) > f(b)
Ist f(a) = f(b), so sei a ÁI b zufa¨llig gewa¨hlt.
3. Fu¨r Paare a, b aus verschiedenen Tieblo¨cken
(a 2 Tr, b 2 Ts, r6= s (r, s = 1, . . . ,m)) sei
a ÁI b, a Á b
Bemerkung 2 Die Relation ¹I ist wieder eine hierarchische Pra¨ordnung mit der
Eigenschaft, daß
a ¹I b und b ¹I a) a = b, bzw. a »I b, a = b (24)
Eine Funktion g : A ! IR, die die Monotoniebedingung bzgl. ¹I (1) und die
Kleinst-Quadrate Bedingung bzgl. f (2) erfu¨llt, erfu¨llt diese Bedingungen auch
bzgl. ¹; d.h. g = PKf . Dies ist mit Satz 1 leicht zu sehen.
Schritt 0 :
Setze g = f und alle Elemente a 2 A als nicht markiert.
Solange noch nicht alle Elemente von A markiert sind, wiederhole die folgenden
Schritte 1 und 2a oder 2b:
Schritt 1 :
Suche ein nichtmarkiertes Element a∗ 2 A mit f(a∗) · f(a) fu¨r alle a 2 A
und markiere dieses Element a∗.
Schritt 2a :
Hat a∗ keinen unmittelbaren nicht markierten Vorga¨nger, so setze fu¨r alle
nicht markierten Elemente a 2 A, die a∗ als unmittelbaren Vorga¨nger haben,
deren Vorga¨nger als nicht vorhanden (= ;).
Schritt 2b :
Lege den eindeutigen nichtmarkierten unmittelbaren Vorga¨nger b 2 A von a∗
mit a∗ zusammen; d.h. g(b) = g(b)w(b)+g(a
∗)w(a∗)
w(b)+w(a∗) und w(b) = w(b) + w(a)
und alle nichtmarkierten Elemente a 2 A, die a∗ als unmittelbaren Vorga¨nger
haben, bekommen als Vorga¨nger jetzt b.
Bemerkung 3 Die Konstruktion von ¹I in Verbindung mit der Hierarchiebedin-
gung garantiert, daß ¹I antisymmetrisch ist (s. Bemerkung 2) und es damit ent-
weder keinen oder einen eindeutigen unmittelbaren Vorga¨nger fu¨r jedes Element
gibt.
Der Algorithmus basiert offensichtlich auf der 1. und 3. Regel zur Reduzierung
von A (s.o.) und kann immer angewandt werden, da es bei einer Hierarchie immer
einen eindeutigen Vorga¨nger oder u¨berhaupt keinen Vorga¨nger gibt.
6.3 vollsta¨ndige Pra¨ordnungen
Die Klasse TotalOrder leitet sich von HierOrder ab, da eine vollsta¨ndige Pra¨ord-
nung¹ aufA trivialerweise auch eine hierarchische Pra¨ordnung darstellt. Zusa¨tzlich
bietet diese Klasse auch noch das sehr effiziente Verfahren von Kruskal an, welches
algorithmisch nachstehend beschrieben ist.
Sei A = fa1, . . . , ang nach der vollsta¨ndigen Pra¨ordnung numeriert; d.h. ai ¹
ai+1(i = 1, . . . , n ¡ 1). Tieblo¨cke seien wie bei der hierarchischen Pra¨ordnung
behandelt. g = PKf wird nun wie folgt berechnet (vgl. Opitz 1980, p.132):
Schritt 0 :
i = 1, g(ai) = f(ai)
Schritt 1 :
Wenn f(ai) · f(ai+1), setze g(ai+1) = f(ai+1), anderenfalls setze j = 0
und erho¨he j sukzessive um 1 bis entweder j = i ¡ 1 oder g(ai−j−1) ·
m(fai−j , . . . , ai, ai+1g). Setze dann g(ai−j+k) = m(fai−j , . . . , ai, ai+1g) fu¨r
k = 0, . . . j + 1.
Schritt 2 :
Wiederhole Schritt 1 fu¨r i = 2, . . . , n¡ 1
7 Abscha¨tzungen
HierOrder und TotalOrder beno¨tigen keine Fehlerabscha¨tzungen, da sie die exakte
Lo¨sung ermitteln. Die durch das Dykstra-Verfahren in PartOrder und ListPart-
Order ermittelten Ergebnisse sind aber nur Na¨herungslo¨sungen und erfu¨llen u.U.
nicht einmal die Monotoniebedingung (1). Hier gelten folgende Abscha¨tzungen zur
eindeutigen Optimallo¨sung.
Satz 5 Sei f = g + u, g 2 K, u 2 K∗
) hPKf ¡ g, PKf ¡ gi · ¡hu, gi
Beweis: Sei u∗ = f ¡ PKf ) u∗ 2 K∗, hu∗, PKfi = 0 (14) und damit hPKf ¡
g, PKf ¡ gi = hPKf ¡ f + f ¡ g, PKf ¡ gi = hu¡ u∗, PKf ¡ gi = hu, PKf ¡ gi ¡
hu∗, PKf ¡ gi = hu, PKfi ¡ hu, gi ¡ hu∗, PKfi + hu∗, gi = ¡hu, gi + (hu, PKfi +
hu∗, gi) · ¡hu, gi.2
Ist nach Abbruch der durch den Algorithmus durchgefu¨hrten Iterationen das er-
haltene Ergebnis g monoton bzgl. ¹ (1), so ist g 2 K und der obige Satz kann
zur Abscha¨tzung herangezogen werden. Ist g nicht monoton, so kann daraus ein
monotones gI konstruiert werden und folgender Satz kommt zum Tragen.
Satz 6 Sei ¹I eine vollsta¨ndige Pra¨ordnung, die mit der partiellen Pra¨ordnung
¹ vertra¨glich ist, d.h. a ¹ b ) a ¹I b fu¨r alle a, b 2 A8) und gI = PKIf mit
KI = fh 2 H j h monoton bzgl. ¹Ig
) hPKf ¡ gI, PKf ¡ gIi · kg ¡ gIk kfk
wobei f = g + u, u 2 K∗ sei.
Beweis: Sei u∗ = f¡PKf ) u∗ 2 K∗, hu∗, PKfi = 0 (14). Entsprechendes gilt mit
uI = f ¡gI 2 (KI)∗. Damit folgt: hPKf ¡gI, PKf ¡gIi = hPKf ¡f +f ¡gI, PKf ¡
gIi = huI ¡ u∗, PKf ¡ gIi = huI, PKf ¡ gIi ¡ hu∗, PKf ¡ gIi = huI, PKfi ¡ huI, gIi ¡
hu∗, PKfi + hu∗, gIi = huI, PKfi + hu∗, gIi · huI, PKfi da u∗ 2 K∗ µ (KI)∗ (11).
Es gilt: huI, PKfi = hu+ uI ¡ u, PKfi = hu, PKfi+ huI ¡ u, PKfi · huI ¡ u, PKfi
da u 2 K∗. huI¡u, PKfi · kuI¡uk kPKfk · kuI¡uk kfk (6). Mit uI¡u = g¡gI
folgt die Behauptung.2
Algorithmisch ist g wieder das nach einer Anzahl von Iterationen erhaltene Ab-
bruchergebnis und gI die mit dem Verfahren von Kruskal errechnete Lo¨sung fu¨r
¹I. Die Pra¨ordnung ¹I kann durch fortgesetzte Minimumsbildung von g unter
Beru¨cksichtigung von ¹ leicht hergestellt werden, wenn A mit ¹ keine aquivalen-
ten Elemente entha¨lt.
8 Die Behandlung von fehlenden Werten
Keine der implementierten Klassen verfu¨gt u¨ber die explizite Behandlung von
fehlenden Werten von f , auch ”missing values” genannt. Naheliegend wa¨re es,
das Gewicht w(a) fu¨r ein Element a 2 A, fu¨r das kein Funktionswert f(a) existiert,
gleich null zu setzen. w(a) = 0 fu¨hrt aber sowohl zu theoretischen Problemen (k ¢ k
ist dann keine Norm mehr) als auch zu algorithmischen, denn das Zusammenlegen
von zwei ”missing values” fu¨hrt dann zu einem 00 Ausdruck.
Es sei deshalb folgendes Vorgehen vorgeschlagen: Man wa¨hlt fu¨r die Gewichte von
Elementen, fu¨r die kein Funktionswert existiert, eine sehr kleine Zahl > 0; z.B.
8)die Existenz ist nach Barlow et al. 1972, p. 86, Theorem 2.9 gesichert. Es gibt sogar eine
solche vollsta¨ndige Pra¨ordnung, deren monotone Regression die optimale Lo¨sung bzgl. O ergibt
(v. Eeden 1958)
10−6. Den Funktionswert setzt man einmal auf minff(a) j a 2 A, f(a) existiert
g¡1, diese Funktion sei f− genannt und einmal auf maxff(a) j a 2 A, f(a) existiert
g+ 1, diese Funktion sei f+ genannt.
Fu¨r diese Funktionen ermittlet man jeweils PKf− und PKf+ mit den oben an-
gegebenen Algorithmen. Wie man aus der Verallgemeinerung des Problems auf
vektorwertige Funktionen f u.a. weiß (Hansohm 2004), ist PK ein monotoner
Operator, d.h. aus f− · f+ folgt PKf− · PKf+. Hierbei ist die Monotonie fu¨r
Funktionen, wie u¨blich, elementweise definiert; d.h. r · s fu¨r r, s 2 H ist definiert
als r(a) · s(a) fu¨r alle a 2 A.
Dadurch erha¨lt man fu¨r die ”missing values” ein Intervall von mit der Pra¨ordnung¹
konsistenten Werten. Allerdings erha¨lt man u.U. auch ein Intervall fu¨r die Elemente
a 2 A, fu¨r die Werte von f existieren. In diesem Fall muß man das Gewicht fu¨r
die Elemente, fu¨r die f nicht definiert ist, weiter reduzieren. Gehen diese Gewichte
gegen 0, so ist klar, daß
(PKf−)(a) = (PKf+)(a)
fu¨r alle a 2 A, fu¨r die f definiert ist. Nach Kosmol 1974 ist fu¨r a 2 A, fu¨r die f
nicht definiert ist, (PKf−)(a) der kleinstmo¨gliche Wert mit w(a) = 0, wenn dieser
Wert gro¨ßer gleich minff(a) j a 2 A, f(a) existiert g ist, ansonsten kann der Wert
= ¡1 gesetzt werden. Entsprechendes gilt fu¨r (PKf+)(a).
9 Beispiel
Als Beispiel dienen stratigraphische Daten einer ro¨mischen Badeanlage mit jAj =
993 archa¨ologischen Schichten, von denen 340 datiert sind. Bei diesen Datierungen
handelt es sich um ein Intervall, von dem erstmal nur die untere Grenze verwendet
werden soll. Fu¨r die 993 Elemente sind 4378 Paarbeziehungen ¹ definiert, davon
1122 A¨quivalenzrelationen.
Berechnet man die monotone Regression nur u¨ber die 340 Datierungen ohne Pra¨-
ferenzrelationen u¨ber Elemente mit fehlenden Werten zu beru¨cksichtigen, so erha¨lt
man schon nach 100 Iterationen ein zufriedenstellendes Ergebnis. Der Algorithmus
ergibt nach Abbruch zwar keine monotone Lo¨sung, der Fehler zur Monotonie be-
tra¨gt aber nur 0, 0005 - fu¨r historische Jahresdaten also praktisch gleich 0. Die da-
raus gebildete monotone Lo¨sung (s.o.) hat zur wahren optimalen Lo¨sung lediglich
eine Abweichung von ca. 0, 0002 im Normquadrat, kann also als praktisch exakt
gelten.
Schließt man die Elemente mit fehlenden Werten mit ein und wa¨hlt fu¨r diese ein
Gewicht von 10−6, einen Wert von ¡19) und fu¨r die Elemente mit existierenden
Werten das Gewicht 1
Intervallbreite+1
, so ergeben sich nicht ganz so befriedigende
Werte. Nach 1000 Iterationen ergab sich nach 8, 64 Sekunden auf einem Pentium
4 Rechner mit 3 GHz ein zwar gut zu interpretierendes Ergebnis, das aber keine
9)das Minimum der unteren Grenze der Datierungen ist gleich null
sinnvolle Abscha¨tzung zum Optimum zuließ. Bei dieser Problemgro¨ße sto¨ßt das
Verfahren numerisch offensichtlich an seine Grenzen und liefert vergleichbar gute
Ergebnisse wie oben erst nach 1000000 Iterationen.
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