This paper extends a previously developed process of constructing decorrelated state estimates for distributed fusion architectures where each processor uses multiple sensors to maintain target tracks in cluttered environments. This construction removes correlation with previous intermediate updates from current intermediate state updates at each sensor stage of a sequential filter to form the decorrelated sequences. These sequences are in turn used as measurements in the Joint Probabilistic Data Association (JPDA) filter at the global processor. The algorithm to construct the decorrelated sequences is presented and applied to a proposed distributed fusion system where each local processor receives measurements from multiple sensors.
Introduction
The demands for tracking multiple targets in complex environments have risen in many applications such as air traffic control, military surveillance, and mobile robots. Traditionally, fusion algorithms for these tracking systems use a centralized processing architecture, and tracking performance has been shown to improve significantly when it uses multiple sensors [I) ]. The drawback of increasing the numbers of sensors on a single processor include the need for higher computational resources and wider communication bandwidth. A distributed processing architecture is more practical due to not only its lower computational and communication bandwidth requirements but also its greater reliability and survivability [4, 1 I , 121 . The merging of state estimates from different processors in distributed processing architectures, however, is more difficult due to the loss of information inherent in forming the local track estimates.
The general distributed fusion architecture of to combine the local tracks to form global tracks of targets in the entire surveillance region.
Track fusion in a distributed architecture is complicated because of the correlation between different local processor estimates for a common target [ 1, 31. To appropriately account for this correlation, the cross covariances between different track estimates must be computed. However, its computation is highly complex. The more practical approach is to bypass the correlation problem such as the construction of decorrelated sequences from local estimates 15, 7, 81. It allows the global processor to use these constructed sequences as measurement inputs to a filtering algorithm. Hence, the global level can utilize many well-known processing algorithms in a similar manner as in the local processing level.
Previously, this method was applied to tracking sys- The sequential MSJPDA (Multiple-Sensor Joint Probabilistic Data Association) algorithm is reviewed in Section 2, while the basic characteristics of decorrelated sequences are presented in Section ?. The process of constructing decorrelated sequences when utilizing multiple sensors in a sequential filter is presented and derived in Section 4. The use of these decorrelated sequences as measurement inputs at the global processor is described in Section 5. Finally, simulation results and concluding remarks are given in Sections 6 and 7. This paper is organized as follows.
Sequential MS JPDA Filter
The sequential Multisensor Joint Probabilistic Data Association (MSJPDA) filter is an algorithm for estimating stochastic systems such as in target tracking using multiple sensors. Let d ( k ) denote the state vector of target t at the kth time interval. Suppose the target dynamics are determined by known F t ( k ) and Gt(k) matrices and random process noise vector wt(k) as foIlows:
where the noise vector wt(k) is a stochastically independent Gaussian random variable with zero mean and known covari- The predicted state and measurement are
The innovation due to measurements from the jth sensor is (2.5) and the predicted state and innovation covariances are
Processing the measurements from sensor j (3 = 1 , 2 , . . . , N,) using a sequential Kalman filter [ 153, the intermediate state estimates, Kalman gains, and state estimate covariances are computed as
(2.9) (2.10)
Note that when j = 1, ? j -l ( k [ k ) = f t ( k l k -1) and P;_,(klk) = Pt(klk -1). The final state updates and covariances are the estimates after processing the last sensor:
f'(lclk) = f k , ( k l k ) , and P t ( k l k ) = Pk3(k1k).
Once the target estimates and covariances have been updated, they are fed back into the algorithm and the process is repeated for the new set of measurements at the next time step.
When tracking targets in cluttered environments where the origin of measurements is not known, a data association algorithm such as the Joint Probabilistic Data Association (JPDA) [2] method is needed. Clutter refers to detections or returns from nearby objects, clouds, electromagnetic interference, acoustic anomalies, false alarms, etc. These additional detections lead to the occurrence of several measurements in the validation region of each target. A common mathematical model for such interference is a uniform distribution in the measurement space. In the JPDA algorithm, the combined measurement
e=o is used in (2.5) where z,,e(k) is the lth measurement for sensor at time k , /3;,!(k) is the probability that z3,e(k) is the measurement originating from target t , and m j ( k ) is the number of gated measurements from sensor j at time k.
When C = 0, it denotes the possibility that there are no target originated measurements and z3,0(k) = 2i(klk -1). The combined innovation is then used in the sequential MSJPDA filter to update the state covariance as
Decorrelated State Estimates
The channel model analysis of Figure 2 is utilized to remove correlation between any 2 input sequences to yield uncorrelated sequences at the output. If the statistics of these inputs are jointly normal distributed, the Gauss-Markov theorem can be used to describe this decorrelation process [ 141. Generally, these correlated inputs are the predicted and updated state estimates of the filtering algorithm such as those estimates resulting from target tracking in environments without clutter. However, the jointly normal distribution is no longer accurate when tracking in cluttered environments, where the statistics of the track estimates and predictions are mixtures between jointly normal distributions from actual measurements and uniform distributions from clutter. In this case, if the cross correlation between inputs is correctly identified, then the above model can still be used to construct decorrelated sequences [SI.
For target tracking, the decorrelation process is [5, 7] 
where i ( k l k ) and i(klk -1) are updated and predicted state estimates with corresponding error covariances P ( k ( k ) and
3) can still be used for the decorrelation process even when there is clutter as long as P ( k ( k ) is computed using (2.12) instead of ( 2 , IO).
C( k ) is a decorrelation matrix and Y ( k ) is the corresponding
covariance matrix of the decorrelated sequence y(k). Note that the superscripts for target identity are dropped in the above equations for simplicity. Two important properties of this decorrelated sequence y(k) are as follows. First, y(k) is also uncorrelated with updated estimates of the previous time, i ( k - 
Further, the decorrelated sequences have orthogonal properties. In other words, sequences {y(k)} for all time intervals are uncorrelated to each other, or cov[y(m), y(n)] = 0 for m # n. Having characteristics similar to those of actual measurements z(k), the decorrelated sequences y(k) will be used as measurements for the global processor, as described later in Section 5.
Multiple Sensors
In this section, we will extend the decorrelated process [8] reviewed in Section 3 to more general distributed fusion architectures where each local processor handles measurements from multiple sensors using the sequential MSJPDA filter [6] . Some derivations and the construction process are first described, and the uncorrelated characteristics of each decorrelated sequence are later demonstrated. ij(k(k) and i j -l ( k l k ) when j = 2 , . . . , N,.
Derivations and Constructions
We assume that tracking occurs in a cluttered environment. Let z j ( k ) = { z j , e ( k ) } z i k ) be the set of received measurements from the jth sensor at time k , and let Zk-' be the collection of measurements from all sensors up to time k -1. Denote -9j,e(k) as the event that measurement zj,e(k) originates from the actual target and let P j , e ( k ) P{Oj,e(k)lZk-l,z1(k), ..., z j ( k ) } be the probability that the even Oj,e(lc) is true. For simplicity, denote E o , , L { . } 4i E{.I 1 9~, e ( k ) , Z~-~, z~( k ) , . . . , z j ( k ) } as the conditional expectation on the event Oj,e(k) and measurements up to z j ( k ) . Then at the 1st stage of the sequential MSJPDA filter, the covariance between & ( k ( k ) and i ( k l k -1) is computed as 
The knowledge of covariances from (4.6) and (4.7) allows us to modify the decorrelation process for the single sensor case, (3.1) -(3.3)* to the multiple sensor case. The decorrelated sequences can now be sequentially constructed from intermediate estimates with the following process
These decorrelated processes will produce yj ( k ) sequences which are uncorrelated with the intermediate state estimates 
Orthogonal Properties
In order to implement these decorrelated sequences, {yj(k)}jil, as measurements for the global processor in Before proving this theorem, let us first rewrite the decorrelated sequences yj(k) at the jth sensor stage as linear combinations of the current updated estimates 2, ( k l k ) , the predicted estimates $ ( k ( k -l), and previous decorrelated states yi(k) for i = 1 , 2 , . . . , j -1 and j = 1 , 2 , . . . , N, as
Note that the Dm,n(k) have the following properties:
Further, we denote the covariances between kj (kl k ) and
( k ( k -1) and those between ? j ( k [ k ) and yi(k(k) as
Our objective is to demonstrate that yj(k) can be recursively constructed using (4. I 1) and has its uncorrelated characteristics if and only if Cj ( k ) is defined in (4.9). Since the 'if' proof is straightforward, we only prove the 'only if' part.
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Writing each estimated quantity in terms of its true states and its errors, fjj (k) is then simplified to
(4.14)
To determine the values for Cj(k), the following assumptions are enforced:
(Al) All errors at time k have zero mean, i.e., E { g j ( k ) } , E {iEj(klk)}, and E { I ( k l k -1)) are zero. (A2) At time k , there is no correlation among gj(klk) and
Proof of Orthogonal Sequences. For j = 1, we have
If all error quantities have zero mean, then the coefficient of x( k ) vanishes. Consequently, we obtain Since the construction of yl(k) must ensure that there is no correlation between ijl(k) and Z(klk -1), we must have (klk) from (4.6). Thus, the unknown Cl(k) is verified as (4.9) and the covariance Y1 (k) is the same as (4.10).
Similarly from (4.14), &(k) becomes
Again assuming that errors have zero mean, then the coefficient of z ( k ) vanishes. Using D2,2(k) = D2,1(k)Dl,l(k) from (4.13~) and B1 (k) from (4.15), the coefficient term is
Enforcing that there is no correlation among y2(k), %l(k), and 2(klk -l), we have the following:
(4.18)
Using the expression of &(k) from (4.16) in (4.13), we obtain an alternative form of M2,l (k) as
Since Y~(/c) = Pl(klk) -D~,~( I c ) P (~(~c -I ) D ; ,~(~) , we have the following:
(4.20)
Thus using only previous knowledge when j = 1, the unknown Cz(k) is verified as (4.9). Further derivations also show that the covariance Y2(k) is the same as (4.10). By induction, yj(k) can be constructed from the previous decorrelated sequences of y1 (k), . . . yj-1 ( k ) as follows.
Assuming that errors have zero mean, the coefficient of z ( k ) in (4.14) vanishes. For i = 1 , 2 , . . . , j -1, repeatedly applying Dj,i(k) from (4.1 Zc) and Bi(k) + Ci(k) = I , we obtain
Then, g j (k) from (4.14) is simplified to
To determine Cj (k), the uncorrelated properties among i(klk -1) and yl(k), . . . , yj(k) are enforced. Therefore when m = 0 , . . . , j -1, we must have:
Using (4.13) and (4.21) -(4.23), we alternatively have:
Comparing (4.23) with (4.14) and using (4.12c), we obtain
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Let us consider terms inside the square bracket individually. Since we had previously verified that
(4.26) and since we can show that q -l ( k ) = Bj-1(k)P'-1(klk), the summation term in (4.25) is simplified to Dj-~,Z(k)q-z-l(k)D~-~,Z(k) = [P;;-Jklk)
Further simplification using property (4.121)) reveals that
Then, the summation term of (4.25) reduces to Thus, the unknown Cj (k) is determined and equals to (4.9),
0
In summary, the process to construct the decorrelated state estimates when using multiple sensors with the sequential MSJPDA filter is described in (4.8) -(4.10). Not only are the decorrelated sequences uncorrelated with the predicted states, but with the other decorrelated estimates as well. Figure 4 illustrates the construction of the decorrelated sequences y j (k) recursively using the predicted states P(klk -l ) , the current estimates ?j(kIk), and previous constructed orthogonal sequences of yi(k) for i = 1,. . . , j -1 .
and further derivations yield Y j ( k ) as in (4. IO). 
Filtering Process at Global Level

Simulation Results
The decorrelated state estimation technique has been simulated in a distributed tracking system consisting of 2 local processors and a global processor. Each local processor uses 2 independent and identical sensors to track 2 independent targets moving in 2D in nominally straight lines corrupted by acceleration noise. The process and sensor noises are Gaussian distributed with zero means and 0.0144.14x4 covariances.
For this simulation, the state vector at kth time interval is the position and velocity of a target in both directions,
The system parameters are Note that the system matrices for both targets are equal and time invariant, but the initial target positions are different. An identity measurement matrix implies that measurements of all target states are available at each local processor.
A typical run for 100 time scans is illustrated in Figure 5 . As expected, we see that the global processor tracks targets more accurately on average than the local processors do.
Conclusions and Future work
The extension of a decorrelated state estimation technique to a distributed fusion architecture where each local processor uses multiple sensors to maintain target tracks has been investigated. When the local processor implements its filtering algorithm in a sequential manner, the constructed sequences from each sensor stage are all uncorrelated. The construction of these decorrelated sequences removes correlation due to intermediate state estimates of previous sensors from the state updates of the current sensor. This uncorrelated property allows distributed fusion algorithms to use 321 4 them as measurements at the global processor, where existing centralized fusion algorithms such as the MSJPDA filter can be used. Future work includes extensive simulation evaluations of the performance of the developed decorrelated state estimation technique as a function of the clutter density, target density, process and sensor noise levels. Performance comparisons between this approach against traditional centralized fusion architectures and other distributed fusion methods are also subjects of further investigation.
