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Résumé  Les méthodes d'analyse de l'activité cardiaque reposent sur le postulat que toutes les ondes élémentaires du signal
ECG (P, QRS et T) ont été détectées et qu'aucune fausse-alarme n'est présente. Dans cette communication, une nouvelle approche
est proposée où l'étape de détection est incluse dans le processus d'estimation de la séquence au travers d'une étape d'association
probabiliste des pré-détections. Sous certaines hypothèses statistiques, la vraisemblance des observations suit une loi de mélange.
Un algorithme EM est combiné avec un ltrage de Kalman pour fournir l'estimation au sens MAP de la séquence. L'application
de la méthode à l'analyse de l'intervalle PP est discutée.
Abstract  Cardiac activity analysis is traditionally based upon the hypothesis that all the elementary events of the ECG
signal are detected without false alarms. Here, a new approach is described. The detection step is included in the estimation
one through a probabilistic data association lter. Under some statistic hypotheses, the likelihood is shown to follow a nite
mixture distribution. An EM algorithm, combined with Kalman ltering, provide a MAP estimation of the observed sequence.
Usefulness of the proposed approach is shown on the PP interval.
1 Introduction
L'ECG constitue la grandeur de base de l'étude du sys-
tème cardiovasculaire et représente par l'étude du sys-
tème nerveux autonome et des deux tonus sympathiques
et parasympathiques, un excellent marqueur de détection
précoce de troubles rythmiques futures (variabilité du RR
et dispertion spatiale de la repolarisation ventriculaire).
Facile à recueillir, il est, le plus souvent, la base de nom-
breuses applications de monitoring (anesthésie par exem-
ple) où l'objectif demeure le suivi, la détection robuste et
la segmentation précise des intervalles PP, PR, RR, QT,
marqueurs des activités auriculaires et ventriculaires. Si
ces étapes représentent une tâche aisée dans le contexte
non bruité (patient allongé), cette opération demeure en-
core aujourd'hui délicate dans un contexte d'unité de soins
intensifs, d'Holter ambulatoire longue durée ou encore d'
ECG d'eort.
Cette communication a pour objectif de proposer un al-
gorithme robuste d'analyse a posteriori des intervalles
(RR, PP, PR, QT). Il est en eet fondamental pour les
cliniciens de pouvoir déterminer avec précision l'origine
d'une activité critique en analysant a posteriori les en-
registrements sur les heures précédentes. Certains algo-
rithmes proposés dans la littérature reposent sur une mod-
élisation de la séquence à partir d'une représentation d'é-
tat [1]. Cependant, ces méthodes s'appuient sur le pos-
tulat que toutes les ondes ont été détectées (i.e. pas de
non-détections) et qu'aucune fausse-alarme n'est présente.
Dans cette communication, au contraire, nous proposons
d'inclure l'étape de détection dans le processus d'estima-
tion de la séquence au travers d'une étape d'association
probabiliste de la mesure (i.e. la mesure de l'intervalle en-
tre les ondes) au processus observé. L'approche proposée
ore de plus l'avantage de remédier au problème crucial
de la divergence du ltre de Kalman. Elle est introduite et
justiée en détails dans la partie suivante. Une représen-
tation d'état indépendante de l'activité cardiaque étudiée
est ensuite proposée. L'estimation est alors réalisée par un
algorithme EM pour lequel un maximum a posteriori est
recherché. Finalement, l'algorithme est appliqué à l'étude
de l'intervalle PP dans la dernière partie.
2 Une association probabiliste de
données
2.1 introduction
L'approche probabiliste proposée a été étudiée initiale-
ment en poursuite de pistes en trajectographie radar et
sonar [2]. Elle se justie car dans ces applications, les
mesures sont issues d'une étape de détection où le rap-
port signal à bruit est faible et uctuant. Plus récemment,
elle a été étendue à l'analyse d'images ainsi qu'au désen-
trelacement de pulses radar [3]. D'ailleurs, l'analyse ro-
buste des ondes élémentaires de l'ECG peut, dans une
certaine mesure, s'identier à cette dernière application.
Parmi les approches probabilistes, deux méthodes ont
été principalement développées en poursuite de cibles. La
première, le PDAF
1
nécessite une énumération exhaus-
tive des hypothèses d'association de la mesure au(x) sys-
tème(s) observé(s) [2]. Elle se base sur un ltre de Kalman
modié de façon à tenir compte de l'incertitude sur l'orig-
1. Probabilistic Data Association Filter
ine de la mesure au travers des probabilités d'aectation
des mesures. Par exemple, en désentrelacement de pulses
radar, l'objectif est de discriminer les pulses provenant
d'un ou de plusieurs émetteurs. Comme ceux-ci se répé-
tent à intervalle régulier, T, pour un émetteur donné, le
désentrelacement est réalisé en associant les instants de
détection des pulses pour lesquels leur intervalle est con-
stant. En supposant qu'un ltre de Kalman ait été ini-
tialisé pour un quelconque des émetteurs, une fenêtre de
prédiction temporelle est ouverte autour de l'instant de
détection du prochain pulse prédit. Les mesures appar-
tenant à cette fenêtre interviennent alors dans le nouvel
état estimé. Le calcul des probabilités apparaissant dans
la mise à jour du nouvel état estimé requiert cependant
une forte connaissance a priori (distribution et loi d'ap-
parition des fausses-alarmes, probabilité de fausse-alarme,
P
fa
, probabilité de détection, P
d
) .
La seconde méthode correspond en poursuite de pistes
au PMHT
2
[4]. Celle-ci ne nécessite plus une énumération
exhaustive des hypothèses d'association. De plus, la prob-
abilité d'appariement d'une mesure au système observé
est estimée conjointement à l'état. Elle dérive de l'estima-
tion des composantes d'une loi de mélanges de densités de
probabilité pour laquelle une dimension dynamique a été
rajoutée.
Dans le contexte d'Holter ambulatoire ou d'ECG d'ef-
fort, le signal est soumis à des bruits perturbateurs impor-
tants liés aux mouvements du patient, aux décollements
d'électrodes ou encore au changement d'orientation de
l'axe électrique qui peuvent résulter en une non-détection
des ondes élémentaires du signal ECG (P, QRS et T).
Aussi, peu de connaissance a priori n'est disponible. C'est
la raison pour laquelle la seconde approche (PMHT) a été
privilégiée.
2.2 Choix d'une représentation d'état
Dans ce paragraphe, l'approche générale est décrite in-
dépendamment de la séquence de l'activité cardiaque (AC)
étudiée (RR, PP, PR, QT). Toute séquence est dénie par
les instants de détection d
AC
(t). Pour les raisons évoquées
ci-dessus, cette séquence est remplacée par celle constituée






Si la séquence n'était composée que de vraies détections,
alors z(t) correspondrait directement à la mesure de l'in-
tervalle recherché, T
AC
(t), au bruit de mesure près. Dûes
aux fausses-alarmes et aux non-détections, l'observation
z(t) provient de façon générale d'un des modèles j suiv-























(t) est le vecteur d'é-




sont des bruits additifs blancs,






(t) connus. Ces mo-
dèles correspondent donc à l'une quelconque origine de
2. Probabilistic Multi-Hypothesis Tracking
l'observation:
 le modèle j = 1 décrit lemode général, c'est à dire





 le modèle j = 2 caractérise une non-détection de





 le modèle j = 3 correspondra par conséquent à 2






 . . .
 un dernier modèle, j = 0, est introduit pour tenir













Par ailleurs, un bruit d'état w
j
(t) est ajouté pour chaque
modèle, représentant tout bruit cumulatif susceptible d'af-
fecter la mesure de l'instant de détection aussi bien que
toute dérive basse-fréquence de l'intervalle j  T
AC
.
2.3 Estimation par un algorithme EM
L'idée consiste à inclure à l'estimation des vecteurs d'é-




, l'aectation de la mesure au travers





vecteur de paramètres à estimer est alors  = (X; ). De
plus, pour modéliser l'aectation inconnue des mesures,
une variable aléatoire discrète, k, est introduite, de sorte
que k(t) = j indique que la mesure z(t) est aectée au
modèle j. Ainsi, en supposant l'indépendance condition-
nelle des mesures et en utilisant la règle de Bayes, la
vraisemblance s'écrit :

















Elle s'exprime donc comme une loi de mélange où chaque
mesure appartient à une famille paramétrée de densités de





L'estimation des paramètres d'une loi de mélange a fait
l'objet d'une abondante littérature. Un bref rappel de cer-
taines approches est présenté dans l'article de Redner et al.
[6]. Parmi les méthodes possibles, le maximum de vraisem-
blance est couramment employé pour l'estimation de para-
mètres déterministes. Cependant, comme le remarque [6],
cette méthode soure de nombreuses dicultés numériques
pour la plupart liées à la dépendance complexe des para-
mètres devant être estimés et composant le mélange. De
plus, dans notre contexte, les paramètres X évoluent dy-
namiquement. Aussi un critère du maximum a posteriori
a été mis en ÷uvre.
L'emploi de l'algorithme EM [7] pour ce type de prob-
lème s'explique, outre les considérations numériques, non
négligeables au demeurant (faible coût par itération, faible
exigence mémoire, rapidité de mise ÷uvre), par l'élégance
de l'approche données incomplètes pour les problèmes
de mélange [5]. L'aectation des mesures aux modèles,
K = fk(t)g, étant inobservable, on qualie les mesures
Z = fz(t)g
t
de données incomplètes et le couple (Z, K)
de données complètes puisque son observation conduirait
à un problème classique d'estimation. A chaque itération
i+ 1, l'algorithme cherche dans un premier temps (étape
E) à estimer la loi moyenne des données complètes à
partir de toute la connaissance disponible à l'itération
courante (
i
, les paramètres estimés à l'itération i, et Z).
Puis dans un second temps, il maximise cette quantité par
rapport à , pour mettre à jour le vecteur de paramètres

i+1
(étape M). L'algorithme EM se présente alors comme
une méthode approchée de recherche du maximum de
vraisemblance ou du maximum a posteriori à partir de la
réalisation d'une observation Z [7].
Étape E La loi des données complètes est ensuite éval-
uée :




















) + P () (5)
avec P ()



































Étape M L'expression (5) est ensuite maximisée par
rapport à  = (X;). Cette maximisation est décompos-
able suivant  d'une part et X d'autre part.
1. La première maximisation revient à remettre à jour










































2. on montre [4, 5] que, dans notre cas particulier, la
maximisation par rapport à X se décompose d'une
part en (M+1) maximisations et d'autre part qu'elle
est équivalente à (M+1) ltrages de Kalman où la

















Bien que ces (M+1) ltres s'exécutent en parallèle
et indépendamment, ils sont couplés les uns aux





3. qui se résume à celle de X (processus markovien) en supposant
que les probabilités  sont constantes
3 Application à l'analyse de l'inter-
valle PP
3.1 La détection d'ondes P
Depuis maintenant trois décades, la communauté scien-
tique biomédicale se heurte à la détection auriculaire qui
demeure non résolue et pourtant reste fondamentale dès
lors qu'on souhaite appréhender nement la caractérisa-
tion des troubles du rythme. L'échec des méthodes pro-
posées dans la littérature s'explique en partie par le fait
que :
 L'amplitude de l'onde P reste faible et peut présen-
ter au cours du temps des modications morpholo-
giques importantes,
 sa bande spectrale réduite recouvre généralement
celle du complexe QRS et de l'onde T d'énergies
notablement supérieures,
 l'activation anormale des oreillettes peut conduire
à une superposition temporelle avec les ondes reé-
tant la dépolarisation et la repolarisation ventricu-
laire (situation que l'on cherche le plus souvent à
détecter).
Dans ce contexte, une approche générique a été récem-
ment proposée [8]. Synthétiquement, elle met en jeu 2
pré-processeurs (P1) et (P2), l'un (P1) analyse un ECG
de surface, l'autre (P2) traite un ECG ÷sophagien . Les
résultats reportés démontrent le bénéce tiré par cette ar-
chitecture qui associe les décisions locales de chaque pré-
processeurs par la règle de fusion optimale. Cependant, les
performances locales de (P1) demeure médiocres. L'objet
de notre application est donc d'améliorer les performances
de ce dernier.
3.2 Résultats
Les tests ont été eectués sur une base de données en
cours d'acquisition au CHRU de Rennes sur des patients
sains et pathologiques. Il s'agit d'étudier les séquences
ECG d'un patient suivant un protocole codié (patient
allongé, en hyperventilation, debout, à l'eort) an d'ana-
lyser la régulation cardiovasculaire par le système nerveux
autonome.





ensuite en la séquence fz(t)g
t
. Un extrait de cette dernière
est reproduite gure (1) ainsi que les résultats de l'ana-
lyse (gures (2), (3)). Ces derniers ont été obtenus sous







et que le nombre de modèles étaient connues. Pour
cette expérience, 4 modèles ont été utilisés: un modèle
pour les fausses-alarmes (FA), un modèle correspondant à
l'intervalle PP (T
PP
), un autre pour caractériser une non-
détection (2T
PP
) et enn un dernier pour modéliser les
intervalles PQ (T
PQ
) an de prendre en compte les fausses
détections liées au complexe QRS. La diculté majeure de
l'algorithme EM, comme de tout algorithme itératif, ré-
side dans l'initialisation. Cependant, dans le contexte du
signal ECG, on dispose de susamment d'informations a









Fig. 1: Intervalles PP (en ms): séquence extraite fz(t)g
t












Fig. 2: Intervalles PP: résultats de l'estimation
priori sur la durée de l'intervalle PP pour initialiser l'algo-
rithme correctement de manière à assurer la convergence
vers l'optimum global du MAP. Ici, l'algorithme n'a pas
été initialisé sur les vraies valeurs volontairement: le mod-
èle T
PP
a, par exemple, été intialisé à la valeur 200. L'al-
gorithme converge cependant rapidement vers la solution
en une dizaine d'itérations avec en moyenne 5-6 itérations
pour l'étape M.
Au dela de l'estimation des paramètres  des modèles,
l'algorithme fournit au travers des probabilités a posteri-
ori w
j
(t) la vraisemblance qu'un modèle ait produit une
séquence de mesures. Une estimation du vecteur d'aecta-
tion des mesuresK est obtenu comme sous-produit de l'al-




Dans cette communication, une méthode d'analyse de
l'activité cardiaque a été présentée (il reste cependant à
eectuer une étude quantitative des performances). Elle
repose sur un ltrage à association probabiliste des événe-
ments pré-détectés qui combine l'algorithme EM et plu-
sieurs ltres de Kalman s'exécutant en parallèle. L'in-
térêt de cette méthode est double: d'une part, elle per-
met d'obtenir la tendance de l'AC, et d'autre part, elle
permet de discriminer les mesures et d'obtenir comme
sous-produit de l'algorithme les mesures les plus vraisem-
blables se rapportant à la séquence étudiée. Sous l'hy-
pothèse d'activité cardiaque régulière à un bruit d'état
près, la méthode est parfaitement adaptée. Cependant,
en contexte arythmique (foyers ectopiques), une modélisa-
tion des phénomènes sous-jacents doit être intégrée pour
améliorer l'association des mesures.
























, (t = 1 : : : 800)









Fig. 4: Mesures associées au modèle T
pp
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