Abstract. Genus 2 curves have been an object of much mathematical interest since eighteenth century and continued interest to date. They have become an important tool in many algorithms in cryptographic applications, such as factoring large numbers, hyperelliptic curve cryptography, etc. Choosing genus 2 curves suitable for such applications is an important step of such algorithms. In existing algorithms often such curves are chosen using equations of moduli spaces of curves with decomposable Jacobians or Humbert surfaces.
Introduction
Genus 2 curves are an important tool in many algorithms in cryptographic applications, such as factoring large numbers, hyperelliptic curve cryptography, etc. Choosing such genus 2 curves is an important step of such algorithms.
Most of genus 2 cryptographic applications are based on the Kummer surface K a,b,c,d . Choosing small a, b, c, d makes the arithmetic on the Jacobian very fast. However, only a small fraction of all choices of a, b, c, d are secure. We aren't able to recognize secure choices, because we aren't able to count points on such a large genus-2 Jacobian.
One of the techniques in counting such points explores genus 2 curves with decomposable Jacobians. All curves of genus 2 with decomposable Jacobians of a fixed level lie on a Humbert surface. Humbert surfaces of level n = 3, 5, 7 are the only explicitly computed surfaces and are computed by the first author in [53] , [55] , [46] .
In these lectures we will cover basic properties of genus 2 curves, moduli spaces of (n, n)-decomposable Jacobians, Humbert surfaces of discriminant n 2 , modular polynomials of level N for genus 2, Kummer surfaces, theta-functions, and the arithmetic on the Jacobians of genus 2.
Our goal is not to discuss genus 2 cryptosystems. Instead, this paper develops and describes mathematical methods which are used in such systems. In the second section, we discuss briefly invariants of binary sextics, which determine a coordinate on the moduli space M 2 . Furthermore, we list the groups that occur as automorphism groups of genus 2 curves.
In section three, we study the description of the locus of genus two curves with fixed automorphism group G. Such loci are given in terms of invariants of binary sextics. The stratification of the moduli space M 2 is given in detail. A genus two curve C with automorphism group of order ¿ 4 usually has an elliptic involution. An exception from this rule is only the curve with automorphism group the cyclic group C 10 . All genus two curves with elliptic involutions have a pair (E, E ) of degree 2 elliptic subcovers. We determine the j-invariants of such elliptic curves in terms of C. The space of genus 2 curves with elliptic involutions is an irreducible 2-dimensional sublocus L 2 of M 2 which is computed explicitly in terms of absolute invariants i 1 , i 2 , i 3 of genus 2 curves. A birational parametrization of L 2 is discovered by the first author in [58] in terms of dihedral invariants u and v. Such invariants have later been used by many authors in genus 2 cryptosystems.
In section four, we give a brief discussion of Jacobians of genus two curves. Such Jacobians are described in terms of the pair of polynomials [u(x), v(x)] a la Mumford. In section five, we discuss the Kummer surface. In the first part of this section we define 16 theta functions and the 4 fundamental theta functions. A description of all the loci of genus two curves with fixed automorphism group G is given in terms of the theta functions. In detail this is first described in [59] and [51] In section six, we study the genus two curves with decomposable Jacobians. These are the curves with degree n elliptic subcovers. Their Jacobian is isogenous to a pair of degree n elliptic subcovers (E, E ). For n odd the space of genus two curves with (n, n)-split Jacobians correspond to the Humbert space of discriminant n 2 . We state the main result for the case n = 3 and give a graphical representation of the space. In each case the j-invariants of E and E are determined.
In section seven is given a brief description of the filed of moduli versus the field of definition problem. Such problem is fully understood for genus 2 and is implemented in a Maple package in section eleven. In section eight, we study modular polynomials of genus 2. Some of the basic definitions are given and an algorithm suggested for computing such polynomials. More details on these topic will appear in [17] . In section nine we focus on factoring large numbers using genus two curves. Such algorithm is faster than the elliptic curve algorithm. It is based on the fact that when genus two curves with split Jacobians are used the computations on the Jacobian are carried to the pair (E, E ) by reducing in half.
We suggest genus two curves such that the Jacobian split in different ways. For example the Jacobian splits (2, 2) , (3, 3) and (5, 5) . Such curves have faster time that genus two curves determined up to now.
In the last section we describe a Maple package which does computation with genus 2 curves. Such package computes several invariants of genus two curves including the automorphism group, the Igusa invariants, the splitting of the Jacobian, the Kummer surface, etc. These lectures will be suitable to the graduate students in algebra, cryptography, and related areas who need genus two curves in their research.
Notation: Throughout this paper a genus two curve means a genus two irreducible algebraic curve defined over an algebraically closed field k. Such curve will be denoted by C and its function field by K = k(C). The field of complex, rational, and real numbers will be denoted by C, Q, and R respectively. The Jacobian of C will be denoted by Jac C and the Kummer surface by K(C) or simply J C , K C .
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Preliminaries on genus two curves
Throughout this paper, let k be an algebraically closed field of characteristic zero and C a genus 2 curve defined over k. Then C can be described as a double cover of P 1 (k) ramified in 6 places w 1 , . . . , w 6 . This sets up a bijection between isomorphism classes of genus 2 curves and unordered distinct 6-tuples w 1 , . . . , w 6 ∈ P 1 (k) modulo automorphisms of P 1 (k). An unordered 6-tuple {w i } 6 i=1 can be described by a binary sextic (i.e. a homogenous equation f (X, Z) of degree 6).
Invariants of binary forms
In this section we define the action of GL 2 (k) on binary forms and discuss the basic notions of their invariants. Let k[X, Z] be the polynomial ring in two variables and let V d denote the (d + 1)-dimensional subspace of k[X, Z] consisting of homogeneous polynomials.
of degree d. Elements in V d are called binary forms of degree d. We let GL 2 (k) act as a group of automorphisms on k[X, Z] as follows: 
where δ = det (M ). The homogeneous degree in A 1 , . . . , A n is called the degree of I, and the homogeneous degree in X, Z is called the order of
We will use the symbolic method of classical theory to construct covariants of binary forms. Let
be binary forms of degree n and m respectively in k[X, Z]. We define the rtransvection
where
. It is a homogeneous polynomial in k[X, Z] and therefore a covariant of order m + n − 2r and degree 2. In general, the r-transvection of two covariants of order m, n (resp., degree p, q) is a covariant of order m + n − 2r (resp., degree p + q).
For the rest of this paper F (X, Z) denotes a binary form of order d := 2g + 2 as below
Moduli space of curves
Let M 2 denote the moduli space of genus 2 curves. To describe M 2 we need to find polynomial functions of the coefficients of a binary sextic f (X, Z) invariant under linear substitutions in X, Z of determinant one. These invariants were worked out by Clebsch and Bolza in the case of zero characteristic and generalized by Igusa for any characteristic different from 2; see [12] , [35] , or [58] for a more modern treatment. Consider a binary sextic, i.e. a homogeneous polynomial f (X, Z) in k[X, Z] of degree 6:
Igusa J-invariants {J 2i } of f (X, Z) are homogeneous polynomials of degree 2i in k[a 0 , . . . , a 6 ], for i = 1, 2, 3, 5; see [35] , [58] for their definitions. Here J 10 is simply the discriminant of f (X, Z). It vanishes if and only if the binary sextic has a multiple linear factor. These J 2i are invariant under the natural action of SL 2 (k) on sextics. Dividing such an invariant by another one of the same degree gives an invariant under GL 2 (k) action. Two genus 2 curves) in the standard form Y 2 = f (X, 1) are isomorphic if and only if the corresponding sextics are GL 2 (k) conjugate. Thus if I is a GL 2 (k) invariant (resp., homogeneous SL 2 (k) invariant), then the expression I(C) (resp., the condition I(C) = 0) is well defined. Thus the GL 2 (k) invariants are functions on the moduli space M 2 of genus 2 curves. This M 2 is an affine variety with coordinate ring
which is the subring of degree 0 elements in k[J 2 , . . . , J 10 , J , are even GL 2 (k)-invariants. Two genus 2 curves with J 2 = 0 are isomorphic if and only if they have the same absolute invariants. If J 2 = 0 then we can define new invariants as in [56] . For the rest of this paper if we say "there is a genus 2 curve C defined over k" we will mean the k-isomorphism class of C.
The reason that the above invariants were defined with the J 2 in the denominator was so that their degrees (as rational functions in terms of a 0 , . . . , a 6 ) be as low as possible. Hence, the computations in this case are simpler. While most of the computational results on [53] , [55] , [46] are expressed in terms of i 1 , i 2 , i 3 we have started to convert all the results in terms of the new invariants
Automorphisms of curves of genus two
Let C be a genus 2 curve defined over an algebraically closed field k. We denote its automorphism group by Aut(C) = Aut(K/k) or similarly Aut(C). In any characteristic different from 2, the automorphism group Aut(C) is isomorphic to one of the groups given by the following lemma.
For the rest of this paper, we assume that char(k) = 0.
3. Automorphism groups and the description of the corresponding loci.
In this section we will study genus two curves which have and extra involution in the automorphism group. It turns out that there is only one automorphism group from the above lemma which does not have this property, namely the cyclic group C 10 . However, there is only one genus two curve (up to isomorphism) which has automorphism group C 10 . Hence, such case is not very interesting to us. Thus, we will study genus two curves which have an extra involution, which is equivalent with having a degree 2 elliptic subcover; see the section on decomposable Jacobians for degree n > 2 elliptic subcovers.
Genus 2 curves with degree 2 elliptic subcovers
An elliptic involution of K is an involution in G which is different from z 0 (the hyperelliptic involution). Thus the elliptic involutions of G are in 1-1 correspondence with the elliptic subfields of K of degree 2 (by the Riemann-Hurwitz formula).
If z 1 is an elliptic involution and z 0 the hyperelliptic one, then z 2 := z 0 z 1 is another elliptic involution. So the elliptic involutions come naturally in pairs. This pairs also the elliptic subfields of K of degree 2. Two such subfields E 1 and E 2 are paired if and only if
Theorem 1. Let K be a genus 2 field and e 2 (K) the number of Aut(K)-classes of elliptic subfields of K of degree 2. Suppose e 2 (K) ≥ 1. Then the classical invariants of K satisfy the equation, (7) Further, e 2 (K) = 2 unless K = k(X, Y ) with
Lemma 2. Suppose z 1 is an elliptic involution of K. Let z 2 = z 1 z 0 , where z 0 is the hyperelliptic involution. Let E i be the fixed field of
and 27 − 18s 1 s 2 − s We need to determine to what extent the normalization above determines the coordinate X. The condition z 1 (X) = −X determines the coordinate X up to a coordinate change by some γ ∈ Γ centralizing z 1 . Such γ satisfies γ(X) = mX or γ(X) = m X , m ∈ k \ {0}. The additional condition abc = 1 forces 1 = −γ(α 1 ) . . . γ(a 6 ), hence m 6 = 1. So X is determined up to a coordinate change by the subgroup H ∼ = D 6 of Γ generated by τ 1 : X → ξ 6 X, τ 2 : X → 1 X , where ξ 6 is a primitive 6-th root of unity. Let ξ 3 := ξ 
Remark 2. Such invariants were quite important in simplifying computations for the locus L 2 . Later they have been used by Duursma and Kiyavash to show that genus 2 curves with extra involutions are suitable for the vector decomposition problem; see [19] for details. In this volume they are used again, see the paper by Cardona and Quer. They were later generalized to higher genus hyperelliptic curves and were called dihedral invariants; see [30] .
The following proposition determines the group G in terms of u and v. Proposition 1. Let C be a genus 2 curve such that G := Aut(C) has an elliptic involution and J 2 = 0. Then, gives a birational parametrization of L 2 . The fibers of A of cardinality > 1 correspond to those curves C with | Aut(C)| > 4.
Proposition 2. The mapping
Proof. See [58] for the details.
Elliptic subcovers
Let j 1 and j 2 denote the j-invariants of the elliptic curves E 1 and E 2 from Lemma 2. The invariants j 1 and j 2 are the roots of the quadratic
Isomorphic elliptic subcovers
The elliptic curves E 1 and E 2 are isomorphic when equation (12) has a double root. The discriminant of the quadratic is zero for
It is easily checked that z 1 and z 2 = z 0 z 1 are conjugate when G ∼ = D 4 . So they fix isomorphic subfields.
If v = 9(u − 3) then the locus of these curves is given by, 
Isogenous degree 2 elliptic subfields
In this section we study pairs of degree 2 elliptic subfields of K which are 2 or 3-isogenous. We denote by Φ n (x, y) the n-th modular polynomial (see Blake et al. [9] for the formal definitions. Two elliptic curves with j-invariants j 1 and j 2 are n-isogenous if and only if Φ n (j 1 , j 2 ) = 0. In the next section we will see how such modular polynomials can be generalized for higher genus.
3-Isogeny.
Suppose E 1 and E 2 are 3-isogenous. Then, from equation (12) and Φ 3 (j 1 , j 2 ) = 0 we eliminate j 1 and j 2 . Then,
where g 1 and g 2 are given in [58] . Thus, there is a isogeny of degree 3 between E 1 and E 2 if and only if u and v satisfy equation (14) . The vanishing of the first factor is equivalent to G ∼ = D 6 . So, if Aut(C) ∼ = D 6 then E 1 and E 2 are isogenous of degree 3.
2-Isogeny
Below we give the modular 2-polynomial.
Suppose E 1 and E 2 are isogenous of degree 2. Substituting j 1 and j 2 in Φ 2 we get
where f 1 and f 2 are displayed in [57] 
Other isogenies between elliptic subcovers
If Aut(C) ∼ = D 4 , then z 1 and z 2 are in the same conjugacy class. There are again two conjugacy classes of elliptic involutions in Aut(C). Thus, there are two degree 2 elliptic subfields (up to isomorphism) of K. One of them is determined by double root j of the equation (12), for v 2 − 4u 3 = 0. Next, we determine the j-invariant j of the other degree 2 elliptic subfield and see how it is related to j.
Since τ 1 and τ 3 fix no points of P then they lift to involutions in Aut(C). They each determine a pair of isomorphic elliptic subfields. The j-invariant of elliptic subfield fixed by τ 1 is the double root of equation (12), namely
To find the j-invariant of the elliptic subfields fixed by τ 3 we look at the degree 2 covering φ :
. From lemma 2 the elliptic subfields E 1 and E 2 have 2-torsion points {0, 1, −1, q i }. The j-invariants of E 1 and E 2 are
Then Φ 2 (j, j ) = 0, so E 1 and E 1 are isogenous of degree 2. Thus, τ 1 and τ 3 determine degree 2 elliptic subfields which are 2-isogenous.
Jacobians of a genus two curves

The Kummer surface
The Kummer surface is an algebraic variety which is quite useful in studying genus two curves. Using the Kummer surface we can take the Jacobian as a double cover of the Kummer surface. Both the Kummer surface and the Jacobian, as noted above, can be given in terms of the theta functions and theta-nulls.
Half Integer Theta Characteristics
For genus two curve, we have six odd theta characteristics and ten even theta characteristics. The following are the sixteen theta characteristics where the first ten are even and the last six are odd. For simplicity, we denote them by θ i (z)
instead of θ i a b (z, τ ) where i = 1, . . . , 10 for the even functions and i = 11, . . . , 16
for the odd functions. The sum of all 5 characteristics in the set determines the zero characteristic, where ϑ i (z) are defined as
see Shaska, Wijesiri [59] for details.
Inverting the Moduli Map
Let λ i , i = 1, . . . , n, be branch points of the genus g smooth curve C. Then the moduli map is a map from the configuration space Λ of ordered n distinct points on P 1 to the Siegel upper half space H 2 . In this section, we determine the branch points of genus 2 curves as functions of theta characteristics. The following lemma describes these relations using Thomae's formula. The identities are known as Picard's formulas.
Lemma 3 (Picard). Let a genus 2 curve be given by
Then, λ, µ, ν can be written as follows:
Kummer surface
The Kummer surface is a variety obtained by grouping together two opposite points of the Jacobian of a genus 2 curve. More precisely, there is a map
such that each point of K has two preimages which are opposite elements of Jac C. There are 16 exceptions that correspond to the 16 two-torsion points. The Kummer surface does not naturally come with a group structure. However the group law on the Jacobian endows a pseudo-group structure on the Kummer surface that is sufficient to define scalar multiplication.
Definition 1.
Let Ω be a matrix in H 2 . The Kummer surface associate to Ω is the locus of the images by the map ϕ from C 2 to P 3 (C) defined by:
Note that the Siegel upper half-space H 2 is the set of symmetric 2×2 complex matrices with positive imaginary part which is defined as
Im > 0}
It can be proven that this map is well defined in the sense that the four θ i can not vanish simultaneously. The Theta functions verify the following periodicity condition: for all z ∈ C 2 , ∀b ∈ {0,
Therefore, two vectors that differ by an element of the lattice Z 2 + ΩZ 2 are mapped to the same point by ϕ. This map can be seen as a map from the Abelian variety C 2 /(Z 2 + ΩZ 2 ). An additional result is that the Kummer surface of Ω is a projective variety of dimension 2 that we will denote by K(Ω) or simply K. The group law on the Jacobian does not carry to a group law on K. Indeed, since all θ i are even, ϕ is even and maps two opposite element to the same point P .
We shall consider a Kummer surface K = K a,b,c,d parameterized by Theta constants:
Their squares are linked by simple linear relations that are obtained by putting z = 0 in the equations above.
We write (x, y, z, t) the projective coordinate of points on K, that is:
for some z ∈ C 2 , and some λ ∈ C * . Then, the Kummer surface is given by the equation:
where ii) The last part of Lemma 4 shows that if θ
, then all coefficients of the genus 2 curve are given as rational functions of the four fundamental theta functions. Such fundamental theta functions determine the field of moduli of the given curve. Hence, the curve is defined over its field of moduli; see section 7 for details. Corollary 1. Let C be a genus 2 curve which has an elliptic involution. Then C is defined over its field of moduli.
Curves with automorphisms
Since most of the computations on the Jacobians of genus two curves are performed using theta functions, and we are especially interested on genus two curves with split Jacobians it becomes desirable to describe the conditions that a genus two curve has extra automorphisms in terms of the theta functions. In other words to describe the loci with fixed automorphism group in terms of the theta functions. The following was the main result of [59] .
Describing the Locus of Genus Two Curves with Fixed Automorphism
Group by Theta Constants
The following lemma is proved in [59] Lemma 5. Let C be a genus 2 curve. Then Aut(C) ∼ = V 4 if and only if the theta functions of C satisfy 
Our goal is to express each of the above loci in terms of the theta characteristics. We obtain the following result. Let K a,b,c,d be a Kummer surface, and we assume that we have computed all the squares of Theta constants (under the condition that each of them will be non zero). Let P = (x, y, z, t) be a point on K a,b,c,d . Then we can compute θ i (z)
Then, let us define
We have noted θ i instead of θ i (0) for i = 1, 2, 3....., 16.. Since the Jacobian is of degree 2 of the Kummer surface, one should be able to decide which pair of opposite divisors is the real image of the point P , because for a given u-polynomial, there are up to four v-polynomials that yield a valid Mumford representation of a divisor in the Jacobian. These four v-polynomials are grouped into two pairs of opposite divisors. Generically, giving the square of the constant term of v(x) = v 1 x + v 0 is enough to decide. Here is the formula for v Finally a formula for v 1 in terms of v 0 , u 0 and u 1 can be deduced from the fact that u(x) should divide v(x) 2 − f (x). If no theta constant vanishes, the map is undefined in the case where θ 16 (z) is zero. This corresponds to the case where the image of the map is a divisor for which the u-polynomial in the Mumford representation is of degree less than 2 (i.e is a linear function). Then, the formula in terms of theta functions is given by:
Then, the Mumford representation of a divisor D in the Jacobian is given x + u 0 , ± f (−u 0) .
Decomposable Jacobians
Let C be a genus 2 curve defined over an algebraically closed field k, of characteristic zero. Let ψ : C → E be a degree n maximal covering (i.e. does not factor through an isogeny) to an elliptic curve E defined over k. We say that C has a degree n elliptic subcover. Degree n elliptic subcovers occur in pairs. Let (E, E ) be such a pair. It is well known that there is an isogeny of degree n 2 between the Jacobian J C of C and the product E × E . We say that C has (n,n)-split Jacobian.
Curves of genus 2 with elliptic subcovers go back to Legendre and Jacobi. Legendre, in his Théorie des fonctions elliptiques, gave the first example of a genus 2 curve with degree 2 elliptic subcovers. In a review of Legendre's work, Jacobi (1832) gives a complete description for n = 2. The case n = 3 was studied during the 19th century from Hermite, Goursat, Burkhardt, Brioschi, and Bolza. For a history and background of the 19th century work see Krazer [41, pg. 479] . Cases when n > 3 are more difficult to handle. Recently, Shaska dealt with cases n = 5, 7 in [46] .
The locus of C, denoted by L n , is an algebraic subvariety of the moduli space M 2 . The space L 2 was studied in Shaska/Völklein [58] . The space L n for n = 3, 5 was studied by Shaska in [55, 46] were an algebraic description was given as sublocus of M 2 .
Curves of genus 2 with split Jacobians
Let C and E be curves of genus 2 and 1, respectively. Both are smooth, projective curves defined over k, char(k) = 0. Let ψ : C −→ E be a covering of degree n. From the Riemann-Hurwitz formula, P ∈C (e ψ (P ) − 1) = 2 where e ψ (P ) is the ramification index of points P ∈ C, under ψ. Thus, we have two points of ramification index 2 or one point of ramification index 3. The two points of ramification index 2 can be in the same fiber or in different fibers. Therefore, we have the following cases of the covering ψ:
Case I: There are P 1 , P 2 ∈ C, such that e ψ (P 1 ) = e ψ (P 2 ) = 2, ψ(P 1 ) = ψ(P 2 ), and ∀P ∈ C \ {P 1 , P 2 }, e ψ (P ) = 1.
Case II: There are P 1 , P 2 ∈ C, such that e ψ (P 1 ) = e ψ (P 2 ) = 2, ψ(P 1 ) = ψ(P 2 ), and ∀P ∈ C \ {P 1 , P 2 }, e ψ (P ) = 1.
Case III: There is P 1 ∈ C such that e ψ (P 1 ) = 3, and ∀P ∈ C \ {P 1 }, e ψ (P ) = 1.
In case I (resp. II, III) the cover ψ has 2 (resp. 1) branch points in E.
Denote the hyperelliptic involution of C by w. We choose O in E such that w restricted to E is the hyperelliptic involution on E. We denote the restriction of w on E by v, v(P ) = −P . Thus, ψ • w = v • ψ. E [2] denotes the group of 2-torsion points of the elliptic curve E, which are the points fixed by v. The proof of the following two lemmas is straightforward and will be omitted.
Lemma 6. a) If Q ∈ E, then ∀P ∈ ψ −1 (Q), w(P ) ∈ ψ −1 (−Q). b) For all P ∈ C, e ψ (P ) = e ψ (w(P )).
Let W be the set of points in C fixed by w. Every curve of genus 2 is given, up to isomorphism, by a binary sextic, so there are 6 points fixed by the hyperelliptic involution w, namely the Weierstrass points of C. The following lemma determines the distribution of the Weierstrass points in fibers of 2-torsion points.
Lemma 7. The following hold:
Let π C : C −→ P 1 and π E : E −→ P 1 be the natural degree 2 projections. The hyperelliptic involution permutes the points in the fibers of π C and π E . The ramified points of π C , π E are respectively points in W and E [2] and their ramification index is 2. There is φ : P 1 −→ P 1 such that the diagram commutes.
Next, we will determine the ramification of induced coverings φ : P 1 −→ P 1 . First we fix some notation. For a given branch point we will denote the ramification of points in its fiber as follows. Any point P of ramification index m is denoted by (m). If there are k such points then we write (m) k . We omit writing symbols for unramified points, in other words (1) k will not be written. Ramification data between two branch points will be separated by commas. We denote by π E (E[2]) = {q 1 , . . . , q 4 } and π C (W ) = {w 1 , . . . , w 6 }.
Maximal coverings ψ : C −→ E.
Let ψ 1 : C −→ E 1 be a covering of degree n from a curve of genus 2 to an elliptic curve. The covering ψ 1 : C −→ E 1 is called a maximal covering if it does not factor through a nontrivial isogeny. A map of algebraic curves f : X → Y induces maps between their Jacobians f * : J Y → J X and f * : J X → J Y . When f is maximal then f * is injective and ker(f * ) is connected, see [53] for details. Let ψ 1 : C −→ E 1 be a covering as above which is maximal. Then ψ * 1 : E 1 → J C is injective and the kernel of ψ 1, * : J C → E 1 is an elliptic curve which we denote by E 2 . For a fixed Weierstrass point P ∈ C, we can embed C to its Jacobian via
Let g : E 2 → J C be the natural embedding of E 2 in J C , then there exists g * : J C → E 2 . Define ψ 2 = g * • i P : C → E 2 . So we have the following exact sequence
The dual sequence is also exact
is an odd number then the maximal covering ψ 2 : C → E 2 is unique. If the cover ψ 1 : C −→ E 1 is given, and therefore φ 1 , we want to determine ψ 2 : C −→ E 2 and φ 2 . The study of the relation between the ramification structures of φ 1 and φ 2 provides information in this direction. The following lemma (see answers this question for the set of Weierstrass points W = {P 1 , . . . , P 6 } of C when the degree of the cover is odd.
Lemma 8. Let ψ 1 : C −→ E 1 , be maximal of degree n. Then, the map ψ 2 : C → E 2 is a maximal covering of degree n. Moreover,
The above lemma says that if ψ is maximal of even degree then the corresponding induced covering can have only type I ramification.
The locus of genus two curves with (n, n) split Jacobians
Two covers f : X → P 1 and f : X → P 1 are called weakly equivalent if there is a homeomorphism h : X → X and an analytic automorphism g of P 1 (i.e., a Moebius transformation) such that g • f = f • h. The covers f and f are called equivalent if the above holds with g = 1.
Consider a cover f : X → P 1 of degree n, with branch points p 1 , ..., p r ∈ P 1 . Pick p ∈ P 1 \ {p 1 , ..., p r }, and choose loops γ i around p i such that γ 1 , ..., γ r is a standard generating system of the fundamental group Γ := π 1 (P 1 \ {p 1 , ..., p r }, p), in particular, we have γ 1 · · · γ r = 1. Such a system γ 1 , ..., γ r is called a homotopy basis of P 1 \ {p 1 , ..., p r }. The group Γ acts on the fiber f −1 (p) by path lifting, inducing a transitive subgroup G of the symmetric group S n (determined by f up to conjugacy in S n ). It is called the monodromy group of f . The images of γ 1 , ..., γ r in S n form a tuple of permutations σ = (σ 1 , ..., σ r ) called a tuple of branch cycles of f .
We say a cover f : X → P 1 of degree n is of type σ if it has σ as tuple of branch cycles relative to some homotopy basis of P 1 minus the branch points of f . Let H σ be the set of weak equivalence classes of covers of type σ. The Hurwitz space H σ carries a natural structure of an quasiprojective variety.
We have H σ = H τ if and only if the tuples σ, τ are in the same braid orbit O τ = O σ . In the case of the covers φ : P 1 → P 1 from above, the corresponding braid orbit consists of all tuples in S n whose cycle type matches the ramification structure of φ.
Humbert surfaces
Let A 2 denote the moduli space of principally polarized Abelian surfaces. It is well known that A 2 is the quotient of the Siegel upper half space H 2 of symmetric complex 2 × 2 matrices with positive definite imaginary part by the action of the symplectic group Sp 4 (Z); see [?, p. 211].
Let ∆ be a fixed positive integer and N ∆ be the set of matrices
such that there exist nonzero integers a, b, c, d, e with the following properties:
The Humbert surface H ∆ of discriminant ∆ is called the image of N ∆ under the canonical map
see [34,10,?] for details. It is known that H ∆ = ∅ if and only if ∆ > 0 and ∆ ≡ 0 or 1 mod 4. Humbert (1900) studied the zero loci in Eq. (23) and discovered certain relations between points in these spaces and certain plane configurations of six lines; see [34] for more details.
For a genus 2 curve C defined over C, [C] belongs to L n if and only if the isomorphism class [J C ] ∈ A 2 of its (principally polarized) Jacobian J C belongs to the Humbert surface H n 2 , viewed as a subset of the moduli space A 2 of principally polarized Abelian surfaces; see [?, Theorem 1, p. 125] for the proof of this statement. In [?] is shown that there is a one to one correspondence between the points in L n and points in H n 2 . Thus, we have the map:
In particular, every point in H n 2 can be represented by an element of H 2 of the form
There have been many attempts to explicitly describe these Humbert surfaces. For some small discriminant this has been done in [58] , [55] , [46] . Geometric characterizations of such spaces for ∆ = 4, 8, 9, and 12 were given by Humbert (1900) in [34] and for ∆ = 13, 16, 17, 20, 21 by Birkenhake/Wilhelm.
Genus 2 curves with degree 3 elliptic subcovers
This case was studied in detail in [55] . The main theorem was: There are exactly two genus 2 curves (up to isomorphism) with e 3 (K) = 4. The case e 3 (K) = 1 (resp., 2) occurs for a 1-dimensional (resp., 2-dimensional) family of genus 2 curves, see [55] . [4] A geometrical interpretation of the Shaska's surface (the space L 3 ) and its singular locus can be found in [4] . Lemma 9. Let K be a genus 2 field and E an elliptic subfield of degree 3.
for a, b ∈ k such that
The roots of the first (resp. second) cubic correspond to W (1) (K, E), (resp. W (2) (K, E)) in the coordinates X, Y , (see theorem 1).
ii) E = k(U, V ) where
and
where R = 4a
Let K be a genus 2 field and E ⊂ K a degree 3 elliptic subfield. Let a , b be the associated parameters as above and Let
Denote by R = 4a 3 + 27 − 18ab − a 2 b 2 + 4b 3 the resultant of F and G. Then we have the following lemma.
Lemma 10. Let a, b ∈ k satisfy equation (26) . Then equation (25) defines a genus 2 field K = k(X, Y ). It has elliptic subfields of degree 3,
where U i , and V i are as follows:
Elliptic subcovers
We express the j-invariants j i of the elliptic subfields E i of K, from Lemma 10, in terms of u and v as follows:
where v = 0, 27.
Remark 5. The automorphism ν ∈ Gal k(u,v)/k(r1,r2) permutes the elliptic subfields. One can easily check that:
Lemma 11. The j-invariants of the elliptic subfields satisfy the following quadratic equations over k(r 1 , r 2 );
where T, N are given in [55] .
Isomorphic Elliptic Subfields
Suppose that E 1 ∼ = E 2 . Then, j 1 = j 2 implies that
The former equation is the condition that det(Jac(θ)) = 0. The expressions of i 1 , i 2 , i 3 we can express u as a rational function in i 1 , i 2 , and v. This is displayed in [55, Appendix B] . Also, [k(v) : k(i 1 )] = 8 and [k(v) : k(i 2 )] = 12. Eliminating v we get a curve in i 1 and i 2 which has degree 8 and 12 respectively. Thus, k(u, v) = k(i 1 , i 2 ). Hence, e 3 (K) = 1 for any K such that the associated u and v satisfy the equation; see [55] for details.
The Degenerate Case
We assume now that one of the extensions K/E i from Lemma 10 is degenerate, i.e. has only one branch point. The following lemma determines a relation between j 1 and j 2 .
Lemma 12. Suppose that K/E 2 has only one branch point. Then,
For details of the proof see Shaska [55] . Making the substitution T = −27j 1 we get
where F 2 (T ) is the Fricke polynomial of level 2.
If both K/E 1 and K/E 2 are degenerate then
There are 7 solutions to the above system. Three of which give isomorphic elliptic curves
The other 4 solutions are given by:
Further remarks
If e 3 (C) ≥ 1 then the automorphism group of C is one of the following: Z 2 , V 4 , D 4 , or D 6 . Moreover; there are exactly 6 curves C ∈ L 3 with automorphism group D 4 and six curves C ∈ L 3 with automorphism group D 6 . They are listed in [54] where rational points of such curves are found. Genus 2 curves with degree 5 elliptic subcovers are studied in [46] where a description of the space L 5 is given and all its degenerate loci. The case of degree 7 is the first case when all possible degenerate loci occur.
We have organized the results of this paper in a Maple package which determines if a genus 2 curve has degree n = 2, 3 elliptic subcovers. Further, all its elliptic subcovers are determined explicitly. We intend to implement the results for n = 5 and the degenerate cases for n = 7.
Field of moduli versus the field of definition
Let C be a curve defined over k. A field F ⊂ k is called a field of definition of C if there exists C defined over F such that C ∼ = C . The field of moduli of C is a subfield F ⊂ k such that for every automorphism σ of k, C is isomorphic to C σ if and only if σ F = id.
The field of moduli is not necessary a field of definition. To determine the points p ∈ M g where the field of moduli is not a field of definition is a classical problem in algebraic geometry and has been the focus of many authors, Weil, Shimura, Belyi, Coombes-Harbater, Fried, Débes, Wolfart among others.
Weil (1954) showed that for every algebraic curve with trivial automorphism group, the field of moduli is a field of definition. Shimura (1972) gave the first example of a family of curves such that the field of moduli is not a field of definition. Shimura's family were a family of hyperelliptic curves. Further he adds: " ... the above results combined together seem to indicate a rather complicated nature of the problem, which almost defies conjecture. A new viewpoint is certainly necessary to understand the whole situation"
We call a point p ∈ H g a moduli point. The field of moduli of p is denoted by F p . If there is a curve C g defined over F p such that p = [C g ], then we call such a curve a rational model over the field of moduli. Consider the following problem:
Let the moduli point p ∈ H g be given. Find necessary and sufficient conditions that the field of moduli F p is a field of definition. If p has a rational model C g over its field of moduli, then determine explicitly the equation of C g .
In 1993, Mestre solved the above problem for genus two curves with automorphism group Z 2 . In Corr. 1 is proved that for points p ∈ M 2 such that |Aut(p)| > 2 the field of moduli is a field of definition
The proof of the above facts is constructive. In other words, a rational model is given. In the case when the field of moduli is not a field of definition a rational model is given over the minimal field of definition.
More generally one can consider the following problem for genus g > 2 hyperelliptic curves.
Factoring large numbers with genus 2 curves
In [15] an algorithm is suggested for factoring large numbers using genus two curves. Such algorithm chooses genus two curves with (2, 2)-split Jacobians.
Algorithm
HECM begin by computing k = π≤B1 π [log(B1)/ log(π)] . We hope to encounter the zero of one of the underlying elliptic curves so it is important to have explicit morphisms between the Kummer surface and the two underlying elliptic curves. If the elliptic curves are in the Weierstrass form, we only need the coordinates
to determine genus two fields with J 2 = 0, J 4 = 0, and J 6 = 0 up to isomorphism. For a given genus 2 curve C the corresponding moduli point p = [C] is defined as
Notice that the definition of α 1 , α 2 can be totally avoided if one uses absolute invariants with J 10 in the denominator. However, the degree of such invariants is higher and therefore they are not effective computationally.
We have written a Maple package which finds most of the common properties and invariants of genus two curves. While this is still work in progress, we will describe briefly some of the functions of this package. The functions in this package are:
J_2, J_4, J_6, J_10, J_48, L_3_d, a_1, a_2, i_1, i_2, i_3, theta_1, theta_2, theta_3, theta_4, AutGroup, CurvDeg3EllSub_J2, CurveDeg3EllSub, Ell_Sub, LocusCurves,Aut_D4, LocusCurvesAut_D4_J2, LocusCurvesAut_D6, LocusCurvesAut_V4, Rational_Model, Kummer.
Next, we will give some examples on how some of these functions work.
Automorphism groups
A list of groups that can occur as automorphism groups of hyperelliptic curves is given in [?] among many other references. The function in the package that computes the automorphism group is given by AutGroup(). The output is the automorphism group. Since there is always confusion on the terminology when describing certain groups we also display the GAP identity of the group from the SmallGroupLibrary.
For a fixed group G one can compute the locus of genus g hyperelliptic curves with automorphism group G. For genus 2 this loci is well described as subvarieties of M 2 . We also have implemented the functions: LocusCurvesAut_V_4(), LocusCurvesAut_D_4(), LocusCurvesAut_D4_J2(), LocusCurvesAut_D_6(), which gives equations for the locus of curves with automorphism group D 4 or D 6 .
Genus 2 curves with split Jacobians
A genus 2 curve which has a degree n maximal map to an elliptic curve is said to have (n, n)-split Jacobian; see [54] for details. Genus 2 curves with split Jacobian are interesting in number theory, cryptography, and coding theory. We implement an algorithm which checks if a curve has (3, 3) , and (5, 5)-split Jacobian. The case of (2, 2)-split Jacobian corresponds to genus 2 curves with extra involutions and therefore can be determined by the function LocusCurvesAut_V_4().
The function which determines if a genus 2 curve has (3, 3)-split Jacobian is CurvDeg3EllSub() if the curve has J 2 = 0 and CurvDeg3EllSub_J_2 () otherwise; see [8] . The input of CurvDeg3EllSub() is the triple (i 1 , i 2 , i 3 ) or the pair (α 1 , α 2 ) for CurvDeg3EllSub_J_2 (). If the output is 0, in both cases, this means that the corresponding curve to this moduli point has (3, 3)-split Jacobian. Below we illustrate with examples in each case. This means that the curve has J 2 = 0 and (3, 3)-split Jacobian.
Rational model of genus 2 curve
For details on the rational model over its field of moduli see [53] . The rational model of C (if such model exists) is determined by the function Rational_Model(). Notice that our algorithm doesn't always find the minimal rational model of the curve. An efficient way to do this has yet to be determined.
A different set of invariants
As explained in Section 2, invariants i 1 , i 2 , i 3 were defined that way for computational benefits. However, they make the results involve many subcases and are inconvinient at times. In the second version the the genus2 package we intend to convert all the results to the t 1 , t 2 , t 3 invariants t 1 = J .
The other improvement of version two is that when the moduli point p is given the equation of the curve is given as the minimal equation over the minimal field of definition.
