The identification of reproducible signals from the results of replicate high-throughput experiments is an important part of modern biological research. Often little is known about the dependence structure and the marginal distribution of the data, motivating the development of a non-parametric approach to assess reproducibility. The procedure, which we call the Maximum Rank Reproducibility (MaRR) procedure, uses a maximum rank statistic to parse reproducible signals from noise without making assumptions about the distribution of reproducible signals. Because it uses the rank scale this procedure can be easily applied to a variety of data types. One application is to assess the reproducibility of RNA-seq technology using data produced by the Sequencing Quality Control (SEQC) consortium, which coordinated a multi-laboratory effort to assess reproducibility across three RNA-seq platforms (SEQC/MAQC-III Consortium (2014)). Our results on simulations and SEQC data show that the MaRR procedure effectively controls false discovery rates, has desirable power properties, and compares well to existing methods.
Introduction
The use of high-throughput technologies is now an essential part of modern biological research. For example, these technologies have been used to identify protein binding sites, pharmacological compounds that prolong cell life, and differentially expressed genes. Candidates selected from highthroughput experiments are often the primary focus for follow-up studies. A well-known difficulty met by researchers is the variability of results even among experiments that are technical or biological replicates. For this reason, statistical methods for assessing agreement between experiments has been of recent research interest to statisticians (Boulesteix and Slawski, 2009; Zhang et al., 2009; Li et al., 2011; Zhang et al., 2014) . Genes or binding sites that show consistency across replicate experiments are often called reproducible, and those that do not are termed irreproducible. We use the term gene to refer to candidates in the rest of the text.
Spearman's pairwise rank correlation can be used to assess reproducibility of gene rank lists. However its properties are dependent in some part upon how stringent the requirements are for inclusion of genes in the calculation. More stringent requirements produce higher values of rank correlation than more lenient requirements, even for the same experiments. Further, Spearman's rank correlation does not provide for error control. An alternative approach was proposed by Shabtai et al. (2012) , which avoids parametric assumptions by discretely grouping genetic signals with similar correlation structure. The definition of these groups, however, is not straight-forward and may be difficult in practice. A comprehensive approach to assessing and describing reproducibility, including error control, was proposed by Li et al. (2011) . This approach uses a copula mixture model on ranked data to estimate effect sizes, correlation, variance, proportion of reproducible signals, and irreproducible discovery rates (idr) for all genes considered.
In this article, we introduce a non-parametric procedure to assess the reproducibility of gene rank lists. In contrast to the model-based method, this procedure does not make parametric assumptions on the underlying dependence structures or distributions of reproducible genes. Based on a maximum rank statistic, our procedure identifies where the change from reproducible to irreproducible signals begins by minimizing the mean squared error between observed and theoretical survival functions.
The marginal false discovery rates for each gene are then calculated based on the distribution of irreproducible maximum rank statistics. The procedure requires no tuning parameters and has desirable properties in terms of discriminative power, decision boundaries, and error control.
This article proceeds as follows. Section 2 motivates the procedure by introducing data from theSequencing Quality Control (SEQC) project, a coordinated effort to evaluate reproducibility of RNAseq experiments. Section 3 introduces the data format and defines the maximum rank statistic. In Section 3.1 estimators are derived in an ideal setting and shown to be asymptotically consistent.
More realistic settings and estimation of false discovery rates are described in Section 3.2, as is a summary of the procedure. The finite-sample properties of the proposed procedures are evaluated using simulation studies in Section 4. Section 5 describes analyses on published datasets. Finally, we conclude with some discussion in Section 6.
Motivation: The SEQC project
The SEQC project was coordinated by the US Food and Drug Administration to assess the "accuracy, reproducibility, and information content" of RNA-seq data (SEQC/MAQC-III Consortium (2014)).
The project coordinated sequencing of the same commercially available genetic samples in thirteen independent laboratories using three different sequencing platforms: Roche 454 GS FLX, Life Technologies SOLiD 5500, and Illumina HiSeq 2000. Each lab sequenced a Universal Human Reference RNA sample, a Human brain reference RNA sample, and mixes of the two in prescribed proportions of 3:1 and 1:3. Reads were mapped to genes using three annotation databases: RefSeq, GENCODE, and NCBI AceView. The resulting data is a rich collection of measurements on the same set of 43,919 genes.
One of the primary goals of the SEQC project was to assess reproducibility. The authors did so by comparing fold-change estimates for selected sets of genes, and by comparing absolute expression levels across platforms. Little analysis was described concerning the reproducibility between biological replicates within or between labs, although the authors determined that the replicates were sufficiently reproducible to combine read counts from experiments in different labs. We believe that further characterization of the reproducibility of absolute expression levels of transcripts across biological replicates will be a valuable contribution.
Data description and procedure formulation
We first introduce notation necessary to describe the proposed procedure. We assume that each gene studied is associated with a continuous measure from each of two experiments, for example a fold change score, test statistic, p-value, or q-value. Let x i be the measure from the first experiment for gene i, and y i be the corresponding measure from the second experiment. With n genes we thus have 3 two sets of measures: x 1 . . . , x n from the first experiment and y 1 , . . . , y n for the second. We further assume no missing data is present.
These measurements are converted into rank statistics. Each gene g is thus associated with two ranks:
(R x g , R y g ), where R x g is the rank of x g among x 1 , . . . , x n , and similarly for R y g . Because the original measures are assumed to be continuous, we assume no ties are present. Figure 1 provides an example dataset of p-values and rank statistics for n = 1000 genes, of which 350 are reproducible. Genes whose measures indicate the most interest to the researcher, for example those showing strong evidence of differential expression, are said to be "highly ranked", which means that the numerical values of their ranks are small. That is, the most highly ranked gene in a set has rank 1. Genes with reproducible measurements should be consistently highly ranked for both replicate experiments, and are expected to have positive correlation in their ranks. Genes with irreproducible measurements are assumed to have independent ranks. The procedure proposed in this article uses the maximum rank for each gene to determine which genes are reproducible. This statistic is defined below:
Table 1 provides a sample dataset of n = 4 genes to illustrate the calculation of maximum rank statistics. Genes that are consistently highly ranked will have a relatively low value for their maximum 4 rank statistic, while inconsistent or low ranked genes will have higher values. For this reason, choosing a threshold based on the maximum rank has the potential to effectively separate reproducible from irreproducible signals. Figure 2 illustrates the maximum rank statistics and receiver operating characteristic (ROC) curve generated from the same dataset introduced in Figure 1 . Because we use values of the maximum rank statistic to determine which genes are reproducible, we call the procedure proposed in this article the 'Maximum Rank Reproducibility' (MaRR) procedure. Table 1 : Sample data, ranks, and maximum rank statistics from four genes, assuming larger values of x g , y g indicate more interest to the researcher. It is this transition that we hope to detect using the MaRR procedure.
The joint distribution of all n maximum rank statistics has a complicated covariance structure, as no more than two of these statistics can take on any single value. We can, however, calculate the exact marginal distribution functions for irreproducible genes when certain conditions are in place. We define these conditions in Section 3.1, and present the marginal distribution functions as Proposition 1
and Corollaries 1 and 2.
We now derive the estimator of the proportion of reproducible genes in the sample, π 1 , using the MaRR procedure. To derive this estimator and show that it is consistent, we re-scale the maximum rank statistics to the unit interval by considering M g /n. When π 1 = 0, all n genes are irreproducible and the marginal probability mass function for M g /n can be calculated exactly.
Proposition 1. Assume that all n genes are irreproducible. Then the marginal probability mass function for the normalized maximum rank statistic M g /n is
Proof. See Supplementary Materials.
Derivation of estimateπ 1 under ideal setting
We now derive a procedure to estimate π 1 in an ideal setting by making strong assumptions about the behavior of the marginal ranks R x g and R y g . We later relax these assumptions, discuss the properties ofπ 1 in realistic settings, and derive estimates for FDR in Section 3.2. We call the setting consistent with the strong assumptions 'ideal', and settings consistent with relaxed assumptions 'realistic'. For clarity of notation, we use the index h to indicate a gene that is assumed to have irreproducible measurements.
Assumptions under the ideal setting (I1) Reproducible signals are always ranked higher than irreproducible signals, i.e. R As a result of assumption (I1), M g < M h for all reproducible genes g and irreproducible genes h.
Letting π 1 be the proportion of reproducible genes, this implies that all genes g such that M g /n ≤ π 1 are reproducible, and all genes h such that M h /n > π 1 are irreproducible. Rank pairs and maximum rank statistics for a sample dataset generated under the ideal assumptions with π 1 = 0.4 are provided in Figures 3a and 3b . We can now derive the relevant distribution functions for M h /n when π 1 > 0.
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For notational simplicity, define: In the ideal setting described above, reproducible genes must have maximum ranks no more than j π 1 , thus possible values for M h are j π 1 + 1, . . . , n. Adaptation of f n,0 in Proposition 1 gives the marginal mass function for M h /n dependent on π 1 :
As a further result, the marginal cumulative distribution, F n,π 1 and survival, S n,π 1 , functions can be calculated.
Corollary 2. Let π 1 ∈ (0, 1), x ∈ (0, 1), and i x = nx . Then the marginal cumulative distribution and survival functions are:
We also derive the limiting marginal distribution of M h /n:Theorem 1. Let π 1 ∈ (0, 1) be fixed, and assume (I1), (I2), and (I3). Then as n → ∞ the marginal limiting distributions of the random variable M h /n are as below:
As illustrated above, the theoretical distribution of M g is determined by the value of π 1 , and under the ideal conditions the observed distribution of M g should resemble most closely the theoretical distribution with the correct value of π 1 . In practice the value of π 1 is unknown, thus the MaRR procedure estimates π 1 by comparing observed and theoretical distributions of maximum rank statistics. The estimate for π 1 can thus be chosen as the value that produces the best match between observed and theoretical distributions. A classical approach to this comparison would focus on the cumulative distribution functions. The Cramer-von Mises statistic (Cramer, 1928; von Mises, 1931 ) is a goodness-of-fit statistic that achieves this purpose, and is well-known in the change-point literature.
In the setting described here, however, the exact distribution of M g /n is only known for M g /n > π 1 .
Using the cumulative distribution function would require assumptions or knowledge about the distribution of maximum rank statistics for reproducible genes. We avoid this issue by using the survival function, allowing consideration of only statistics associated with irreproducible genes. Define the empirical survival function as:Ŝ
We expect theπ 1 for which Sπ 1 is closest toŜ n to be a consistent estimate for π 1 . To define "closest", we use the mean squared error between the two functions for λ ∈ (0, 1):
The definition of M SE n (λ) includes the factor (1 − λ) inside the sum because M g follows a mixture 8
where G is the unknown distribution of reproducible genes, and F λ is defined in Corollary 2. Therefore the theoretical S λ must be normalized by (1 − λ). For a finite dataset of size n, M SE n (λ) can be calculated for any value of λ ∈ (0, 1/n, 2/n, . . . , (n − 1)/n), and we expect it to be small for values of λ close to the true π 1 , and larger for values far from π 1 . Thus we define the estimateπ 1 in the finite case and show it to be asymptotically consistent below:
Theorem 2. Let the ideal assumptions hold, and define the estimateπ 1 of π 1 aŝ
Figure 3a . The figure shows that M SE n (i/n) is very small near the correct π 1 , and for i/n close to 1. It is small for i/n ∈ (0.9, 1) because this part of the survival function is very similar regardless of the true value of π 1 . For this reason, in practice it is necessary to consider only values ofπ 1 ∈ (0, .9). Onceπ 1 has been determined, it is assumed that gene g is reproducible if M g /n ≤π 1 . In the ideal setting, it also means that gene h is irreproducible if M h /n >π 1 . This perfect split, however, only occurs under the ideal assumptions,and we must define an estimate of the false discovery rate for each gene with M g /n >π 1 for realistic settings. In the next section we relax the ideal assumptions, and derive a false discovery rate estimate.
Estimation of false discovery rates in realistic settings
In this section we make assumptions that are reasonably met by many real datasets, and use them in conjunction withπ 1 to estimate marginal false discovery rates of rejection regions for M g . For a realistic setting, we continue to assume (I2) and (I3) from the ideal setting, but relax (I1):
Assumptions for a realistic setting (R1) Reproducible signals tend to be ranked higher than irreproducible signals. Thus if gene g is reproducible and gene h is irreproducible,
(I2) The correlation between the ranks of reproducible signals is non-negative.
(I3) The two ranks per irreproducible gene are independent.
The difference between assumptions (R1) and (I1) reproducible signals M g /n have a positive probability of falling in the region (π 1 , 1). The smaller the effect size the larger this probability. As a result, the empirical survival curve will take on larger values in the region (π 1 , 1) than it would in the ideal case. Weighted theoretical survival (1 − λ)S λ (x) have larger values for smaller values of λ, as illustrated in Figure 4b , thus the empirical survival curve in the realistic case will be closer to a curve (1 − λ * )S λ * than to (1 − π 1 )S π 1 for some λ * ≤ π 1 . As a result the mean squared error will be minimized for some value λ Figure 5 provides empirical and theoretical survival curves for varying effect sizes to illustrate the estimation ofπ 1 .
For convenience, we now move away from the unit interval and work with the originally scaled M g = 1, . . . , n. We therefore define and use the discrete and re-scaled version ofπ 1 ,k:
1 Note that we recommend using .9n as the maximum possible value fork. We choose this value to ensurek is
In practice, we find thatk is a good estimate of when reproducible signals begin the transition to irreproducible signals. We base this assertion on observation of a large number of simulated datasets with varying degrees of effect size and proportion of reproducible signals, although it unfortunately cannot yet be proven theoretically. Figure 5 illustrates the performance ofk using stacked histograms for a small number of datasets. The figure also includes the corresponding datasets, survival curves, and M SE n curves to illustrate the estimation ofk for varying effect sizes.SurvivalSurvivalSurvivalFigure 5: Illustration of MaRR procedure for three datasets of size n = 1000 with 400 reproducible signals: large effect size (row 1), moderate effect size (row 2), and small effect size (row 3). The first column shows rank pairs for both irreproducible (gray) and reproducible (black) signals. The second column presents the corresponding empirical survival curves (black) overlaid with the theoretical survival curve for the true π 1 = .4 (dark gray) and the theoretical survival curve forπ 1 (light gray). Column three shows the M SE n curves used to determinek for each dataset. Finally, Column four gives the stacked histograms of M g overlaid with theoretical irreproducible densities fπ 1 (dashed) and f π 1 (solid). These densities intersect the x-axis atπ 1 and π 1 respectively. As can be seen, the empirical survival curves most closely approximate theoretical curves withπ 1 ≤ π 1 (column 2), and the estimateπ 1 marks the approximate beginning of irreproducible signals (column 4).
To determine the set of reproducible genes we choose a critical value,N according to an error rate, and declare all genes associated with M g ≤N as reproducible. This approach is akin to defining a rejection rejection as (0,N ), and rejecting the null hypothesis of irreproducibility for all signals with M g in this region (Storey et al., 2004) . We use the term 'false discovery' to describe the type 1 error committed when an irreproducible gene is declared reproducible, and estimate a marginal false estimated as the first local minimum in the SS(i/n) curve, as this curve tends to zero as i approaches n. For certain datasets with small effect size, .9n may need to be reduced to ensure accuracy.
discovery rate (Genovese and Wasserman, 2002) based on a rejection region. 
Consider Table 2 detailing possible decision outcomes for m simultaneous hypotheses, where U is the number of true null hypotheses that were correctly not rejected, V is the number of false rejections,
T is the number of hypotheses that were not rejected when they should have been, and S is the number of correctly rejected hypotheses. Q is the total number of rejections made. The marginal false discovery rate (mFDR) (Genovese and Wasserman, 2002 ) is thus defined below:
This quantity is closely related to the classical false discovery rate (FDR) as defined by Benjamini and Hochberg (1995) . Related quantities in common usage include the positive FDR (pFDR) (Storey, 2002) , the irreproducible discovery rate (idr) (Li et al., 2011) , and the local false discovery rate (lfdr) (Efron, 2004) . To describe our approach to mFDR estimation, we introduce the following notation:
Using this notation, the estimated mFDR for using i as the threshold value for declaring reproducibility is below:
The denominator of this expression is determined directly from data, however the numerator must be calculated using the distribution of M h calculated in Section 3.1, and dependent onk. With the value ofk determined, all genes with M g ≤k are declared reproducible. Recall thatk under-estimates nπ 1 , thus n −k over-estimates the true number of irreproducible genes. By using this assumption that there are n −k irreproducible genes in the dataset, we calculate E(Vk(i))) using the cumulative distribution function F n,k/n from Corollary 2.
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The calculation of the numerator is thus detailed below:
We can then define the estimated mFDR associated with any rejection region (0, i).
Thus the false discovery rate is controlled at a nominal level α if the threshold valueN is chosen to
and all genes with maximum rank statistics less than or equal toN are declared reproducible.
We now summarize the Maximum Rank Reproducibility procedure for set of n genes each with two measurements generated from replicate experiments.
MaRR Procedure:
To control FDR at a nominal level of α:
whereŜ n (x) is the empirical survival function, and S i/n (x) is the limiting survival function defined in Theorem 1. DefineN as:
where Q(i) is the number of genes with maximum ranks less than or equal to i.
Reject all genes g associated with maximum ranks M g less than or equal toN .
4 Simulation studies
We now describe two sets of simulation studies designed to assess the performance of the MaRR procedure. For both studies we compare our results to those of the copula mixture model of Li et al. (2011 The first study, simulation A, generates data from the parametric model assumed by the copula mixture model. The purpose of this simulation is to illustrate the performance of the MaRR procedure in situations where the copula mixture model has been shown to be effective. The second study, simulation B, mimics our motivating RNA-seq datasets from the SEQC study. These datasets do not follow the parametric assumptions made in the copula mixture model's formulation.
Settings for Simulation A
In the first study we vary three parameters: the effect size (µ A ), the proportion of reproducible signals (π 1 ), and the correlation between these signals (ρ). We assume that large values of test statistics will be highly ranked, corresponding to calculation of right-tail one-sided p-values. The test statistics for reproducible signals are generated as follows:
Irreproducible signals are generated from the standard bivariate normal distribution:
We let µ A ∈ {1, 2, 3}, ρ ∈ {0.40, 0.85}, and π 1 ∈ {0.10, 0.30, 0.65, 0.80}, resulting in a total of 24 settings. For each setting, we simulate 100 datasets of size n = 2000 and apply both the MaRR procedure and the copula mixture model, controlling error rates at α = 0.05. The copula mixture model requires specification of initial parameter values for µ A , ρ, σ, and π 1 to perform an expectation maximization algorithm. We thus performed the procedure ten times on each dataset, drawing initial 14 parameters from uniform distributions with the domains µ A ± 0.50, ρ ± 0.10, and π 1 ± 0.10. The initial parameter for σ was always set at the true value, σ = 1. Results with the highest likelihood were recorded. For each dataset we calculate the empirical false discovery rate for each procedure separately by dividing the number of false calls by the total number of genes declared reproducible.
The results are presented and discussed in Section 4.3.
Settings for Simulation B
The objective of the second simulation study is to imitate the observed rank sets from the RNA-seq data analyzed in Section 5, and to further assess the performance of the MaRR procedure. For the RNA-seq datasets the correlation is nearly perfect for the highest ranked signals, but a gradual reduction in correlation is observed for progressively lower ranked genes. In some datasets the correlation remains relatively high (e.g. Figure 9 , 1-2), and in others it deteriorates further before the initiation of an irreproducible component (Figure 9 , 3).
For each reproducible gene g the first test statistic, t g,1 is generated according to t g,1 ∼ Unif(1,5). The correlation between test statistics t g,1 and t g,2 is linearly dependent on the value of t g,1 . We assume that for t g,1 = 5 there is perfect correlation, and for the smallest value of t g,1 = 1 the correlation is some reduced value r 0 . Given t g,1 , the remaining test statistic t g,2 is assumed to follow a normal distribution:
where r g = 1 − r 0 4 (t g,1 − 1) + r 0 .
As before, the largest values of t g,1 , t g,2 are considered to be the most highly ranked signals. Irreproducible signals are generated following (12). We include 12 parameter settings for simulation B by varying the proportion of reproducible signals, π 1 ∈ {0.10, 0.30, 0.65, 0.80}, and the minimum correlation value, r 0 ∈ {0.30, 0.70, 0.95}. For each setting we generate 100 datasets. To more closely imitate the SEQC data, each dataset has size n = 10, 000. As before, we record results from the MaRR procedure and copula mixture model. For the latter, we record the result with the highest likelihood after using ten different initial parameter sets drawn from uniform distributions with domains (2, 3)
for µ A , (0.70, 0.99) for ρ, and π 1 ± 0.10 for π 1 . anti-conservative in these settings. This is expected due to the assumption that no irreproducible signals have maximum rank less thank, the value at which the MaRR procedure determines irreproducible genes first appear. In this setting it is likely that some irreproducible maximum ranks are less thank, leading to inflated FDR estimates. In the same situation the copula mixture model is very conservative if the signals are weakly correlated across replicates (ρ = 0.4). In these cases, the real signals may fall in the undetectable regions, which makes identification difficult for any methods (Donoho and Jin, 2004) . In practice, practitioners who apply MaRR when π 1 is suspected to be very small should be wary of inflated FDR estimates, or they may setk to be zero if they desire strict FDR In this setting the copula mixture model is a better choice for inference. This is expected, as these situations are generated from the true models of the copula mixture model. The copula mixture model is expected to be advantageous over nonparametric models in these situations.
In simulation B (Figure 7) , the MaRR procedure effectively controls FDR across all situations examined, with no settings requiring extra care. Both methods tend to be conservative, but the copula model is more conservative when r 0 is 0.95. We will look into this case in more details in the following two subsections.
Discriminative Power
Next, we compare the discriminative power of these two procedures. Figure 8
Decision Boundary
We now compare the decision boundaries of the two methods and show that the decision boundary of MaRR is more desirable for the application of RNA-seq data. Decision boundary determines how the reproducibility of relatively low abundance signals is prioritized. It is particularly relevant to RNA-seq data, as many functionally important genes have a low abundance and the information on their reproducibility is especially helpful for establishing confidence in their measurements (Roberts and Pachter, 2011; Mercer et al., 2012) .
MaRR always has a consistent, square decision boundary, while that of the copula mixture model has a shape similar to a bivariate Gaussian tail and is influenced by the empirical distribution of the reproducible component. For data that behaves as in Figure 8i , the two methods give very similar results. In the case of Figure 8j , the parametric decision boundary is overly narrow and extends well into the irreproducible component, causing an omission of reproducible signals that are somewhat off diagonal y = x. This behavior is related to the parametric assumption of the copula mixture model, which we discuss in detail in Section 5.3. The non-parametric nature of the MaRR procedure is likely 18 to improve analysis for this type of situation.
These simulation results, ROC curves, and decision boundaries show two primary facts. Firstly, the MaRR procedure performs well in most situations in our simulations, with care needed primarily when the proportion of reproducible signals is small or when there is no obviously irreproducible component. Secondly, the MaRR procedure has favorable performance in situations similar to those in Figure 8j , when correlation of reproducible signals is nearly perfect for the highest ranked signals and erodes only slightly for progressively lower ranked ones. This second fact further motivates the use of the MaRR procedure for the SEQC data.
Application to SEQC data
To illustrate the utility of the MaRR procedure we apply it to the problem of assessing reproducibility of RNA-seq data. We use data produced for the Sequencing Quality Control project to compare and evaluate three RNA-seq platforms across different labs using Universal Human Reference RNA samples.
Section 5.1 discusses the data, its read depth, and the processing necessary to perform the MaRR procedure. We present results in Section 5.2 for two types of comparisons: (1) biological replicates from the same lab, and (2) biological replicates from different labs using the same platform. We perform the same comparisons using the copula mixture model. Finally, we discuss and evaluate the findings in Section 5.3.
Data
The Universal Human Reference RNA sample was sequenced by all thirteen laboratories involved in the SEQC project. We apply the MaRR procedure and copula mixture model to measure reproducibility within labs and between labs. For within-lab comparisons we rank and compare transcripts from replicates produced by the Mayo Clinic (Mayo), Penn State (PSU), and New York University Medical Center (NYU). Table 3 summarizes these replicates and their corresponding read depths. To make comparisons between 19 labs using the same technology we sum read counts over all replicates per lab. We then rank the total read counts for each lab and make three comparisons: Illumina, Life Technologies, and Roche 454. Table 4 summarizes which labs were selected, the number of replicates per lab, and the read depth.
For all comparisons, highly ranked transcripts are those with the most read counts. Ranking ties are treated by random assignment. For example, if two transcripts are tied with three transcripts ranked higher than both, one of the tied transcripts is randomly assigned the rank of four and the remaining transcript the rank of five. The technologies have varying read depth, but the reads are all mapped to the same set of 43,919 transcripts. Increased read depth for Illumina and Life Technologies experiments appears to affect the reproducibility of results, as we discuss in more detail in Section 5.3.
After an initial examination of all six comparisons, we found that the distribution of ranked read counts shows very high correlation for the most highly ranked transcripts, with a gradual deterioration in correlation for less highly ranked transcripts. Additionally, we found that for all comparisons of interest there was an obvious irreproducible component, meeting the requirements of the MaRR procedure. transcripts in the SEQC data. We average the PCR values over the four replicates and rank them based on this average. We discuss results using these PCR ranks in Section 5.3.
Analysis and Results
Figure 9: Comparisons for the SEQC data. The rows show decision boundaries for the MaRR procedure (top) and the copula mixture model (bottom). The gray shades from dark to light show the top k transcripts for k=8,000, 20,000, and the number of signals declared reproducible by MaRR at α=.01 respectively. Black dots indicate transcripts not declared reproducible for any included value of k. Comparisons 1-3 are within-lab and comparisons 4-6 are between-lab, with details described in Table 5 .
We applied both procedures to each of six comparisons. The copula mixture model was performed ten times with different starting values to ensure convergence. Results with the highest likelihood are reported. We provide the number of signals declared reproducible at an estimated error rate of α=0.05, the estimated proportion of reproducible signals,π 1 , and the correlation for transcripts declared reproducible,ρ. The results are summarized in Table 5 , and illustrated in Figure 9 . and (4, 5, 6) to comparisons between labs. The columns in each results section give the estimated proportion of reproducible signals, the correlation for transcripts declared reproducible, and the number of transcripts declared reproducible using an error threshold of α =0.01. 
Discussion
The results reported in the previous section show a very high level of reproducibility for the Illumina and LIFE technologies, agreeing with the findings of the SEQC project (SEQC/MAQC-III Consortium, 2014). For all platforms considered, the estimated proportion of reproducible signals (π 1 ) is larger for between-lab comparisons than for within-lab replicates, although agreement between highly ranked transcripts (ρ) is somewhat reduced (Table 5) . We suspect the larger proportion of reproducible transcripts is due to increased read depth from combination of biological replicates, and the decreased correlation is due to increased noise from between labs. For Illumina this decrease is very slight, while it is most noticeable for the Roche 454 platform whose measurements were the noisiest to begin with. There seems to be a strong relationship between read depth and reproducibility; higher read depth is associated with more reproducible findings. The Illumina platform in particular has almost perfect correlation between ranks for both within and between lab comparisons. The Roche 454 technology, which has far fewer reads per transcript, shows a lower level of both reproducibility and correlation between ranks of reproducible transcripts.
An important part of the analysis is to identify reproducible transcripts. Though reproducibility is less an issue for high-abundance transcripts, as they usually are highly reproducible (Figure 9 ), more uncertainty is present for low-abundance transcripts, as RNA-seq technology has larger variance for low read counts (Love et al., 2014; Zhao et al., 2014) . Nevertheless, many low-abundance transcripts, for example, long intergenic non-coding transcripts (lncRNAs), are crucial in defining cellular function in normal and disease states (Roberts and Pachter, 2011) . The consistency across replicates greatly helps differentiate them from noise. When applied to the SEQC data, both methods give similar results for two of the six comparisons (Roche technology, comparisons 3 and 6), however they differ in both estimates ofπ 1 and the shape of decision boundary for the remaining comparisons 22
(1,2,4,5). The MaRR procedure found very high proportions of reproducible signals for these comparisons (π 1 = 0.851, 0.847, 0.900, 0.898), while the copula mixture model estimatedπ 1 to be 0.773, is especially noticeable in the between-lab comparisons (4-5 in Figure 9 ), where some signals that are highly ranked in both labs are still deemed irreproducible. On the other hand, MaRR's square decision boundary prioritizes transcripts that are higher ranked but somewhat off-diagonal over lower ranked transcripts that are very close to the line y = x. As low-abundance transcripts usually have higher dispersion for RNA-seq data (Love et al., 2014; Zhao et al., 2014) , real transcripts with low counts are more likely to be somewhat off the diagonal than the highly abundant ones. A square decision boundary is more likely to accommodate these transcripts than a pointy one.
To evaluate which decision boundary is more biologically relevant for these particular data, we consider the Taqman PCR data as a source of external validation. Although PCR measurements are only available for a small subset of the genes considered in the RNA-seq datasets (1129 out of more Here, k is determined by the number of transcripts declared reproducible by the MaRR procedure for α = 0.01. PCR genes with lower-valued ranks are more highly expressed. In all comparisons, more PCR genes are identified only by the MaRR procedure than the copula mixture model. For comparisons 4 and 5, there were no PCR genes identified only by the copula mixture model. than 40,000 transcripts), they still provide some insight. Specifically, we compare the PCR genes included in the 'top k' signals from one approach but not the other. The PCR genes with smaller rank values would be considered more desirable to identify, as their average expression level is higher. 
Concluding remarks
In this article we have introduced MaRR, a nonparametric approach to detect reproducible transcripts from replicate experiments. The MaRR approach is applicable for many different measurement types, makes very few assumptions about the distribution of reproducible signals, and does not rely on tuning parameters or require starting values. Its decision boundary naturally accommodates the elevated dispersion among less highly ranked genes. It works especially well when there is a gradual deterioration in correlation for less highly ranked genes, a situation that is encountered in certain high-throughput data analyses such as RNA-seq data. An extension of the MaRR procedure for simultaneous consideration of more than two replicates is a topic for future research. Although defining what 'reproducible' means is complicated in higher dimensions, it is closely related to the partial conjunction hypothesis discussion of Benjamini and Heller (2008) . Consider the case of three biological replicates. We then have three ranks for each gene g: R could be used. The marginal distribution of both can be calculated exactly in a derivation similar to that of f π 1 in this article, and corresponding estimates for π 1 and mF DR could be derived. We have outlined the process for M (3) g in Supplemental Materials. This straightforward extension requires tedious algebra, but the resulting procedure will have a closed form solution and fast computation. These approaches are scalable as the dimension increases, due to the effective collapse of high-dimensional ranks into single summary rank statistics.
