ABSTRACT. -The paper is devoted to one-dimensional nonlinear stochastic partial differential equations of parabolic type with non homogeneous Dirichlet boundary conditions of white-noise type. We formulate a set of conditions that a random field must satisfy to solve the equation. We show that a unique solution exists and that we can write it in terms of the stochastic kernel related to the problem. This formulation allows us to study the basic properties of the solution, as the continuity and the boundary-layer behavior, by means of Malliavin calculus. 
Introduction
Our purpose in this paper is to study stochastic partial differential equations of the form is a real standard n-dimensional Wiener process and V t is a Brownian motion adapted to the filtration generated by W t . We set the initial condition equal to zero in order to simplify the notation; no major problems arise in the general case.
Existence and properties of the solution to an evolution problem with boundary noise are broadly investigated in the literature. The way we interpret the solution u(t, x), see Definition 2, is in particular inspired from that given in [16] . An alternative approach we would like to mention is given by the semigroup techniques developed, among others, in [4] and [11] , which allow to study the global properties of the solution.
In this paper we show that the solution of Eq. (1.1) is the random process u(t, x) which satisfies the evolution equation 
1). This kernel is adapted to F
t s = σ {W r , s r t}, which means that the integrals in Eq. (1.2) are anticipative. We will interpret the first integral in the backward Itô sense and the second one in the Skorohod sense (see [15] ).
The evolution equation related to problem (1.1) in the whole space has been studied in [14] and in [2] . Following the approach introduced in these papers we establish the existence and uniqueness of a solution to Eq. We are interested in the regularity behavior of the solution, especially near the origin, where the boundary data is highly irregular. Our results are, again, connected to those proved in [16] ; we will show that near the boundary the solution still behaves not too badly: namely, it has a singularity of order 1 in x = 0 and for any α > 0 it holds that x 1+α u(t, x) → 0 a.s. as x ↓ 0.
Main assumptions and statement of the results
In this paper, we will always assume without stating that the coefficients in Eq. (1.1) satisfy the following regularity assumptions: (h1). The drift coefficients b j : R + → R belong to C 3 b and they satisfy the joint ellipticity condition
(h2). The nonlinear terms F j (t, x, u) are uniformly Lipschitz continuous in the variable u: there exists a constant L such that for all t ∈ [0, T ], x ∈ R and j = 1, . . . , n
The class of functions which satisfy condition (F ) p,ϑ is quite spread; for example, we can take h(x) = 1/x, which belongs to L p ϑ for any p 2, 0 < ϑ < 1. We make use of the following notation. Let ( , F, P) be the canonical probability space of the n-dimensional Brownian motion W = {W t , t ∈ [0, T ]}. Given a Banach space X, we denote L p ( × [0, T ]; X) the space of p-integrable random processes with values in X and M p ( × [0, T ]; X) the subspace of p-integrable, adapted processes. The following result states the main properties of the solution to the evolution equation (1.2) . The proof will be given in Section 4.
is continuous on [δ, ∞) for every δ > 0 and it satisfies that
for every α > 0.
Our next aim is to properly define the meaning of weak solution for Eq. (1.1). We consider the class of smooth functions f (t, x) which belong to C ∞ 0 and satisfy f (t, 0) = 0; a formal computation leads to
To make this rigorous, we need to give a meaning to the left hand side of the previous equation, because u(t, x) might not exist on the boundary. However, we can "avoid" the boundary by considering x + ε instead of x as the space variable in (1.6). 
In Section 5 we will prove the following result.
given in the previous theorem is the unique weak solution of Eq. (1.1).
The construction of the stochastic kernel
In this section we recall the definition and the basic properties of the stochastic kernel related with Eq. (1.1). This construction follows that in [14] ; see also [8] . In order to make the paper self-contained, we recall first the basic definitions of Malliavin calculus required along the paper. For all the details we refer to the monograph [12] .
Basic definitions in Malliavin calculus
Let S be the set of smooth and cylindrical random variables of the form
where
(f and all its derivatives are bounded), and h 1 , . . . , h m ∈ H . Given a random variable F of the form (2.1), we define its derivative as the stochastic n-dimensional process {D t F, t ∈ [0, T ]} given by
In the same way, we can define the iterated derivative operator on a cylindrical random variable by setting 
Next, we introduce the adjoint of the derivative operator D; it is the Skorohod integral with respect to the Brownian motion W :
The domain of the Skorohod integral contains the set M 2 ( ; H ) of square integrable and adapted processes and the operator δ restricted to this space coincides with the Itô stochastic integral (see [13] ).
Let us define the family of spaces
We recall that L 1,2 is included in the domain of δ, and for a process u in L 1,2 we can compute the variance of the Skorohod integral of u as follows
Main tools from Malliavin calculus that we use in the paper are contained in [12] . Apart from these, we need to recall the following change-of-variables formula for the Skorohod integral; see [2] and [7] . 
PROPOSITION 4. -Consider a process of the form
X t = n j =1 t 0 u j (s) dW j s , where (a1) u ∈ L 2,2 , (a2) u ∈ L β ( × [0, T ]; R n ), for some β > 2, (a3) T 0 |u(s)| 2 ds < N for some positive constant N . Let F : R → R be a twice continuously differentiable function such that F is bounded. Then we have F (X t ) = F (0) + n j =1 t 0 F (X s )u j (s) dW j s + 1 2 t 0 F (X s )|u(s)| 2 ds + t 0 F (X s ) u(s), n j =1 s 0 D j s u(r) dW
The stochastic heat kernel
Let B = {B t , t ∈ [0, T ]} be a Brownian motion with variance 2t defined on another probability space (W, G, Q). Consider the following backward stochastic differential equation on the probability space ( × W, F ⊗ G, P × Q):
From the results in Theorems 3.4.1 and 4.5.1 of [9] we know that Eq. (2.3) has a solution ϕ = {ϕ t,s (x), 0 s t T , x ∈ R}, continuous in the three variables and verifying
The existence of the kernel for the operator
is proved in Proposition 9 of [14] .
PROPOSITION 5. -Let ϕ t,s (x) be the stochastic flow defined by Eq. (2.3). Then there is a version of the marginal density p(s, t, y, x) = Q[ϕ t,s (x)∈dy] dy
which is F t s -adapted and it satisfies the semigroup property:
We denote q(s, t, y, x) the heat kernel on R defined by the Laplace operator
4(t − s) .

We set q D (s, t, y, x) = q(s, t, y, x) − q(s, t, −y, x): it is known that q D (s, t, y, x)
is the heat kernel on R + with zero Dirichlet boundary conditions. We recall that ∂q ∂y (s, ·, y, x) is the density function of a Brownian passage time, which also means that for any
This can be easily proved as follows:
. From the analog result for the kernel p, that is given in Eq. (4.15) of [14] , it is possible to prove the backward Kolmogorov equation for any test function f ∈ C ∞ 0 (R):
This gives us the evolution equation
from which we can prove that this kernel satisfies the semigroup property
and the Dirichlet boundary conditions. In order to study the stochastic problem (1.1) it is important to have estimates on the kernel p D (s, t, y, x) . In the sequel C and c will be some positive constants that can change from line to line.
for each m = 0, 1, 2, k = 0, 1 and for some constants C, c > 0.
Proof. -In Proposition 11 of [14] some estimates for the kernel p(s, t, y, x) are given. The first part of the lemma is proved using those results; here we give only the proof of (2.11) in the case m = k = 1, in which some new ideas are needed.
We observe that the chain rule for the Malliavin derivative gives 
With this notation we can write
We define moreover the process B t,s (x) = ϕ t,s (x) − x. As a first step we study estimates on the indicator function. It follows that
since B and −B have the same distribution, it is sufficient to study one case. Assume y > x: using the trivial bound
valid for any a 0, K > 0, we obtain
The following estimate is proved in [2] E exp 2KB t,s (x)
with the same arguments as in the proof of Proposition 11 of [14] , we can prove that 
for 0 a 1.
The following lemma is concerned with the Malliavin derivative of the stochastic kernel. The operator D − defined in (2.12) is usually known in the literature as the forward Malliavin derivative.
and there exists a version of the derivative such that the following limit exists in
(2.12)
Moreover, it satisfies the evolution equation
and the estimates
14)
Proof. -The regularity properties of p D (s, t, x, y) follows from those of p(s, t, x, y) that are proved in [14] . Using the semigroup property (2.9) we get 
Then it follows that
and letting ε tend to zero we obtain
Now, using the estimates of the previous lemma the result follows. ✷
The boundary term
We consider here the term
It is easy to prove that
In fact we have, using estimate (2.11) and the isometry property of the Itô backward integral, that
2)
The following lemma will be necessary in Section 5. Proof. -In order to prove the almost sure convergence we notice that, since ε > 0, we can apply Fubini's theorem and study the limit
Notice that it is sufficient to prove that
is a continuous function in 0, and to identify the limit. In order to study the continuity of f notice that for every ε, ε > 0 
We start from the first term. As ϕ is smooth we can estimate the first term as follows
On the other hand, using the evolution equation ( ∂ ∂y
Now we need to apply Fubini's theorem to the right-hand side of the previous expression, which becomes equal to
The identity in Eq. (2.6) applies in both integrals, so that I 2 (ε, ε ) = 0, which means that . Since p 2 is arbitrary, the trajectories are a.s. Hölder continuous for any exponent less than 1. We remark that there is no problem caused by the fact that we do not consider ε = 0 (this is done by convenience of the proof ); one may simply define f (0) using the completeness of the space L p ( ). Let us prove (3.3). We already noticed that it remains to identify the limit f (0) = lim ε→0 f (ε). From the evolution equation (2.8) we can write ds dV r .
The second term of the above identity, evaluated in ε = 0, is zero. In order to finish the proof, it suffices to control that
We get we read
LEMMA 10. -For any α > 0 the following convergence holds for any t ∈ [0, T ], almost surely:
Proof. -The proof will follow if we show that for some α < α the function x So we are lead to prove that for every p 2 and x, z ∈ (0, K), x < z, the following estimate holds:
We can write where
In Eq. (3.2) we have proved that E| (t, z)| p Cz −p so that
On the other hand, we can estimate the difference
By the estimates (2.10) and (2.11) we can easily deduce that (recall that we have chosen x < z)
which proves the assertion in Eq. (3.8). Now we are in the position to apply Kolmogorov's continuity theorem and the lemma is proved. ✷ Remark 11. -The above proof shows in particular that x → (t, x) is a continuous function on (0, +∞) and that it is uniformly Hölder continuous on (δ, +∞) for any δ > 0.
Mild solution
We recall from the introduction that L p γ is the space of real-valued functions f such that
where 0 < γ < 1 and p 2. In order to prove Theorem 1 we need some preliminary results.
LEMMA 12. -The application defined by
, for all 0 < γ < 1 and p 2.
Proof. -Without loss of generality we can assume that n = 1. We denote by S a the space of simple and adapted processes of the form
where 0 < t 0 < t 1 < · · · < t m = T and the F j are F t j -measurable random variables in S.
Denote for simplicity
We can assume that is a simple and adapted process; suppose first that p D (s, t, y, x) is an elementary backward-adapted process, so that B x (s) satisfies the assumption of Proposition 4; consider the family of functions
by Itô's formula we obtain that
By means of a density argument, we can easily check that Eq. (4.2) holds also for the kernel p D (s, t, y, x) introduced in the previous sections. Now from the bound
Applying the lemma on p. 171 of [17] we obtain that 
that we can write
A few computations show that the first term can be decomposed
We consider the second term since it is possible to bound the first one with the same estimates. We have
proceeding as in the first case we get
where we have defined, for some q > 0,
Our next aim is to prove estimates for φ 2,1 (t, x) and φ 2,2 (t, x) (with the same techniques we will bound φ 1 (t, x) ). Let us start from the first one: for some a ∈ [0, 1] and b ∈ R to be fixed later, we use Remark 7 to estimate
We recall the following estimate, which holds for any b > 1/2:
We integrate in dx:
and by Hölder's inequality The desired estimate follows by applying Minkowski's and Hölder's inequalities, under the assumption q + a < 1/2:
We consider now the second term. Assume that q < 1:
We integrate both sides of the above inequality with respect to dx; using estimate (2.10) and Hölder's inequality we get
We need to take some care in order to evaluate φ 3 (t, x). Using (2.14) and Schwartz's inequality we may write
The integration in dx leads to
we apply first Hölder's inequality
and then Minkowski's inequality
By another application of Hölder's inequality we have
We now define δ = 
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Now we are able to integrate between 0 and T ; repeated applications of Fubini's theorem imply
so for every positive time T such that CT < 1 we have proven that :
) is a contraction. The restriction on T can be easily avoided repeating the above arguments in [T , 2T ], and so on.
In order to complete the proof we only need to control that all the parameters are well defined. Since for any p 2, γ ∈ (0, 1) the interval (0, (1 − γ )/p) is non empty, it is sufficient to take q inside this interval, which implies in particular that We are interested mainly in the second term. Let q be a parameter in (0, 1) that will be chosen later. In order to estimate the first term we notice that for all constants c ∈ (0, 1) and d > 0: 
