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Memristor Circuits: Bifurcations without Parameters
Fernando Corinto, Senior Member, IEEE, and Mauro Forti
Abstract— The present manuscript relies on the companion
paper entitled “Memristor Circuits: Flux–Charge Analysis
Method,” which has introduced a comprehensive analysis method
to study the nonlinear dynamics of memristor circuits in the
flux–charge (ϕ, q)–domain. The Flux–Charge Analysis Method
is based on Kirchhoff Flux and Charge Laws and constitutive
relations of circuit elements in terms of incremental fluxes and
incremental charges. The straightforward application of the
method has previously provided a full portrait of the nonlinear
dynamics and bifurcations of the simplest memristor circuit
composed by a capacitor and a flux-controlled memristor. This
paper aims to show that the method is effective to analyze
nonlinear dynamics and bifurcations in memristor circuits with
more complex dynamics including Hopf bifurcations (originating
persistent oscillations) and period–doubling cascades (leading
to chaotic behavior). One key feature of the method is that
it makes clear how initial conditions give rise to bifurcations
for an otherwise fixed set of circuit parameters. To the best
of the authors’ knowledge, these represent the first results that
relate such bifurcations, which are referred to in the paper as
Bifurcations without Parameters, with physical circuit variables
as the initial conditions of dynamic circuit elements.
Index Terms— Bifurcations without parameters, circuit
analysis, circuit theory, memristor, nonlinear dynamics.
I. INTRODUCTION AND BACKGROUND
NONLINEAR dynamics and bifurcations in memristorcircuits can be studied by means of the Flux–Charge
Analysis Method (FCAM) developed in the companion
paper [1]. FCAM relies on Kirchhoff Flux and Charge Laws
and constitutive relations of circuit elements in terms of
incremental flux and charge and it permits to write a system
of circuit equations in the form of Differential Algebraic
Equations (DAEs) or State Equations (SEs) in the flux-
charge (ϕ, q)–domain. The method is basically different from
typical approaches in the literature to study the dynamics of
memristor circuits using classical circuit analysis techniques
in the voltage–current (v, i)–domain, see, e.g., [2]–[4], and
references therein.
In [1] FCAM has been used to analyze a toy example,
namely, the convergent dynamics and saddle–node bifurcations
of equilibrium points for the simplest memristor circuit com-
posed by a capacitor and a flux–controlled memristor. Goal of
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this manuscript is to demonstrate the effectiveness of FCAM,
and discuss the advantages of using the formulation in the
(ϕ, q)–domain, with respect to that in the (v, i)–domain, in
the analysis of memristor circuits displaying more complex
oscillatory dynamics and bifurcations.
More specifically, in the paper we use FCAM to
study a class of memristor–inductor–capacitor circuits that
display Hopf bifurcations originating persistent oscillations
(Section II), and a class of higher-order memristor circuits
exhibiting period–doubling cascades leading to chaotic
behavior (Section III). Circuits of this kind are of interest both
theoretically and practically and have received a great deal of
attention in the literature as prototypical circuits for studying
the possible nonlinear dynamics of memristor circuits [2], [5].
The results obtained in the paper highlight some main
advantages of FCAM with respect to the existing techniques
in the (v, i)–domain. First of all, FCAM permits to obtain
analytically, both for the oscillatory and the chaotic circuits, a
foliation of the phase–space in the (v, i)–domain in invariant
manifolds, i.e., regions of the phase–space where the evolution
of electrical variables takes place. Moreover, it permits to
describe the nonlinear dynamics on each invariant manifold
by means of a smaller set of ODEs with respect to the
(v, i)–domain. The ODEs in the (ϕ, q)–domain contain non-
linearities that are smoother than those in the (v, i)–domain,
thus alleviating possible numerical problems in the numerical
simulations. Finally, and more importantly, on the basis of the
analytic expressions of the manifolds, FCAM makes it clear
and enables to study how Hopf bifurcations or period-doubling
bifurcations can be induced by varying the initial conditions
for the state variables of the dynamic elements in the (v, i)–
domain, i.e., capacitors, inductors and memristors, for an
otherwise fixed set of circuits parameters. In the paper we will
refer to these bifurcations as Bifurcations without Parameters.
We stress that this is a significant improvement with respect
to existing approaches in the (v, i)–domain, which are based
only on numerical or experimental means, to study this initial–
condition dependent bifurcation phenomena. A more complete
discussion and comparison with the results in the existing
literature is given in Section IV.
A. Flux–Charge Analysis Method
For the sake of completeness, a brief summary of FCAM
is reported in the following.1 FCAM can be used to study
the dynamics of a large class of nonlinear circuits, which is
named LM, containing ideal resistors, inductors, capacitors,
ideal independent current and voltage sources, and ideal
1Readers are invited to refer to [1] for more details on the theoretical
foundation and the notation as well.
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memristors that are either flux-controlled or charge
controlled.2
Suppose we are given a circuit in the class LM with fixed
topology for t ≥ t0, where −∞ < t0 < ∞ is an assigned
finite time instant, and we are interested in its dynamical
behavior for t ≥ t0. Let v(t) and i(t) be the voltage and
current of a two-terminal element in LM. The voltage and
current momenta (also known as flux and charge) are
ϕ(t) =
∫ t
−∞
v(τ )dτ ; q(t) =
∫ t
−∞
i(τ )dτ
respectively. Let us also define the incremental flux and
charge
ϕ(t; t0) = ϕ(t) − ϕ(t0) =
∫ t
t0
v(τ )dτ
q(t; t0) = q(t) − q(t0) =
∫ t
t0
q(τ )dτ
for any t ≥ t0.
FCAM relies on the following two main points.
1) The use of Kirchhoff Charge Laws (KqLs) and
Kirchhoff Flux Laws (KϕLs) in the (ϕ, q)–domain that
are independent of initial conditions for circuit elements
at t0. More specifically, KqLs can be expressed as
Aq(t; t0) = 0 (1)
whereas KϕLs read as follows
Bϕ(t; t0) = 0 (2)
for any t ≥ t0, where q(t; t0) and ϕ(t; t0) are the vectors
of incremental charges and fluxes of the elements in the
considered circuit and A, B are the reduced incidence
matrix and reduced loop matrix, respectively.
2) The use of constitutive relations (CRs) of circuit ele-
ments in the (ϕ, q)–domain in terms of incremental
flux and charge. Consider a capacitor obeying qC(t) =
CvC (t), an inductor obeying ϕL(t) = LiL(t), and a
flux-controlled (resp., charge-controlled) memristor sat-
isfying qM (t) = f (ϕM (t)) (resp., ϕM (t) = h(qM (t))),
for any t ≥ t0. Let vC0 = vC (t0), iL0 = iL(t0) and
ϕM0 (resp., qM0 ) be the initial conditions at t0 for the
state variables vC (t), iL(t) and ϕM (t) (resp., qM (t))
in the (v, i)–domain. We have qC(t0) = qC0 = CvC0
and ϕL(t0) = ϕL0 = LiL0 . The corresponding CRs
and equivalent circuits for t ≥ t0 in the (ϕ, q)–domain
are reported in Figs. 1–4. It is important to note that
the initial conditions at t0 for the state variables in
the (v, i)–domain, i.e., qC0 = CvC0 , ϕL0 = LiL0 ,
and ϕM0 (or qM0 ), explicitly appear as constant inputs
in the equivalent circuit models in the (ϕ, q)–domain.
Then, consider a resistor such that vR(t) = RiR(t),
an independent voltage (resp., current) source obeying
v(t) = e(t) for any i(t) (resp., i(t) = a(t) for any v(t)).
The CRs and equivalent circuits for t ≥ t0 in the
(ϕ, q)–domain are given in Figs. 5–7.
2Resistors, inductors and capacitors may also be active.
Fig. 1. Equivalent circuit for an ideal capacitor in terms of the incremental
charge qC (t; t0) and flux ϕC (t; t0).
Fig. 2. Equivalent circuit for an ideal inductor in terms of the incremental
charge qL (t; t0) and flux ϕL (t; t0).
Fig. 3. Equivalent circuit for an ideal flux–controlled memristor in terms
of the incremental charge qM (t; t0) and flux ϕM (t; t0). The two charge
and flux generators depend only on the initial flux ϕM (t0) = ϕM0 . The
memconductance is readily defined as G(ϕM (t)) = f ′(ϕM (t)).
Fig. 4. Equivalent circuit for an ideal charge–controlled memristor in terms of
the incremental charge qM (t; t0) and flux ϕM (t; t0). The two charge and flux
generators depend only on the initial charge qM (t0) = qM0 . The memristance
is readily defined as R(qM (t)) = h′(qM (t)).
Once each circuit element is described in the (ϕ, q)–
domain by incremental flux and charge at its terminals, any
circuit in the class LM is obtained by interconnecting circuit
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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Fig. 5. Equivalent circuit for an ideal resistor in terms of the incremental
charge qR(t; t0) and flux ϕR(t; t0).
Fig. 6. Equivalent circuit for an ideal independent voltage source in terms
of the incremental charge qe(t; t0) and flux ϕe(t; t0).
Fig. 7. Equivalent circuit for an ideal independent current source in terms
of the incremental charge qa(t; t0) and flux ϕa(t; t0).
elements using such terminals. The obtained circuit obeys
KqLs and KϕLs as in point 1). By FCAM it is possible
to write a system of circuit equations in the form of DAEs
or SEs in the (ϕ, q)–domain. By time differentiation, the
corresponding DAEs or SEs in the typical (v, i)–domain can
be obtained as well.
II. RELAXATION OSCILLATORS WITH MEMRISTOR
In Section II-A we first consider a simple memristor circuit
whose dynamics display impasse points.3 In Section II-B we
then show that we can break impasse points by considering a
more realistic circuit including a parasitic element. The latter
circuit is shown to exhibit nonlinear oscillations and Hopf
bifurcations induced by varying the initial conditions for fixed
sets of circuit parameters.
A. Memristor Circuits with Impasse Points
Consider for t ≥ t0, where −∞ < t0 < ∞, the simplest
memristor–based circuit in the class LM (see the M–C circuit
in Fig. 8), composed of just one memristor M connected to a
3We refer the reader to [6] for an analysis of impasse points in other classes
of memristor circuits.
Fig. 8. The simplest memristor–based circuit with a charge–controlled
(active) memristor.
Fig. 9. Equivalent circuit in the (ϕ, q)–domain of the M–C circuit in Fig. 8
for t ≥ t0.
capacitor C . Suppose the memristor is charge–controlled and
is defined by a smooth non–monotone function
ϕM (t) = h(qM (t)) = −aqM(t) + bq3M(t) (3)
with a, b > 0. Note that the memristor is not flux–controlled
and is (locally) active since the memristance R(qM (t)) =
h′(qM (t)) < 0 for |qM (t)| < √a/3b.4
Let vC (t0) = vC0 , qM (t0) = qM0 be the initial conditions
at t0 for the state variables in the (v, i)–domain. It follows
that qC(t0) = qC0 = CvC0 . The corresponding circuit in the
(ϕ, q)–domain, obtained by the equivalent circuits in Fig. 1
and Fig. 4, is represented in Fig. 9.
Analysis by inspection permits to write the following KϕL,
KqL and CRs
ϕC(t; t0) = ϕM (t; t0) (4a)
qC(t; t0) = −qM (t; t0) (4b)
qC(t; t0) = −qC0 + C
d
dt
(ϕC(t; t0)) (4c)
ϕM (t; t0) = −h(qM0) + h(qM (t; t0) + qM0) (4d)
ϕC(t0; t0) = 0. (4e)
It is apparent that, since h(·) is not globally invertible, it is not
possible to obtain the corresponding SE in the (ϕ, q)–domain
in terms of the state variable ϕC(t; t0), i.e., the SE for this
circuit does not exist globally.
On the other hand, the following DAEs in the (ϕ, q)–domain
for any t ≥ t0 can be readily derived from (4)
C
d
dt
(ϕM (t; t0)) = −qM(t; t0) + qC0 (5a)
ϕM (t; t0) = −h(qM0) + h(qM (t; t0) + qM0) (5b)
ϕM (t0; t0) = 0. (5c)
4The same M–C circuit with a flux–controlled memristor is thoroughly
investigated in the companion paper [1].
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Fig. 10. The dynamic route of the M–C circuit in Fig. 8 for t ≥ t0 and|Y0| <
√
a/3b. The impasse points P1 and P2 are denoted by “◦,” whereas
the only equilibrium point P is marked with “×”.
These can be put in the simplified form
d x(t)
dt
= − 1
C
y(t) + 1
C
Y0 (6a)
x(t) = h(y(t)) = −ay(t) + by3(t) (6b)
x(t0) = X0 (6c)
by letting
x(t) = ϕM (t; t0) + h(qM0) = ϕM (t) (7a)
y(t) = qM (t; t0) + qM0 = qM (t) (7b)
X0 = h(qM0) (7c)
and
Y0 = qM0 + qC0 = qM0 + CvC0 . (8)
Note that Y0 is a term depending on the initial conditions vC0
and qM0 for the state variables in the (v, i)–domain.
Following the analysis presented in [6], it turns out that
according to (6) the dynamics of the M–C circuit in Fig. 8
evolve, starting from any initial condition X0, onto the con-
straint x = h(y). There is only one equilibrium point
P = (x¯, y¯) = (h(Y0), Y0) (9)
and its stability can be easily assessed according to the
following rule (see (6a))
d x(t)
dt
> 0 y < Y0
d x(t)
dt
< 0 y > Y0
that is, for all future times t > t0, the solution of the
M–C circuit in Fig. 8 must follow the curve along the
direction indicated by the arrowheads in the dynamic route
reported in Figs. 10 and 11 for the cases |Y0| < √a/3b and
|Y0| > √a/3b, respectively (Fig. 11 reports only the case
Y0 >
√
a/3b, but dual considerations hold for Y0 < −√a/3b).
It is apparent in Figs. 10 and 11 that x(t) is increasing in
the solid part of the dynamic route (i.e., when y < Y0) but
decreasing in the dashed part.
The analysis of the dynamic route allows us to draw the
following results:
Fig. 11. The dynamic route of the M–C circuit in Fig. 8 for t ≥ t0 and|Y0| >
√
a/3b. The impasse points P1 and P2 are denoted by “◦,” whereas
the only equilibrium point P is marked with “×”.
1) if the initial conditions vC0 , qM0 for the state variables
in the (v, i)–domain are such that
|Y0| = |qM0 + qC0 | <
√
a/3b
then the unique equilibrium point P is unstable (Fig. 10).
Moreover, there are two forward impasse points at
P1 = √a/3b(−(2/3)a, 1) and P2 = −P1. Indeed, if
we consider a solution starting at (Xˆ , Yˆ ) with Yˆ ∈
(Y0,
√
a/3b) ∪ (√a/3b,∞) and Xˆ = h(Yˆ ), it can be
checked that the solution reaches P1 in finite time tˆ .
However, P1 is not an equilibrium point and there is
no way to prolong the solution for t > tˆ (i.e., the
solution is stuck in P1, but the only equilibrium point
is P). Similar arguments show that P2 is a forward
impasse point for a solution starting at (Xˆ , Yˆ ) with
Yˆ ∈ (Y0,−√a/3b) ∪ (−√a/3b,−∞) and Xˆ = h(Yˆ );
2) if the initial conditions vC0 , qM0 for the state variables
in the (v, i)–domain are such that
Y0 >
√
a/3b
then the unique equilibrium point P is asymptotically
stable (Fig. 11). Moreover, by arguing like in the pre-
vious point, there are two impasse points at P1 and
P2 = −P1. Now, point P1 is a backward impasse
point (any backward trajectory starting at (Xˆ , Yˆ ) with
Yˆ ∈ (Y0,√a/3b)∪(√a/3b,−√a/3b) and Xˆ = h(Yˆ ) is
stuck at P1 after a finite backward time), whereas P2 is a
forward impasse point (any forward trajectory starting at
(Xˆ , Yˆ ) with Yˆ ∈ (√a/3b,−√a/3b) ∪ (−√a/3b,−∞)
and Xˆ = h(Yˆ ) is stuck at P2 after a finite forward time);
3) the case Y0 < −√a/3b can be analyzed, mutatis
mutandis, by arguing as in the previous point. Now, P1
(resp., P2) is a forward (resp., backward) impasse point,
while P is the only asymptotically stable equilibrium
point.
Such pathological situations (e.g., coexistence of equilibria
and impasse points) imply that the M–C circuit model in Fig. 8
is defective and must be remodeled by including parasitic
inductances and/or capacitances at appropriate locations in
order to characterize relaxation oscillations and jump phenom-
ena widely observed in experiments.
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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Fig. 12. The M–L–C obtained from the M–C circuit in Fig. 8 by inserting
a parasitic inductance L in series with the memristor.
Fig. 13. Equivalent circuit in the (ϕ, q)–domain of the M–L–C circuit in
Fig. 12 for t ≥ t0.
Remark 1: It is worth to observe that, as a consequence
of (7), the equilibrium point P corresponds to the condition
where the physical variables satisfy
qM (∞) = y¯ = Y0 = qM0 + qC0 = qM0 + CvC0 (10)
ϕM (∞) = x¯ = h
(
qM0 + CvC0
) = ϕC(∞) (11)
that is, the voltage across the capacitor is zero (i.e., vC (∞) = 0
being ϕC(∞) constant in time). It follows that at an equi-
librium the capacitor is completely discharged (qC(∞) = 0)
through the memristor, but the memristor keeps memory of
the whole charge (qM(∞) = qC0 + qM0 ) in the M–C circuit
in Fig. 8.
B. M–L–C Circuit With Relaxation Oscillations
Any physical (memristor) circuit is characterized by a
well–defined dynamic behavior for any t ≥ t0. Impasse points
as those observed in the M–C circuit of the previous section
represent nonphysical phenomena due to a poor circuit model-
ing [7], [8]. Following the approach in [7], [8], the presence of
impasse points in the M–C circuit of Fig. 8 can be broken by
introducing an inductance L (e.g., representing the inductance
of connecting wires) connected in series with the memristor.
As a result, the series M–L–C circuit in the class LM,
depicted in Fig. 12, is obtained. Suppose the memristor M
is still defined by (3) and let vC (t0) = vC0 , iL(t0) = iL0 ,
qM (t0) = qM0 be the initial conditions at t0 for the state
variables in the (v, i)–domain. Then, qC(t0) = qC0 = CvC0
and ϕL(t0) = ϕL0 = LiL0 . The corresponding circuit in the
(ϕ, q)–domain is reported in Fig. 13.
1) Formulation of the Circuit Equations: Analysis by
inspection permits to write the following KϕL, KqLs
and CRs
ϕC(t; t0) = ϕL(t; t0) + ϕM (t; t0) (12a)
qL(t; t0) = −qC(t; t0) (12b)
qL(t; t0) = qM (t; t0) (12c)
qC(t; t0) = −qC0 + C
d
dt
ϕC(t; t0) (12d)
ϕL(t; t0) = −ϕL0 + L
d
dt
qL(t; t0) (12e)
ϕM (t; t0) = −h(qM0) + h(qM (t; t0) + qM0) (12f)
for t ≥ t0. The general theory presented in [1] (see in particular
Section III-B) allows one to obtain for t ≥ t0 the SEs in the
(ϕ, q)–domain in terms of the state variables ϕC(t; t0) and
qL(t; t0), i.e., the incremental capacitor flux and incremental
inductor charge, respectively
C
d
dt
ϕC (t; t0) = −qL(t; t0) + qC0 (13a)
L
d
dt
qL(t; t0) = ϕC(t; t0) − h(qL(t; t0) + qM0)
+ h(qM0) + ϕL0 (13b)
ϕC(t0; t0) = 0 (13c)
qL(t0; t0) = 0. (13d)
The change of variables
y(t) = qL(t; t0) + qM0 = qM(t) (14a)
x(t) = ϕC(t; t0) + h(qM0) + ϕL0 = ϕL(t) + h(qM (t)) (14b)
permits to rewrite (13) in the following simplified form
d x(t)
dt
= −y(t) + Q0
C
(15a)
d y(t)
dt
= x(t) − h(y(t))
L
(15b)
x(t0) = h(qM0) + ϕL0 (15c)
y(t0) = qM0 (15d)
for t ≥ t0, where
Q0 = qC0 + qM0 = CvC0 + qM0 (16)
depends on the initial conditions for the state variables vC0
and qM0 in the (v, i)–domain.
Interestingly, the second-order system (15) is analogous to
that describing the standard Van der Pol oscillator (see for
example (6.4a), (6.4b) in page 428 of [7]), but the important
difference is the term Q0. We will see that Q0 plays a crucial
role in the bifurcation phenomena of the M–L–C circuit
in Fig. 12. It is also worth noting that Q0 coincides with Y0
in (8).
Remark 2: The circuit in Fig. 12 admits of the common
formulation of circuit equations in the (v, i)–domain in terms
of the state variables (vC (t), iL(t), qM (t)). The SEs in the
(v, i)–domain can be readily derived (see Section III-C in [1]
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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as well) by differentiating (13) with respect to time
C
d
dt
vC (t) = −iL(t) (17a)
L
d
dt
iL(t) = vC (t) − h′(qM (t))iM (t) (17b)
d
dt
qM (t) = iM (t) (17c)
vC (t0) = vC0 (17d)
iL(t0) = iL0 (17e)
qM (t0) = qM0 (17f)
where h′(qM (t)) = −a + 3bq2M(t). In particular, if ϕC (t; t0),
qL(t; t0) is the unique solution of the initial value prob-
lem (IVP) given in (13), then vC (t) = dϕC(t; t0)/dt , iL(t) =
dqL(t; t0)/dt , qM (t) = qL(t; t0)+ qM0 , is the unique solution
of the IVP (17) for t ≥ t0. It is worth noting that (17) is an IVP
for a third–order system in the (v, i)–domain whereas (13) is
an IVP for a second–order system in the (ϕ, q)–domain, i.e.,
FCAM leads to formulate the circuit equations by means of a
reduced number of ODEs.
2) Invariant Manifolds: The KqLs (12b) and (12c) imply
the law of conservation of charge qC(t; t0) + qM(t; t0) = 0,
hence qC(t) + qM(t) = qC0 + qM0 = Q0, for any t ≥ t0,
where Q0 is given in (16).5 Then, we can define the positively
invariant manifolds
M(Q0) = {(vC (t), iL(t), qM (t))∈R3 : CvC (t) + qM (t)
= Q0} (18)
where each manifold is simply a plane in the phase–
space (vC(t), iL (t), qM (t)) of the M–L–C circuit in the
(v, i)–domain. Since each manifold is identified by Q0 ∈ R,
there are ∞1 of such manifolds. Moreover, it can be easily
checked that they are non-intersecting and that the whole
phase–space in the (v, i)-domain is covered by the manifolds
by varying Q0 in R.
In this way we obtained a foliation of the phase–space
(vC (t), iL(t), qM (t)) in ∞1 invariant manifolds M(Q0)
and on each manifold the dynamics is described in the
(ϕ, q)–domain by the second-order system (15).
Note that the vector field defining the ODEs (15) depends
on the circuit parameters (a, b, L, C) and on Q0 as well. Also
note that Q0 depends on the initial conditions vC0 and qM0
for the state variables in the (v, i)–domain.
3) Nonlinear Dynamics and Bifurcations: The unique equi-
librium point of (15) is given by x¯ = h(Q0) and y¯ = Q0. The
Jacobian of the vector field defining (15) at the equilibrium
(x¯, y¯) is
J(x¯,y¯) =
⎛
⎜⎝
0 − 1
C
1
L −
h′(Q0)
L
⎞
⎟⎠ =
⎛
⎜⎝
0 − 1
C
1
L
a − 3bQ20
L
⎞
⎟⎠ . (19)
By denoting with
α = trace(J(x¯,y¯)) = a − 3bQ
2
0
L
 = det(J(x¯,y¯)) = 1LC > 0
5This is equivalent to saying that Q0 is an invariant of motion for the
ODEs (17).
Fig. 14. The real and imaginary parts of the eigenvalues λ1,2 in (20) as a
function of Q0. The circuit parameters are: C = 9/2, L = 1, a = 1, and
b = 1/3. The values of λ1,2 for Q0 = −1 and Q0 = +1 are marked with
“×” and “+,” respectively.
the eigenvalues of J(x¯,y¯) are
λ1,2 = −α ±
√
α2 − 4
2
. (20)
For α = 0, i.e., Q0 = ±√a/3b, the vector field defin-
ing (15) is in Normal Form and it exhibits a center (i.e.,
a pair of purely imaginary eigenvalues λ1,2 = ±j
√
). By
evaluating the real and imaginary part of the eigenvalues λ1,2
in (20), it can be easily concluded that
1) If α < 0, i.e.,
|Q0| <
√
a/3b
then the unique equilibrium point is unstable (J(x¯,y¯)
has two eigenvalues with positive real part) and the
M–L–C circuit presents persistent oscillations. Fig. 14
reports the real and imaginary parts of the eigenvalues
λ1,2 in (20) as a function of Q0 when the circuit
parameters are C = 9/2, L = 1, a = 1 and b = 1/3.
2) If α > 0, i.e.,
|Q0| >
√
a/3b
then the unique equilibrium point is asymptotically
stable (J(x¯,y¯) has two eigenvalues with negative real
part– see Fig. 14.) The M–L–C circuit exhibits no
oscillatory behavior and the only equilibrium point is
also globally attracting for all trajectories.
3) If α = 0, i.e., the initial conditions vC0 and qM0 are
such that Q0 = ±√a/3b then the M–L–C circuit
undergoes a Hopf bifurcation (see the pair of imaginary
eigenvalues in Fig. 14).
The thorough study of the equilibrium point properties
permits to distinguish the following two main case studies:
• if Q0 is fixed (this case is referred to as fixed–invariant
manifold), then qualitative changes in the phase-portrait
and bifurcations of the ODEs (15) might occur only if
the circuit parameters (a, b, L, C) are varied. In such a
case the bifurcation scenario is similar to that of the well-
known standard Van der Pol oscillator;
• if Q0 is varied then qualitative changes and bifurcations
in the phase-portrait of the ODEs (15) might occur even
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Fig. 15. Supercritical Hopf bifurcation (Q0 = −1, being a = 1 and b = 1/3)
in the M–L–C of Fig. 12. The initial condition qM0 is such that, according
to (16), Q0 = CvC0 + qM0 = −1 for qM0 = −3.25 (being C = 9/2 and
vC0 = 0.5).
Fig. 16. Supercritical Hopf bifurcation (Q0 = +1, being a = 1 and b = 1/3)
in the M–L–C of Fig. 12. The initial condition qM0 is such that, according
to (16), Q0 = CvC0 + qM0 = +1 for qM0 = −1.25 (being C = 9/2 and
vC0 = 0.5).
if the circuit parameters (a, b, L, C) are fixed; in the
manuscript this case is referred to as Bifurcations without
Parameters. In particular, supercritical Hopf bifurcations
occur at Q0 = −√a/3b and at Q0 = √a/3b. Hence, the
M–L–C circuit in Fig. 12 displays a Hopf bifurcation
without parameters induced by varying Q0 for a fixed
set of circuit parameters (a, b, L, C). Since we have
an explicit expression of Q0 as a function of initial
conditions, i.e., Q0 = CvC0 +qM0 , we can easily develop
a simulation scheme for obtaining Hopf bifurcations due
to varying the initial conditions. Clearly, in order to
vary Q0, we can vary either qM0 for fixed vC0 , or
conversely. Note that varying iL0 has instead no influence
on the bifurcations. As an example, Figs. 15 and 16
show how qM0 brings about the Hopf bifurcations when
iL0 = 5, vC0 = 0.5 and the following circuit parameters
are fixed: a = 1, b = 1/3, L = 1, C = 9/2. The
Hopf bifurcations take place onto the grey planes in
Figs. 15 and 16 defined by Q0 = ±1. The trajectories for
Q0 	= ±1 confirm the nonlinear analysis and the stability
properties derived from the study of (20).
Remark 3: The change of variables defined by (14) permits
to make clear the values of the physical variables at the equi-
librium point (x¯, y¯) = (h(Q0), Q0) of (15). Straightforward
calculations allow us to derive from (12) and (14):
Fig. 17. Memristor–based chaotic oscillator.
• y¯ = qM(∞) = Q0;
• qM (∞) = qM(∞; t0)+qM(t0) = −qC(∞; t0)+qM (t0) =
Q0 = qC0 + qM0 , that implies qC(∞; t0) + qC0 = 0, i.e.,
qC(∞) = 0. It follows that vC (∞) = 0;
• x¯ = ϕL(∞) + h(qM (∞)) = h(Q0) = h(qM (∞)), thus
ϕL(∞) = 0. It follows that iL(∞) = 0.
Since analysis the above, the capacitor (resp., inductor) in
the M–L–C circuit of Fig. 13 can be replaced by an open
circuit (resp., a short circuit) at the steady–state. The study
of resulting circuit, conducted by visual inspection of Fig. 13,
allows to obtain that:
• the charge in the memristor at the steady–state is the
sum of inductor charge qL(∞; t0) = qM (∞; t0) and
the capacitor charge qC0 , i.e., the equilibrium point y¯
describes the complete transfer of the initial charge of the
capacitor to the memristor (being qM (∞) = qC0 + qM0 ),
to wit the memristor keeps memory of the whole charge
through it;
• qL(∞, t0) = qC0 ;
• ϕL(∞; t0) = −ϕL0 , i.e., ϕL(∞) = 0;
• ϕC(∞; t0) = h(qC0 + qM0) − h(qM0) − ϕL0 , that is
ϕC(∞) = h(qC0 + qM0) − h(qM0) − ϕL0 + ϕC0 .
III. MEMRISTOR CHAOTIC CIRCUITS
This section focuses on memristor–based oscillators in the
class LM that exhibit a wide range of complex nonlinear
dynamical behaviors (e.g., coexistence of periodic oscillations
and chaotic attractors). In particular, the Memristor–based
Chaotic Circuit (MCC) in Fig. 17 is considered (that is also the
circuit proposed in Fig. 25 of the Itoh and Chua’s paper [2]).
The circuit is made of two passive resistors r and R, two
capacitors C1 and C2, one inductor L and an active flux–
controlled memristor M . Let us assume once more that the
active flux–controlled memristor has a CR like (3), that is
qM (t) = f (ϕM (t)) = −aϕM(t) + bϕ3M(t) (21)
with a, b > 0. The memristor is (locally) active since the mem-
ductance G(ϕM (t)) = f ′(ϕM (t)) < 0 for |ϕM (t)| < √a/3b.
Let vC1(t0) = vC10 , vC2(t0) = vC20 , iL(t0) = iL0 ,
ϕM (t0) = ϕM0 be the initial conditions at t0 for the state
variables in the (v, i)–domain. It follows that qC1(t0) =
qC10 = C1vC10 , qC2(t0) = qC20 = C2vC20 and ϕL(t0) =
ϕL0 = LiL0 . The corresponding circuit in the (ϕ, q)–domain
is reported in Fig. 18.
A. Analysis of the Memristor-Based Chaotic Circuit
1) Formulation of the Circuit Equations: Analysis of the
MCC in Fig. 18 permits to write (by means of the KϕL at
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Fig. 18. Equivalent circuit of the memristor–based chaotic oscillator in the
(ϕ, q)–domain.
the loop  and the KqLs at the nodes A and B) the SEs in
the (ϕ, q)–domain in terms of the state variables ϕC1(t; t0),
ϕC2(t; t0) and qL(t; t0) (for any t ≥ t0)
C1
dϕC1(t; t0)
dt
= 1
R
(ϕC2(t; t0) − ϕC1(t; t0))
− f (ϕC1(t; t0) + ϕM0) + f (ϕM0) + qC10(22a)
C2
dϕC2(t; t0)
dt
= − 1
R
(ϕC2(t; t0) − ϕC1(t; t0))
+ qL(t; t0) + qC20 (22b)
L
dqL(t; t0)
dt
= −rqL(t; t0) − ϕC2(t; t0) − ϕL0 (22c)
ϕC1(t0; t0) = 0 (22d)
ϕC2(t0; t0) = 0 (22e)
qL(t0; t0) = 0. (22f)
These can be rewritten in the following adimensional form
dϕC1(τ ; t0)
dτ
= α [(ϕC2(τ ; t0) − ϕC1(τ ; t0))
−R f (ϕC1(τ ; t0) + ϕM0) + R f (ϕM0) + RqC10
]
(23a)
dϕC2(τ ; t0)
dτ
= −(ϕC2(τ ; t0) − ϕC1(τ ; t0))
+ (RqL(τ ; t0)) + RqC20 (23b)
d(RqL(τ ; t0))
dτ
= −γ (RqL(τ ; t0)) − βϕC2(τ ; t0) − βϕL0
(23c)
by using the normalization values in Table I and the
parameters:
τ = t
RC2
, α = C2
C1
, β = R
2C2
L
, γ = RrC2
L
.
For the sake of simplicity let us denote τ with t in (23).
The change of variables (details are reported in the Appendix)
x(t) = ϕC1(t; t0) + ϕM0 (24a)
y(t) = ϕC2(t; t0) +
γ
β + γ ϕM0 +
β
β + γ ϕL0 −
γ
β + γ RqC20
(24b)
z(t) = RqL(t; t0) + β
β + γ
(
−ϕM0 + ϕL0 + RqC20
)
(24c)
TABLE I
THE NORMALIZATION VALUES FOR CIRCUIT ELEMENTS AND
ELECTRICAL VARIABLES OF THE MCC IN FIG. 18 ARE: R0
FOR RESISTANCES, C0 FOR CAPACITANCES, L0 FOR
INDUCTANCES, V0 FOR VOLTAGES, I0 FOR
CURRENTS, Q0 FOR CHARGES, 0 FOR
FLUXES AND T0 FOR TIME
allows us to cast (22) into the third–order system
d x(t)
dt
= α [−x(t) + y(t) − n(x(t)) + X0] (25a)
d y(t)
dt
= x(t) − y(t) + z(t) (25b)
d z(t)
dt
= −βy(t) − γ z(t) (25c)
x(t0) = ϕM0 (25d)
y(t0) = γ
β + γ ϕM0 +
β
β + γ ϕL0 −
γ
β + γ RqC20 (25e)
z(t0) = β
β + γ
(
−ϕM0 + ϕL0 + RqC20
)
(25f)
for t ≥ t0, where
n(x(t)) = R f (x(t)) = −Rax + Rbx3 = −m0x(t) + m1x(t)3
(26)
and
X0 = β
β + γ ϕM0 −
β
β + γ LiL0 +
γ
β + γ RC2vC20
+ n(ϕM0) + RC1vC10 (27)
is a term depending on the initial conditions for the state
variables vC10 , vC20 , iL0 and ϕM0 in the (v, i)–domain.
The corresponding state variables in the (v, i)–domain for
t ≥ t0 are readily derived by the following relationships, once
the solution of the IVP (25) is obtained:
vC1(t) = α [−x(t) + y(t) − n(x(t)) + X0]
vC2(t) = x(t) − y(t) + z(t)
iL(t) = − 1R (βy(t) + γ z(t))
ϕM (t) = x(t).
Remark 4: Interestingly, equations (25) with X0 = 0
describe the dynamics of the well-known canonical Chua’s
oscillator [9].
2) Invariant Manifolds: Equations (22) allow one to prove,
following the approach in the Appendix, that X0 in (27) is
an invariant of motion in the (v, i)–domain for the MCC in
Fig. 18. As a consequence, any trajectory of (25) is embedded
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in one of the ∞1 positively-invariant manifolds
M(X0) = {(vC1(t), vC2(t), iL(t), qM (t)) ∈ R4 :
β
β + γ ϕM (t) −
β
β + γ LiL(t) +
γ
β + γ RC2vC2(t)
+ n(ϕM (t)) + RC1vC1(t) = X0} (28)
where each manifold is identified by X0 ∈ R.
Of course, the representation of M(X0) in a four–
dimensional space cannot be achieved. Numerical simulations
in the next section make clear nonlinear dynamical properties
and bifurcations in the MCC of Fig. 17.
3) Nonlinear Dynamics and Bifurcations: Let us assume
that γ = 0 (i.e., r = 0) and R = 1 for the sake of
simplicity. The results reported in this section are similar,
mutatis mutandis, to those derived from (25) with γ 	= 0 and
R 	= 1. It follows that (25), (27), and (28) have the following
simplified expressions
d x(t)
dt
= α [−x(t) + y(t) − n(x(t)) + X0] (29a)
d y(t)
dt
= x(t) − y(t) + z(t) (29b)
d z(t)
dt
= −βy(t) (29c)
x(t0) = ϕM0
y(t0) = ϕL0
z(t0) = −ϕM0 + ϕL0 + qC20
and
X0 = ϕM0 − LiL0 + n(ϕM0) + C1vC10 (30a)
M(X0) = {(vC1(t), vC2(t), iL(t), ϕM (t)) ∈ R4 : ϕM (t)
−LiL(t) + n(ϕM (t)) + C1vC1(t) = X0}. (30b)
The equilibrium points of (29) are in the form P =
(x¯, 0,−x¯) where x¯ is the solution of the algebraic equation
x¯ + n(x¯) = m1x¯3 − (m0 − 1)x¯ = X0. (31)
The graphical intersection between constant X0 and curve
m1 x¯3 − (m0 − 1)x¯ permits to derive that:
• there exist three equilibrium points iff
|X0| < 23 (m0 − 1)
√
m0 − 1
3m1
(32)
• there exist two equilibrium points iff
|X0| = 23 (m0 − 1)
√
m0 − 1
3m1
(33)
• there exists only one equilibrium point iff
|X0| > 23 (m0 − 1)
√
m0 − 1
3m1
. (34)
If X0 = 0 the three equilibria are exactly the same
of the canonical Chua’s circuit. For instance, if β = 15,
m0 = 8/7 and m1 = 4/63, then the equilibrium points
P+ = (3/2, 0,−3/2), P− = P+ are stable if α < 7
(a Hopf bifurcation occurs at α = 7), whereas P0 = (0, 0, 0) is
Fig. 19. Bifurcations on the fixed manifold M(X0) specified by
X0 = −0.0029. The period–doubling cascade is induced by varying the circuit
parameter α.
always an unstable saddle point (see for instance the analysis
in [10]). On the other hand, changing X0 	= 0 implies that the
equilibrium points change their location in the phase–space, as
well as their stability properties, with respect to Chua’s circuit.
Numerical simulations confirm the analysis described above
and provide insights into the complex behavior in the MCC
of Fig. 18. Hereinafter the following values are assumed to
carry out the numerical study: β = 15, m0 = 8/7 and
m1 = 4/63. The circuit parameter α and the constant X0
depending on the initial conditions are varied to make clear
bifurcation phenomena. Two main cases are identified:
• bifurcations on a fixed manifold: the initial conditions
(vC10 , vC20 , iL0, ϕM0) are such that X0 in (30) is fixed;
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Fig. 20. Bifurcations without parameters of a limit cycle in the MCC of
Fig. 17 with the circuit parameter fixed at the value α = 8.7. The projection
of the limit cycle for X0 = 0 (blue curve) turns into a different limit cycle
(green curve) for X0 = 0.0103 and then into a period–two limit cycle for
X0 = 0.0281. The period–doubling bifurcation of the limit cycle takes place
without changing the circuit parameters, but only the initial condition ϕM0 .
qualitative changes in the global phase portrait and bifur-
cations of the ODEs (29) occur due to changes of the
circuit parameter α;
• Bifurcations without Parameters: the circuit parame-
ter α is kept constant, whereas the initial conditions
(vC10 , vC20 , iL0, ϕM0) are changed in such a way that
X0 varies and the variation of X0 in turn gives rise
to qualitative changes in the global phase portrait and
bifurcations of the ODEs (29).
In the next sections bifurcations on a fixed manifold and
bifurcations without parameters for the ODEs (29) are pre-
sented. The constant X0 is varied by means of the initial flux
in the memristor ϕM0 , whereas the remaining initial conditions
are set to qC10 = C1vC10 = 0, qC20 = C2vC20 = 1 and
ϕL0 = LiL0 = 0 in all numerical simulations.
B. Bifurcations on a Fixed Manifold
It is apparent that the nonlinear dynamics of the ODEs (29)
on the fixed manifold M(0) present the same bifurcations
(exactly for the same values of α) of the canonical Chua’s cir-
cuit. Let us then consider the fixed manifold M(X0) in (30b)
with ϕM0 = 0.02, hence (30a) gives X0 = −0.0029. The
aim is to show bifurcation phenomena on the fixed manifold
M(−0.0029) due to changes of the circuit parameter α.
Fig. 19(a)–19(c) show that a period–doubling cascade takes
place by increasing α from the value 8.8 to 8.9 and then
to 9.0. A further increase of α leads to chaotic behavior.
The same period–doubling cascade occurs in the canonical
Chua’s circuit (i.e., for X0 = 0), but for slightly different
values of α. Numerical simulations show that the canonical
Chua’s circuit exhibits a similar projection of limit cycles as
in Fig. 19(a), Fig. 19(b), and Fig. 19(c) approximately for
α = 8.79, α = 9.0 and α = 9.01, respectively. The only
difference between the projection of the limit cycles of the
canonical Chua’s circuit and those reported in Fig. 19(a)–19(c)
is the position in the phase–space because the limit cycles are
embedded into different invariant manifolds (M(0) for the
canonical Chua’s circuit andM(−0.0029) for the memristor–
based chaotic circuit in Fig. 17 described by the ODEs (29)).
Fig. 21. Bifurcations without parameters of the chaotic attractor in the
MCC of Fig. 17 with the circuit parameter fixed at the value α = 9.5. The
double–scroll chaotic attractor for X0 = 0 (blue curve) turns into a different
double–scroll chaotic attractor (green curve) for X0 = −0.0103 and then into
a spiral chaotic attractor (red curve) for X0 = −0.0281
We can conclude that: on a fixed-invariant manifold,
nonlinear dynamics in the memristor–based chaotic circuit of
Fig. 17 are similar to those of the canonical Chua’s circuit,
i.e., nonlinear attractors and bifurcations are of a very similar
type, but they are displayed for different circuit parameters.
C. Bifurcations Without Parameters
Let us pick α = 8.7 in the ODEs (29), in which case the
MCC in Fig. 17 displays periodic oscillations. The aim is to
show that changing X0, for example by means of ϕM0 , gives
rise to bifurcation phenomena. Fig. 20 presents the projection
on the (x, y)–plane of one of the limit cycles – in the circuit
described by (29)– when X0 = 0, X0 = 0.0103 and
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X0 = 0.0281, i.e., according to (30b), ϕM0 = 0,
ϕM0 = −0.0725 and ϕM0 = −0.2, respectively. It turns
out that the period–doubling bifurcation of the limit cycle
takes place without changing the circuit parameters, but only
the initial condition ϕM0 .
Similar results can be obtained for α = 9.5 in the
ODEs (29), in which case the MCC in Fig. 17 displays
chaotic attractors. Fig. 21(a)–21(c) show how the double–
scroll chaotic attractor6 for X0 = 0 (blue curve) turns into
a different double–scroll chaotic attractor (green curve) for
X0 = −0.0103 and then into a spiral chaotic attractor for
X0 = −0.0281.
In summary, the MCC in Fig. 17 exhibits, for fixed circuit
parameters, complex bifurcation phenomena due to varying
initial conditions.
IV. DISCUSSION AND CONCLUSION
Several papers in the literature have studied the dynamics
of memristor circuits in the class LM by means of techniques
based on the SE representation in the (v, i)–domain. A brief
account of some main contributions is reported next. The
papers [4], [11] studied via simulations the influence of initial
conditions of dynamic elements on the oscillatory behavior of
a circuit in the class LM, whereas a class of Chua’s circuits
containing a memristor is considered in [12], and its initial-
condition dependent bifurcations and complex dynamics are
highlighted by means of simulations. In the article [13], a class
of memristor cellular neural networks is considered which
is able to generate Turing patterns. The paper highlights by
numerical means how the initial conditions in the memristors
influence the onset or not of Turing patterns and also the types
of Turing patterns generated by the network. The paper [14]
has experimentally studied the role of initial conditions in
relation to grazing bifurcations for a fixed set of parameters, in
a memristor circuit with a nonsmooth memristor characteristic.
Numerical studies in the (v, i)–domain on the influence of
initial conditions on dynamics and bifurcations have been
carried out also in [15]–[17]. The articles [3], [18] developed
a method in the (v, i)–domain to study bifurcations, and in
particular bifurcations without parameters, in cases where the
DAE description of memristor circuits is available but the SE
description is not. However, it is not analytically investigated
how initial conditions are related to such bifurcations. Stability
properties of attractors, local and global bifurcations and the
role of the initial conditions have been extensively investigated
in [19] as well.
The previous papers have clearly highlighted that the initial
conditions play a crucial role in the dynamics and bifurcations
of memristor circuits. However, one fundamental shortcoming
is that the dependence on initial conditions is addressed only
by numerical and experimental means. In this paper we have
instead shown, by discussing some significant applications,
that FCAM is effective to analytically explain these initial-
condition related phenomena and is especially well suited
to study analytically bifurcations without parameters, i.e.,
6The double–scroll attractor for X0 = 0 coincides with that of the canonical
Chua’s circuit.
bifurcations induced by varying initial conditions for a fixed
circuit parameter set.
In particular, we used FCAM to analyze the dynamics of an
M–L–C circuit and a Memristor-based Chaotic Circuit (MCC)
in the class LM. In both cases FCAM has enabled to obtain a
foliation of the phase–space in the (v, i)–domain in invariant
manifolds where the circuit dynamics is described by a lower-
order system of ODEs in the (ϕ, q)–domain. Dealing with a
lower-order system is of course advantageous. For instance,
the M − L − C circuit is described in the (v, i)-domain by
a third-order system whose dynamics is not easy to analyze
directly. Instead, in the flux-charge domain it is described on
each manifold by a second-order system that can be brought
back to a van der Pol oscillator and analyzed via quite standard
techniques. Analogous considerations apply to the chaotic
memristor circuit. A relevant point is that, given the initial
conditions for the dynamic elements in the (v, i)–domain, it
has been explicitly found the corresponding invariant manifold
where the dynamics evolve. As a consequence bifurcations
induced by the varying of these initial conditions for fixed
circuit parameters (i.e., bifurcations without parameters) have
been analytically investigated. For the M–L–C circuit we
were able to thoroughly analyze Hopf bifurcations without
parameters originating nonlinear oscillations whereas for MCC
we investigated period-doubling cascades induced by varying
the initial conditions that lead to the birth of a chaotic attractor.
To the best of authors’ knowledge, the M–L–C oscillatory
circuit in Fig. 12 and the Memristor–based Chaotic Circuit
in Fig. 17 represent the first examples in literature where
a wide gamut of “Bifurcations without Parameters” have
been shown. Finally, it is worth to point out that a further
advantage of FCAM is that the vector fields defining the
ODEs in the (ϕ, q)–domain contain the memristor nonlinearity
f (·) (or h(·)), which is smoother than the nonlinearity f ′(·)
(or h′(·)) in the vector fields defining the ODEs in the (v, i)–
domain. As a consequence, numerical problems in simulations
(see for instance [20]) of memristor circuits are less relevant
in the (ϕ, q)–domain than in the (v, i)–domain.
APPENDIX
This appendix summarizes the method to derive (25)
from (23). Let us write the change of variables (24) in the
general form
x(t) = ϕC1(t; t0) + kx (35a)
y(t) = ϕC2(t; t0) + ky (35b)
z(t) = RqL(t; t0) + kz (35c)
where constants kx , ky and kz have to be determined in order
to rewrite (23) as (25). By taking the time derivative of (35),
it is apparent that the l.h.s. of (23) and (25) are identical. The
substitution of (35) into (23) gives
dx(t)
dτ
= α [y(t) − ky − x(t) + kx
−R f (x(t) − kx + ϕM0) + R f (ϕM0) + RqC10
]
dy(t)
dτ
= −(y(t) − ky − x(t) + kx) + (z(t) − kz) + RqC20
dz(t)
dτ
= −γ (z(t) − kz) − β(y(t) − ky) − βϕL0
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that is
dx(t)
dτ
= α [y(t) − x(t) − R f (x(t) − kx + ϕM0)
+(kx − ky + R f (ϕM0) + RqC10 )
]
(36a)
dy(t)
dτ
= x(t) − y(t) + z(t) + (−kx + ky − kz + RqC20 )
(36b)
dz(t)
dτ
= −γ z(t) − βy(t) + (γ ky + βkz − βϕL0). (36c)
It turns out that the equations (36) assume the form of the
ODEs (25) if and only if kx , ky and kz are such that
−kx + ϕM0 = 0 (37a)
−kx + ky − kz + RqC20 = 0 (37b)
βky + γ kz − βϕL0 = 0. (37c)
and
X0 = kx − ky + R f (ϕM0) + RqC10 . (38)
The solution of (37) permits to obtain
kx = ϕM0 (39a)
ky = γ
β + γ ϕM0 +
β
β + γ ϕL0 −
γ
β + γ RqC20 (39b)
kz = β
β + γ
(
−ϕM0 + ϕL0 + RqC20
)
. (39c)
The expressions (24) and (27) are readily obtained by insert-
ing (39) in (35) and (38), respectively.
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