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We consider a rotationally invariant system-bath (RISB) model in three-dimensional
space that is described by a linear rigid rotor independently coupled to three
harmonic-oscillator baths through functions of the rotor’s Euler angles. While this
model has been developed to study the dielectric relaxation of a dipolar molecule in
solvation as a problem of classical Debye relaxation, here we investigate it as a prob-
lem of open quantum dynamics. Specifically, the treatment presented here is carried
out as an extension of a previous work [J. Chem. Phys, 149, 084110 (2018)], in which
we studied a two-dimensional (2D) RISB model, to a three-dimensional (3D) RISB
model. As in the 2D case, due to a difference in the energy discretization of the total
Hamiltonian, the dynamics described by the 3D RISB model differ significantly from
those described by the rotational Caldeira-Leggett (RCL) model. To illustrate the
characteristic features of the quantum 3D rotor system described by angular momen-
tum and magnetic quantum numbers, we derive a quantum master equation (QME)
and hierarchical equations of motion (HEOM) for the 3D RISB model in the high-
temperature case. Using the QME, we compute linear and two-dimensional (2D)
rotational spectra defined by the linear and nonlinear response functions of the rotor
dipole, respectively. The quantum transitions between the angular momentum states
and magnetic states arising from polarized Stark fields as well as the system-bath
interactions can be clearly observed in 2D rotational spectroscopy.
a)Electronic mail: iwamoto.y@kuchem.kyoto-u.ac.jp
b)Electronic mail: tanimura.yoshitaka.5w@kyoto-u.jp
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I. INTRODUCTION
Rotational motion is as important as translational and vibrational motion because it
plays a key role in the thermalization process of a molecular system in a condensed phase.1–4
With advances in experimental and theoretical methods, in particular, multidimensional vi-
brational spectroscopies and Brownian dynamics theory, the vibrational motion of complex
molecular systems is now well understood, even in the quantum case.5–9 Contrastingly, while
rotational motion has been investigated with various experimental methods, for example,
techniques based on dielectric absorption,1 and infrared (IR), far-IR, rotational-Raman,4,10
and Terahertz spectroscopies,11–14 theoretical investigations of rotational motion, in partic-
ular in the quantum case, are lacking.15–17 This is because rotational motion, in particular
in the quantum case, differs in an important way from vibrational motion: While a par-
ticle moves in a confined potential in the vibrational case, the frequency is predominantly
determined by the inertial motion of the rotor in the rotational case. Moreover, the sym-
metry of the rotor system is important, in particular in the quantum case. Specifically,
the dynamics of two-dimensional and three-dimensional rotors are different in the quan-
tum case, while they are the same in the classical case. Furthermore, when we take into
account environmental effects, the situation becomes even more complicated, because we
have to maintain the symmetry not only for the rotor system but also for the heatbath
with the system-bath coupling. Thus, while the classical description of a Brownian rotor,
whose dynamics are equivalent to Langevin dynamics, is appropriate for describing classical
rotational relaxation, the quantum description, which has been studied using the rotational
Caldeira-Leggett (RCL) model,18 does not exhibit rotational bands.19–21 This is because the
quantum coherence of the inertial rotor motion is long-lived even at room temperature, while
the RCL system exhibits strong relaxation arising from the symmetry breaking of the total
rotational Hamiltonian.
In Ref. 22, we investigated the dynamics of a quantum two-dimensional (2D) rotor system
using a rotationally invariant system-bath (RISB) model introduced by Gefen, Ben-Jacob
and Caldeira in order to study a current-biased tunnel junction.23 This model consists of
a 2D rigid rotor independently coupled to a 2D harmonic oscillator bath through sine and
cosine functions of the rotor angle. We found that this model is suitable for the description
of rotational spectra, because the model is rotationally invariant, and because the equation
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of motion based on this Hamiltonian reduces to the Langevin equation in the overdamped
limit. With this 2D RISB model, we were able to describe the rotational spectrum from the
quantum regime to the classical overdamped regime uniformly as a function of the system-
bath coupling and bath temperature.
In the present paper, we extend the previous study to the three-dimensional (3D) case.
Such systems have been studied classical mechanically with a Langevin approach as a prob-
lem of the dielectric relaxation of a dipolar molecule in solvation, which is known as De-
bye relaxation.24–31 A rotationally invariant system-bath model in three-dimensional space
(3D RISB model) that is described by a linear-rigid rotor independently coupled to three
harmonic-oscillator baths through functions of the Euler angles has been employed to derive
the Euler-Langevin equation (ELE).15 The same model has been employed to study Debye
relaxation in the quantum case on the basis of the quantum master equation.16 Here, we
investigate this problem using the framework of open quantum dynamics to analyze com-
plex rotational transitions by computing linear and nonlinear response functions. Because
a quantum 3D rotor system is described by the angular momentum and magnetic states, in
order to distinguish these states, we must utilize polarized light with an orientation that is
different from that of light used for excitation or probing. We investigate transitions through
not only the angular momentum but also the magnetic number by computing linear and 2D
spectra.5–7,32–34
The organization of this paper is as follows. In Sec. II, we describe the 3D-RISB model
and present the HEOM and QME. The theoretical foundations of linear and 2D spectro-
scopies are also explained. In Sec. III, we present numerical results and discussion. Section
IV is devoted to concluding remarks.
II. THE MODEL AND THEORETICAL FOUNDATION
A. The 3D-RISB model
We consider a 3D linear-rigid rotor system described by
HˆS =
Lˆ2
2I
+ U(θˆ, φˆ; t), (1)
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where Lˆ and I are the angular momentum and the moment of inertia, and U(θˆ, φˆ; t) is a
anisotropic potential that satisfies U(θˆ, φˆ; t) = U(θˆ, φˆ + 2pi; t) for 0 ≤ θ ≤ pi for the solid
angles θ and φ. The potential can be time-dependent, for example, for an investigation of
laser-induced molecular alignment.35,36 The dipole operators of the system are defined as
µˆx = µ0 sin(θˆ) cos(φˆ), µˆy = µ0 sin(θˆ) sin(φˆ), and µˆz = µ0 cos(θˆ), where µ0 is the amplitude
of the dipole for the liner-rigid rotor system. The rotor system is independently coupled to
three heat baths in the x, y and z directions (a three-dimensional heat bath) through the
functions of θ and φ. We can regard these baths to arise from the local electric field due to
the surrounding molecules. The total Hamiltonian is then given by
Hˆtot = HˆS +
∑
α=x,y,z
HˆαI+B, (2)
where
HˆαI+B =
∑
k

(pˆ
α
k )
2
2mαk
+
1
2
mαk (ω
α
k )
2
(
qˆαk −
cαk Vˆα
mαk (ω
α
k )
2
)2
 , (3)
and mαk , pˆ
α
k , qˆ
α
k and ω
α
k are the mass, momentum, position and frequency variables of the kth
bath oscillator mode in the α = x, y and z direction. The system part of the system-bath
interactions is defined as Vˆα ≡ µˆα/µ0, and cαk is the system-bath coupling constant. Here we
include the counter terms that are introduced to maintain the translational symmetry of the
system Hamiltonian.43 The harmonic baths are characterized by spectral density functions
defined as
Jα(ω) =
pi
2
∑
k
(cαk )
2
mαkω
α
k
δ(ω − ωαk ), (4)
where α = x, y and z. It should be noted that Jα(ω) need not be the same for different
α. In particular, they will differ when the surrounding environment is anisotropic. This
Hamiltonian without the counter term was introduced by Lindenberg et al. in order to
derive the classical Euler-Langevin equation (ELE) for a linear-rigid rotor.15 The ELE for
the Ohmic case is presented in Appendix. It is standard to assume the following Drude form
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for the spectral distribution function in the case of Debye relaxation:
Jα(ω) = ηα
γ2αω
γ2α + ω
2
. (5)
In the Markovian limit, γ ≫ ω0, where ω0 is the characteristic frequency of the system, this
reduces to the Ohmic spectral distribution as Jα(ω) = ηαω.
B. HEOM and QME
The reduced hierarchical equations of motion (HEOM) are reduced equations of mo-
tion that can describe the dynamics of the system for non-perturbative and non-Markovian
system-bath interactions with any desired accuracy under strong time-dependent perturbations.37–42
In this formalism, the effects of higher-order non-Markovian system-bath interactions are
mapped into the hierarchical elements of the reduced density matrix. We can construct the
equations of motion for the reduced density operators of the rotor system in similar manner
to that of the Brownian system.
With the extension of the dimension of the hierarchy, this approach is capable of treating
3D heat-bath with the Drude spectral distribution. Because the quantum nature of the rotor
system arises even at high temperature, we do not necessary to include the low temperature
correction terms in many realistic situations. The HEOM for the RISB model in the high
temperature case is then expressed as40
∂
∂t
ρˆ{nα}(t) = −
(
i
~
Hˆ×S +
∑
α=x,y,z
nαγα
)
ρˆ{nα}( t)−
∑
α=x,y,z
i
~
Vˆ ×α ρˆ{nα+1}(t)
−
∑
α=x,y,z
inα
~
Θˆαρˆ{nα−1}(t), (6)
where {nα} ≡ (nx, ny, nz) is a set of integers to describe the hierarchy elements and {nα±1}
represents, for example, (nx, ny ± 1, nz) for α = y, and
Θˆα ≡ ηαγα
(
1
β
Vˆ ×α −
~
2
Hˆ×S Vˆ
◦
α
)
, (7)
with Aˆ×ρˆ ≡ Aˆρˆ − ρˆAˆ and Aˆ◦ρˆ ≡ Aˆρˆ + ρˆAˆ for any operator Aˆ. We set ρˆ{nα−1}(t) = 0
for nα = 0. Note that Hˆ
×
S in Eq. (7) arises because we utilized the integration by part
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to eliminate the counter term in order to obtain the present HEOM, as in the case of the
quantum Fokker-Planck equation.42–44 This form is more convenient to take the classical
limit, as shown in Ref. 22. For (Nα + 1)γα ≫ ηα/β and (Nα + 1)γα ≫ ω0, where ω0 = ~/2I
is the characteristic frequency of the system, we can set iVˆ ×α ρˆ{Nα+1}(t)/~ = Γˆαρˆ{Nα}(t) to
truncate the hierarchy, where
Γˆα ≡ 1
γα~2
Vˆ ×α Θˆα (8)
is the damping operator.40 For γα ≫ ω0 with a fixed value of ηα/γα for all α, we can set
Nα = 0 to reduce the HEOM to the QME as
∂
∂t
ρˆ0(t) = − i
~
Hˆ×S ρˆ0(t)−
∑
α=x,y,z
Γˆαρˆ0(t). (9)
The explicit form of the damping operator is written as
Γˆαρˆ(t) =
ηα
β~2
(
[Vˆα, Vˆαρˆ(t)]− [Vˆα, ρˆ(t)Vˆα]
)
+
ηα
2~2
(
[Vˆα, HˆSVˆαρˆ(t)] + [Vˆα, HˆSρˆ(t)Vˆα]− [Vˆα, Vˆαρˆ(t)HˆS]− [Vˆα, ρˆ(t)VˆαHˆS]
)
. (10)
Although we assumed the high temperature heat-bath to derive the HEOM and QME,
this condition is easily satisfied for measurements in molecular rotational spectroscopy ex-
periments. For example, for the rotational motion of a HCl, the moment of inertia is
I = 2.6 × 10−47kg ·m2, and we have β~ω0 ∼ 0.05 ≪ 1 at room temperature. If necessary,
we can lower the bath temperature in the framework of the HEOM formalism by including
the low-temperature correction terms.37–42,45
C. Linear and 2D rotational spectra
The HEOM and QME approaches used in this work can be applied to systems with
potentials of arbitrary form for the calculation of linear and nonlinear spectra. In the
present study, we computed linear absorption (1D) and two-dimensional (2D) spectra for
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the rotor system. The first-order and third-order response functions are expressed as40
R
(1)
αα′(t) =
(
i
~
)
Tr
{
µˆα′Gˆ(t)µˆ×α ρˆeq
}
, (11)
and
R
(3)
α′′′α′′α′α(t3, t2, t1) =
(
i
~
)3 {
µˆα′′′Gˆ(t3)µˆ×α′′Gˆ(t2)µˆ×α′Gˆ(t1)µˆ×α ρˆeq
}
, (12)
where Gˆ(t) is Green’s function in the absence of a laser interaction evaluated from Eq. (6)
or Eq.(9), and ρˆeq is the equilibrium state.
To evaluate these response functions, we developed a computational program incorpo-
rating the HEOM or QME presented in Eq. (6) or Eq.(9). We first ran the computational
program to evaluate Eq. (11) or (12) for a sufficiently long time to obtain a true thermal
equilibrium state, ρˆeq. The system was excited by the first interaction, µˆ
×
α , at t = 0. The
evolution of the perturbed elements were then computed by running the program for the
HEOM or QME up to some time t1. The linear response function, R
(1)
αα′(t), defined in Eq.
(11), was then calculated from the expectation value of µˆα′, while the third-order response
function, R
(3)
α′′′α′′α′α(t3, t2, t1), defined in Eq. (12), were calculated from the expectation value
of µˆα′′′ after applying the operators µˆ
×
α′ and µˆ
×
α′′ by running the program to the period t2
and t3, respectively. The rotational absorption spectrum and the 2D correlation spectrum
are evaluated as6,7,32–34
I
(abs)
α′α (ω1) = Im
∫ ∞
0
dt1e
iω1t1R
(1)
α′α(t1) (13)
and
I
(corr)
α′′′α′′α′α(ω3, t2, ω1) = I
(NR)
α′′′α′′α′α(ω3, t2, ω1) + I
(R)
α′′′α′′α′α(ω3, t2, ω1), (14)
where the non-rephasing and rephasing parts of the signal are defined by
I
(NR)
α′′′α′′α′α(ω3, t2, ω1) = Im
∫ ∞
0
dt3
∫ ∞
0
dt1e
iω3t3eiω1t1R
(3)
α′′′α′′α′α(t3, t2, t1), (15)
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and
I
(R)
α′′′α′′α′α(ω3, t2, ω1) = Im
∫ ∞
0
dt3
∫ ∞
0
dt1e
iω3t3e−iω1t1R
(3)
α′′′α′′α′α(t1, t2, t3). (16)
III. RESULTS AND DISCUSSION
While we can study dynamics of the 3D rotor system for various physical conditions using
HEOM formalism, calculating nonlinear signals is computationally very expensive. Here, we
restrict our analysis in the Markovian QME case to explore a characteristic feature of the
3D rotor system by means of 2D rotational spectroscopies.
A. Angular momentum and magnetic quantum numbers
We represent the eigenstate of the rotor system as |j,m〉, where the integers j ≥ 0 and
|m| ≤ j are the angular momentum quantum number and magnetic quantum number. The
dipole operators, µˆα for α = x, y, and z, are expressed in terms of the operator form of the
spherical harmonics Yˆ mj as
µˆz ∝ Yˆ 01 , µˆx ∝ (Yˆ 11 − Yˆ −11 ), and µˆy ∝ (Yˆ 11 + Yˆ −11 ). (17)
The dipole operator, µˆz, converts the angular momentum state |j,m〉 into |j±1, m〉, whereas
µˆx and µˆy converts both angular momentum and magnetic quantum state |j,m〉 into |j ±
1, m± 1〉.46 The state representation of the QME for the angular momentum and magnetic
quantum number is presented in Appendix B. In the following, we study dynamics of the
free rotor in the isotropic environment (ηx = ηy = ηz = η).
B. Effects of polarized Stark fields
1. Rotational absorption spectrum
In the beginning, we explore a characteristic feature of the 3D rotor system utilizing a
Stark external field. For this purpose, here we restrict our analysis in the Markovian case
with a very weak damping described by the QME given by Eq.(9). We chose the system-
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FIG. 1. Rotational absorption, I
(abs)
αα (ω), for the (a) α = z polarized light without Stark field,
the (b) α = z and (c) α = x polarized light under the z polarized Stark field. Here, we chose the
coupling strength, η/~ = 0.005, and the inverse temperature, β~ω0 = 0.2. The intensity of each
line is normalized with respect to its maximum peak intensity.
bath coupling η/~ = 0.005 and the inverse temperature, β~ω0 = 0.2. At this temperature,
the angular states |j,m〉 for j ≤ 6 with different |m| ≤ j are thermally well excited by the
3D heat-bath. Here, we consider the z polarized Stark field described by U(θˆ, φˆ) = Ezµˆz,
where Ez is the strength of the Stark field. To carry out the numerical simulation, we set
Ezµ0/~ω0 = 1.
In Fig. 1(a), we plot rotational absorption spectra without the Stark field. In this
isotropic case, the spectrum does not depend on the direction of the detection, i.e. I
(abs)
zz (ω) =
I
(abs)
xx (ω) = I
(abs)
yy (ω). In Fig. 1(a), because the dipole operator in the response function, µˆz,
does not convert the magnetic state, we cannot observe any peak associated with m, while
the states m 6= 0 are thermally well excited. Thus the calculated results of the 3D rotor
exhibit discretized rotational bands from the quantum transitions |j,m〉 to |j ± 1, m〉 with
the energy difference ∆Ej±1,m→j,m = 2~ω0(j + 1), where ∆Ej′,m′→j,m ≡ Ej′,m′ − Ej,m. The
rotational bands in the 3D case appear in the even energy states, while those in the 2D case
appear in the odd energy states arising from quantum transitions |j〉 to |j ± 1〉 with energy
differences ∆Ej+1→j = ~ω0(2j + 1).
22 Because the QMEs derived from the 2D RISB and
3D RISB Hamiltonian are similar, the calculated spectra exhibit similar behavior in both
2D and 3D RISB cases, in addition to the peak positions. As explained in the 2D case, the
peak profile is expressed as a sum of Lorentzian functions.22
In Figs. 1(b) and 1(c), in order to observe the magnetic state, we depict rotational
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absorption spectra of the z and x polarized light under the z polarized Stark field. The
energy eigenstates of the rotor system can be estimated using the second-order perturbation
theory for the z polarized field as E0,0 = −ES/3 and
Ej,m = j(j + 1)~ω0 +
j(j + 1)− 3m2
j(j + 1)(2j − 1)(2j + 3)ES, (18)
where ES ≡ µ20E2z/2~ω0. This implies that the Stark field resolves a degeneracy of the
angular momentum states for different magnetic states.47 For the case in Fig. 1(b), the peak
positions for small j are evaluated as ∆Ezz1,0→0,0 = 2~ω0 +
8
15
ES , ∆E
zz
2,1→1,1 = 4~ω0 − 32210ES
and ∆Ezz2,0→1,0 = 4~ω0 +
26
210
ES. Thus, we observe two splitting peaks at ω = ∆E
zz
2,1→1,1 and
∆Ezz2,0→1,0 that arise from the Stark field resolving the degeneracy of the angular momentum
states at ω = 4ω0, while the single peak at ω = ∆E
z
1,0→0,0 is observed for j = 0 and m = 0.
Because the contribution of m for ∆Ej±1,m→j,m evaluated from Eq.(18) is larger for small
j, the splitting peaks of j = 3 for different m are observed only near ω = 6ω0. Note that
the small peak at ω = 6.5ω0 arises from the transition j = 0 → 2. This transition occurs
because the Stark field, U(θˆ, φˆ) = Ezµˆ
z involved in Green’s function, Gˆ(t) induces the angular
momentum transition, in addition to the light interactions in Eq. (11). In the case of Fig.
1(c), the peak positions are evaluated as ∆Exx1,1→0,0 = 2~ω0+
7
30
ES, ∆E
xx
2,2→1,1 = 4~ω0+
11
210
ES,
∆Exx2,1→1,0 = 4~ω0 − 37210ES, and ∆Exx2,0→1,1 = 4~ω0 + 31210ES, respectively. Because the x
polarized light with µˆx changes the magnetic quantum number, we observe three Stark
splitting peaks near ω = 4ω0. The peak intensities of three splitting peaks are estimated from
the angular eigenstates as 〈2, 2|Y 11 |1, 1〉 : 〈2, 1|Y 11 |1, 0〉 : 〈2, 0|Y 11 |1, 1〉 = 1 :
√
1/2 :
√
1/6:
The intensity of the third peak is very small.
In all Figs.1(a)-1(b), peak positions and profiles are similar in the high-frequency region,
because the effects of m become small for large j as can be seen from Eq.(18).
2. Two-dimensional rotational spectrum
In Figs. 2(a)-2(c), we present 2D correlation spectra with and without the Stark field for
same sets of parameters in Figs. 1(a)-1(c). The related Liouville path ways are presented
in Fig. 3. Here and hereafter we set t2 = 0.
In Fig. 2(a), we observe the positive diagonal peaks along ω1 = ω3 and two negative off-
10
, , ,
FIG. 2. Two-dimensional correlation spectra I
(Corr)
αααα (ω3, t2 = 0, ω1) for the (a) α = z polarized
light without the Stark field, the (b) α = z and (c) α = x polarized light with the Stark field.
The blue and red peaks represent the absorption and emission peaks, respectively. The intensity
of each peak is normalized with respect to its maximum peak intensity.
FIG. 3. The some of Liouville paths for (a)-(b) the diagonal and (c)-(f) the off-diagonal peaks in
2D spectrum, I
(Corr)
αααα (ω3, t2, ω1), where the diagrams (c) and (f) are specifically for the case with
the Stark field. The arrows represent optical interactions. In these diagrams, the left line presents
the time evolution of the left-hand side wave function (ket), whereas the right one represents the
right-hand side (bra). We assume that the system is initially in the population state denoted by
|j,m〉〈j,m|.
diagonal peaks along ω1 = ω3 ± 2ω0. As in the case of Fig. 1(a), we observe the transition
of the angular momentum state from |j,m〉 to |j ± 1, m〉 only. The diagonal peaks in Fig.
2(a) arise from the diagram given in Figs.3(a) and 3(b), whereas the upper and lower off-
diagonal peaks are from the diagram presented in Fig. 3(c) and 3(d), respectively. Because
the t3 period of the diagrams in Figs. 3(a) and 3(b) represent the photon emission process,
the diagonal peaks are positive, while the other off-diagonal peaks are negative due to the
photon absorption process described by the t3 period of the diagrams in Figs. 3(c) and
11
3(d). As illustrated in the diagram, the positions of the diagonal and off-diagonal peaks are
determined from the coherent states in the t1 and t3 period. (See also 2D spectrum of a 2D
rotor case presented in Ref. 21)
In Figs. 2(b) and 2(c), we depict 2D correlation spectra with the Stark field. Near
ω1 = ω3 = 4ω0, we observe the two Stark splitting peaks in Fig. 2(b), whereas the three
Stark splitting peaks in Fig. 2(c), although the third peak in Fig. 2(c) is unnoticeably small.
The location of the diagonal peaks in the figures can be elucidated as the same manner in
Figs. 1(b) and 1(c). The varieties of the off-diagonal peaks in Figs. 2(b) and 2(c) represent
different transitions that involve both angular momentum and magnetic states most notably
the transition |j,m〉 to |j ± 1, m± 1〉, as depicted in Figs. 3(e) and 3(f). These off-diagonal
peaks are characteristic in the 3D rotor case: they appear either parallel to the ω1 or ω3 axis,
while the diagonal peaks appear along the ω1 = ω3 direction. This is because the final state
of the Liouville path has to be diagonal as |j+2, m〉〈j+2, m| and |j−1, m±1〉〈j−1, m±1|
as the diagonal peak case in Fig. 3(c) and 3(d), while the eigenstate in the t1 period involves
various magnetic states as |j + 1, m± 1〉〈j,m| in the off-diagonal peak case.
As in the case of rotational absorption in Figs. 1(a)-1(c), the peak positions in the high-
frequency region are similar in Fig. 2(a)-2(c), while the peaks in the low-frequency region are
blue shifted in the Stark case in particular in Fig. 2(b), because the effects of the transition
in the m state become important only for small j.
As we demonstrated, the transition pathway involving the angular momentum and mag-
netic states under the Stark field can be clearly identified by 2D spectroscopy.
C. Effects of system-bath coupling
1. Rotational spectrum
In Fig. 4, we plot rotational absorption calculated from the QME and classical ELE
approaches for the coupling strength, (a) η/~ = 0.01, (b) η/~ = 0.02 and (c) η/~ = 0.1
in the high temperature case (β~ω0 = 0.05). The spectra in the classical ELE case were
calculated from the analytical expression presented in Eq. (A5).
In the weak coupling case, depicted in Figs. 4(a) and 4(b), the 3D RISB results exhibit
discretized rotational bands arising from quantum transitions, while we observe a broad-
12
FIG. 4. Rotational absorption spectra, I
(abs)
zz (ω), under the (a) weak (η/~ = 0.01), (b) inter-
mediate (η/~ = 0.02) and (c) strong (η/~ = 0.1) system-bath coupling conditions at the inverse
temperature is β~ω0 = 0.05. The blue solid and red dashed curves represent the QME result and
the classical ELE result, respectively. The intensity of each line is normalized with respect to its
maximum peak intensity.
ened peak only in the classical case, because the transition energy of rotational motion is
continuous. Even in the quantum case, the rotational peaks are broadened, because the
rotational energy levels are mixed and perturbed by the system-bath interactions. In the
strong coupling case depicted in Fig. 4(c), all of the rotational peaks broaden and merge
into a single peak. In such a case, the energy states of the rotor in the quantum case be-
come continuous, because the states of the rotor and bath are entangled due to the strong
system-bath interaction. Under the high-temperature approximation, the quantum result
approaches the ELE result.
2. Two-dimensional rotational spectrum
In Figs. 5(a)-5(c), we present the 2D spectra for the same sets of parameters in Fig.
4(a)-(c). In Fig. 5(a), in contrast to the weak coupling case in Fig. 2(a), the profiles of both
positive diagonal peaks and negative off-diagonal peaks were changed. The diagonal peaks
became star-like shape due to the fast rotational dephasing from Markovian noise that was
observed in 2D vibrational spectroscopy,6 while the off-diagonal peaks become asymmetric
shape, because the peaks arise from the magnetic transition illustrated in Figs. 2(b) and 2(c)
were merged. In the present case, however, instead of the Stark field, the dipole operator
in the system-bath coupling in the three direction, Vˆα = µˆα/µ0 for α = x, y and z, created
13
FIG. 5. Two-dimensional correlation spectra, I
(Corr)
zzzz (ω3, t2 = 0, ω1), calculated from the QME for
(a) η/~ = 0.01, (b) η/~ = 0.02 and (c) η/~ = 0.1 at the inverse temperature is β~ω0 = 0.05. The
intensity of each peak is normalized with respect to its maximum peak intensity.
such transitions in a very complex manner.
In Fig. 5(b), as we increase the coupling strength, the off-diagonal peaks elongated
to the ω1 = ω3 direction, while the profiles of diagonal peaks become circular. The very
characteristic feature of these spectra is white square regions in the vicinity of the diagonal
peaks. Such regions arise because the transition through the magnetic quantum number
appear in the direction parallel to either the ω1 or ω3 axis, as depicted in Figs. 2(b) and
2(c). Although the shape is not square, the white regions are also observed in Fig. 5(a):
The asymmetric profiles of the negative peaks can be the evidence of the transitions through
the magnetic states that arise from the system-bath interactions. This result demonstrate
that 2D rotational spectroscopy has a capability to identify the bath induced magnetic
transitions, while rotational absorption on the 3D rotor case is similar to that of the 2D
rotor case, in which the magnetic states cannot play a role.
In Fig. 5(c), when the system-bath coupling becomes very strong, the positive and
negative peaks are broadened and merged, respectively. In comparison to cases in Figs. 5(a)
and 5(b), the widths of the blue peaks become larger. This is also regarded as the evidence
of the magnetic transitions. As explained above, the system-bath coupling plays the same
role as the Stark field: The widths become larger, because the stark splitting amplitude of
the magnetic transition becomes large in this strong coupling regime. We note that, for
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this overdamped case, information concerning the energy gap between the rotational levels
cannot be obtained in the rotational absorption: These spectra reveal a continuous broad
peak that reflects the initial thermal distribution. Contrastingly, although we cannot explore
the details of the transition states, we observe the discretization of the energy states as the
three elongated broadened peak in the ω1 = ω3 direction in the 2D rotational spectrum.
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IV. CONCLUSION
In this paper, we introduced a rotationally invariant system-bath model in three-
dimensional space to describe the dynamics of a linear rigid rotor in a dissipative environ-
ment. While quantum effects vanish in the high-temperature regime for a system described
by a Brownian model, the present rotor model exhibits quantum features even at very high
temperature. This is because the quantum coherence of the rotor system is long-lived, due
to the inertial property of the rotational motion, which is confined only by the symmetry
of the space. In order to characterize the dissipative dynamics of the 3D rotor system, we
calculated linear absorption and 2D rotational spectra using the high-temperature limit of
the QME formalism.
In the very weak system-bath coupling case, we analyzed the role of magnetic states by
applying a polarized Stark field. In the linear spectra, while we observe transition peaks of
the angular momentum only in the case without the external field, we can distinguish various
magnetic states as separated peaks by applying the Stark field to resolve the degeneracy of
the angular momentum states. The calculated 2D spectra utilized with the Stark field made
it possible to identify the transition states through the change of both angular momentum
states and magnetic states,
We then studied the effects of the system-bath coupling strength. In linear spectra, a
transition of the peak profiles from discretized rotational bands to a Lorentzian-like peak
through a Gaussian-like peak is observed as a function of the system-bath coupling in a
unified manner. When the system-bath coupling becomes strong, the bath interactions in
the x, y and z directions convert the varieties of magnetic states in a very complex manner.
The contribution of the magnetic transitions is observed as the surrounding spectra of the
white square regions in the vicinity of the diagonal peaks in the underdamped regime, while
that contribution is observed as the two elongated broadened peaks parallel to the diagonal
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peak in the overdamped regime. It was shown that even in the high-temperature overdamped
case, in which the classical and quantum linear spectra coincide, we find clear evidence of
the quantum transition as the off-diagonal elements of the 2D peaks. While this feature was
discovered in a 2D rotor system described by the RCL model,21 here we demonstrated it in
a more realistic situation using the RISB model.
In this paper, we limited our analysis to the high-temperature Markovian case, employing
a linear rigid rotor system. The extension of the present model to symmetric and asymmetric
top models is necessary to investigate realistic molecules, for example, to study the rota-
tional dynamics of molecules embedded in anisotropic crystals. However, to treat symmetric
tops or asymmetric tops, we need to look for the model Hamiltonian from which we can
derive classical equation such as Langevin equation. Because the eigenstate representation
of such a system is extremely complicated, it may be easier to employ a coordinate space
representation, while the finite difference representation of the momentum and potential op-
erator must be carefully constructed. Such a description would also be suitable for inclusion
of electronic excitation states48 and to treat time-dependent anisotropic potentials, which is
important to study laser-induced molecular alignment.35,36
Although the computations become numerically intensive, the present theory provides a
framework for studying the non-Markovian effects of both isotropically and anisotropically
correlated noise. Moreover, if necessary, we can include low-temperature correction terms
in the HEOM expression to study very low-temperature systems,37–42,45 for example, to
study methane molecules embedded in parahydrogen crystals.10 The inclusion of the effect
of intramolecular vibrational motion is also important to understand complex dynamics
through chemical reaction processes. We may have to employ a different formalism based
on the HEOM, however, in order to reduce the numerical cost49 and in order to treat
more complex systems, for example, a rotor system coupled with a spin bath.50,51 Such
investigations employing the framework of the present work will be carried out in the future.
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Appendix A: Euler-Langevin Equation
For the Markovian and isotropic case described by an Ohmic spectral distribution
Jα(ω) = ηω, where η is the friction coefficient, the equations of motion are expressed
as15
Iω˙x − Iω2y cot θ + ηωx = λx,
Iω˙y + Iωxωy cot θ + ηωy = λy, (A1)
ω = (θ˙, φ˙ sin θ, φ˙ cos θ).
where the random torques have the properties
〈λj〉 = 0, (A2)
and
〈λjλm〉 = 2kBTηδjmδ(t− t′) (A3)
for j,m = x, y.
In the classical case, the response function from the correlation function can be defined
as
Cα′α(t) ≡ 〈µα(0)µα′(t)〉cl, (A4)
where 〈〉cl represents the thermal average over the classical distribution. The rotational ab-
sorption spectrum is then expressed as I
(abs)
αα (ω) = iωµ20Cαα[ω]/β, where Cαα[ω] is the Fourier
transforms Cαα(t). The analytical expression for the response functions has been obtained
in the Ohmic case.28 The rotational absorption spectrum for the isotropic environment is
then obtained by
I(abs)zz (ω) =
ωµ20
β
Re
α′
iωα′ + 1
β′+iωα′+ 1
2β′+iωα′+ 2
3β′+iωα′+...
, (A5)
where α′ =
√
β~ω0/2 and β
′ = ηα′/I.
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Appendix B: Eigenstate Representation of QME
We employ the spherical harmonics, Y mj (θ, φ) and the formula expressed as
46
∫ 2pi
0
dφ
∫ pi
0
dθ sin θY m3j3 (θ, φ)Y
m2
j2
(θ, φ)Y m1j1 (θ, φ)
=
[
(2j1 + 1)(2j2 + 1)(2j3 + 1)
4pi
] 1
2

 j1 j2 j3
m1 m2 m3



j1 j2 j3
0 0 0

 (B1)
where

 j1 j2 j3
m1 m2 m3

 is Wigner 3-j symbols. Then the QME for the element ρj1,j2m1,m2(t) ≡
〈j1m1|ρ|j2m2〉 is expressed as
∂
∂t
ρj1,j2m1,m2(t) =
[
−iω0(j1(j1 + 1)− j2(j2 + 1))− 2η
(
1
β
− 1
)]
ρj1,j2m1,m2(t)
+ η
(
2
β
− j1 − j2
)
Cj1,m1mm C
j2,m2
mm ρ
j1−1,j2−1
m1−1,m2−1
− η
(
2
β
− j1 + j2 + 1
)
Cj1,m1mm C
j2,m2
pm ρ
j1−1,j2+1
m1−1,m2−1
+ η
(
2
β
− j1 − j2
)
Cj1,m1m0 C
j2,m2
m0 ρ
j1−1,j2−1
m1,m2
+ η
(
2
β
− j1 + j2 + 1
)
Cj1,m1m0 C
j2,m2
p0 ρ
j1−1,j2+1
m1,m2
+ η
(
2
β
− j1 − j2
)
Cj1,m1mp C
j2,m2
mp ρ
j1−1,j2−1
m1+1,m2+1
− η
(
2
β
− j1 + j2 + 1
)
Cj1,m1mp C
j2,m2
pp ρ
j1−1,j2+1
m1+1,m2+1
− η
(
2
β
+ j1 − j2 + 1
)
Cj1,m1pm C
j2,m2
mm ρ
j1+1,j2−1
m1−1,m2−1
+ η
(
2
β
+ j1 + j2 + 2
)
Cj1,m1pm C
j2,m2
pm ρ
j1+1,j2+1
m1−1,m2−1
+ η
(
2
β
+ j1 − j2 + 1
)
Cj1,m1p0 C
j2,m2
m0 ρ
j1+1,j2−1
m1,m2
+ η
(
2
β
+ j1 + j2 + 2
)
Cj1,m1p0 C
j2,m2
p0 ρ
j1+1,j2+1
m1,m2
− η
(
2
β
+ j1 − j2 + 1
)
Cj1,m1pp C
j2,m2
mp ρ
j1+1,j2−1
m1+1,m2+1
+ η
(
2
β
+ j1 + j2 + 2
)
Cj1,m1pp C
j2,m2
pp ρ
j1+1,j2+1
m1+1,m2+1
(B2)
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where
Cj,mpm =
√
(j −m+ 1)(j −m+ 2)
2(2j + 1)(2j + 3)
Cj,mp0 =
√
(j +m+ 1)(j −m+ 1)
(2j + 1)(2j + 3)
Cj,mpp =
√
(j +m+ 1)(j +m+ 2)
2(2j + 1)(2j + 3)
Cj,mmm =
√
(j +m− 1)(j +m)
2(2j − 1)(2j + 1)
Cj,mm0 =
√
(j +m)(j −m)
(2j − 1)(2j + 1)
Cj,mmp =
√
(j −m− 1)(j −m)
2(2j − 1)(2j + 1) . (B3)
As the right-hand side terms in Eq.(B2) indicate, the heat baths allow the energy transitions
only from (j1, j2;m1, m2) to (j1±1, j2±1;m1±1, m2±1). In particular, the magnetic quantum
states (m1, m2) are coupled only to (m1, m2) and (m1 ± 1, m2 ± 1). Such a feature is the
same as the 2D rotor case described by the QME.22
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