In this paper we apply wavelet analysis to the class of fractionally integrated processes to show that this class is a member of the 1=f family of processes as dened by Wornell (1993) and to produce an alternative method of estimating the fractional dierencing parameter. Currently the method by Geweke and Porter-Hudak (1983) is used most often to estimate and test the fractional dierencing parameter. The GPH approach, however, has been shown to have poor statistical properties and suers from subjective decisions that the users must make. The wavelet analysis estimate of the fractional dierencing parameter is shown to be more straightforward and to provide results that are more robust than the GPH method.
the hypothesis of white noise. The choice of the wavelet and its order of regularity had little eect on the z-stat and did not seem to be vital in analyzing fractionally integrated processes.
Regardless of the level of contamination, the powers of the z-stat were found to be high for dierencing parameters that were larger than 0:15 and fractionally dierence series with at least 2 9 observations. The z-stats for fractionally integrated series with dierencing parameters near zero had very low power under both small and large time series, with and without contamination. The level of contamination had a relatively minor eect on the wavelet estimation of d as displayed by the slight regression towards zero of the calculated z-stats.
We applied the wavelet estimation of d to the logarithmically dierenced Divisia monetary aggregate at the level of aggregation found in M1, M2, M3, and L. In every case except M1 the null hypothesis of d = 0 was rejected at the 1% signicance level. The asymptotic standard errors for the maximum likelihood estimates of d were found to be small. This helps in testing the impact of a unit shock on the process since a small standard error results in a tighter condence interval for the cumulative impulse response of a fractionally integrated ARMA model.
Overall we found that wavelet analysis and estimation of the a fractionally integrated model were less subjective and provided stronger statistical results than the GPH method.
Our method does not suer from the subjective choice of the GPH of choosing the sample size for the periodogram, nor the questionable assumption about the distribution properties of the regression's residuals. In addition, our method incorporates noise into the fractionally integrated model, something the GPH method has not even considered. 
Conclusion
In this paper we have synthesized wavelet analysis with fractionally integrated processes to provide an alternative method of calculating the dierencing parameter d from the GPH method [Geweke and Porter-Hudak (1983) ]. We have shown that a fractionally integrated processes with a dierencing parameter d 2 (01=2; 1=2) is a member of the class of 1=f processes as dened by Wornell (1992) . As a result of being a 1=f process, the wavelet coecients from a I(d) process will be distributed normal with mean zero and variance 2 2 2dm . Knowledge of the wavelet coecient's distribution provides us with the likelihood function from which the maximum likelihood estimate of the dierencing parameter d and its variance is found with the EM-algorithm of Wornell and Oppenheimer (1992).
We tested the robustness of the wavelet estimate of d to a variety of orthonormal wavelets with dierent orders of regularity, a wide range of I(d) processes with and without contaminating noise, and to the length of the process by simulating fractionally integrated processes with the DH algorithm [Davies and Harte (1987) ] and calculating the z-stat for d 2 2 log L() M1 -1.9318E-5 1.2501E-2 1.2503E-2 235.88 (3.2250E-9) (5.332E-11) (0.00000) M2 1.9545E-4 3 1.2526E-2 1.2502E-2 235.90 (2.6750E-9) (5.008E-11) (0.00000) M3 1.9351E-4 3 1.2525E-2 1.2501E-2 235.92 (2.4105E-9) (4.5380E-11) (0.00000) L 1.1426E-4 3 1.2514E-2 1.2500E-2 235.95 (1.1981E-9) (2.2005E-11) (0.00000) Asterisks denote signicance at 1% level Table 5 : Maximum Likelihood Estimates of for Log Dierenced Divisia Monetary Data using nonlinear models that display long-term memory over linear models that do not. It also discourages dierencing a series to obtain a nite variance since such action removes the process' important long-memory properties.
The point about dierencing the series is strongly served by the results reported in table   6 for the linearly detrended monetary data. In table 6 the one-sided z-stat strongly rejects the hypothesis that the Divisia monetary aggregates are unit-roots. The small asymptotic variances found in table 6 strengthens the rejection of d = 1 by placing a tight condence intervals over the estimates of d. The consequence of dierencing is illustrated in M1 where the act of dierencing removed the long-memory properties of M1, resulting in acceptance of the null hypothesis.
The tight variances calculated with the wavelet estimation is an additional improvement over the GPH method, particuliarly when deriving condence intervals for the cumulative impulse response of a fractionally integration ARMA model. The condence interval of a cumulative impulse response is found by calculating the cumulative impulse response for d's that are a multiple of its standard error. Diebold and Rudebusch (1989) showed that the cumulative impulse response of a fractionally integrated ARMA model is highly sensitive to the value of d and that a large standard error results in a wide condence interval that can contain both persistence and dissipation responses to a unit shock. By reducing the standard error of d the condence interval of the impulse response is tighter and the measure However, this idea has not been tested nor theoretically shown to be any better than the method we use here, but is an area for future research. Comparing our results with those found with the GPH method [Cheung (1993) 1.000 1.000 Table 3 : Contaminated I(d), 2 = 0:9 power level of I(0:45) increases from 0.434 to 1.0 as the sample size increases, whereas the power levels corresponding to I(0:05) do not rise but shrink from 0.021 to 0.018. 8 As with the uncontaminated data most of the 5% power levels for contaminated series increase and equal 1 for series with N = 2 11 . These same outcomes are also evident for the contaminated data. In to compute the wavelet coecients, f< x; m;n >g. the positive and negative time domain. Because R(t; s) is an even function the Fourier transform of the autocovariance, fg(! k )g where k = 0; 1; : : :; 2N 01, will be real. However, in order for the DH method to work fg(! k )g must also be nonnegative. 6 Let fZ(k)g for k = 1; 2 : : :; N 01 be a sequence of independent complex normal random variables with unit variance who's real and imaginary parts are independent, i.e. Z(k) iid N(0; 1) for k = 1; 2; : : :; N 01. And let Z(k) = Z(2N 0k) for k = N +1; N +2; : : :; 2N01, where Z represents the complex conjugate of Z. Lastly, let Z 0 and Z N be real random variables with mean zero and variance equal to two.
A Gaussian process with the autocovariances fc k g is then generated by taking The DH algorithm can be generalized to produce any Gaussian process with a specic autocovariance structure as long as the process' autocovariance function has suciently slow decay. For our purpose we desire to generate a Gaussian time series x(t) for t = 0; (00:5; 0:5) and suppose that it is contaminated by measurement and aggregation errors that take the form of additive white noise disturbance. 4 The observed series is
where W N(0;
2 ). Because the additive noise is independent of x(t) and has a at spectrum the wavelet coecients ofx(t) are independently distributed Gaussian processes with variance Wornell and Oppenheimer (1992) provide an EM-algorithm, where f< x; m;n >g is assumed to be the complete data and f<x; m;n >g the censored data, that maximizes Eq.
(16) over the parameter space dened by Eq. (17) (except with d replaced by ). They also compute the Cram er-Rao lower bound to be equal to the inverse of the Fischer Information 4 Estimation of the parameters d and 2 without contaminated data is a simpler problem, but since most economic time series suer from either aggregation problems or measurement error the assumption of additive disturbance is a much more realistic assumption. In addition, the assumption of contaminated data adds credence to using our approach of estimating d over that of the GPH method since the GPH method has never been tested with contaminated data. The autocovariance function for Eq. (7) is (9) which is proportional to ajt 0sj 2d01 for some constant a as jt0sj ! 1. The statistical selfsimilarity parameter derived from Eq. (9) is H = d 01=2 since R(t; s) = a 02H R(at; as). Eq.
(9) also shows the interesting property of long-term memory found in fractional integrated models. When d > 0 the fractional dierenced model's autocovariance decays logrythmically as opposed to the exponential decay associated with short-term processes. This same slow decay is evident in the autocovariance when d < 0, however, instead of having positive long-term dependance the process has negative dependance.
1/f Processes
The properties and characteristic of a fractionally integrated series are the same as those found in many 1=f processes. Some of the more commonly known 1=f processes are fractional Brownian motion and fractional Gaussian noise [Mandelbrot and Van Ness (1968) ].
In this subsection we desire to show that the fractionally integrated series is also a member of the 1=f family. We use a new notion of the 1=f process introduced by Wornell (1993) that draws on wavelet analysis and ideal bandpass lters to show that 1=f processes are 
where N(0; 
where < x; m;n >= The strength of the wavelet as discussed earlier are now much more apparent. Suppose that (t) is well localized around zero in time and 6! 0 in frequency. The dilated and translated wavelets m;n (t) will also be well localized around 2 0m n in time and around
Introduction
Wavelet analysis is a recent development in the area of applied mathematics. They were rst applied in the area of seismology [Morlet (1983) ], but because of the wavelet's simplistic nature they have been used in a number of areas ranging from signal analysis [Kronland-Martinet, Morlet and Grossman (1987) ] to numerical analysis [Beylkin, Coifman, and Rokhlin (1991) ]. As to our knowledge wavelet analysis has not been applied in a true economic context.
The strength and usefulness of the wavelet rests on its ability to localize a process in frequency-time space. The properties of the wavelet enables it to zoom in on a processes' behavior at a certain frequency level with a time interval that is a function of the frequency.
As a result of this time-frequency relationship at high frequency levels the wavelet is tight in shape and is able to focus on short lived phenomenas, while at lower frequencies the wavelet has a broader time window. This behavior is a desirable one when analyzing nonstationary time series since the series' wavelet transform provides frequency information that is localized in time and will also vary over time.
In this paper we apply wavelet analysis to the class of fractionally integrated processes to produce an alternative method of estimating and testing the fractional dierencing parameter. In a manner similar to Geweke and Porter-Hudak (1983) we develop a nonparametric method of estimating the fractional dierencing parameter. However, unlike the GPH approach which uses the periodogram of the series to approximate the series' spectrum, we draw on the distribution properties of the wavelet coecients for a 1=f processes to calculate a maximum likelihood estimate (MLE) of the fractional dierencing parameter. As a result our method does not require the strong assumption of the GPH approach that the normalized periodogram ordinates are asymptotically distributed exponential [Hurvich and Beltrao (1993) ]. Furthermore, estimating the fractional dierencing parameter with the wavelet does not suer from the subjective choice as to how many of the frequency points are to be used in the GPH regression.
The paper is arranged as follows. In Section 2 we provide an introduction to wavelet analysis through the area of multiresolution analysis. Multiresolution analysis is an area
