Abstract. The relationship between posets that are cycle-free and graphs that have more than one end is considered. We show that any locally finite bipartite graph corresponding to a cycle-free partial order has more than one end, by showing a correspondence between the ends of the graph and those of the Hasse graph of its Dedekind-MacNeille completion. If, in addition, the cycle-free partial order is k-CS-transitive for some k ≥ 3 we show that the associated graph is end-transitive. Using this approach we go on to prove that, for infinite locally finite 3-CS-transitive posets with maximal chains of height 2, the properties of being crown-free and being cycle-free are equivalent. In contrast to this we show that the non-locally finite bipartite graphs arising from skeletal cycle-free partial orders each have only one end. We include a corrected proof of a result from an earlier paper on the axiomatizability of the class of cycle-free partial orders.
Introduction
There is a large body of work devoted to the study of partially ordered sets with certain transitivity properties. See [19] for a survey of recent results on countable partially homogeneous structures. In [15] , Morel classified the countable transitive linear orders, showing that there are ℵ 1 up to isomorphism. Then, based on a proposal of Wielandt, Droste worked on the problem of generalizing this to non-linear partially ordered sets [5] . As part of this study, Droste achieved a full classification of all countable k-transitive trees (for k ≥ 2), where a tree (or semilinear order ) is a poset in which every two elements have a common lower bound, and the principal filter generated by every element is linearly ordered. In particular he showed that there are only ℵ 0 examples. This was extended to the wider class of weakly 2-transitive trees in [6] , and to 1-transitive trees in [4] , for each of which, it turns out, there are uncountably many.
A natural next step was to generalize the notion of semilinear order to posets that are allowed to branch upwards and downwards but in a 'free' way, so that no cycles are created. Rubin [17] proposed a study of such posets which he called cycle-free partial orders (CF P O for short), and in [1] criteria are listed that a 'good' definition of CF P O should satisfy. The majority of these conditions are satisfied by the definition given in [22] , which is one reason why it is this definition that has received the most attention in the literature, and it is the one that we use here. Its main drawback is that it is given in terms of an extension of the poset called its Dedekind-MacNeille completion. The classification of k-CS-transitive CF P Os (for k ≥ 3) is virtually complete. (Here a CF P O is k-CS-transitive if given any two isomorphic finite connected substructures there is an automorphism taking the first to the second; see Section 2 for more details.) The only case for which an explicit description has not been found is when a certain poset called ALT does not embed, and k ≥ 5; see [21] . An outline of the classification may be found in [7, Section 3] . There are the following cases: finite chain sporadic and skeletal (see [22] ), infinite chain (see [2] ), and ALT not embedding (see [21] ). The automorphism groups of these structures were considered in [7] , where it was shown that for many CF P Os the automorphism group is simple, in stark contrast with the results of [6] where it was proved that the automorphism groups of semilinear orders have 2 2 ℵ 0 normal subgroups. The connections with betweenness relations were explored in [20] , where a characterization of the notion of being cycle-free was given in terms of the substructures that a particular poset M + embeds (see Section 3 for further discussion of this). The most substantial piece of work on CF P Os is [22] , and more details may be found in its extended introduction. Now a poset is said to be complete if all the maximal chains are Dedekindcomplete as linear orderings, and any two points which have an upper bound in M have a least upper bound (dually for lower bounds). For any poset M there is a unique (up to isomorphism fixing M pointwise) minimal extension M D of M which is complete, called the Dedekind-McNeille completion of M . Then M is said to be cycle-free if its completion M D does not embed any 'cycles' (see below). Therefore given a CF P O M there is an associated structure M D which may be viewed as 'tree-like', in the sense that it has no cycles. This is very similar in nature to what happens in the study of the ends of graphs, and in particular in the use of the, so-called, theory of structure trees; see [11] . This similarity suggests the possibility that the bipartite graphs arising from CF P Os may have more than one end. As we shall see, this is not the case in general, but for locally finite CF P Os it is true, even without any transitivity assumption. It follows that one natural generalization of the class of locally finite CF P Os is to those that have more than one end. This is one of the motivations for the work in [8] where the locally finite 3-CS-transitive graphs with more than one end are classified. In contrast to this we shall see that the non-locally finite bipartite graphs associated with the so-called skeletal CF P Os only have one end.
Several interesting classes of 1-and 2-arc-transitive bipartite graphs arose from the work on CF P Os mentioned above. One of our aims here is to see to what extent, by weakening the notion of cycle-freeness, one might increase the known examples of countable 1-and 2-arc-transitive graphs. As mentioned above, in [20] a characterization was given of the class of CF P Os in terms of certain substructures that embed in the completion. This result leads in a natural way to the consideration of, so-called, crown-free partial orders. Every cycle-free partial order is crown-free but, in general, the converse is not true. By approaching this idea from the viewpoint of ends of graphs, we shall see that the natural weakening of cyclefree to crown-free will not yield any new examples of locally finite 2-arc-transitive graphs, thus highlighting the limits of the approach in the locally finite case.
In §2 we give the basic definitions and explain the connection between finite chain CF P Os and bipartite graphs. In §3 we shall show the relationship between the concept of cycle-freeness, and that of having more than one end, then in §4 we make use of this approach to show that for locally finite 3-CS-transitive bipartite posets, being cycle-free is equivalent to being crown-free. We take the opportunity to give a corrected version of the axiomatization of the class of (not necessarily connected) cycle-free partial orders given in [20] . Finally in §5 we consider nonlocally finite CF P Os.
Notation and preliminaries
Graphs, automorphisms and ends. A graph is a pair Γ = (V Γ, EΓ) consisting of its vertex set V Γ and edge set EΓ, which is a set of two-element subsets of V Γ. Vertices x and y are adjacent if {x, y} ∈ EΓ. The number of vertices adjacent to a given vertex is called its degree (or valency). A graph Γ is locally finite if all its vertices have finite valency. A graph is called bipartite if the vertex set may be partitioned into two disjoint sets X and Y such that no two vertices in X are adjacent, and no two vertices of Y are adjacent. In this case we say that Γ is bipartite with bipartition X ∪ Y . A walk in a graph is a, possibly infinite, sequence of vertices such that adjacent terms in the sequence are adjacent in the graph. A path is a walk in which the vertices are distinct. A graph is connected if any two vertices are joined by a path. We use d Γ (x, y) to denote the minimum length of a path from x to y in Γ, calling this the distance between x and y in Γ. A path is geodesic if each finite subpath is a shortest path in Γ between its end vertices. A cycle is a finite connected graph all of whose vertices have valency 2. A graph is called a tree if it is connected and has no cycles. A regular tree is a tree such that any two vertices have the same degree. A tree T is called semi-regular if there is a bipartition A ∪ B of T such that any two vertices in A have the same degree, and any two vertices of B have the same degree. A graph is said to be vertex-transitive (edge-transitive) if Aut(Γ) acts transitively on the set V Γ (EΓ respectively). An s-arc is a sequence v 0 , . . . , v s of vertices such that v i is adjacent to v i+1 for all 0 ≤ i ≤ s − 1, and v j = v j+2 for 0 ≤ j ≤ s − 2. A graph Γ is s-arc-transitive if for any two s-arcs v 0 , . . . , v s and u 0 , . . . , u s in Γ there is an automorphism α ∈ Aut(Γ) such that (v 0 , . . . , v s ) α = (u 0 , . . . , u s ). We say that Γ is k-CS-transitive, for a positive integer k, if for any two connected isomorphic induced subgraphs A and B, each of size k, there is an automorphism taking A to B, and is k-CS-homogeneous if the automorphism may be chosen extending the given isomorphism from A to B. Note that here homogeneity is a more restrictive condition than transitivity, contrary to the traditional use in permutation group theory. In this article, unless otherwise stated, all of the graphs under consideration will be countably infinite and connected.
A ray in Γ is a sequence {v i } i∈N of distinct vertices such that v i is adjacent to v i+1 for all i ∈ N. A line in Γ is a sequence {v i } i∈Z of distinct vertices such that v i is adjacent to v i+1 for all i ∈ Z. The ends of Γ are equivalence classes of rays where two rays R 1 and R 2 are equivalent if there are infinitely many (possibly trivial) disjoint paths connecting vertices in R 1 to vertices in R 2 . We call these equivalence classes the ends of Γ, and we denote the set of all ends by EΓ. It follows that two rays R 1 and R 2 are in different ends of Γ if and only if there is a finite subset A of V Γ and distinct components C 1 and C 2 of Γ \ A such that R 1 ∩ C 1 and R 2 ∩ C 2 are infinite. Any infinite locally finite connected graph has a ray, by König's infinity lemma, and therefore has at least one end. Also, any transitive connected infinite graph (possibly not locally finite) has a ray, and therefore has at least one end. Graphs with infinitely many ends can be thought of as being tree-like. For more background on the theory of ends we refer the reader to [13] .
Cycle-free partial orders. Let M = (M, ≤) be a poset. For A, B ⊆ M we write A ≤ B to mean a ≤ b for all a ∈ A and b ∈ B, with A ≥ B, a ≤ B, a ≥ B and so on having the corresponding natural meanings. A linearly ordered set is also called a chain. We write a b if a and b are incomparable. If x, y and z are members of M then z is said to be the least upper bound (or supremum) of x and y, written z = x ∨ y, if x, y ≤ z and for all t ∈ M if x, y ≤ t then z ≤ t. Dually we define the greatest lower bound (or infimum), if it exists, of x and y, denoted by x ∧ y. We use ALT to denote the poset with elements a i , i ∈ Z where a 2k < a 2k+1 and a 2k < a 2k−1 are the only non-trivial relationships.
Given a subset X of M we define
Given any m ∈ M we let PI(m) = {x ∈ M : x ≤ m}, noting that PI(m) is an ideal of M . We call PI(m) the principal ideal generated by m. We say an ideal I is principal if I = PI(m) for some m ∈ M . Dually we define the principal filter PF(m) of an element m ∈ M . Often we shall use the alternative notation v ↓ and v ↑ to denote the principal ideal and principal filter, respectively, in M of the element v ∈ M . Also, given a subset E of M , we write E ↑ = e∈E e ↑ and E ↓ = e∈E e ↓ . A poset is Dedekind-MacNeille (D-M -)complete if every ideal is principal. A D-M complete poset has the property that whenever two elements have a lower bound, they have an infimum, and whenever they have an upper bound they have a supremum. The Dedekind-MacNeille completion M D of M is defined to be the partial order with domain I D (M ) ordered by inclusion. The partial order M can be embedded into M D in a natural way by mapping elements to the principal ideals that they generate. As mentioned in the introduction, it may be shown that the poset M D is the least extension of M which is D-M complete. Let M be a partial order, and let a, b ∈ M . Let C = (c 0 , c 1 , . . . , c n ) be a sequence of points of M such that c 0 = a, c n = b and c i is comparable with c i+1 for each i < n. Let σ k (with 1 ≤ k < n) be maximal chains in M D with endpoints c k , c k+1 ∈ σ k such that if x ∈ σ i ∩ σ j for some i < j, then j = i + 1 and x = c i+1 . Then we say that P = k<n σ k is a path from a to b in M , written P ∈ Path M (a, b).
We say that M is connected if for all a, b ∈ M we have |Path M (a, b)| ≥ 1. We say that M is cycle-free if between any two points of M there is, in M D , a unique path. In the same way as for graphs above, we say that a partial order M is k-CS-transitive if for any two isomorphic connected substructures of M of size k there is an automorphism of M taking the first to the second, and it is k-CShomogeneous if the automorphism may be chosen to extend the given isomorphism.
The connection between CF P Os and graphs is given by the following result. It follows that k-CS-transitive (k ≥ 2) finite chain CF P Os can be thought of both as partial orders and as bipartite graphs. Making this idea more precise, given a poset M and given x, y ∈ M we write
in which case we say that y is an upward cover of x, and x is a downward cover of y. Let M be a poset with the property that for all x, y ∈ M , if x ≤ y then the Of course, in general the automorphism group Aut(M ) of the poset M will not be the same as the group Aut(H(M )) of automorphisms of its Hasse graph, but these two permutation groups will be closely related. For example M is 2-CS-transitive if and only if H(M ) is edge-transitive. If in addition, there is an anti-isomorphism of (M ≤) interchanging the maximal and minimal points of M then H(M ) is arctransitive. There is a similar relationship between 2-arc-transitivity in H(M ) and 3-CS-homogeneity in M . As a result of this relationship, the work on finite chain CF P Os in [22] has given rise to new classes of countable 2-arc-transitive graphs.
Ends of graphs and cycle-free partial orders
We now consider the relationship between the ends of a bipartite graph and those of its D-M completion. 
D is a set of subsets of M and here we are regarding I, J and B as subsets of M .) To see that such I and J exist, first let C 1 and C 2 be distinct infinite components of
are both non-empty sets since A is finite and hence so is A ↑↓ . Then choose I ∈ C 1 \ A ↑↓ and J ∈ C 2 \ A ↑↓ . We aim to show that H(M ) has more than one end by proving that the graph H(M ) \ B has more than one infinite connected component. In particular we shall show that any walk in H(M ) from i to j must intersect B, and that i and j each belong to infinite components of the graph
. . , d m , u m+1 , j) be a walk from i to j in the graph H(M ). Now define the following sequence of vertices of the graph H(M D ):
noting that adjacent terms in the sequence σ are not necessarily adjacent in the graph H(M D ). (Here, for each i, u i ↓ denotes the principal ideal of M generated by u i , which is a member of M D .) Now we shall extend σ to a walk in H(M D ) from I to J. For each pair of vertices x, y that are adjacent in the sequence σ let ρ(x, y) be a path from x to y in H(M D ) corresponding in the natural way to a fixed maximal chain in M D with maximal and minimal elements x and y. Let denote the walk:
(where • denotes composition of walks). Now is a walk from I to J in the graph H(M D ) and therefore must intersect F , say v ∈ ∩ F . By definition of there is
Since F is downwards closed it follows that z ∈ B. Thus the walk π in H(M ) intersects B. Since π was arbitrary we conclude that i and j belong to different connected components of
To see that the component of H(M ) \ B to which i belongs is infinite let K 1 and K 2 belong to the component of H(M D ) \ F containing I (this component is infinite by the original choice of I). We claim that for all k 1 ∈ K 1 and k 2 ∈ K 2 , k 1 and k 2 belong to the same component of
, and that without loss of generality
It now follows by induction that the component of H(M ) \ B containing i is infinite. Dually the component of H(M ) \ B containing j is also infinite. Since B is finite it follows that the graph H(M ) has more than one end. For the converse suppose that H(M ) has more than one end, and let F be a finite subset of H(M ) such that H(M ) \ F has more than one infinite connected component. Let E = {x ∈ M D : ∃f ∈ F : ( x ≥ f or x ≤ f )}, which is a finite subset of M D since F is finite and M is locally finite. Let x 1 and x 2 belong to different infinite connected components of H(M )\F , and chosen so that x 1 , x 2 ∈ E. Such a choice is possible because E is finite. Let = ({x 1 }, I 0 , I 1 , . . . , I r , {x 2 }) be a sequence of elements of M D such that, x 1 and x 2 are both minimal and, in the poset M D , {x 1 } is comparable with I 0 , I i is comparable with I i+1 for 1 ≤ i ≤ r − 1, and I r is comparable with {x 1 }. Moreover, suppose that among all sequences with these properties, has been chosen to have minimal possible length. By minimality, this sequence must alternate, so that
The resulting sequence of vertices (v ) v∈ is a walk from x 1 to x 2 in H(M ) and so must intersect F . It follows that there is some f ∈ F and w ∈ such that w < f or w > f , and therefore w ∈ E. Hence {x 1 } and {x 2 } belong to different connected components of H(M D ) \ E. That each of these components is infinite follows from the fact that the components of x 1 and x 2 in H(M ) \ F are both infinite. Note that there is no transitivity assumption in the above corollary, and therefore it cannot just simply be read off from Warren's classification [22] , since he assumes k-CS-transitivity (for some k ≥ 3) throughout. There are many CF P Os not in his classification, like the 2-CS-transitive CF P Os described in [9] for example. On the other hand, if we do make a transitivity assumption then the correspondence between the ends of H(M ) and of H(M D ) is even stronger.
Definition 3.3. Two graphs Γ 1 and Γ 2 are said to be quasi-isometric if there exist mappings ϕ : Γ 1 → Γ 2 and ψ : Γ 2 → Γ 1 and constants C, D > 0 such that for all x 1 , y 1 ∈ Γ 1 and x 2 , y 2 ∈ Γ 2 the following conditions are satisfied. 
For part (i) if x, y ∈ H(M ) are at distance k then fix a path π of length k from x to y. The image of this path under ϕ is an alternating sequence of maximal and minimal vertices in M . Adjacent elements in this sequence are at most distance C apart. It follows that ϕ(x) and ϕ(y) are at most distance Ck apart in H(M D ). For part (ii) let x, y ∈ H(M D ) be at distance k and fix a path π in H(M D ) from x to y of length k. The path π has a subsequence π such that adjacent terms in π are comparable in the poset M D , and as a poset π has maximal chains of height 2 (so π is an alternating sequence of maximal and minimal elements). For each maximal point of π we can fix a point above it in H(M ), and for each minimal point we can fix a point in H(M ) below it. In this way we construct a walk in H(M ) from ψ(x) to ψ(y) that has length no greater than |π | + 2 and hence no greater than |π| + 2.
Parts (iii) and (iv) follow directly from the definition of ψ, and the fact that all chains in M D have length no greater than C.
In [12] it is shown that if two graphs are quasi-isometric then they have the same end structure (in fact there end spaces are homeomorphic as topological spaces). Applying this result we obtain the following result. Lemma 3.6. Let Γ be an infinite locally finite graph. If Γ is k-CS-transitive for some k ≥ 1 then Aut(Γ) has only finitely many orbits on V Γ.
Proof. Let v ∈ Γ and let B(k, v) be a ball of radius k around v so
It follows from the fact that Γ is k-CS-transitive that every vertex v belongs to the same orbit as some vertex in B(k, v). Indeed, given any vertex w ∈ Γ\B(k, v) we can fix a geodesic path π(v, w) from v to w, say v = a 1 , a 2 , . . . , a r = w. Then by k-CStransitivity there is an automorphism α such that {a 1 , . . . , a k } α = {a r−k+1 , . . . , a r }, and thus w = a r ∈ {a 1 α , a k α }. The set B(k, v) is finite since Γ is a locally finite graph, therefore there are only finitely many orbits on vertices.
It is not always the case that if Γ is k-CS-transitive, for some k, then Γ is vertex-transitive, as the following example shows.
Example 3.7. Let Γ be a graph with V Γ = {1, 2, 3} × Z and (1, a) adjacent to both (2, a) and to (2, a + 1) for all a ∈ Z, and (3, a) adjacent to both (2, a) and to (2, a + 1) for all a ∈ Z. Then Γ is not vertex-transitive, since not all vertices have the same degree, but Γ is 4-CS-transitive.
Corollary 3.8. Let M = (M, ≤) be a locally finite partial order whose maximal chains have height 2. If M is k-CS-transitive for some k ≥ 1 then there is a natural bijection φ :
Proof. It follows from Lemma 3.6 that H(M ) has finitely many orbits on vertices. Therefore there is a bound on the length of the maximal chains of the completion M D , since there is a bound on the degrees of the vertices in the graph H(M ). The result then follows by Corollary 3.5.
Again we note that this corollary cannot simply be read off from Warren's classification since we are only assuming k-CS-transitivity for some k ≥ 1 and not k ≥ 3.
We have seen that locally finite CF P Os have more than one end. Given such a graph Γ one may consider the action of Aut(Γ) on the ends of Γ. If Aut(Γ) acts transitively on the ends of Γ we say that Γ is end-transitive. End-transitive graphs are classified, although not explicitly, in [11] , and also discussed in [13, Section 5.3] . We now observe that the infinite locally finite k-CS-transitive CF P Os (for some k ≥ 3) are all examples of end-transitive graphs. The next lemma is a variation on [14, Lemma 1].
Lemma 3.9. Let Γ be an infinite, connected, locally finite graph, and let L 1 = (. . . , v −1 , v 0 , v 1 , . . .) and L 2 = (. . . , u −1 , u 0 , u 1 , . . .) be two lines in Γ. Furthermore, suppose that there is an infinite subset A of N and subset {φ i : i ∈ A} of Aut(Γ)
Proof. The automorphism group of an infinite locally finite graph is a topological group, with the topology of pointwise convergence. Since Γ is locally finite it follows that, under this topology, for every vertex v ∈ V Γ the stabilizer Aut(Γ) v is compact and Aut(Γ) is locally compact (see [23, Lemma 1] ). Since each element φ j , with j ∈ A, satisfies φ j (v 0 ) = u 0 it follows that {φ j : j ∈ A} is a subset of Aut(Γ) v0 φ a , where a is a fixed number in A, which is compact since it is a coset of Aut(Γ) v0 .
Since the set {φ i : i ∈ A} is infinite it has at least one accumulation pointφ in Aut(Γ) v0 φ a . Thenφ lies in Aut(Γ) v0 φ a , and satisfiesφ(v i ) = u i for all i ∈ Z.
Corollary 3.10. Let M be an infinite locally finite CF P O with maximal chains of height 2. If M is k-CS-transitive for some k ≥ 3 then H(M ) is an end-transitive graph.
Proof. Since H(M ) has infinite diameter, it follows from [21, Lemma 2.3(i)] that ALT embeds into M , and therefore that M is a sporadic CF P O. It follows from Lemma A.2.6 and Corollary A.2.12 of [22] that given any two geodesic lines in H(M ) there is a bijection between them such that the conditions of Lemma 3.9 are satisfied. Now we see that H(M ) is end-transitive by applying Lemma 3.9.
Application: crown-free partial orders
In [20] the connections between the notions of semilinear order, cycle-free partial order, and betweenness relation are explored. The concept of ramification point plays an important role, as it does in much of the existing work on CF P Os. In this section we want to quote a result from [20] which gives a characterization of cycle-freeness in terms of the substructures that a certain poset
There is an issue here however over what exactly is meant by 'upward (or downward) ramification point' x. In [20] two possible definitions are confused, depending on whether the two incomparable points of which x is to be the infimum are required to lie in M , or merely in M D . The reason for the confusion there was that for the case of trees, or even for cycle-free partial orders, the two notions are equivalent. We give some clarification of these notions, and present a corrected proof of one of the main results of [20] , which says that the class of (not necessarily connected) CF P Os is first order axiomatizable. Following on from this, we define and study the notion of crown-free partial order, which is a natural generalization of cycle-freeness.
Let M = (M, ≤) be a partially ordered set. We say that x ∈ M D is an upward ramification point if there are incomparable elements a, b ∈ M such that x = a ∧ b. Similarly we define downward ramification point. We write ↑Ram(M ) and ↓Ram(M ) for the sets of upward and downward ramification points, respectively, of M . Note that ↑ Ram(M ) and ↓ Ram(M ) are subsets of the completion M D . Also we let
As mentioned in [20] , M + is the smallest extension of M in which all 2-element subsets of M have least upper bounds and greatest lower bounds (provided they are correspondingly bounded in M ). Another useful property of M + is that its cardinality is no greater than that of M (in the infinite case).
The ramification points of CF P Os behave in a very special way, as the following result demonstrates. Example 4.2. Given a non-empty set X, with |X| ≥ 3, we let P (X) denote the poset P (X) = {Y : Y ⊆ X, |Y | = 1 or |X \ Y | = 1} partially ordered by inclusion. Thus P (X) is a connected poset whose maximal chains all have length 2. The corresponding bipartite graph H(M ) is simply the graph obtained by removing a perfect matching from a |X| by |X| complete bipartite graph. If X is finite and |X| = n then we write P n for P (X). It is straightforward to check that the D-M completion P (X) D is isomorphic to the power set lattice (P(X), ⊆) with the minimal element ∅ and maximal element X removed. It follows that (for |X| ≥ 2) Ram(P (X) D ) = P (X) D , since every element x ∈ P (X) D is expressible in the form x = y ∧ z or x = y ∨ z for some y, z ∈ P (X) D with y z. On the other hand
In particular, if X is chosen to be countably infinite then Ram(P (X)
which is uncountable, while Ram(P (X)) is countable, and thus the two posets are very far from being equal.
An embedding of partial orderings (X,
) whenever x 1 ∨ x 2 exists in X, and similarly for ∧. A diamond is a 4-element partial ordering {a, b, c, d} with a ≤ b ≤ d, a ≤ c ≤ d and b c, and a 2n-crown is a 2n-element partial ordering {a i : 0 ≤ i < 2n} (n ≥ 3) with a 2i ≤ a 2i±1 the only non-trivial relationships, where the subscripts are taken modulo 2n. The problematical result from [20] needed here is the following, which gives a characterization of cycle-freeness in terms of the structures that embed into X + .
Theorem 4.3. [20, Theorem 3.1] The following are equivalent: (i) (X, ≤) is a cycle-free partial order; (ii) X + embeds no diamond or crown; (iii) X + strongly embeds no diamond or crown.
Unfortunately, in the proof of this result in [20] it is implicitly assumed that Lemma 4.1 contines to hold for arbitrary posets, and not just for CF P Os, which as we have seen is not the case. Thus the proofs of ¬(ii) ⇒ ¬(iii) and ¬(i) ⇒ ¬(ii) in [20] are invalid as they stand, since they assume that X + is closed under forming infima of 2-element bounded below subsets (and similarly for suprema). The following is a corrected version, obtained by working with M D rather than M + .. The main purpose of Theorem 4.3 was to show that the class of not necessarily connected cycle-free partial orders is first order axiomatizable. (It is remarked that the class of connected CF P Os cannot possibly be axiomatizable, as one sees by compactness, so the issue here is showing that the class of not necessarily connected CF P Os is axiomatizable. For this we weaken the definition of CF P O by saying that between any two points there is at most one path in M D , rather than exactly one.) Since it refers to a set of potentially greater cardinality, Theorem 4.4 will not give a proof of what is required, and we have to cut down somehow the set of points being considered. We can manage with a set X * which we define to be the smallest subset of X D containing X and closed under formation of infima and suprema of 2-element sets (when they exist). Clearly |X * | ≤ max(ℵ 0 , |X|). In fact a smaller set, obtained by just closing twice, is sufficient, as we see from the proof, and this makes the axiomatization less complicated, but it is easier to state the result for X * .
We outline the verification of Theorem 4.3 with X * in place of We remark that to deduce a corrected version of Theorem 3.2(i) of [20] , the axiomatizability of the class of not necessarily connected CF P Os, we just have to see how to express 'there are no b, c and
} is a diamond' referring just to elements of M , and this is done just as in [20] .
Arising from Theorem 4.4 above, one natural weakening of the notion of cyclefree partial order is that of a crown-free partial order; a poset whose completion does not embed a 2n-crown for any n ≥ 3. By a closed path in a graph based at a vertex v we mean a walk v 0 , v 1 , v 2 , . . . , v k such that all the vertices are distinct, with the exception of the first and last vertices which satisfy v 0 = v = v k . We require the following technical lemma. 
D does not embed a 2n-crown for any n ≥ 3 then there is a bound K on the length of any closed path π in H(M ).
Proof. Suppose, for the sake of a contradiction, that arbitrarily long closed paths may be found in H(M ). Since there is a bound on the degrees of the vertices in H(M ) it follows that there is N ∈ N such that for all p ∈ M D we have ↑ro(p) ≤ N and ↓ro(p) ≤ N , where
Let π = (a 0 , b 0 , a 1 , b 1 , . . . , a k , b k , a 0 ) be a closed path in the bipartite graph H(M ) = X ∪ Y where a i ∈ X, b j ∈ Y , k > 2N and in the partial order M we have X < Y .
We claim that the substructure induced by the points in σ embeds a 2n-crown, and therefore so does (M D , ≤).
Let l be the smallest number such that a l > a 0 ∧ a 1 . Such a number must exist since ↑ro(p) ≤ N and k > 2N . Let y = a l−1 ∧ a l = x. Now if a l > x then x is a lower bound of {a l−1 , a l } and so y > x, but this contradicts the property of H(M ) given in the statement of the proposition. Now repeat this process for {a i : i ≥ l}. Let l 2 be the least number such that a l2 > y, if any. If no such l 2 exists then we must have a j > y for all j ∈ {l, . . . , k}. Since x y it follows that a 0 ∧ a k ∈ {x, y} so let z = a 0 ∧ a k . Therefore {a 0 , x, a l−1 , y, a k , z} is a 6-crown in M D . Note that y < a 0 , z < a l−1 and x < a k , since x y, x z and y z. Otherwise l 2 does exist and we let z = a l2−1 ∧ a l2 . Since a l2−1 > x it follows that z = x. Continuing in this way, in a finite number of steps we obtain the sequence: Now let (a i ) i∈Z be an infinite 2-way line in the graph H(M ) (such a line exists since M is 3-CS-transitive, connected, and locally finite). Note that we are not insisting that this line is geodesic. By Lemma 4.5 there is a bound r on the length of any closed path in H(M ). It follows that if we remove the finite set of vertices
from the graph H(M ) then in the resulting graph the vertices a −(r+1) and a r+1 belong to different infinite connected components. Therefore H(M ) has more than one end.
In [18] the following result is proved. In fact, the argument of this paper works under slightly weaker hypotheses, and we can deduce the following.
Lemma 4.8. Let Γ be a locally finite connected infinite graph with more than one end. If Γ is edge-transitive, and for every edge {x, y} ∈ EΓ the stabilizer Aut(Γ) (x,y) acts transitively on N (y) \ x, then Γ is a semiregular tree.
Proof. We shall use the same terminology and notation as in the proof of [18, Theorem 3.2] . Let F be a D-cut of Γ and let x be a vertex of largest degree in the subgraph F induced by F . Suppose that x has degree m. Let x 1 , x 2 ∈ N (x)∩ F , which exist by [18, Lemma 3.1], and let y ∈ N (x) \ F . If |F | ≥ 2 then there is an automorphism ϕ of Γ mapping the path x 1 xx 2 onto x 1 xy. The fact that ϕ exists follows from the assumption that Aut(Γ) (x1,x) acts transitively on N (x) \ x 1 . By following the argument of the proof of [18, Theorem 3.2] , this gives a contradiction to the maximality of the degree of x. We conclude that |F | = 1 which, since Γ is edge-transitive, implies that Γ is a semiregular tree.
Combining this observation with Lemma 4.5 we obtain the following result, which tells us that for locally finite 2-arc-transitive bipartite graphs, weakening cycle-free to crown-free will not give us any new examples. For k 1 , k 2 ∈ N, M k1,k2 denotes the poset whose Hasse graph H(M k1,k2 ) is a semi-regular tree with valencies k 1 and k 2 , and the bipartition corresponds to the upper and lower levels of M k1,k2 with vertices of degree k 1 on the lower level, and those of degree k 2 on the upper level. The poset M k1,k2 is one of the sporadic CF P Os described in [22] . In fact, weakening the the property of being cycle-free to any condition that leaves H(M D ) with more than one end will, along with the assumption of 3-CShomogeneity, will also imply M ∼ = M k1,k2 .
It is natural to ask if the conditions given in the theorem above are really necessary.
First suppose that we remove the assumption of local finiteness. Then (i) ⇒ (iii), since any 3-CS-transitive skeletal CF P O serves as a counterexample. To show that (ii) ⇒ (i) we must provide a non-locally finite example that embeds diamonds but not crowns and is 2-CS-homogeneous. It is still not clear if such an example exists. Now suppose that we remove the assumption of 3-CS-transitivity. If we replace 3 by 2 or by 1 then (i) ⇒ (iii). Counterexamples may be found among the 2-CStransitive CF P Os given in [9] . If 3 is replaced by 1 then (ii) ⇒ (i), and (ii) ⇒ (iii), are seen by considering the following example. Let P = {a i : i ∈ Z} ∪ {b i : i ∈ Z} with a i ≤ {b i−1 , b i , b i+1 } the only non-trivial relations. Its completion P D is a connected row of diamonds, and it does not embed a crown. Whether or not (ii) ⇒ (i) when 3 is replaced by 2 it unclear.
We also observe that the above result does not hold if we replace crown-free by diamond-free. For example if we let M be the poset with maximal chains of height 2 and such that H(M ) is the tiling of the plane by hexagons then: Finally, consider the following example. Let M be the poset with maximal chains of height 2 such that H(M ) is isomorphic to the bipartite graph Z × Z. Then M D embeds both diamonds and crowns, is 2-CS-homogeneous and locally finite. However it is not 3-CS-transitive. This example demonstrates that a locally finite 2-CS-homogeneous poset can embed a diamond. If this had not been possible then, by Theorem 4.9, (ii) ⇒ (i) would have automatically been true.
Non-locally finite CF P Os and ends
Even though the majority of papers on ends of graphs are concerned with locally finite graphs there are still some papers that deal with the non-locally finite case, an important example being [3] . Since many of the interesting bipartite graphs arising from the classification of CF P Os are not, in fact, locally finite, it is reasonable to ask whether the local finiteness assumption is actually necessary for the proof of Corollary 3.2, and if so, precisely which k-CS-transitive CF P Os have more than one end? Of course, since the bipartite graph associated with a finite chain CF P O need not in general be vertex-transitive, such a graph need not even contain a ray. We now go through the non-locally finite bipartite graphs arising from the classification of CF P Os (see [7, Section 3] for a summary of the classification) determining the number of ends in each case. We shall see that the skeletal CF P Os provide us with examples showing that Corollary 3.2 does not hold for non-locally finite CF P Os.
Finite chain CF P Os not embedding ALT . These are discussed in detail in [21] , but only the 3-and 4-CS-transitive examples are given explicitly. The 3-CStransitive examples are described in [21, Theorem 3.2] . The 4-CS-transitive examples that are not finite and are not 3-CS-transitive are illustrated in Figure 2 (a),(b) and (c) of [21] . If M is a k-CS-transitive finite chain CF P O not embedding ALT then it follows from [21] Lemmas 2.2 and 2.3, that there is a bound in terms of k on the length of finite 'alternating chains' in M and therefore the graph H(M ) does not embed a ray. Now we consider the CF P Os that embed ALT , which implies that as bipartite graphs they contain at least one ray.
Sporadic CF P Os. By definition these are the finite chain CF P Os M embedding ALT and with the property that all chains of M + are finite. M κλ : Its associated bipartite graph is a semiregular tree with valencies κ, λ ≥ 2. It has two ends if κ = λ = 2 and infinitely many otherwise.
N κλ : If both κ and λ are infinite then it has one end, otherwise, at least one of κ or λ is finite and it has exactly 2 ends.
P κλ : It has infinitely many ends for all κ, λ ≥ 2.
Skeletal CF P Os. By definition these are the 3-or 4-CS-transitive CF P Os M in which all maximal chains have length 2 and the maximal chains of M + are infinite. The lemma above concerning density allows us to prove the following proposition. 
