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Abst ract - -We give new proofs of some known results concerning an iterative method of New- 
ton type for the simultaneous calculation of all roots of a polynomial, originally proposed by Weier- 
strass [1]. The previously known local convergence analysis of the method is simplified and sharpened. 
We also propose a modified method with improved convergence properties. Global convergence of 
both methods is touched upon briefly. (~) 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this note, we make some remarks on a paper of Hopkins et al. [2] which discusses results 
concerning a powerful method of Newton type for the simultaneous approximation of all roots of 
an algebraic polynomial, originally proposed by Weierstrass [1], in 1891, and often rediscovered. 
We present some new results on that technique. 
Given a (monic, for definiteness) polynomial p(A) = ~i~z (A-  ri) with distinct real or complex 
roots, the method, basically a variant of Newton's, yields a sequence of approximations x (k) to the 
root vector r = (rt, r2 , . . . ,  rn) or one of its permutations ar. The iterations become ill-defined 
if any two components of some approximation coincide. However, the method is exceptionally 
robust, giving convergence for "almost all" initial approximations x (°), not just those close to the 
exact solution. Furthermore, it even works for polynomials with multiple roots, although with 
slower convergence. 
A remarkable property of the method was demonstrated in [2], namely, that after the first 
iteration the sum of the components of the approximation to the root vector equals the actual 
sum of the roots. Here we propose a different proof, which we believe to be more direct. 
The local convergence analysis contained in [2] can be somewhat simplified and improved. We 
show this while relaxing the tolerance on the error of the initial approximation vector. 
More significantly, we also propose a modification to the Weierstrass method that has shown, 
consistently, to converge faster than the original one. Here, too, local convergence is proved and 
an asymptotic bound is found for the convergence rate. 
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Throughout this paper, we will follow the usual convention that a summation over the empty 
set of indices equals O, while a product over the same set equals 1. The norm of a vector will 
always be the ice, or uniform, norm. 
2. REV IEW OF THE METHOD 
In this section, we summarize some basic definitions and results stated and proved in [2]. Some 
statements of a purely algebraic nature found here and in later sections are valid for all n E N, 
but convergence analysis makes sense only for n >_ 2. 
The algorithm involves iteration of the function G : C a ~ C ~ defined by y = G(x),  where 
a 
dee p (xd j=1 
Yi = xi Hi(x) = xi , for i = 1 , . . . ,n ,  (2.1) a 
j= l  
the domain of G being 
dom(G)={xEC a :x i~x j ,  i f iC j} .  
Let 5 denote the smallest distance between roots 
(2.2) 
5~rmin{ l r i - r31 ,  i , j  = 1, . . . ,n,  i C j} .  (2.3) 
It is an essential assumption that 5 > 0. 
The study of local convergence in [2] shows that if 
x ( ° ) - r  <p(n ,  5) dej --1 5, (2.4) 
1 
then the iterates x (k) = G(x  (k-l)) = Gk(x (°)) converge to r quadratically, and the asymptotic 
convergence rate satisfies 
li--~ IIx(k+12 -r-II < n-  1 (2.5) 
k~oo II A''II-':~- rll 2 - - -7 -  
3. THE SUM OF THE ROOTS: A D IRECT PROOF 
THEOREM 3.1. Let p(A) be a polynomiM with roots r l , . . . ,  rn, some of which may be repeated. 
Let G(x). be the iteration function deIined in Section 2. Then, 
Im(G) C xEC a: x i= ri • 
i=1  i=1 
The statement of this theorem has been taken from [2]. The following proof, however, is 
different. We start by establishing an algebraic identity. 
LEMMA 3.2. Let n E N, r E C a, and x E C a such that xi 7 t xj i f i  ~ j, but otherwise arbitrary. 
Then, 
a 
1-[ (z i  - r j )  a 
j=l~ = ~__#(Xi ,1..i)" 
,-_1 1- I (x ,  - x j )  , - - ,  
j= l  
j#i 
(3.1) 
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PROOF. (BY INDUCTION ON r~.) Equality holds for n = 1. 
Expanding the left-hand side for any n > 1, we obtain 
n n n 
I ] (x , - r5  ) ~-1 I I (~/ -~ ) [ I (~-~)  
= ~ "~" n-1 
i=1 H(X i_X j )  /=1 I~(X i _X j  ) I~(Xn_X j  ) 
5=1 5=1 5=1 
n-1 n-1 
E 5= 1 5=1 
= n--1 q- (Xn  -- rn)n_l 
,=1 (~,_ x~) IF[ (~, - ~5) I] (~ - ~5) 
5=i j=1 
J#/ 
n--1 n--1 
---- Z ~5=1 -~" E n--lJ=l 
i=1 1-~(Xi -- Xj) i=1 (X i _ Xn ) Y I  (xi - xj) 
j=l  5=1 
j~i 5#i 
n--1 n--1 
---- E 5=1 ~-1 + (Xn _ rn) ~ j=l 
i=1 H (xi -- Xj) i=1 H (xi -- Xj) 
5=i 5=I j#~ j#i 
n-1 
I-[ (x~ - rs) 
+ (x~ - r~)~ 
j= l  
n--1 By the inductive hypothesis, the first term in the last expansion equals E i= l  (Xi -- r/). On 
the other hand, the sum following the factor (xn - rn) in the second term is precisely the di- 
vided difference of order n - 1 of the (n - 1 )  th  degree polynomial Nj=ln-l(A _ r j )  with respect 
to the n points X l , . . . ,  Xn (see, for instance, [3,4]), hence, equals the principal coefficient of the 
polynomial, namely 1. The conclusion follows. | 
PROOF OF THEOREM 3.1. Take the fundamental formula (2.!) defining the algorithm, and sum 
on i from 1 to n, 
y /= z / -  ~-7-s~ = x / -  
,=1 = ,=1 .= /=1 I ] (x / -  ~J) 
j=l  
j#/  
n l r -T . .  
n n n ~1 (x i - r j )  
- Z r, + r , ) -  Z 5=1 
i=1 i=1 i=1 H(X i  -- Xj) 
j----1 
Now the last two sums cancel each other as a consequence of Lemma 3.2, proving the statement 
of the theorem. | 
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4.  IMPROVED LOCAL CONVERGENCE ANALYS IS  
LEMMA 4.1. For any finite sequence of complex numbers Bq (q = 1,...  ,n - 1), we have 
n-1  n -1  n -1  
1-  H Bq= E(1 -Bq)  H Bin. (4.1) | 
q=l  q=l  rn=qT1 
This self-evident identity will meet applications imilar to those of Lemma 2.1 in [2], but it is 
much simpler to prove and use. 
REMARK 4.2. In the last product, the index m could run equally well from 1 to q - 1. | 
For ease of later comparisons, the k th iteration stage of the algorithm may be written as follows: 
x(k+l) ~k) j=l (i = 1, .,n). (4.2) 
i =X - -  i - - I  n ' "" 
j= l  j= i+ l  
The error in each component is transformed according to 
1 - f i  z~k) - rj x~ k+l) - ri = - - - ~)
j=l xi - xj 
mad consequently, 
- - _- i-~ - - :~)  
j= l  ~ i  - -  J ' j  
xl k) - r, , (4.3) 
x (k) - r . (4.4) 
(q = n -  i+  1 . . . .  ,n -  1). (4.6) 
= - -~ ' - ' -~)  (k) (k) 
j= i+ l  Xi  -- X j  j----1 Xi  --  X j  
1 "-V~z~) - n+q , , -1 z~k) - U+q-~ 
= X i  - -  zbih-q q=n- - i+ l  x ih -q- -n  ] 
= 1-HBq = (1 -Bq)  Bm 
q=l  m=q-I-1 
n--1 n - - I  
< ~,  l 1-  Bql ~-[ IBml . 
q=l  m=q+l  
(4.7) 
A~k) defl---- - j=lfi Xi'-(-~'----~) x~k)-  rj 
j#i 
and 
/ _(k) 
X~ k) - -  r i+q_  n X iWq--n  -- ri_Fq_ n 
Bq de__f X(k)~ -- (--(~--- = 1 + X(k) 
- -  X iTq_  n -- X i+q_  n 
Then, by Lemma 4.1, 
The error amplif ication factor for the ith component,  as in (4.3), will now be worked upon and 
bounded. For fixed k and i, let 
_(k) 
x~ k) -- r i+q  ~ i+q -- r i+q  
Sq de=f X(k)~ ----~-~ = 1 + X(k)i - - -~- ,  (q = 1 . . . .  ,n -- i) (4.5) 
- -  ~ i+q -- J ' i+q 
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As it will be shown later, the following is a natural, nonrestrictive assumption: 
5 
X (k ) - r  <2.  (4.8) 
Then all denominators in (4.5) and (4.6) are bounded from below, as follows: 
xl k) - x~) _> It,- rml- /~) - r , -  x~) -  rm 
(4.9) 
>5-2  x (k ) - r  >0,  
and consequently, the different factors in the bound at the end of (4.7) admit the following upper 
bounds, independent of their component index: 
]Ix(k)-rl] (4.10) 
I 1-Bq[_< 5-2II x(k)-rl[' 
5 - I ]x (k )  - rll (4.11) 
IBm] <_ 1 + [1 - Bin] _< 5 -  21Ix(k) - rll" 
tt should be noted that the bound just obtained for IBm] in (4.11) is sharper than the one 
in [2, (2.10)] or [2, (2.12)]. This is the first new result in this section, since all previous develop- 
ments were of a formal nature. 
The amplification factor for the error norm, as in (4.4) can, therefore, be bounded as follows: 
A(k) def= m axA~k) 
"-~ IIx(k)-rll (_~-IIx(k) zrl_ I )"-~-' 
-< F~ , -~l~)--_r l l  V_211x(~)_rl I q=l 
_ IIx, ,-rll 
- 5--~ I~(~ --rll ,=o \5 -  2 IIx(k)- rl] 
{ ~-.Jlx(k) -r~ )"-' 
= ~, 5_ 211x(~)_rl I - lde--f 7k(n, 5)" 
It is easily seen that 
whenever 
7k(n, 5) < 1, (4.13) 
°-~ 
x (k) - r < T(n, 5) de f - -  1 5. (4.14) 
Since this bound does not depend on k, it follows by induction that a sufficient condition for 
convergence is 
x (°) - r < T(n, 5). (4.15) 
Indeed, 70 < 1 is then a uniform upper bound for all the 7k. 
Condition (4.14) also implies (4.8), as was to be shown. Hence, (4.8) need not be checked. 
From (4.4) and the derivation of (4.12), it also follows that 
J n-2  [i x(k+') -rim 1 ~ ( .5.--.Jlx (k) -[r[[ 
~:r?  -< 5-211x(k)-rll ,o: kh-211x(k)-rll) 
giving in the limit, as k ~ c~ and [i x(k) - r]l ~ 0, 
li---m I Ix(k+')- rl] < n -1  
k-*oo ]IX(k)_rim 2 - b 
, (4.16) 
(4.17) 
We have thus recovered the convergence r sults proved in [2] and quoted in our Section 2, 
but with one important difference: for n > 2, the radius of convergence is larger than surmised 
therein (compare our (2.4) and (4.14),(4.15) above). Indeed, the ratio T(n, 5)/p(n,  5) does not 
depend on 5; as a function of n, it equals 1 for n -- 2 and grows asymptotically to 3/2 as n -* oo. 
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Table 1. Comparative values of the asserted radius of convergence. 
r p r 
2 0.33333 
3 0.22654 
4 0.17102 
5 0.13726 
6 0.11461 
7 0.09837 
8 0.08615 
9 0.07664 
10 0.06901 
11 0.06276 
12 0.05755 
13 0.05314 
14 0.04936 
15 0.04608 
0.33333 
0.20000 
0.14070 
0.10819 
0.08780 
0.07384 
0.06370 
0.05600 
0.04996 
0.04510 
0.04109 
0.03774 
0.03489 
0.03245 
1.00000 
1.13270 
1.21547 
1.26868 
1.30538 
1.33211 
1.35243 
1.36838 
1.38122 
1.39179 
1.40064 
1.40815 
1.41461 
1.42022 
5. A MODIF ICAT ION Y IELDING FASTER CONVERGENCE 
The modification we propose follows an idea borrowed from numerical linear algebra, where it 
leads from Jacobi's method to Gauss-Seidel's. The idea is to use at every moment he latest com- 
puted components of the approximate solution vector in order to compute the next component, 
rather than using the "old" approximate solution vector to compute the entire "new" vector. 
Instead of (4.2), the following formula defines the iteration stage of order k for the modified 
algorithm: 
?% 
x(kq-1) Ik) j--1 (i---- 1 , . . ,n ) .  (5.1) i ----X -- i-1 n ' " 
1"I (x~k)--X~ k'l'i)) 1-I (xlk) --X~ k)) 
j= l  j=i+l 
To carry through the local convergence analysis, an important distinction will be made. While 
the original method is naturally analysed by stages that involve the updating of all components of
the approximate root vector, the modified method is more easily analysed if we consider separately 
the updating of each component in cyclical order. Hence, all components of all approximations 
can be arranged in a single sequence in which xl k) becomes the term of order kn + i, say zkn+i. 
The main convergence r sult (with its wording according to [2]) is the following. 
THEOREM 5.1. Suppose that p(A) has distinct roots and that, in the modif ied Weierstrass 
method defined by (5.1), the initial approximation x (°) is chosen sufficiently close to a root 
vector r or, more specifically, that 
x (0) - r < r(n,6). (5.2) 
Then, 
and 
lim x (k) = r (5.3) k---*oo 
- r l l  lim < - -  
where t is the positive root o£ the equation 
1 
St_ 1 , (5.4) 
t----(t- I) n, (5.5) 
implying t > 2. 
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REMARK 5.2. According to the last assertion, local convergence is superquadratic. However, 
this wording should be interpreted in a broad context hat takes into account he number of 
operations, considering that the parallelism of the original method is lost, and thus, avoiding 
unsubstantiated claims. 
PROOF. Let s = kn + i. Then the individual iteration step for every component becomes 
j= l  
Zs+n : Zs - -  n-1  
H (zs - zs+~) 
q=l  
(s = 1,2, . . .  ), (5.6) 
where the terms of the z-sequence are assumed known, up to and including Zs+n_ 1 . The initial 
values z l , . . . ,  zn are the components of x (°). 
The error in each component, say e~ def [zs -- ri[, is transformed according to 
es+~ = Ases, (5.7) 
where 
def 
As = 
n 
1] (z, - r j) 
j= l  
1 - j#i 
n--1 
1-I (zs - zs+a) 
q----1 
(5.s) 
takes the place of A~ k) in the discussion of the original method. 
For fixed s = kn + i, and for each q = 1 , . . . ,  n -  1, it is possible to define j in the interval [1, n] 
as a function of q, such that 
j= - i+q=s+q (mod n). (5.9) 
Then we may also define 
Zs -- rj 
Bq = 
Z s - -  Zs+ q 
and the definition of As becomes equivalent to 
= 1 + Zs+q - rj (5.10) 
Z s - -  Zs+ q 
n-1 
As= 1-  H Zs - rj 
q=l Zs - -  Zs+q 
n-1  
= 1-HB q 
q=l  
(5.11) 
From Lemma 4.1, it then follows that 
As= ~(1-Bq)  H Bin_< 41-Bqi IBmi. 
m----q+l q=l m=q+l  
(5.12) 
For convenience l t us define, too, what might be called a "running error norm" 
def 
rls : maX(~s,~s+l,...  ,Ss+n-1)  • (5.13) 
Thus, we have r h = [ix (°) - rJ[ < T. It will be proved by induction that 7s < v for all s. 
All denominators in (5.10) are bounded from below as follows: 
iz~ - z~+ql  > Ir~ - r j i  - Izs  - r~i - I z~+q - r j ]  > ~ - 2~ (5 .14)  
8 A .M.  NIELL 
and the inductive hypothesis implies that 
Izs - Zs+ql > 5 - 2r. (5.15) 
Therefore, the factors in (5.12) admit the following upper bounds: 
ii _ Bqi < [ zs+q - rj [ < gs+q <~ ?Is (5.16) 
- z~-z~+q - 5 -2~1~ - 5 -2~8'  
(~ -- Vs def Ms,  (5.17) IB~l < 1 + I1 - S~l  < ~ _ 2,----7 = 
where 1 < -h'/8 ~ M def (~/((~ _ 2T) for all s. 
Hence, the error amplification factor for the k th updating of the ith component may be bounded 
as follows: 
n-1  n -1  n -1  
As<E e8+q H 5-~}8 1 • - ~-- -~s 5q+ ~-2r/s = 5-'2~}s EMsn-q - l~ '+q"  (5"18/ 
q=l  m= 1 q=l  
As a consequence, 
As<~-~V,#=0k~_2V,  } =\~_2V,}  -1 ,  (5.19) 
which reproduces the situation already found in (4.12), mutat is  mutandis .  The ensuing reasoning 
can be repeated: the condition 7/1 = Hx (°) - rll < T is shown to be sufficient for convergence, and 
the known bound for z}8 decreases monotonically to 0 as s --* co, proving the inductive hypothesis. 
Finding the ra te  of convergence is somewhat more involved. We already know that 
n-1  
gs 
£ .+n -- < ~ Eq=l Mr-q-lgs+q 
n-1  
e~ z = -~- es+q + terms of higher order as s ~ oo. 
q=l  
(5.20) 
Given any real t > 1 and u = t l/n, it is always possible to choose 00 < 1 such that 
gi < Oi de fou  (i = 1 , . .  ,n) ~' - -  ---~ i--l~ 
and then extend the definition of 0i in the following way: 
(5.21) 
n-1 
0 def 
s+n "~" Us E Os+q' 
q=l 
VseN.  (5.22) 
We want to obtain 
e-£~ < 08 + terms of higher order as s --* oo 
5 -  
through an adequate choice of t. According to (5.20) and (5.22), this will be the case if 
(5.23) 
08+n = 8808+1 + terms of higher order as s --* co, 
which means u n = 1 + u, that is to say, t -- 1 + t 1/n, or 
(5.24) 
t= ( t -  1) n. (5.25) 
The unique positive root of this equation is relevant. For every n > 2, it is greater than 2. 
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Now we have 
whence 
Oa+n 
= 1 ÷ o(1), (5.26) 
- -  1 
lim es+..___~n < (f t----Y (5.27) 
~s t -- 
yielding the last assertion of the theorem. | 
REMARK 5.3. Loss of parallelism is not the only price to be paid for the improved rate of 
convergence of the modified method: the "sum of roots" property of the original method (see 
Theorem 3.1) is lost, too. 
Table 2. Order of local convergence of the modified method. 
n t n t 
2 2.61803 9 2.08507 
3 2.32472 10 2.07577 
4 2.22074 11 2.06830 
5 2.16730 12 2.06217 
6 2.13472 13 2.05705 
7 2.11278 14 2.05271 
8 2.09698 15 2.04898 
REMARK 5.4. Not surprisingly, Fibonacci and the golden ratio leap into the scene for n -- 2. 
REMARK 5.5. The preceding results show that the modified method compares favourably with 
the original one as far as local convergence. The theoretical study of global convergence is much 
more involved and still leaves many open questions. It has been briefly touched upon in [2] with 
reference to the original method. Numerical experiments seem to indicate that the proposed 
modification yields faster global convergence in most cases, but not all. This is reminiscent of 
what happens in the field of numerical linear algebra, as mentioned at the beginning of the present 
section: Gauss-Seidel usually beats Jacobi, but not always. 
6. GLOBAL CONVERGENCE FOR QUADRATIC POLYNOMIALS 
We consider the quadratic polynomial p(A) = A 2 - 1. This entails no loss of generality, as 
shown in [2]. 
ORIGINAL METHOD.  The iteration function is 
G(z) (1-XlX2 l-ZlX2) 
~k Xl -- X2 X2 -- Xl 
An initial approximation vector x = (Xl, x2) leads to a convergent sequence {Gk(x)}~°=0 if 
(i) X 1 ~ X 2 ( i .e.,  x e dom(G)), and 
(ii) Re((1 - x lx2) / (X l  - x2)) ~ 0, (i.e., G(x) ¢ iR x iR). 
The (closed) set of nonconvergence is thus the union of two manifolds of real dimensions 2
and 3. 
To these results, taken from [2], we now add the following comments. 
Condition (ii) is not verified if Xl and x2 are both (distinct) imaginary numbers. But it also 
fails to be verified if, for any real a, b, c (with a ¢ 0), the initial approximations are 
Zl  = a + b/, (6.1) 
a (1 -{- c 2) - [(1 -{- bc)(b - c) + a2c] i 
x~ -- a 2 + (b - c) 2 (6.2) 
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Particular cases of nonconvergence are 
a(1 +c  2) +c(1-a2) i  
b=0 ~ x2= a2 , (6.3) 
e 2 + 
a - bi 1 
C = 0 ==~ X2 = a2 + b2, that is, x2 = - - ,  (6.4) 
Xl 
1 +b 2 
b = c ==~ x2 = - -  bi. (6.5) 
a 
Some numerical examples follow. 
(1) Let X 1 = 1 + i. Then the Weierstrass method fails for x2 = 2 - i, obtained from (6.5). 
(2) Let Xl = 1 + i again. Then the method fails also for x2 = (2 + i ) /5 ,  obtained from (6.2) 
with c = -1.  
(3) Let Xl = 5 + 2i. The method fails for x2 = 1 - 2i, obtained from (6.2) with c = 2. 
(4) Let Xl = 8 + 9i. The method fails for x2 = (4 - 18i)/5, obtained from (6.2) with c = 3. 
(5) Let Xl = 3. The method fails for x2 = (51 - 32i)/25, obtained from (6.3) with c = 4. 
Computational experience shows that, in cases like these, only rounding errors may eventually 
induce convergence, usually with a very slow starting rate. 
MODIFIED METHOD. The initial approximation must satisfy (i), but it is not required to sat- 
isfy (ii). In fact, convergence is obtained for all the particular examples just mentioned. 
The study of global convergence for the modified method is still an open question. Rather than 
using the vector function G(x), the iterations hould preferably be defined (with the terminology 
of S~ction 5) through the scalar function g 
def 1 -- ZsZs.4_ 1
zs+2 = g (zs, zs+l) = 
Z s - -  Zs÷ 1 
(s = 1,2, . . . ) .  
Instead of Condition (ii), it is required that z8 ~t (1/2)(z8+1 +(1/(Zs+l))) for every s E N. Oth- 
erwise, the modified algorithm becomes ill-defined because Zs+l and zs+2 coincide. This excludes 
from the set of convergence the union of an infinite sequence of manifolds of real dimension 2, 
the first two of them being defined in terms of zl and z2 by 
2ZlZ2 = 1 + z 2, 
2zlz2 (3 + z2)= (1 + z )(1 + 3z ) 
It is still to be ascertained whether the remaining set is in fact the set of convergence. 
7. EXAMPLES 
In this section, we compare the behaviour of both the original and the modified methods, using 
the same examples as in [2, Section 6]. All computations were done in double precision. 
EXAMPLE 7.1. We consider the cubic polynomial p(x)  --  x 3 - x ,  with roots 1, -1 ,  and 0. 
Dispensing with the parametrization that was introduced in [2] for special purposes, we take 
directly the following initial approximations, which add up to zero and allow comparison 
x~°)= 1.74, x(2°) = 1.75, x (° )=-3 .49 .  
EXAMPLE 7.2. We now consider p(x)  --- x 3, with its triple root 0. We take the initial approxi- 
mations 
x?  ) = 2, x(2 °) = 3, x(3 °) = 4. 
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k 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Original Method Modified Method 
69.197503 
35.099854 
18.037139 
9.481536 
5.165372 
2.950698 
1.344092 
0.741941 
2.807707 
1.712357 
1.202107 
1.031716 
1.000699 
1.000000 
1.000000 
-67.131268 
-33.032161 
-15.963562 
-7.383465 
-2.950681 
0.856151 
0.832745 
0.666874 
-1.709656 
-0.519744 
-0.267170 
-0.014300 
-0.000674 
-0.000000 
0.000000 
-2.066236 
-2.067692 
-2.073577 
-2.098072 
-2.214691 
-3.806849 
-2.176837 
-1.408815 
-1.098051 
-1.192612 
-0.934936 
-1.017417 
-1.000025 
-1.000000 
-1.000000 
x~ k) x~ k) 
69.197503 1.760213 
1.521919 -1.250673 
1.048742 -1.004328 
1.000114 -0.999999 
1.000000 -1.000000 
1.000000 -1.000000 
1.000000 -1.000000 
1.000000 - i .000000 
1.000000 -I .000000 
1.000000 -1.000000 
1.000000 - i .000000 
1.000000 - i .000000 
1.000000 -1.000000 
1.000000 -1.000000 
1.000000 -1.000000 
-3.387757 
-0.005002 
-0.000252 
-0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
Table 4. 
Original Method Modified Method 
k 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
3O 
31 
32 
-2.000000 
-2.009615 
-2.050266 
-2.259642 
15.211390 
6.818904 
2.259449 
5.038356 
2.795500 
-0.480376 
-0.495024 
-0.582950 
-0.085674 
-0.089035 
-0.112444 
-0.043292 
0.037576 
0.113372 
0.062746 
0.029332 
0.012131 
0.000350 
0.000351 
0.000352 
0.000359 
0.000392 
0.003232 
0.001706 
0.000929 
0.000516 
-0.005330 
-0.002499 
30.000000 
15.452586 
8.139959 
4.420424 
2.455682 
2.513375 
2.824680 
-2.216947 
-4.701459 
-2.603577 
-1.142085 
-0.313702 
-0.408433 
-0.174540 
-0.032600 
-0.035042 
-0.081051 
-0.045007 
-0.069652 
-0.036315 
-0.019466 
-0.010756 
-0.005461 
-0.002810 
-0.001478 
-0.000801 
-0.000445 
-0.000455 
-0.000510 
0.000500 
0.005895 
0.00307O 
-28.000000 
-13.442971 
-6.089693 
-2.160782 
-17.667072 
-9.332279 
-5.084130 
-2.821409 
1.905959 
3.083953 
1.637109 
0.896652 
0.494107 
0.263574 
0.145044 
0.078334 
0.043476 
-0.068365 
0.006906 
0.006983 
0.007335 
0.010405 
0.005111 
0.002458 
0.001119 
0.000410 
-0.002787 
-0.001251 
-0.000419 
-~001016 
-0.000565 
-0.000570 
-2.000000 
-1.908688 
-1.960369 
-5.223443 
5.936317 
-2.021986 
-2.391824 
-1.535988 
0.161380 
-0.319843 
-0.263185 
-0.089353 
-0.078653 
-0.021190 
-0.003105 
-0.007560 
0.011396 
-0.004444 
-0.004323 
0.000112 
0.000114 
0.000129 
0.000087 
0.000038 
0.000016 
0.000013 
0.000006 
0.000007 
0.000002 
O.OO0O02 
0.000000 
0.000000 
8.400000 
-20.700523 
-2.461395 
-3.518120 
-2.721756 
2.403315 
2.097830 
-0.638327 
-0.418675 
0.895601 
0.058211 
0.331001 
-0.0O7226 
-0.007799 
-0.003897 
-0.005637 
-0.004578 
0.066355 
-0.001939 
-0.001263 
-0.000564 
-0.000249 
-0.000061 
-0.000020 
-0.000005 
-0.000005 
0.000150 
-0.000002 
--0.000007 
0.000001 
0.000001 
0.000000 
6.424242 
5.251232 
2.647780 
2.265301 
2.900263 
-7.073018 
1.169277 
0.842359 
0.146323 
0.155293 
0.063111 
0.069266 
0.039895 
0.018100 
0.005388 
0.004292 
0.005547 
0.005828 
0.003317 
0.000830 
0.000257 
-0.000005 
-0.000005 
-0.000005 
-0.000046 
-0.000005 
-0.000005 
-0.000002 
-0.000002 
-0.000001 
-0.000000 
-0.000000 
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Table 5. 
Original Method 
0.538446 
0.503558 
0.499978 
0.500000 
1.040577 
0.998017 
1.000021 
1.000000 
2.040234 
1.996593 
2.000001 
2.000000 
4.011830 
3.999038 
3.999998 
4.000000 
7.868912 
8.002795 
8.000002 
8.000000 
Modified Method 
0.538446 
0.509431 
0.500270 
0.500000 
1.074966 
1.011439 
1.000096 
1.000000 
2.119115 
2.008452 
2.000003 
2.000000 
4.150725 
4.001362 
4.000000 
4.000000 
8.074762 
7.999656 
8.000000 
8.000000 
k 
1 -6.426885 
2 -1.627282 
3 0.928915 
4 0.956359 
5 1.016152 
6 0.998984 
7 0.999999 
8 1.000000 
Table 6. 
Original Method 
1.499440 
1.504332 
1.524781 
1.660782 
1.968622 
2.001256 
2.000001 
2.000000 
7.260695 
7.104468 
6.025396 
3.822927 
3.950776 
3.998982 
4.000000 
4.000000 
13.218824 
8.611071 
7.405790 
8.587218 
8.054388 
8.000735 
8.000000 
8.000000 
-0.052074 
-0.092589 
-0.384882 
0.472715 
0.510063 
0.500042 
0.500000 
0.500000 
k 
1 -6.426885 
2 -6.644460 
3 -2.009645 
4 0.931463 
5 0.910181 
6 0.939877 
7 0.955329 
8 0.997700 
9 0.994311 
10 0.999092 
11 1.000017 
12 1.000000 
Modified Method 
1.499188 
1.499235 
1.511194 
1.657902 
1.580380 
1.678642 
1.736453 
1.906628 
1.839755 
1.942750 
1.996698 
2.000000 
7.330022 
7.323900 
7.121329 
-3.060223 
9.602888 
6.560962 
6.148143 
-1.434676 
4.990248 
4.128795 
3.999940 
4.000000 
14.402952 
13.878910 
7.355075 
7.536311 
6.918499 
14.600044 
6.660117 
7.090942 
8.380504 
7.992250 
7.999996 
8.000000 
-138.393904 
0.157014 
0.047818 
-0.749937 
0.064029 
0.248794 
0.490495 
0.469385 
0.495081 
0.500027 
0.500000 
0.500000 
EXAMPLE 7.3. (a) We take  the  po lynomia l  
p(x) = x 5 - 15.5x 4 -]- 77.5x 3 - 155x 2 + 124x - 32, 
wh ich  was  s tud ied  in [4]. The  init ia l  approx imat ions  are 
x7 )=o45, x?):o9, x?):18, A °):36, 
In  th is  case, the  per fo rmance  is pract ica l ly  the  same for e i ther  method .  
x (°) = 7.2. 
Polynomial Roots 
Table 7. Iteration #7. 
13 
X~ 7) 
x (7) 
~(3 7) 
x(57) 
x(67) 
x(77) 
x (7) 
Original Method Modified Method 
8.74714420 
33.19778721 
-7.57913823 
-17.27589687 
-5.59463661 
-0.32357716 
3.38475701 
8.44356045 
-7.23423537i 
-0.00077331i 
-2.43074867/ 
+0.11482848i 
+1.81963688/ 
+8.36958539i 
-7.69108191i 
+7.05278851i 
8.56104735 -6.84897164i 
33.20135709 +0.O0000000i 
-8.15854972 +3.55400555i 
-17.26316206 +0.00000000i 
3.12840486 +6.83918510i 
-8.15854972 -3.55400555i 
3.12840486 -6.83918510i 
8.56104735 +6.84897164i 
Table 8. Iteration #12. 
Original Method Modified Method 
x~ 12) 8.56104735 --6.84897164i 
x~ 12) 33.20135709 +0.00000000i 
x112) -8.15854972 -3.55400555/ 
(12) x 4 -17.26316206 +0.000O0000i 
x (12) -8.15854972 +3.55400555i 
x (12)  3.12840486 +6.83918510i 
;T (12)  3.12840486 -6.83918510i 
x112) 8.56104735 +6.84897164i 
8.56104735 -6.84897164i 
33.20135709 +0.00000000i 
-8.15854972 +3.55400555i 
-17.26316206 +0.00000000i 
3.12840486 +6.83918510i 
-8.15854972 -3.55400555i 
3.12840486 -6.83918510i 
8.56104735 +6.84897164i 
EXAMPLE 7.3. 
tions 
x~ ° ) -  -10,  x(~)= 1.5, x(3°)= 7, x (° )= 10, 
In this case, the original method performs better than the modified one. 
EXAMPLE 7.4. Let us find all (complex) roots of 
p(x) -- x s - 23x 7 - 479x 6 + 5401x 5 - 5151x 4 - 652287x 3 
+ 250144x 2 + 5930106x - 308593332. 
(b) For the same polynomial, we take now the quite arbitrary initial approxima- 
x~ °) = 15. 
We take the initial approximations 
x~ °) -- 14 + 2i, x~ 0) = 10-  16i, 
°) -- -3 -15 i ,  4 0) -- -7  + i, 
x (°) = -12  + 9i, 
x(7 °) = 5 - 8i, 
x (°) = -11 - 4i, 
x~ °) = 6 + 13i. 
8. CONCLUSIONS 
On the basis of the presentation and the analysis contained in [2], we have achieved some new 
results concerning the Weierstrass method for the simultaneous approximation of polynomial 
a more straightforward proof of the "sum of the roots" property (no Vandermonde deter- 
minants or Taylor series expansions are used); 
(2) a simplification of the instrumental lemma used in the analysis of local convergence; 
(3) an improvement in the local convergence r sults: the "radius of convergence" is shown to 
be larger, in general, than previously proved; 
(4) a modification of the method giving faster convergence, with a computer program (not 
shown here) implementing both methods in parallel, for ease of comparison; 
(5) the local convergence analysis of the modified method. 
The global convergence analysis of the original and the modified methods, important as they 
are, are out of the scope of this paper. 
roots: 
(1) 
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