We introduce a stable noise function with controllable properties. The well-known Perlin noise function is generated by interpolation of a pre-defined random number table. This table must be modified if user-defined constraints are to be satisfied, but modification can destroy the stability of the table. We integrate statistical tools for measuring the stability of a random number table with user constraints within an optimization procedure, so as to create a controlled random number table which nevertheless has a uniform random distribution, no periodicity, and a band-limited property.
Introduction
Perlin's noise function [1, 2] , is now a well-established tool for creating procedural texture and shading. Although Perlin noise is defined as a continuous series of values which can be generated from random numbers, it is different from white noise which consists of unconstrained random numbers. Computer graphics applications require noise with ideal properties: meaning that it is reproducible, bounded, bandlimited, non-periodic, stationary and isotropic properties [3] . Conventional methods of random number generation, which are the basis of Perlin's noise function, are simple arithmetic. But these random number generators take no account of these ideal properties, making the random number table the weak point in Perlin's original procedure. This has motivated research on enhancing the quality of noise function by prudent improving the methods used to random number tables, so as to eliminate bias [4] or by making the noise band-limited [5] .
The controllability of noise functions has received less attention. Although computer graphics researchers have devised various ways of using noise functions to express complicated shapes. this has only involved compositing multiple noise function or combining noise with other mathematical functions. Control is limited to changing the parameters of these compositions or combinations. But some applications demand noise that can meet specific requirements, especially in procedural texturing and shape design. To generate properly controlled noise, we need to generate a random number table that meets the user's constraints. But direct modification of a table of random numbers is likely to destroy its stability.
In this paper, we propose a novel way to generate a stable but controllable random number table which can be used to produce Perlin and other similar noise. In order to constrain a random number table while maintaining the stability of the resulting noise function, we can use tools which express the stability of a random number table numerically. Various statistical tools are commonly used to test the properties of random numbers [6] . From these, we select three tests: the chi-squared and autocorrelation tests measure the uniformity of a random distribution and the periodic degree of a table of random numbers while the procedural band-pass pyramid measures its band-limited degree. Based on these three tools, we design an optimization problem, the solution of which stabilizes a random number table so that it can be used to create a stable noise function. User control is achieved by adding more constraints into the optimization problem. This leads to a noise function with ideal or near-ideal properties, which can nevertheless be controlled to meet user-specified constraints. Moreover, a stabilized table is reusable and can be employed with a range of noise generation technique.
We also propose a supplementary technique for tiling the random number table which reduces the time needed to generate it. Optimization of the random number table generation is a preprocessing operation, and is therefore insensitive to time complexity. However, our optimization technique considers all the elements in the random number table as unknown variables, which is expensive in any terms when dealing with a high-dimensional noise function. We can speed up this optimization process using Wang tiles [7] . Figure 1 is an overview of our approach to generating controlled noise. Using the three statistical tools that we have already mentioned, we design an optimization problem to generate a stable random number table. Then we add user-defined constraints. The noise function that we use is a simple B-spline interpolation, but our random number table can be generated by any other noise mechanism which is based on predefined random numbers.
The organization of the rest of this paper is as follows. In Section 2 we review related work on noise functions and their applications. In Section 3 we introduce the optimization method used for generating a stable random number table. In Sections 4 and 5, we go on to show how tiling accelerates table generation, and describe our method of controlling the noise function. In Section 6, we present some experimental results showing applications of our method. Finally, we conclude this paper and suggest some future work. 
Related Work
After Perlin [1, 2] introduced the noise function, it was used to generate procedural textures [3, 8, 9] , various natural phenomena such as water, fire, clouds, woodgrain etc. [10] [11] [12] [13] , and to make animated motions more natural [14] . Additionally, a noise function can provide a way of reducing the high cost of simulation-based methods [3, 10] . Another approach to natural pattern generation was introduced by Lewis [9] . His method, which is based on the Wiener interpolation, can generate noise with an arbitrary energy spectrum, but it is more complex than Perlin's method. Recently, Perlin noise has even been implemented in hardware for real-time graphics [15] .
Perlin himself [4] introduced an improved algorithm that solved two problems with his noise function. He suggested a new interpolation method that gives C 2 continuity everywhere in the domain, and a new gradient table, containing only 16 vectors, which speeds up computation and prevents directional bias. Cook et al. [5] have recently introduced Wavelet noise, which is perfectly band-limited because unnecessary low frequencies are eliminated. Our method of generating an stable random number table inherits these improvements.
There has been less research on the controllability of noise functions. Lewis [16] introduced a controllable noise by preserving a specified autocorrelation function. Yoon et al. [17] introduced a method to control Perlin's gradient noise function by modifying the underlying random numbers. Using the chi-squared test, this method changes the elements of the random number table while conserving a uniform random distribution. However, because of the restriction of the gradient noise function, this method can only achieve local control. Furthermore, the chi-squared test does not conserve the ideal properties of the noise function perfectly. Ebert et al. [3] have dealt with various aspects of noise and provide details of many different types of implementation of the noise function which combined with various operations. But this types of implementations have been applied to the control the noise function after construction, not noise value itself.
Random numbers are usually generated by an arithmetic mechanism, involving a combination of arbitrary equations and initial values. A sequence of random numbers generated in this way is often called a sequence of pseudo-random numbers (PRNs) [18] . Research on random number generators has advanced steadily, through consideration of randomness, complexity, and different applications [19] [20] [21] [22] . Some groups have proposed tests of randomness based on various statistical tools [23, 24, 6] . A selection of these tools construct the basis of our method of measuring a stability of random number table.
Random Number Stabilization
The statistical tools that we use are the chi-squared, autocorrelation, and bandlimited tests, which measure the stability of a random number table. We use them to design a minimization problem to generate a stable random number table. We will now describe the each term of the objective function of this minimization separately, and then prove that the function converges.
Chi-squared Test Term
The chi-squared test [24] is used to compare observed data with a specific distribution. Let X be a set of observed data. We divide the domain of X into K buckets of uniform size, so that the number of data items in the j th bucket is m j . If Z j is the expected number of data items in the j th bucket, then the chi-squared value D 2 can be computed as follows:
If the distribution of the observed data X is similar to its expected distribution Z j , then the value of D 2 will tend to zero.
If a sequence of random numbers has a stable distribution, the data are equally spread over the whole domain [6] . So, if we use the independent and identical distribution as the expected distribution in the chi-squared test, a small value of D 2 represents a stable random distribution. Using the boxcar function to count the number of data items in each bucket [17] , we can express the uniformity of the random distribution as a chi-squared value.
Let N be the number of data items and let N/K be the uniform expected value for all buckets. Then we can calculate CS(X) as follows:
where x i denotes each random number in table X, and B j (x) is a boxcar function that measures whether data value x is located between b j and b j+1 , which is the range covered by the k th bucket (see Figure 2 (a)). Therefore
is the number of data items in the j th bucket. To determine the number of buckets, K, we follow the rule of thumb [25] that there should be at least five data items in any bucket.
In Equation (2), a low value of CS(X) means that the distribution of X is similar to the uniform random distribution. However because the boxcar function is an integer block that is appropriate for an discrete problem, we approximated it by the piecewise function shown in Figure 2 (b), which is a simple quadratic curve [17] .
is the boxcar function, and (b)B k (h) is an approximation to the boxcar function.
Autocorrelation Test Term
Autocorrelation is a widely used mathematical tool to analyze the periodic offset of signals [26] in one or many dimensions. Generally, autocorrelation is the cross-correlation of a signal with a lagging version of itself. Let k be the offset value of the lagged signal. A higher autocorrelation value is likely to indicate a periodicity in the signal with the period k. Assuming that x i is a data sequence of length N , we can calculate an autocorrelation value autoc(k) for an offset k as follows:
where µ is the mean value of x i and autoc( ⃗ k) has the range [−1, 1]. Because the stable noise function should be non-periodic, a stable random number table, from which the noise function will be generated, should also be non-periodic. Therefore, a stable random number table must have a low autocorrelation for any offset ⃗ k.
We have designed AC(X) to be a periodic measure of a random number table: it is the sum of the absolute autocorrelation values at all offset vectors. AC(X) is formulated as follows:
where Θ is whole domain of X except the condition of k = 0.
Band-limited Test Term
The Perlin noise function constructs a pattern within an assigned band, and this means that the noise used must have a limited range of frequencies. To generate a natural pattern which contains a range of frequencies, a noise function can be constructed by summing a multi-band noise such as fractal Browning motion (FBM) or turbulence [3] . To generate a stable multi-band noise function requires a noise function that is completely band-limited. However, the original version of Perlin noise contains unnecessary low frequencies [5] , which can cause an aliasing problem in details of the resulting pattern. The low frequencies can also impair amplitude control of multi-band noise. Although Perlin introduced his improved noise function [4] by using a fixed surface normal to improve the band-limited property, this turns out to produce only a weak form of band-limitation. To fix this problem, Cook et al. [5] introduced Wavelet noise, which eliminates the low frequencies using a procedural band-pass pyramid. We use the same procedural band-pass pyramid to measure band-limitation in a random number table. To measure the unnecessary low frequencies in a given random number table X (see Figure 3 (a)), we apply down-sampling to the upper-level pyramid. Let X ↓ be the result of down-sampling. The term X ↓ , which is half the size of X, contains the low frequencies. Then we perform up-sampling to expand the pyramid again. Finally we obtain X ↓↑ ( Figure  3(b) ). Cook et al. [5] generate Wavelet noise from (X − X ↓↑ ) (Figure 3(c) ). Since we have to design an objective function which measures the band-limited term, we need to formulate X ↓↑ numerically. If X has a perfectly band-limited form, all values in X ↓↑ will be zero. We therefore measure the band-limited property of a random number table as the magnitude of X ↓↑ . The value of BL(X), which tests the band-limited property, is formulated as follows:
where ||.|| represents the sum of the squared values of each element in the matrix X ↓↑ .
To generate a shading function with a three-dimensional noise function, noise values are generally projected on to the given surface. In this case the projected pattern may not be fully band-limited, even though the random number table has this property. Cook et al. [5] introduced a projected interpolation method to overcome this problem. Our table-based noise function has the same mechanism, and so we can easily use the same method. 
Convergence of the Optimization
Using the three tools which have been introduced in the foregoing sections, we can now design an objective function that corresponds to a stable random number table.
A lower value of each test term, CS(X), AC(X) and BL(X), represents a more stable condition. Therefore, representing each random number in X as a unknown variable, we can design the objective function as follows:
where w i represents the weight of each term. (We used 0.1, 1 and 2 as the weights for normalization of each term of the function value: see Table 1 .) We used the interior-reflective Newton method [27] to solve the optimization problem. Equation (7) consists of a weighted sum of three different terms. If the independence between each term is not guaranteed, a conflict can occur which interrupts the search for an optimal solution. We experimented with the optimization, observing the rate of convergence when the three terms were treated separately and together. We found that each of the three terms is almost independent of the other two (see Table 1 ). Figure 4 shows the change in autocorrelation values and energy in the frequency domain during stabilization of a two-dimensional random number table. Before the optimization, the random number table contained unstable periodic points (see the black points in Figure 4 (a)) and unnecessary low frequencies (see Figure 4(c) ). The optimization eliminated these undesirable properties (see Figure 4 (b) and (d)).
CS(X) AC(X) BL(X)
As the dimension of the noise function grows, the size of the random number table increases correspondingly. That increases the number of variables in the optimization exponentially. For shading or texture generation, a noise function with more than two dimensions and a sufficiently large domain is required. This motivates our use of a tiling method in generating large tables, which we will now introduce.
Random Tiling
Because a stabilized random number table can be generated during a preprocessing phase, computational constraints are less restrictive. Nevertheless, we introduce a stochastic tiling method to accelerate table generation. For simplicity, we will assume that the random number table is two-dimensional. To generate a continuous noise function, we interpolate the random numbers using a B-spline curve. We can therefore assemble a large table from tiles without being concerned about continuity at the boundary of each tile. However, the use of tiling does require us to consider the spatial stability of the individual terms of the optimization.
The chi-squared test does not have any spatial term. If a small segment of the random number table has a uniform distribution, a larger table assembled from such segments will also have a uniform distribution. However, tiling introduces the risk that the resulting large table will contain a periodic pattern. There is also the problem of low frequencies being introduced at the tile boundaries.
Wang tiles [7] are known to generate a continuous, largely stochastic tiling from a small set of square tiles (minimum eight tiles). Provided that each tile does not have a periodic term, the resulting tiling is more stochastic form, to a certain extent. Wang tile has a limitation of a discontinuity problems around the corners of tile boundaries. Corner tile [28] can used to decrease the discontinuity. However, because we use the interpolated value of random table in our work, the coner discontinuity can be disregarded. As a method for random tiling, Wang tiling cannot fully avoid the possibility of a globally periodic pattern, but the large scale of such a pattern means that it is unlikely to be noticed by a viewer [5] . So we can disregard the autocorrelation value of the assembled tiling.
Next we address the problem of low frequencies at tile boundaries. Kopf et al. [29] introduced a simple Wang tile variant in which four tiles are color keys and one tile is a base tile. Using this method, we can generate eight square tiles from four different random number tables and one base random number table. Because Equation (7) has a non-linear form with multiple solutions, we can assign a different initial solution to the objective function to generate a different set of random number tables.
Using the set of different random number tables, we can generate Wang tiles as follows:
Step 1: Generate the four random number tables as colored tiles, X i , (i ∈ {E, W, S, N }), using different sets of initial solutions. The size of each table is 64 × 64.
Step 2: Using the same method as Step 1, generate the base tile X C . The tiles X i are then located in each of the four directions around X C , as determined by the color keys (see Figure 5 (a)).
Step 3: Overlap the base tile X c with each tile X i . We can treat the each random number of in tables X i and X C as a node and connect each neighboring nodes by edges. Then we can convert the overlapping region to a graph and calculate a cost function C a,b (X c , X i ), i ∈ {E, W, S, N } at the edge (see Figure 5(b) ). Using the minimum cost path as a boundary line, each X i is attached to X C . The result of this step forms one Wang tile.
Step 4: Using the eight combinations of color keys, we generate the eight Wang tiles by repetition of Steps 2 and 3 (see Figure 5(c) ). Figure  6 ). We call this arrangement graph G a,b . Using Equation (6), we can calculate the cost function as follows:
From C a,b (X C , X i ) we can calculate the amplitude of the low frequencies when we attach the two tables X C and X i at the edge e a,b . This allows us to track a minimumcost path which avoids the occurrence of low frequencies. Using this path we can generate Wang tiles with a band-limited property. To generate a large random number table, we can assemble these Wang tiles using the color keys. In this paper, we generate eight tiles, which is the minimum number for a two-dimensional space and generate the large random table using the scanline stochastic tiling algorithm [7] . For the real-time applications which require the infinity domain, a direct stochastic tiling method [30, 31, 28] can be used. To reduce the possibility of a perceptible global periodic pattern, the number of color combinations can be increased. We can also generate three-dimensional Wang tiles (minimum twenty tiles) to make a three-dimensional noise function in a similar way. Table 2 shows the cost of using Wang tiles.
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Original random Table 2  Cost difference between the original random number table and a new table constructed from Wang tiles. The cost of latter is the average cost of eight Wang tiles.
Noise Control
When a noise function is used to design or to texture objects, a conflict may occur between application constraints and the noise function. Or sometimes a user wants to generate a particular pattern using a noise function. Since we cannot see the result until the noise function has been evaluated, it is hard to achieve a suitable result by shuffling the random number table by trial and error. Of course, we could modify the random number table without considering its stability, but in that case we would be likely to lose the ideal properties of the noise function [17] .
Because we are generating noise functions by optimizing a random number table, user-specified properties can be realized by additional constraints on the objective function. However, in order to avoid conflicts between the user constraints and stabilization terms, we need to formulate the user constraints in an independent form. We will now introduce the two types of noise control: random distribution control and random value control.
Random Distribution Control
In Section 3.1, we used the uniform value N/K as the expected number of data items in the chi-squared test. If we change the distribution of expectations which we can do with histogram, we can control the distribution of the random number table. Figure 7 shows two images of fractal Brownian motion (FBM) with different distributions. A noise function with a uniform random distribution (Figure 7(a) ) produces the expected FBM image. By changing the histogram we can increase the contrast in the random distribution (see Figure 7(b) ). This seems to be a satisfactory way to control contrast in a noise function.
Random Value Control
To control the noise value, we have to apply a constraint to the random number table. We do this by adding the soft constraint Con(X) to Equation (7) as follows: minimize
However, conflict may occurs between Con(X) and the other stabilization terms.
In particular, Con(x) may have a lot of influence on particular frequencies, leading to conflict with BL(X) and causing the constrained random number table to lose its stable properties. To overcome this problem, we convert Con(X) to a band-limited form.
In essence, we extract a suitable band from the user constraint and adjust it to suit the random number table. Using a method which is similar to that presented in Section 3.3, we apply a band-pass pyramid [32] to the constraint. We select the appropriate frequency using a steerable pyramid [33] and hence construct Con(X). Because a Laplacian pyramid has a single tone which corresponds to a similar value in the band, there is possible conflict with the CS(X) term. So we use the mean of the eight directions of a steerable pyramid as a constraint value. Figure 8 shows the constrained noise function as a mask which is applied to Con(x). Applying band analysis to the steerable pyramid, we can reduce the constraint to a single-band noise function (see Figure 8 We experimented with the band-limited property of our constrained noise function. Figure 9 (a) shows a Perlin noise function with an aliasing problem that is caused by its weakly band-limited property. And Figure 9 (b) and (c) shows Wavelet noise and our noise function, both in a stable band-limited form. Even when constraints are applied to the our noise function, it almost remains band-limited (see Figure  9 (d)). Table 3 Convergence of the optimization: we can prevent conflict between the objective terms by band analysis of a user constraint. (Average values for the generation of 100 random number tables, with the constraint depicted in Figure 8 (a).) Table 3 shows the comparative rate of convergence of each term of Equation (9) . Con(X) can be take various forms. We will provide several examples of a controlled noise function in the next section. Fig. 9 . Comparison of band-limited properties: (a) is generated with the Perlin noise function, which is weakly band-limited noise, and has an aliasing problem; (b) and (c) are generated with Wavelet noise and our stable noise function, and have perfect band-limited properties; (d) shows a constraint applied to a red echelon formation, which is still almost band-limited.
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Experimental Results
We experimented with the control of both two-and three-dimensional noise functions. Figure 10 shows a terrain generated with a user-defined pattern. In a computer game or an animation, terrain must have a complicated natural shape, making a noise function a good way to generate an acceptable result. We can use a mask constraint to generate random terrain. Using the five masks we apply the constraint to the five base tiles of a random number table and then arrange the tiles sequentially. Fig. 10 . Terrain generation using controllable noise.
(b) (a) Fig. 11 . Flow control using of a noise function: (a) the flow vector θ points towards the center of the image; (b) using a constraint based on θ we can create directional noise. Fig. 12 . Noise control using a video feature map: we derive constraints from features of the video and apply them to three-dimensional noise. Figure 11 shows the application of a constraint to a flow field. We have used one axis of a three-dimensional noise function as the time domain. Using the flow vector θ, we defined a constraint function along the time axis. If x t i,j is an element of the random number table at time t, then Con(X) is θ(x t+1 i,j ) − x t i,j . We used θ to represent the direction towards the center of the image (see Figure 11(a) ). We created a turbulence pattern as the sum of the absolute values of the noise function, which results in a flowing texture. Figure 12 shows the application of a constrained three-dimensional noise function to a video. We converted the video into a band-limited form using a feature map. In this example, we assumed that aliasing problem is meaningless along the time axis. So we analyzed the image frames independently and constructed a separate Con(X) for each. By controlling the amplitude of the FBM, we generated a noise function which can be use to render the video in a non-photorealistic style.
We experimented with changing the weights in the optimization as a control method. In Equation (9), w 1 , w 2 and w 3 are the weights applied to the idealization of the noise function, and w 4 is a weight applied to the constraint. We a generated a threedimensional random number table using modified values of these weights. Along the time axis of the random number table, we changed w i so as to convert the stable noise into an artificial pattern. Figure 13 shows the result achieved by a noise function which was generated by a weight-controlled random number table.
The flame animation in Figure 14 has also been controlled using our technique. This animation was created by a well-known method [3] , using three-dimensional texture generated by the moving flame shape, which is modeled by combining freeform curves with a three-dimensional noise function. We can simulate the effect of a gust of wind blowing the flame aside, or into a spiral, just by controlling the random number table.
We applied our method to a shading model. Figure 15 (a) shows two single rectangular parallelepipeds, which we assemble into a more complicated model. If each simple object has a different shading model, generated by a noise function, the boundary between the objects will appear as a discontinuity in the shading (see Figure 15(b) ). We applied a constraint to each noise function to match the patterns at the boundary (see Figure 15 (c)). Table 4 shows the computation times for these experiments, using an Intel Core2 CPU running at 2.13 GHz, with 2 Gb of memory. The result video can download by using the url 2 .
Conclusions
We have introduced a noise generation method that allows user constraints to be applied to a table of random numbers while retaining the ideal property of the re- sulting noise function. Using statistical tools traditionally applied to the testing of random numbers, we generated a stable random number table as a resource for Perlin's and other widely used noise functions. Appling these tools, we have demonstrated the controllability of the noise function with several examples. We expect that our work will lead to new applications in computer graphics: the examples that we have produced only explore a few possibilities. Table 4 Optimization and running times for various noise generation operations.
One limitation of our work is the time required for the optimization, because the number of unknown variables involved in constructing a random number table is very large. The optimization time is very much affected by the statistical tools used to achieve the stable properties of the noise function. Other statistical methods might be more economical, and we plan to investigate new ways of generating noise patterns.
