On the reverse process of a critical multitype Galton-Watson process without variances  by Nakagawa, Tetsuo
JOURNAL OF MULTIVARIATE ANALYSIS 14, 94-100 (1984) 
On the Reverse Process of a Critical Multitype 
Galton-Watson Process without Variances 
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Dokkyo University School of Medicine. Mibu, Tochigi, Japan 
Communicated by S. Watanabe 
Limit theorems are established for the reverse process of a critical multitype 
Galton-Watson process without variances. These results are an extension of those 
of Nakagawa [5] in the case with finite variances. 
1. INTRODUCTION AND NOTATION 
Let Z, = (Zn,r,..., Z,,,) denote a critical, d-type, positively regular and 
nonsingular Galton-Watson process. By F(s) = (F,(s),..., -Fd(s)) we denote 
the offspring probability generating function. The A4 is its expectation 
matrix. The v and u are its left and right eigenvectors, respectively, 
corresponding to the maximal eigenvalue 1, and are normalized so that 
v + u = 1 and 1 . u = 1, where 1 = (l,..., 1). The state space is S, the 
collection of all d-tuples i = (i , ,..., id) of nonnegative integers. For x, y E Rd 
we write x < y if xi < yi for all i and x < y if xi < yi for all i. Let xk denote 
the product XT! ’ .. x2 for k E 5’ and x E Rd. The nth functional iterate of 
F(s) is denoted by F,(s) = (Fn,,(s),..., F&s)) as usual, where F,(s) = s and 
F,(s) = F(s), and satisfies F,,i(s) = E(sZn 1 Z, = e,), 1 < i < d, where ei is a 
unit vector consisting of zeros except for a 1 in position i. 
Now, in order to relax the finiteness of variances we introduce the 
condition of Vatutin [6] as 
x-v. (1 -F(l -.a)} =x’+~L(x), (1-l) 
where 0 < a < 1 and a function L is slowly varying at 0. Goldstein and 
Hoppe (2, 3] have also introduced the condition equivalent to (1.1). We will 
lean heavily on their results. 
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Hoppe f4] has established the existence of 
ntj) = lim P,(iJ) 
n-co F;+,(O) - F;(O) ’ 
i, j E S - {0}, 
where P,(i, j) = P{Z,+, =j 1 Z,=i} and FL(O) means (F,(0)}i, and has 
shown that {a@~ is the unique stationary measure of (Z,]. We designate the 
generating function of this measure by A(s). Then the reverse process {X,} 
of {Z,} is defined as a Markov process whose initial state is i, E S and 
whose n-step transition probabilities are given by 
i, j E S - (01, 
and 
74) 
R,(L j) = n(i) PAL 9, 
R&j) = nCi){F#) - F’,-,(O)l, jES-{O] 
(see Nakagawa [5]). 
For simplification we let a, = v e ( 1 - F,(O)} hereafter. Then we have 
THEOREM 1. Assume that the condition (1.1) holds. Then, under the 
condition that X, = 0 or et,, and as n + 00, an(Xn - u) converges in 
distribution to the random variable U whose Laplace transform is given by 
E[epa”] = (I + I)-(’ +a). 
Remark, We note that the random variable U is gamma distributed with 
parameters 1 + CL and 1. Moreover, in Esty [l] and Nakagawa [5] only the 
case with an initial state 0 or 0 has been treated. 
The following theorem can be proved easily by paralleling the proof of 
Theorem 1. Let [t] mean the integral part oft. 
THEOREM 2. Assume that the same conditions hold as in Theorem 1 and 
in addition t/n + c (>0) as n+ co. Then a,(X[,, - u) converges in 
distribution to the random variable UC whose Laplace transform is given by 
E[e-““cl = {c’/*J + I}-(‘+“). 
Remark. The random variable UC is also gamma distributed with 
parameters 1 + a and c”~. 
2. PRELIMINARY LEMMAS AND PROOF OF THEOREM 1 
In exactly the same manner as in the proof of Theorem 1 of Goldstein and 
Hoppe [2] we have 
683/14/l 7 
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LEMMA 1. Let {s,] be a sequence of vectors such that s, E Rd and 
lim,,,(l - s,)/a, = Ku (0 < K < a). Then for arbitrarily small F, > 0 and 
Ed > 0 there are integers k = k(n) and I = l(n) such that, 
(9 Fk(0) < s, < F,(O), 
(ii) lim n-m(aklan) = KU + Ml - G))~ and 
(iii) Iim .~,@Ja,> = fN1 - 4/U + 4). 
Furthermore, for the convenience of reference we quote here the facts 
which are also stated in the proof of Theorem 1 of Goldstein and Hoppe [ 2 J. 
LEMMA 2 (Goldstein and Hoppe). In addition to the assumption in 
Lemma 1, we suppose that the condition (1.1) is valid, then the integers k 
and 1 in Lemma 1 have the properties 
(i) limn+m (n/k) = K”((l + ~Jl(l - QY, 
(ii) lim, em (n/l> = K*(( 1 - cl )/( 1 + EJ)=. 
LEMMA 3. Suppose that the condition (1.1) is valid. If k/n + c (>0) as 
n -+ 03, then 
lim ak-aktl =C -(I +(1/a)) 
n+m an-a,,, 
Prooj Using the corollary of Lemma 3 and Lemma 4 of Goldstein and 
Hoppe [3], we have easily that 
ak-aktl k ak-aktl 
1 
= 
an-ant1 ak ’ n(6-h - a,, ,)/a,> 
-+c -(1+-(1/a)) as n-+co. 
COROLLARY. Under the same hypotheses as in Lemma 3 we have 
F:+,(O) - F:(O) i-u 
k F1,, ,(O) - F;(O) = Fc 
-(lf(l/cY)J 
Proox From Lemma 3.3 of Hoppe [4] it follows that 
F:, l(O) - F:(O) F:(W)) - F:(O) 
F!, t l(O) - Fi,P) = ” . {F,(F(O)) - Fk(O) t
X 
” * F,(F(O)) - FA’-‘)J x ak - ak+ I 
F?(W) - F!(O) an-ant1 
1 
-+(i.u)X- XC -(l-+(1/Q)) as n-+03. 
j.U 
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We shall necessitate another lemma to prove Theorem 1 in the case 
X, = eiO. Let #,(,I) be the Laplace transform of un(Xn . u), given X, = i,. 
Then, putting 
tl(n) = e-“dul, 1 < 1< d, and t(n) = (t[(n),..., t,(n)), 
from (1.2) and (1.3) we can write 
if i, # 0, 
(2.1) 
= c P(4}iP1,(0) - F’,-,(O)1 4i> if i, = 0. 
kS-IQ 
LEMMA 4. Under the hypothesis of Theorem 1 and in the case X, = 
i, # 0, 
lirngf d,(A) > (A + l)-(‘+a). 
Proof. Considering the situation that one of the initial j, + h-1 + j, 
particles has descendants at the nth generation and others have not, we get 
easily 
P,ci, i,) > 5 jrP,(el, 4M,(el y O)lj’ . . - { P,(e,- 1, O)}jl-1 
I=1 
x {P,(er, O)jj’-‘{P,(el,,, OjP+’ a-. {PAed, O)P 
= 5 jrP,(el, io)~~,,l(0)~-’ F’,(O). 
I=1 
Therefore, letting ab denote the vector (aibi) for vectors a = (a,) and b = (6,), 
we have 
= --& $, P,(el, 4J tin) 7& A(t(n) Fn(0)). 1 
Now we want to use Lemma l(i) for s, = t(n) F,(O). To that end we observe 
lirn ’ - tl(n> ‘,,l(O) = lim { 1 - 4w F,,,(oj + { 1 - h(o)1 
n-u2 a, n-+m aPI 
=(A+ l)u,, 
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where we made use of Lemma 3.1 in [4]. Thus we may apply Lemma 1 to 
obtain 
h(n) 2 & i P,h, 4 ) t,(n) s A(F,(O)) 1 I I 1 ZZ- + tdn) PAe, 3 4) @J ,5 Fn+1,lP> -MO
F n+ d’> - F,,,(O) 
x FkJP) - Fk- ‘J(O) 
{F/A’) -Fk-,,,P)l -$W5cW) 
I 
>, 
1 . 
- mm 
I 
P,h 6) 
G) l(l~d F,+,,,(O) -F,,,(O) 1 
‘l$Z, {t,(n)1 
. I 
F n+1,rP) -F,,,(O) 
’ ‘:& Fk+,(0) - F,- l,,(O) ~F/#)-F~-1,1(0)1 
Moreover, making use of Lemma 2, the corollary of Lemma 3, and Lemma 1 
of Nakagawa [5], we get 
lim inf #,(A) > (A + 1) $$I 
-(Ita) 
. 
n-03 I 2 
The arbitrariness of st and e2 completes the proof. 
We are now ready to prove Theorem 1. 
Proof of Theorem 1. We assume first that X, = 0. Then we can proceed 
now in the same way as in the proof of Nakagawa 15, Theorem 21, so that 
we get from (2.1), 
At@)> + V,,,(O)-F,-,,,(O)} fl(n)~a(t(n)F,-,(O)). Cl (2.2) 
Similarly we have 
For (2.2) we can use the same argument as in the proof of Lemma 4, conse- 
quently we have 
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linm_trf #,(A) > 
j 
(A + 1) 
a (; ‘::)a/ -(‘+(l’a)) 
1 
-fl+a) 
= (i+1)+y . 
2 
Again, applying the same argument for (2.3) yields 
(2.4) 
Noting that er and s2 can be taken arbitrarily small, we derive from (2.4) 
and (2.5) 
lim #,(A) = (A + 1))“+“‘. 
n-co 
Now we assume that X, = eiO. Observe first 
P,(j,ei,)= i F’,l,,(0)...F’,‘,~l,(O)j,Fj,‘,~‘(O)P,(e,,ejo) 
I= 1 
x Fj,l,;L *(O) . * * Fkd(0). 
Then it follows that 
Again, in the manner analogous to the proof of Lemma 4, we see in 
conclusion that 
lim sup d,(A) < (A + 1))“+a’. 
n-co 
Thus, combining the last inequality with the one of Lemma 4 yields the same 
conclusion as in the case X, = 0. The proof of Theorem 1 is now complete 
because of the continuity theorem. 
The proof of Theorem 2 is omitted. 
3. FINAL REMARK 
Making use of the methods in the last section, we can compute the limits 
of the conditional distributions of ZLml, 0 < c < 1, under the condition (1.1). 
The results will appear in a future publication. 
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