Introduction
Audio feature extraction is a necessary step for the classification, retrieval, and identification tasks. To be effective, audio feature extraction must meet four challenging requirements. First, the dimensionality of the input audio signal must be significantly reduced: this paper presents a system that reduces the input dimensionality by a factor of approximately 8,000. Second, the resulting features must be robust to likely distortions of the input: for example, most radio stations introduce nonlinear distortions into the signal before broadcasting. Third, the resulting features must be informative: for audio identification, different audio clips should map to features that are distant, in some suitable metric. Fourth, the feature extraction operation must be computationally efficient: we require that it use a small fraction of the resources available on a typical PC.
Previous research has usually approached the problem of feature design by handcrafting features that are hoped to be well-suited for a particular task. For example, current audio classification, segmentation and retrieval methods use heuristic features such as the mel cepstra, the zero crossing rate, energy measures, spectral component measures, and derivatives of these quantities [1, 2, 3] . However, a system designed with heuristic features may not be optimal: other features may give better performance, or may be more robust to noise. On the other hand, an argument in favor of handcrafted features comes from machine learning, where it is well known that building prior knowledge into the features can significantly improve classification accuracy.
In this paper, we first use prior knowledge to define the parametric form of the feature extractor. Then we use a new algorithm, called Distortion Discriminant Analysis (DDA), that sets the parameters of the feature extractor. Feature extractors learned with DDA fulfill all four requirements listed above.
This paper also presents Multi-Layer Distortion Discriminant Analysis (MDDA), which combines multiple layers of DDA, where the input to each successive layer corresponds to a wider temporal window. MDDA is equivalent to a linear convolutional neural network.
In order to build robustness against distortions, DDA assumes that distorted versions of a set of training signals are available. Requiring samples of distorted signals is less stringent and more general than requiring that the real noise model is known. DDA and MDDA also do not assume that the distortion is additive: nonlinear distortions are also handled. As shown in section 3, DDA and MDDA can generalize beyond the given set of distorted training signals to be robust against distortions that are not in the training set.
We apply MDDA to identify known audio segments in a stream of audio. We call this application "stream audio fingerprinting". In stream audio fingerprinting, a fixed-length segment of the audio stream is converted into a low-dimensional trace (a vector). This input trace is then compared against a large set of stored, pre-computed traces, where each stored trace has previously been extracted from a particular audio segment (for example, a song). We call the pre-computed traces 'fingerprints', since they are used to uniquely identify the audio segment.
Paper Structure and Notation
In section 2, we describe DDA, give a theoretical motivation for it, and outline its relationship to other methods. We then introduce MDDA. In section 3, we present an experimental MDDA system for stream audio fingerprinting. We test a single DDA layer and the full MDDA system for robustness to various distortions. Finally, we give results on the stream audio fingerprinting task for identifying 500 clips in 36 hours of audio test data.
In this paper, vectors are denoted in bold font and their components in normal font, and prime denotes transpose.
Distortion Discriminant Analysis
Suppose we are given a set of vectors x i ∈ R d , i = 1, . . . , m, where each x i represents a signal, and suppose that for each x i one has a set of N distorted versions x k i , k = 1, . . . , N . Define the corresponding difference vectors z k i ≡x k i − x i (referred to as 'noise' below). We wish to find linear projections which are in some sense as orthogonal as possible to the z k i for all k, but along which the variance of the original signal x i is simultaneously maximized. Denote the unit vectors defining the desired projections by n q , q = 1, . . . , M , where M will be chosen by the user. Let us simplify the discussion by choosing N = 1 for the moment.
By analogy with Principal Components Analysis (PCA), we could construct a feature extractor n which minimizes the mean squared reconstruction error
It is straightforward to show that the n that solves this problem is an eigenvector of C 2 − C 1 , where C 2 , C 1 are the correlation matrices of the z i and x i respectively. This feature extractor has the unfortunate property that the direction n will change if the noise and signal vectors are globally scaled with two different scale factors.
Instead, we define the DDA directions as those directions n that maximize the Generalized Rayleigh ratio [4] 
where C 1 is the empirical covariance matrix of the signal, and C 2 the empirical correlation matrix of the noise:
The numerator in Eq. (1) is the variance of the projection of the training data along the unit vector n, and the denominator is the projected mean square error (the mean squared modulus of all difference vectors z k i projected along n).
We can find the directions n j by setting ∇R = 0, which gives the generalized eigenvalue problem
It is straightforward to show that:
1. For positive semidefinite C 1 , C 2 (as is the case here), the generalized eigenvalues are positive;
2. Scaling either the signal or the noise leaves the DDA directions unchanged, although the eigenvalues will change; 3. The n i , i = 1, . . . , d are, or may be chosen to be, linearly independent;
4. The n i are conjugate with respect to both matrices C 1 and C 2 , that is,
At the extremum, the Hessian is
and for an arbitrary small step ≡ i i n i ,
so by choosing n 1 to be the highest weight generalized eigenvector, we are guaranteed that the solution is a maximum, provided the generalized eigenvalues are distinct. If, on the other hand, the top two or more generalized eigenvalues coincide, and if lies in the span of the corresponding eigenvectors, then motion along leaves R unchanged, as can be seen by substituting in Eq. (1). For n i , i > 1, the same arguments apply, in the space spanned by the remaining eigenvectors.
DDA Minimizes the Probability of Error
Instead of viewing DDA as the maximization of the signal to noise ratio, we can view it as maximizing the signal variance in that coordinate system in which the noise has unit covariance matrix (in this section only, we simplify the discussion by assuming that the noise is zero mean). Let E be the matrix whose columns are the normalized eigenvectors of C 2 and Λ the corresponding diagonal matrix of eigenvalues, so that C 2 = EΛE . Rotating to a coordinate system in which the noise is white is accomplished by replacing every vector x by Λ −1/2 E x: denoting quantities in the rotated coordinate system with a tilde, we havẽ
where I is the unit matrix. Thus in this coordinate system the generalized Rayleigh quotient becomesR
Thus by maximizingR we are maximizing the signal variance along the unit vector n/ n . We can relate maximizing the quotient in Eq. (8) to the expected error rate for the identification task as follows. Given some unit direction n, and some signal vector s, let 1 y ≡ n · s. Let the density for the signal projections along n be p(y). Now suppose that an additional k signal projections are drawn according to p(y), and let p(y) have distribution F (y). Let ρ be the random variable which is the minimum distance from the k projected signal points to y. The distribution for ρ is then
where q ≡ F (y + x) − F (y − x) and where x is positive. Now since q is the probability mass (for the training density) between y + x and y − x, for fixed y and x, q must be a monotonically decreasing function of the projected signal variance, and hence
is also a monotonically decreasing function of the projected signal variance. An error will occur when the projection of the noisy version of s is closer to a different signal projection than to y. Since the noise variance is fixed, if we make the reasonable assumption that the expected probability of error increases as the expected distance to the nearest projection to y decreases, we see that maximizing the signal variance amounts to minimizing the probability of error. Note that no assumptions have been made in the above argument regarding the functional form of the distribution of the noise or of the signal.
Relation of DDA to Other Methods
DDA is related to Principal Components Analysis. However, in PCA, a set of orthogonal directions which maximizes the signal variance is found. DDA yields a set of possibly non-orthogonal directions which take the noise statistics into account.
A more closely related method is Multiple Discriminant Analysis, which is used in multi-class classification problems [4] . MDA also converts the feature extraction problem into a generalized eigenvalue problem. In MDA, the within-class scatter matrix is analogous to C 2 and the between-class scatter matrix is analogous to C 1 . The sum of the within-class and between-class scatters is the total scatter (covariance). We can map DDA to MDA by thinking of the identification problem as a classification problem, that is, by assigning a unique class label to each point x i , by assigning that same label to allx k i , k = 1, . . . , N , and by requiring that the noise have zero mean. However DDA is still different from MDA, because the denominator in DDA is not limited to be a covariance matrix: the distortions need not have (and in general will not have) zero mean. Also, MDA tacitly assumes that d ≥ c [4] where c is the number of distinct class labels, and MDA is limited to producing a number of most c non-zero eigenvalues, while for DDA, usually the number of signal data points will exceed the dimension d, and the number of non-zero eigenvalues DDA can produce is bounded above by the dimensionality of input space.
Multi-Layer Distortion Discriminant Analysis
For high dimensional data, such as audio, DDA can be applied in layers. Consider, for example, the extraction of a 64 dimensional fingerprint from 6 seconds of audio. If we first convert the audio signal to mono and downsample it to 11.025 KHz, the subsequent feature extraction must map a vector of dimension 66,150 to a vector of dimension 64. Directly solving DDA's generalized eigenvalue problem in this case is infeasible. Instead, we can apply a 2-layer MDDA, where the first layer operates on a log spectrum computed over a small window and the second layer operates on a vector computed by aggregating vectors produced by the first layer over time. Thus, in MDDA, each subsequent layer sees a wider temporal window than the last: the DDA directions of that layer are ideally suited to that particular temporal window.
This is an important feature of MDDA; for example, we will use it below to compensate for alignment noise. We define alignment noise to be the noise resulting from the fact that a stored fingerprint can be temporally out of phase with the input traces. In the worst case, the fingerprint will have been computed from a frame which lies half way between the two frames used to compute two adjacent traces. Compensation for such temporal distortions in an MDDA system should be applied on the last layers, since they see the widest temporal windows.
MDDA not only makes the test phase computationally efficient, and allows the compensation of distortions at different time scales; it is also efficient in the training phase. The required covariance and correlation matrices can be computed one vector at a time. These matrices can thus be estimated using an arbitrarily large amount of data. After the matrices are estimated, the generalized eigenvalues can be computed with standard numerical linear algebra packages.
Experimental Results
We present four experiments to show to efficacy of DDA and MDDA. First, we evaluate a single-layer DDA system for robustness to input signal distortion. Second, we evaluate a full MDDA system for robustness to time misalignment between the input trace and the stored fingerprint. Third, we test the full MDDA system on a large test set and estimate false positive and false negative error rates for alignment distortions only. Finally, we test the full MDDA system on the large test set with eight kinds of distortions, one of which was not used for training. All results are reported on test sets that are separate from the MDDA training set.
Preprocessing
Our stream audio fingerprinting system first converts a stereo audio signal to mono and then downsamples the signal to 11.025 KHz. The signal is split into fixed-length frames which overlap by half. (In the first experiment, the frame length is 23.2 ms, while for the other experiments, the frame length is 372 ms.) An MCLT [5] is then applied to each frame. A log spectrum is generated by taking the log modulus of each MCLT coefficient.
Before applying MDDA, the stream audio fingerprinting system performs two preprocessing steps that suppress specific easy-to-identify distortions.
The first preprocessing step removes distortion caused by frequency equalization and volume adjustment. The de-equalization step applies a high-pass filter (in frequency) to the log spectrum, which results in a flatter spectrum. The high-pass is performed by taking the DCT of the log spectrum, multiplying each DCT coefficient by a weight which ranges linearly from 0 for the first component to 1 for the sixth and higher components, and then performing an inverse DCT.
The second preprocessing step removes distortions in the signal that cannot be heard by a human listener. This step exponentiates the log spectrum from the first step, then generates a frequency-dependent perceptual threshold by an algorithm described in [6] . The final preprocessed signal is then the difference in dB between the log spectrum and the log perceptual threshold, if that difference is positive, and zero otherwise. Thus, imperceptible components of the spectrum are set to zero.
For the stream audio fingerprinting system, the training set of the MDDA comprises 20s segments, each chosen from the middle portion of 50 randomly chosen clips, giving a total of 16.7 minutes of audio. For every training segment, we constructed 7 distortions using the CoolEdit software tool [7] : a 3/1 compressor above 30dB, a compander, a spline boost of the mid frequency range, a spline notch filter, a 'quick filter' emulating poor quality AM radio, and two non-linear amplitude distortions.
DDA for Robustness to Distortion
To evaluate the effectiveness of DDA on the first layer, we used overlapping 23.2 ms frames, resulting in 128 preprocessed log magnitude coefficients per frame. We chose this sized frame for these experiments because workers often use 20ms frames for cepstral coefficients, and because we wished to compare performance with a previous system using this frame size. The previous system use a hand-designed feature set consisting of the averages of the log spectrum coefficients over each of the ten Bark bands from 510 Hz through 2.7 KHz. These particular bands were heuristically chosen to be robust against the 7 distortions. The heuristic features thus generate 10 element feature vectors every 11.6 ms.
We took segments from 15 clips from the test set, computed the 7 distorted versions for each, applied the preprocessing, and then computed 10 projections with each method. For DDA, we took the generalized eigenvectors corresponding to the top ten generalized eigenvalues. We again note that the DDA directions are found using training data separate from the test data. Figure 1 shows the measured noise-to-signal ratios for the 10 DDA projections and 10 Bark projections. The DDA projections are ordered from left to right in order of decreasing generalized eigenvalue (SNR on the training set). Note that the three distortions in the second panel in Figure 1 generate noise-to-signal ratios that are smaller by a factor of 100 than those in the first. However DDA was still able to reduce these values compared to the Bark averaging, despite the fact that in the denominator in Eq. (1) is computed by summing over all distortions.
In Figure 2 , we plot the sum of all 7 noise-to-signal ratios for the two kinds of projections. We can sum the noise-to-signal ratios because a given projection has the same denominator for each distortion (by summing, we are effectively computing total mean squared error). Note that the lowest point on the hand-designed Bark projection curve falls above the highest point on the DDA curve, which clearly demonstrates the superiority of DDA over these hand-designed features. Also, note that if we were to create Figure 2 from the training data, the bottom curve would be monotonically increasing, by design. The projections evaluated on the test data are approximately monotonically increasing, which shows that DDA is not overfitting the training data. 
The MDDA Stream Audio Fingerprinting System
A system based on an input layer consisting of 23 ms frames has two drawbacks. First, by taking, for example, 10 DDA projections of the log MCLT magnitudes, we are forcing the system to choose ten directions in log frequency space; but this is the kind of arbitrary feature selection we are trying to avoid. Second, using 23ms windows amounts to sampling at 87 Hz. To be practical, the final layer has to sample at a lower rate (say, 4 Hz). Thus such a layered system necessarily downsamples, and aliasing will occur unless suitable filtering is applied first. The system shown in Figure 3 avoids these problems. There is no aliasing because there are no intermediate layers with reduced sampling rate. In fact this requirement, and the requirement that traces be generated at a time scale on the order of one second, considerably constrains the possible sizes of the first layer frame. Also, the temporally wide first layer allows DDA greater flexibility in choosing the important directions in frequency space.
The choice of 64 output dimensions for the first layer is guided by the measured generalized eigenspectra on the training data, shown in Figure 4 . Most of the useful information from the first layer is captured in the first 100 projections. The spectrum on the second layer drops off less rapidly. However, to speed up the database lookup, we only consider the top 64 projections on the second layer, also. We can further increase the speed of the database lookup by a factor of two by only sampling the output every 372 ms rather than every 186 ms; we will investigate this further below. 
MDDA for Robustness to Alignment
A stored fingerprint may not align exactly with an input trace, since a trace is generated only every 186 (or 372) ms. Misalignment may cause the temporally closest input trace to a stored fingerprint to be rejected, or to be identified incorrectly. However, we can train DDA to compensate for misalignment by adding an extra distortion to the training of the last layer: shifting the audio input window forward and back by some fraction of a frame.
In this experiment we take the same data as the previous experiment and compute an input trace for each of the 15 clips. However here, the start point of the 6 seconds of audio used to compute the stored fingerprint is shifted randomly by up to 1 second. Figure 5 shows the results for two different MDDA systems. The only difference between the two systems is that one has extra time-shift training on the last layer and the other does not. In both systems, the step size on the output layer was chosen to be 372 ms (we shall see below that this has essentially no other adverse effect on performance). In Figure 5 , the y axis is the ratio d t /d n , where d t is the smallest squared distance from a given stored fingerprint to all of the input traces from its corresponding target segment, and d n is the smallest squared distance from the stored fingerprint to all other, nontarget, input traces. Figure 5 shows that DDA is effective at reducing noise arising from misalignment of input to the stored trace. We emphasize that this kind of "noise" will be present in any such system, and thus MDDA is ideally suited for dealing with it. Note that in Figure 5 , neither graph is monotonic; the amount of alignment distortion depends on the audio signal as well as on the size of the misalignment. 
Results on a Larger Test Set
To estimate the false positive and false negative rates, we extracted stored fingerprints from 500 audio clips (amounting to over 36 hours of audio data), and computed input traces for these same 500 clips. In this test, each stored fingerprint is again randomly shifted by up to one second to simulate alignment noise. Each stored fingerprint is then compared to, on average, approximately 700, 000 input traces, the vast majority of which should not match 2 . Since we have 500 stored fingerprints, there are roughly 3.5 × 10 8 opportunities for false positive to occur in the experiment. In order to describe the results, we construct a 500 by 500 matrix whose rows are indexed by fingerprints and columns by test audio clips (with the corresponding ordering). Each element in the matrix is the shortest normalized squared distance from that fingerprint to all traces in that clip. Thus ideally we will be able to set a threshold such that all diagonal elements are smaller than the threshold and all off-diagonal elements are larger. For each fingerprint, all values were normalized by dividing by the mean values of distances to 15 different validation clips. Again, the distances are the smallest for each clip, and the mean is over clips, so that for each fingerprint, the mean squared distance to non-target clips will be of order unity. We therefore set a conservative "accept" threshold of 0.1. With this threshold, there were zero false positives and zero false negatives (note that the only distortion present in this experiment is alignment noise). In fact the largest score for a positive example was 0.026, and the smallest score for a negative example was 0.14. Figure 6 shows all diagonal values, sorted by size. In that figure, we also plot the scores for the same experiment, but where instead of taking 186 ms steps on the last layer, we halve the computational cost of the database lookup by computing input traces every 372 ms. We see that while the intermediate values are raised, the largest score for a positive example is unchanged. Figure 7 shows the smallest 100 of the 249,500 non-diagonal values. The single below- threshold value shown in that graph was due to a database problem: a clip had been recorded which also contained the beginning of the following clip, and the system detected both. The next lowest score is 0.14; we see that the curve increases steeply up to about 0.2, giving further leeway for choosing the threshold. Figure 8 shows a histogram of the minimum distance values between different audio segments. We can obtain an estimate of how the false positive rate will scale up to much larger datasets by modeling the corresponding cumulative distribution function (cdf) with a parametric log-logistic model:
Estimating the False Positive Rate
where d is the squared distance to the nearest different audio clip, and x is a specified threshold. In Figure 9 , we plot the inverse logistic link function of the cdf, against the log of the measured minimum squared distances, ordered in increasing size. Figure 9 shows that the graph is approximately linear, justifying our parametric model. We can extrapolate the cdf to points beyond the test data by fitting a linear model, which is also shown in Figure 9 . When we evaluate the linear model for a threshold x = 0.1, the model predicts a false positive rate of 2.3 × 10 −6 . In other words, the probability that a single stored fingerprint has a squared distance of less than 0.1 to different audio clips is estimated by the above model to be 2.3 × 10 −6 . Of course this estimate assumes that the hypothesized larger database has the same characteristics as our database (for example, that clips are approximately 3 to 4 minutes long). Extrapolating to a stored database of 10 6 fingerprints, and assuming independence, we expect an average false positive rate of 2.3 per clip.
Note that this analysis applies to data for which the noise is only alignment noise. We examine other noise models in the next section. 
Tests on Distorted Data
To test robustness to other distortions, we added 8 distortions to the first 10 test clips. The first 7 were the distortions described above. The 8th was a 2 percent pitch-preserving time compression 3 . All distortions were in addition to the random misalignment described above. Figures 10 and 11 show the results. In Figure 10 , we also show the scores for the time compression distortions. We see that the MDDA system was easily able to handle this kind of distortion, which was not in the training set. Figure 11 shows the results for the distorted non-diagonal values; it shows that adding the distortions does not increase the false positive rate. Again using a threshold of 0.1, there was one false negative and no false positives. Finally, we note that the false positive rate of the system can be further significantly improved by using several stored fingerprints for a given clip. Once a clip Index of non-diagonal value Normalized distance squared Figure 11 : The 100 lowest target-nontarget minimum normalized squared distances from stored fingerprints to all traces from corresponding nontarget clips, ordered by size.
has been tentatively identified, the extra fingerprints can be used, at very little extra computational cost, to confirm the decision. Assuming that the clips generating the false positives are uncorrelated with the true clip, the probability of error can thus be made very low. Given this, we can raise the threshold to further reduce the probability of false negatives. The optimal value of the threshold will in this way result from a trade-off between accuracy and computational complexity.
Conclusions
We have described a new method, Multi-Layer Distortion Discriminant Analysis (MDDA), for extracting low-dimensional noise-robust features from audio data. Each DDA layer is chosen to maximize the SNR of its output. Multiple layers are aggregated in order to enforce shift invariance, to reduce computation time, and to build in robustness at different time scales.
We have shown that MDDA generates features with the desired properties for the stream audio fingerprinting task. The DDA layers of our fingerprinting system require approximately 1.5 million multiply-adds per second to compute a trace every 186 ms. Thus, MDDA is a low computational burden for current desktop computers. We have also shown that MDDA is ideally suited to compensate for alignment noise. The fingerprinting system also shows robustness against one kind of noise -time compression -that it was not trained on. We have tested the fingerprinting system on a large (700,000 element) test set of traces and have shown that it has very low false positive and false negative error rates.
MDDA can be viewed as a linear convolutional neural network, where the weights are trained by DDA rather than by back-propagation. It will be interesting to extend DDA to non-linear layers, to further reduce the false positive and false negative rates.
