Abstract. The Krohn-Rhodes Theorem shows that any nite semigroup S can be built by cascading [via wreath product] the simple groups which divide S with trivial combinatorial \ip-ops". The complexity of a semigroup is essentially the length of a shortest such decomposition [counting alternations of groups]. It is an important open question whether complexity of nite semigroups is decidable.
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Introduction 2
Introduction
The rst two sections of this paper provide a rapid review of the machinery required for the Presentation Lemma and the results of later sections. We outline algebraic decomposition and complexity theory of nite semigroups (global theory) in this section. The next section recalls the local theory, comprising the Green-Rees-Sushkevych description of a regular J -class, and then proceeds to semi-local results arising naturally from asking, What does the Rees-Sushkevych theorem imply about the global picture? For the reader's convenience, references to the literature or detailed proofs of some of the less well-known results and techniques are included. The reader need not have extensive background in semigroup theory { an acquaintance with the Green relations should suce. So, modulo a few citations of well-known theorems, this paper is essentially self-contained, and the rst two sections may be used as an introduction to complexity and global semigroup theory. Section 6 on parallelizability and subsemigroups may be read immediately following section 1.
Background on algebraic theory of semigroups is available from [1] , [8] , [5] , or [7] . The further development of semi-local theory can be found in [7] , Chapters 7 and 8. For global theory and applications, some good references are [7] , [8] and [2] .
1.1. Decomposition and Complexity of Finite Semigroups. Denition 1.1. A transformation semigroup (X; S) consists of a semigroup S acting on the right of a set X . In this paper, X and S will always be nite. We do not require that the action is faithful; that is, two distinct elements of S may determine the same map on X . The action is required to be fully dened. Equivalently, (X; S ) is a homomorphism from S into the semigroup of all functions (acting) on (the right of) X . Denition 1.2. Given transformation semigroups (X; S ) and (Y; T ), their wreath product (X; S) (Y; T ) is the transformation semigroup (X 2Y; S Y oT), where S Y oT (which is also denoted (X; S )w(Y; T ) in the literature) is a semidirect product with multiplication (f; t)(g; t 0 ) = (f(0)g(0t); tt 0 ):
Thus the semigroup of the wreath product consists of all mappings of X 2 Y , such that the action on the Y coordinate is given by an element of T , independent of the the X and Y coordinates, and such that the mapping on the X coordinate is given by an element on S depending only of the Y coordinate. The wreath product is easily shown to be associative on the class of all transformation semigroups. It follows that the set of pairs ' S 2 T is a subsemigroup of S 2 T projecting onto S. If and ' are surjective, then 01 and ' 01 constitute a relational morphism from (X; T ) to (Y; S). Figure 1 is a brewise picture of a relational morphism. A morphism of transformation semigroups is a relational morphism such that ' and are both single-valued, i.e. are functions. A morphism for which ' and are injective is an embedding of transformation semigroups. If there is an embedding from (X; S) to (Y; T ), write (X; S) (Y; T ).
Denition 1.4. A transformation semigroup (X; S) divides another (Y; T ) if there is a (Z; T 0 ) (Y; T )
and a surjective morphism of transformation semigroups (Z; T 0 ) (X; S). We then write (X; S) < (Y; T ).
Similarly, a semigroup S divides another semigroup T , if S is a homomorphic image of a subsemigroup of T . Division is easily shown to be a reexive, anti-symmetric and transitive relation on isomorphism classes of nite transformation semigroups, and to satisfy for all transformation semigroups A; B; C; D. For explicit verication of these and related results, see [7] , [2] , or [13] .
Remark. A relational morphism is a division i (x) \ (x 0 ) 6 = ; implies x = x 0 and '(s) \ '(s 0 ) 6 = ; implies s = s 0 for all x; x 0 2 X, s; s 0 2 S.
The nite semigroup S is called aperiodic if all its subgroups have cardinality one. A homomorphism ' : S T is called aperiodic if ' 01 (e) is aperiodic for each idempotent e 2 = e of T . Equivalently, ' is aperiodic i ' is injective when restricted to each subgroup of S.
The Krohn-Rhodes Theorem [7] , [2] states that any faithful nite transformation semigroup (X; S ) divides an alternating wreath product of transformation groups (X i ; G i ) and aperiodic transformation semigroups (Y i ; A i ); or in symbols: 1 (X; S) (Y; T ) (Y n ; A n ) (X n ; G n ) (Y n01 ; A n01 ) 1 The least n for which such a decomposition exists is called the group complexity of (X; S) and denoted (X; S)c. Thus (X; S)c is least number of non-trivial groups which can be alternatingly cascaded with aperiodics to construct (X; S ). The number (X; S )c does not actually depend on the faithful action of S on X , but only on the semigroup S . Let S = S [ f1g be the smallest monoid containing S . Letting S act on the right of S by multiplication, we have a faithful transformation semigroup (S ; S). We now dene the group complexity of a semigroup S by S c := (S ; S)c:
We write S for (S ; S ) when no confusion can result. In considering complexity we shall often not distinguish between S and faithful (X; S ), since these have the same group complexity. For example, the Krohn-Rhodes decomposition (1.1) is written in this notation as S T A n G n A n01 1 1 1 A 1 G then, by denition of c we have X c = n, and from the axioms 1-4.
X g A n g + G n g + A n01 g + 1 1 1 + G 1 g + A 0 g = n; so c satises axiom 6. Furthermore c is the unique solution to 1-6, for if f were another then by two applications of axiom 6, 1.2. Main Theorems of Complexity. In this paper we consider circumstances for which group complexity of a nite semigroup S may be computed from the complexity of local subsemigroups eSe, where e is an idempotent in S. First we recall some results which will be useful. Results stated but not proved in this subsection are in Tilson's Chapters 11 and 12 of [2] . Denition 1.5. Let J 1 ; : : : ; J n be the J-classes of S which are maximal in the J-order among J-classes containing non-trivial subgroups. Let E be a set of idempotents, consisting of exactly one idempotent from each J i . The subsemigroup ESE is called a reduction of a semigroup S. The importance of reductions stems from the following Reduction Theorem (Rhodes-Tilson) . If T is a reduction of a semigroup S, then S divides T A, where A is aperiodic.
Remark. The Reduction Theorem still holds true even if we allow some of the e 2 E to be contained in J i 's which have only trivial subgroups, as long as no non-trivial group is J-above the J i 's. This corollary is actually equivalent to the Fundamental Lemma of Complexity, as is seen by taking n = 1.
Another equivalent formulation [ [7] In [11] a local complexity function # is considered which adds a seventh axiom:
7. #(S) = maxf #(eSe) j e 2 = e 2 Sg:
It is shown in [11] and [4] how to compute # in terms of subsemigroups of S. Since c is pointwise the largest functions satisfying 1.-6., we know that #(S) Sc for all S. It had been conjectured in the late 1960's that complexity is local (since it is true in the union-of-groups or completely regular case [ [7] , Ch. 9]):
Sc = maxf(eSe)c j e 2 = e 2 Sg:
Guided by the Presentation Lemma, Rhodes [9] discovered a four non-zero J-class semigroup with (3) false, but in many useful cases (3) is true. We now consider more closely in which cases the conjecture (3) is true or false. In particular, we will demonstrate the following: Theorem 1.4. The conjecture (3) is true in the fol lowing cases:
1. among the J-classes containing non-trivial groups there exists a unique maximal one, 2. the almost-disjoint union of monoids case (see denition 5 .2), 3 . the overlapping monoids case (see section 6). 4 . three or fewer non-zero J-classes (for an explicit four J-class counterexample see section 8), 5 . semigroups S for which Sc = #(S), and 6. if S is a union-of-groups (or completely regular) semigroup.
Proof. Case (1) follows from the Reduction Theorem: (eSe)c = Sc, since eSe a reduction of S, where e is an idempotent in the maximal J-class containing a non-trivial group. Case (2) is considered in section 5 of this paper and case (4) will follow from corollary 5.4 of the Almost-Disjoint Semigroup Theorem below. Case (3) is the content of the Overlapping Monoids Theorem of section 6 (which is independent of the Presentation Lemma).
A four J-class semigroup showing (3) is false is given in section 8 along with direct proofs using the Presentation Lemma that Sc = 2 but #(S) = 1.
Case (5) by taking the disjoint union of G and f0g, and extending the multiplication of G by 0g = g0 = 00 = 0 for all g 2 G. For introduction to the Green relations J, R, L, etc. the reader is referred to [1] , [8] , [5] or [7] . If C is regular, we may form a Rees matrix semigroup M 0 (G; A; B; C) consisting of zero and the set of triples A 2 We shall need the following well-known surmorphism lemma. We call a function ' : J ! S from a J-class into a semigroup S, a local homomorphism if for all x; y 2 J, '(xy) = '(x)'(y) whenever xy 2 J. Of course, restrictions of homomorphisms to J-classes are local homomorphisms.
Notation. If g lies in a group G, then g denotes the inverse of g. Also, if f : X ! G is a function taking values in a group, denote f(x) by f(x).
Using Green-Rees-Sushkevych coordinates, one obtains an explicit description of the local structure of homomorphisms and local homomorphisms. This is not dicult to prove, see for example [7] , pp 163-5.
2.2. Semi-Local Theory: Think Globally, Act Locally. Semi-local theory studies the relationship of the entire semigroup S to its regular J-classes. The Rees matrix representation provides us with a line of attack, since there are natural left and right actions of S on J 0 . In fact, these actions are expressed in a natural wreath product, see corollary 2.4 (2) . Identify the elements of a regular J with the corresponding elements of a Rees matrix semigroup M 0 (G; A; B; C). Let b 2 B. Since C is regular, there is a a 0 2 A, such that C(b; a 0 ) = g 0 6 6 (Dually, one may obtain the left letter mapping semigroup, which is the homomorphic image of S with faithful action on A 0 , induced by making faithful the natural well-dened(!) action of S on the set consisting of zero and the R-classes of J.) From Rees' Theorem, it follows that the 0-minimal ideal of R J (S) consists of maps which are constant except that they may also take the value 0. It follows that R J (S) satises the following: (1) R J (S) has unique regular 0-minimal ideal containing only trivial groups and (2) R J (S) acts faithfully on the right of its own minimal ideal. Call any semigroup satisfying (1) and (2) a right letter mapping semigroup. 2 Corresponding the the group coordinate of a regular J-class containing a non-trivial group, we have the notion of the group-mapping semigroup for J in S, dene an equivalence relation on S via (ii) Let H be any subgroup of S. If H has only one element then 0 restricted to H is certainly injective. Otherwise H lies in some J with 0 J injective on H by (i), so 0 is also injective on H.
(iii) By (ii) and the Fundamental Lemma of Complexity, Sc = (S GM )c; but complexity of a product is the maximum complexity of the factors, so S GM max n i=1 0 Ji (S)c = 0 J (S)c, some J = J i . If S has no non-trivial groups, then S is aperiodic and has complexity zero. In particular, the group-mapping semigroup 0 J (S) for any J containing a non-trivial group in S is a group-mapping semigroup. Clearly, faithfulness implies that I is the unique 0-minimal ideal. Call I the distinguished ideal of S and I n f0g the distinguished J-class of S. Proof. Let S 0 be a subsemigroup of S and let ' : S ! T be an L 0 -morphism. Given regular x; y in S 0 with '(x) = '(y), we know xLy holds using the L-relation of S, but we must show xLy in S 0 . Since x is regular in S 0 there exist e x in S 0 with e x Lx holding in S 0 . Similarly choose e y for y. Now aLb in S 0 clearly implies aLb in S. Therefore e x LxLyLe y in S, whence there exist u; v 2 S 1 with ue x = e y and ve y = e x . Then e x e y = ve y e y = ve x = e x , and similarly e y e x = e y . Hence, e x Le y holds in S 0 . So xLe x Le y Ly holds in S 0 . The last assertion holds since the homomorphic image of a regular element is regular. This concludes our review of local, semi-local theory, and the survey of results on complexity.
The Presentation Lemma
This section contains the proof of the powerful Presentation Lemma giving a (not necessarily eectively computable) necessary and sucient condition for S c = n. Section 4 gives an arrow-theoretic reformulation of the Presentation Lemma. Section 5 contains the Almost-Disjoint Semigroup Theorem (an application of the Presentation Lemma) and its corollaries. In particular, the Tall Fork Corollary 5.3, implies (3) holds for semigroups with three or fewer J -classes. We also apply the Presentation Lemma in section 7 to give an algorithm for deciding the complexity of semigroups having two or fewer non-zero J -classes, reproving the main result of Tilson [12] . Section 8 gives an example showing the conjecture (3) is false in general and introduces some open questions.
Before stating and proving the Presentation Lemma, a few denitions are needed. In the proof of the Presentation Lemma we shall see how these notions arise naturally from semi-local considerations. Also the applications of these concepts will be concretely illustrated in the construction of a four non-zero J -class counter-example to (3) given in section 8 below. Note that the constant zero line is an aspect of every line. Remark. The denition of 0-injective is closely related to partial functions. In eect, a partial one-to-one function is coded by a 0-injection, with the function not being dened corresponding to taking the value zero. (A similar trick occurs in the Rees-Sushkevych Theorem when a product is not dened within a J-class but given as zero).
We thank an anonymous referee for the following helpful remark about the treatment of partial functions in this paper:
\In the Presentation lemma and its proof and applications, partial functions play a crucial role. This should be emphasized more. Moreover, here, partial functions are handled in a dierent way than usually with respect to the cartesian product (usually X 2 ; = ;, but here ; 2 X = f(0; x) j x 2 Xg)."
Let Proof. The rst assertion holds since P n01 (G) Although it will not be necessary for our purposes here, the reader may eventually wish to consult [9] for further details on cross sections. [Note that if 01 (x) n f0g = ;, conditions 4. and 5. hold vacuously.]
Call the data of 1.,2.,4., and 5. (but not necessarily 3.) a presentation of S of degree T c.
II. Let A schematic picture of a presentation for S is shown in gure 3. Remark. Note that the Presentation Lemma does not give a general decision procedure for complexity. A Turing machine testing possible presentations for S is given no a priori bound on the cardinality of the set X used in possible presentations. Thus, although it may have found a presentation to (X; T ) showing that the complexity of S is no more than d + 1, there is no guarantee that using some (X 0 ; T 0 ) { perhaps with jX 0 j > jX j { would not show that the complexity of S must actually be less. Here the underlined expression lies in G 3 . (: Given 2 )g 3s (b 3 1 ) are in G 3 . We want to use to obtain cross sections for S 3 in P N (G 3 ) , where N = jB 3 j 0 1, and then induce cross sections for S in P jBj01 (G) . Although is one-to-one on groups, the values (b 3 j ) 2 G 0 need not lie in the subgroup G We show ('; ) satisfying 1.,2.,4., and 5. is \almost" a division, in that we essentially obtain a division by wreathing on a permutation group and a product of groups determined by the partitions and cross sections: Let x 2 X, then on 01 (x)nf0g B we have a partition 5 x with distinct equivalence classes B We must distinguish blocks arising indexed with dierent x's, although they may well have the same underlying subset of B. As the reader will see below, this will allow us using the hypothesis of the Presentation Lemma to extend 0-injections to permutations on B in a well-dened and consistent manner. This facilitates a wreath product decomposition of S using T and groups when these are run in parallel with R J (S). The fact that it is necessary to use multiple copies of subsets of B is referred to as the phenomenon of multiplicities. If not for this problem, which prevents us from bounding the size of X, we could decide complexity using the Presentation Lemma and an exhaustive search for presentations to (X; T ) with T a nite faithful semigroup whose size is bounded the cardinality of the set of all functions from X to itself. Let Z = G 0 2 B 2 X. Let W be the semigroup of (G 0 ; G) (B; SY M (B)) (X;T). Since G This completes the proof of the Presentation Lemma. 4. Modern Form of the Presentation Lemma We now reformulate the Presentation Lemma in the appropriate language of categories and functors. This formulation will be used in future papers and should enhance the reader's understanding, however it is not essential to the rest of the paper and may be omitted.
Here we assume S is a group-mapping semigroup with distinguished ideal J 0 = M 0 (G; A; B ; C ). Without loss of generality, assume S has a zero. Assume also S has an identity element, since we may adjoin one without changing complexity. We allow Y to be empty and also 1s (with empty domain Y ) to be an empty map. Denition 4.2. Let S be as above and let (X;T) be a faithful transformation monoid, write X==T (S) for any category with objects x 2 X and arrows (x; s; t; x 0 ) where s 2 S and x 1 t = x 0 . We also require identity arrows (x; 1; 1; x) at each object. Composition of arrows must be given by (;') ! (X; T ), we still have a presentation if we remove all x 2 X not in the image of . So we may assume has image X. Also we may assume T is a monoid and 1 2 ' 01 (1) .
Dene the arrows of X==T (S) to be the (x; s; t; x1t) for which t 2 (s). Since and ' comprise a relational morphism, the composite of (composable) arrows is another arrow and X==T (S) is a category. Also since every s is -related to some t, there is an arrow (x; s; t; x 1 t) for each x 2 X as required in the denition of a presentation functor.
Dene F : X==T (S) ! C (S) by F (x) = ( 01 (x) n f0g; 5; f@ B i 25 g) with 5 the partition for 01 (x) n f0g and @ Bi25 the cross sections as given by the presentation. On arrows F (x; s; t; x 1 t) = the 0-injection from the partition on 01 (x) to the partition on 01 (x1t) given by applying 1s. This is a functor since 1) following 1s by 1s 0 yields the same action as 1ss 0 , 2) the composite of the two 0-injections Conversely, given a presentation functor F : X==T (S) ! C (S) of degree d = T c, construct a presentation: Let (x) 01 be the Y -coordinate of F (x) together with 0; let 5 x be the partition of F (x) and let cross section representatives also be given by F (x). Let ' be the relational morphism with t 2 '(s) i (x; s; t; x 0 ) occurs as an arrow of X==T (S). Now bx and s't implies there is an arrow (x; s; t; x 1 t), so since F (x 1 t) contains b 1 s whence b 1 sx 1 t. Note that this holds also if b = 0. This establishes that (; ') is a relational morphism. Since each s occurs in some arrow (x; s; t; x 1 t), we have that ' projects onto S. Similarly by the rst condition on a presentation functor projects onto B 0 , and the second now implies that we have a presentation of degree d.
Remark.
(1) It is possible to obtain from a presentation functor of degree d another of the same degree such that the Y -coordinate of each F (x) is a pointlike set with respect to complexity d, that is, under every relational morphism from (B 0 ; S) to a semigroup of complexity d the set must be contained in the inverse image of a point. (See section 7 below and Henckell [3] for pointlike sets with respect to complexity zero). (2) The derived category (cf. Tilson [13] ) of the relational morphism P = (; ') of a presentation should be the category obtained from X==T (S) by identifying arrows so as to make the corresponding presentation functor faithful (one-to-one on hom-sets). We say \should be" since the Derived Category Theorem of [13] is formulated in terms of semigroups, not (possibly non-faithful) transformation semigroups. However, it clearly should generalize to possibly non-faithful transformation semigroups. 4 The idea of the Presentation Lemma in terms of derived category is: We recover the (faithful) transformation semigroup (G 2 B [ f0g; S) from (X; T ) as follows: the derived category D F of the presentation will divide C (S), hence \C(S) (X; T )" tells us the action of S on the partitions and cross sections. However, an arrow of C (S) is coded by a 0-injection (or, equivalently, by a partial injective map) on partition blocks and, for each cross section representative, a group element h 2 G. By extending these partial injective maps to permutations, we obtain a relational morphism of C (S) to the group G Proof. First we reduce to the case that I is a unique 0-minimal ideal containing a non-trivial group. Observe the hypotheses imply, for i 6 = j, S i S j I S i , since s i s j = s i f i (s i )e j (s j )s j 2 I. It follows that each S i is an ideal, hence S i is the union of all J -classes which it intersects. By Lemma 2.3 (iii) we know there is a J with (0 J (S))c = Sc. So either J S i or 0 J (S i ) = 0. Therefore if we can show 0 J (S) max i f(0 J (S i ))cg; restricting to i such that 0 J (S i ) 6 = f0g; we will be done for then using the complexity axioms Sc = 0 J (S) max i f(0 J (S i ))cg max i fS i cg Sc: Hence it suces to prove the theorem for a group-mapping semigroup S with each S i containing the distinguished ideal I. Now write J for I n f0g. By the Presentation Lemma, for each i there exists a relation P i = ( i ; ' i ) from (B 0 ; S) to (X i ; T i ) with T i c < S i c and partitions 5 i x and cross sections, etc. Let X = F X i . If x i 2 X i and for j = 1; : : : ; n, t j 2 T j , dene x i 1 (t 1 ; : : : ; t n ) = x i 1 t i . This denes an action of Q T i on X. Let (X;T ) denote this action extended by including all constant maps on X and made faithful. Since including constants does not increase complexity it follows thatT c max(T 1 c; : : : ; T n c). Since each (X i ; T i ) clearly divides (in fact, embeds in) (X;T ), we also haveT c T i c, and so equality holds.
Let N = f1; : : : ; ng and take B 0 2 N to be the disjoint union of n copies of B 0 on which Q i R J (S i ) acts by (b; i) 1 (s 1 ; : : : ; s n ) = (b 1 s i ; i). As we did forT above, adjoin all constant maps and make the result faithful to obtain a transformation semigroup (B 0 2 N;R). Then just as before we know each R J (S i ) divides R, andRc = max i (R J (S i ))c.
The elements x of X i index the subsets of B denoted by 01 i (x) n f0g which are partitioned by 5 i x into equivalence classes B r x . Let B i denote the collection of all such blocks B r x 2 fxg as x ranges through X i , and dene B = The idea behind these coordinates is that the rst [i.e. rightmost] coordinate i keeps track of which presentation P i we are using, and that the last three coordinates are essentially the coordinate system in the proof of the second part of the Presentation Lemma. The coordinates of the form b 2 i are the B's for the right letter mapping semigroup R J (S i ), and they also carry information on which coordinate system we are using. Finally the second (reading from right to left) coordinate s, keeps track of \who just acted" which is crucial in applying the hypothesis that f i (s)e j (s 0 ) 2 I when i 6 The following lemma leads to a several results on parallelizability and complexity. One of these results, the Overlapping Monoids Theorem, is conceptually very close to the Almost-Disjoint Union of Monoids Theorem proved above; yet one does not seem to imply the other. No result of this section invokes the Presentation Lemma. The statement of the following is very close to the General Almost-Disjoint Semigroup Theorem (cf. section 5 above), which is essentially a parallelization theorem using a very involved \clutching construction" to go from one parallel factor to another. We expect much stronger theorems along this line to be obtained in the future. Remark.
(1) Notice that, in contrast to the Almost-Disjoint Semigroup Theorem and Almost-Disjoint Union of Monoids Corollary (see section 5), the ideal I need not be zero or 0-minimal, in fact it need not even be two-sided. However the theorems of this section require greater control of idempotents acting on I. In particular, in the almost-disjoint union of monoids the idempotents did not have to act as the identity on I; whereas this must be true in the overlapping monoids case. (2) In the counter-example S to (3) of the section 8, observe that t is not contained in any eSe, so the overlapping monoids case does not apply. It is easy to check, also by considering t, that the Parallelizability Theorem cannot be applied. Remark. The restrictions on cross sections given as parts 2.-4. of this lemma (which apply to presentations of arbitrary degree) are often collectively referred to a \Tie Your Shoes". So by minimality uU = U = U u, this implies U is a group. But then p T (U) is a subgroup of aperiodic possible lines and partitions on the b 1 H's without narrowing down the eld of cross sections. In practice however it will be useful to restrict consideration to lines permitted by the lemma).
3 Use of this eective algorithm is illustrated in the next section.
8. Counter-example: Complexity Is Not Local We now use the previous results to construct a group-mapping counter-example to (3) from [9] . Note the J-classes of this example form a tall fork.
Let In fact, any proper divisor of S has complexity less than two. To show this it suces to consider homomorphic images of S and maximal subsemigroups of S. One of these is S 0 = S n J 0 which we have already seen has complexity one. S n J 2 has e(S n J 2 )e = S 0 1 , with complexity one, as a reduction. Let attached, although they must still be in the same block since t, which maps them both to the single block f1,2,3,4g must be 0-injective on blocks; but now we can dene a non-constant cross section with support f1 0 ; 3 0 g and representative @(1 0 ) = 01, @(3 0 ) = 1. Observe t maps this cross section into a unique cross section with support 1; 2; 3; 4. From this, it is easy to construct a degree 0 presentation of M . Therefore no proper subsemigroup of S has complexity 2. Next consider homomorphic images on S. If a homomorphism is injective on J then it is injective on S, by faithfulness of action of S on J (recall S is group-mapping). Therefore a proper homomorphism ' cannot be injective on J. We may assume ' Clearly if we could eectively determine which semigroups are critical, then we could eectively determine the complexity of any semigroup. If S is not reduced, it is not critical. If S is not group-mapping, it has a group-mapping homomorphic image with the same complexity, and so cannot be critical. If the AlmostDisjoint Semigroup Theorem or its corollaries can be applied to S, then S is not critical. Therefore any critical S is a reduced, group-mapping, and the Almost-Disjoint Semigroup Theorem does not apply. An interesting question is, What must be added to these conditions to characterize the critical semigroups? The tall fork occurs as the J -structure of a critical semigroup. What are the possible J-class structures in the critical case? The Almost-Disjoint Semigroup Theorem restricts the possibilities, but are these essentially the only restrictions? Can we nd all critical J -class structures eectively? At this writing, all of these questions are still open, but in all the known examples the following conjecture, which some of the authors believe, holds:
Conjecture. A partial order P with more than two elements and with 0 is the J-structure of some critical semigroup with 0 if and only if P has a unique element J directly above 0 and the Hasse diagram P remains connected when we remove J and 0.
If P is a partial order with more than two elements with zero for the J-structure of a group-mapping semigroup and the diagram becomes disconnected upon removing the 0-minimal ideal we may apply the Almost-Disjoint Semigroup Theorem, so one direction of this conjecture holds.
9. Personal Remarks \Of course Rhodes did everything." The longer story is that Tilson discovered cross sections in the summer of 1968 when beginning work on [12] , but found them unappealing. Rhodes however loved cross sections and with the help of then Berkeley Ph.D. student S. Baase wrote down the rst proof of the Presentation Lemma in 1968-69. By 1971, Henckell had overheard Rhodes talking to M. Putcha at Berkeley and saying that the Presentation Lemma was useless without an explicit description of pointlike sets. In his Ph.D. dissertation Henckell constructively described all sets which are pointlike with respect to aperiodic semigroups. A rst version of the present paper was written by Austin and Henckell when they were graduate students under the direction of Rhodes between 1973-78. This version included earlier forms of the AlmostDisjoint Semigroup Theorem and its corollaries, but it languished in a le cabinet until 1991-92, when Nehaniv added the introductory sections on semi-local theory and complexity, and rewrote and cleaned-up the proofs. New sections giving the modern formulation of the Presentation Lemma and the new proof of Tilson's theorem were written by Nehaniv based on discussions and lectures from Rhodes in caf es. The section on parallelizability and all results there are due to Nehaniv.
