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Abstract
This paper considers travelling wave solutions of a quasilinear parabolic equation
corresponding to the propagation of a front in some striated medium. The striations, whose
geometry play a crucial role on the type of solutions obtained, are supposed to be oblique
and disposed in a periodic fashion. We show that the speed of such travelling waves
depends in a monotonous way on the angle of inclination of the striations.
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1. Introduction
In this paper we will be concerned with periodic travelling wave solutions of
the following quasilinear parabolic equation:
ξt +R(y sinα − ξ cosα)
√
1+ ξ2y = νξyy, y ∈R, t ∈R. (1.1)
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Fig. 1. Propagation of a front through periodic oblique striations.
By periodic travelling wave solutions, we mean solutions of type
Φ(y, t)=−c t + ϕ(y, t), y ∈R, t ∈R, (1.2)
with ϕ space–time periodic and c > 0. Note that the speed of the wave is time-
periodic so that c represents the mean speed over one period.
Equation (1.1) is used here to model the propagation of a front in a medium
having oblique striations, α (0 < α < π/2) being the angle of inclination, cf.
Fig. 1, and ν, a small positive viscosity coefficient. The above formulation as-
sumes a parametric representation of the front, given by x = ξ(y, t) in the x–y
plane. R, which represents the normal speed of the front, is supposed to be an
intrinsic property of the medium. For example if the front is a propagating flame,
R will typically represent the combustion rate of the material. Thus if the striations
are periodically disposed with period 1, then R will also be 1-periodic in the
direction perpendicular to the striations (Fig. 1). We can then write
R(x, y)=R(y sinα − x cosα).
Note that if we set
Yα = 1
sinα
and Xα = 1
cosα
,
then R is Yα-periodic in y and Xα-periodic in x . We now introduce the following
notations to be used in the sequel:
Rm := inf
s∈[0,1]R(s), RM := sups∈[0,1]R(s), R :=
( 1∫
0
ds
R(s)
)−1
,
with 0<Rm <RM <∞.
Propagation of fronts in heterogeneous media have been studied in [2,3,7],
in the context of periodic striations. In its simplest setting, one can imagine a
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medium consisting of a periodic superposition of two materials having different
properties (a ‘sandwich’ medium), in which case the function R will just take
two values. In [2] and [3], only one directional inhomogeneities are considered,
namely vertical (R = R(x)) and horizontal (R = R(y)) striations. In [7],
propagation through oblique striations is considered for some fixed angle of
inclination α. The long time behavior of the periodic solution of the Cauchy
problem of (1.1) is studied with ν normalized to unity. It is shown that
“Periodicity in space generates a periodic-in-time regime.”
More precisely, there exists a unique time period T α and a unique (up to addition
of constants) space–time periodic function ϕ such that (1.2) is a solution of (1.1).
Moreover, there is convergence of the solution of the Cauchy problem associated
to (1.1) towards such a travelling wave solution. Note that the uniqueness of the
time period gives in turn a unique speed c via the relation
c= X
α
T α
.
Of course, the solution (c,ϕ) depends on the angle of inclination α. It would be
interesting now to be able to characterize the speed c with respect to α. Note that
in our case, in addition to its dependence on α, the mean speed c will also depend
on the viscosity term ν. It will therefore be noted by cν(α) in the sequel.
We point out at this stage that the two extreme cases, α = 0 (vertical striations)
and α = π/2 (horizontal striations), give explicit expressions for the speed in the
limit ν→ 0, cf. [2,3]. We notably get
c0(0)=R and c0
(
π
2
)
=RM. (1.3)
In this paper, we propose to study the variation of the speed for 0 < α < π/2, our
main objective being to show that it is an increasing function as we go from the
vertical towards the horizontal case. This is indeed what is indicated by numerical
computations, cf. [11].
In [7], the existence of the periodic travelling wave solution is obtained via
topological degree arguments, hence not much information is provided on the
speed c. Moreover, the use of classical comparison results of maximum principle
type for parabolic equations fails due to the fact that R is not monotonous. Here,
we propose to proceed by a more constructive approach which will enable us to
give an explicit characterization of the solution.
In the next section we construct a second order ordinary differential equation
(ODE), the solution to which, after some linear transformations, provide a
periodic travelling wave of (1.1). This ODE is further reduced, by a phase plane
technique, to an equivalent first order one and it is this latter equation which will
be studied in the rest of the paper.
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Since the speed is viscosity-dependent, it seems unlikely to be able to show
that it is monotonous with respect to α, regardless of the size of ν. In Section 3,
we give a monotonicity result provided that the viscosity term has the following
particular dependence on α:
ν(α)= λ cosα
sin2 α
, (1.4)
where λ is any positive constant. Finally, in the last section, we study the be-
haviour of the speed as ν goes to zero and we give some monotonicity results of
this limit speed, c0(α), with respect to α. We notably verify that
c0(α)→ R when α→ 0
and
c0(α)→RM when α→ π/2,
in agreement with previous results for the two extreme cases.
Let us finally note that periodic travelling waves have previously been studied
in various settings. In [5], which deals with nonlinear dispersion equations, the
solutions are sought for through an ode too. Plane phase methods are also used
in [4] to study existence and stability questions in nonlinear diffusion models.
In [10], a similar result to ours, in the sense that spatial periodicity generates
a time periodic solution, is obtained for the semilinear wave equations where, as
in [9], nonlinear waves subject to dissipative boundary conditions are considered.
We also mention [1] which concerns parabolic equations with the viscosity
coefficient of variable sign and [8] for a class of nonlinear ordinary differential
equations.
2. Transformation to an ODE
We are interested in periodic travelling waves of (1.1), i.e., solutions of the
form
Φ(y, t)=−ct + ϕ(y, t), (2.1)
where ϕ is Yα-periodic in y and T α-periodic in t . For fixed α, such a solution
is known to exist. In fact in [7], it is proved by some abstract approach that, for
smooth enough initial condition ξ0, there exist a unique speed c and a unique
(up to additive constants) space–time periodic function ϕ such that (2.1) is the
asymptotic limit in time of the solution of the Cauchy problem:
(P0)
{
ξt +R(y sinα − ξ cosα)
√
1+ ξ2y = νξyy, y ∈R, t ∈R,
ξ(y,0)= ξ0(y), y ∈R.
(2.2)
Here the goal is different as we want to characterize c with respect to α. The idea
is to reduce the problem to an ordinary differential equation, the solution of which
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can be studied to yield useful information on the speed c. For this sake consider
the following boundary value ode problem:
(P1)


cψ ′(z) cotα −R(ψ)√1− 2ψ ′ sinα + (ψ ′)2 = νψ ′′,
z ∈R,
ψ(0)= 0, ψ(Y α)= 1, ψ ′(0)=ψ ′(Y α).
(2.3)
We state the following result:
Theorem 2.1. Let ψ be a solution to (P1). Then the following holds:
(1) The function ψ(z)− z sinα is periodic with period Yα ; namely,
ψ(z+ Yα)− [z+ Yα] sinα =ψ(z)− z sinα, z ∈R. (2.4)
(2) For every integer m, the function ζm(y, t) defined by
ζm(y, t)= m+ y sinα −ψ(y + ct cotα)
cosα
, y ∈R, t ∈R,
is periodic in y with period Yα and periodic in t with period T α , and satisfies
ζmt +R(y sinα − ζm cosα)
√
1+ (ζmy )2 = νζmyy, y ∈R, t ∈R. (2.5)
(3) The solution of (P0) satisfies the estimate∥∥ξ(·, t)+ ct∥∥
L∞(R) 
3
cosα
+ ‖ξ0‖L∞(R), t  0. (2.6)
Proof. (1) Since R is periodic with period 1, the functionψ1(z) :=ψ(z+Yα)−1
satisfies the same differential equation in R as ψ(z) does. Since ψ1(0) = ψ(0)
and (ψ1)′(0)= ψ ′(0), we then know by the uniqueness of initial value problem
for second order ode that ψ ≡ψ1. This proves (2.4).
(2) The second assertion of the theorem follows by direct calculation.
(3) Note that ζm(y,0) = [m+ y sinα −ψ(y)]/ cosα. As ψ(z) − z sinα is
periodic,∥∥ψ(y)− y sinα∥∥
L∞(R) =
∥∥ψ(y)− y sinα∥∥
C0([0,Y α]) =:M(α).
Therefore, taking m the smallest integer no smaller than M + ‖ξ0‖L∞ cosα, we
have that
ζ−m(y,0) ξ0(y) ζm(y,0), y ∈R.
Hence, by comparison principle,
ζ−m(y, t) ξ(y, t) ζm(y, t) in R× [0,∞).
Consequently, by the definition of ζ±m,
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∣∣ξ(y, t)+ ct∣∣cosα  ∣∣y sinα + ct cosα −ψ(y + ct cotα)∣∣+m

∥∥ψ(z)− z sinα∥∥
L∞(R) +m
M + (1+M + ‖ξ0‖L∞ cosα).
As we shall see from the next lemma, M  1, so we obtain the assertion of the
theorem. ✷
Lemma 2.2. If (c,ψ) solves (P1), then ψ ′ is periodic with period Yα . In addition,
c > 0, ψ ′ > 0 in R,
∥∥ψ(z)− z sinα∥∥
L∞  1. (2.7)
Proof. Observe that ψ ′(z) is periodic with period Yα , hence there exists z∗ ∈
[0, Y α) such that ψ ′(z∗) = maxRψ ′(z) > 0. As ψ ′′(z∗) = 0, the differential
equation for ψ yields c > 0.
Now let z∗ ∈ [0, Y α) be the point such that ψ ′(z∗) = minRψ ′(z). Then
ψ ′′(z∗) = 0 so that the differential equation for ψ yields cψ ′(z∗) > 0 since
R > 0. Thus, ψ ′ > 0 in R. Consequently, 0 ψ  1 for all z ∈ [0, Y α], so that
−1 ψ(z)− z sinα  1 for all z ∈ [0, Y α]. As ψ(z)− z sinα is periodic, we the
obtain ‖ψ(z)− z sinα‖L∞(R)  1. ✷
Once we know that ψ ′ > 0, we then can use the phase plane technique to
study (P1). We state the following lemma.
Lemma 2.3. There is a solution (c,ψ(z)) to (P1) if and only if there is a solution
(c, v(s)) to
(P2)


νˆ(α)v′(s)= v2[R(s)√v2 + (1− v)2 tan2 α − c],
s ∈ (0,1),
v(0)= v(1), v > 0 in [0,1], c > 0,∫ 1
0 v(s) ds = 1,
(2.8)
where
νˆ(α)
def= ν(α) sinα tanα (2.9)
and the transformation from (c,ψ(z)) to (c, v(s)) is given by
ψ ′(z)= sinα
v(s)
, s =ψ(z). (2.10)
The assertion follows from direct verification and is omitted.
2.1. Solution to (P2)
In this section we study problem (P2). In particular, we prove the following
theorem.
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Theorem 2.4. For every α > 0, problem (P2) has a unique solution. In addition,
the speed c has the following estimate:
Rm max
s∈[0,1]
√
v2 + (1− v)2 tan2 α
 cRM min
s∈[0,1]
√
v2 + (1− v)2 tan2 α. (2.11)
In particular, since
0 < min
s∈[0,1]v < 1< maxs∈[0,1]v(s),
we have
Rm < c < RM.
Proof. For every a > 0, α > 0, and c > 0, let V = V (s, a, c,α) be the solution to

νˆ(α)V ′ =G(s,V, c,α)=: V 2[R(s)√V 2 + (1− V )2 tan2 α − c],
s ∈ (−∞,1),
V |s=1 = a.
(2.12)
Notice that in the existence interval, the solution V is trapped in (0,max{a,
c/Rm}], so that V exists in (−∞,1].
First, we claim that for any fixed a > 0 and α > 0, there exists a unique
C∗(a,α) > 0 such that
V
(
0, a,C∗(a,α),α
)= a.
In fact, we have the following:
(1) When c= 0, V ′ > 0 in (−∞,1], so that V < a in (−∞,1).
(2) When c=RM
√
a2 + (1− a)2 tan2 α, V ′  0 as long as V = a, so that V  a
in (−∞,1].
(3) Notice that Vc := (∂/∂c)V and Va := (∂/∂a)V satisfy
νˆ(Va)
′ =GVVa, Va |s=1 = 1,
νˆ(Vc)
′ =GVVc +Gc, Vc|s=1 = 0.
It then follows that Va = exp( 1νˆ
∫ s
1 GV ds) > 0. Writing Vc = µVa , we have
νˆµ′ =Gc/Va in (−∞,1], µ|s=1 = 0.
Since Gc = −V 2 < 0, we then know that µ′ < 0 and µ > 0 in (−∞,1). In
particular, Vc(s, a, c,α) > 0 for all c > 0 and s < 1.
Therefore, there exists a unique positive C∗(a,α) such that V (0, a,C∗(a,α),
α)= a.
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Note that V (·, a,C∗(a,α),α) is 1-periodic. It follows that for every v in the
range of V (·, a,C∗(a,α),α), there exist points s1, s2 ∈ [0,1) (s1 = s2 is possible)
such that V |s=si = v, i = 1,2; that is,
R(s1)
√
v2 + (1− v)2 tan2 α C∗ R(s2)
√
v2 + (1− v)2 tan2 α.
Since v is any number in the range of V (·, a,C∗(a,α),α), we obtain
Rm max
s∈[0,1]
√
V 2 + (1− V )2 tan2 α
C∗(a,α)RM min
s∈[0,1]
√
V 2 + (1− V )2 tan2 α. (2.13)
Next, we claim that there exists a unique a = a∗(α) such that c =: C∗(a∗(α),α)
and v =: V (·, a∗(α),C∗(a∗(α),α),α) solves (P2). To do this, we need only to
show that there is a unique a = a∗(α) such that I (a∗, α)= 1 where
I (a,α)=:
1∫
0
V
(
s, a,C∗(a,α),α
)
ds.
We have the following estimate on I (a,α):
(1) From (2.13), we have that
min
s∈[0,1]
√
V 2 + (1− V )2 tan2 α  Rm
RM
√
a2 + (1− a)2 tan2 α;
it then follows that
min
s∈[0,1]V →∞ as a→∞, so that
I (a,α)→∞ as a→∞.
(2) Also from (2.13), we see that C∗(a,α)  RM
√
1+ tan2 α for all a ∈ (0,1].
Consequently, lima→0+ maxs∈[0,1]V (s, a,C∗(a,α),α) = 0. It then follows
that lima→0+ I (a,α)= 0.
(3) Denote V¯ (a, c,α)= V (0, a, c,α). Then differentiating the relation V¯ (a,C∗,
α)= a yields C∗a = (1− V¯a)/V¯c. It then follows that
Ia =
1∫
0
[
Va + VcC∗a
]=
1∫
0
VaV¯c − V¯aVc + Vc
V¯c
ds
=
1∫
0
VaV¯a[µ(0, ·)−µ(s, ·)] +µ(s)Va
µ(0, ·)V¯a
ds > 0,
where in the last equation we used the relation Vc = µ(s, a, c,α)Va and
V¯c = µ(0, ·)V¯a , and in the inequality we used the fact that Va > 0, µ(s, ·) > 0
and µ′(s, ·) < 0 in (−∞,1).
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Clearly, these three properties of I (a,α) imply that there exists a unique
a = a∗(α) > 0 such that I (a∗, α) = 1. Consequently, c = C∗(a∗(α),α) and
v = V (·, a∗(α),C∗(a∗(α),α),α) is a solution to (P2). In addition, by (2.13), we
have the estimate (2.11).
Now we prove uniqueness. Assume that (c, v) is any solution. Set a = v|s=0.
Then v = V (s, a, c,α). By the first part of the proof of the theorem, c= C∗(a,α),
and by the second half of the proof, a = a∗(α). Hence, the solution to (P2) is
unique. This completes the proof of the theorem. ✷
3. Monotonicity of the speed c with respect to α
As (P2) is equivalent to (P1), the preceding result shows that for every
α ∈ (0,π/2), (P1) admits a unique solution (c,ψ) where c satisfies the estimate
(2.11). In this section we propose to study the variation of this speed c with respect
to α, but as pointed out before, c will also depend on the viscosity coefficient ν.
Let then (cνˆ(α), vνˆ (s, α)) be the solution to (P2). In this section, we shall
show that cνˆ is monotonous in α ∈ (0,π/2), under the assumption that νˆ(α) is
independent of α.
Theorem 3.1. Assume that νˆ(α) defined in (2.9) is independent of α, namely
ν(α)= constant× cosα
sin2 α
.
Let cνˆ(α) be the speed of the problem (P1) (the same as (P2)); then
0 <
d
dα
cνˆ(α) <
R2M
Rm sinα cosα
, α ∈ (0,π/2). (3.1)
Proof. We shall omit the νˆ super index. By using the same notation as in the
previous section, we have
1∫
0
V
(
s, a(α), c(α),α
)
ds = 1, (3.2)
V¯
(
a(α), c(α),α
)= a(α) (V¯ (a, c,α)=: V (0, a, c,α)). (3.3)
Differentiating these two equations with respect to α and denoting by a′ and c′
the ordinary derivatives of a and c with respect to α, we obtain
a′(α)=−
{ 1∫
0
Vα + c′(α)
1∫
0
Vc
}/ 1∫
0
Va,
c′(α)V¯c = (1− V¯a)a′(α)− V¯α.
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Substituting the first equation into the second equation to eliminate a′(α) then
gives
c′(α)=
∫ 1
0 [V¯aVα − V¯αVa − Vα]ds∫ 1
0 [V¯cVa − VcV¯a + Vc]ds
. (3.4)
Note that Vα satisfies the equation νˆ(Vα)′ = GVVα + Gα , Vα|s=1 = 0. Hence,
writing Vα = vVa , we obtain
νˆv′ =Gα/Va, v|s=1 = 0.
Since
Gα = R(s)V
2(1− V )2√
V 2 + (1− V )2 tan2 α
tanα
cos2 α
 0,
we then know that v′  0 and v  0 for all s < 1, but v ≡ 0 in [0,1]. Hence,
c′(α)=
∫ 1
0 {V¯aVa[v(s, ·)− v(0, ·)] − v(s, ·)Va}ds∫ 1
0 {V¯aVa[µ(0, ·)−µ(s, ·)] +µ(s, ·)Va}ds
> 0. (3.5)
To further estimate c′(α), we now compare v and µ. Since νˆµ′ = Gc/Va =
−V 2/Va < 0, we have
0− dv
dµ
= Gα−Gc =
R(s)(1− V )2√
V 2 + (1− V )2 tan2 α
tanα
cos2 α
 R(s)|1− V |
cos2 α
 RMc
Rm tanα
1
cos2 α

R2M
Rm sinα cosα
:= B(α),
where in the second inequality we have used the estimate
cRm max
s∈[0,1]
√
V 2 + (1− V )2 tan2 α Rm|1− V | tanα.
It then follows that 0 |v|<B(α)µ for all s ∈ (−∞,1) and |v(s1, ·)−v(s2, ·)|
B(α)|µ(s1, ·) − µ(s2, ·)| for all s1, s2  1. Consequently, from (3.5) we obtain
c′(α) B(α) and thus conclude the proof. ✷
Let us point out that the hypothesis (1.4) is most probably not necessary but
taking any other condition forces νˆ to depend on α. This in turn implies that
the function v′ will no longer be positive unless some additional convenient
conditions are imposed on νˆ and νˆ′ to be able to carry out the analysis on the
same lines. For example, the analysis fails with ν independent of α.
4. The limit of the speed c as ν↘ 0
In this section we study the behaviour of the speed c(α) as ν ↘ 0. For this
purpose, we shall denote our solution to (P2) by (cν(α), vν(s,α)).
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4.1. Preliminary
Heuristically, as ν ↘ 0, the limit (c, v) of (cν, vν) should satisfy G(s, v, c,α)
= 0 almost everywhere. Hence, for every c > 0 and α > 0, we introduce a function
g(·, c,α) defined by
g(s, c,α)=: sin2 α+ cosα
√
max
{
c2
R2(s)
− sin2 α,0
}
, s ∈R. (4.1)
Note that
G(s, v, c,α)|v=g = 0 if cR(s) sinα. (4.2)
Thus when cRM sinα, G|v=g ≡ 0. Hence, if
∫ 1
0 g(s, c,α)= 1 has a solution
c= c(α) satisfying c(α) RM sinα, then we should have vν → g as ν↘ 0. The
existence of such c(α) turns out to be a restriction to the smallness of α, as stated
in the following lemma.
Lemma 4.1. Let α0 ∈ (0,π/2) be defined by
cotα0 =
1∫
0
√
R2M
R2(s)
− 1ds. (4.3)
Then for any α ∈ (0, α0], there exists a unique c0(α) ∈ [RM sinα,∞) such that
1∫
0
g
(
s, c0(α),α
)
ds = 1, (4.4)
i.e.,
1∫
0
√
c20(α)
R2(s)
− sin2 α ds = cosα. (4.5)
In addition, c0(·) has the following properties:
(1) limα→0+ c0(α)= (
∫ 1
0 (1/R(s)) ds)
−1 >Rm.
(2) c′0(α) > 0 for all α ∈ (0, α0].
(3) c0(α) > RM sinα for all α ∈ (0, α0) and c0(α0)=RM sinα0 >Rm.
(4) For any α ∈ (α0,π/2) and cRM sinα,
1∫
0
g(s, c,α) ds > 1. (4.6)
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Proof. Notice that for any fixed α, g(s, c,α) is a nondecreasing continuous func-
tion in c ∈ [0,∞), and a strictly increasing function in c ∈ [RM sinα,∞) with
limc→∞ g(s, c,α)=∞.
When c=RM sinα, we have g = sin2 α + sinα cosα
√
R2M/R
2(s)− 1 so that
1∫
0
g ds = sinα2 + sinα cosα
1∫
0
√
R2M
R2(s)
− 1ds
= sinα2 + sinα cosα cotα0  1
with equal sign if and only if α = α0. Hence, there exists a unique c0(α) >
RM sinα for α ∈ (0, α0) and c0(α0) = RM sinα0 such that (4.4) holds. Now as
c0(α) > RM sinα for all α ∈ (0, α0), Eq. (4.4) is equivalent to (4.5).
From (4.5), we deduce that limα↘0 c0(α) = (
∫ 1
0 (1/R)ds)
−1 > Rm. Next, we
show that c is monotonous in α. Differentiating both sides of (4.5) with respect
to α, we obtain
c0
( 1∫
0
(
c2
R2
− sin2 α
)−1/2
ds
)
∂c0(α)
∂α
1
R2(s)
= sinα
{
cosα
1∫
0
(
c20
R2
− sin2 α
)−1/2
ds − 1
}
.
Since R is not a constant function,
1<
( 1∫
0
(
c20
R2
− sin2 α
)1/2
ds
)( 1∫
0
(
c20
R2
− sin2 α
)−1/2
ds
)
= cosα
1∫
0
(
c20
R2
− sin2 α
)−1/2
ds.
It then follows that (∂/∂α)c0(α) > 0 for all α ∈ (0, α0].
The last two assertions of the lemma follows from the definition of α0. This
completes the proof of the lemma. ✷
4.2. The case α ∈ (0, α0]
Theorem 4.2. Let (cν(α), vν(s,α)) be the solution of (P2) and c0(α), α ∈ (0, α0],
be defined as in (4.5). Then
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lim
ν↘0 c
ν(α)= c0(α), ∀α ∈ (0, α0], (4.7)
lim
ν↘0v
ν(s,α)= g(s, c0(α),α)= sin2 α + cosα
√
c20(α)
R2(s)
− sin2 α,
∀α ∈ (0, α0), uniformly in any compact set where g(s, c0(α),α)
is continuous. (4.8)
Proof. Let α ∈ (0, α0] be fixed.
First we show that for any η > 0, cν  c0(α) − η if ν is sufficiently small.
Since
G
(
s, g
(
s, c0(α),α
)
, c0(α),α
)≡ 0,
we have
G
(
s, g
(
s, c0(α),α
)
, c0(α)− η,α
)= ηg2  η sin4 α.
Hence, there exists a small positive constant ηˆ and a 1-periodic C1 function gˆ(s)
such that
gˆ(·) > 0,
1∫
0
gˆ(s)= 1, G(s, gˆ(s), c0(α)− η,α)> ηˆ in [0,1].
(In fact, if g(s, c0(α),α) is C1, we can take gˆ as g(s, c0(α),α), Otherwise, we
can take smooth approximations strictly bigger than g(s, c0(α)− η2, α).)
Let νˆ ∈ (0, ηˆ/‖gˆ‖C1([0,1])) be any number. Since
∫ 1
0 gˆ = 1 =
∫ 1
0 v
ν
, there exists
s1 ∈ [0,1) such that vν(s1)= gˆ(s1) and vν′(s1) g′(s1). It then follows that
G
(
s1, gˆ(s1), c
ν,α
)=G(s1, vν(s1), cν,α)= νˆvν ′(s1)
 νˆgˆ′(s1) νˆ‖gˆ‖C1([0,1])
 ηˆG
(
s1, gˆ(s1), c0(α)− η,α
)
.
Comparing the first and the last terms we then conclude that cν  c0(α)− η. In
an analogous manner, one can show that for any η > 0, cν  c0(α)+ η provided
that ν is sufficiently small. Hence limν↘0 cν = c0(α).
Next we show (4.8). Fix α ∈ (0, α0). Let {g±δ}δ>0 be a family of 1-periodic
C1 functions such that the following holds:
(i) sin2 α  g−δ(s) < g(s, c0(α),α) < gδ(s) in R;
(ii) limδ↘0 g±δ(s) = g(s, c0(α),α) uniformly in any compact set where g is
continuous;
(iii) G(s,gδ(s), c0(α) + δ,α)  δ2 and G(s,g−δ(s), c0(α) − δ,α)  −δ2 in R
for all sufficiently positive small δ.
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The function gδ can be obtained by taking smooth functions no smaller than
g(s, c0(α) + 2δ,α). Since α ∈ (0, α0), for all sufficiently small δ, g(s, c0(α) −
2δ,α) > sin2 α and G(s,g(s, c0(α) − 2δ,α), c0(α) − 2δ,α) ≡ 0 so g−δ can be
obtained by taking smooth functions bigger than sin2 α but smaller than g(s,
c0(α)− 2δ,α).
Now we claim that vν  gδ for all sufficiently small ν. In fact, if it is not true,
then there exists s1 ∈ [0,1) such that vν(s1) = gδ(s1) and vν ′(s1)  gδ ′(s1). It
then follows that, for ν 1,
G
(
s1, g
δ(s1), c
ν,α
)= νˆvν′(s1) νˆgδ ′(s1) < δ2
<G
(
s1, g
δ(s1), c0(α)+ δ,α
)
which is impossible since cν < c0(α)+ δ. Hence, for any δ > 0, vν  gδ provided
that ν is sufficiently small.
Similarly, we can show that for any small positive δ, vν > g−δ provided that ν
is sufficiently small. The assertion of the theorem thus follows. ✷
4.3. The case α ∈ (α0,π/2)
Lemma 4.3. For every α ∈ (α0,π/2), lim supν↘0 cν(α)RM sinα.
Proof. Let α ∈ (α0,π/2) be any fixed number. Note that the definition of α0
implies that
∫ 1
0 g(s,RM sinα,α) ds > 1. Hence, there exists a 1-periodicC
1 func-
tion gˆ such that
(i) ∫ 10 gˆ ds > 1,
(ii) sin2 α  gˆ(s) g(s,RM sinα,α) on R.
Note also that condition (ii) and the definition of g(s, c,α) imply that
G(s, gˆ,RM sinα,α)G
(
s, g(s,RM sinα,α),RM sinα,α
)= 0
and for all c > RM sinα
G(s, gˆ, c,α)=G(s, gˆ,RM sinα,α)+ (RM sinα − c)gˆ2
 (RM sinα − c)gˆ2  (RM sinα − c) sin4 α.
Consider now two cases: (i) mins∈[0,1] vν  sin2 α and (ii) mins∈[0,1] vν >
sin2 α.
In the first case, we have
cν RM min
s∈[0,1]
√
vν2 + tan2 α(1 − vν)2 =RM sinα.
In the second case, as the set where gˆ = sin2 α is not empty, the set {vν > gˆ}
is nonempty. Also, since
∫ 1
0 gˆ > 1, there must exist a point s1 ∈ [0,1) such that
vν(s1)= gˆ(s1) and vν′(s1) gˆ′(s1). This leads to
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G
(
s1, gˆ(s1), c
ν,α
)= νˆvν′(s1)−νˆ‖gˆ‖C1([0,1]).
It then follows that, if cν RM sinα, then(
RM sinα − cν
)
sinα4 −νˆ‖gˆ‖C1([0,1]).
That is, cν RM sinα +O(ν). This completes the proof of the lemma. ✷
To further pin down the limit of cν , let us consider the case α > α1 where
α1 =max
{
arccos
Rm
RM
,α0
}
. (4.9)
Theorem 4.4. For every α ∈ [α1,π/2),
lim
ν↘0 c
ν(α)=RM sinα. (4.10)
Proof. We need only show that lim infν↘0 cν RM sinα. Assume that the asser-
tion is not true. Then there exists η > 0 and arbitrary small positive ν such that
cν < (1− 2η)RM sinα. Now let I be an interval in which R >RM(1− η). Since
min
v∈[0,∞)
√
v2 + (1− v)2 tan2 α = sinα,
on the interval I one has
G(s, vν , cν,α) vν2
{
(1− η)RM sinα − cν
}
 ηvν2RM sinα.
It follows that
vν′  ηvν2RM sinα/νˆ on I. (4.11)
Recall that
cν Rm max
s∈[0,1]
√
vν2 + (1− vν)2 tanα2;
we then know that
v∗ := max
s∈[0,1]
vν  c
ν
Rm
 RM sinα
Rm
.
It then follows from (4.11) that at the left end point of I , vν satisfies
(vν)2
(
η|I |RM sinα
)+ νˆvν − νˆv∗  0,
so that vν O(
√
νˆ). This implies that
(1− 2η)RM sinα  cν Rm max
s∈[0,1]
√
vν2 + (1− vν)2 tan2 α
Rm tanα
(
1−O(√νˆ )),
which is impossible since, by the assumption α  α1, RM sinα  Rm tanα. This
completes the proof of the theorem. ✷
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Remark 4.5. If α1 = α0 (i.e., arccos(Rm/RM) α0), then we obtain a complete
description of the limit of cν as ν ↘ 0. By routine arithmetic calculation, this
condition is achieved if√
R2M
R2m
− 1
1∫
0
√
R2M
R2(s)
− 1ds  1. (4.12)
Therefore under the above condition, for any given value of α in [0,π/2], we
are able to give a mean value for the speed of the propagating front. Furthermore,
as observed in numerical simulations, see [11], this speed is well an increasing
function with respect to the angle of inclination of the striations.
As concerning the condition (4.12), note that it holds for small variations of
the function R. Recall that the latter function, which represents the local speed,
varies according to the heterogeneity of the material and is of course a constant
if the latter is homogeneous. Therefore if the medium does not exhibit high
heterogeneities—which is often the case in practical applications for propagation
problems—(4.12) will always be satisfied.
5. Concluding remarks
The main objective of this paper was to study the variation of the speed of a
propagating front in a plane solid material having periodic oblique striations.
A constructive approach, based on the reduction of the initial semilinear
parabolic equation to an ordinary differential one, enabled us to characterize the
mean propagating speed with respect to the angle of inclination α ∈ (0,π/2). In
fact, under condition (4.12)—which is related to the properties of the material
and which is always true in practical applications—we have been able to give
a complete description of the speed and notably to verify that it is an increasing
function of the oblique angle as indicated by numerical simulations [11]. The
limits obtained in the two extreme cases (α = 0 and α = π/2), which correspond
to vertical and horizontal striations, respectively, are also concordant with pre-
vious theoretical results [2,6].
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