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Abstract
Let H be a graph having  edges which has no loops and multiple edges. Complete results
about the existence of colored designs CH |CKn with exactly  colors, are established for 6 4
and for arbitrary  when H is a matching or a star. In all cases when there is a design it can
be chosen to be cyclic. Slightly less complete results are obtained when H is a path or a cycle.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction, denitions and notation
Graphs in this paper are loopless and if not stated otherwise, also with no multiple
edges. We denote them by G;H; : : : ; while V (G) and E(G) will denote the vertex and
edge sets of G, respectively. We denote by G the graph having the same vertex set
as G but each edge is replaced by an edge of multiplicity , a :xed integer greater
than 1. For other basic de:nitions we refer to [5].
A graph G is said to have an H -decomposition, denoted H |G, if the edge set of
G is the disjoint union of the edge sets of isomorphic copies of H . The set of the
above copies of H is called an H -design. There is a rich literature on H -decomposition
(see for example [1]). Many exact results and necessary conditions for the existence
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which are asymptotically suFcient are known if G=Kn. There are also many results
for G=Kn .
Similar decompositions have been considered [3,2,4,8] in the colored case. For this
purpose one needs some more de:nitions and notation.
Let L= {1; 2; : : : ; } be a set of  colors. Denote by CG the edge colored graph
G in which all  colors are used in every multiple edge. In other words, the graph
CG is the superposition of  monochromatic copies of G, any two copies having
diIerent colors. A -coloring of a graph H with edge set E(H) is a surjective map-
ping  :E(H) → L. The graph H colored by a speci:c  will be denoted CH . The
-colored graphs C1H1 and C2H2 are called isochromatic if H1 and H2 are isomor-
phic and there is an isomorphism f :H1 → H2 such that for every edge e∈E(H1),
the color of e is preserved by f, i.e. 1(e)=2(f(e)). For example, let G4 be a
triangle with an edge adjacent to one of its vertices. Then if we take two copies of
G4 with the additional edge colored A and B, respectively, they are not isochromatic
(see also [3,2]).
Denition 1. A graph CG is said to have a CH -decomposition, denoted CH |CG if
the colored edge set of CG is the disjoint union of the colored edge set of isochromatic
copies of CH . The set of these copies is also called a colored design.
If for a :xed graph H the decomposition CH |CG exists for every -coloring 
then one writes CH |CG. In this paper CH |CG implies CH |CG since the number
of edges of H equals the number of colors.
In order to avoid trivialities suppose H ⊂ G and hence |V (H)|6 |V (G)|. We restrict
our attention to G=Kn, hence, n¿ |V (H)|.
2. The colored design problem
The obvious necessary condition
H |Kn
in order to have
CH |CKn (1)
is not suFcient, not even asymptotically, so it was meaningful for the authors of [8]
to look for stronger conditions. They have found such conditions for uniform col-
orings , i.e., when the number of edges of H is the same in each color. These
conditions are asymptotically suFcient, i.e. there is an integer n0(;H; ) such that
for every n satisfying them, the decomposition (1) exists, provided n¿ n0.
Note here that if H is de:ned as in the introduction then (1) implies that  is
uniform.
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3. Purpose and results
In this paper we shall continue eIorts (see [3,2]) to :nd complete results. We think
that such eIorts are justi:ed in spite of the asymptotically strong results of [8], just
as in the way that looking for Ramsey numbers is justi:ed to complete Ramsey type
theorems. To :nd a complete solution for given a ;H;  would be to determine the
spectrum, which means to :nd the values of n for which (1) is valid.
To do this for general H and  could be extremely diFcult. In this paper we
consider the case |E(H)|=  with G=Kn. We obtain results for every H if 6 4 and
for every  if H is a matching or a star. Thus, in our paper we supply, in these cases,
the spectrum rather than the asymptotical results which are presented in [8].
We shall prove these results in Chapter 5. They are formulated in the following :ve
theorems.
Theorem 3.1. Let |E(H)|= ; =2; 3; 4 then
CH |CKn (2)
holds if and only if
1. n¿ |V (H)|; for H ∈ {K3; G4; K3∪K2; K1;3; K1;3∪K2}; where G4 is the graph de6ned
above.
2. n¿ 5 for H =K1;3 and n¿ 7 for H =K1;3 ∪ K2.
3. n¿ |V (H)|; n odd and H ∈{K3; G4; K3 ∪ K2}.
Moreover; when the colored design exists; a cyclic colored design also exists.
Theorem 3.2. If H =H is a -matching; ¿ 2 then (2) holds i* n¿ 2. Moreover;
there exists a cyclic colored design.
Theorem 3.3. If H =K1; ; ¿ 2 then (2) holds i* n¿  + 1 when  is even; and;
n¿ + 2 when  is odd. Moreover; there exists a cyclic colored design.
Theorem 3.4. Let H =P+1. Then (2) holds in the following cases:
1. n is odd; n¿ + 1.
2. For all n; n¿ 2+ 3.
In the second case the design can be chosen to be cyclic.
Theorem 3.5. Let H be a cycle C with  edges. Then (2) holds if n is odd and
 | (n− 1)=2. The obtained designs are cyclic.
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4. The proof method
To prove the existence of cyclic colored design corresponding to CH |CKn we start
as usual in design theory determining base blocks as follows:
Denote the vertices of Kn by the elements of Zn, when n is odd, say, n=2m+1. For
even n, say, n=2m+2, denote them by the elements of Zn−1 ∪ {∞}. In the odd case
we determine m blocks containing the diIerences 1; 2; : : : ; m in absolute value exactly
 times. Shifting by 1 each block n times (mod n) one gets the design corresponding
to H |Kn . If it is possible to build the blocks such that in addition each diIerence
occurs in each color exactly once, one obtains the colored design. In the even case
namely for n=2m + 2, the procedure is as usual using most of the blocks obtained
for 2m+ 1 and replacing a few blocks by others containing ∞ adjacent to each color
exactly once. In this case the shifting is also mod (2m+ 1).
The following example will be enlightening.
Example. The decomposition P4 |K37 is obtained by taking 3 times the path (0; 3; 5; 6)
as a base block. The diIerences contained in it are 3; 2; 1. However, this is not good
enough for the colored design. Indeed, for the coloring with colors A; B; C one has 3
times (0; A; 3; B; 5; C; 6) and each diIerence occurs 3 times in the same color. But one
can take the three blocks: (5; 2; 0; 6); (6; 1; 0; 4); (0; 1; 5; 3) with diIerences
(−3;−2;−1); (2;−1;−3); (1;−3;−2)
satisfying the requirement. The colored design will be exhibited then by
{(5; 2; 0; 6); (6; 1; 0; 4); (0; 1; 5; 3)} (mod 7), representing 21 paths as required.
Observe that the diIerences occurring in a block do not have to be distinct. One
can take in the example the blocks (0; 1; 2; 3); (0; 2; 4; 6); (0; 3; 6; 2) with the diIerences
being (1; 1; 1); (2; 2; 2); (3; 3; 3) obtaining CP4 |CK37 .
The existence of the colored design CP4 |CK38 is determined by
{(5;∞; 0; 6); (6; 1; 0;∞); (5; 2; 0; 4); (0; 1; 5; 3)} (mod 7).
In working out the proofs we could not avoid being considerably technical. For that,
the reader is asked to be indulgent.
5. Proofs
5.1. Proof of Theorem 3.1
In order to prove Theorem 3.1 we have to consider =2; 3; 4 and accordingly all
graphs H with |E(H)|=2; 3; 4 and no loops and multiple edges.
We have proved the :rst part of Theorem 3.1 for =2; 3 in [3]. However, we shall
give here new proofs resulting in cyclic colored designs. Some of the designs in [3]
were not cyclic.
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Table 1
n The blocks
4 [(∞; 1)(2; 0)]; [(0; 1)(∞; 2)]
5 [(0; 1)(2; 3)]; [(0; 2)(1; 3)]
6 [(∞; 1)(2; 3)]; [(0; 2)(∞; 3)]; [(0; 1)(2; 4)]
n=2m + 1 [(0; i)(i + 1; 2i + 1)]; i=1; 2; : : : ; m− 1
m¿ 3 [(0; m)(m− 1; 2m− 1)]
n=2m + 2 Idem, but the :rst two blocks are replaced by
m¿ 3 [(∞; 1)(2; 3)]; [(0; 2)(∞; 5)]; [(0; 1)(3; 5)]
Table 2
n The blocks
6 [(0; 1)(2; 4)(3;∞)]; [(∞; 3)(0; 1)(2; 4)],
[(2; 4)(∞; 3)(0; 1)]
n=2m + 1 [(1; 2)(3; 4)(5; 6)]; [(1; 3)(5; 7)(2; 4)]; [(1; 4)(2; 5)(3; 6)]
m¿ 3 [(1; 4 + i)(2; 5 + i)(3; 6 + i)]; i=1; 2; : : : ; (m− 3)
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 3 [(1;∞)(3; 4)(5; 6)]; [(1; 3)(∞; 7)(2; 4)]
[(1; 4)(2; 5)(∞; 3)]; [(1; 2)(5; 7)(3; 6)]
5.1.1. =2
In this case let the colors be A; B. There are only two possible graphs, namely P3
and 2K2.
The colored decomposition CP3 |CK22m+1 is given by: (0; i; 2i)(mod 2m + 1);
i=1; 2; : : : ; m. To have CP3 |CK22m+2 we add the block (0;∞; 1) shifted also
mod (2m+ 1). Each block (x; y; z) is colored by (x; y)=A and (y; z)=B. For 2K2
one has the typical block [(x; y)(z; v)] colored (x; y)=A and (y; z)=B. We prove
CH |CK2n by establishing for any n¿ 4 the base blocks. The required colored designs
are represented by the blocks given in Table 1 below and are obtained by shifting
each block 2m+ 1 times mod (2m+ 1). This holds for each of the forthcoming tables
in the paper.
5.1.2. =3
There are :ve graphs in this case. They are: 3K2, P3 ∪ K2; K1;3; K3 and P4.
Let the colors be A; B; C.
H =3K2. Denote a typical block by [(x; y)(z; u)(v; w)] colored (x; y)=A, (z; u)=B,
(v; w)=C
In Table 2 we exhibit as above the base blocks of the resulting designs.
H =P3∪K2. Denote a typical block by [(x; y; z)(u; v)] colored (x; y)=A, (y; z)=B,
(u; v)=C. The blocks are given in Table 3.
H =K1;3. Denote a typical block by (x;y; z; u) colored (x; y)=A, (x; z)=B,
(x; u)=C. In Table 4 we exhibit as above the base blocks of the corresponding
designs. Observe that from a result of [10] it follows that K1;3 - K34 . So Table 4 starts
with n=5. Notice that in case n=2m + 1 the leaves of the star in each block are
taken as modm, namely, {1; 2; : : : ; m}.
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Table 3
n The blocks
5 [(0; 1; 3)(4; 2)]; [(0; 3; 4)(1; 2)]
6 [(∞; 1; 3)(4; 2)]; [(1; 2;∞)(3; 4))]; [(3; 1; 2)(4;∞)]
7 [(0; 1; 3)(6; 5)]; [(1; 3; 6)(0; 2)]; [(2; 5; 6)(1; 4)]
8 [(∞; 1; 3)(6; 5)]; [(1; 3;∞)(0; 2)],
[(2; 5; 6)(1;∞)]; [(0; 1; 4)(5; 2)]
n=2m + 1 [(2m− 1; 2; 0)(3; 4)]; [(2m; 1; 0)(3; 6)]
[(0; 1; 2m− 1)(3; 8)],
m¿ 4 [(i; 2m− i; i + 2)(2m− i − 1; i + 3)]; i=1; 2; : : : ; m− 3
n=2m + 2 Idem, but the :rst 3 block are replaced by
m¿ 4 [(2m− 1; 2; 0)(3;∞)]; [(2m; 1;∞)(3; 6)]
[(∞; 1; 2m− 1)(3; 8)]; [(0; 1; 2)(3; 4)]
Table 4
n The blocks
5 (0; 1; 2; 4); (0; 2; 1; 3)
6 (0; 1; 2; 4); (0; 2; 1; 3); (∞; 1; 2; 3)
n=2m + 1 (0; 1 + i; 2 + i; 3 + i); i=0; 1; : : : ; m− 1
m¿ 3
n=2m + 2 Idem but add the block
m¿ 3 (∞; 1; 2; 3)
Table 5
n The blocks
3 (0; 1; 2)
n=2m + 1 (0; i; 2i + 1) i=1; : : : ; t − 1; t + 1; : : : ; m− 1.
m¿ 2 (0; t; 2m); (0; m; m + 1)
Table 6
n The blocks
4 (1;∞; 2; 0); (1; 2; 0;∞)
5 (0; 1; 3; 4); (1; 3; 2; 4)
6 (0;∞; 3; 2); (1; 2; 4;∞); (1; 3; 4; 2)
n=2m + 1 (i; 2m− i; i + 2; 2m− i − 2); i=1; 2; : : : ; m− 3:
m¿ 3 (2m− 1; 2; 0; 2m); (2m; 1; 0; 2m− 2); (0; 1; 2m− 1; 3)
n=2m + 2 Idem, but the last 2 blocks are replaced by
m¿ 3 (2m− 5;∞; 0; 2m− 2); (0; 1; 2m− 1;∞); (0; 2; 3; 2m− 1)
H =K3. Denote a typical block by (x; y; z) colored (x; y)=A, (y; z)=B, (z; x)=
C. Observe that since 2 - 3(2n − 1) we have K3 -K32n so we do not have
a decomposition for n=2m + 2. Table 5 contains only odd values of n. Put t=
(m− 1)=2.
H =P4. Denote a typical block by (x; y; z; u) colored (x; y)=A, (y; z)=B, (z; u)=
C. The blocks of the colored designs are given in Table 6.
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Table 7
n The blocks
5 (0; 1; 3; 4; 2); (0; 3; 4; 1; 2)
6 (∞; 1; 3; 4; 2); (1; 2;∞; 3; 4); (3; 1; 2; 4;∞)
7 (0; 1; 3; 6; 5); (1; 3; 6; 0; 2); (2; 5; 6; 1; 4)
8 (∞; 1; 3; 6; 5); (1; 3;∞; 0; 2); (2; 5; 6; 1;∞); (0; 1; 4; 5; 2)
n=2m + 1 (2m− 1; 2; 4; 5; 8); (2m; 1; 2; 5; 0)
(0; 1; 2m− 1; 3; 2m− 3)(2m− 2; 3; 2m; 1; 0)
m¿ 4 (i; 2m− i; i + 2; 2m− i − 2; i + 4); i=1; 2; : : : ; (m− 4)
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 4 (2m− 1; 2; 4; 5;∞); (2m; 1;∞; 5; 0)
(∞; 1; 2m− 1; 3; 2m− 3); (0; 1; 2; 5; 8)
Table 8
n The blocks
6 [(∞; 0; 1)(2; 3; 4)]; [(0; 2;∞)(4; 1; 3)]; [(0; 1; 3)(4;∞; 2)]
7 [(0; 1; 2)(3; 4; 5)]; [(0; 3; 5)(1; 4; 6)]; [(0; 2; 5)(3; 1; 4)]
8 [(∞; 1; 2)(3; 4; 5)]; [(0; 3;∞)(1; 4; 6)]
[(0; 2; 5)(3;∞; 4)]; [(2; 1; 3)(6; 4; 0)]
9 [(0; 1; 2)(3; 4; 5)]; [(0; 2; 4)(6; 8; 1)]
[(0; 3; 6)(1; 4; 7)]; [(0; 4; 8)(2; 6; 1)]
10 [(0; 1; 2)(3; 4; 5)]; [(0; 3;∞)(1; 4; 7)]; [(0; 4; 8)(2;∞; 1)]
[(∞; 2; 4)(6; 8; 1)]; [(1; 8; 5)(2; 7; 3)]
n=2m + 1 [(2m− 1; 2; 4)(5; 8; 3)]; [(2m; 1; 2)(5; 0; 7)];
[(0; 2m; 2m− 3)(5; 1; 4)] [(2m− 3; 4; 2m− 1)(2; 0; 1)]; [(2m− 2; 3; 7)(5; 6; 8)]
m¿ 5 [(i; 2m− i; i + 2)(2m− i − 1; i + 3; 2m− i − 3)]; i=1; 2; : : : ; (m− 5)
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 5 [(∞; 2; 4)(5; 8; 3)]; [(2m; 1;∞)(5; 0; 7)]; [(0; 2m; 2m− 3)(5;∞; 4)]
[(2m− 1; 2m− 5; 2m− 4)(5; 1; 4)]
5.1.3. =4
In this case there are 11 graphs: P5; P3 ∪ P3; P4 ∪ K2; P3 ∪ 2K2; 4K2; K1;4; K1;3 ∪
K2; T5; C4; K3 ∪K2; G4, where T5 is the star K1;3 with an edge adjacent to one of its
end vertices and G4 is a triangle with an edge adjacent to one of its vertices.
H =P5. Denote a typical block by (x; y; z; u; v) colored (x; y)=A, (y; z)=B,
(z; u)=C and (u; v)=D. The blocks are given in Table 7.
H =2P3. Denote a typical block by [(x; y; z)(u; v; w)] colored (x; y)=A, (y; z)=B,
(u; v)=C and (v; w)=D. The blocks are given in Table 8.
H =P4∪K2. Denote a typical block by [(x; y; z; u)(v; w)] colored (x; y)=A, (y; z)=
B, (z; u)=C and (v; w)=D. The blocks are given in Table 9.
H =P3 ∪ 2K2. Denote a typical block by [(x; y; z)(u; v)(w; s))] colored (x; y)=A,
(y; z)=B, (u; v)=C and (w; s)=D. The blocks are given in Table 10.
H =C4. Denote a typical block by (x; y; z; u). We shall use the P4-decomposition of
K3n obtained in Table 6.
The coloring of P4 is extended to C4 putting (x; u)=D. This yields the required
color decomposition for C4, as well.
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Table 9
n The blocks
6 [(∞; 0; 1; 2)(3; 4)]; [(0; 1;∞; 4)(1; 3)]; [(0; 3; 1; 4)(∞; 2)]
7 [(0; 1; 2; 3)(4; 5)]; [(0; 3; 5; 1)(4; 6)]; [(0; 2; 5; 3)(1; 4)]
8 [(∞; 1; 2; 3)(4; 5)]; [(0; 3;∞; 1)(4; 6)] [(0; 2; 5; 3)(∞; 4)]; [(2; 1; 3; 6)(4; 0)]
9 [(0; 1; 2; 3)(4; 5)]; [(0; 2; 4; 6)(8; 1)]
[(0; 3; 6; 1)(4; 7)]; [(0; 4; 8; 2)(6; 1)]
10 [(∞; 1; 2; 3)(4; 5)]; [(0; 3; 6; 1)(∞; 7)]; [(0; 4; 8; 2)(6; 1)]
[(0; 2;∞; 6)(8; 1)]; [(1; 2; 4; 6)(5; 8)]
n=2m + 1 [(2m− 1; 2; 4; 5)(8; 3)]; [(2m; 1; 2; 5)(0; 7)]; [(0; 1; 4; 2m)(2; 11)];
[(2m− 3; 4; 2m− 1; 2)(0; 1)]; [(2m− 2; 3; 7; 5)(6; 9)]
m¿ 5 [(i; 2m− i; i + 2; 2m− i − 2)(i + 4; 2m− i − 4)]; i=1; 2; : : : ; (m− 5)
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 5 [(∞; 2; 4; 5)(8; 3)]; [(2m; 1;∞; 5)(0; 2m− 6)]
[(0; 1; 4; 2m)(∞; 11)]; [(2m− 1; 2; 3; 6)(1; 10)]
Table 10
n The blocks
7 [(0; 1; 2)(3; 4)(5; 6)]; [(0; 3; 6)(2; 5)(1; 4)]; [(0; 2; 4)(6; 1)(3; 5)]
8 [(∞; 1; 2)(3; 4)(5; 6)]; [(0; 2;∞)(6; 1)(3; 5)]
[(0; 3; 6)(2;∞)(1; 4)]; [(0; 1; 3)(5; 2)(6;∞)]
9 [(0; 1; 2)(3; 4)(5; 6)]; [(0; 2; 4)(6; 8)(1; 3)]
[(0; 4; 1)(7; 2)(5; 8)]; [(1; 4; 8)(2; 5)(3; 7)]
10 [(0; 1; 2)(3; 4)(5;∞)]; [(0; 2; 4)(6;∞)(1; 3)]; [(∞; 0; 3)(6; 1)(4; 7)]
[(0; 3;∞)(4; 7)(1; 5)]; [(0; 4; 8)(3; 5)(7; 6)]
11 [(0; 1; 2)(3; 4)(5; 6)]; [(0; 2; 4)(6; 8)(10; 1)]; [(0; 3; 6)(9; 1)(4; 7)]
[(0; 4; 8)(1; 5)(9; 2)]; [(0; 5; 10)(4; 9)(3; 8)]
12 [(∞; 1; 2)(3; 4)(5; 6)]; [(0; 2;∞)(6; 8)(10; 1)]; [(0; 3; 6)(9;∞)(4; 7)]
[(0; 4; 8)(1; 5)(9;∞)]; [(0; 5; 10)(4; 9)(3; 8)]; [(0; 1; 10)(8; 5)(2; 6)]
n=2m + 1 [(0; 1; 2m− 1)(3; 2m− 3)(5; 2m− 5)]
m¿ 6 [(2m; 2m− 2; 2m− 1)(2m− 4; 0)(2m− 6; 2)]
[(2m− 1; 2; 0)(1; 4)(2m; 2m− 7)] [(2m− 2; 3; 2m)(1; 2)(5; 0)]
[(2m− 3; 4; 2m− 1)(2m− 5; 2m− 7)(2m− 6; 2m− 9)];
[(2m− 4; 5; 2m− 2)(3; 2m)(1; 2)]
[(i; 2m− i; i + 2)(2m− i − 2; i + 4)(2m− i − 4; i + 6)] i=1; 2; : : : ; (m− 6)
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 6 [(2m; 2m− 2; 2m− 1)(1; 4)(5; 2m− 5)]; [(2m− 1; 2; 0)(∞; 4)(2m; 2m− 7)],
[(2m;∞; 2m− 1)(2m− 4; 0)(2m− 6; 2)]; [(0; 1; 2m− 1)(3; 2m− 3)(∞; 2m− 5)]
H =T5. Denote a typical block by (x; y; z; u; v), where z is adjacent to u and v. The
coloration is as follows: (x; y)=A; (y; z)=B; (z; u)=C; (z; v)=D. The blocks
are given in Table 11.
H =G4. Denote a typical block by (x; y; z; u), where z is adjacent to u. The coloration
is as follows: (x; y)=A; (y; z)=B; (z; x)=C; (z; u)=D. The blocks are given
in Table 12. As before de:ne t= (m− 1)=2:
For even n there is no colored decomposition in spite of the fact that G4 |K42m. One
can see this by observing that from CG4 |CK42m it would follow CK3 |CK32m which is
impossible as was mentioned above in the case of K3.
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Table 11
n The blocks
5 (4; 3; 1; 0; 2); (1; 3; 2; 0; 4)
6 (4;∞; 1; 0; 2); (1; 3; 2; 4;∞); (3; 4; 2;∞; 0)
n=2m + 1 (2m; 0; 2; 3; 2m− 1); (2m− 2; 0; 1; 4; 2m); (3; 2m− 1; 1; 2m− 3; 0)
m¿ 3 (2m− i − 2; i + 2; 2m− i; i + 4; i); i=1; 2; : : : ; m− 3:
n=2m + 2 Idem, but the :rst 3 blocks are replaced by
m¿ 3 (2m;∞; 2; 3; 2m− 1); (2m− 2; 0; 1;∞; 2m)
(3; 2m− 1; 1; 2m− 3;∞); (2m; 2m− 1; 0; 3; 1)
Table 12
n=2m + 1 The blocks
n ≡ 2(mod 3) (0; i; 2i + 1; 4i + 2); i=1; : : : ; t − 1; t + 1; : : : ; m− 1
m¿ 2 (0; m; m + 1; 1); (0; t; 2m; 2m− 1)
n ≡ 2(mod 3) (0; i; 2i + 1; 4i + 2); i∈{1; 2; : : : ; m− 1} \ {t; (n− 2)=3}
m¿ 2 (0; t; 2m; (2n− 4)=3); (0; (n− 2)=3; (2n− 1)=3; (2n + 2)=3); (0; m; m + 1; 1)
Table 13
n The blocks
n=5 [(0; 2; 3)(1; 4)]; [(0; 1; 4)(2; 3)]
n=2m + 1 [(0; i; 2i + 1)(i + 1; 3i + 2)] i=1; 2; : : : ; t − 1
m¿ 3 (0; t; 2m)(t + 1; t + 2)]
[(0; i; 2i + 1)(i + 1; 2m + 1− i)] i= t + 1; t + 2; : : : ; m− 1
[(0; m; m + 1)(2; m + 2)]
H =K3 ∪K2. Denote a typical block by [(x; y; z)(u; v)]. The coloration is as follows:
(x; y)=A; (y; z)=B; (z; x)=C; (u; v)=D. The blocks are given in Table 13.
Again t= (m− 1)=2:
As in the previous case for even n there is no colored decomposition. Although the
theorem for the graphs 4K2 and K1;4 are particular cases of Theorems 3.2 and 3.3 we
exhibit here for completeness the related decompositions.
H =4K2. Denote a typical block by [(x; y)(z; t)(u; v)(s; r)] with (x; y)=A, (z; t)=
B, (u; v)=C; (s; r)=D. The blocks are given in Table 14.
H =K1;4. Denote a typical block by (x;y; z; u; v) with the coloring (x; y)=A,
(x; z)=B, (x; u)=C; (x; v)=D. The blocks are given in Table 15.
H =K1;3∪K2. Denote a typical block by [(x;y; z; u)(v; w)] with the coloring (x; y)=
A, (x; z)=B, (x; u)=C; (v; w)=D. The blocks are given in Table 16. Notice that
in spite of the fact that |V (H)|¿ |V (Kn)|, is satis:ed for n=6; K46 has no colored
decomposition into copies of H . Indeed, if the decomposition would be possible, then
the edge (v; w) should go through all 15 possibilities of the edges of K6. W.l.o.g. let
(0; 1) be a colored edge (v; w) in color D. Then there exists exactly one colored copy
of K1;3 whose vertices do not contain {0; 1}. In all the remaining colored copies of
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Table 14
n The blocks
8 [(4;∞)(1; 0)(2; 6)(3; 5)]; [(1; 0)(2; 6)(3; 5)(4;∞)]
[(2; 6)(3; 5)(4;∞)(1; 0)]; [(3; 5)(4;∞)(1; 0)(2; 6)]
n=2m + 1 [(i; n− i + 1)(i + 1; n− i)(i + 2; n− i − 1)(i + 3; n− i − 2)]
m¿ 4 i=1; : : : ; m− 3
[(m− 2; m + 4)(m− 1; m + 3)(m;m + 2)(1; 0)]
[(m− 1; m + 3)(m;m + 2)(1; 0)(2; 2m)]
[(m;m + 2)(1; 0)(2; 2m)(3; 2m− 1)]
n=2m + 2 Idem, but the last 3 blocks are replaced by
m¿ 4 [(m− 2; m + 4)(m− 1; m + 3)(m;m + 2)(m + 1;∞)]
[(m− 1; m + 3)(m;m + 2)(m + 1;∞)(1; 0)]
[(m;m + 2)(m + 1;∞)(1; 0)(2; 2m)]
[(m + 1;∞)(1; 0)(2; 2m)(3; 2m− 1)]
Table 15
n The blocks
5 (0; 1; 2; 3; 4); (0; 3; 4; 1; 2)
6 (0; 1; 2; 3; 4); (0; 3; 4; 1; 2); (∞; 1; 2; 3; 4)
7 (0; 1; 2; 3; 6); (0; 2; 3; 1; 5); (0; 3; 1; 2; 4)
8 (0; 1; 2; 3; 6); (0; 2; 3; 1; 5); (0; 3; 1; 2; 4); (∞; 1; 2; 3; 4)
n=2m + 1 (0; 1 + i; 2 + i; 3 + i; 4 + i); i=0; 1; : : : ; m− 4
m¿ 4 (0;m− 2; m− 1; m; 1); (0; ; m− 1; m; 1; 2); (0;m; 1; 2; 3)
n=2m + 2; m¿ 4 Idem but add: (∞; 1; 2; 3; 4)
Table 16
n The blocks
7 [(0; 3; 5; 6)(1; 4)]; [(0; 6; 4; 5)(1; 3)]; [(0; 5; 6; 4)(1; 2)]
8 [(0; 1; 2; 3)(4; 6)]; [(0; 2; 3; 1)(4; 5)];
[(0; 3; 1; 2)(4;∞)]; [(∞; 1; 2; 3)(4; 0)]
n=2m + 1 [(0; 1 + i; 2 + i; 3 + i)(2m; 2m− i)]; i=1; : : : ; m− 3
m¿ 4 [(0;m− 1; m; 1)(2m;m + 2)]
[(0;m; 1; 2)(2m;m + 1)]; [(0; 1; 2; 3)(2m;m)],
n=2m + 2 Idem, but the last 2 blocks are replaced by
m¿ 4 [(0;m; 1; 2)(∞; m + 1)]; [(∞; 1; 2; 3)(2m;m)],
[(0; 1; 2; 3)(2m;m + 1)]
K1;3 at least one of the vertices {0; 1} must occur. There are exactly six edges of K6
in which neither 0 nor 1 appears. Taking these with color D, we see that there are
precisely six colored copies of K1;3 in which both 0 and 1 must appear. Of these six,
precisely three must contain the edge (0,1), once in each of the colors A; B and C.
Therefore, there are precisely three copies of K1;3 containing both 0 and 1, but not the
edge (0,1). Taking the complement of each K1;3 with respect to the corresponding K4,
we obtain 15 copies of K3 which together contain the edge (0,1) 3 times. Since this is
true for all 15 edges (v; w), we have a decomposition K3 |K36 . But this is not possible.
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Table 17
n The designs
13 [(1; 0)(2; 12)(3; 11)(4; 10)(5; 9)(6; 8)];
[(6; 8)(1; 0)(2; 12)(3; 11)(4; 10)(5; 9)],
[(5; 9)(6; 8)(1; 0)(2; 12)(3; 11)(4; 10)]; : : : ;
[(2; 12)(3; 11)(4; 10)(5; 9)(6; 8)(1; 0)]
14 [(7;∞)(1; 0)(2; 12)(3; 11)(4; 10)(5; 9)(6; 8)];
[(6; 8)(7;∞)(1; 0)(2; 12)(3; 11)(4; 10)(5; 9)]; : : : ;
[(1; 0)(2; 12)(3; 11)(4; 10)(5; 9)(6; 8)(7;∞)]
5.2. Proof of Theorem 3.2
It is known that Hn=2 |Kn. The block giving the decomposition is
(1; 0)(2; 2m); : : : ; (m− 1; m+ 3)(m;m+ 2) for n=2m+ 1
and
(m+ 1;∞)(1; 0)(2; 2m); : : : ; (m− 1; m+ 3)(m;m+ 2) for n=2m+ 2:
Trivially one obtains Hn=2 |Kn=2n by taking n=2 times each block.
The colored decomposition is also easily obtained by not taking simply n=2 iden-
tical blocks but the n=2 cyclic permutations of it.
The result of Theorem 3.2 is obtained by taking from each of the above blocks only
the :rst  entries.
Example. Let n=13; 14. The blocks are given in Table 17.
5.3. Proof of Theorem 3.3
Let H be a star with  branches denoted by H =(a; a1; a2; : : : ; a). For n=2m +
1; 6m, the construction is much alike that for the matchings. Namely, consider
=m, then H |Kn is seen to hold by the single block (0; 1; 2; : : : ; m). While CH |CKmn is
obtained by deriving m blocks from it taking the cyclic permutation of the
sequence
1; 2; : : : ; m: (3)
If ¡m take from the above blocks only the :rst  entries.
For larger  but 6 n − 1 proceed with the sequence 1; 2; : : : ; m as follows: If
(; m)=d then form a new sequence containing =d sequences (3). This is broken into
m=d subsequences of length , each such sequence taken d times gives the desired m
of subsequences. Each term connected by an edge to a vertex 0 gives m blocks each
being -stars and each diIerence t occurs at most twice in a block giving vertices
+t and −t and altogether,  times. De:ne a coloring with colors A1; A2; : : : ; A in the
block (x;y1; y2; : : : ; y) giving the color Ai to the edge (x; yi). Now, instead of taking
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Table 18
The designs
(∞; 1; 0; 2; 5)
(1; 0; 2; 5; 3)
(0; 2; 5; 3; 4)
(2; 5; 3; 4;∞)
(5; 3; 4;∞; 1)
(3; 4;∞; 1; 0)
(4;∞; 1; 0; 2)
the above subsequences d times, one may take d cyclic permutations of them. This
ensures the right coloring. For n=2m+ 2 add the block (∞; 1; 2; 3; : : : ; ).
In [10] it was proved that H2m+1 -K2m+12m+2 . Hence, there is no colored design either.
Thus, for odd ; n¿ |V (H)|+ 1.
5.4. Proof of Theorem 3.4
Observe :rst that if H =P+1 is a path of  edges, Cn a cycle with n diIerent
vertices and 6 n− 1 then,
CP+1 |CCn : (4)
Indeed let (a1; a2; : : : ; an; a1) be the cycle Cn. Consider the n× (n+ 1)-matrix


a1a2 : : : ana1
a2a3 : : : a1a2
: : : : : :
ana1 : : : an−1an

 ; (5)
then the paths determined by the rows of the :rst  + 1 columns give the desired
decomposition with the coloring A1; A2; : : : ; A in each path in this order.
Part 1 of the theorem follows then from the known fact (see [5, p. 89]) that
C2m+1 |K2m+1 which is obtained by shifting the cycle: (∞; 1; 0; 2; 2m − 1; 3; : : : ; m;
m+ 1;∞) m times by 1 (mod 2m).
Example. Let V (K7)=Z6 ∪ {∞} and the decomposition of K7 into three Hamilton
cycles is
(∞; 1; 0; 2; 5; 3; 4;∞); (∞; 2; 1; 3; 0; 4; 5;∞); (∞; 3; 2; 4; 1; 5; 0;∞): (6)
In order to have the decomposition of (4) for =4, start with the :rst cycle of (6),
take the rows of the :rst :ve columns of (5), and obtain the paths as in Table 18.
Shifting each twice by 1, the colored P5-decomposition of K47 is completed.
For part 2 of the theorem we shall use the fact that the decomposition Cm
|K2m+1 is known [7,9]. It is a cyclic decomposition obtained from a single block.
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Let (a1; a2; : : : ; am; a1) be that block and consider the circulant matrix A


a1a2 : : : am
a2a3 : : : a1
a3a4 : : : a2
: : : : : :
ama1 : : : am−1


:
Now the colored decomposition CP+1 |CK2m+1 is obtained by taking the rows of the
:rst +1 columns of the matrix. Modifying =2 of the above blocks as usual using ∞
and completing with one more block, one gets also the decomposition CP+1 |K2m+2.
Example. Let m=5. Then the simple block of the decomposition C5 |K11 is
(0; 1; 10; 2; 6; 0), and matrix A becomes


0 1 10 2 6
6 0 1 10 2
2 6 0 1 10
10 2 6 0 1
1 10 2 6 0


:
Each row is a block in the decomposition CP5 |CK411: For +1¡ 5 one takes only
the :rst + 1 entries in each row.
The decomposition of CP5 |CK412 is obtained by replacing the :rst two rows by
(0;∞; 10; 2; 6); (6; 0; 1;∞; 2) and adding the row (0; 1; 10; 8; 5).
5.5. Proof of Theorem 3.5
The theorem is almost a trivial consequence of the results of [9,7]. Namely, the
authors of [9,7] showed that for  |m
C|K2m+1; 36 6m: (7)
The construction proving the theorem is obtained by taking the blocks of the decom-
position (7) and building from each the corresponding circular matrix. The rows of the
matrices are the blocks of the colored decomposition CC |K2m+1.
6. Final remark
Of course, this research could be continued by looking systematically at the cases
=5; 6; : : : and so on, but the most striking goal is to solve the -colored decomposition,
H -decomposition problem, H having  edges in the case n=2m + 1 and =m. In
particular, when H is a tree with m edges. This could be called the colored Ringel–Tree
problem (for the concept of Ringel–Tree see [6]).
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Here, we obtained by the :rst part of Theorem 3.4 the decomposition
CPm+1 |Km2m+1:
But it is not cyclic. The cyclic decompositions given by part 2 hold only for  |m; ¡m.
We were unable to complete this for =m.
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