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Let XI, X, ,..., X,,, be finite sets. The present paper is concerned with the 
m2 - m intersection numbers 1 Xi n X, 1 (i $I j). We prove several theorems on 
families of sets with the same prescribed intersection numbers. We state here one 
of our conclusions that requires no further terminology. Let TI, T2 ,..., T, be 
finite sets and let m > 3. We assume that each of the elements in the set union 
TI u Tz u *.. u T,,, occurs in at least two of the subsets TX, T, ,..., T,. We 
further assume that every pair of sets Ti and Tj (i # j) intersect in at most one 
element and that for every such pair of sets there exists exactly one set Tk (k # i, 
k f  j) such that Tk intersects both T, and Tj . Then it follows that the integer 
m = 2nz’ + 1 is odd and apart from the labeling of sets and elements there exist 
exactly m’ + 1 such families of sets. The unique family with the minimal number 
of elements is 
111, Ul,..., Im’L 
(11, W,..., Im’h 
(1, 2 ,..., m’}. 
1. INTRODUCTION 
Throughout the discussion 
s = [Sij] (1.1) 
denotes a symmetric matrix of order m >, 2. The elements of S are non- 
negative integers. Furthermore, S is required to have O’s in all of its main 
diagonal positions. But S is distinct from the zero matrix. Now let A be 
a (0, I)-matrix of size m by n. We say that A represents S provided that 
there exists a diagonal matrix D of order m such that 
AA= = D f S, (1.2) 
where AT denotes the transpose of the matrix A. It is not difficult to 
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verify that there always exists a simple “canonical matrix” that represents 
S. Now if A represents S and if A contains a column of O’s or a column 
of O’s apart from a single 1, then such columns may be deleted from A 
and the resulting matrix still represents S. Accordingly, whenever A 
represents S, we will assume that A contains no column of O’s and no 
column of O’s apart from a single 1. 
We designate by C(S) the class of all (0, I)-matrices A that represent S. 
Notice that if A represents S then we may apply arbitrary permutations 
to the columns of A and the resulting matrices also represent S. Each of 
the matrices in C(S) has exactly m rows and we call m the order of the 
class C(S). But the number of columns may undergo considerable variation 
from one matrix to another. However, this number cannot become arbi- 
trarily large because we have excluded from A the previously described 
degenerate columns. 
The class C(S) has a set theoretic interpretation that is of the 
utmost importance to us. Let X, , X, ,..., X, be subsets of an n-set 
x = {x1 ) x.2 )..., x,}. We set aii = 1 if xj is a member of Xi and we set 
aij = 0 if xj is not a member of Xi . The resulting (0, I)-matrix 
A = [aij] (1.3) 
of size m by n is the familiar incidence matrix for the subsets X1 , X, ,..., X, 
of X. It is clear that A characterizes the configuration of subsets. This 
interconnection between finite sets and (0, 1)-matrices means that all of 
our conclusions concerning the class C(S) may be described in terms of 
finite sets. Thus an element of the class C(S) of order m may be regarded 
as a sequence of subsets X, , X, ,..., X, of an n-set X = {x1 , x2 ,..., x,} 
with the prescribed intersection pattern 
1 xi n xj 1 = sij (i # j>. (1.4) 
Extraneous elements are not allowed in the subsets X, , X, ,..., X, in the 
sense that each of the elements of the n-set X is required to occur in at 
least two of the subsets. The finite collection of all such sequences of 
subsets with the same prescribed intersection pattern for the various possi- 
ble values of n comprises the class C(S) of order m. 
A line of a matrix designates either a row or a column of the matrix. 
A triangle of a (0, 1)-matrix A is a submatrix of A of order 3 with all line 
sums equal to 2. We now state our first main conclusion: 
THEOREM 1.1. Every matrix in the class C(S) contains a triangle or 
else the class contains exactly one matrix apart from column permutations 
without triangles. 
INTERSECTION PROPERTIES OF FINITE SETS 81 
In this paper we also investigate some intriguing questions that arise 
in the study of certain special classes. A class C(S) is called sparse pro- 
vided that the symmetric matrices S and S2 both have only O’s and l’s in 
all of their off diagonal positions. We are able to describe the structure 
of a sparse class explicitly in terms of the triangles of its canonical matrix. 
Let X be a fixed positive integer. A class C(S) is called A-complefe provided 
that S has only O’s and l’s in all of its off diagonal positions and S2 has 
only h’s in all of its off diagonal positions. We determine all of the 
l-complete classes. The following theorem gives the main conclusions 
for finite sets. 
THEOREM 1.2. Let TI , T, ,..., T, be finite sets and let m 3 3. We 
assume that each of the elements in the set union TI u T2 V *** U T, occurs 
in at least two of the subsets TI , T, ,..., T,,, . We further assume that every 
pair of sets Ti and Tj (i # j) intersect in at most one element and that for 
every such pair of sets there exists exactly one set T, (k # i, k # j) such 
that T, intersects bofh Ti and Tj . Then it follows that the integer 
m = 2m’ f 1 is odd and apart from the labeling of sets and elements there 
exist exactly m’ f 1 such families of sets. The unique family with the 
minimal number of elements is 
(11, P),..., (4, 
(11, GJL..., {m’>, 
(1, 2 ,..., m’}. 
The structure of the A-complete classes for h > 1 is vastly more compli- 
cated. However, we are able to establish the following theorem for these 
classes: 
THEOREM 1.3. There exist only finitely many h-complete classes for 
fixed h > 1. 
We conclude this introduction with a few brief historical remarks. 
Long ago Boole [2] studied intersection patterns of finite sets. The clas- 
sical problem requires the determination of the necessary and sufficient 
conditions on the m2 intersection numbers 
I xi n xj I (i,j= 1,2 ,..., m) (l-5) 
in order that they be realizable for some family of sets. This problem is 
an exceedingly difficult one. Kelly [ 111, for example, requires 40 inequal- 
ities to handle the case m = 4. Closely related problems embrace a large 
portion of modern combinatorics. Thus the existence or non-existence of 
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a finite projective plane of a specified order is a realization problem for 
highly restricted intersection numbers (1.5) and with the added require- 
ment that XI u X2 u ... u X,, is an m-set. Hall [8] discusses intersection 
patterns under the assumption that Xi n Xi is given as empty or non- 
empty. Goodman [7] assumes that the actual objects in Xi n Xj are given 
for i #,j, In the present paper we study the m2 - m intersection numbers 
/ Xi n Xj 1 (i #i). This alteration makes the realization question easy. 
But a number of fascinating new problems arise for families of sets with 
the same prescribed intersection numbers. 
2. THE STRUCTURE OF THE CLASS C(S) 
We begin with a discussion of some elementary but basic properties of 
the class C(S) defined in Section 1. 
REMARK 2.1. The class C(S) is non-empty. 
Let the symmetric matrix S = [Q] of order m be given. We construct 
a special matrix E in the class C(S) called the canonical matrix of the class. 
Let cii (i cj) be a column vector of m components with l’s in positions i 
and j and O’s in all other positions. The canonical matrix E consists of 
all column vectors Eij (i < j), where each cij is repeated exactly Sij times. 
It is clear that the matrix E satisfies 
EET = D + S, (2.1) 
where D is a diagonal matrix of order m. The ordering of the columns of 
E is of no particular importance. But we usually select the “natural” 
ordering. 
REMARK 2.2. The canonical matrix E is of size m by (T, where CJ 
denotes the sum of the elements above the main diagonal of S. The row 
sums of E equal the corresponding row sums of S. AU column sums of E 
equal 2. 
These remarks are immediate from the construction of E. 
REMARK 2.3. The n column vectors cl, , cyZ ,..., 01, of a matrix A = 
r3 3 o/~ ,..., ac,] in the class C(S) partition the u columns of the canonical 
matrix E into n components E1 , E, ,..., E, . These components have the 
property that A may be constructed from E by “collapsing” component Ei 
into column ai . 
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Let column 01~ of A have l’s in positions i1 < & < a** < iti and O’s 
elsewhere. The &(t, - 1)/2 column vectors 
Eij.ilc (ij , ik = i, , iz ,..., iti ; ij < ik) (2.2) 
are columns of E and these columns are selected to comprise the compo- 
nent E, of E. We may replace the component ES of E by CQ and the 
resulting matrix remains in the class. 
REMARK 2.4. The class C(S) contains exactly one matrix apart from 
column permutations if and only if the canonical matrix E contains no 
triangles. 
The canonical matrix collapses if and only if it contains a triangle. 
A matrix in the class C(s) with the minimal number of columns among 
all matrices in the class is called a content matrix of the class. This minimal 
integer is called the content of the class and is designated by c. It follows 
that for an arbitrary matrix A of n columns in the class we have 
c<n<o. (2.3) 
We have been unable to determine the content of a class except in 
certain special cases. 
The following example depicts the canonical matrix, a matrix without 
triangles, and a content matrix, respectively, for the class defined by 
3. THETRIANGLES OF THE CLASS C(S) 
We first restate Theorem 1.1 and then proceed with its proof. 
THEOREM 3.1. Every matrix in the class C(S) contains a triangle or 
else the class contains exactly one matrix apart from column permutations 
without triangles. 
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The following lemma appears in [14]. We repeat the short argument 
for completeness. 
LEMMA 3.2. Let A be a (0, 1)-matrix of size m by n. Suppose that every 
eiement of AAT is positive and that A contains no triangles. Then A contains 
a column of m 1’s. 
Proof. The proof is by induction on m. The theorem is valid for 
m = 1 and m = 2. Let m > 3 and delete row 1 of A. The resulting matrix 
A, satisfies the hypothesis of the theorem, and hence by the induction 
hypothesis a certain column of A contains only l’s in its last M - 1 
positions. The proof is complete in case this column of A also has a 1 in 
its first position, and hence we conclude that A contains a column com- 
posed of l’s apart from a single 0 in the first position. We now repeat the 
argument on row 2 of A and show that A contains a column composed 
of l’s apart from a single 0 in the second position. Finally, we repeat the 
argument on row 3 of A and show that A contains a column composed of 
l’s apart from a single 0 in the third position. But then A contains a 
triangle, and hence we conclude that A contains a column of m 1’s. 
We proceed with the proof of Theorem 3.1. Let A and A’ be matrices 
of sizes m by n and m by n’, respectively, in the class C(S), and let these 
matrices be without triangles. We prove that A and A’ are the same 
apart from column permutations. Let the symmetric matrix S* of order r 
be a principal submatrix of S formed by the intersection of rows and 
columns of S numbered il < iz < ... < i, . Suppose further that all of 
the off diagonal elements of S* are positive and that S* is maximal in the 
sense that S* is not properly contained in another principal submatrix 
of S with all of its off diagonal elements positive. Let B denote the r by 
n submatrix of A consisting of rows il , i, ,..., i, of A. Then every element 
of BBT is positive and B contains no triangles. Hence it follows from 
Lemma 3.2 that B contains a column of r 1’s. But then A contains a 
column cyl with l’s in positions iI , iz ,..., i, . Furthermore, the column 
01~ of A cannot contain a 1 in any other position because this would 
contradict the maximality of S* in S. But the identical argument applies 
to the matrix A’ because A and A’ are in the same class C(S). Hence we 
conclude that 01~ is also a column of A’. Now let A, and A,’ denote the 
matrices A and A’, respectively, with column cyl deleted. We know that 
both A, and A,’ belong to the same class C(S,). Moreover, both A, and 
A,’ are without triangles. It follows upon repeated applications of Lem- 
ma 3.2 that A and A’ are the same apart from column permutations. 
Notice that n = n’ because a matrix in our class contains no column of 
O’s and no column of O’s apart from a single 1. 
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4. SPARSE CLASSES 
We recall that a class C(s) is sparse provided that the symmetric matrices 
S and S2 both have only O’s and l’s in all of their off diagonal positions. 
We begin with a description of the intersection pattern for the finite sets 
of a sparse class. 
Let A be a matrix in a sparse class C(S) and let us regard A as the 
incidence matrix for the subsets TI , T, ,..., T, of an n-set T. Then it 
follows directly from the definition of a sparse class that these subsets 
satisfy the following requirements: 
(A) Every Ti n Tj (i fj) contains at most one element. 
(B) For every Ti and Tj (i fj) there exists at most one Tk (k f i, 
k # j) such that Ti n T, # % and Tj n T, # ,@. 
Thus we see that the finite sets of a sparse class intersect each other in a 
very restricted fashion. 
REMARK 4.1. The columns of a matrix A in a sparse class are distinct. 
Equal columns in A would imply that S does not have only O’s and l’s 
in all of its off diagonal positions. 
REMARK 4.2. The column sums of a matrix A in a sparse class are 
2 and 3. 
If the matrix A has a column sum greater than 3, then the symmetric 
matrix S contains a principal submatrix of the form 
i 0 1 0 1 0 1 0 1 I . (4.1) 
But (4.1) contradicts the assumption that S2 has only O’s and l’s in all of 
its off diagonal positions. 
REMARK 4.3. A triangle of a matrix A in a sparse class lies in three 
columns of A that contain no additional 1’s. Two triangles of A lie in dis- 
joint columns of A, 
Suppose that a triangle of A lies in three columns of A that contain 
additional 1’s. Then two of these additional l’s cannot lie in the same row 
because this contradicts the assumption that S has only O’s and I’s in all 
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of its off diagonal positions. Hence after suitable row and column permu- 
tations it follows that A contains a submatrix of the form 
0 1 1 
1 0 1 I 1 110’ 1 0 0 (4.2) 
But then S contains a principal submatrix that contradicts the assumption 
that S2 has only O’s and l’s in all of its off diagonal positions. 
Suppose that a column of A is common to two triangles of A. Then 
after suitable row and column permutations it follows that A contains a 
submatrix of the form 
01100 
1 0 1 1 0 
i I 11001’ 00011 (4.3) 
Again S contains a principal submatrix that contradicts the assumption 
that S2 has only O’s and l’s in all of its off diagonal positions. 
An invariant column of a class C(S) of order m is a column vector of 
m components that appears in every matrix in the class. Such a column 
has column sum 2 because it appears in the canonical matrix E. 
THEOREM 4.1. Let e denote the number of triangles in the canonical 
matrix E of the sparse class C(S) and let f denote the number of invariant 
columns of the class. Then the number of distinct matrices apart from column 
permutations in the class is 2”. The content of the class is e -!- f and the 
content matrix is without triangles. 
ProoJ: It follows from our earlier remarks that all of the matrices A 
apart from column permutations in the class are obtained by collapsing 
the various disjoint triangles in the canonical matrix E. A triangle may 
be collapsed or left unaltered and this accounts for the 2” matrices. 
Notice that the f invariant columns for f > 0 form an m by f submatrix 
of E that does not contain a triangle. The matrix with the minimal number 
of columns in the class is obtained by collapsing all of the triangles in E. 
Thus the content of the class is e + f. The content matrix cannot contain 
a triangle because by Remark 4.3 we could collapse the triangle and 
contradict the minimality of e + f. 
The preceding theorem describes the internal structure of a sparse class. 
But the classification of all sparse classes remains unsolved. We may, in 
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fact, construct very complicated sparse classes. Thus let A be the incidence 
matrix of a finite projective plane and let us suppose that A is symmetric. 
We replace any l’s on the main diagonal of A by O’s and denote the 
resulting matrix by S. Then C(S) is an example of a sparse class. 
5. COMPLETE CLASSES 
Let X be a fixed positive integer. We recall that a class C(S) is X-complete 
provided that S has only O’s and l’s in all of its off diagonal positions and 
S2 has only x’s in all of its off diagonal positions. The subsets Tl , T, ,..., T, 
of an n-set T associated with a X-complete class satisfy requirement (A) 
of a sparse class and the further requirement: 
(C) For every Ti and Tj (i ij) there exist exactly h Tk’s (k # i, 
k#j)suchthatT,nT,# % andTjnT,# %. 
It is clear that the only sparse h-complete classes are the l-complete 
classes. 
Our study of X-complete classes has been motivated by a number of 
earlier papers. A partial listing includes [I, 3, 5, 10, 13, 17, 181. However, 
the main discussion is self-contained apart from the proof of Remark 5.2. 
We henceforth let J denote the matrix of l’s of order m. 
REMARK 5.1. Let C(S) be a X-complete class of order m. Then S satis- 
fies the matrix equation 
S2 = D, + XJ, (5.1) 
where D, is a diagonal matrix of order m. 
This is a consequence of the definition of a h-complete class. 
Let X and Y be matrices of order m with non-negative integral elements. 
We say that X and Y are equivalent, written 
xl Y, (5.2) 
provided that there exists a permutation matrix P of order m such that 
Y = PTXP, (5.3) 
where PT denotes the transpose of the matrix P. The classes C(S) and 
C(S) of order m are equivalent provided that the matrices S and s’ are 
equivalent. The matrices in two equivalent classes are the same apart from 
a fixed row permutation. 
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Let m = 2m’ + 1 > 3 be an odd integer. Then we define the matrix 
W,,, of order m by 
w, = 
‘0 1 1 *a1 1 1 
- 
1 0 1 
110 
1 0 1 
1 1 0. 
(5.4) 
In (5.4) row I and column 1 contain only l’s apart from the common 0 
in the (1, 1) position. The remainder of the matrix consists of the m’-fold 
direct sum of the displayed matrix of order 2 with itself. 
REMARK 5.2. Let C(S) be a h-complete class of order m. Then S has 
constant line sums or else X = 1 and 
SE w, (m 3 5). (5.5) 
The matrix S is a symmetric (0, I)-matrix with O’s in all of its main 
diagonal positions and S satisfies (5.1). The remark follows from the 
theorems of de Bruijn and ErdGs [4] and Majumdar 1121. It is also a special 
case of the main result in [15]. 
We are now ready to classify the l-complete classes. The remaining 
essential step is a consequence of the friendship theorem [5]. We include 
the short argument. 
THEOREM 5.1. Let the class C(S) of order m be l-complete. Then 
sz w, Cm 2 3). (5.6) 
Proof. The matrices S in Remark 5.2 that do not have constant line 
sums are already included in (5.6). Hence we may assume that S has 
constant line sums k. Then (5.1) reduces to 
S2 = (k - l)Z+ J, (5.7) 
where Z is the identity matrix of order m. We note that a l-complete class 
of order m has m 3 3. The case m = 3 is possible and S is the incidence 
matrix of the degenerate plane (triangle). This is covered by (5.6). We 
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then have m > 3 and 1 < k < m - 1. Thus S is the incidence matrix of 
a projective plane of order t = k - 1, where 
m=t2+t+1 (t 3 2). (5.8) 
The characteristic roots of S2 are (t + l)z of multiplicity 1 and t of multi- 
plicity m - 1. Hence it follows that the characteristic roots of S are 
t + 1 of multiplicity 1 and f d/i of appropriate multiplicities. The matrix 
S has trace 0 so that there exists an integer e such that 
t+l+e&=O. (5.9) 
But then 
t2 + 2t + 1 = e2t, (5.10) 
whence t I 1 and t = 1. Thus all of the possibilities are covered by (5.6). 
REMARK 5.3. The canonical matrix of the l-complete class C( W,) 
(m > 3) is 
(5.11) 
In (5.11) row 1 consists of the vector (1, 1, 0) replicated m’ times. The 
remainder of the matrix consists of the ml-fold direct sum of the displayed 
matrix of size 2 by 3 with itself. 
REMARK 5.4. The content matrix of the l-complete class C(W,) 
(m > 3) is 
(5.12) 
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In (5.12) row 1 consists of the vector of l’s of m’ components. The remainder 
of the matrix consists of the ml-fold direct sum of the displayed matrix of 
size 2 by 1 with itseIJ: 
We have determined all of the l-complete classes and since the classes 
are sparse we know their internal structure as well. All of the matrices 
A apart from column permutations in C(W,) are obtained by collapsing 
the appropriate triangles in (5.11). This gives us a totality of 2m’ matrices. 
Now let A and A’ be two matrices in C(W,) with the same number of 
collapsed triangles. Then it follows from the structure of the matrices in 
C(W,) that A is transformable into A’ provided that we allow both row 
and column permutations. Furthermore, we know that all of the l-com- 
plete classes of order m are equivalent to C(W,). Hence it follows that all 
of the l-complete classes of order m contain only m’ + 1 distinct matrices 
apart from row and column permutations. These observations yield 
Theorem 1.2 on finite sets. 
We prove the following for h-complete classes with h > 1. We remark 
that the main portion of the argument is also a consequence of a recent 
communication of R. C. Bose (see [l]). 
THEOREM 5.2. There exist only finitely many h-complete classes for 
jixedh > 1. 
Proof. Let C(S) be a h-complete class with h > 1. Then by Remarks 5.1 
and 5.2 the matrix S has constant line sums k and S satisfies the matrix 
equation 
S2=(k-A)I+hJ, (5.13) 
where I is the identity matrix of order m. Thus S is the incidence matrix 
of a symmetric block design and we have 
k - h = k2 - Am. (5.14) 
The degenerate design with parameters k = m - 1 and X = m - 2 is 
included in the discussion. The characteristic roots of S2 are k2 of multi- 
plicity 1 and k - A of multiplicity m - 1. Hence it follows that the 
characteristic roots of S are k of multiplicity 1 and f d/k - h of appro- 
priate multiplicites. The matrix S has trace 0 so that there exists an 
integer e such that 
k+edm=O. (5.15) 
But then e 1 k and we write 
k = ek’. (5.16) 
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Hence 
k’2 z k - jj (5.17) 
and k’ 1 A. Thus k’ takes on only finitely many values for fixed X > 1. It 
follows that k = k12 + X also takes on only finitely many values. But 
(5.14) implies that k and X uniquely determine m. This completes the 
proof. 
We now discuss briefly the parameters (m, k, A) of a X-complete class 
for fixed h > 1. We always have at least two possibilities, namely, 
(A + 2, h + 1, 3, (X2@ + 21, w + 11, a. (5.18) 
(These are the only possibilities in case h is a prime.) The parameters 
(A + 2, X + 1, A) yield the X-complete class C(S) with S = J - I. The 
parameters (h2(h + 2), h(X + l), A) are those of an interesting family of 
symmetric block designs. We remark that designs with these parameters 
also arise naturally in other types of combinatorial investigations [16]. 
But little is known about their existence or structure. The only simple 
case is that of the (16, 6, 2)-design. Here we may let 
[J-Z z z z 
s= f 
I 
J-Z Z Z 
Z J-Z Z 
Lz z z J - I. 
where J is the matrix of l’s of order 4 and I is the 
9 (5.19) 
identity matrix of 
order 4. The (45, 12, 3)-design has a much more complicated structure. 
But again a design exists that has a symmetric incidence matrix of trace 0 
191. 
In conclusion we note that Goethals and Seidel [6] have recently investi- 
gated various restricted types of Hadamard matrices. Of special interest 
to us are the Hadamard matrices in which row 1, column 1, and the main 
diagonal have all elements + 1. Such matrices exist in great abundance 
and yield h-complete classes on the parameters (4t2 - 1, 2t2, t”). 
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