We tackle an open question of Milner ([10]). We define a set of so-called well-behaved finite automata that, modulo bisimulation equivalence, corresponds exactly to the set of regular expressions.
Introduction
In language theory, there is a well-known correspondence between the set of regular expressions and the set of finite (non-deterministic) automata: for each regular expression it is possible to find a finite automaton that admits the same language, and vice versa. But it is also well-known that this correspondence breaks down if we consider notions of equivalence, other than language equivalence. Of particular interest is bisimulation equivalence. Milner proves in [10] that not every finite automaton is bisimulation equivalent to a regular expression, that is, a closed term in the process algebra with atomic actions, successful and unsuccessful termination, choice, sequential composition and iteration. He poses the question how the set of finite behaviours that are bisimulation equivalent to a regular expression can be characterized. This paper tackles this open question. We define a set of so-called well-behaved finite behaviours, that correspond exactly to the set of regular expressions. For related work, see [9] .
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Process Algebra
We start out from the process algebra BPA * δ, . Closed terms in this process algebra correspond exactly to the regular expressions of formal language theory. We use process algebra notation and not regular expression notation to emphasise the fact that we consider bisimulation equivalence as our notion of equivalence, and not language equivalence. BPA * δ, extends the basic process algebra BPA (see [5] ) with constants δ and and iteration operator * . We assume we have a given set of actions A. This set, usually (but not necessarily) finite, is considered a parameter of the theory. The signature elements are:
• Binary operator + denotes alternative composition or choice. Process x + y executes either x or y, but not both. The choice is resolved upon execution of the first action. Notation + is also used for regular expressions.
• Binary operator · denotes sequential composition. We choose to have sequential composition as a basic operator, different from CCS (see [11] ). As a result, we have a difference between successful termination ( ) and unsuccessful termination (δ). As is done for regular expressions, this operator is sometimes not written.
• Constant δ denotes inaction (or deadlock), and is the neutral element of alternative composition. Process δ cannot execute any action, and cannot terminate. In language theory, this process corresponds to the constant 0.
• Constant denotes the empty process or skip. It is the neutral element of sequential composition. Process cannot execute any action, but terminates successfully. In language theory, this process corresponds to the constant 1.
• We have a constant a for each a ∈ A, a so-called atomic action. Process a executes action a and then terminates successfully. This coincides with the notation in language theory. The set of actions A is considered a parameter of the theory.
• There is a unary operator * called iteration or Kleene star. Process x * can execute x any number of times, but can also terminate successfully. This coincides with the notation in language theory. In [4] , a binary version of this operator is used. We can use the unary version, common in language theory, as we have a constant .
The process algebra BPA * δ, is axiomatised by axioms A1-9 and KS1-3 in Table 1 . Axioms A1-9 are standard. Compared to language theory, we do not have the law x · (y + z) = x · y + x · z (the 'wrong' distributivity, these terms differ in the moment of choice), and the law x · δ = δ (that would really characterize δ as 0; in x · δ, actions from x can be executed but no termination can take place). KS1 defines iteration in terms of a recursive equation. Taking x = δ in KS1 (and using A6, A7) yields δ * = (as in language theory). KS2 expresses that immediate termination can be omitted in iteration behaviour (in language theory, we say that we can assume that the iterated term does not have the empty word property); taking x = δ yields * = . KS3 is the axiom of Troeger ([14] ). 
The regular expressions are the closed terms over this theory (i.e. the terms without variables). Many results in process algebra, like the following normal form proposition, only hold for the set of closed terms.
Definition 1
We define a set of normal forms inductively: [3] or [2] .
As a consequence of this proposition, each closed term over BPA * δ, can be written as δ, or in the form 
and s has no subterm of the form f * with f = f + .
Using this result, we can require in the normal form in addition that terms u j do not satisfy u j = u j + , i.e. these terms do not have the empty word property. This will ensure that the recursive specifications we define further down are guarded.
Next, we provide a model for BPA * δ, on the basis of structured operational rules (so-called SOS rules) in the style of Plotkin (see [12] ). The rules in Table 2 • x ↓ means that x has the option to terminate successfully (without executing an action)
Thus, the relations concern action execution and termination, respectively; we do not have need of a mixed relation . a → √ as in [3] or [2] . The rules provide a transition system for each closed term. Next, we define an equivalence relation on the resulting transition systems in the standard way. 
Let R be a binary symmetric relation on closed terms. We say R is a bisimulation if the following holds:
• whenever R(x, y) and x a → x then there is a term y such that y a → y and R(x , y )
• whenever R(x, y) and x ↓ then y ↓
We say two closed terms t, s are bisimulation equivalent or bisimilar, notation t↔s if there is a bisimulation R with R(s, t).
Proposition 5 Bisimulation equivalence is a congruence relation on closed BPA * δ, -terms.
Proof
This is a standard result following from the format of the deduction rules, see e.g. [2] .
Theorem 6 The theory BPA * δ, is sound for the model of transition systems modulo bisimulation, i.e. for all closed terms t, s we have
Proof This is also a standard result.
Note that the reverse implication in the theorem above, indicating completeness of the axiom system, does not hold. In fact, a finite complete equational axiomatization is not possible, as shown by Sewell ([13] ). This impossibility is due to the presence of the δ constant. In the absence of δ, more positive results can be found in [7] and [8] where a complete axiomatization of regular expressions up to bisimulation equivalence is given when the language satisfies the so-called hereditary non-empty word property (essentially requiring that the non-empty word property be satisfied at any depth within a star context).
The first axiom of iteration is a specific instance of a recursive equation. It is standard to use recursive equations to specify processes with possible infinite behaviour, see e.g. [3] or [2] . We proceed to define recursion in our setting.
Let V be a set of variables ranging over processes. A recursive specification E = E(V ) is a set of equations E = {X = t X | X ∈ V } where each t X is a term over the signature in question (in our case, BPA * δ, ) and variables from V . A solution of a recursive specification E(V ) in our theory is a set of processes { X|E |X ∈ V } in some model of the theory such that the equations of E(V ) hold, if for all X ∈ V , X stands for X|E . Mostly, we are interested in one particular variable X ∈ V , called the initial variable.
Let t be a term containing a variable X. We call an occurrence of X in t guarded if this occurrence of X is preceded by an atomic action (i.e., t has a subterm of the form a · s, and this X occurs in s).
We call a recursive specification guarded if all occurrences of all its variables in the right-hand sides of all its equations are guarded or it can be rewritten to such a recursive specification using the axioms of the theory and the equations of the specification.
We can formulate the following principles:
• RDP (the Recursive Definition Principle): each recursive specification has at least one solution;
• RSP (the Recursive Specification Principle): each guarded recursive specification has at most one solution.
Different models of BPA * δ, will satisfy none, one or both of these principles. Let us look at the transition system models in particular.
Consider a recursive specification E. For each variable X of E, we can add a new constant X|E to our syntax. Table 3 provides deduction rules for these constants. They come down to looking upon X|E as the process t X |E , which is t X with, for all Y ∈ V , all occurrences of Y in t X replaced by Y |E . that satisfies RDP and RSP (see e.g. [3] ). If we add constants X|E only for guarded E, we obtain a model G satisfying RSP. The model G is really smaller than G ∞ , since using unguarded recursion we can specify infinitely branching processes, whereas for guarded recursion we can always get a finitely branching solution. Thus, RDP doesn't hold any more on the second model. Note that, due to the presence of the constant , a difference between BPA * δ, and the standard theory BPA is that finite guarded recursion allows the specification of a process with unbounded branching (see [6] ).
The third possibility is adding still fewer constants, namely adding only X|E for so-called regular recursive specifications. We call an equation regular if it is in one of the two forms
In the first equation, the δ summand is only needed in case n = 0. For regular specifications, each variable corresponds directly to a state in the generated transition system. We usually present a regular equation as follows:
where an empty sum stands for δ and the summand is optional.
The model IR of BPA * δ, is obtained if we add constants X|E only for finite regular E. IR is the model of regular processes, it is equivalent to the model of finite transition systems modulo bisimulation, see e.g. [5] . Again we can establish that IR is really smaller than G, a process in the difference is the counter C defined by the following specification (p standing for plus, m for minus):
Finally, the term model IP of BPA * δ, is even smaller than IR. In [4] it is shown that there are regular processes that cannot be defined just using iteration. In the model IP, the principle RSP boils down to the following conditional axiom:
The guardedness of this equation would be expressed in language theory as follows: y does not have the empty word property (that is, y does not have as a summand).
Well-Behaved Specifications
We define a class of recursive specifications over BPA * δ, that we will call well-behaved. The idea is that the class of well-behaved specifications corresponds exactly to the class of closed BPA * δ, -terms, modulo bisimilarity. Consider sequences of natural numbers ranged over by σ, ρ (sometimes with a prime or index) (σ, ρ ∈ IN * ). Call a subset S of IN * downwards closed if the empty sequence λ ∈ S, and, whenever σn ∈ S, also σ ∈ S and σk ∈ S for all k < n. 
Definition 7
where m ≥ 0, e σi , e σ , e ρ are closed BPA * δ, -terms, c ∈ A ∪ {δ, }, and ρ is a proper prefix of σ. Note that, as we can take δ for a term e σ , e ρ , c, the last three terms may or may not be present. If there is a summand of the form e ρ · X ρ present with e ρ terminating (i.e. the term can terminate successfully after a finite number of steps), we call the variable X ρ a cycling variable; 4. when X ρ is a cycling variable (it occurs on the righthand side of an equation of a variable with longer index) then its equation is of the form
i.e. m = 2, e ρ0 = e ρ1 = and none of the optional summands is present. The variable X ρ0 represents the cycling part of X ρ (the part that eventually leads back to X ρ ) and the variable X ρ1 represents the exit part of X ρ (the part that can lead to termination, or to some cycling variable higher up than X ρ ). Below, we will define well-behavedness of a specification in such a way that a split can be made in this way.
A recursive specification is in regular suitable form if it is in suitable form and all the occurring e σ in equations of non-cycling variables are in A.
Definition 8
Let E be a recursive specification in suitable form over a set of variables {X σ : σ ∈ S ⊂ IN * }. As S is finite, we can define a notion with induction on the depth of the variable tree below X σ (so, we define this first for the maximal sequences σ ∈ S).
Let ρ be a prefix of σ. We say X σ cycles back to X ρ if:
• in case X σ is cycling (so its equation is of the form X σ = · X σ0 + · X σ1 ), then X σ cycles back to X ρ iff X σ0 cycles back to X σ (the cycling part) and X σ1 cycles back to X ρ (the exit part);
• in case X σ is not cycling, we require that its equation is of the form
so there is no constant term present, and all X σi cycle back to X ρ .
Next, we define when a variable X σ is well-behaved, again with induction on the depth of the variable tree below X σ . We say X σ is well-behaved if:
• in case X σ is cycling, we say X σ is well-behaved iff X σ0 cycles back to X σ and X σ1 is well-behaved;
so there is no cycling variable present, and all X σi are well-behaved.
Finally, we call a recursive specification E in suitable form well-behaved iff its initial variable X λ is wellbehaved.
Theorem 9 Every well-behaved recursive specification E has a closed term in BPA *

δ, as a solution (up to bisimulation equivalence).
In order to prove this theorem, we prove two lemmas. The theorem will follow immediately from the second lemma.
Lemma 10
Let E be a recursive specification in suitable form, and suppose X σ cycles back to X ρ . Then there is a closed term e over BPA * δ, such that X σ = e · X ρ (here, = denotes derivability in BPA * δ, + RSP*).
Proof
By induction on the depth of the variable tree below X σ .
In the base case, there are no variables below X σ , so the equation of X σ must be either X σ = e ρ · X ρ or X σ = e σ · X σ + e ρ · X ρ or X σ = e σ · X σ . As the specification is guarded, term e σ does not have the empty word property, i.e. e σ = e σ + does not hold. In the first case, we are done immediately, in the second case, it follows from RSP* that X σ = e * σ · e ρ · X ρ and in the third case, we have X σ = e * σ · δ · X ρ . RSP* can be applied as the condition on e σ holds.
In the induction case, there are two subcases.
• if X σ is cycling, we have X σ = · X σ0 + · X σ1 and X σ0 cycles back to X σ and X σ1 cycles back to X ρ . We can apply the induction hypothesis to X σ0 and X σ1 , so there are closed terms f 0 , f 1 such that X σ0 = f 0 · X σ and X σ1 = f 1 · X ρ . Putting this together, we obtain
By guardedness e σ does not have the empty word property. By induction hypothesis there are closed terms f i such that
Lemma 11
Let E be a recursive specification in suitable form, and suppose variable X σ is well-behaved. Then there is a closed term e over BPA * δ, such that X σ = e (= is again derivability in BPA * δ, + RSP*).
Proof
In the base case, there are no variables below X σ , so the equation of X σ must be either X σ = c or X σ = e σ · X σ + c or X σ = e σ · X σ . By guardedness, e σ does not have the empty word property. In the first case, we are done immediately, in the second case, it follows from RSP* that X σ = e * σ · c, and in the third case, X σ = e * σ · δ. In the induction case, there are two subcases.
• if X σ is cycling, then X σ = · X σ0 + · X σ1 and X σ0 cycles back to X σ and X σ1 is well-behaved. By the definition of cycling back there is a closed term f such that X σ0 = f ·X σ . By induction hypothesis there is a closed term f such that
As f gives the path from X σ back to X σ , it follows from guardedness that it cannot have the empty word property.
• if X σ is not cycling, we have X σ = e σ0 · X σ0 + . . . + e σ(m−1) · X σ(m−1) + e σ · X σ + c and all X σi are wellbehaved. By guardedness e σ does not have the empty word property. By induction hypothesis this implies that there are closed terms f i such that
Proceedings of the 20 th Annual Symposium on Logic in Computer Science (LICS'05) Note 12 Our notion of cycling was inspired by (but is different from) the notion of ruling in [9] ; our notion of wellbehaved was inspired by their notion of hierarchical. It should be noted that they work in a different setting, as they use the law x · δ = δ, which is invalid in the present setting.
(Another difference is that the law x + x = x is not valid in their setting, but this is not the crucial difference for the present results.) On the other hand, the present work also can be applied in their setting. Adding the law x · δ = δ amounts to considering the constant δ as predictable failure in the words of [1] . In [1] , it is proven that using this law, every closed term over BPA δ is either equal to δ or can be written without δ. This can be extended to BPA * δ, (crucial point: δ * = ), and using a normal form without δ in the sequel will make all results go through.
Regular Expressions
Now we consider the reverse direction, how to transform a given regular expression into a regular well-behaved recursive specification. Recall from Section 2 that each closed term over BPA * δ, can be written as δ, or in the form
for certain n, m ∈ IN with n + m > 0, certain a i ∈ A and normal forms t i , u j , v j . The summand may or may not occur.
Starting from such a term e in normal form, we describe an algorithm to arrive at a recursive specification. Consider an example, taken from [9] . Take e = a(a
This term is in normal form, but the star term c * + a * b has the empty word property, as c * = c * + . Therefore, we rewrite this term to e = a(a It is obvious that the resulting recursive specification is regular.
Proposition 13
Let e be a closed BPA * δ, -term. The regular recursive specification as defined above has solution e and is well-behaved.
Proof
In the base case, we have only one variable X λ , so the results are immediate (the variable is not cycling).
In the induction step, we have e = a 0 · t 0 + . . . a n−1 · t n−1 +u *
By induction hypothesis, we can assume there are regular well-behaved recursive specifications E i , F j , G j with these terms as solutions.
1. The equations of specifications E i are well-behaved.
They are copied with i prefixed to each variable index. As a consequence, the variables X i are well-behaved.
2. Variables X n+j are cycling. Their equations are in the required form.
3. The equations of specifications G j are well-behaved. They are copied with (n+j)1 prefixed to each variable index. As a consequence, the variables X (n+j)1 are well-behaved.
4. Now we take a look at F j . As each constant term in F j in the construction is multiplied by X n+j , there are no constant terms in the resulting specification, and, whenever a variable has a constant term in F j , the corresponding variable will cycle back to X n+j . Now there may be inner loops in the specification below X (n+j)0 . In this case we must use the first clause in the definition of cycling back. We can conclude that X (n+j)0 cycles back to X n+j .
5. We conclude that variables X n+j are well-behaved.
6. Finally, X λ is well-behaved, and so the entire specification is well-behaved.
By construction, e is a solution for X λ .
Thus, for each closed BPA * δ, -term we can find a regular well-behaved recursive specification that has this term as a solution. Note that the resulting specifications are more restricted than the general class of well-behaved specifications, for instance we can require regularity.
Looking back, what is still missing is a procedure, that given a finite behaviour, determines whether or not it has a well-behaved specification. Notice that it is enough if we find a bound on the set of well-behaved specifications we need to consider, as bisimulation is decidable on finite behaviours.
In specific cases, it is easy enough to turn a given finite behaviour into well-behaved form. To give an example, consider the guarded recursive specification {X = aY, Y = bX + aZ, Z = cX + aY }. In this form, it is not a wellbehaved recursive specification. It turns into one, by replacing X by aY everywhere on the right-hand side. We get the following well-behaved specification:
X λ = aX 0 X 0 = X 00 + X 01 X 00 = bX 000 + aX 001 X 000 = aX 0 X 001 = cX 0010 + aX 0 X 0010 = aX 0 X 01 = δ
Conclusion
We have defined a set of well-behaved recursive specifications that corresponds exactly to the set of regular expressions, using bisimulation as the notion of equivalence. The same result holds if we restrict to the set of well-behaved regular recursive specifications, that has a direct interpretation as a set of finite transition systems. Thus, we can say that we have defined a structural property, that characterizes the set of finite automata that are expressible by a regular expression (modulo bisimulation). This means we have solved the open question of Milner ([10] ).
On the other hand, it can be argued that we have not solved this open question, as, given a finite transition system, we have not presented an algorithm to determine whether or not this transition system is well-behaved. Note that Bosscher does give such an algorithm, as long as the constant δ is not present (see [6] ).
Our results can be adapted to the setting of [9] , where the constant δ really acts as the zero process.
