Abstract. In this paper, an interior point algorithm for linear programs is adapted for solving multistage stochastic linear programs. The algorithm is based on Monteiro and Adler's path-following algorithm for deterministic linear programs. In practice, the complexity of the algorithm is linear with respect to the size of the sample space. The algorithm starts from a feasible solution of the problem and proceeds along a path of random vectors. The cubic polynomial complexity of the algorithm for deterministic linear programs is derived from the calculations of the Newton steps. In the algorithm developed in this paper, the probabilistic structure of the problem is taken into consideration while calculating a Newton step and the size of the sample space appears linearly in the complexity. The development of an algorithm that requires a relatively small number of arithmetic operations, in terms of the sample space size, allows the use of the algorithm for multistage stochastic linear programs with a very large number of scenarios.
1. Introduction. Large-scale mathematical programming problems are often used to optimize long-period planning models. In most applications concerning planning, some parameters are not known with certainty. Long-period planning models must consider many possible outcomes of the future, called future scenarios. Describing the possible outcomes, or the future scenarios, becomes more difficult as the planning horizon grows, as does solving these problems. Multistage stochastic linear programs, introduced by Dantzig [7] , [8] and Beale [1] , are long-period mathematical programming problems in which some parameters (usually those of future stages) are not known with certainty when decisions with regard to the problem variables must be made. Multistage stochastic linear programs have a staircase structure, where all parameters with indices greater than 1 are random (see section 2) .
If the number of future scenarios is finite, an exact deterministic equivalent of the stochastic program can be formulated and solved by conventional methods. In a practical multiperiod planning problem, the size of the resulting linear program, representing the deterministic equivalent, is often very large. The use of known interior point algorithms to solve the deterministic equivalent program requires a number of arithmetic operations with complexity that is at least cubic with respect to the number of future scenarios. In the multistage case, where the number of scenarios, say K, is large, executing O(K 3 ) arithmetic operations is unrealistic. Birge and Holmes [5] , Czyzyk, Fourer, and Mehrotra [6] , and Lustig, Mulvey, and Carpenter [15] dealt with interior point algorithms for two-stage stochastic programming problems and achieved reduced complexity. Algorithms for two-stage stochastic linear programs can be used recursively for solving multistage stochastic linear programs. However, recursive use of two-stage algorithms for the multistage problem leads to algorithms with exponential complexity. Berger et al. [3] show reduced complexity for multistage stochastic linear programs that are augmented for coping with nonanticipativity.
The algorithm that will be introduced in this paper is based on Monteiro and Adler's path-following algorithm for deterministic linear programs; see [16] and [17] . In practice, the complexity of the algorithm is linear with respect to the size of the sample space. The algorithm starts from a feasible solution of the problem and proceeds along a path of random vectors. The cubic polynomial complexity is derived from the calculations of the Newton steps. In the algorithm developed in this paper, the probabilistic structure of the problem is taken into consideration while calculating a Newton step and the number of future scenarios appears linearly in the complexity bounds. The development of an algorithm that requires a relatively small number of arithmetic operations, in terms of the sample space size, allows the use of the algorithm for multistage stochastic linear programs with a very large number of scenarios. The algorithm can also be adapted to cases with infinitely many scenarios (by using Monte Carlo sampling, for example).
The multistage stochastic linear program is formulated in section 2, using terms of stochastic processes. The version of Monteiro and Adler's algorithm for multistage stochastic linear programs is described in sections 3 and 4. The convergence and the complexity of the algorithm is discussed in section 5. A practical improvement of the described algorithm is developed in section 6. Numerical results are given in section 7. It should be mentioned here that the algorithm is quite basic and a lot of improvements can be done by further research.
Problem formulation.
In order to formulate a multistage stochastic linear problem, the probability space of the uncertain parameters is introduced first. Let (Ω, F, P) be a probability space. Let {F t , t = 1, . . . , T } be a filtration on Ω such that F 1 = {∅, Ω}, where t = 1, . . . , T is the stage number. For each t = 1, . . . , T, let A t be an m t × n t random matrix, where m t and n t are constants. Suppose that A t is of rank m t P-a.s. Let B t be an m t × n t−1 random matrix. The random matrices {(A t , B t−1 ), t = 1, . . . , T } are adapted to {F t , t = 1, . . . , T } and are the coefficient matrices of the multistage stochastic linear problem at stage t. Let {b t , t = 1, . . . , T } be a sequence of m t -dimensional random vectors adapted to {F t , t = 1, . . . , T }. Each b t is the right-hand-side vector of the multistage stochastic linear problem at stage t. Let {c t , t = 1, . . . , T } be a sequence of n t -dimensional random vectors adapted to {F t , t = 1, . . . , T }. Each c t is the coefficients vector of the objective function at stage t. Since
they are deterministic and define the certain parameters of the present. The random variables {(A t , B t−1 , c t , b t ), t = 2, . . . , T } define the uncertain parameters of the future. The probability space (Ω, F, P) will be referred to as the probability space associated with the multistage stochastic linear problem.
In a general formulation of multistage stochastic linear problems, the objective is to find a deterministic decision (or strategy) x 1 ∈ F 1 and a stochastic "plan" x t ∈ F t for each period t = 2, . . . , T. The stochastic process {x t , t = 1 . . . , T } should optimize the expected value of a linear function The vectors {x t , t = 1, . . . , T } are real valued n t -dimensional nonnegative random vectors. The stochastic process {x t , t = 1, . . . , T } must satisfy, with probability one, the constraints
The general structure of the multistage stochastic linear program will then be (MSSLP) min z = c
The random vectors {x t , t = 1, . . . , T } are adapted to the filtration generated by {(A t , B t−1 , b t , c t ), t = 1, . . . , T }. The requirement of x t to be adapted is also known as nonanticipativity. In the formulation of (MSSLP) it means that for each realization of
The solution of (MSSLP) can be divided into two parts. The first part is the "here-and-now" decision x 1 and the second part is the "wait-and-see" solution x t , t = 2, . . . , T, which is a plan for the future. If this solution exists, it defines a unique optimal value of the objective function.
To simplify notations, define, for each ω ∈ Ω,
. . . . . .
. . .
and define n = T t=1 n t and m = T t=1 m t . In order to use the algorithm that will be described in this paper, assume that Ω is a finite set. If Ω is not finite, approximations can be made to estimate the solution of (MSSLP). Let L n be the space of F-measurable functions mapping Ω into R n . Let
With the above definitions, (MSSLP) can be written as
(2.7)
With the assumption that Ω is finite, let p t (ω), for each ω ∈ Ω, be the probability of a realization of the parameters generated by ω until stage t or the probability of the subpath of ω until stage t. Note that each ω defines a path of possible future outcomes and can be written as ω = (ω 1 , ω 2 , . . . , ω T ), (2.8) where ω 1 is a constant. Since F t = σ{ω 1 , . . . , ω t }, p t (ω) can be written as
Assume that B t ∈ F t , t = 1, . . . , T −1. This assumption is essential to reduce the complexity of the interior random vector algorithm, as will be shown on page 963. In that case, the dual stochastic linear problem of (MSSLP), by taking the dual variable 10) or, with the simplifying definitions,
where
With this notation of A × , for any feasible solution x of (MSSLP),
Assume, as before, that Ω is finite and let
where K t is the total number of realizations of all parameters until stage t. The size of the deterministic equivalent linear program of (MSSLP) is M × N , where
The algorithm. The use of the logarithmic barrier function method (see Fiacco and McCormick [10] ) for the stochastic linear program (SP), as was defined in (2.7), will provide a family of problems
where µ > 0 is the barrier penalty parameter and
With this definition of q, the function −E( n j=1 q j lnx j ) is an N -self concordant barrier and the polynomial convergence results that were mentioned are valid (see Nesterov and Nemirovskii [20] ).
In order to apply the logarithmic barrier function method, it should be assumed that the interior of the feasible set for (SP) and of the feasible set for (SD),
respectively, are not empty. (Note that since Ω is assumed to be finite, ∀ω ∈ Ω is equivalent to P-a.s.) Since the objective of (SP µ ) is to minimize a strictly convex function over an open set, x = x(µ) ∈ S 0 is the optimal solution of (SP µ ) if and only if there exists (u, y) = (u(µ), y(µ)), u ≥ 0 ∀ω ∈ Ω, such that
, and e is a vector of ones in the appropriate dimension. Note that in the solution of (3.5), u ≥ 0, x > 0, and E(u ′ x) = 0 imply that u = 0 ∀ω ∈ Ω.
Let z = c − A × y and define Z = diag(z 1 , . . . , z n ). Then (3.5) can be written as
For a given µ > 0, ZXe = µQe, x > 0 imply that z > 0 ∀ω ∈ Ω. That, with the equation A × y + z = c, implies that (y, z) ∈ T 0 , which is assumed to be nonempty. Since (SP µ ) has a unique solution x, z is also unique. For that unique z, A × y = c − z. Since rank(A) = m for all ω ∈ Ω, the rows of A are linearly independent and the homogeneous system A × y = 0 has no solution other than zero. Therefore, for each µ > 0, there exists a unique random vector (x, y, x) = (x(µ), y(µ), z(µ)) that satisfies (3.6).
For each µ > 0, the duality gap at that point is
Hence,
Following Monteiro and Adler's notation, the definition of the central path associated with (SP) is
For every given µ > 0, it is desired to solve H(x, y, z|µ) = 0. The Newton step (∆x, ∆y, ∆z) at the point (x, y, z) is determined by the system of linear equations
is the Jacobian of H at (x, y, z). After calculating the Newton step, the algorithm proceeds from the point (x, y, z) to a new point (x + ∆x, y + ∆y, z + ∆z). The new point is also a random vector, and in order to keep measurability it is required that
The linear system (3.9) has a unique solution and has to be solved for all ω ∈ Ω. Expectations and random variables are mixed up in this system. Moreover, some of the variables in that system are deterministic, some are F 2 -measurable, some are F 3 -measurable, etc. The linear system can be written and solved as a huge deterministic linear system. However, when K is large, an attempt to solve such a system will require O(n 3 K 3 ) arithmetic operations, which may be an enormous number. Fortunately, by variable substitutions, it is possible to solve this linear system efficiently. In the algorithm that follows, K appears linearly in the complexity. The main idea in the following algorithm is to solve (3.9) conditioned on F t for t = 1, . . . , T.
For each vector in the interior of the feasible set S 0 × T 0 , the linear system (3.9) can be written as 
Since x and z are in the interior of the feasible set, X and Z are diagonal matrices with strictly positive elements in the diagonal. Hence, they are invertible and, with the assumption that the coefficient matrices in (SP) are all full ranked, the linear system (3.11) has a unique solution.
The linear system (3.11) can be written as a set of three linear systems,
From (3.12), Therefore, if ∆y is known, ∆x and ∆z can be easily calculated.
If (3.17) is substituted in (3.13), the following linear system is obtained:
Note that AXe = b and obtain
The solution of (3.19) is the required ∆y.
The linear system (3.19) is a multistage stochastic linear equations system in terms of ∆y. In order to see that, define
Then, expand (3.19) using these definitions to obtain the multistage stochastic linear equations system
From the constraints of (3.25) related to time T ,
Take expectations, conditioned on F T −1 , on both sides of (3.27); then substitute (3.28) and (3.29) into the resulting equation to obtain
Note that the restriction B t ∈ F t , t = 1, . . . , T −1, implies that E T −1 (W T −1 ∆y T ) = W T −1 E T −1 (∆y T ). Without that restriction, an explicit expression for E T −1 (∆y T ) could not be obtained.
Substitute (3.30) into the constraints of (3.25) related to time T − 1 to obtain
hence,
Take expectations, conditioned on F T −2 , on both sides of (3.33), then substitute (3.34) and (3.35) into the resulting equation to obtain
and so on. The algorithm to solve (3.11) is given as follows.
Algorithm 1.
For t = 1, . . . , T, set
(for t < T ),
Note that the matrices G t and D t and the vectors h t are all given by the data of the problem, and that all variables with index t are F t -measurable. Using the ShermanMorrison-Woodbury formula, it is easy to see that the matrices {G t , t = 1, . . . , T −1} are all invertible and the matrices {D t , t = 1, . . . , T } are all positive definite and hence invertible.
The main idea of the path-following algorithm is to produce a sequence of points that are close to the path Γ and that converges to the optimal solutions of (SP) and (SD). Monteiro and Adler had defined closeness by the proximity condition ZXe − µe ≤ θµ.
In the stochastic programming case as defined above, x = E 1 2 (x ′ x). However, using the proximity condition defined by that L 2 norm may cause the algorithm to produce points that are too far from the central path. A better definition for the proximity condition for stochastic programs can be XZe − µQe P ≤ θµ, (3.37) where x P = E 1 2 (x ′ P x), P = Q −1 . The parameter θ is one of two constant parameters θ and δ, defined by Monteiro and Adler, that satisfy
A good choice of δ and θ is δ = 0.42, θ = 0.183. At the beginning of the algorithm it is assumed that an initial feasible point that satisfies (3.37) is provided. The way to find this first interior random vector will be described in the next section. The algorithm is defined as follows.
Algorithm 2. Given: θ and δ that satisfy (3.38).
A feasible random vector (x 0 , y 0 , z 0 ) and a positive number µ 0 that satisfy the proximity condition (3.37). ǫ > 0, the tolerance for the duality gap.
End while.
Monteiro and Adler had shown that, in the deterministic case, Algorithm 2 terminates in at most O( √ N log N ) iterations (when ǫ and µ 0 are considered as constants). In most cases, µ can be updated by a constant factor and the total number of iterations depends only on log N which is not so large. In section 6, a version of this algorithm will be introduced. In that version, the algorithm will be terminated in at most O(N log n) iterations, which is worse than the above. However, this is only in the worst case analysis. In practice, the number of iterations will depend only on log n, which is smaller than log N .
4. Initializing the algorithm. Algorithm 2 requires an initial feasible point that satisfies the proximity condition (3.37). Monteiro and Adler have shown how to choose the initial point in the deterministic case. Their method is helpful also in the multistage stochastic programming case and makes it clear why the coefficient matrices A 2 , . . . , A T cannot be assumed deterministic in the construction of the algorithm.
Consider the multistage stochastic linear program
where its elements are defined as in (2.4)-(2.5). With these notations, define
(This is not the input length. The defined L is, generally, the largest value in the problem and is used as a penalty parameter.)
Then, for t = 1, . . . , T, let
Note that (A t , B t−1 , c t , b t ) ∈ F t for t = 1, . . . , T. For t = 1, . . . , T , let
Clearly, x 0 t > 0 and z 0 t > 0 ∀ω ∈ Ω for all t = 1, . . . , T,
Therefore, the feasible set of (SP) and of its dual are nonempty and (x 0 , y 0 , z 0 ) satisfies
will satisfy the proximity condition
5. Convergence and complexity. In this section, the convergence and the complexity of Algorithm 2 will be discussed. The convergence results are extensions of Monteiro and Adler's results for the deterministic case.
To prove convergence, substitute the above P -norm in the proofs of the convergence of Monteiro and Adler's algorithms to obtain the proofs of the following convergence theorem of Algorithm 2. The following theorem proves that if (x, y, z) is a feasible random vector that satisfies the proximity condition with respect to µ, then (x,ŷ,ẑ) is also a feasible random vector that satisfies the proximity condition with respect toμ < µ. It also proves that the duality gap at (x,ŷ,ẑ) is Nμ, which is smaller than the duality gap at the previous point.
Theorem 5.1. Let θ and δ be constants that satisfy (3.38). Let (x, y, z) be a random vector such that x ∈ S 0 , (y, z) ∈ T 0 and that satisfies XZe − µQe P ≤ θµ.
where (∆x, ∆y, ∆z) is the solution of (3.11) with the parameterμ. Then (a) XẐ e −μQe P ≤ θμ.
By the construction of the initial point, (x 0 , y 0 , z 0 ) satisfies the condition of Theorem 5.1. Theorem 5.1 is then the basis for the induction to prove that the sequence of points generated by Algorithm 2 satisfies (a), (b), and (c) of that theorem, hence the following.
Corollary 5.2. The sequence of points (x k , y k , z k ) generated by Algorithm 2 satisfies, for all k = 1, 2, . . . , the relations (a)
For the discussion of complexity, refer to Proposition 4.1 in [16] . Proposition 5.3. The total number of iterations performed by Algorithm 2 is no greater thank
where ǫ > 0 denotes the tolerance of the duality gap and
Therefore,k is of O( √ N log N ) (for given ǫ and L). In order to check the total complexity of Algorithm 2, it is required to count the number of arithmetic operations at every iteration. According to Algorithm 1, for each t and for each ω, the computational effort is dominated by the calculation of D −1 t+1 , G −1 t , and the matrix multiplications, that require O n 3 t+1 arithmetic operations, since m t ≤ n t for all t = 1, . . . , T. Thus, for each t, the number of arithmetic operations is of
Therefore, the total number of arithmetic operations in one iteration is of
and the total number of arithmetic operations required by the algorithm is bounded by O(Kn
6. A practical improvement. In this section, Algorithm 2 will be modified by taking q i (ω) = 1 for all i and for all ω. This modification will give a worst case complexity that is larger than the complexity of Algorithm 2. It will need O(N log n) iteration, while Algorithm 2 needs O( √ N log N ) iterations (for given ǫ and L). However, in many practical cases, it is possible in both algorithms to update µ by a constant factor and to get faster convergence. In these cases, the number of iterations that are needed by Algorithm 2 is of O(log N ), while the modified algorithm will use O(log n) iterations.
Let q i (ω) = 1 for all i = 1, . . . , n, ω ∈ Ω. With this definition, system (3.6) will be
(6.1)
For each µ > 0, the duality gap at a point (x, y, z) = (x(µ), y(µ), z(µ)) that satisfies (6.1) is
By taking (x 0 , y 0 , z 0 ) as in section 4,
Algorithm 2 and the modified algorithm start with the same µ 0 = 2 6L but, according to (6.2) , the modified algorithm will start with a smaller duality gap. If µ is updated by a constant factor, the modified algorithm will converge faster.
Define new vectors on R N in the following way: let u ∈ R N be the vector of all the elements x t,i (ω); let v ∈ R N be the vector of all the elements p t (ω)z t,i (ω); let P be an N × N diagonal matrix with the elements p t (ω) appearing n t times diagonally.
The starting point, (x 0 , y 0 , z 0 ), will not satisfy the proximity condition (3.37), but will satisfy a new property, U V e − µP e ≤ θµ, (6.3) where · is the Euclidean norm in this case. Note that XZe = µe ∀ω ∈ Ω if and only if U V e = µP e.
The modified algorithm will then be the following.
Algorithm 3. Given: θ and δ that satisfy (6.5) (that will be defined later).
A feasible random vector (x 0 , y 0 , z 0 ) and a positive number µ 0 that satisfy the proximity condition (6.3). ǫ > 0, the tolerance for the duality gap.
In order to see that Algorithm 3 is correct and to check the number of iterations needed, substitute the P -norm of section 5 to the Euclidean norm. Note that the number of arithmetic operations that are needed by Algorithm 1, used in both Algorithms 2 and 3, is not changed.
Let (x, y, z) be a random vector produced by Algorithm 3 in a certain iteration with µ. Letμ = µ(1 − δ √ n ) and letx = x − ∆x,ŷ = y − ∆y,ẑ = z − ∆z be the next random vector produced by Algorithm 3. The following results refer to Algorithm 3.
A modification of Theorem 5.1 is as follows. Theorem 6.1. Let θ and δ be constants that satisfy (6.5). Let (x, y, z) be a random vector such that x ∈ S 0 , (y, z) ∈ T 0 and that satisfies U V e − µP e ≤ θµ.
where (∆x, ∆y, ∆z) is the solution of (3.11) with the parameterμ and withH. Then, (a) ÛV e −μP e ≤ θμ.
Following the proof of Monteiro and Adler by using the above Euclidean norm, the parameters δ and θ should satisfy the following conditions:
By the construction of the initial point, (x 0 , y 0 , z 0 ) satisfies the condition of Theorem 6.1. Theorem 6.1 is then the basis for the induction to prove that the sequence of points generated by Algorithm 3 satisfies (a), (b), and (c) of that theorem. 
In order to check the convergence of Algorithm 3, use Proposition 4.1 in [16] to obtain the following proposition.
Proposition 6.3. The total number of iterations performed by Algorithm 3 is no greater thank
However, from (6.6), δ <
. Therefore,k is of O( √ nK log n), which is worse than O( √ N log N ). Nevertheless, if µ is updated by a constant factor 0 < α < 1, and the algorithm starts from a duality gap equal to nµ 0 and terminates when nµ 0 α k < ǫ, it will need O(log n) iterations to terminate (for constants ǫ and L). On the other hand, if the algorithm starts from N µ 0 as Algorithm 2, it will need O(log N ) iterations to terminate. So, whenever an update by a constant factor of µ is possible, and it is possible in most cases, Algorithm 3 seems to be superior to Algorithm 2. However, if Algorithm 3 works efficiently withᾱ, Algorithm 2 will use α <ᾱ in most cases. So Algorithm 3 may be superior only when N ≫ n, i.e., when the number of variables in the deterministic equivalent program is much larger than the number of random decision variables in the stochastic program. 7. Numerical results. Algorithms 2 and 3 were applied to some test problems, using MATLAB. The actual time for solving the largest test problem was reasonable, taking into account that MATLAB is relatively slow for that kind of computation. Problems CEP1, PGP2, SC205, and SCSD1 are known from the literature and can be found in [11] , [12] , and [14] . Problems SC205 and SCSD1 are deterministic problems that were modified to be stochastic programming problems. Problems RG1, RG2, RG3, and RG4 are randomly generated two-stage stochastic linear programs.
Tables 6.1 and 6.2 contain the results of applying Algorithms 2 and 3, respectively, to these test problems. In both tables, the number of scenarios and the size of the deterministic equivalent linear programs are given. The optimal value is accurate up to two digits after the decimal point. The updating factor for µ is α. The initial duality gap used by the algorithms and the number of iterations that were executed are given in Tables 6.1 and 6.2. Updating µ by a constant factor was possible for all the tested problems.
From Tables 6.1 and 6.2 it can be seen that both algorithms terminated with the same optimal values for all the test problems. Whenever Algorithm 2 could useᾱ as the updating factor of µ, Algorithm 3 could only use a larger updating factor α ≥ᾱ. This is natural since Algorithm 2 is theoretically more efficient than Algorithm 3. However, although Algorithm 3 uses a larger updating factor, it starts with a smaller duality gap. In the case of updating µ by a constant factor, since the number of iterations is a function of solely α, the initial duality gap, and the accuracy, Algorithm 3 requires a smaller number of iterations than Algorithm 2, unless it uses a much larger updating factor α (see PGP2 and SCSD1).
When Algorithm 3 needs less iterations than Algorithm 2, the difference between the numbers of iterations required by the algorithms is not large. However, saving the execution of one or two iterations can save a significant amount of time when the number of scenarios is large.
