In this extended abstract we describe the robot programming and planning language READYLOG, a GOLOG dialect which was developed to support the decision making of robots acting in dynamic real-time domains like robotic soccer. The formal framework of READYLOG, which is based on the situation calculus, features imperative control structures like loops and procedures, allows for decisiontheoretic planning, and accounts for a continuously changing world. We developed high-level controllers in READY-LOG for our soccer robots in RoboCup's Middle-size league, but also for service robots and for autonomous agents in interactive computer games.
Introduction
In my dissertation, we addressed the problem of intelligent decision making (deliberation) for robots or agents which moreover have to decide under real-time constraints in adversarial domains, that is, multi-agent domains where opponents have contrary goals and try to foil the goals of the opposing team. The goal was to develop deliberative agents that are enabled to play robotic soccer. Our account is based on the logical agent high-level programming language GOLOG, which is based on the situation calculus, a powerful logical calculus for reasoning about actions and change. During recent years several extensions for integrating concurrency and sensing, dealing with continuous change, and applying decision theory have been made. We integrated the different extensions into the language READYLOG-realtime dynamic GOLOG. READYLOG borrows ideas from [2, 4, 6, 7, 9] . Several optimizations for deploying READYLOG on our robots were required such as an efficient run-time system, introduction of macro actions, or pre-compiling policies into libraries. The approach was evaluated on our robots competing in RoboCup's Middle-size league as well as for domestic service robots, and for game bots in interactive computer games.
In particular, the contributions are:
1. a novel on-line version of the decision-theoretic planning method proposed by Boutilier et al. [2] , which allows for execution monitoring of policies; 2. an enhanced version of passive sensing which allows for updating the world model in the background; 3. the introduction of macro actions, so-called options, for decision-theoretic planning, based on Precup et al. [11] ; 4. several speed-ups for policy generation such as making use of caching previously computed results in the forward decision-theoretic search for an optimal policy; 5. a useful any-time approach for decision-theoretic planning to overcome fixed horizons when searching for a policy and by this to better exploit the computational resources of the agent or robot, and 6. a progression method based on Lin and Reiter [10] .
In the following, we sketch above issues 1 and 2. For space reasons we cannot discuss the issues 3-6 here. For more details about these topics we refer to Ferrein [5] .
The rest of this paper is organized as follows. In the next section, we briefly introduce the language features of READYLOG, and go over the underlying situation calculus. We will also discuss issues 1-2 from the above in this section. In Sect. 3, we show a READYLOG example from our soccer domain, before we conclude with Sect. 4.
Readylog-Real-time and Dynamic Golog

Situation Calculus
The situation calculus is a second order language with equality which allows for reasoning about actions and their effects. The world evolves from an initial situation due to primitive actions. Possible world histories are represented by sequences of actions. The situation calculus distinguishes three different sorts: actions, situations, and domain objects. A special binary function symbol do : action × situation → situation exists, with do(a, s) denoting the situation which arises after performing action a in the situation s. The constant S 0 denotes the initial situation, i.e. the situation where no actions have occurred yet. The state the world is in is characterized by functions and relations with a situation as their last argument. They are called functional and relational fluents, resp. The third sort of the situation calculus is the sort action. Actions are characterized by unique names. For each action one has to specify a precondition axiom stating under which conditions it is possible to perform the respective action and an effect axiom formulating how the action changes the world in terms of the specified fluents. Finally, we need a so-called basic action theory, which consists of the successor state (a special form of effect axioms) and precondition axioms and states what is true in the initial situation. Some foundational axioms are also required. For details we refer to Reiter [12] .
Language Features
READYLOG borrows ideas from Levesque et al. [9] , De Giacomo et al. [4] , Grosskreutz [6] , Grosskreutz and Lakemeyer [7] , Boutilier et al. [2] and features the constructs given in Fig. 1 . Besides standard constructs, READYLOG also features non-standard constructs such as pproj, where a program is probabilistically projected into the future, or the non-deterministic decision-theoretic choices of programs or arguments ("|" and pickBest, resp.). These constructs are used inside a solve statement and leave choices open that are filled by the decision-theoretic forward search algorithm deployed in READYLOG (cf. the next section). The semantics of READYLOG is defined by a one step transition predicate Trans, which makes use of a situation calculus basic action theory, and a predicate Final that checks, if the program may terminate legally. To give an example, consider the definition of the semantic of a loop: non-deterministic decision-theoretic choice of arg's
Fig. 1 Some of READYLOG's constructs
As long as the loop condition holds and there exists a transition in the loop body σ , it is executed, leading to a new world situation s . A loop legally terminates, if the loop condition fails or its body terminates. The other constructs of READYLOG are given in Fig. 1 . Besides constructs known from imperative program languages, we particularly made use of decision-theoretic planning with the solve statement in our applications. We describe this statement next.
Decision-Theoretic Planning in Readylog
One of the most important features to model the behavior of our robots is the use of decision-theoretic planning (DTP, see e.g. [1] for an in-depth coverage of DTP). The READYLOG interpreter integrates the so-called forwardsearch value iteration algorithm as proposed by Boutilier et al. [2] . The search tree is expanded in a forward direction induced by the basic action theory. Figure 2 shows the principle. The nodes in the search tree are expanded and the values are propagated back to the root. The path with the highest value represents the optimal policy. As the tree is constructed based on the basic action theory, it is particularly easy to restrict the search. To illustrate this, we show the following navigation example from a toy maze domain, where a robot has to navigate from its start position S to a goal position G. Figure 3 shows the example. It can perform one of the actions from the set A = {go_right, go_left, go_up, go_down}. Each of these actions takes the robot to the intended direction with a high probability, with a low probability it will end up in an adjacent location. The goal state has a positive reward while each other field has a negative reward. The arrows in the figure depict a possible policy. The problem is described in READYLOG as follows:
The search now takes the basic actions initiated by the program statement solve together with a fixed horizon up to which a policy is searched for, a reward function, and finally the list of admitted actions, into account. To restrict the search, one could only use go_up and go_right actions exploiting the knowledge that the goal is to the north-east. Note that the Maze domain is formalized in the background theory, which is omitted here. In Sect. 3 we will show another example from the robotic soccer domain.
Execution Monitoring for Policies
One problem of applying READYLOG policies to the real world-as sketched in the previous section-is that all decisions are based on models of the basic actions theory. If a decision was taken at the time of planning and the condition no longer holds when the robot wants to execute the policy, it becomes invalid. For instance, consider a robot that plans to kick the ball, and at the time of executing its policy, the ball was stolen by an opponent rendering the policy invalid. Such problems are inherent to off-line planning. However, we needed to describe a mechanism where we at least could find out, when a planned policy became invalid.
We sketch our solution, without going into any technical detail. These can be found in Ferrein [5] . The execution monitoring makes use of discrepancies between the model assumptions made at planning time and the real-world situation that is given at execution time. So, in order to detect when there are discrepancies between certain model assumptions and reality, we store the assumptions directly in the policy. At run-time, the marker is re-evaluated based on the current state of the world. If the stored truth value differs from the re-evaluated one, then the assumptions made at planning time do no longer hold and the policy is invalid. This way, the robot knows immediately, whether it can execute the policy or rather should start re-planning.
On-line Passive Sensing
Another required property for robots acting in real-time domains is to react quickly to changes in the world. One possibility to deal with this problem is to introduce sensing actions in the robot control language (e.g. Lakemeyer [8] , De Giacomo and Levesque [3] ). To read a sensor result, a sensing action must be actively performed. In dynamic real-time domains, however, where a large number of updates flow in at a high frequency, this would block the controller with executing sensing actions. Another problem exists when off-line planning is interleaved with on-line execution. If the plan relies on the on-line information, the result of planning might be inconsistent due to wrong sensing results. So, in general, with an active sensing approach it is not possible to plan ahead of sensing actions. What is needed is a passive sensing approach which performs updates of the sensor values in the background.
We extended an existing approach to passive sensing in GOLOG [7] to so-called on-line passive sensing. The idea is that the low-level robot system gathers the sensor values independently from the high-level controller. At certain Fig. 4 Game situations points in time, the high-level controller updates its complete world model. The agent is now operating on a fresh copy of the world model. This operation is conducted by copying the particular memory segments from the low-level system. Hence, the high-level controller only needs one action to update its complete world model.
A Robotic Soccer Example
We applied the language READYLOG to our middle-sized soccer robots competing at RoboCup competitions as well as for service robotics applications. In the following, we give an example of our attacker robot Cicero (represented by "own") which is best-positioned to the ball (hence the "best interceptor"). The program leaves certain options open for the robot. Two of them are depicted in Fig. 4 . In the left figure, the robot evaluates chances to take a direct kick (as given with the kickTo(own) action in line 6). The right-hand figure shows a more complex scenario, given by the code in ll. [8] [9] [10] [11] . Robot Cicero performs a turn movement to pass the ball on to nearby-located Caesar that fills the supporter role. The best turn angle is optimized using pickBest over four possible angles. Caesear will in turn try to intercept the ball and kick towards the goal. Note that the role assignment and the coordination between the robots is done by deploying a global world model that is shared between the robots. The attacker program was running on our soccer robots at the RoboCup Championships in 2004 and 2005.
Conclusion
In this abstract we briefly laid out some of the problems that we addressed in our thesis concerning the high-level control of robots under real-time constraints. We showed the general features of our logic-based robot control language READY-LOG, concentrating on decision-theoretic planning.
