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Abstract- In this paper, we compare the lifetimes of two series and two parallel systems
stochastically where the lifetime of each component follows location-scale (LS) family of dis-
tributions. The comparison is carried out under two scenarios: one, that the components of
the systems have a dependent structure sharing Archimedean copula and two, that the compo-
nents are independently distributed. It is shown that the systems with components in series or
parallel sharing Archimedean copula with more dispersion in the location or scale parameters
results in better performance in the sense of the usual stochastic order. It is also shown that if
the components are independently distributed, it is possible to obtain more generalized results
as compared to the dependent set-up. The results in this paper generalizes similar results in
both independent and dependent set up for exponential and Weibull distributed components.
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1
1 Introduction
Stochastic comparison of system lifetimes has always been a relevant topic in reliability
optimization and life testing experiments. These comparisons can be used to choose the best
system structure under different criteria or to study where to place the different components in
a system structure. If X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the order statistics corresponding to the
random variables X1,X2, . . . ,Xn, then the lifetime of a series and parallel system correspond
to the smallest (X1:n), and the largest (Xn:n) order statistic respectively. Classical theory of
systems assumes that the lifetimes of the components are iid (see David and Nagaraja [1]).
Considerable amount of work has also been carried out in the past years in comparing the
lifetimes of heterogeneous independent components of systems (largely on the smallest and the
largest order statistics) with certain underlying distributions on both finite and infinite range
with respect to usual stochastic ordering, hazard rate ordering, reversed hazard rate ordering
and likelihood ratio ordering. One may refer to Dykstra et al. [2], Zhao and Balakrishnan ([3]),
Balakrishnan et al. [4], Torrado and Kochar [5], Torrado [6], Fang and Balakrishnan [7], Kundu
et al. [8], Kundu and Chowdhury ([9],[11]), Chowdhury and Kundu [12] and Hazra et al. [13]
for more detail. There are few work in the same area where the authors have compared systems
stochastically through relative ageing, also known as ageing faster ordering in terms of hazard
rate or reversed hazard rate ordering. One may refer to Sengupta and Deshpande [14], Rezaei
et al. [15] and Li and Li [16] for more detail.
However, in practical situations, the components of a system may have a structural depen-
dence which result in a set of statistically dependent observations. The dependence structure of
the components are investigated by researchers very recently with the help of copulas. Navarro
and Spizzichino [17] studied stochastic orders of series and parallel systems with components
sharing a common copula. Rezapour and Alamatsaz [18] investigated stochastic orders on or-
der statistics from samples with different survival Archimedean copulas. Li and Li [19] studied
stochastic ordering of the sample minimums of Weibull samples sharing a common Archimedean
survival copula. Li and Fang [20] compared the lifetimes of parallel systems with proportional
hazard rate (PHR) components following the Archimedean copula which was further investi-
gated by Li et al. [21] and Fang et al. [22].
The location-scale family of distributions is commonly used in lifetime studies. The most
widely used statistical distributions are either members of this class or closely related to this
class of distributions; such as exponential, normal, Weibull, lognormal, loglogistic, logistic, and
extreme value distributions. Methods of inference and statistical theory for the general family
can be applied to this large, important class of models. A random variable X is said to fol-
low location-scale family distribution, written as LS(λ, σ, F ) and will be termed as LS family
hereafter, if the distribution function of X is given by
F (x;λ, σ, F ) = F
(
x− λ
σ
)
, x > λ, σ > 0 x, λ, σ ∈ R, (1)
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where λ and σ are the location and the scale parameter respectively and F (·) is the baseline
distribution function of the rv X. Although significant previous research has compared series
or parallel systems of heterogenous independent components including scale family of distribu-
tions (see Khaledi et al. [23], Li et al. [21], Kochar and Torrado [24] and Li and Li [16]), there
has been few work examining similar comparisons for dependent components; furthermore, all
such comparisons for dependent components assume either PHR components or Weibull dis-
tributed components. As LS family of distributions cover a large pool of lifetime distributions,
we are motivated to assume the component lifetimes to follow LS family and to compare the
lifetimes of two series or parallel systems stochastically, assuming a dependence structure in
the components. In this sense, the paper distinguishes itself from the other few existing work.
It generalizes the results on stochastic comparison of lifetimes of two series or parallel systems
with heterogeneous dependent and independent components. Moreover, the comparisons are
carried out under different baseline distributions of LS family with stochastic ordering, hazard
rate orderings and reversed hazard rate orderings between them. The rest of the paper is orga-
nized as follows. In Section 2, we have given the required definitions and some useful lemmas
which are used throughout the paper. Results related to stochastic comparison of series systems
with heterogeneous independent and dependent components are derived in Section 3. Section 4
discusses some results on parallel systems with dependent components.
2 Preliminaries
For two absolutely continuous random variables X and Y with distribution functions
F (·) and G (·), survival functions F (·) and G (·), density functions f (·) and g (·), hazard rate
functions r (·) and s (·) and reversed hazard rate functions r˜(·) and s˜(·) respectively, X is said
to be smaller than Y in i) likelihood ratio order (denoted as X ≤lr Y ), if, for all t,
g(t)
f(t) increases
in t, ii) hazard rate order (denoted as X ≤hr Y ), if, for all t,
G(t)
F (t)
increases in t or equivalently
r(t) ≥ s(t), iii) reversed hazard rate order (denoted as X ≤rh Y ), if, for all t,
G(t)
F (t) increases in
t or equivalently r˜(t) ≤ s˜(t), iii) Ageing faster order in terms of the hazard rate order (denoted
as X ≤R−hr Y ), if, for all t,
rX(t)
rY (t)
increases in t, and iv) usual stochastic order (denoted as
X ≤st Y ), if F (t) ≥ G(t) for all t. In the following diagram we present a chain of implications
of the stochastic orders. For more on stochastic orders, see Shaked and Shanthikumar [27].
X ≤hr Y
↑ ց
X ≤lr Y → X ≤st Y.
↓ ր
X ≤rh Y
The notion of majorization (Marshall et al. [25]) is essential for the understanding of the
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stochastic inequalities for comparing order statistics. Let Rn be an n-dimensional Euclidean
space. Further, for any two real vectors x = (x1, x2, . . . , xn) ∈ R
n and y = (y1, y2, . . . , yn) ∈ R
n,
write x(1) ≤ x(2) ≤ · · · ≤ x(n) and y(1) ≤ y(2) ≤ · · · ≤ y(n) as the increasing arrangements of
the components of the vectors x and y respectively. The following definitions may be found in
Marshall et al. [25].
Definition 1 i) The vector x is said to majorize the vector y (written as x
m
 y) if
j∑
i=1
x(i) ≤
j∑
i=1
y(i), j = 1, 2, . . . , n − 1, and
n∑
i=1
x(i) =
n∑
i=1
y(i).
ii) The vector x is said to weakly supermajorize the vector y (written as x
w
 y) if
j∑
i=1
x(i) ≤
j∑
i=1
y(i) for j = 1, 2, . . . , n.
iii) The vector x is said to weakly submajorize the vector y (written as x w y) if
n∑
i=j
x(i) ≥
n∑
i=j
y(i) for j = 1, 2, . . . , n.
(iv) The vector x is said to be p-larger than the vector y (written as x
p
 y) if
j∏
i=1
x(i) ≤
j∏
i=1
y(i) for j = 1, 2, . . . , n.
(v) The vector x is said to reciprocally majorize the vector y (written as x
rm
 y) if
j∑
i=1
1
x(i)
≥
j∑
i=1
1
y(i)
for j = 1, 2, . . . , n.
It is not so difficult to show that x
m
 y⇒ x
w
 y⇒ x
p
 y⇒ x
rm
 y.
Definition 2 A function ψ : Rn → R is said to be Schur-convex (resp. Schur-concave) on Rn
if
x
m
 y implies ψ (x) ≥ (resp. ≤) ψ (y) for all x, y ∈ Rn.
Definition 3 For any integer r, a function ψ : R→ R is said to be r-convex (resp. r-concave)
on R if d
rψ(x)
dxr
≥ (≤)0 for all x ∈ R.
Notation 1 Let us introduce the following notations.
(i) D+ = {(x1, x2, . . . , xn) : x1 ≥ x2 ≥ . . . ≥ xn > 0}.
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(ii) E+ = {(x1, x2, . . . , xn) : 0 < x1 ≤ x2 ≤ . . . ≤ xn}.
Let us first introduce the following lemmas which will be used in the next sections to prove the
results.
Lemma 1 (Lemma 3.1 of Kundu et al. [8]) Let ϕ : D+ → R be a function, continuously dif-
ferentiable on the interior of D+. Then, for x,y ∈ D+,
x
m
 y implies ϕ(x) ≥ (resp. ≤) ϕ(y)
if, and only if,
ϕ(k)(z) is decreasing (resp. increasing) in k = 1, 2, . . . , n,
where ϕ(k)(z) = ∂ϕ(z)/∂zk denotes the partial derivative of ϕ with respect to its kth argument.
Lemma 2 (Lemma 3.3 of Kundu et al. [8]) Let ϕ : E+ → R be a function, continuously dif-
ferentiable on the interior of E+. Then, for x,y ∈ E+,
x
m
 y implies ϕ(x) ≥ (resp. ≤) ϕ(y)
if, and only if,
ϕ(k)(z) is increasing (resp. decreasing) in k = 1, 2, . . . , n,
where ϕ(k)(z) = ∂ϕ(z)/∂zk denotes the partial derivative of ϕ with respect to its kth argument.
Lemma 3 (Lemma 3.1 of Khaledi and Kochar [26]) Let S ⊆ Rn+. Further, let ψ : S → R be a
function. Then, for x,y ∈ S,
x
p
 y implies ψ(x) ≥ (resp. ≤) ψ(y)
if, and only if,
(i) ψ(ea1 , . . . , ean) is Schur-convex (resp. Schur-concave) in (a1, . . . , an) ∈ S,
(ii) ψ(ea1 , . . . , ean) is decreasing (resp. increasing) in ai, for i = 1, . . . , n,
where ai = lnxi, for i = 1, . . . , n.
Lemma 4 (Lemma 4.1 of Hazra et al. [13]) Let S ⊆ Rn+. Further, let ψ : S → R be a
function. Then, for x,y ∈ S,
x
rm
 y implies ψ(x) ≥ (resp. ≤)ψ(y)
if, and only if,
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(i) ψ( 1
a1
, . . . , 1
an
) is Schur-convex (resp. Schur-concave) in (a1, . . . , an) ∈ S,
(ii) ψ( 1
a1
, . . . , 1
an
) is increasing (resp. decreasing) in ai, for i = 1, . . . , n,
where ai =
1
xi
, for i = 1, . . . , n.
Lemma 5 (Theorem A.8 of Marshall et al. [25] p.p. 87) Let S ⊆ Rn. Further, let ϕ : S → R
be a function. Then for x, y ∈ S,
x w y =⇒ ϕ (x) ≥ (resp. ≤)ϕ (y)
if, and if, ϕ is both increasing (resp. decreasing) and Schur-convex (resp. Schur-concave) on
S. Similarly,
x
w
 y =⇒ ϕ (x) ≥ (resp. ≤)ϕ (y)
if, and if, ϕ is both decreasing (resp. increasing) and Schur-convex (resp. Schur-concave) on
S.
Now, let us recall that a copula associated with a multivariate distribution function F
is a function C : [0, 1]n 7−→ [0, 1] satisfying: F (x) = C (F1(X1), ..., Fn(Xn)) , where the Fi’s,
1 ≤ i ≤ n are the univariate marginal distribution functions of Xis. Similarly, a survival copula
associated with a multivariate survival function F is a function C : [0, 1]n 7−→ [0, 1] satisfying:
F (x) = P (X1 > x1, ...,Xn > xn) = C
(
F 1(x1), ..., F n(xn)
)
,
where, for 1 ≤ i ≤ n, F i(·) = 1 − Fi(·) are the univariate survival functions. In particular, a
copula C is Archimedean if there exists a generator ψ : [0,∞] 7−→ [0, 1] such that
C (u) = ψ
(
ψ−1(u1), ..., ψ
−1(ud)
)
.
For C to be Archimedean copula, it is sufficient and necessary that ψ satisfies i) ψ(0) = 1
and ψ(∞) = 0 and ii) ψ is d−monotone, i.e. (−1)
kdkψ(s)
dsk
≥ 0 for k ∈ {0, 1, ..., d − 2} and
(−1)d−2dd−2ψ(s)
dsd−2
is decreasing and convex. Archimedean copulas cover a wide range of depen-
dence structures including the independence copula and the Clayton copula. For more de-
tail on Archimedean copula, see, Nelsen [28] and McNeil and Neˇslehova´ [29]. In this paper,
Archimedean copula is specifically employed to model on the dependence structure among ran-
dom variables in a sample. The following important lemma is used in the next sections to prove
some of the important theorems.
Lemma 6 (Li and Fang [20]) For two n-dimensional Archimedean copulas Cψ1 (u) and Cψ2 (u),
with φ2 = ψ
−1
2 = sup {x ∈ R : ψ(x) > u}, the right continuous inverse, if φ2 ◦ ψ1 is super-
additive, then Cψ1 (u) ≤ Cψ2 (u) for all u ∈ [0, 1]
n. Recall that a function f is said to be
super-additive if f(x+ y) ≥ f(x) + f(y), for all x and y in the domain of f .
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3 Comparison of Series Systems with LS Distributed Compo-
nents
This section is devoted to the comparison of two series systems with heterogenous LS
family distributed components. The comparison is carried out under two scenarios: one, that
the components have a dependent structure sharing Archimedean copulas and the other is that
the components are independently distributed.
3.1 Some Results on Heterogenous Dependent Components
Let, X and Y be two random variables having distribution functions F (·) and G(·) respec-
tively. Also suppose that Xi ∼ LS (λi, σi, F ) and Yi ∼ LS (µi, ξi, G) (i = 1, 2, . . . , n) be two sets
of n dependent random variables with Archimedean copulas having generators ψ1
(
φ1 = ψ
−1
1
)
and ψ2
(
φ2 = ψ
−1
2
)
respectively. Also suppose that G1:n (·) and H1:n (·) be the survival func-
tions of X1:n and Y1:n respectively. Then,
G1:n (t) = ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
, t > max(λk, ∀k),
and
H1:n (t) = ψ2
[
n∑
k=1
φ2
{
1−G
(
t− µk
ξk
)}]
, t > max(µk, ∀k).
Let rX(u) and rY (u) are the hazard rate functions of the random variables X and Y
respectively. The first two theorems show that usual stochastic ordering exists between X1:n
and Y1:n under weak majorization order of the scale parameters and stochastic ordering between
X and Y .
Theorem 1 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(λi, ξi, G) , i = 1, 2, ..., n. Assume that σ, ξ and λ ∈ D+ (or E+). Further
suppose that φ2 ◦ψ1 is super-additive, ψ1 or ψ2 is log-concave and X ≤st Y . If either rX(u) or
rY (u) is decreasing in u, then
1
σ
w
 1
ξ
implies X1:n ≤st Y1:n.
Proof: By Lemma 6, super-additivity of φ2 ◦ ψ1 implies that
ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1− F
(
t− λk
σk
)}]
. (1)
As X ≤st Y and φ2 and ψ2 are decreasing in x, it can be easily shown that
ψ2
[
n∑
k=1
φ2
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
. (2)
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(1) and (2) together implies that
ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
.
Therefore, to prove the result it suffices to prove that
ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
ξk
)}]
.
Let us assume that
ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
= ψ2
[
n∑
k=1
φ2 {1−G (pk(t− λk))}
]
= Ψ(p),
where p = (p1, p2, ..., pn) =
(
1
σ1
, 1
σ2
, ..., 1
σn
)
. Hence, by Lemma 5, to prove the result, it suffices
to prove that Ψ(p) is decreasing and s-convex in p. Now, if σ,λ ∈ D+ (or E+) and rY (u) is
decreasing in u, then, for all i ≤ j,
rY (pi(t− λi)) ≥ (≤)rY (pj(t− λj)) .
Again, as ψ2 is log-concave, giving that
ψ2(u)
ψ
′
2
(u)
is increasing in u, then, for all i ≤ j, it can be
written that
− rY (pi(t− λi))
ψ2 (ui)
ψ
′
2 (ui)
≥ (≤)− rY (pj(t− λj))
ψ2 (uj)
ψ
′
2 (uj)
, (3)
where ui = φ2 [1−G (pi(t− λi))] . Now, differentiating Ψ(p) with respect to pi, we get
∂Ψ
∂pi
= −ψ
′
2
[
n∑
k=1
φ2 {1−G (pk(t− λk))}
]
(t− λi)rY (pi(t− λi))
ψ2 [φ2 {1−G (pi(t− λi))}]
ψ
′
2 [φ2 {1−G (pi(t− λi))}]
≤ 0,
proving that Ψ(p) is decreasing in each pi. Moreover, using (3), it can be easily shown that
∂Ψ
∂pi
− ∂Ψ
∂pj
≤ (≥)0. Thus, by Lemma 2 (Lemma 1) it can be written that Ψ(p) is s-convex in p.
This proves the result. ✷
The next theorem discusses about the stochastic ordering between X1:n and Y1:n under weak
majorization order of the scale parameters when ψ1 or ψ2 is log-convex. The theorem can be
proved in the similar line as of the previous one and hence the proof is omitted.
Theorem 2 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(λi, ξi, G) , i = 1, 2, ..., n. Assume that σ, ξ and λ ∈ D+ (or E+). Further
suppose that φ2 ◦ ψ1 is super-additive, ψ1 or ψ2 is log-convex and X ≤st Y . If either rX(u) or
rY (u) is increasing in u, then
1
σ
w
1
ξ
implies X1:n ≤st Y1:n.
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In the next theorem usual stochastic ordering between X1:n and Y1:n has been established
under p and rm orderings of the scale parameters.
Theorem 3 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(λi, ξi, G) , i = 1, 2, ..., n. Assume that σ, ξ,λ ∈ D+ (or E+). Further suppose
that φ2 ◦ ψ1 is super-additive, ψ1 or ψ2 is log-concave and X ≤st Y , then,
i) 1
σ
p
 1
ξ
⇒ X1:n ≤st Y1:n, if urX(u) or urY (u) is decreasing in u;
ii) 1
σ
rm
 1
ξ
⇒ X1:n ≤st Y1:n, if u
2rX(u) or u
2rY (u) is decreasing in u.
Proof: i) As φ2 ◦ ψ1 is super-additive, by Lemma 6 it can be written that
ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1− F
(
t− λk
σk
)}]
. (4)
Again noticing the fact that X ≤st Y and φ2 and ψ2 are decreasing function of x, it can be
easily shown that
ψ2
[
n∑
k=1
φ2
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
. (5)
So, (4) and (5) together gives,
ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
.
Therefore, to prove the result, it suffices to prove that
ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
ξk
)}]
.
Let us assume that
ψ2
[∑n
k=1 φ2
{
1−G
(
t−λk
σk
)}]
= ψ2 [
∑n
k=1 φ2 {1−G (e
pk(t− λk))}] = Ψ(p), where p = (p1, p2, ..., pn) =(
log 1
σ1
, log 1
σ2
, ..., log 1
σn
)
. Hence, by Lemma 3, it suffices to prove that Ψ(p) is decreasing and
s-convex in p. Now, if λ,σ ∈ D+ (or E+) and urY (u) is decreasing in u, then for all i ≤ j,
epi(t− λi)rY (e
pi(t− λi)) ≥ (≤)e
pj (t− λj)rY (e
pj(t− λj)) .
Again, if ψ2 is log-concave, then
ψ2(u)
ψ
′
2
(u)
is increasing in u, which implies that
− epi(t− λi)rY (e
pi(t− λi))
ψ2 (ui)
ψ
′
2 (ui)
≥ (≤)− epj(t− λj)rY (e
pj(t− λj))
ψ2 (uj)
ψ
′
2 (uj)
; i ≤ j, (6)
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with ui = φ2 [1−G (e
pi(t− λi))] . Now, differentiating Ψ(p) with respect to pi, we get,
∂Ψ
∂pi
= −ψ
′
2
[
n∑
k=1
φ2 {1−G (e
pk(t− λk))}
]
epi(t− λi)rY (e
pi(t− λi))
ψ2 [φ2 {1−G (e
pi(t− λi))}]
ψ
′
2 [φ2 {1−G (e
pi(t− λi))}]
≤ 0,
proving that Ψ(p) is decreasing in each pi. Moreover, using (6), it can be easily shown that
∂Ψ
∂pi
−
∂Ψ
∂pj
≤ (≥)0.
Thus, by Lemma 2 (Lemma 1), Ψ(p) is s-convex in p. This proves the result.
To prove ii), using Lemma 4, it is to prove that
ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
= Ψ(σ),
is increasing in each σi and s-convex in σ. Now, if λ,σ ∈ D+ (E+) and u
2rY (u) is decreasing
in u, following similar argument as in the previous result, it can be shown that, for all i ≤ j,
−
(
t− λi
σi
)2
rY
(
t− λi
σi
)
1
t− λi
ψ2 (ui)
ψ
′
2 (ui)
≥ (≤)−
(
t− λj
σj
)2
rY
(
t− λj
σj
)
1
t− λj
ψ2 (uj)
ψ
′
2 (uj)
, (7)
with ui = φ2
[
1−G
(
t−λi
σi
)]
. Now, differentiating Ψ(σ) with respect to σi, we get,
∂Ψ
∂σi
= ψ
′
2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}](
t− λi
σi
)2
rY
(
t− λi
σi
)
1
t− λi
ψ2
[
φ2
(
1−G
(
t−λi
σi
))]
ψ
′
2
[
φ2
(
1−G
(
t−λi
σi
))] ≥ 0,
proving that Ψ(σ) is increasing in each σi. Moreover, using (7), it can be easily shown that
∂Ψ
∂σi
−
∂Ψ
∂σj
≥ (≤)0.
Thus, by Lemma 1 (Lemma 2), Ψ(σ) is s-convex in σ. ✷
The next two theorems show that usual stochastic ordering exists between X1:n and Y1:n
under majorization order of the location parameters. Proof of the second theorem follows from
the first one, and hence is omitted.
Theorem 4 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(µi, σi, G) , i = 1, 2, ..., n. Assume that λ,µ,σ ∈ D+ (or E+). Further suppose
that φ2 ◦ψ1 is super-additive, ψ1 or ψ2 is log-concave and either urX(u) or urY (u) is decreasing
in u, then, X ≤st Y and λwµ ⇒ X1:n ≤st Y1:n.
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Proof: Following the same argument as in (4) and (5) of Theorem 3, it can be shown that
ψ1
[
n∑
k=1
φ1
{
1− F
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
. (8)
As before, to prove the result, it suffices to prove that
ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
≤ ψ2
[
n∑
k=1
φ2
{
1−G
(
t− µk
σk
)}]
.
Using Lemma 5, it can be said that the above relation will hold if
Ψ(λ) = ψ2
[
n∑
k=1
φ2
{
1−G
(
t− λk
σk
)}]
is increasing in each λi and s-convex in λ. Now, as λ,σ ∈ D+ (or E+), urY (u) is decreasing in
u and ψ2 is log-concave, following the same argument as of Theorem 3, we can show that
−
1
t− λi
(
t− λi
σi
)
rY
(
t− λi
σi
)
ψ2 (ui)
ψ
′
2 (ui)
≥ (≤)−
1
t− λj
(
t− λj
σj
)
rY
(
t− λj
σj
)
ψ2 (uj)
ψ
′
2 (uj)
; i ≤ j,
(9)
with ui = φ2
[
1−G
(
t−λi
σi
)]
. Differentiating Ψ(λ) with respect to λi, we get
∂Ψ
∂λi
= ψ
′
2
[
n∑
k=1
φ2
{
1−G
(
t− λi
σi
)}]
1
t− λi
t− λi
σi
rY
(
t− λi
σi
)
ψ2
[
φ2
{
1−G
(
t−λi
σi
)}]
ψ
′
2
[
φ2
{
1−G
(
t−λi
σi
)}] ≥ 0,
proving that Ψ(λ) is increasing in each λi. Moreover, using (9), it can be easily shown that
∂Ψ
∂λi
−
∂Ψ
∂λj
≥ (≤)0.
Thus, by Lemma 1 (Lemma 2), Ψ(λ) is s-convex in λ. This proves the result. ✷
Theorem 5 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(µi, σi, G) , i = 1, 2, ..., n. Assume that λ,µ,σ ∈ D+ (or E+). Further suppose
that φ2 ◦ψ1 is super-additive, ψ1 or ψ2 is log-convex and either rX(u) or rY (u) is increasing in
u, then, X ≤st Y and λ
w
 µ ⇒ X1:n ≤st Y1:n.
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3.2 Heterogenous independent Components
In this subsection, we will compare two series systems with heterogenous independent LS
family distributed components. For i = 1, 2, . . . , n, let Xi and Yi be two sets of n independent
random variables following LS distribution with parameters (λ, σ) and (µ, ξ) respectively, as
given in (1). If F 1:n (·) and G1:n (·) be the survival functions of X1:n and Y1:n respectively, then
clearly
F 1:n (x) =
n∏
k=1
[
1− F
(
t− λk
σk
)]
and
G1:n (x) =
n∏
k=1
[
1−G
(
t− µk
ξk
)]
.
Again, if r1:n(·) and s1:n(·) are the hazard rate functions of X1:n and Y1:n respectively then,
r1:n (t) =
n∑
k=1
1
σk
f
(
t−λk
σk
)
1− F
(
t−λk
σk
) = n∑
k=1
1
σk
rX
(
t− λk
σk
)
(10)
and
s1:n (t) =
n∑
k=1
1
ξk
g
(
t−µk
ξk
)
1−G
(
t−µk
ξk
) = n∑
k=1
1
ξk
rY
(
t− µk
ξk
)
, (11)
In the next two theorems, stochastic comparison between minimum order statistics from
the LS family with respect to hazard rate ordering has been discussed. These results strengthen
Theorems 1 - 4 for the independent case, as hazard rate ordering implies usual stochastic
ordering.
Theorem 6 Let X1,X2, ...,Xn be a set of independent random variables such that Xi ∼LS(λi, σi, F ),
i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be another set of independent random variables such that
Yi ∼LS(λi, ξi, G), i = 1, 2, ..., n. Suppose that σ, ξ,λ ∈ D+ (or E+). Then, if X ≤hr Y
and
i) either urX(u) or urY (u) is concave in u, then,
1
σ
m
 1
ξ
⇒ X1:n ≤hr Y1:n,
ii) either urX(u) or urY (u) is increasing (decreasing) and concave in u, then,
1
σ
w
 (w)
1
ξ
⇒ X1:n ≤hr Y1:n,
iii) either urX(u) or urY (u) is increasing in u, and u
d
du
(urX(u)) or u
d
du
(urY (u))is decreasing
in u, then, 1
σ
p
 1
ξ
⇒ X1:n ≤hr Y1:n,
iv) either urX(u) or urY (u) is increasing in u, and u
2 d
du
(rX(u)) or u
2 d
du
(rY (u))is decreasing
in u, then, 1
σ
rm
 1
ξ
⇒ X1:n ≤hr Y1:n.
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Proof: If X ≤hr Y , then rX
(
t−λk
σk
)
≥ rY
(
t−λk
σk
)
, which results in
n∑
k=1
rX
(
t−λk
σk
)
σk
≥
n∑
k=1
rY
(
t−λk
σk
)
σk
.
So, to prove the result it suffices to prove that
∑n
k=1
rY
(
t−λk
σk
)
σk
≥
∑n
k=1
rY
(
t−λk
ξk
)
ξk
.
P roof of i): Here we have to prove that
∑n
k=1
rY
(
t−λk
σk
)
σk
=
∑n
k=1 pkrY (pk(t− λk)) = Ψ(p),
is s-concave in p. Now, if λ,σ, ξ ∈ D+ (or E+) then pi (t− λi) ≤ (≥)pj (t− λj) . Thus, the
concavity of the function urY (u) gives
d
du
[urY (u)]u=pi(t−λi) −
d
du
[urY (u)]u=pj(t−λj) ≥ (≤)0.
Now, differentiating Ψ(p) with respect to pi, we get
∂Ψ
∂pi
=
d
du
[urY (u)]u=pi(t−λi) , (12)
proving that ∂Ψ
∂pi
− ∂Ψ
∂pj
≥ (≤)0. Thus, by Lemma 2 (Lemma 1) Ψ(p) is s-concave in p. This
proves the result.
Proof of ii) : If urY (u) is increasing (decreasing) in u, then from (12) it can be written that
that Ψ(p) is increasing (decreasing) in pi. Again, as urY (u) is concave, by the previous result
Ψ(p) is s-concave in p. Thus, by Lemma 5, the result is proved.
Proof of iii) : Let us assume that
n∑
k=1
rY
(
t−λk
σk
)
σk
=
n∑
k=1
epkrY (e
pk(t− λk)) = Ψ(p),
where p =
(
log 1
σ1
, log 1
σ2
, ..., log 1
σn
)
. So, by Lemma 3, it is suffices to prove that Ψ(p) is
increasing in each pi and s-concave in p. Now, differentiating Ψ(p) with respect to pi, we get,
∂Ψ
∂pi
= epi [rY (e
pi(t− λi))] + e
pi(t− λi)rY (e
pi(t− λi))
= epi
d
du
[urY (u)]u=epi(t−λi)
=
1
t− λi
[
u
d
du
(urY (u))
]
u=epi(t−λi)
> 0.
The last inequality follows from the fact that urY (u) is increasing in u. Again, as u
d
du
(urY (u))is
decreasing in u, and λ,σ ∈ D+(orE+), then for all i ≤ j,
∂Ψ
∂pi
−
∂Ψ
∂pj
=
1
t− λi
[
u
d
du
(urY (u))
]
u=epi(t−λi)
−
1
t− λj
[
u
d
du
(urY (u))
]
u=epj (t−λj)
≥ (≤) 0.
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Hence, the result is followed from Lemma 2 (Lemma 1).
Proof of iv) Let us assume that Ψ(σ) =
∑n
k=1
rY
(
t−λk
σk
)
σk
. Now, differentiating Ψ(σ) with
respect to σi and considering the fact that urY (u) is increasing in u, it can be written that,
∂Ψ
∂σi
=
−1
σ2i
rY
(
t− λi
σi
)
−
(
t− λi
σ3i
)
r
′
Y
(
t− λi
σi
)
=
−1
(t− λi)2
(
t− λi
σi
)2 d
du
[urY (u)]u= t−λi
σi
≤ 0.
Again, as λ,σ ∈ D+(or E+), and u
2 d
du
[urY (u)] is decreasing in u, it can be easily shown that
∂Ψ
∂σi
− ∂Ψ
∂σj
≤ (≥)0. Thus, by Lemma 1 (Lemma 2), Ψ(σ) is s-concave and hence the result is
proved by Lemma 4. ✷
Theorem 7 Let X1,X2, ...,Xn be a set of independent random variables such that Xi ∼LS(λi, σi, F ),
i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be another set of independent random variables such that
Yi ∼LS(λi, ξi, G) , i = 1, 2, ..., n. Suppose that σ, ξ,λ ∈ D+ (or E+). Then, if X ≤hr Y
and
i) either urX(u) or urY (u) is convex in u, then,
1
σ
m
 1
ξ
⇒ X1:n ≤hr Y1:n,
ii) either urX(u) or urY (u) is increasing (decreasing) and convex in u, then,
1
σ
w (
w
)1
ξ
⇒
X1:n ≤hr Y1:n,
iii) either urX(u) or urY (u) is decreasing in u, and u
d
du
(urX(u)) or u
d
du
(urY (u))is increasing
in u, then, 1
σ
p
 1
ξ
⇒ X1:n ≤hr Y1:n,
iv) either urX(u) or urY (u) is decreasing in u, and u
2 d
du
(rX(u)) or u
2 d
du
(rY (u))is increasing
in u, then, 1
σ
rm
 1
ξ
⇒ X1:n ≤hr Y1:n.
Proof: Proof of the theorem follows from the previous theorem and hence is omitted. ✷
In the next theorem, it is shown that under certain restrictions, there exists R-hr ordering
between two minimum order statistics obtained from two different LS families, when one set
of scale parameters majorizes the other. It is to be mentioned here that, due to mathematical
complexities we cannot proceed in full generality, where two LS families could be generated from
two different baseline distributions and hence we consider that both LS families are generated
from the same baseline distribution.
Theorem 8 Let X1,X2, ...,Xn be a set of independent random variables such that Xi ∼LS(λi, σi, F ),
i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be another set of independent random variables such that
Yi ∼LS(λi, ξi, F ), i = 1, 2, ..., n. Suppose that λ,σ, ξ ∈ D+ (or E+). If rX(u) is r-concave
for r = 1, 2 and 3 then, 1
σ
m
 1
ξ
⇒ X1:n ≤R−hr Y1:n.
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Proof: To prove the result we have only to prove that g(t) = s1:n(t)
r1:n(t)
is decreasing in t. Now,
g
′
(t) =
d
dt

∑nk=1 1ξk rX
(
t−λk
ξk
)
∑n
k=1
1
σk
rX
(
t−λk
σk
)

 sign=
∑n
k=1
1
ξ2
k
r
′
X
(
t−λk
ξk
)
∑n
k=1
1
ξk
r
′
X
(
t−λk
ξk
) −
∑n
k=1
1
σ2
k
r
′
X
(
t−λk
σk
)
∑n
k=1
1
σk
r
′
X
(
t−λk
σk
) .
So, it is to be proved that
∑n
k=1
r
′
X
(
t−λk
σk
)
σ2
k∑n
k=1
r
′
X
(
t−λk
σk
)
σk
=
∑n
k=1 p
2
kr
′
X (pk(t− λk))∑n
k=1 pkrX (pk(t− λk))
=
∑n
k=1 u(pk, λk, t)v(pk, λk, t)∑n
k=1 u(pk, λk, t)
=
∑n
k=1 ukvk∑n
k=1 uk
= Ψ(p) (say),
with p =
(
1
σ1
, 1
σ2
, ..., 1
σn
)
, is s-concave in p,where u(pk, λk, t) = pkrX (pk(t− λk)) = uk (say)
and v(pk, λk, t) = pk
r
′
X
(pk(t−λk))
rX(pk(t−λk))
= vk (say). Now, differentiating Ψ(p) with respect to pi we
get,
∂Ψ
∂pi
sign
=
n∑
k=1
uk
(
vi
∂ui
∂pi
+ ui
∂vi
∂pi
)
−
n∑
k=1
ukvk
(
∂ui
∂pi
)
. (13)
Now, differentiating uk and vk with respect to pk, it can be written that
∂uk
∂pk
= ukwk; wk =
1+vk(t−λk)
pk
, and
∂vk
∂pk
= vk
[
1
pk
+ (t− λk)
r
′′
X(pk(t−λk))
r
′
X
(pk(t−λk))
− (t− λk)
r
′
X(pk(t−λk))
rY (pk(t−λk))
]
= vksk (say),
where sk =
1
pk
+ (t− λk)
r
′′
X
(pk(t−λk))
r
′
X
(pk(t−λk))
− (t− λk)
r
′
X
(pk(t−λk))
rY (pk(t−λk))
.
Using (13) and expressions for ∂uk
∂pk
and ∂vk
∂pk
, it can be shown that,
∂Ψ
∂pi
sign
=
(
n∑
k=1
uk
)
(uiviwi + uivisi)−
(
n∑
k=1
uk
)
vkuiwi,
which gives, for all i ≤ j
∂Ψ
∂pi
−
∂Ψ
∂pj
sign
=
(
n∑
k=1
uk
)
[uivi(wi + si)− ujvj(wj + sj)]−
(
n∑
k=1
ukvk
)
(uiwi − ujwj) , (14)
with
uivi(wi + si)− ujvj(wj + sj) = 2
[
pir
′
X (pi(t− λi))− pjr
′
X (pj(t− λj))
]
+
[
p2i (t− λi)r
′′
X (pi(t− λi))− p
2
jr
′′
X (pj(t− λj))
]
.
(15)
Now as λ,σ ∈ D+, (or E+), then for all i ≤ j, pi, < pj , which gives pi(t − λi) ≤ (≥)pj(t − λj)
and p2i (t − λi) ≤ (≥)p
2
j (t − λj). Moreover, as rX(u) is s-concave for s = 1, 2, it is decreasing
and concave and hence it can be concluded that pir
′
X (pi(t− λi)) ≥ (≤)pjr
′
X (pj(t− λj)). So,
the first term of (15) is positive (negative).
Again, as rX(u) is also 3-concave and thus r
′′
X(u) decreasing in u, then for all i ≤ j it can be
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written that, r
′′
X(pi(t − λi)) ≥ (≤)r
′′
X(pj(t − λj)), which gives p
2
i (t − λi)r
′′
X (pi(t− λi)) ≥ (≤
)p2j (t− λj)r
′′
X (pj(t− λj)). So the second term of (15) is also positive (negative). Thus the first
term of (14) is positive (negative).
Now, following the arguments as before it can be easily shown that,
uiwi−ujwj = [rX (pi(t− λi))− rX (pj(t− λj))]+
[
pi(t− λi)r
′
X (pi(t− λi))− pj(t− λj)r
′
X (pj(t− λj))
]
≥ (≤)0.
Now as rX(u) is decreasing in u, vk = pk
r
′
X(pk(t−λk))
rX(pk(t−λk))
is negative. So, the second term of (14)
is also positive (negative). Hence, ∂Ψ
∂pi
− ∂Ψ
∂pj
≥ (≤)0. Thus by Lemma 2 (Lemma 1) it can be
concluded that Ψ(p) is s-concave in p. This proves the result. ✷
Systems are also compared stochastically in situations where the components are from
multiple-outlier models. This is to be mentioned here that, a multiple-outlier model is a set
of independent random variables X1, ...,Xn of which Xi
st
= X, i = 1, ..., n1 and Xi
st
= Y, i =
n1+1, ..., n where 1 ≤ n1 < n and Xi
st
= X means that cdf of Xi is same as that of X. In other
words, the set of independent random variables X1, ...,Xn is said to constitute a multiple-outlier
model if two sets of random variables (X1,X2, . . . ,Xn1) and (Xn1+1,Xn1+2, . . . ,Xn1+n2) (where
n1 + n2 = n), are homogenous among themselves and heterogenous between themselves. For
more details on multiple-outlier models, readers may refer to Kochar and Xu ([30]), Zhao and
Balakrishnan ([31]), Balakrishnan and Torrado ([32]), Zhao and Zhang [33], Kundu et al. [8],
Kundu and Chowdhury [9] and the references there in. Two theorems given below show that,
under certain conditions, majorized scale parameter vectors of LS distributed components of
series system for multiple outlier model, leads to smaller system life in terms of R-hr ordering.
Theorem 9 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random vari-
ables each following the multiple outlier LS model such that Xi ∼LS(λ1, σ1, F ) and Yi ∼LS(λ1, ξ1, F )
for i = 1, 2, . . . , n1 and Xi ∼LS(λ2, σ2, F ) and Yi ∼LS(λ2, ξ2, F ) for i = n1+1, n1+2, . . . , n1+
n2 = n. Suppose that (λ1, λ2) , (σ1, σ2) , (ξ1, ξ2) ∈ D+ (or E+). Now if urX(u) is decreasing in
u and rX(u) is log-concave and 2-log-convex in u, then
(
1
σ1
,
1
σ1
, . . . ,
1
σ1
,︸ ︷︷ ︸
n1
1
σ2
,
1
σ2
, . . . ,
1
σ2︸ ︷︷ ︸
n2
)
m
 (
1
ξ1
,
1
ξ1
, . . . ,
1
ξ1
,︸ ︷︷ ︸
n1
1
ξ2
,
1
ξ2
, . . . ,
1
ξ2︸ ︷︷ ︸
n2
)⇒ X1:n ≥R−hr Y1:n.
Proof: To prove the result we have only to prove that g(t) = s1:n(t)
r1:n(t)
is increasing in t. Now,
g
′
(t) =
d
dt

∑nk=1 1ξk rX
(
t−λk
ξk
)
∑n
k=1
1
σk
rX
(
t−λk
σk
)

 sign=
∑n
k=1
1
ξ2
k
r
′
X
(
t−λk
ξk
)
∑n
k=1
1
ξk
r
′
X
(
t−λk
ξk
) −
∑n
k=1
1
σ2
k
r
′
X
(
t−λk
σk
)
∑n
k=1
1
σk
r
′
X
(
t−λk
σk
) .
So, to prove the result it is to be shown that
∑n
k=1
r
′
X
(
t−λk
σk
)
σ2
k∑n
k=1
r
′
X
(
t−λk
σk
)
σk
=
∑n
k=1 p
2
kr
′
X (pk(t− λk))∑n
k=1 pkrX (pk(t− λk))
=
∑n
k=1 u(pk, λk, t)v(pk, λk, t)∑n
k=1 u(pk, λk, t)
=
∑n
k=1 ukvk∑n
k=1 uk
= Ψ(p) (say),
16
with p =

p1, . . . , p1︸ ︷︷ ︸
n1
, p2, . . . , p2︸ ︷︷ ︸
n2

 =

 1σ1 , 1σ1 , . . . , 1σ1︸ ︷︷ ︸
n1
,
1
σ2
,
1
σ2
. . .
1
σ2︸ ︷︷ ︸
n2

 , is s-convex in p, where
u(pk, λk, t) = pkrX (pk(t− λk)) = uk (say) and v(pk, λk, t) = pk
r
′
X
(pk(t−λk))
rX(pk(t−λk))
= vk (say).
Let i ≤ j. Now three cases may arise:
Case(i) : If 1 ≤ i, j ≤ n1, i.e., if pi = pj = p1 and λi = λj = λ1, then
∂Ψ
∂pi
−
∂Ψ
∂pj
=
∂Ψ
∂p1
−
∂Ψ
∂p1
= 0.
Case(ii) : If n1 + 1 ≤ i, j ≤ n, i.e., if pi = pj = p2 and λi = λj = λ2, then
∂Ψ
∂pi
−
∂Ψ
∂pj
=
∂Ψ
∂p2
−
∂Ψ
∂p2
= 0.
Case(iii) : If 1 ≤ i ≤ n1 and n1+1 ≤ j ≤ n, then pi = p1, pj = p2, λi = λ1 and λj = λ2. Then,
∂Ψ
∂pi
(n1u1 + n2u2)
2 = n2u2
∂u1
∂p1
(v1 − v2) + w1 (n1u1 + n2u2) ,
and
∂Ψ
∂pj
(n1u1 + n2u2)
2 = n1u1
∂u2
∂p2
(v2 − v1) + w2 (n1u1 + n2u2) ,
where, for i = 1, 2, wi = ui
∂vi
∂pi
. Thus
∂Ψ
∂pi
−
∂Ψ
∂pj
sign
= (v1 − v2)
(
n2u2
∂u1
∂p1
+ n1u1
∂u2
∂p2
)
+ (w1 −w2) (n1u1 + n2u2) . (16)
Now, as urX(u) is decreasing in u, then for i = 1, 2,
∂ui
∂pi
= d
du
(urX(u)) |u=(t−λi)pi < 0. Now,
if (λ1, λ2) , (σ1, σ2) ∈ D+ (orE+), then p1 ≤ (≥)p2 and p1 (t− λ1) ≤ (≥)p2 (t− λ2). Thus, as
rX(u) is log-concave in u, by considering the fact that rX(u) is decreasing in u, it can be written
that
−p1
r
′
X (p1 (t− λ1))
rX (p1 (t− λ1))
≤ (≥)− p2
r
′
X (p2 (t− λ2))
rX (p2 (t− λ2))
,
giving that v1 ≥ (≤)v2. So, the first term of (16) is negative (positive). Again, for i = 1, 2,
wi = pirX (t− λi)
∂
∂pi
(
r
′
X (pi (t− λi))
rX (pi (t− λi))
)
= pi (t− λi) rX (t− λi)
∂2
∂u2
(log rX (u)) |u=pi(t−λi).
So, considering the fact that rX(u) is log-concave giving
∂2
∂u2
log rX (u) < 0, and rX(u) is also
2-log-convex, it can be written that,
−p1 (t− λ1) rX (t− λ1)
∂2
∂u2
(log rX (u)) |u=p1(t−λ1) ≥ (≤)−p2 (t− λ2) rX (t− λ2)
∂2
∂u2
(log rX (u)) |u=p2(t−λ2),
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yielding that w1 ≤ (≥)w2. So, the second term of (16) is also negative (positive). Thus, as
∂Ψ
∂pi
− ∂Ψ
∂pj
≤ (≥)0, by Lemma 2 (Lemma 1) it can be concluded that Ψ(p) is s-convex in p. This
proves the result. ✷
The next theorem can be proved in the similar line as of previous theorem.
Theorem 10 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following the multiple outlier LS model such that Xi ∼LS(λ1, σ1, F ) and Yi ∼LS(λ1, ξ1, F )
for i = 1, 2, . . . , n1 and Xi ∼LS(λ2, σ2, F ) and Yi ∼LS(λ2, ξ2, F ) for i = n1+1, n1+2, . . . , n1+
n2 = n. Suppose that (λ1, λ2) , (σ1, σ2) , (ξ1, ξ2) ∈ D+ (or E+). Now if urX(u) is increasing in u
and rX(u) is decreasing, log-concave and 2-log-concave in u, then
(
1
σ1
,
1
σ1
, . . . ,
1
σ1
,︸ ︷︷ ︸
n1
1
σ2
,
1
σ2
, . . . ,
1
σ2︸ ︷︷ ︸
n2
)
m
 (
1
ξ1
,
1
ξ1
, . . . ,
1
ξ1
,︸ ︷︷ ︸
n1
1
ξ2
,
1
ξ2
, . . . ,
1
ξ2︸ ︷︷ ︸
n2
)⇒ X1:n ≥R−hr Y1:n.
Now, combining Theorem 6 i) and Theorem 9 it can be shown that, for multiple outlier LS
model, majorized scale parameter vector of minimum order statistics leads to smaller system
life in terms of lr ordering. The statement of the theorem is given below.
Theorem 11 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following the multiple outlier LS model such that Xi ∼LS(λ1, σ1, F ) and Yi ∼LS(λ1, ξ1, F )
for i = 1, 2, . . . , n1 and Xi ∼LS(λ2, σ2, F ) and Yi ∼LS(λ2, ξ2, F ) for i = n1+1, n1+2, . . . , n1+
n2 = n. Suppose that (λ1, λ2) , (σ1, σ2) , (ξ1, ξ2) ∈ D+ (or E+). Now if urX(u) is decreasing and
concave in u and rX(u) is log-concave and 2-log-convex in u, then
(
1
σ1
,
1
σ1
, . . . ,
1
σ1
,︸ ︷︷ ︸
n1
1
σ2
,
1
σ2
, . . . ,
1
σ2︸ ︷︷ ︸
n2
)
m
 (
1
ξ1
,
1
ξ1
, . . . ,
1
ξ1
,︸ ︷︷ ︸
n1
1
ξ2
,
1
ξ2
, . . . ,
1
ξ2︸ ︷︷ ︸
n2
)⇒ X1:n ≤lr Y1:n.
Again combining Theorem 7 i) and Theorem 10 the following theorem can be obtained.
Theorem 12 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following the multiple outlier LS model such that Xi ∼LS(λ1, σ1, F ) and Yi ∼LS(λ1, ξ1, F )
for i = 1, 2, . . . , n1 and Xi ∼LS(λ2, σ2, F ) and Yi ∼LS(λ2, ξ2, F ) for i = n1+1, n1+2, . . . , n1+
n2 = n. Suppose that (λ1, λ2) , (σ1, σ2) , (ξ1, ξ2) ∈ D+ (or E+). Now if urX(u) is increasing and
convex in u and rX(u) is decreasing, log-concave and 2-log-convex in u, then
(
1
σ1
,
1
σ1
, . . . ,
1
σ1
,︸ ︷︷ ︸
n1
1
σ2
,
1
σ2
, . . . ,
1
σ2︸ ︷︷ ︸
n2
)
m
 (
1
ξ1
,
1
ξ1
, . . . ,
1
ξ1
,︸ ︷︷ ︸
n1
1
ξ2
,
1
ξ2
, . . . ,
1
ξ2︸ ︷︷ ︸
n2
)⇒ X1:n ≤lr Y1:n.
Now the question arises − what will happen if location parameter vector of one LS family
majorizes the other when the scale parameter vector remains same? The next few theorems
deal with such cases.
The next theorem shows that under some restrictions, majorization ordering between location
parameter vectors of minimum order statistics from two different LS family of distributions
implies hr ordering between them.
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Theorem 13 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following LS model such that Xi ∼LS(λi, σi, F ) and Yi ∼LS(µi, σi, G) for i =
1, 2, . . . , n. Suppose further that λ,µ,σ ∈ D+ (or E+). Then, if X ≤hr Y , either rX(u) or
rY (u) is increasing (decreasing) in u and either u
2r
′
X(u) or u
2r
′
Y (u) is decreasing (increasing)
in u then, λ w (w)µ ⇒ X1:n ≤hr Y1:n.
Proof: If X ≤hr Y , then rX
(
t−λk
σk
)
≥ rY
(
t−λk
σk
)
, which results in
n∑
k=1
rX
(
t−λk
σk
)
σk
≥
n∑
k=1
rY
(
t−λk
σk
)
σk
.
So, to prove the result it suffices to prove that
∑n
k=1
rY
(
t−λk
σk
)
σk
≥
∑n
k=1
rY
(
t−µk
σk
)
σk
, or equivalently
it is required to show that
∑n
k=1
rY
(
t−µk
σk
)
σk
= Ψ(µ) is decreasing (increasing) in each µi and
s-concave (s-convex) in µ. Now, differentiating Ψ with respect to µi it can be written that
∂Ψ
∂µi
=
− 1
σ2i
r
′
Y
(
t−µi
σi
)
, which is clearly decreasing (increasing) in µi if rY (u) is increasing (decreasing)
in u. Again, if µ,σ ∈ D+, then for all i ≤ j, µi ≥ µj , σi ≥ σj giving
t−µi
σi
≤
t−µj
σj
. So, if rY (u)
is increasing (decreasing) and u2r
′
Y (u) is decreasing (increasing) in u, then
1
(t− µi)2
(
t− µi
σi
)2
r
′
Y
(
t− µi
σi
)
≥ (≤)
1
(t− µj)2
(
t− µj
σj
)2
r
′
Y
(
t− µj
σj
)
giving that
∂Ψ
∂µi
−
∂Ψ
∂µj
=
1
σ2j
r
′
Y
(
t− µj
σj
)
−
1
σ2i
r
′
Y
(
t− µi
σi
)
≤ (≥)0.
So, by Lemma 1 it can be concluded that Ψ(µ) is s-concave (s-convex) in µ. This proves the
result.
When µ,σ ∈ E+, then the theorem can be proved in similar line. ✷
The theorem given below shows that for two LS families of distribution functions generated
from the same baseline distribution, there exists R-hr ordering between their corresponding
minimum order statistics.
Theorem 14 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following LS model such that Xi ∼LS(λi, σi, F ) and Yi ∼LS(µi, σi, F ) for i =
1, 2, . . . , n. Suppose further that λ,µ,σ ∈ D+ (or E+). Then, if rX(u) is increasing and concave
(decreasing and convex) in u; u2r
′
X(u) is decreasing (increasing) in u and u
3r
′′
X(u) is increasing
(decreasing) in u then, λ w (w)µ ⇒ X1:n ≥R−hr Y1:n.
Proof: To prove the result we have only to prove that g(t) = s1:n(t)
r1:n(t)
is increasing in t. Now,
g
′
(t) =
d
dt

∑nk=1 1σk rX
(
t−µk
σk
)
∑n
k=1
1
σk
rX
(
t−λk
σk
)

 sign=
∑n
k=1
1
σ2
k
r
′
X
(
t−µk
σk
)
∑n
k=1
1
ξk
r
′
X
(
t−µk
σk
) −
∑n
k=1
1
σ2
k
r
′
X
(
t−λk
σk
)
∑n
k=1
1
σk
r
′
X
(
t−λk
σk
) .
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So, it is to be proved that ∑n
k=1
r
′
X
(
t−µk
σk
)
σ2
k∑n
k=1
r
′
X
(
t−µk
σk
)
σk
= Ψ(µ)
is increasing (decreasing) in each µi and s-convex (s-concave) in µ. Now differentiating Ψ with
respect to µi,
∂Ψ
∂µi
[
n∑
k=1
1
σk
rX
(
t− µk
σk
)]2
= −
[
n∑
k=1
1
σk
rX
(
t− µk
σk
)]
1
σ3i
r
′′
X
(
t− µi
σi
)
+
[
n∑
k=1
1
σ2k
r
′
X
(
t− µk
σk
)]
1
σ2i
r
′
X
(
t− µi
σi
)
which is increasing (decreasing) in each µi if rX(u) is increasing and concave (decreasing and
convex) in u. Again,
∂Ψ
∂µi
−
∂Ψ
∂µj
sign
=
[
n∑
k=1
1
σk
rX
(
t− µk
σk
)][
1
σ3j
r
′′
X
(
t− µj
σj
)
−
1
σ3i
r
′′
X
(
t− µi
σi
)]
+
[
n∑
k=1
1
σ2k
r
′
X
(
t− µk
σk
)][
1
σ2i
r
′
X
(
t− µi
σi
)
−
1
σ2j
r
′
X
(
t− µj
σj
)]
.
(17)
Now if µ,σ ∈ D+, then for all i ≤ j, t− µi ≤ t− µj, σi ≥ σj and
t−µi
σi
≤
t−µj
σj
. So, as u2r
′
X(u)
is decreasing (increasing) in u then for all i ≤ j,(
t− µi
σi
)2
r
′
X
(
t− µi
σi
)
≥ (≤)
(
t− µj
σj
)2
r
′
X
(
t− µj
σj
)
.
As, rX(u) is increasing (decreasing) in u, then from the above relation it can be written that
1
(t− µi)
2
(
t− µi
σi
)2
r
′
X
(
t− µi
σi
)
≥ (≤)
1
(t− µj)
2
(
t− µj
σj
)2
r
′
X
(
t− µj
σj
)
.
So, the second term of (17) is positive (negative). Again, u3r
′′
X(u) is increasing (decreasing) in
u gives (
t− µi
σi
)3
r
′′
X
(
t− µi
σi
)
≤ (≥)
(
t− µj
σj
)3
r
′′
X
(
t− µj
σj
)
.
Considering the fact that rX(u) is concave (convex) in u, from the above relation it can be
written that,
1
(t− µi)
3
(
t− µi
σi
)3
r
′′
X
(
t− µi
σi
)
≥ (≤)
1
(t− µj)
3
(
t− µj
σj
)3
r
′′
X
(
t− µj
σj
)
.
So, the first term of (17) is also positive (negative). Thus ∂Ψ
∂µi
− ∂Ψ
∂µj
≥ (≤)0. So by Lemma 1 it
can be concluded that Ψ is s-convex (s-concave) in µ. Thus, using Lemma 5 the required result
can be obtained.
When µ,σ ∈ E+, then the theorem can be proved in similar line. ✷
Combining Theorem 13 and Theorem 14 the following theorem can easily be obtained.
20
Theorem 15 Let {X1,X2, . . . ,Xn} and {Y1, Y2, . . . , Yn} be two sets of independent random
variables each following LS model such that Xi ∼LS(λi, σi, F ) and Yi ∼LS(µi, σi, F ) for i =
1, 2, . . . , n. Suppose further that λ,µ,σ ∈ D+ (or E+). Then, if rX(u) is increasing and concave
(decreasing and convex) in u; u2r
′
X(u) is decreasing (increasing) in u and u
3r
′′
X(u) is increasing
(decreasing) in u then, λ w (w)µ ⇒ X1:n ≤lr Y1:n.
4 Comparison of Parallel Systems with LS Distributed Com-
ponents
Similar results for the parallel system are furnished in this section for dependent setup.
These results are the extension of the Theorems 3.1-3.5 of Hazra et al. [13], where the parallel
system consists of independent LS family distributed components. The following theorems
16-18 can be proved in the same line as of Theorem 1, Theorem 3 and Theorem 4 respectively
and hence the proofs are omitted. For results of independent random variables, one may refer
to Hazra et al. [13].
Let X and Y be two random variables having distribution functions F (·) and G(·) respec-
tively. Suppose that Xi ∼ LS (λi, σi, F ) and Yi ∼ LS (µi, ξi, G) (i = 1, 2, . . . , n) be two sets of n
dependent random variables with Archimedean copulas having generators ψ1 (with φ1 = ψ
−1
1 )
and ψ2 (φ2 = ψ
−1
2 ) respectively. Also suppose that Gn:n (·) and Hn:n (·) be the distribution
functions of Xn:n and Yn:n respectively. Then,
Gn:n (t) = ψ1
[
n∑
k=1
φ1
{
F
(
t− λk
σk
)}]
, t > max(λk, ∀k),
and
Hn:n (t) = ψ2
[
n∑
k=1
φ2
{
G
(
t− µk
ξk
)}]
, t > max(µk, ∀k).
Let r˜X(u) and r˜Y (u) are the reversed hazard rate functions of the random variables X and Y
respectively.
Theorem 16 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λ, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(λ, ξi, G) , i = 1, 2, ..., n. Assume that λ,σ, ξ ∈ D+ (or E+). Further suppose
that φ2 ◦ ψ1 is super-additive, ψ1 or ψ2 is log-convex and X ≥st Y . If either r˜X(u) or r˜Y (u) is
decreasing in u then, 1
σ
w
 1
ξ
⇒ Xn:n ≥st Yn:n.
Theorem 17 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
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such that Yi ∼LS(λi, ξi, G) , i = 1, 2, ..., n. Assume that λ,σ, ξ ∈ D+ (or E+). Further suppose
that φ2 ◦ ψ1 is super-additive, ψ1 or ψ2 is log-convex and X ≥st Y , then,
i) 1
σ
p
 1
ξ
⇒ Xn:n ≥st Yn:n, if either urX(u) or urY (u) is decreasing in u;
ii) 1
σ
rm
 1
ξ
⇒ Xn:n ≥st Yn:n, if either u
2rX(u) or u
2rY (u) is decreasing in u.
Theorem 18 Let X1,X2, ...,Xn be a set of dependent random variables sharing Archimedean
copula having generator ψ1 such that Xi ∼LS(λi, σi, F ) , i = 1, 2, ..., n. Let Y1, Y2, ..., Yn be
another set of dependent random variables sharing Archimedean copula having generator ψ2
such that Yi ∼LS(µi, σi, G) , i = 1, 2, ..., n. Assume that λ,σ,µ ∈ D+ (or E+). Further suppose
that φ2 ◦ψ1 is super-additive, ψ1 or ψ2 is log-convex and either urX(u) or urY (u) is decreasing
in u, then, X ≥st Y and λ w µ ⇒ Xn:n ≥st Yn:n.
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