Abstract Given the increasing number of available genomic sequences, one now faces the task of identifying their protein coding regions. The gene prediction problem can be addressed in several ways, and one of the most promising methods makes use of information derived from the comparison of homologous sequences. In this work, we develop a new comparative-based gene prediction program, called Exon_Finder2. This tool is based on a new type of alignment we propose, called syntenic global alignment, that can deal satisfactorily with sequences that share regions with different rates of conservation. In addition to this new type of alignment itself, we also describe a dynamic programming algorithm that computes a best syntenic global alignment of two sequences, as well as its related score. The applicability of our approach was validated by the promising initial results achieved by Exon_Finder2. On a benchmark including 120 pairs of human and mouse genomic sequences, most of their encoded genes were successfully identified by our program.
Introduction
The gene prediction problem can be defined as the task of finding the genes encoded in a genomic sequence of interest. In other words, given a DNA sequence, we would like to correctly pinpoint the start and end positions of the exons that constitute one or all of its genes. Like the search for promoters, CpG islands and other functional genomic regions, the search for genes, that takes place at the annotation phase of any genomic project, has undeniable practical importance.
In prokaryotic organisms, the task of gene finding seems to be easier than in eukaryotics. In the former, most of the DNA sequence is coding for protein. Furthermore, each prokaryotic gene is a continuous stretch of coding bases, making the identification of these regions a feasible task. The genes of most eukaryotic organisms, on the other hand, are separated by long stretches of intergenic DNA and their coding fragments, called exons, are interrupted by non-coding ones, called introns. In addition to the exons and introns, the eukaryotic genes include a number of other elements, such as 5 -UTR, 3 -UTR and splicing (donor and acceptor) sites. The structure of a typical multi-exon eukaryotic gene is shown in Fig. 1 .
Gene prediction methods can be roughly classified into two main categories, called ab initio, or intrinsic, methods and similarity-based, or extrinsic, methods (see [17, 30] for an extensive review on this topic). The first ones [1, 12, 39, 42, 51] rely on statistical information that alone, or in conjunction with some signals previously identified in the DNA sequence, allows the identification of its coding, noncoding and intergenic regions. Some intrinsic methods make use of Hidden Markov Models (HMMs) [7, [25] [26] [27] [28] 45, 50] in order to combine both signal and statistical information concerning the target genes. The similarity-based methods [9, [13] [14] [15] 21, 23, 38, 41, 53 ] make use of similarity information between the genomic sequence and a fully annotated transcript sequence, such as cDNA, EST or protein, in order to accomplish the gene prediction task.
Recently, with the huge amount of newly sequenced genomes, new similarity-based methods are being successfully applied in the task of gene prediction. In some ways different from traditional extrinsic methods, the so-called comparative-based methods [5, 10, 32, [35] [36] [37] 49] , pioneered by Batzoglou et al. [4] with Rosetta, rely on similarities between regions of two or more unannotated genomic sequences in order to find the genes encoded in each of them. The main assumption of these methods is that the functional parts of the eukaryotic genomic sequences, the coding regions, tend to be more conserved than the non-functional ones. Finally, it is important to make reference to gene prediction tools that combine extrinsic and intrinsic information. This is the case, for example, of Augustus-PPX [22] , Twinscan [24] , DoubleScan [33] and GenomeScan [52] . Despite the enormous progress made to date (see Brent and Guigó [6] and Sleator [43] for a survey on this topic), the gene identification problem remains an interesting subject of research.
Given the importance of genome comparison in obtaining information about these types of data, a number of heuristics algorithms aimed at constructing biologically meaningful alignments were developed [3, 18, 29, 31, 47] . In order to deal specifically with sequences whose conserved regions are intervened by unconserved ones, such as protein and prokaryotic gene sequences, Huang and Chao proposed in [20] the generalized global alignment. This type of alignment discriminates between conserved and unconserved regions by using the concept of difference blocks. Unfortunately, there are still situations where even the generalized global alignment cannot be applied in a meaningful way. This happens, for example, when the sequences to be compared include highly conserved regions intervened by conserved and unconserved ones. This is exactly the case in stretches of eukaryotic genomic sequences that encode one or more genes. With the practical restrictions of the generalized global alignment, Huang and Brutlag describe in [19] an algorithm that computes an optimal alignment of two sequences by using a set of multiple parameters with different levels of stringency.
We propose in this work a new type of alignment, called syntenic global alignment, jointly with an algorithm that, given two sequences, constructs a best syntenic global alignment between them and calculates the associated value of similarity. This alignment can be seen as a generalization of the generalized global alignment where three types of blocks are taken into account, and the corresponding algorithm is a special case of that proposed by Huang and Brutlag.
In order to evaluate the applicability of our approach, the proposed alignment algorithm was used in the development of a new gene prediction tool called Exon_Finder2. Our program was tested on two different benchmarks that include several pairs of real human and mouse genomic sequences. The first benchmark includes 50 pairs of genomic sequences taken from two traditional datasets. The second benchmark includes 70 pairs of genomic sequences. These pairs were obtained by us taking as base the human chromosome sequences of the ENCODE project and their corresponding annotation. The genes encoded in a number of sequences that constitute these benchmarks were correctly located by our approach. This paper is organized as follows. In the next section we introduce the syntenic global alignment and show the recurrences that allow us to find an optimal alignment of this type. Details about the use of this algorithm as a tool to the gene prediction task are given in Sect. 2.1. The experimental results are shown in Sect. 3. In the final section we make some concluding remarks concerning this work.
Syntenic global alignment
Despite their practical importance, traditional alignment algorithms cannot be used directly in aligning two genomic sequences that share a number of strongly similar regions intervened by regions with a low degree of similarity. When sequences with these features are taken as input, the Needleman-Wunsch [34] alignment algorithm tends to align even unrelated regions (global alignment). On the other hand, the Smith-Waterman [44] algorithm identifies only a highscoring similar region shared by the sequences (local alignment).
In order to deal with sequences that have intermittent similarities, Huang and Chao proposed in [20] a variant of the global alignment called generalized global alignment. In such work, the notion of difference block is introduced. Such a block includes residues that fall inside unconserved regions of the sequences that are being compared. With this new block, the task is to search for a best alignment of the input sequences allowing the use of gaps, matches, mismatches and differences. To this end, the authors suggest a dynamic programming algorithm that makes use of four different matrices: S, I, D and H . The first one is related to matches and mismatches. The matrices I and D deal with indels when comparing the sequences. Finally, the matrix H corresponds to the difference block.
The generalized global alignment can be used to distinguish between conserved and unconserved regions of pairs of sequences. Despite this practical advantage over the global and local alignments, the generalized global alignment does not give good results when applied to a pair of sequences whose regions can be partitioned into highly conserved, conserved and unconserved, which is actually what occurs frequently in the real data. In order to fill this gap, we propose in this work a new type of alignment, called syntenic global alignment, that includes three types of blocks:
-highly conserved blocks: blocks where regions with a high degree of similarity are aligned; -conserved blocks: blocks where regions with a low degree of similarity are aligned; -unconserved blocks: blocks where regions with no similarity are aligned.
Given two sequences X = x 1 x 2 . . . x m and Y = y 1 y 2 . . . y n , of lengths m and n, respectively, a syntenic global alignment of X and Y includes matches, mismatches and indels involving symbols of X and Y that fall inside highly conserved and conserved regions of these sequences. Additionally, it deals with symbols of X and Y that compose regions of these sequences where no conservation is expected. An example of a syntenic global alignment is shown in Fig. 2 . Matches, mismatches and indels inside highly conserved blocks (resp.(or) conserved blocks) are represented by columns with the symbols '|', '/', '-' (resp. ':', '\', '∼'). The unconserved blocks are represented by the symbol '*'. Let w (resp. w ) be a scoring function that assigns real values for pairs of characters lined up in highly conserved blocks (resp. conserved blocks). Additionally, let g and h (resp. g and h ) be real values associated, respectively, with the first and subsequent spaces in a gap of length l > 1 inside a highly conserved block (resp. conserved block). Finally, let d be a real value corresponding to a cost of each unconserved block. Given these definitions, the score of a syntenic global alignment A is the sum of the values of each match, mismatch, gap and unconserved block in this alignment. With these definitions in mind, the problem we consider is the following: given two sequences X = x 1 , x 2 , . . . , x m and Y = y 1 , y 2 , . . . , y n , find an optimal syntenic global alignment of X and Y , that is, a syntenic global alignment of these sequences with a maximum score.
Like most of the alignment algorithms in the literature, the one proposed in this work is based on the dynamic programming approach. Given two sequences X and Y , an optimal syntenic global alignment between these sequences can be found by making use of seven matrices H, S, S , I, I , D and D , where: From the above definitions, the following recurrences can be used to compute the matrices H, S, S , I, I , D and D .
After filling out these matrices, the score of an optimal syntenic global alignment will correspond to the maximum value
. An optimal syntenic alignment can be recovered by a traceback process. Starting from the entry where the optimal score is located, we proceed to the cell from which it was derived, and continue in this way until the first row or column of any matrix is reached.
The correctness of our approach is based on the properties of overlapping problems and optimal substructure (at the blocks level) exhibited by the problem. This fact, jointly with the observation that every position [i] [ j] of each matrix can be computed looking at a constant number of previous entries and taking the maximum for each case, ensure that an algorithm based on the above recurrence returns in polynomial time an optimal syntenic global alignment of the input sequences. Since our approach involves only the computation of 7mn values, one for each cell of the matrices S, S , D, D , I, I and H , an optimal syntenic global alignment can be found in O(mn) time and space.
It is worthwhile to note that the results of our approach are strongly dependent on the scoring function w and on the values of g and h. Given the different degrees of conservation associated with the regions that align inside highly conserved and conserved blocks, the values of g and h need to be greater than the values of g and h , respectively. Mismatches inside a highly conserved block must also have a greater cost than that associated with mismatches inside a conserved block. The syntenic global alignment of Fig. 2 , for example, was calculated by means of a scoring function with these properties. In fact, it is an optimal syntenic global alignment of the given sequences.
Application to the gene prediction problem
Several works in the literature state that the exons of eukaryotic genes tend to be more conserved than its introns, which in turn are more conserved than the intergenic regions. The different levels of conservation between these regions lead to a direct application of the syntenic global alignment to the gene prediction problem. Given two orthologous sequences, the goal is to find an optimal syntenic global alignment between them. Segments of these sequences aligned inside highly conserved and conserved blocks of the resulting alignment would correspond to the exons and introns of the searched genes, respectively. The stretches aligned inside unconserved blocks would correspond to the intergenic regions of the input sequences.
Unfortunately, the use of our algorithm in its plain version can only give some insights about the localization of the exons encoded in the input sequences. To achieve practical results, some biological hints must be incorporated into our approach. In the following we describe some parameters and modifications we introduced to the recurrences in order to achieve better results in real-world instances of the gene prediction problem.
First of all, it is worthwhile to note that eukaryotic genes, with rare exceptions, start and end with an exon. Given this fact, the score of a best alignment ending in a conserved (intronic) region cannot be calculated from the score of a best alignment ending in an unconserved (intergenic) region of the input genomic sequences. In other words, a position (i, j) of the matrix S can only be calculated by choosing the maximum between Some properties related to the splicing sites can also be helpful in the gene prediction task. It is well known that most real acceptor (resp. donor) sites include the dinucleotides AG (resp. GT). Taking this into account, the score of a best alignment ending in the first position of a possible exon (resp. intron) can only be calculated in the presence of the dinucleotides AG (resp. GT) in both sequences. Furthermore, given the importance of the splicing sites during the protein synthesis process, they tend to present a high degree of conservation. This allows us to consider only the matrix S to fill the matrices S , D and I . In the same way, only the matrix S will be used to fill the matrices S, D and I . This means that we are not interested in alignments where the corresponding splicing sites (one from each sequence) do not align exactly.
Finally, it is also well known that most true start sites (resp. stop sites) include the codon ATG (resp. TAA, TAG, TGA). Consequently, the score of a best alignment ending in the first (resp. last) position of the searched gene can only be calculated in the presence of the codon ATG (resp. TAA, TAG, TGA) in both sequences.
Given the large number of false-positive splicing sites where all the dinucleotides AG/GT are taken as potential acceptor/donor sites, a preprocessing step of the input sequences becomes necessary in order to identify the most promising ones. In other words, in this step we are searching for dinucleotides AG/GT with high probability (loglikelihood score) of being true splicing sites. Given a genomic sequence, the log-likelihood score P of each possible splicing site can be calculated using the conditional probability matrices described by Salzberg in [40] . These values are thus The observations above and all the restrictions to the filling of the matrices S, D, I and H imposed by them are represented in Fig. 3 , where each square represents a dynamic programming matrix. A directed edge between two squares means that the matrix represented by the square on the end point can only be filled by using the values from the matrix represented by the square at the start point of the edge. Finally, labels in the directed edges represent the need for some specific site in the sequences.
Despite all of the modifications proposed so far in order to couple the syntenic global alignment and the gene prediction problem, our approach still suffers from a problem called the mosaic effect. Suppose that we have a sequence including a number of pairs of high probably acceptor and donor sites which lie close to each other. If a sequence that is bordered by the splicing sites of one such pair presents a high degree of conservation, it has a high probability of being labeled as an exon by our approach. The same problem occurs when we have a conserved sequence bordered by a start and a stop codon. In this case, our approach will predict a small (and probably false) gene in the input sequences. In order to overcome the mosaic effect, two additional parameters, a and b, are used. The first one represents a cost for entering an exon coming from an intron (a cost to use the value of the matrix S to fill the matrices S, D and I ). The parameter b is a cost for entering an exon coming from an intergenic region (a cost to use the value of the matrix H to fill the matrices S, D and I ).
Experimental results
We used the above ideas in the implementation of a new comparative-based gene prediction tool. Our program, called Exon_Finder2, 1 takes as input two sequences in FASTA format and returns the locations of the exons predicted in these sequences. These locations correspond to the start and end positions of each highly conserved block in the corresponding syntenic global alignment.
In order to evaluate our approach, Exon_Finder2 was tested on two benchmarks that include a number of pairs of single gene sequences from human and mouse. The first benchmark was used to compare our approach with some other gene finding programs. In this case, the values of the parameters used by our program were estimated in accordance with the number and length of exons in each pair of sequences. The second benchmark was used to assess the significance of our approach on a real world situation, in which the biologist would not know how to select the parameters properly. Details about these benchmarks and the results achieved by our approach will be given in Sects. 3.1 and 3.2 respectively.
To assess the accuracy of the programs, we made use of the following measures introduced by Burset and Guigó in [8] . In what follows, the term "predicted" will refer to the information about the genes retrieved by the programs, whereas the terms "annotated" and "really" will refer to the information about the genes as found in the databases. has been introduced to summarize sensitivity and specificity in a single measure. At the exon level, the average A v = (Sp e + Sn e )/2 is used instead.
In the above definitions, TP (true positives) is the number of really coding nucleotides correctly predicted as coding, TN (true negatives) represents the number of really non-coding nucleotides correctly predicted as non-coding, FP (false positives) is the number of really non-coding nucleotides incorrectly predicted as coding and FN (false negatives) is the number of really coding nucleotides incorrectly predicted as non-coding. On the level of complete exons, one defines NCE as the number of correctly predicted exons, NPE as the number of predicted exons and NAE as the number of annotated exons. Here, like Burset and Guigó, we consider an exon as correctly predicted when both its limits are identical to the limits of an annotated exon in the input sequences. About the predicted exons whose limits are different from the limits of an annotated exon, we will refer to them as mispredicted exons (when there is some intersection between the predicted exon and an annotated exon) or overpredicted exons (when there is no intersection between the predicted exon and an annotated exon).
Comparison with previous approaches
Our approach was first evaluated on a benchmark whose sequences were taken from the dataset used by Jareborg et al. [37] in the training and testing of the SGP-2 gene prediction program (IMOG and SCIMIT dataset). All the genes encoded in each of these sequences were evaluated experimentally and the sequences themselves have been used as a standard set to the evaluation of earliest comparative-based gene prediction programs. Detailed information about these sequences is shown on Table 1 .
For a better insight into the accuracy of our program, the results of Exon_Finder2 were compared with those achieved by the other three comparative-based gene prediction tools, namely Utopia [5] , Progen [35] and Agenda [46] . All of these programs were run with their suggested default parameters.
The average values of specificity and sensitivity achieved by our program, at both nucleotide and exon levels, are shown in the first line of Table 2 .
The values in Table 2 show that 85 % of the nucleotides predicted as coding by Exon_Finder2 are in fact coding nucleotides. This value of specificity is similar to that obtained by Utopia but it also shows that our program is less specific at the nucleotide level than Agenda and Progen. With respect to the value of sensitivity at the nucleotide level, Table 2 shows that 93 % of the really coding nucleotides were correctly predicted as such by our program. This value of sensitivity is greater than that achieved by Agenda, but less than that achieved by Utopia and Progen. With respect to the behavior of Exon_Finder2 at the exon level, it outperforms Utopia with a 16 % improvement of the exon specificity and a 5 % improvement of the exon sensitivity. Our program also Pair Pair identification, Seq1 accession field of the first genomic sequence, Seq2 accession field of the second genomic sequence, LG1 length of the first genomic sequence, LG2 length of the second genomic sequence, NE number of exons outperforms Progen with a 16 % improvement of the exon specificity, but in general it is less accurate than Progen and Agenda at the exon level. The low value of specificity obtained by our approach at the nucleotide level is mainly due to the number of nucleotides that were incorrectly predicted as coding at the boundaries of the annotated exons in the sequences, where the rate of conservation is relatively high when compared with that presented by the intronic and intergenic regions. This problem becomes more evident when the first and last exons of the genes are considered. The pair H4, which includes the sequences M16707 and V00753, is a useful example of this drawback. Both of these sequences encode a gene with a single exon. They start at the positions 613 and 258 and end at the positions 924 and 569 of M16707 and V00753, respectively. The single-exon gene predicted by Exon_Finder2 starts at the positions 477 of M16707 and 115 of V00753 and ends at the correct positions 924 and 569 of these sequences. Looking at the alignment of M16707 and V00753 constructed by our program, we can see a high degree of conservation at the 5 -UTR regions of the target genes (Fig. 4) . This fact, in conjunction with the presence of a start codon (ATG) on both sequences, leads to the prediction of genes starting about 140 nucleotides earlier than their real start positions. Figure 5 shows a graphical representation of some mispredicted exons spanning out of the intergenic and intronic regions of the sequences M16707 and X05153.
Despite the satisfactory values of specificity and sensitivity at the nucleotide level, Exon_Finder2 performs poorly at the exon level. One thing that contributes to the low value of specificity at the exon level is the number of exons overpredicted by our approach. From a total of 384 predicted exons, 57 have no intersection with an annotated exon. Some of these predicted exons are located outside the genes. A useful example of this drawback is the pair that includes the sequences M68519 and S48768. In each one of these sequences, two additional exons that do not have intersection with the annotated ones were overpredicted by our program. Both of these exons are located outside the corresponding genes. This fact leads to a unsatisfactory value of specificity of Exon_Finder2 at the exon level. Only 54 % of the predicted exons are in accordance with annotated exons. Figure 5 shows a graphical representation of some overpredicted exons inside the intergenic regions of the sequences L15533, M68519, M96759 and X03072.
Regarding the sensitivity of our approach, only 57 % of annotated exons were correctly predicted by our tool. The large majority of missed exons correspond to small and unconserved ones. This occurs, for example, with the first exons in the sequences M96264 and U41282. Both of them are small exons, and the corresponding global pairwise alignment shows a number of consecutive spaces.
Automatic parameter setting
In addition to the tests whose results were detailed in the previous section, other experiments were made in order to best evaluate the practical usefulness of our approach. To this end, we create a benchmark from the human chromosome sequences of the ENCODE (ENCyclopedia of DNA elements) project [11] . These sequences span 1 % of the human genome sequence and the corresponding annotation [16] has been used as the "golden standard" to assess the performance of computational methods developed for the identification of functional elements.
The new pairs of sequences used as input of our program were constructed in the following way. From the sequences ENm001, ENm002, ENm003, ENm004, ENm005, ENm006 and ENm007, we chose all the annotated (VEGA-Known) protein-coding genes with maximum length 5,000bp and no alternative splicing. At the second step, a homologous for each of these genes was taken from the HomoloGene Database [48] . To each sequence obtained, we left 100 bp of intergenic region at their 5 and 3 side. A total of 20 pairs were obtained following these criteria. Details of each one of these pairs can be viewed in Table 3 .
Different from the previous round of tests, when the parameters of the program were tuned manually, with this new benchmark it was done automatically by means of a genetic algorithm. The quality of the results on each round of this algorithm was evaluated based on the correct positions of the exons on the homologous sequence. Our idea was to test an automatic parameter choice, which would probably be used Pair Pair identification, Seq1 geneID of the first genomic sequence, Seq2 geneID of the second genomic sequence, LG1 length of the first genomic sequence, LG2 length of the second genomic sequence, NE number of exons by a biologist in a real-world application. In this case, given a sequence where one gene exists, the first step would be to search for a homologous of it and run our program using in a useful way some information concerning the homologous gene.
The values of specificity and sensitivity achieved in this case are presented on Table 4 .
As it can be seen, the results of Exon_Finder2 on this round of tests are a little bit better than that obtained with the first benchmark. From a total of 65 real exons, 46 were correctly predicted by our approach. Moreover, from the 86 exons predicted by our approach, 25 have no intersection with a real exon. From these, 13 are located inside the intronic regions of the input sequences and 12 are located outside the gene. Interestingly, all but three of the 12 exons overpredicted outside the genes are located at their 3 -intergenic regions. About the 13 exons overpredicted inside the intronic regions of the input sequences, they correspond to small exon of average length 26 bp.
These further results show that our approach can be successfully used in the task of gene finding, especially if combined with modifications to incorporate biological information and with the use of an automatic tool to tune the various parameters involved.
Discussion
Despite its practical importance and the number of methods developed to date, the gene identification remains an open and interesting problem. Given the increasing number of homologous sequences in the databases and the assumption that the exons tend to be more conserved than the introns inside a genome, comparative-based gene prediction programs start to be extensively used in the task of gene identification. In this work we presented a new gene prediction tool, whose implementation is based on a new type of alignment proposed by us and called syntenic global alignment.
Unlike classical alignments, the syntenic global alignment is composed of three types of blocks: highly conserved, conserved and unconserved blocks. The score of a syntenic global alignment is the sum of the values of each match, mismatch, gap and unconserved block in the alignment. An optimal syntenic global alignment of two input sequences can be constructed by means of an algorithm that makes use of seven dynamic programming matrices. In order to evaluate the applicability of the syntenic global alignment, the corre-sponding algorithm was used in the development of a new tool to the gene prediction problem called Exon_Finder2.
Regarding the first experimental results, the outcomes were quite promising considering the fact that our method uses only information about the different rates of conservation related to the regions of the input sequences. The main drawback of our approach is due to the existence of well conserved regions outside the target genes. This leads to a number of overpredicted exons and additional bases incorrectly identified as coding at the 5 -UTR and 3 -UTR regions of the annotated genes and, consequently, to a low value of specificity and sensitivity at the exon level. Further tests were performed with the parameters being automatically tuned by a genetic algorithm. Similar results for specificity and sensibility were obtained, showing that our approach can be successfully used in the task of gene finding.
One way to obtain better results with the proposed tool in the context of the gene prediction problem is to use statistical information that can give better insights into the localization of the real start and stop codons in the sequences. Additional information, such as reading frame and codon usage, can also be incorporated into the Exon_Finder2 in order to improve its results. These works are in progress in the hope that better values of specificity and sensitivity at both the nucleotide and the exon level can be achieved in the future. The study of other applications to the syntenic global alignment is also a promising object of research.
