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Introduction
Producers face various risks in their revenues due to unexpected changes in prices and quantities caused by exogenous factors such as adverse weather, crop pests or diseases, and unpredictable changes in demand. With the initiation of agricultural insurance markets in Europe over 200 years ago, there has been a rapid expansion in the range of agricultural insurance products, especially in the last 50 years (Smith and Glauber, 2012) . The U.S. crop insurance program, the world's largest in volumes of premiums and liabilities, expanded rapidly over the past 20 years with liabilities in excess of $100 billion (RMA, 2015) . Also, in many developing countries, governments and development agencies have been increasingly involved in the support of crop insurance in recent years to protect their agricultural sectors against risks (Mahul and Stutley, 2010) . Despite global expansion of crop insurance programs, little is known about how crop insurance affects farm survival. This article investigates how crop insurance affects disinvestment and exit decisions of farms using a farm-level dataset from Kansas Farm Management Association (KFMA). As a leading U.S. producer of arable crops, Kansas produced about 20% and 50% of total wheat and grain sorghum in the U.S. in 2010 (Guesmi et al., 2015) . By exploring a farm-level panel dataset, we provide empirical evidence on significant impacts of crop insurance on farm disinvestment and exit decisions from parametric and semi-parametric estimations.
Crop insurance expanded with substantial increases in premium subsidies and product developments (Glauber, 2013) . Several legislative changes over the last two decades have increased premium subsidy rates and have stimulated the developments of crop insurance products. For example, the Crop Insurance Reform Act of 1994 and the Agricultural Risk Protection Act of 2000 increased the premium subsidy rate for 65% coverage rate from 30% to almost 60% (O'Donoghue, 2014) . Also, newer crop insurance products such as revenue-based products and area-based index products have been introduced and marketed to the U.S. farms.
A real option theory, pioneered by Dixit (1989) , provides two important implications on the effects of crop insurance on farm disinvestment and exit decisions. First, assuming that farms face stochastic revenue streams, the theoretical framework of Dixit (1989) implies that if the revenue becomes less volatile then disinvestment or an exit would occur at higher revenue thresholds. Second, if the expected value of the revenue increases then the disinvestment or the exit would occur at lower revenue. Subsidized crop insurance reduces variabilities of farm revenues but also increases the expected values of farm revenues by providing premium subsidies which eventually translated to the increased expected farm revenues. Therefore, the empirical assessments of whether subsidized crop insurance deters farm disinvestment and exit decisions would provide important economic insights. 1 The changes in credit uses and farm leverages as responses to the availability of subsidized crop insurance affect the likelihoods of farm disinvestment and farm exits. Risk-balancing theory implies that the risk-reducing government policies would increase the debt financing and farm leverages (Gabriel and Baker, 1980; Collins, 1985; Featherstone et al., 1988) . Subsidized crop insurance, therefore, is expected to have positive effects on farm debt uses and leverages. Ifft et al. (2015) provide the empirical evidence of this risk-balancing theory. Yet, how the increases in farm debt uses and leverages affect the likelihoods of farm disinvestment and farm exits is to be determined by empirical analyses.
We next describe how we contribute to the existing literature on farm disinvestment and exit. We then illustrate our empirical approaches, data and variables we use. Next, we present our estimation results followed by the description of our sensitivity analyses and the implications. Finally, we conclude with the insights from our empirical findings.
How crop insurance affects farm disinvestment and exit decision
Several previous researches have found that the probabilities of farm disinvestment and exits are lower in the presence of the decoupled subsidies (e.g., Kazukauskas et al., 2013; Serra et al., 2009; Key and Roberts, 2006) while others find that relying on government subsidies lead to the faster rate of exits (e.g. Goetz and Debertin, 2001) or find the government subsidies induce increased debt uses and higher finance risk (e.g., Gabriel and Baker, 1980; Collins, 1985; Featherstone et al., 1988) . Although both subsidized crop insurance and decouple government subsidies are risk-reducing policies and the lessons from the decoupled government subsidies are insightful for analyzing the effects of subsidized crop insurance, there are important differences, such as sign-up processes and the degrees of risk reduction, and thus, it demands more rigorous analyses on the effects of subsidized crop insurance.
Crop insurance can lengthen farm survival by providing indemnity payments when farms have financial shocks from declines in crop prices or yields. 2 This argument is supported by previous studies that find the positive effects of financial constraints or distress on the probability of firm exits (e.g., Vartia, 2004; Bridges and Guariglia, 2008; Musso and Schiavo, 2008; Holmes et al., 2010) . Musso and Schiavo (2008) find that financial constraints, a synthetic index incorporating seven different variables such as size, profitability, liquidity, cash flow generating ability, solvency, trade credit over total assets and repaying ability significantly impact the probability of exiting the market. Vartia (2004) indicates that financial distress in Finnish manufacturing reduce the probability of firm survival. For the firms in the United Kingdom, Bridges and Guariglia (2008) show that lower collateral and higher leverage increase the probability of firm failure and Holmes et al. (2010) find lower interest rates lengthen firm survivals.
However, the prediction from the real option theory is ambiguous. The framework of Dixit (1989) indicates that reducing the variability of a stochastic revenue stream would increase the exit or disinvestment thresholds and increasing the expected value of a stochastic revenue would lower the exit or disinvestment thresholds. From the experimental data, Musshoff et al. (2012) find supporting empirical evidence of the real option theory. Thus, the rigorous empirical assessment on the effects of crop insurance on disinvestment and exits of farms is necessary.
Also, the availability of crop insurance may have little impact on farm survivability since there are other existing risk management tools besides crop insurance. For example, the government offers disaster assistance to help producers recover financially from natural disaster 2 Previous studies also have established conceptual frameworks for the role of risk management tools. Risk management can assist in reducing costs (e.g., financial distress where a firm is unable to repay debt) by providing a producer with stable internal cash flows which could allow them can take advantage of lower costs of external financing (Froot et al., 1993) . Cornaggia (2013) argues that risk management could positively affect the value of a firm through improved productivity.
events. The continuation of ad hoc disaster assistance has prevented the need for crop insurance adoption (Harwood and Novak, 2001) and this is consistent with Innes (2003) , which argues ex ante crop insurance deters ex post disaster relief. Additionally, producers have other means to manage risk, such as contracts, diversification, government programs, off-farm income, savings, and storage.
There have been several studies that have explored other factors that influence farm survival. These factors include farm characteristics (e.g., Kimhi and Bollman, 1999; Weiss, 1999; Glauben et al., 2006; Breustedt and Glauben, 2007) , subsidy decoupling (Kazukauskas et al., 2013) , marketing strategies (Foltz, 2004) , state aid (Heim et al., 2017) , cooperative extension (Goetz and Davlasheridze, 2017) , and government payments (Ahearn et al., 2005; Key and Roberts, 2006) . However, little is known how crop insurance affects survival of individual farms. This article contributes to this literature as it is the first to assess the effect of crop insurance on the likelihood of disinvestment and farm survivability.
Empirical approaches
For our empirical analysis, we focus on two outcomes: a) the likelihood of disinvestment, and b) farm survival rates. We conduct two separate analyses for each outcome with different empirical strategies. For analyzing the impact of crop insurance on the likelihood of disinvestment, we utilize a dynamic panel model to incorporate the dynamic nature of disinvestment and to control for farm-level unobservables. We use duration models to investigate the impact of crop insurance on farm survival. The results from the two analyses complement each other.
Dynamic panel model
We specify the dynamic panel model as
where y it is the disinvestment status for farm i in year t, CI it is a measure of crop insurance for farm i in year t, and X it is a vector of control variables. For farm i in year t, we define disinvestment as
where Asset is defined as the value of non-current assets such as buildings, machinery, land, or other farm-related properties. For the crop insurance variable, we consider three different measures: a) insured in the year before, i.e. CI it = 1 if farm i was insured in year t and CI it = 0 otherwise, b) the number of years insured during the last three years, and c) the number of years insured during the last five years. We also control for other possible factors affecting farm disinvestment. The vector of controls, X, includes the age of the operator, years operated, lags of the ratio of labor dedicated to crop production over labor dedicated to livestock production, the ratio of owned land over total land, non-farm income, log of total crop acres, and debt-to-asset ratio.
If farm-specific unobservables that are correlated with crop insurance decisions affect the farm disinvestment, then the estimates would be inconsistent. The panel fixed-effect approach can mitigate the endogeneity. 3 However, with small numbers of time periods, the fixed-effect estimates of equation (1) in levels would be biased and inconsistent since the lagged dependent variable becomes endogenous, i.e. Nickell bias (Nickell, 1981) . Thus, similar to Bernard and Jensen (2004) , we estimate the equation (1) with the first-difference model by Generalized Method of Moments (GMM) of Arellano and Bond (1991) . The GMM estimator of Arellano and Bond (1991) uses moment conditions formed from the first-differenced errors and the instruments, which are the lagged levels of the dependent variable.
Finally, we test for reverse causality by estimating
for all three different measures of CI it . If we fail to reject the null of α 1 = 0, it is unlikely that the reverse causality is driving the estimation results of equation (1).
Duration model
In order to estimate the impact of crop insurance on farm survival, we utilize duration models, a nonparametric model, Kaplan-Meier survival curve, and a semi-parametric model, Cox proportional hazard model. For survival analysis, we restrict our samples to the farms who were observed at least in years 1995 and 1996 and use the year 1996 as the base year.
We chose the year 1996 as the base year since there has been a significant policy change between 1995 and 1996. The Crop Insurance Reform Act of 1994 required farms to participate in the federal crop insurance program in order to be eligible for farm bill commodity programs. The mandatory provision of crop insurance was later repealed in 1996. Therefore, farms were required to have crop insurance to receive government payments in 1995, but not in subsequent years. We investigate survival rates for farms that instantly opted out from the federal crop insurance program in 1996 and subsequent years versus farms that continuously participated.
Cox proportional hazard model (Cox, 1972) mitigates the standard right censoring problem, i.e. we do not observe the exit of farms those who did not exit at the end of the time frame. 4 For a farm that survived until time t, the conditional probability of exiting after time t is called a hazard function and is displayed as follows:
where h 0 (t) is the baseline hazard function, D i is a variable equal to one if farm i is in the treatment group and equal to zero otherwise, X i is a vector of control variables. We define treatment (control) in the following three ways: 1) if farm i had purchased (not purchased) crop insurance for every (any) year since 1996, 2) if farm i had purchased (not purchased) crop insurance consecutively for five years since 1996, and 3) if farm i had purchased (not purchased) crop insurance consecutively for three years since 1996. Note that the Cox proportional hazard model is a semi-parametric model consisting of both nonparametric, h 0 (t), and parametric components, exp(γD i + ΓX i ).
There exists an identification challenge since treatments are not randomly assigned. Farm characteristics such as crop acreage, non-farm income, and debt-to-asset ratio may affect both farm survival and crop insurance purchase. For example, Sherrick et al. (2004) find that the likelihood of purchasing crop insurance is likely to be higher for farms that have larger crop acreage and more highly leveraged and older producers with less tenure. To control for the possible systematic differences between farms that purchased crop insurance and those that did not purchase crop insurance, farm characteristics can be used as control variables. An alternative approach is to use the Propensity Score Matching (PSM) methods. We utilize both approaches in this analysis.
For the PSM, we match treated farms to similar control farms based on the similarities of the selected farm characteristics. We use a set of explanatory variables in 1995 to estimate the propensity scores since the decision whether to purchase crop insurance in the year 1996 or subsequent years is likely to depend on the charateristics of the year 1995. The propensity score is the probability of being assigned into a treatment group given pre-treatment characteristics. According to Rosenbaum and Rubin (1983) , if a potential outcome is independent of a treatment conditional on a vector of covariates, Z, (CIA: conditional independence assumption), the outcome is independent of the treatment conditional on the propensity score, the probability of receiving treatment. It can be expressed as:
where y 0 is outcome for the treatment group, y 1 is outcome for the control group, p(Z) is the propensity score, Z represents observable characteristics, and D denotes treatment. The propensity score, p(Z), can be estimated by a logit model for the likelihood of being assigned into the treatment group with a set of explanatory variables that may affect the likelihood:
which is the propensity score is the conditional probability of purchasing crop insurance given pre-treatment characteristics Z. 5 The nearest neighbor matching algorithm is employed and we use one-to-one matching and sampling with replacement. A caliper is the distance which is acceptable for any match. If an observation is outside of the caliper, it is dropped from the sample. Even though a large number of observations are likely to be dropped from the sample as the caliper gets small, the small caliper allows a researcher to match observations with more similar characteristics (Bellemare and Novak, 2016) . Three different caliper sizes used in this study include: 1) a caliper size of 0.25 standard deviation (PSM 1), 2) a caliper size of 0.1 standard deviation (PSM 2), and 3) a caliper size of 0.01 standard deviation (PSM 3).
Using the propensity score, Prob(D = 1|Z), the impact of crop insurance on survival year can be estimated. The estimated impact of the treatments on farm survival rates, which is estimated by the Cox proportional hazard model after matching, is analogous to the average treatment effect on the treated (ATT) and it is interpreted as the average causal effect of crop insurance treatment per the propensity score theorem and CIA (equation (5)).
Because the outcomes of pre-treated are identical to those of post-treatment in survival analyses, it is not feasible to check the parallel trend of the post-matching data. Thus, we conduct a placebo test using data from a different period by creating pseudo-treatment and pseudo-control groups to check the robustness of our results. For the placebo test, we use data from 1982 to 2001. 6 Although we do not have a crop insurance variable in 1982, the crop insurance participation rate was extremely low due to limited availability and a low subsidy (Glauber, 2013) . We mimic our main analysis using 1982 data by creating a pseudo-treatment group and a pseudo-control group. If we find statistically significant differences in farm survival rates between the pseudo-treatment and the pseudo-control, our estimated impact of crop insurance is in fact caused by the systematic differences in unobservables because the pseudo-treatment and the pseudo-control do not received different crop insurance treatments. 7 To create the pseudo-treatment and the pseudo-control group, we first obtain propensity scores of being treated for each farm in 1982 using the estimated coefficients from the estimation of equation (6) with 1996 data. Based on the propensity scores in 1982, we match these farms with the treatment group and the control group in 1996, respectively. Therefore, farms in 1982 with similar propensity scores as the treatment group in 1996 are defined as the pseudo-treatment group and the farms in 1982 with similar propensity scores as the control group in 1996 are defined as the pseudo-control group.
Data and variable descriptions
A farm-level panel dataset from the Kansas Farm Management Association (KFMA) is used in this analysis. KFMA collects detailed accounting and production information from its members such as farm characteristics, crop and livestock production, farm income expenses, depreciation, assets and liabilities, and non-farm income, and expenses, non-farm assets and assets and liabilities. 8 Table ( 1) reports the descriptive statistics for the key variables from 1993 through 2015. Note the year 1993 is the first year that KFMA reports the crop insurance expenditure data. Approximately three-quarters of farm-year combinations reduce non-current asset from last year and about 70% of the farm-year combinations were insured throughout the sample period. The average number of insured years within the last 3 and 5 years are 2.4 and 4 years. Figure  1 presents numbers of non-insured and insured farms over the period. The proportion of farms who were insured generally increases over time, while the total number of farms gradually declines over time.
[ Table 1 The definition of farm exit is crucial in farm survival analyses. Key and Roberts (2006) use Census of Agriculture data that included all U.S. farms. They define a surviving year as how long the farming operation has been operating before the farming operation no longer appeared in the Census data. Using data from the French Administrative Direction of Statistics (INSEE), Bontemps et al. (2012) define a cheese firm as out-of-business if it is no longer observed in the dataset. The underlying assumption of these papers is that if firms no longer respond to the government survey then they are considered out-of-business.
Producers who participate in KFMA may not renew their annual membership, for unknown reasons, but continue to operate their farm. Table ( 2) presents how long a farm consecutively left the KFMA and comes back for each different starting year from 1995 to 1999. If a farm left the dataset more than two times, we count the longest consecutive missing years. The average length of consecutive missing years was between 2.44 to 2.74. This suggests that if a producer does not renew their membership (i.e., disappeared from the KFMA dataset) for more than two years from the last analysis year, 2015, it is more likely that the farm has exited the business rather than temporarily left the KFMA. Therefore, this study defines farm exit as a farm not actively participating in KFMA for more than two years from the last year in the analysis, 2015, to take into account the temporary absence of some farms in our data. In other words, we assume a farm has survived even though the farm has not been observed in the KFMA dataset after 2013.
[ Table 2 about here.] Table ( 3) illustrates how farm exits are defined in this study. An exitor and a stayer are defined based on the years of absence from the last participation year, 2015, in KFMA. Farms 1-3 are considered a stayer since Farm 1 did participate in KFMA all years, Farm 2 and Farm 3 did not participate in KFMA for one and two years, respectively, from the last participation year, 2015. Farm 2 and Farm 3 are likely to reappear in the KFMA dataset rather than exiting farming since participating KFMA members temporarily left the dataset for two years on average. On the other hand, Farm 4 and Farm 5 are treated as an exitor as they did not participate in KFMA for three and four years from the last participation year, 2015, respectively. We assume those farms exited the business.
[ Table 3 about here.] To test whether exits from the dataset can be a good proxy for farm exits, we check the correlation between farm disinvestment and the exits from the dataset. Kazukauskas et al. (2013) state that capital disinvestment is a sign that a farm has started the gradual process of the exit by reducing its capital stock and the level of production, which leads them to use farm disinvestment as a proxy for farm exit. Therefore, we can conclude that exits in the dataset is a proxy for farm exits if exits in the dataset are correlated with farm disinvestment. Table 4 reports the result from the fixed-effects regression with the binary indicator of whether a farm exited from the dataset after year t as the dependent variable and the current and the lags of the indicator variable of non-current asset reduction. There is a statistically significant relationship between the exits from the dataset and the likelihood of asset reduction, i.e. disinvestment. The result strengthens our assumption that the exits in the dataset can be treated as farm exits.
[ Figure 2 plots the variation of the non-current asset reduction and the ratio of farms that purchased crop insurance over time. While the pattern is not obvious, it reflects a negative relationship between the fraction of farms that reduce non-current asset from the last year, which declines over time, and the ratio of farms purchasing crop insurance, which gradually increases over time.
Estimation results

Impacts on farm disinvestment and years survived after being treated
[ Figure 2 about here.] Table ( 5) reports estimation results of impact of crop insurance on farm disinvestment described in equation (1) using the data from 1993 -2015. Column (1) reports the estimation results where the variable of interest is a binary variable indicating whether a farm was insured in the last year. Column (2) and (3) report the estimation results where the variable of interest is the number of insured years during the last 3 and 5 years.
For all measures of crop insurance status, the results suggest that the crop insurance reduces the probability of a farm reducing non-current asset. The insignificant effect when crop insurance is measured as whether a farm was insured in the last year or not is suspect to be due to the lack of variations and the variations are getting smaller as year goes. When the crop insurance is measured as the number of insured years during the last 3 or 5 years, we find statistically significant impacts of crop insurance on the likelihood of farm disinvestment. This finding is consistent with the literature that finds the negative effect of risk-reducing government policies on the likelihood of farm disinvestment.
[ Table 5 about here.]
As described in the section 3.1, we test for the reverse causality, for example, a possibility of farms who are likely to reduce assets tend not to purchase crop insurance by estimating equation (3). Table (6) shows the result. Column (1) reports the estimation results where the dependent variable is a binary variable indicating whether a farm is insured in the next year. Column (2) and (3) report the estimation results where the dependent variable is the number of insured years during the next 3 or 5 years. Table ( 6) shows that none of the coefficients on non-current asset reduction are statistically significant or have magnitudes that are large enough to be economically important. 9 [ 
Survival rates
We begin this section by presenting systematic differences between treatment and control group. Table (7) presents summary statistics of selected farm characteristics used in the duration model for the two groups: 1) farms with crop insurance (treatment), and 2) farms without crop insurance (control) across three different definitions of treatment in 1996. Across all definitions, farms with crop insurance are more likely to stay in business longer. In addition, 9 Including more lags of the non-current asset reduction variable do not change the conclusion. farms with crop insurance have larger total crop acres, younger operators, higher percentage of labor devoted to crops, lower ratio of owned acres to total acres operated (tenure), and higher debt-to-asset ratio. If these variables, which are correlated with the crop insurance purchasing decision, are affecting farm survival rates, it will lead to a biased estimate of the effect of crop insurance on farm survival.
[ Table 7 about here.]
Table (8) reports the results of the logit estimation of equation (6). Across all three different definitions of treatment, farms with larger total crop acres are more likely to purchase crop insurance. As producers specialized in crop production, they tend to purchase crop insurance. In addition, farmers with higher financial leverage are more likely to purchase crop insurance.
[ With the definition of farm exit in the section 4, figure 3 provides nonparametric estimation results (Kaplan-Meier survival curves) when D i is equal to one if farm i had purchased crop insurance every year since 1996 (Treatment 1). Farm survival probability is estimated for the treatment group and the control group for the 20-year window using the unmatched samples (top panel) and the matched samples (bottom panel). If crop insurance purchase decision is positively (negatively) correlated with other factors that increase farm survival rates, the top panel, which is the survival curves from the unmatched sample, may overestimate (underestimate) the impact of crop insurance. We observe that the farms in the treatment group have higher survival rates for the both top and bottom panels. The bottom panel shows that there is an increase in probability of surviving between the two groups after matching. The results suggest there is a positive effect of crop insurance on farm survival.
[ Figure 3 about here.] Table (9) reports results from the Cox proportional hazard model for three different definitions of treatment. Each column reports the effect of crop insurance on the hazard rates for different specifications. The first and second column of table (9) correspond to the model using the unmatched sample without and with covariates. In Columns (3), (4), and (5), we match the sample with three different caliper sizes. Each row presents the impact of crop insurance on farm exit under different periods of treatment. The estimates of crop insurance can be interpreted as the effect of crop insurance on a conditional probability of farm exit.
The first row in table (9), treatment 1, presents the effect of crop insurance on farm exits by comparing farms that had purchased crop insurance every year since 1996 with farms that had not purchased crop insurance any year since 1996. The coefficient in the first column was obtained by estimating the Cox model with the unmatched sample and employing only a single variable, crop insurance. It suggests that a farm with crop insurance is 44.3% (1 − exp(−0.584) = 0.443) less likely to exit than a farm without crop insurance. After matching, the point estimates increase and these estimates suggest that farms with crop insurance reduces the rate of farm exit by 61.7% to 63.0%. The results suggest that estimation with unmatched sample underestimates the impact of crop insurance.
We also investigate the role of crop insurance on farm survival for several different periods of treatment. We do this by changing the definition of treatment: treatment 2, D i = 1 (D i = 0) if farm i had purchased (not purchased) crop insurance consecutively for five years since 1996, and treatment 3, D i = 1 (D i = 0) if farm i had purchased (not purchased) crop insurance consecutively for three years since 1996. We find smaller impacts of treatment with these two definitions. This implies that the crop insurance effect on farm exit is magnified by the length of insured years.
[ Table 9 about here.] Table ( 10) reports the result of the placebo test with the first definition of treatment (Treatment 1). We find no statistically significant differences between the pseudo-treatment and the pseudo-control (Columns 1 and 2). We also find none of our matching schemes derives the estimates to become statistically significant (Columns 3-5). While there are some remaining limitations of this exercise, the result of our placebo test supports the reliability of our results and interpretations.
[ Table 10 about here.]
Conclusion
Although crop insurance programs have grown substantially over the past two decades, the role crop insurance has, if any, on farm disinvestment and exit decision is rarely known. This article investigates the impact of crop insurance on farm disinvestment and exit decisions using the Kansas Farm Management Association (KFMA) farm-level panel dataset.
Our results support the positive and significant effect of crop insurance on farm survival. We find that crop insurance lowers the likelihood of farm disinvestment. The dynamic panel model captures the dynamics of farm investment and controls for farm-specific unobservables and provides reliable estimates of the impact of crop insurance on farm disinvestment. Since farm disinvestment has been widely used as a proxy for farm exit, our results indicate the positive effect of crop insurance on farm survival. The results from the Cox proportional hazard model with Propensity Score Matching find that crop insurance has a negative and significant impact on farm exit. We also test for the possibility of reverse causality and conduct sensitivity analysis and find that our results remain robust.
Our findings indicate that the subsidized crop insurance program deters farm disinvestment and farm exits. Future research that explores the heterogeneous impacts of crop insurance on farm survival varies can inform policy-makers and have better understanding of the economic consequences of the U.S. federal crop insurance program and other crop insurance programs. Note: If a farm disappeared from the dataset more than once, the longest consecutive missing years are counted. Note: Robust standard errors appear in parentheses. Asterisks ***,**, and * denotes significance at the 0.01, 0.05, and 0.10 level, respectively. In specification (1) the result with unmatched sample is presented, specification (2) presents the result with unmatched sample with covariates, and specification (3), (4), and (5) Note: Robust standard errors appear in parentheses. Asterisks ***,**, and * denotes significance at the 0.01, 0.05, and 0.10 level, respectively. In specification (1) the result with unmatched sample is presented, specification (2) presents the result with unmatched sample with covariates, and specification (3), (4), and (5) 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 Non−insured Insured 
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