Abstract. We redefine the Baum-Connes assembly map using simplicial approximation in the equivariant Kasparov category. This new interpretation is ideal for studying functorial properties and gives analogues of the assembly maps for all equivariant homology theories, not just for the K-theory of the crossed product. We extend many of the known techniques for proving the Baum-Connes conjecture to this more general setting.
Introduction
Let G be a second countable locally compact group. Let A be a separable C * -algebra with a strongly continuous action of G and let G ⋉ r A be the reduced crossed product, which is another separable C * -algebra. The aim of the BaumConnes conjecture (with coefficients) is to compute the K-theory of G ⋉ r A. For the trivial action of G, this specializes to K(C * r (G)), the K-theory of the reduced C * -algebra of G. One defines a certain graded Abelian group K top (G, A), called the topological K-theory of G with coefficients in A and a homomorphism (1) µ
which is called the Baum-Connes assembly map. The Baum-Connes conjecture for G with coefficients in A asserts that this map is an isomorphism. It has important applications in topology and in ring theory. The conjecture is known to hold in many cases, for instance, for amenable groups ( [16] ). A recent survey article on the Baum-Connes conjecture is [15] . Despite this evident success, the usual definition of K top (G, A) and of the BaumConnes assembly map has several important shortcomings. At first sight K top (G, A) may seem even more difficult to compute than K(G⋉ r A). We know from experience that this is not the case. Nevertheless, there are also situations where K top (G, A) creates more trouble than K(G ⋉ r A). For instance, most of the work required to prove the permanence properties of the Baum-Connes conjecture is needed to extend evident properties of K(G ⋉ r A) to K top (G, A). The meaning of the BaumConnes conjecture is rather mysterious: it is not a priori clear that K top (G, A) should have anything to do with K(G ⋉ r A) at all. A related problem is that the Baum-Connes assembly map only makes sense for K-theory and not for other interesting equivariant homology theories. For instance, in connection with the Chern character it would be desirable to have a Baum-Connes assembly map for local cyclic homology as well. We shall give an alternative definition of K top (G, A) and the assembly map that addresses these shortcomings.
Our constructions apply to any equivariant homology theory, that is, any functor defined on the category KK G . For instance, we can also apply K-homology and local cyclic homology to the crossed product. Actually, this is nothing so new. Gennadi Kasparov did this using his Dirac dual Dirac method-for all groups to which his method applies. In his approach, the topological side of the Baum-Connes conjecture appears as the γ-part of K(G ⋉ r A) and this γ-part makes sense for any functor defined on KK G . Indeed, our approach is very close to Kasparov's. We show that one half of Kasparov's method, namely, the Dirac morphism, exists in complete generality and observe that it suffices to construct the assembly map. On the technical side, this is the main innovation in this article.
Our approach is very suitable for stating and proving general functorial properties of the assembly map. To illustrate this, we examine some of the permanence results on the Baum-Connes conjecture in our setup. Such permanence properties have been investigated by several authors. In particular, there is a series of papers by Jérôme Chabert, Siegfried Echterhoff and Hervé Oyono-Oyono ( [5-7, 10, 11] ). Both authors of this article have been quite familiar with their work and it has greatly influenced this article. We shall also cover a result of Paul Baum, Stephen Millington and Roger Plymen on direct unions of groups ( [3] ) and a result of Paul Baum and Max Karoubi on the real and complex versions of the Baum-Connes conjecture ( [2] ).
The starting point of this project was the goal of constructing an analogue of the Baum-Connes assembly map for quantum group crossed products. The idea of extending the usual construction in the group case does not seem useful at all because it is not clear whether the resulting analogue of K top (G, A) is computable. Even if we had a good notion of what a proper action of a quantum group should be, these actions would certainly occur on very noncommutative spaces, so that we also have to "quantize" the algebraic topology that is needed to compute K top (G, A) in the group case. The results of this article show clearly what this quantized algebraic topology is. We also get a substitute for proper actions that works better in the quantum group case. Nevertheless, some important algebraic structure is still missing. While it is possible to state conjectures without this additional structure, we can prove almost nothing at the moment. Therefore, we only consider the classical case of group actions for the time being.
We can take the work of the topologists James Davis and Wolfgang Lück in [12] as a blueprint for our construction. They construct the Baum-Connes assembly map for K(G ⋉ r C 0 (X)) for a discrete group G and a locally compact G-space X as follows. A simplicial approximation for a G-space X is a proper simplicial G-spaceX together with a G-equivariant continuous mapX → X that has the following universal property: any map from a proper simplicial G-space into X factors throughX, and this factorization is unique up to G-equivariant homotopy. Given a functor F on the category of G-spaces, one defines its localization by LF (X) := F (X). It comes equipped with a map LF (X) → F (X). This yields the Baum-Connes assembly map for X = ⋆ and appropriate F .
We replace the homotopy category of G-spaces by the G-equivariant Kasparov category KK G , whose objects are the separable G-C * -algebras and whose morphisms A → B are the bivariant groups KK G 0 (A, B) defined by Kasparov . We need some extra structure, of course, in order to do algebraic topology. For our purposes, it is enough to turn KK G into a triangulated category (see [25] ). The basic examples of triangulated categories are the derived categories of chain complexes in homological algebra and the stable homotopy category. They have enough structure to localize and to do rudimentary homological algebra. According to our knowledge, Andreas Thom's thesis [26] is the first work on C * -algebras where triangulated categories are explicitly used. Since this structure is crucial for us and not well-known among operator algebraists, we have devoted an appendix to verifying in some detail that KK G is a triangulated category.
show that KK G (A, B) ∼ = 0 for all B ∈ CC if and only if A ∈ CI . Thus objects of CI correspond to projective chain complexes as defined in [20] . Hence CI-simplicial approximations correspond to projective resolutions in the homotopy category of chain complexes. If we apply a homology theory F to a projective resolution, we get the total left derived functor of F . Thus K top (G, A) appears as the total left derived functor of K(G ⋉ r A) in this picture.
Bernhard Keller's presentation of homological algebra in [20] is quite close to our constructions because it relies very much on triangulated categories. This is unusual because most authors prefer to depend more on the finer structure of Abelian categories. However, nothing in our setup corresponds to the underlying Abelian category. Hence we only get an analogue of the total derived functor, not of the satellite functors that are usually called derived functors. A more serious difference is that there are almost no interesting exact functors in homological algebra. In contrast, the Baum-Connes conjecture asserts that the functor K(G ⋉ r A) agrees with its total derived functor, which is equivalent to exactness in classical homological algebra. Hence the analogy to homological algebra is somewhat misleading.
We can also formulate the Baum-Connes conjecture with coefficients as a rigidity statement. Standard arguments yield that the map LF (A) → F (A) is an isomorphism for all A ∈ KK G if and only if F (A) = 0 for all A ∈ CC. Thus the Baum-Connes conjecture is equivalent to the statement that K(G ⋉ r A) = 0 for all A ∈ CC. Another equivalent statement is that any weak equivalence in KK
. We remark that any object of CC is KK G -equivalent to a G-C * -algebra that is H-equivariantly contractible for any compact subgroup H ⊆ G. Thus the Baum-Connes conjecture holds if and only if K(G ⋉ r A) = 0 for these even more special coefficients. This formulation of the Baum-Connes conjecture with coefficients is completely elementary, involving only homotopy and K-theory.
Given a localizing subcategory of a triangulated category, the notation suggests to localize at it. This localization is also called a derived category because we obtain exactly the derived category if we localize the homotopy category of chain complexes over an Abelian category at the exact complexes. Thus the localization KK G /CC should play an important role. We show that it is isomorphic to the category RKK G (EG) with morphism spaces RKK G (EG; A, B) as defined by Kasparov ([18] ). Here EG is the universal proper G-space. As a consequence, if A is weakly contractible, then p the existence of a simplicial approximation is equivalent to the representability of a certain functor. There are several variants of the Brown representability theorem for triangulated categories that serve exactly this purpose. However, it appears that they do not apply to the category CI itself. Therefore, we replace CI by a smaller category CI 0 which is manufactured such that a representability theorem applies and produces the desired result. It is also useful for other purposes to know that the source of the Dirac morphism lies in a smaller category CI 0 .
A dual Dirac morphism is an element η ∈ KK G (⋆, P) that is a one-sided inverse to the Dirac morphism. Suppose that it exists. Then γ = Dη is an idempotent in KK G (⋆, ⋆). By exterior product, it acts on any A ∈ KK G . We have A ∈ CC if and only if γ A = 0 and A ∈ CI if and only if γ A = 1. The category KK G splits as a direct product KK G ∼ = CC × CI . Therefore, the assembly map is split injective for any covariant functor. If also γ = 1, then CC ∼ = 0, that is, any weakly contractible object is already isomorphic to 0. Hence LF = F for any functor F . The latter actually happens for groups with the Haagerup property and, in particular, for amenable groups. This important theorem is due to Nigel Higson and Gennadi Kasparov ([16] ).
When we compose two functors in homological algebra, it frequently happens that L(F ′ • F ) = LF ′ • LF . This holds, for instance, if F maps projectives to projectives. We check that the restriction and induction functors preserve the subcategories CC and CI . The same holds for the complexification functor from the real to the complex KK-theory and many others. The ensuing identities of localized functors imply permanence properties of the Baum-Connes conjecture.
Another useful idea that our new approach allows is the following. Instead of deriving the functor A → K(G⋉ r A), we may also derive the crossed product functor A → G⋉ r A itself. Its localization G⋉ L r A is a triangulated functor from KK G to KK.
It can be described explicitly as
to be an isomorphism on K-theory. Instead, we can ask it to be a KK-equivalence. The latter condition insures that the Baum-Connes conjecture holds for F (G ⋉ r A) for any split exact, stable homotopy functor on C * -algebras because such functors descend to the category KK. For instance, this covers local cyclic (co)homology and K-homology.
Fortunately, for many groups the additional information of a KK-isomorphism comes for free. For groups with the Haagerup property, we have γ = 1, so that LF = F for any functor, anyway. If both G ⋉ r A and G ⋉ L r A satisfy the Universal Coefficient Theorem in KK, then an isomorphism on K-theory is automatically a KK-equivalence. Since G ⋉ L r ⋆ always satisfies the UCT, we can apply this idea for the Baum-Connes conjecture with trivial coefficients once C * r (G) satisfies the UCT. Chabert, Echterhoff and Oyono-Oyono [10] show that this is the case for almost connected groups and linear algebraic groups over p-adic number fields. The BaumConnes conjecture with trivial coefficients is known for these groups by work of Chabert, Echterhoff and the second author in [9] . Hence the map G ⋉ L r ⋆ → G ⋉ r ⋆ is a KK-equivalence for these groups.
Preliminaries
In this section, we define the categories KK G and KK G⋉X , study properties of restriction and induction functors and prove some lemmas about compact subgroups. We have collected these results here so that we do not have to disrupt the presentation later on.
It makes no difference whether we work with real, "real", or complex C * -algebras. Most of the time, we do not distinguish between these cases in our notation.
Of course, standard C * -algebras like C 0 (X) and C * r (G) have to be taken in the appropriate category. We denote the one-point space by ⋆ and also write ⋆ = C(⋆). Thus ⋆ denotes the complex numbers if we work in the complex setting, the real numbers in the real setting and the complex numbers with the standard real involution in the "real" setting.
All groups that occur in this article are tacitly assumed to be second countable, locally compact topological groups. Let G be such a group. A G-C * -algebra is a C * -algebra equipped with a strongly continuous action of G by automorphisms. The G-equivariant Kasparov category is the additive category whose objects are the separable G-C * -algebras and whose group of morphisms A → B is KK G 0 (A, B).
The composition in KK
G is the Kasparov product.
First we explain how we turn KK G into a triangulated category (see also [26] for a similar construction). The two motivating examples of triangulated categories are the stable homotopy category and the derived categories of Abelian categories. The structure of a triangulated category singles out some important structure in these categories and axiomatizes the properties that are needed to localize categories and to do homological algebra.
Let Σ : KK G → KK G be the suspension functor ΣA := C 0 (R) ⊗ A. This functor is an equivalence, but not an isomorphism of categories. To repair this defect, we adjoin formal desuspensions as follows. We let KK G be the category whose objects are pairs (A, n) with A ∈ KK G , n ∈ Z, with morphisms
Actually, since the maps KK G (A, B) → KK G (ΣA, ΣB) are isomorphisms anyway, we can omit the direct limit over p. The suspension Σ(A, n) := (A, n + 1) on KK G is manifestly an automorphism. There are evident functors KK G ↔ KK G that send (A, n) → Σ n A and A → (A, 0), respectively. They are inverse to each other and compatible with suspensions up to natural equivalence. Therefore, we usually do not distinguish between KK G and KK G in the following. Let f : A → B be a G-equivariant * -homomorphism. Then its mapping cone
is again a G-C * -algebra and there are natural G-equivariant * -homomorphisms
Sequences of this form are called mapping cone triangles.
it is isomorphic to a mapping cone triangle. That is, there is a G-equivariant * -homomorphism f : A → B between separable G-C * -algebras and a diagram
where the vertical maps are isomorphisms in KK G and Σβ is the suspension of β. We have to use the inverse of the suspension as translation functor because the axioms of a triangulated categories are tailored for examples like the stable homotopy category and the functor from compact spaces to C * -algebras is contravariant (see also [26] ). We relegate the proof of Proposition 2.1 to Appendix A. There is only one important point which we want to observe here. One property of a triangulated category is that each morphism f : A → B is part of a distinguished triangle ΣB → C → A → B. Moreover, this triangle is unique up to isomorphism (but the isomorphism is not canonical). In particular, the third entry C is unique. We shall call it the mapping cone of f . If f is a G-equivariant * -homomorphism, we can indeed take it to be the ordinary mapping cone of f . For arbitrary f , we use the Cuntz picture of Kasparov theory to replace f by a G-equivariant * -homomorphism between suitable G-C * -algebras KK G -equivalent to A and B. Then we can take the mapping cone of that homomorphism. This only works for ungraded C * -algebras. It seems that the Kasparov category of graded C * -algebras is not triangulated. We need the following generalization of KK G . Let X be a second countable, locally compact topological space on which G acts continuously. A G⋉X-C * -algebra is a G-C * -algebra A equipped with a G-equivariant essential * -homomorphism from C 0 (X) into the center of the multiplier algebra. The last piece of structure is equivalent to a G-equivariant continuous map from the primitive ideal space of A to X. Kasparov defines bivariant K-theory groups RKK G (X; A, B) involving these data in [18] . Since this is just the bivariant K-group for the groupoid G ⋉ X as defined in [22] , we denote it by RKK G (X; A, B) = KK G⋉X (A, B). We define the category KK G⋉X exactly as above. It becomes a triangulated category in an analogous fashion. Notice that KK G is the special case X = ⋆ of KK G⋉X . Hence it suffices to formulate results about KK G⋉X .
We should remark on why we only treat transformation groups and not arbitrary groupoids with Haar system. It is certainly very desirable to do this. However, we use some results about induction from open subgroups and restriction to the maximal compact subgroup in an almost connected locally compact group. We have not investigated possible substitutes in the groupoid case.
The (minimal) tensor product of G-C * -algebras gives rise to bifunctors
If A, B ∈ KK G⋉X , then A ⊗ B is a G ⋉ (X × X)-C * -algebra and A ⊗ X B is defined as its restriction to the diagonal. Since both tensor product constructions evidently commute with suspensions and preserve mapping cone triangles, they are triangulated functors in each variable. They also commute with countable direct sums. Notice that being a triangulated functor on KK G⋉X is an almost trivial property and has nothing to do with "exactness". This is analogous to the situation in homological algebra: any additive functor between two additive categories induces a triangulated functor between the homotopy categories of chain complexes. Exactness only becomes relevant in the derived category.
Let H ⊆ G be a closed subgroup. 
Proof. The isomorphism in (3) is easy to prove by translating the proof of the corresponding assertion in equivariant E-theory in [14] . That the map in (4) is an isomorphism if one of the ingredients is proper is due to Kasparov [18] . To prove (5), we use induction in stages and (3) to get KK G⋉X (Ind (4) is an isomorphism, so that we get (5).
The essential range of a functor F : C → C ′ is defined as the class of all objects of C ′ that are isomorphic to an object of the form F (X) with X an object of C. 
The structure theory of almost connected locally compact groups asserts that U/H is H-equivariantly homeomorphic to a linear action of H on a vector space. Hence Bott periodicity implies that (Res Ind) 8 Res(A) is KK-equivalent to Res(A). Therefore, Res(A) belongs to the essential range of Res Ind, as needed. Equation (5) The structure theory of such groups says that if H ⊆ U is maximal compact, then any compact subgroup of U is subconjugate to H. In particular, all maximal compact subgroups of U are conjugate in U .
Suppose H is maximal compact in the open almost connected subgroups U and V of G. We claim that U = V . Since H is still maximal compact in U ∩ V , we may assume that U ⊆ V . Hence V /H is a disjoint union of U : V copies of U/H. However, V /H must be connected, forcing U = V . Let H and L be large compact
Its image is both open and closed and hence must be all of U L /L by connectedness.
A decomposition of the Kasparov category
We define some subcategories and some classes of morphisms in the Kasparov category KK G⋉X using restriction and induction functors for compact subgroups of G. We are most interested in the special case X = ⋆ with KK G⋉⋆ ∼ = KK G . First we introduce some notation. If C is a category, for instance, KK G⋉X , we shall write A ∈ C to assert that A is an object of C. A full subcategory of a triangulated category is called triangulated if it is closed under isomorphism, suspensions and the construction of mapping cones. Recall that any morphism f : A → B in a triangulated category has a mapping cone, which is characterized by the existence of a distinguished triangle ΣB → cone(f ) → A f → B. A triangulated subcategory is called localizing if it is, in addition, hereditary for retracts (that is, direct summands) and closed under direct sums. The localizing category generated by a subcategory C is the smallest localizing subcategory that contains C. We denote it by C .
G⋉X be the full subcategory of weakly contractible objects.
A morphism f ∈ KK G⋉X (A, B) is called a weak equivalence if Res
We call an object of KK G⋉X compactly induced if it is isomorphic to Ind G H (A) for some compact subgroup H ⊆ G and some A ∈ KK H⋉X . We let CI ⊆ KK G⋉X be the full subcategory of compactly induced objects.
In all these definitions, it suffices to consider large compact subgroups because any compact subgroup is contained in a large one by Lemma 2.5. 
Proof. Since the functor Res
H G is triangulated and commutes with direct sums, its kernel is localizing. Hence CC is localizing as an intersection of localizing subcategories. The subcategory CI is localizing by construction.
Since Res
, the subcategory CC is closed under tensor products. The category CI is closed under tensor products because (Ind 
) is a weak equivalence if and only if the induced
is an isomorphism for all P ∈ CI.
A morphism f ∈ KK G⋉X (A, B) is weakly vanishing if and only if the induced
vanishes for all P ∈ CI. In the first two assertions, we can replace CI by CI . In the last assertion, we can replace CI by the category of all retracts of direct sums of objects of CI.
Proof. Let H ∈ LC be maximal compact and let
H⋉X . Any object of CI is of this form for some H and some A by Lemma 2.5. We use (5) to rewrite KK 3. This proves the first assertion. We can enlarge CI to CI because the class of objects P with KK G⋉X (P, E) = 0 for all E ∈ CC is localizing. The remaining assertions are proved similarly.
We may view objects of CI as cells and objects of CI as simplicial complexes built out of these cells. The first two assertion of Proposition 3.4 show that our concepts of weak contractibility and weak equivalence are related to simplicial complexes as in the classical case. The weakly vanishing operators correspond to continuous maps Y → Y ′ that induce the zero map on all homotopy groups. Such maps are important in connection with spectral sequences. Alternatively, we can also relate our terminology to homological algebra. We have already explained this analogy in the introduction and warned the reader that it is not as accurate as the analogy to simplicial approximation. Nevertheless, we sometimes refer to [20] , where homological algebra is presented in a way that is quite close to our situation.
G⋉X is a weak equivalenceÃ → A withÃ ∈ CI . A CI-simplicial approximation of C 0 (X) is also called a Dirac morphism for G ⋉ X.
The existence of a Dirac morphism is the main technical result needed for our approach to the Baum-Connes conjecture. We state this fact here but postpone the proof until Section 5.
Proposition 3.6. A Dirac morphism exists for any G ⋉ X.
The following observations follow immediately from general category theory. A CI-simplicial approximation of A is nothing but a representing object for the functor CI ∋ B → KK G⋉X (B, A) by Proposition 3.4. Hence it is determined uniquely up to isomorphism over A if it exists. In particular, a Dirac morphism is essentially unique if it exists. The space of morphisms A → B in the localization KK G⋉X /CC is canonically isomorphic to KK G⋉X (Ã, B) ifÃ → A is a CI-simplicial approximation of A. Similarly, the localization (or left derived functor) LF of a covariant functor F is given by LF (A) = F (Ã) (see [20] for the last two assertions).
Theorem 3.7. Any A ∈ KK G⋉X has a CI-simplicial approximation. Equivalently, for any A ∈ KK G⋉X , there is a distinguished triangle
with P A ∈ CI and E A ∈ CC. The map P A → A is a weak equivalence. Any such triangle is isomorphic to the triangle Proof. Let D ∈ KK G⋉X (P, C 0 (X)) be a Dirac morphism. Since it is a weak equivalence, its mapping cone is weakly contractible by Lemma 3.3. Hence we have a distinguished triangle ΣC 0 (X) → cone(P) → P → C 0 (X) with cone(P) ∈ CC and P ∈ CI . Since the functor ⊗ X A is triangulated, the tensor product of this triangle with A is another distinguished triangle. Since CC and CI are closed under tensor products by Lemma 3.2, we obtain the existence of a distinguished triangle with the required properties. The remaining statements follow by simple diagram chases.
Thus we can express localizations using the Dirac morphism: the morphisms in the localization KK G⋉X /CC are
and the localization of a covariant functor F :
We are particularly interested in the reduced crossed product functor
We denote its localization by
Of course, we can use any CIsimplicial approximation of A instead of A ⊗ X P to compute localizations. This is actually useful in several situations.
The Baum-Connes assembly map
We now connect our analysis of KK G⋉X to the Baum-Connes assembly map. Jérôme Chabert, Siegfried Echterhoff and Hervé Oyono-Oyono show in [11] that there is a commutative diagram
That is, the Baum-Connes assembly map just ignores the space X. The only effect of the X-structure is to limit the possible range of coefficient algebras A. We first have to prove the corresponding result in our setup. Let F X : KK G⋊X → KK G be the forgetful functor. This is a triangulated functor compatible with direct sums. It is clearly compatible with restriction, induction and tensor products and hence preserves weak contractibility and weak equivalences and maps compactly induced objects again to compactly induced objects. There is also a functor in the opposite direction
This functor is triangulated and compatible with direct sums, induction and restriction as well. Hence it preserves weak contractibility, weak equivalences and compactly induced objects. This implies the following:
We evidently have natural isomorphisms A⊗ X p * X (B) ∼ = A⊗B and (G⋉X)⋉ r A ∼ = G ⋉ r A. Hence Lemma 4.1 yields KK-equivalences
This often allows us to reduce assertions to the case X = ⋆.
G⋉X . Then the indicated maps in the commutative diagram
are isomorphisms. Hence the Baum-Connes assembly map is naturally isomorphic to the canonical map
The above discussion shows that we may assume without loss of generality that X = ⋆. The left vertical map is the assembly map for the coefficient algebraÃ. It is known that the Baum-Connes conjecture holds for a coefficient algebra B if G acts properly on B ( [8] ). In particular, the Baum-Connes conjecture holds for compactly induced coefficient algebras. Since K top (G, A) is a triangulated functor that commutes with direct sums, the class of coefficient algebras B for which µ B is an isomorphism is a localizing subcategory of KK G . Hence the Baum-Connes conjecture holds for all coefficient algebras in CI . Therefore, the left vertical map is an isomorphism. Chabert, Echterhoff and Oyono-Oyono show in [10] that weak equivalences induce isomorphisms on K top (G, ). That is, the top horizontal map is an isomorphism. Therefore, it is legitimate to call the map LF (A) → F (A) for a covariant functor F defined on KK G the assembly map for F (A). We shall extend much of the technology available to prove the Baum-Connes conjecture for the K-theory to these more general functors.
As we explained in the introduction, there are two possible views on what the assembly map does. The first is that LF is the best possible approximation to F that vanishes for weakly contractible objects. The second is that it is the best possible approximation to F that uses only the values of F on the subcategory CI . In particular, we obtain that the Baum-Connes assembly map is an isomorphism for all coefficients if and only if F | CC = 0.
Alain Connes has asked recently whether it is possible to improve upon the Baum-Connes conjecture, finding better approximations to K(G ⋉ r A). We can say something to this question, though our answer may not be very satisfactory. The Baum-Connes conjecture asserts that the objects of CI are general enough to predict everything that happens in K(G ⋉ r A). If it fails, this means that there are some phenomena in K(G ⋉ r A) that do not yet occur in the subcategory CI . To get a better conjecture, we have to enlarge CI so as to include some of the coefficient algebras for which Baum-Connes fails. Then the general machinery of localization yields again a best possible approximation to K(G ⋉ r A) based on what happens for coefficients in CI ′ . The new conjecture expresses K(G ⋉ r A) for arbitrary A in terms of K(G ⋉ r A) for A ∈ CI ′ . However, such a reduction of the problem is only as good as our understanding of what happens for A ∈ CI ′ . At the moment, it does not seem that we have a sufficient understanding of the failure of the Baum-Connes conjecture to make any progress in this direction.
Brown representability and the Dirac morphism
Recall that a morphism D ∈ KK G (P, ⋆) is a weak equivalence if and only if the induced map KK
is an isomorphism for all A ∈ CI . Since P is supposed to lie in the same subcategory CI , the Dirac morphism exists if and only if the functor KK G ( , ⋆) on the category CI is representable. In the classical case of simplicial approximation, one can either write down explicitly such a representing object or appeal to the Brown representability theorem. We shall prove the existence of the Dirac morphism using the second method.
There exist various extensions of Brown's representability theorem to triangulated categories that use different hypotheses. It seems that none of them applies directly to the category CI that we need. To circumvent this, we choose a smaller set of generators CI 0 ⊆ CI which is small enough so that a general representability theorem is available in CI 0 and large enough so that the representing object in CI 0 actually represents the functor on the whole of CI . First we state the representability theorem we are going to use.
Let T be a triangulated category and let α be a regular cardinal number. In our applications, α will be the countable cardinal number ℵ 0 . We suppose that T has direct sums of cardinality α. That is, for any set (X i ) i∈α of objects in T of cardinality α there exists an object X i together with a natural isomorphism
One commonly requires direct sums of arbitrary cardinality. We have to weaken this because separable C * -algebras only admit countable direct sums. For Y ∈ T , consider the contravariant functor F (X) := T (X, Y ) represented by Y . It is an additive contravariant functor from T to the category AB of Abelian groups. It is homological, that is, the sequence F (C) → F (B) → F (A) is exact for any distinguished triangle ΣB → C → A → B. The axioms of a triangulated category allow us to extend this exact sequence to a long exact sequence in both directions. In addition, (6) asserts that F turns direct sums (of cardinality α) into direct products. We say that F is compatible with direct sums (of cardinality α).
An additive contravariant functor F : T → AB is called representable if it is naturally isomorphic to X → T (X, Y ) for some Y ∈ T . We have just seen that representable functors are homological and compatible with direct sums of cardinality α. We now formulate conditions on T that insure that these necessary conditions for representability (plus an extra cardinality hypothesis) are also sufficient.
Let S ⊆ T be a set of cardinality at most α. The α-localizing subcategory generated by S, denoted S α , is the smallest subcategory of T containing S that is triangulated and closed under α-direct sums and isomorphisms. This implies that S α is closed under retracts because they can be expressed as mapping cones for certain maps between countable direct sums (see [25] ). We say that S α-generates T if S α = T . An object X ∈ T is called α-compact if T (X, Y ) has cardinality at most α for all Y ∈ T and the natural map
is an isomorphism for any set (Y i ) i∈α of objects in T of cardinality α.
The reader who consults [25] on direct sums and representability should beware that our notation differs slightly. The axiom (TR5α) and the notion of α-compactness in [25] deal with direct sums for sets of cardinality strictly less than α.
Theorem 5.1. Let T be a triangulated category with α-direct sums. Let S be a set of α-compact objects of T of cardinality at most α. Suppose that T (X, Y ) = 0 for all X ∈ S already implies Y = 0. This is equivalent to the requirement that S α-generate T .
Let F : T → AB be an additive, contravariant functor. Then F is representable if and only if it satisfies the following conditions:
(ii) F is compatible with α-direct sums; (iii) F (C) has cardinality at most α for all C ∈ S.
Proof. If we leave out the cardinality restriction α, this theorem is proved by Neeman in [24] . He constructs a representing object recursively. In each step he takes a mapping cone of a certain map from a direct sum of generators into the object constructed in the previous step. This corresponds to the construction of a CWcomplex by attaching cells. The final result is then a countable homotopy inductive limit of a sequence of objects constructed in this fashion. We only have to make sure that in our situation all direct sums that occur in the construction have cardinality at most α. We leave it to the determined reader to verify that this is indeed insured by our cardinality hypotheses. It turns out that we only need direct sums of cardinality at most N × α × α. This is dominated by α because α is a regular cardinal.
Now we introduce a subcategory of CI with a hand-selected set of generators CI 0 . Let H ∈ LC and let U := U H as in Lemma 2.5. Recall that U/H is H-equivariantly homeomorphic to a linear action of H on a vector space. We let
This is a compactly induced algebra with the crucial property that
where we used (5) and equivariant Bott periodicity. Equation (8) says that R H (co)represents the covariant functor K(H ⋉ ) and thus determines R H uniquely. Equation (7) merely is a convenient choice of representing object. For an arbitrary compact subgroup, the functor K(H ⋉ ) may fail to be representable. This is why we work with large compact subgroups. If we assume that U/H has an H-equivariant spin structure, then we can simplify the definition of R H and replace it by a suspension of C 0 (G/H). This is useful because G ⋉ r (C 0 (G/H) ⊗ A) is Morita equivalent to H ⋉ A, whereas G ⋉ r (R H ⊗ A) is more complicated. If H, H ′ ⊆ U are two maximal compact subgroups, they are conjugate in U by Lemma 2.5, so that the G-C * -algebras R H and R H ′ are isomorphic. Hence it suffices to choose one maximal compact subgroup in each almost connected open subgroup. Make such a choice and let CI 0 be the full subcategory of KK G whose set of objects consists of the R H for the chosen subgroups H. We can now prove the existence of the Dirac morphism:
Proof of Proposition 3.6. By Lemma 4.1, we may assume X = ⋆. We let D ∈ KK G (P, ⋆) be the morphism that we obtain from Corollary 5.3 for B = ⋆. Then P ∈ CI 0 ⊆ CI . We have to prove that D is a weak equivalence. Any compact subgroup H ⊆ G is subconjugate to a subgroup L ⊆ G with R L ∈ CI 0 by Lemma 2.5. Hence it suffices to prove that Res
Since P ∈ CI 0 , this follows if we have isomorphisms KK L (A, P) ∼ = KK L (A, ⋆) for all A ∈ CI 0 . Thus we have to fix another large compact subgroup H and show that D induces an isomorphism on KK L (R H , ).
We only need the action of L on this space. The space G × U V 8 decomposes into a disjoint union of the spaces LgU × U V 8 over the double cosets g ∈ L\G/U . Therefore, we have a natural isomorphism
Hence it suffices to look at a single double coset LgU . Conjugating H and U by g, we can achieve that g = 1, so that we look at the double coset LU . This simplifies notation. We have
The intersection L ∩ U is another large subgroup. The argument above now shows that D induces an isomorphism on KK L∩U (⋆, ). Thus D induces an isomorphism on KK L (R H , ).
The derived category and proper actions
The localization KK G⋉X /CC is the analogue of the derived category in homological algebra. By the general theory of triangulated categories, the localization is again triangulated with countable direct sums and the natural functor KK G⋉X → KK G⋉X /CC preserves this structure. We want to identify this localization more concretely.
Let A and B be G ⋉ X-C * -algebras and let Y be another second countable, locally compact topological space with continuous action of G. Let
We let RKK G⋉X (Y ) be the category with the same objects as KK G⋉X and with morphisms as above. Thus RKK G⋉X is the range of the functor A → C 0 (Y, A)
from KK G⋉X to KK G⋉(X×Y ) and thus a subcategory of KK G⋉X . (There is no reason to expect this subcategory to be triangulated.)
which is the identity on objects. Thus Y → RKK G⋉X (Y ; A, B) is a contravariant functor. This functor is homotopy invariant, that is,
be the functor that is induced by the constant map Y → ⋆. Let EG be a second countable, locally convex model for the universal proper G-space. We remark that X × EG is a model for the universal proper G ⋉ Xspace. The space EG is unique up to G-equivariant homotopy equivalence, so that RKK G⋉X (EG; A, B) does not depend on the choice of EG. 
Proof. Since the morphisms in the localization can be computed from a simplicial approximation, the first assertion follows from the second one. Hence it remains to prove the second assertion. First we show that the left vertical map is an isomorphism. Since both sides are cohomological functors that turn direct sums into direct products, the class of objects A for which p * EG is an isomorphism is localizing. Hence we have an isomorphism for A ∈ CI once we have an isomorphism for A ∈ CI. This is what we shall prove. Thus we let A := Ind G H A ′ for some large compact subgroup H and some A ′ ∈ KK H⋉X . Let U := U H and let Y be a G-space as above. We use Proposition 2.2 to rewrite
where we dropped restriction functors from the notation except in the final result. 
. This yields an isomorphism 
where K(L 2 (G × N)) denotes the algebra of compact operators acted upon by G by conjugation and qA is the universal algebra that occurs in the Cuntz quasihomomorphism picture of KK (see [23] ). We let R(Y ) be the set of these G-equivariant * -homomorphisms, equipped with the topology of pointwise norm convergence. Then homotopies of G-equivariant * -homomorphisms are the same as maps into R(Y ) × [0, 1]. Hence R(Y ) has the required property.
If Z is any second countable locally compact topological space with trivial G-action, then R(Y ×Z) ∼ = R(Y )×Z. The functor R maps direct limits to inverse limits, that is,
These two properties together imply that R maps homotopy direct limits to homotopy inverse limits. We refer to [4] for a definition and discussion of homotopy limits. They behave like derived functors of the usual limit construction. The crucial property of the homotopy inverse limit is that if Proof. Suppose first that the group G is totally disconnected. Let Or(G) be the category whose objects are the homogeneous spaces G/H for compact open subgroups H ⊆ G and whose morphisms are the G-equivariant maps G/H 1 → G/H 2 . Thus there is an identical functor from Or(G) to the category of proper G-spaces. Wolfgang Lück and Bob Oliver show in [21, Section 2] that the homotopy direct limit X of this diagram is a model for EG if G is discrete. The same argument works also for totally disconnected groups.
More precisely, Lück and Oliver consider instead of Or(G) the category whose objects are pairs (G/H, gH) of objects of Or(G) with a fixed base point, with morphisms preserving this chosen base point. They prove that the classifying space of this category is a model for EG. A glance at the definitions shows that their space is exactly the homotopy direct limit considered above. A proper simplicial action of a group is a model for EG if and only if the set of H-fixed points is contractible for all compact open subgroups H ⊆ G. Lück and Oliver use this criterion to verify that they have obtained EG. The same argument works for totally disconnected G. This finishes the proof in the case where G is totally disconnected. Now let G be arbitrary and let X 0 be any model for EG. Let G 0 ⊆ G be the connected component of the identity element. The quotient group G/G 0 is totally disconnected, so that we can choose a model X 1 for E(G/G 0 ) as a homotopy direct limit over Or(G/G 0 ). Then X 0 × X 1 is another model for EG (this idea is due to Chabert and Echterhoff). The space X 0 ×X 1 is the homotopy limit of the diagram of spaces X 0 ×G/G 0 H over the orbit category Or(G/G 0 ). Thus we encounter compact open subgroups H ⊆ G/G 0 , so that U := G 0 H ⊆ G is open almost connected. We have X 0 × G/U ∼ = G× U Res U G X 0 . Let K ⊆ U be maximal compact, then both U/K and Res U G (X 0 ) are models for EU and hence equivariantly homotopy equivalent. Hence X 0 × G/U is equivariantly homotopy equivalent to G × U U/K ∼ = G/K. Thus we have found a model for EG that is a homotopy direct limit of spaces homotopy equivalent to homogeneous spaces G/K with K ∈ LC.
Using this identification of the derived category, we obtain alternative characterizations of weak contractibility and weak equivalences: Proof. Let A be a proper G-C * -algebra. Then A is a G ⋉ (X × EG)-C * -algebra. Let D : P → C 0 (X) be a Dirac morphism for G ⋉ X. Since D is a weak equivalence, p * EG (D) is an invertible morphism in KK G⋉(X×EG) by Corollary 6.3. Hence
is a weak equivalence. If we forget the EG-structure, we still have an isomorphism in KK G⋉X . Up to natural isomorphism, this morphism is equal to D ⊗ X A ∈ KK G⋉X (P ⊗ X A, A). Hence its source belongs to CI . Thus A is isomorphic to an object of CI and hence belongs to CI itself.
We do not know whether the converse holds, that is, whether any object in CI is isomorphic in KK G⋉X to a proper G-C * -algebra. Since A ∈ CI implies A ∼ = P ⊗ X A, this holds if and only if the source P of the Dirac morphism for G ⋉ X has this property. Thus the question is whether we can find a Dirac morphism whose source is proper. This can be done for many groups. For instance, if G is almost connected with maximal compact subgroup K, then the cotangent bundle T * (G/K) always has a K-equivariant spin structure, so that its Dirac operator is defined. It is indeed a Dirac morphism for G by results of Gennadi Kasparov [18] . This is where our terminology comes from. Similarly, if G is discrete and EG can be chosen to be a smooth manifold, then the Dirac operator on the cotangent bundle of EG is a Dirac morphism for G. If G is totally disconnected and EG can be chosen to be a finite dimensional simplicial complex, then a construction of Gennadi Kasparov and Georges Skandalis ( [19] ) yields an explicit Dirac morphism with proper source (see [13] for more details).
Dual Dirac morphisms and a direct splitting of the Kasparov category
Kasparov's Dirac dual Dirac method is one of the main tools for proving injectivity and bijectivity results about the Baum-Connes assembly map for K-theory. We shall see that it applies equally well to other equivariant homology and cohomology theories. The main additional fact that we need is that in a triangulated category with countable direct sums, any idempotent morphism has a range object ( [25] ). In particular, if γ : ⋆ → ⋆ is an idempotent, then we obtain an isomorphism ⋆ ∼ = A ⊕ B such that γ is the projection onto A vanishing on B.
Theorem 7.1. Let D ∈ KK G⋉X (P, C 0 (X)) be a Dirac morphism. Then the following assertions are equivalent:
is an isomorphism for all A ∈ KK G⋉X , B ∈ CI ; (vi) there is a direct product decomposition of triangulated categories
Suppose these equivalent conditions to be satisfied and let Proof. Since RKK G⋉X (EG; A, B) ∼ = KK G⋉X /CC(A, B) by Theorem 6.1, conditions (ii) and (iii) are two equivalent characterizations of CC-injectivity of P and are therefore equivalent. Conditions (iv) and (v) are equivalent for the same reason. The implications (vi)=⇒(iv)=⇒(ii) and (iii)=⇒(i) are evident. It remains to prove that (i) implies (vi). Along the way we show the additional assertions about γ.
Since ηD = id P , the other composition γ := Dη is idempotent. Therefore, there is a direct sum decomposition C 0 (X) ∼ = P ⊕ E such that D is the inclusion of the first direct summand. Since P → C 0 (X) is a weak equivalence, we have E ∈ CC.
Hence we obtain a direct sum decomposition
such that id A ⊗ X D is the inclusion of the first summand and γ A is the orthogonal projection onto the first summand. Lemma 3.2 implies that A ⊗ X P ∈ CI and A ⊗ X E ∈ CC. Furthermore, A ⊗ X P ∼ = A and hence A ⊗ X E ∼ = 0 if A ∈ CI and A ⊗ X P ∼ = 0 and hence A ⊗ X E ∼ = A if A ∈ CC because A ⊗ X P → A is a CIsimplicial approximation of A. Therefore, γ A = id A if and only if A ∈ CI and γ A = 0 if and only if A ∈ CC. Since the ring KK G⋉X (⋆, ⋆) is graded commutative, the family of operators (γ A ) belongs to the center of the category KK G⋉X . This
, so that there are no non-zero morphisms between CC and CI . The above decomposition of A clearly respects suspensions and distinguished triangles because the tensor product functors ⊗ X P and ⊗ X E are triangulated. Hence we have found an equivalence of triangulated categories between CC × CI and KK G . Often one defines a Dirac dual Dirac pair to consist of α ∈ KK G⋉X (P, C 0 (X)) and β ∈ KK G⋉X (C 0 (X), P ) with γ := αβ ∈ KK G⋉X (C 0 (X), C 0 (X)) such that P is proper and p * EG (γ) = 1. Thus one does not require βα = 1. Nevertheless, we claim that the existence of these data implies that there is a dual Dirac morphism in the sense of Definition 7.2 and that γ is the γ-element of G ⋉ X.
Assume first that we do have βα = 1. Since also p * EG (αβ) = 1 the morphisms α and β are inverse to each other in the localization KK G⋉X /CC ∼ = RKK G⋉X (EG) and hence weak equivalences. Moreover, P ∈ CI by Corollary 6.4. Therefore, α is a Dirac morphism and β is a dual Dirac morphism. In general, βα is idempotent because the other composition αβ = γ is idempotent. Hence we can decompose P ∼ = P 1 ⊕ P 0 in such a way that βα is the projection onto the first direct summand. We still have P 1 ∈ CI because localizing subcategories are hereditary for retracts. Now we just replace P by P 1 and proceed as above.
Let F be a covariant functor defined on KK G⋉X . A dual Dirac morphism induces a canonical section for the natural transformation LF (A) → F (A). That is, the Baum-Connes assembly map for F is naturally split injective. Such a situation rarely arises in homological algebra, of course.
It is clear from Theorem 7.1 that γ = 1 if and only if CC = 0. In this case, LF (A) ∼ = F (A) for any functor on KK G⋉X , that is, any functor F satisfies the analogue of the Baum-Connes conjecture. Nigel Higson and Gennadi Kasparov show in [16] that all groups with the Haagerup property and in particular all amenable groups have a dual Dirac element and satisfy γ = 1. Jean-Louis Tu generalizes their argument to groupoids that satisfy an analogue of the Haagerup property in [27] . In particular, this applies to transformation groups G ⋉ X. Hence we obtain the following theorem: 
A is a KK-equivalence. The strong Baum-Connes conjecture evidently implies that the assembly map is an isomorphism for any functor defined on KK. In particular, this covers K-homology and local cyclic homology and cohomology of the reduced crossed product. Before we study the relationship between the usual and the strong Baum-Connes conjecture, we discuss the Universal Coefficient Theorem.
is called a K-equivalence if it induces an isomorphism on K-theory.
Since K-theory is a homological functor that preserves direct sums, the K-contractible objects form a localizing subcategory of KK. A morphism is a K-equivalence if and only if its mapping cone is K-contractible. The C * -algebra ⋆ is projective for K-equivalences because KK(⋆, A) ∼ = K(A). Hence the localizing subcategory ⋆ consists of projective objects. Moreover, B is K-contractible if and only if KK(A, B) ∼ = 0 for all A ∈ ⋆ .
Proof. The proof is essentially the same as the construction of the Dirac morphism. The category ⋆ is compactly generated by the single object ⋆. Theorem 5.1 yields A ∈ ⋆ representing the functor KK( , A). The composition
is an isomorphism, that is,Ã → A is a K-equivalence.
It is clear from the definition that ⋆ ⊆ KK is just the bootstrap category. The mapÃ → A constructed above is traditionally called a geometric resolution of K(A). Let UCT be the localization of KK at the class of K-equivalences. This is a triangulated category with countable direct sums and equipped with a triangulated functor KK → UCT commuting with direct sums. It has the same objects as KK and morphisms are computed using geometric resolutions:
The group UCT(A, B) can always be computed using the Universal Coefficient Theorem because the latter applies toÃ ∈ ⋆ . Moreover, A satisfies the Universal Coefficient Theorem if and only if KK(A, B) ∼ = UCT(A, B) for all B if and only if A ∈ ⋆ . Thus we have translated the Universal Coefficient Theorem to an isomorphism statement. This is often convenient.
The tensor product on KK is a triangulated functor in each variable. For any A ∈ ⋆ , the functor A ⊗ preserves K-equivalences because this holds for the generator ⋆. Hence the natural maps fromÃ ⊗B to A ⊗B andÃ ⊗ B are both K-equivalences, so that the various ways of localizing A ⊗ B give the same result A ⊗ L B in the category UCT. Since A ⊗ L B only involves C * -algebras from the bootstrap category, A ⊗ L B always satisfies the Künneth Formula. We remark also that
Let H ⊆ G be a closed subgroup. We call H smooth if its normalizer N G H is open and N G H/H is a Lie group. Thus G/H carries a canonical smooth manifold structure (usually highly disconnected). We call H ⊆ G weakly smooth if it contains a smooth subgroup. Then G/H is a smooth manifold as well as an orbit space of a proper Lie group action on a smooth manifold. Large compact subgroups are weakly smooth because any almost connected group contains a smooth compact subgroup. Let CI 1 ⊆ CI be the set of all G-C * -algebras of the form C 0 (G/H) for weakly smooth compact subgroups H ⊆ G. This is a variant of the subcategory CI 0 ⊆ CI that occurred in the construction of the Dirac morphism. The following lemma uses ideas of Jérôme Chabert and Siegfried Echterhoff. Proof. We only have to prove that the generators R H defined in (7) belong to CI 1 . This implies that CI 0 is contained in CI 1 . The construction of the Dirac element shows that it belongs to CI 0 ⊆ CI 1 . Let H ⊆ G be a large compact subgroup. Then R H = Ind
. The H-space (U H /H) 7 is equivariantly isomorphic to a linear action of a Lie group quotient of H. Therefore, it has a nice stratification whose subquotients are induced from trivial actions of appropriate compact subgroups of U H . Since we are dealing with nuclear C * -algebras acted upon by compact groups, we have plenty of completely positive cross sections. This yields that R H belongs to CI 1 . This technique is also used in the proof of Lemma 4.20 in [10] . 
Proof. Since the source P of the Dirac morphism belongs to CI 1 , it follows that G ⋉ Proof. If A is commutative, then H ⋉A is a type I C * -algebra and therefore belongs to ⋆ for any compact subgroup H. Thus G⋉ L r A belongs to ⋆ by Proposition 8.5. The strong Baum-Connes conjecture is, of course, stronger than the Baum-Connes conjecture and implies that G⋉ r A ∈ ⋆ once G⋉ L r A ∈ ⋆ . The converse also holds because a K-equivalence between objects of ⋆ is already a KK-equivalence. Theorem 8.6 can be used in both directions. If G has a γ-element and satisfies γ = 1, then we know that the strong Baum-Connes conjecture holds and can conclude that G ⋉ r A belongs to ⋆ once this holds for H ⋉ A for all weakly smooth compact subgroups H. For group(oid)s with the Haagerup property, this is a result of Jean-Louis Tu [27] . If G ⋉ r A is known to be in ⋆ , we obtain that the strong and the usual Baum-Connes conjecture are equivalent.
Jérôme Chabert, Siegfried Echterhoff and Hervé Oyono-Oyono show in [10] that C * r (G) ∈ ⋆ if G is an almost connected group or a linear algebraic group over the p-adic numbers or over the adele ring of a number field. The Baum-Connes conjecture with trivial coefficients for these groups is also known, see [9, 10] . Hence these groups satisfy the strong Baum-Connes conjecture.
9. Permanence properties of the strong Baum-Connes conjecture Let T and T ′ be triangulated categories and let N and N ′ be localizing subcategories. Suppose that there are enough projective objects in both categories and let F : T → T ′ be a triangulated functor that maps N -projectives to [20] ). This trivial observation has lots of applications. We are going to check that restriction and induction functors, partial crossed product functors and the complexification functor preserve CC-projective objects. This implies various permanence properties of the strong Baum-Connes conjecture. The same arguments also yield the corresponding permanence results for the usual Baum-Connes conjecture. We already met an instance of this in Lemma 4.1.
algebras to proper G-C * -algebras. This implies the assertion by Corollary 6.4. As a consequence, Res
which is compatible with the assembly maps. This shows that the strong BaumConnes conjectures for G ⋉ r Ind G H A and H ⋉ r A are equivalent. In particular, the strong Baum-Connes conjecture with coefficients is hereditary for subgroups. The corresponding result for the usual Baum-Connes conjecture is due to Jérôme Chabert, Siegfried Echterhoff and Hervé Oyono-Oyono ( [6, 11] ).
Let φ : G 1 → G 2 be a continuous group homomorphism. Then we get an evident functor φ * : KK G2 → KK G1 by pulling back the action. If A ∈ KK G2 , then the universal property of full crossed products yields a canonical map
The reduced crossed product only has this functoriality under additional hypotheses on φ. However, it is known that K top (G, A) is functorial for arbitrary group homomorphisms. We can reprove this easily in our setup.
Proof. It is clear that the map G ⋉ A → G ⋉ r A is an isomorphism for A ∈ CI. Since both crossed products are triangulated functors that commute with direct sums, this extends from CI to CI . This implies the second statement because the localizations only use the values of the functor on CI .
Proposition 9.3. There exists a natural map φ
Proof. LetÃ → A be a CI-simplicial approximation in KK G2 . Since φ maps compact subgroups in G 1 to compact subgroups in G 2 , the functor φ * : KK G2 → KK G1 preserves weak equivalences. Hence φ * (Ã) → φ * (A) is a weak equivalence in KK G1 . As such it induces an isomorphism on LF for any functor F . Proposition 9.2 and the functoriality of full crossed products yield canonical maps
We have
Next suppose that G = G n is a direct union of a sequence of open subgroups. For instance, adelic groups are of this form.
is a Dirac morphism for G n . We must be careful now because G n ⋉ L r A is defined as an object of KK and the C * -algebra direct limit construction is not defined on KK. The correct substitute for direct limits are homotopy direct limits in KK (see [25] ). Let (A n , φ n ) be an inductive system of C * -algebras with injective structure maps and suppose that the maps φ n have completely positive linear sections. This hypothesis allows us to compute KK(lim − → A n , B) by an exact sequence. This exact sequence is equivalent to lim − → A n ∼ = ho-lim − → A n by definition of the homotopy limit. Now it is clear that the inductive systems G n ⋉ r (P ⊗ A) and G n ⋉ r A have such completely positive cross sections. Hence we get compatible isomorphisms
Consequently, the strong Baum-Connes conjecture holds for G ⋉ r A if it holds for G n ⋉ r A for all n. The analogous result for K-theory is due to Paul Baum, Stephen Millington and Roger Plymen [3] . Consider now a direct product group
be Dirac morphisms for the factors. Then
Gj for j = 1, 2 and put A :=
and hence
. These two isomorphisms are compatible in the sense that the canonical map G ⋉ L r A → G ⋉ r A is the exterior tensor product of the corresponding maps G j ⋉ L r A j → G j ⋉ r A j for j = 1, 2. Therefore, if the strong Baum-Connes conjecture holds for G 1 ⋉ r A 1 and G 2 ⋉ r A 2 , then also for G ⋉ r A. The corresponding assertion about the usual Baum-Connes conjecture in [10] is more complicated because we cannot always compute the K-theory of a tensor product by a Künneth formula. Combining the assertions about finite direct products and direct unions, we obtain assertions about restricted direct products as in [10] .
Next we consider a group extension N G ։ G/N . If A is a G-C * -algebra, then N ⋉ r A carries a canonical twisted action of G/N . In [6] , Jérôme Chabert and Siegfried Echterhoff use this to construct a partial crossed product functor
This functor is clearly triangulated and commutes with direct sums. We have a natural isomorphism G/N ⋉ r (N ⋉ r A) ∼ = G ⋉ r A in KK. Proof. Let A be compactly induced from, say, the compact subgroup H ⊆ G. This means that A is a G ⋉ G/H-C * -algebra. We still have a canonical homomorphism from C 0 (G/N H) to the central multiplier algebra of N ⋉ r A. This means that N ⋉ r A is compactly induced as a G/N -algebra. It follows that N ⋉ r preserves both CI and CI . This implies G/N ⋉ The analogous statement about the usual Baum-Connes conjecture is due to Jérôme Chabert, Siegfried Echterhoff and Hervé Oyono-Oyono [10] .
We now apply our methods to compare the Baum-Connes assembly maps for real and complex K-theory. We had the pleasure of hearing Paul Baum talk about his recent joint paper [2] with Max Karoubi about the relationship between the real and complex Baum-Connes conjecture during a workshop at the Mittag-Leffler Institute in September 2003 and noticed immediately that we could simplify their argument significantly using our approach. The same happened a few months before at a conference in Banff, where Paul Baum talked among other things about the Baum-Connes conjecture for direct unions.
In order to compare the real and complex assembly maps, we have to distinguish between the real and complex Kasparov theories in our notation and denote them by KK Proof. It is clear that complexification maps CI 0 to CI 0 and hence maps CI 0 to CI 0 . Analogous assertions hold for CI and CI .
Let D ∈ KK G R (P, R) be a Dirac morphism for the real case. We claim that D C is a Dirac morphism as well. Lemma 8.4 shows that P ∈ CI 0 and hence P C ∈ CI 0 . Since D is a weak equivalence, it induces KK-equivalences H ⋉ P → H ⋉ R for all compact subgroups H ⊆ G. Therefore, D C induces KK-equivalences H ⋉ P C → H ⋉ C. In particular, we get isomorphisms K(H ⋉ P C ) → K(H ⋉ C), so that D * ∈ KK G C (P C , C) is a solution of the representability problem in Corollary 5.3. We proved the existence of a Dirac morphism by showing that any solution to this problem is a Dirac morphism. Hence D C is a Dirac morphism.
We know from Theorem 3.7 that A ∈ KK G is weakly contractible if and only if A ⊗ P ∼ = 0. Let A ∈ KK G R be weakly contractible. Then A ⊗ P ∼ = 0 and hence A C ⊗ P C ∼ = 0. Since P C is the source of the Dirac morphism, A C is weakly contractible. Thus the complexification preserves weak contractibility. Being triangulated, it also preserves weak equivalences.
Thus the assembly map for G ⋉ r A C is just the complexification of the assembly map for G ⋉ r A. It would be interesting to know whether A C ∼ = 0 in KK C implies A ∼ = 0 in KK R . Then we could deduce that the strong Baum-Connes conjectures for G ⋉ r A and G ⋉ r A C are equivalent. The corresponding result in K-theory is known and due to Max Karoubi ([17] ): Proof. There is a spectral sequence that computes K(A) from K(A C ) in [17] . If K(A C ) = 0, then the E 2 -term of the spectral sequence vanishes, so that K(A) = 0. The second assertion follows by applying the first one to the mapping cone of f . Proof. The Baum-Connes conjecture for A asserts that D induces an isomorphism K(G⋉ L r A) → K(G⋉ r A) and analogously for A C . Since the map for A C can be taken to be the complexification of the map for A, the result follows from Theorem 9.6.
We claim the diagram
commutes up to homotopy. The maps in the top row are the canonical maps in a mapping cone triangle. This will finish the verification of axiom (TR 4). By construction, the composition of (ψ, h) * with the evaluation map cone(φ) → ΣA ⊕ Σ cone(f ′ ) is equal toψ, so that the right square commutes exactly. Consider the restriction of (ψ, h) * η to Σ 2 B first. On this summand,ψη vanishes and h •η is the identical inclusion Σ 2 B C 0 (]0, 1], ΣB) up to canonical homotopies. Hence the two maps Σ 2 B → cone(φ) are equal. On the other summand Σ 2 A ′ , the mapψη agrees with Σ(ι ′ f ′ ) and h vanishes up to canonical homotopy. The map Σ(ι ′ f ′ ) as a map to Σ cone(f ′ ) is also homotopic to 0 in an evident way. We have to combine this homotopy with h to describe the induced map
A tedious but routine computation shows that the resulting map is also homotopic to the identity on Σ 2 A ′ . We have verified the axioms (TR 0)-(TR 4) for a triangulated category. It remains to check that the C * -direct sum is a direct sum in KK G⋉X , that is,
This is a known property of Kasparov theory ( [18] ).
