In this paper, we investigate the symbol-pair weight distributions of MDS codes and simplex codes over finite fields. Furthermore, the result shows that all the nonzero codewords of simplex codes have the same symbol b-weight and rearrangement entries of codewords in simplex code may induce different symbol-pair weight. In addition, the symbol b-weight distributions of variation simplex codes over certain finite fields are derived.
Introduction
Symbol-pair codes were first proposed in [1] by Cassuto and Blaum. There exists symbolpair codes with rates that are strictly higher than the best known codes in the Hamming metric [2, 3] . Chee et al. established a Singleton-type bound on symbol-pair codes and constructed many classes of MDS symbol-pair codes using the known MDS codes and interleaving technique in [4, 5] . Ding et al. extended the Singleton-type bound to the b-symbol case, and constructed MDS b-symbol codes based on projective geometry [8] . Moreover, several works are contributed to the constructions of symbol-pair codes meeting the Singleton-type bound [6, 7, [14] [15] [16] . Kai et al. constructed MDS symbol-pair codes from contacyclic codes [14] . Chen et al. established MDS symbol-pair codes of length 3p through repeated-root cyclic codes [6] . Li and Ge provided a number of MDS symbol-pair codes by analyzing certain linear fractional transformations [16] .
Ding et al. obtained some MDS symbol-pair codes utilizing elliptic curves [7] . Three new families of MDS symbol-pair codes were constructed based on repeated-root codes in [15] . Meanwhile, some decoding algorithms of symbol-pair codes were proposed by various researchers. Yaakobi et al. proposed efficient decoding algorithms for cyclic symbol-pair codes in [20, 21] . A decoding algorithm utilizing the syndrome of symbol-pair codes was provided in [12] . An error-trapping decoding algorithm required to impose some restrictions on the symbol-pair error patterns subsequently was shown in [19] . The decoding algorithm based on linear programming was designed for binary linear symbol-pair codes in [13] . The list decoding of symbol-pair codes was investigated in [17] .
There are few works on studying the symbol-pair weight distributions of linear codes. Symbolpair distances of a class of repeated-root cyclic codes over F p m were determined in [22] . Dinh et al. successfully derived the symbol-pair distances for all constacyclic codes of length p s and p 2s over F p m [10, 11] . The Hamming and symbol-pair distances of all the repeated-root constacyclic codes of length p s over R = F p m + uF p m were presented in [9] .
In this paper we will focus on the symbol-pair weight distribution of MDS codes and simplex codes. The contributions of this paper are two-fold. The first one is to derive the symbolpair weight distribution of MDS codes. The second one is to calculate the symbol b-weight of codewords in simplex codes for any b ≤ q − 1 and rearranging of coordinates in simplex codes, one may obtain different symbol-pair weight. In addition, for odd b with 3 ≤ b ≤ q − 1, the symbol b-weight of simples code over F 3 and for m ≥ 2, the symbol p-weight of codewords in variation simplex codes over F p is determined.
The remainder of this paper is organized as follows. In Section 2, we introduce some preliminary knowledge and auxiliary results. The symbol-pair weight distribution of MDS codes are determined in Section 3. In Section 4, we calculate the symbol b-weight distribution of simplex codes. Section 5 concludes this paper.
Preliminaries
Let F q be the finite field with q elements, where q is a prime power. Let n be a positive integer. The absolute trace function Tr (x) from F p m to F p is given by
Each element of F q is called a symbol. In the rest of this paper, the subscripts will always be taken by modulo n and 0 denotes the all-zero vector. Let b be a positive integer. For a vector x = (x 0 , x 1 , · · · , x n−1 ), we define the b-symbol read vector of x as
For any two vectors x, y in F n q , we have
Recall that the ( Hamming ) distance d (x, y) between two vectors x, y ∈ F n q is the number of coordinates in which x and y differ and the ( Hamming ) weight of a vector x is the number of nonzero coordinates in x, i.e.,
where Z n denotes the ring Z/nZ. Accordingly, the symbol b-distance between x and y is defined as
In particular, when b = 2, for any two vectors x, y ∈ F n q , the symbol-pair distance between x and y is d 2 (x, y) = d (π 2 (x), π 2 (y)) = # i (x i , x i+1 ) = (y i , y i+1 ) , i ∈ Z n and the symbol-pair weight of a vector x is
It is shown in [20] that d (x, y)
A code C over F q of length n is a nonempty subset of F n q . Elements of C are called codewords. If C is a subspace of F n q , then C is called a linear code. Denote by [n, k, d] q the linear code of length n, dimension k and minimum distance d over F q . The code C is said to have minimum symbol-pair distance d 2 if
The minimum symbol-pair distance is an important parameter for a symbol-pair code. A code C with minimum symbol-pair distance d 2 can correct up to ⌊ d 2 −1 2 ⌋ symbol-pair errors, see [1] . The size of a symbol-pair code satisfies the Singleton bound. Lemma 1. ( [4] ) Let q ≥ 2 and 2 ≤ d 2 ≤ n. If C is a symbol-pair code with length n and minimum symbol-pair distance d 2 , then |C| ≤ q n−d 2 +2 .
A symbol-pair code achieving the Singleton bound is called a maximum distance separable ( MDS ) symbol-pair code. A classical MDS code is also an MDS symbol-pair code. For any 1 < n < q, we choose a = (a 1 , a 2 , · · · , a n ) where a i are distinct elements in F q . Then the Reed-Solomon ( RS ) code of length n associated with a is [18] . Now denote by A i the number of codewords in C with weight i. Then the weight distribution of MDS codes is determined in the following lemma.
Inspired by the proof of Lemma 2 in Chap. 7, pp. 262 of [18] , one can calculate the symbolpair weight distribution of MDS codes employing the shortened codes of MDS codes.
Let C be a code of length n over F q and T ⊆ [0, n − 1] , T = [0, n − 1] \T. Define C T = (c j ) j∈T there exists some (c 0 , c 1 , · · · , c n−1 ) ∈ C such that c i = 0 for all i ∈ T .
Then we call C T the code shortened on T from C. For more details, see Section 1.5 in [18] . The following lemma characterizes that a code shortened on T from an MDS code is also an MDS code. It will be applied to calculate the symbol-pair weight distribution of MDS codes in Section 3.
Symbol-pair weight distribution of MDS codes
This section will focus on determining the symbol-pair weight distribution of MDS codes. Theorem 1. Let C be an [n, k, d] q MDS code and B w the number of codewords in C with symbol-pair weight w. Then
Proof. It is easily verified that B 0 = 1 and B w = 0 for any 1 ≤ w ≤ d. In the following, we just need to consider the case d < w ≤ n. For convenience, we define the following notations.
Then we call a codeword c having Shape (N 1 , N 2 , · · · , N l ) if its entries satisfy:
• for any j ∈ N i , c j is always zero ( nonzero, resp.);
• for 1 ≤ i ≤ l, if c j is zero (nonzero, resp.) for any j ∈ N i , then c j is nonzero (zero, resp.) for any j ∈ N i+1 . Now the problem on deriving B w , i.e., the number of codewords in C with symbol-pair weight w, can be transformed to enumerate the codewords in C with Shape (N 1 , N 2 , · · · , N l ) and Type -0 (or Type -1).
Case I ( l even) : We first consider the subcase of Type -0. In this subcase, for a codeword c with symbol-pair weight w and Shape (N 1 , N 2 , · · · , N l ), we have
Let P 1 be the number of Shape (N 1 , N 2 , · · · , N l ) such that the corresponding vector c ∈ F n q of Type -0 has symbol-pair weight w. It is straightforward that    n 1 + n 2 + · · · + n l = n,
Counting arguments lead to
In the sequel, we concentrate on determining the number of codewords c in C with symbol-pair weight w and Type -0 corresponding to each Shape (N 1 , N 2 , · · · , N l ). Let
and C T 1 be the subcode of C shortened on T 1 . It follows from Lemma 3 that C T 1 is a
According to Lemma 2, the number of codewords in
It follows that the number of codewords in C with symbol-pair weight w and Type -0 corresponding to each Shape (N 1 ,
only relies on w and l, not on specific choices of N 1 , N 2 , · · · , N l . Thus for even l, the number of codewords in C with symbol-pair weight w and Type -0 is
Similarly, it can be verified that for even l, the number of codewords in C with symbol-pair weight w and Type -1 is also B
w . Therefore, for even l, the number of codewords in C with symbol-pair weight w is equal to 2B (1) w .
Case II ( l odd) : A Type -0 codeword c having symbol-pair weight w and Shape (N 1 , N 2 , · · · , N l ) satisfies    n 1 + n 2 + · · · + n l = n, n 2 + n 4 + · · · + n l−1 + l−1 2 = w, which yields    n 1 + n 3 + · · · + n l = n − w + l−1 2 , n 2 + n 4 + · · · + n l−1 = w − l−1 2 .
(1)
It is worth noting that
Hence the number of Shape (N 1 , N 2 , · · · , N l ) satisfying (1) is
Then
Let C T 2 be the subcode of C shortened on T 2 . By Lemma 3, one can obtain that C T 2 is a
Therefore, for odd l, the number of codewords in C with symbol-pair weight w and Type -0 is
It can be similarly shown that, for odd l, the number of codewords in C with symbol-pair weight w and Type -1 is
As a result, the total number of codewords in C with symbol-pair weight w can be derived:
This completes the desired conclusion. 
For the case of q = 8, let a = (1, θ, θ 2 , θ 3 ) where θ is a primitive element of F * q with θ 3 +θ+1 = 0. By computation software MAGMA, the code RS 3 (a) has symbol-pair weight distribution:
which coincides with the result in Theorem 1.
Example 2.
Let C be a [5, 4, 2] q MDS code. Then Theorem 1 yields that
For the case of q = 27, let a = (1, θ, θ 2 , θ 3 , θ 4 ) where θ is a primitive element of F * q with θ 3 − θ + 1 = 0. It can be verified by MAGMA that the code RS 4 (a) has symbol-pair weight distribution:
Symbol b-weight distribution of simplex codes
In this section, we shall analyze symbol b-weight distribution of simplex codes for any b. We show that all the nonzero codewords in a simplex code have the same symbol b-weight. Surprisingly, rearranging coordinates of a simplex code may lead to different symbol b-weight. From now on, we always set h = q−1 p−1 and g a primitive element of F * q . For brevity, denote by C = c α = Tr (α) , Tr (gα) , · · · , Tr g q−2 α α ∈ F q the cyclic simplex code of length q − 1 and
the variation simplex code, where
Firstly, the symbol b-weight distribution of cyclic simplex code is given as follows.
Theorem 2. Let q = p m . Then the cyclic simplex code C has only one nonzero symbol b-weight
Proof. Let
Note that L i is an F p -linear subspace in F q with codimension 1. It follows that the symbol b-weight of any nonzero codeword c α = Tr (α) , Tr (gα) , · · · , Tr g q−2 α in C is
Here the third equality follows from that for b < m, the F p -linear system of equations
has p m−b solutions since g i , · · · , g i+b−1 are linear independent over F p . If m ≤ b ≤ q − 1, the equation (4) has only one solution α = 0. The proof is completed.
Example 3. Let p = 2, m = 3 and g be a primitive element of F * q with g 3 + g 2 + 1 = 0. For the simplex code C = c α = Tr (α) , Tr (gα) , Tr g 2 α , Tr g 3 α , Tr g 4 α , Tr g 5 α , Tr g 6 α α ∈ F q , we choose c g = (1, 1, 0, 1, 0, 0, 1) . It can be checked by Magma that
which coincides with Theorem 2. The following corollary presents symbol b-weight distribution of a standard simplex code, which is useful in the sequel. 
Proof. Let u = g q−1 p−1 . Note that for any nonzero α ∈ F q ,
Hence
The desired conclusion follows from Theorem 2.
In the sequel, we will calculate the symbol-pair weight distribution of variation simplex codes. Proof. Now for c ′′ α = Tr(α), Tr(gα), · · · , Tr g h−1 α ,
Indeed, the number of x ∈ F * q with Tr(x) = 0 is p m−1 − 1. It can be verified that the number of zero entries in c ′′ α is p m−1 −1 p−1 . Then one can obtain that
It follows from Corollary 1 that
On the other hand, it is worth noting that Tr g i+hj α = g hj Tr g i α for any 1 ≤ j ≤ p − 2. Hence for any 0 ≤ i ≤ h − 1, all the entries of c = h. Note that • for any N i such that Tr g j α is always nonzero for any j ∈ N i , concatenating (p − 2) nonzero elements at the end of each Tr g j α will result in the augment of its original symbol-pair weight by (p − 2);
• for any N i such that Tr g j α is always zero for any j ∈ N i , concatenating (p − 2) zeros at the end of each Tr g j α will keep its original symbol-pair weight.
Therefore, for any nonzero codeword
Thus we complete the proof.
The following example illustrates that rearranging the coordinates of simplex codes may induce different symbol-pair weight from Theorems 2 and 3.
Example 4. Let p = m = 3 and g be a primitive element of F * q with g 3 − g + 1 = 0. Then for the codewords c g = (0, −1, 0, −1, 1, −1, −1, 1, 0, −1, −1, −1, 0, 0, 1, 0, 1, −1, 1, 1, −1, 0, 1, 1, 1, 0 In what follows, for odd b with 3 ≤ b ≤ m, the symbol b-weight of nonzero codewords in variation simplex codes over F 3 is investigated. 
Proof. For p = 3, it is obvious that both entries of c (i) α are zero (or nonzero). Hence, one obtains
Here the last equality follows from Theorem 2. This completes the proof. Now we focus on the symbol p-weight of nonzero codewords in the variation simplex code over F p with p odd prime in a similar way of Proposition 1. Proposition 2. Let p be odd prime and q = p m with m > 1. The symbol p-weight of any nonzero codewords in the variation simplex code C ′ in (2) is q − p m−2 .
Proof. When m ≥ 2, by Corollary 1, one obtains
This completes the proof.
Remark 2. Note that by Theorem 2, Propositions 1 and 2, for odd b with 3 ≤ b ≤ q − 1, the symbol b-weight of nonzero codewords in C and C ′ over F 3 m are different. And for m ≥ p > 2, the symbol p-weight of nonzero codewords in C and C ′ over F p are different as q − p m−p = q − p m−2 .
Furthermore, for p = 3 and m ≥ 3, it can be checked that the result in Proposition 1 coincides with Proposition 2. However, for even b with 4 ≤ b ≤ q − 1, p = 3 and for b = p with 3 ≤ b ≤ q − 1, p > 3, it seems not applicable to determine the symbol b-weight of codewords in C ′ using a similar method in Propositions 1 and 2.
Conclusions
In this paper, the symbol-pair weight distributions of MDS codes and simplex codes are characterized. By enumeration of different Shapes and utilizing shortened code of MDS codes, one derives the symbol-pair weight distribution of MDS codes. For any b, the symbol b-weight distribution of simplex codes is presented and rearranging entries of simplex codes may lead to different symbol-pair weight. In addition, for odd b with 3 ≤ b ≤ q − 1, the symbol b-weight of simplex code over F 3 and for any m > 1, the symbol p-weight of codewords in variation simplex codes over F p are determined.
