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ABSTRACT
In this paper, we proposeGPSP, a novel Graph Partition and Space
Projection based approach, to learn the representation of a hetero-
geneous network that consists of multiple types of nodes and links.
Concretely, we first partition the heterogeneous network into ho-
mogeneous and bipartite subnetworks. Then, the projective rela-
tions hidden in bipartite subnetworks are extracted by learning the
projective embedding vectors. Finally, we concatenate the projec-
tive vectors from bipartite subnetworks with the ones learned from
homogeneous subnetworks to form the final representation of the
heterogeneous network. Extensive experiments are conducted on
a real-life dataset. The results demonstrate that GPSP outperforms
the state-of-the-art baselines in two key network mining tasks:
node classification and clustering2.
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1 INTRODUCTION
Network embedding, or network representation learning, is the
task of learning latent representation that captures the internal re-
lations of rich and complex network-structured data. Inspired by
the recent success of deep neural networks in computer vision and
natural language processing, several recent studies [1, 3, 5] propose
to employ deep neural networks to learn network embeddings. For
example, DeepWalk [3] adopts Skip-gram [2] to randomly gener-
ate walking paths in a network; and LINE [5] tries to preserve
two orders of proximity for nodes: first-order proximity (local) and
second-order proximity (global).
Most existing studies focus on learning the representation of a
homogeneous network that consists of singular type of nodes and
relationships (links). However, in practice, many networks are of-
ten heterogeneous [1, 4], i.e., involving multiple types of nodes and
relationships. The methods designed for homogeneous networks
hardly learn the representations of such networks because they
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cannot distinguish different types of objects and relationships con-
tained in the networks. Therefore, the learned representations lack
heterogeneity behind the structural information.
To alleviate the aforementioned limitation, we propose aGraph
Partition and Space Projection based approach (GPSP) to learn the
representation of a heterogeneous network. First, an edge-based
graph partition method is used to partition the heterogeneous net-
work into two types of atomic subnetworks: i) homogeneous net-
works that contain singular type of nodes and relationships; ii) bi-
partite networks that contain two types of vertices and one type
of relationship. Second, we apply classic network embedding mod-
els [3, 5] to learn the representations of homogeneous subnetworks.
Third, for each bipartite subnetwork, the hidden projective rela-
tions are extracted by learning the projective embedding vectors
for the related types of nodes. Finally, GPSP concatenates the pro-
jective node vectors from bipartite subnetworks with the node vec-
tors learned from homogeneous subnetworks to form the final rep-
resentation of the heterogeneous network.
The main contribution of our approach is threefold: i) we for-
malize the problem of bipartite network representation learning;
ii) edge-type based graph partition and space projection are used
to learn the representations of different types of nodes in differ-
ent latent spaces; and iii) the experimental results demonstrate the
effectiveness of GPSP in network mining tasks.
2 OUR MODEL
The definitions of homogeneous network [3] and heterogeneous
network [1] are adopted. A bipartite network is defined:
Definition 2.1. A Bipartite Network is defined as a graphG =
(V ,E) whereV = V1∪V2 and E = EV1V2 .V1 andV2 are two types of
vertex sets. In bipartite network each edge ev1v2 ∈ EV1V2 connects
two different types of nodes v1 ∈ V1 and v2 ∈ V2.
Edge-type based graph partition. For a heterogeneous network
G, we first build a type-table to record all types of relationships
in the network. The network is then partitioned into a minimum
number of subnetworks, where each subnetwork is either a homo-
geneous network or a bipartite network.
Homogeneous network embedding. For homogeneous subnetworks,
we employ conventional embedding algorithms such as LINE and
DeepWalk to learn homogeneous embeddings. TheGPSP framework
with LINE and DeepWalk algorithms are recorded as GPSP-LINE
and GPSP-DeepWalk, respectively.
Bipartite network embedding. Unlike homogeneous networks, each
edge in bipartite networks connects two different types of nodes.
After learning the representations of objects O and P in two dif-
ferent homogeneous networks (in two different low-dimensional
spaces), we could treat the relationship between objectsO and P in
the bipartite networks as the implicit projection between two low-
dimensional spaces. Based upon the projective relation between
two types of nodes, space projection is performed to learn the pro-
jective representations of nodes. Equation 1 formulates the projec-
tive representation learning process. In a bipartite network that
contains projective information from homogeneous network A to
homogeneous network B, each node Ai in network A could learn
a projective representation in network B, denoted as EmbdAi→B :
EmbdAi→B =
1
N
N∑
j=1
(EmbdBj ∗wAiBj ) (1)
Where→ represents the projection relation in two spaces, {BN } is
the complete set of objects in network B that each B j in BN has
Ai → B j . EmbdBj is the learned homogeneous representation of
B j , andwAiBj is the projective weight between nodes Ai and B j .
Final homogeneous network embedding. Finally, the learned ho-
mogeneous network embeddings and the bipartite network embed-
dings are concatenated to form the final homogeneous network
embeddings in which each node contains one homogeneous em-
bedding and potentially several projective embeddings from bipar-
tite subnetworks. The final heterogeneous embedding contains the
information from different latent spaces, thus it can be regarded as
an ensemble embedding that improves the robustness and gener-
alization performance of a set of embeddings.
3 EXPERIMENTS
3.1 Dataset
We construct an academic heterogeneous network, based on the
dataset from AMiner Computer Science [6]. The constructed net-
work consists of two types of nodes: authors and papers, and three
types of edges representing (i) authors coauthor with each other;
(ii) authors write papers; (iii) papers cite other papers. After per-
forming edge-based graph partition, two homogeneous subnetworks
—the coauthor network (Author-Author) and the citation network
(Paper-Paper), and one bipartite network—writing network (Author-
Paper), are generated.
3.2 Baseline methods
We compare our approach with several strong baseline methods
including Line [5], DeepWalk [3], and Metapath2vec [1]. The di-
mensions for LINE-based embeddings and the rest are 256 and 128
respectively. We set the size of negative samples to 5. The number
of random walks to start at each node in DeepWalk and Metap-
ath2vec is 10, and the walk length is 40.
3.3 Multi-label node classification
Wefirst evaluate the performance of GPSP on themulti-label classi-
fication task.We adopt the labeled dataset generated by the study [1],
which groups authors into 8 categories based on authors’ research
fields. Following the strategy in [1], we try to match this label set
with the author embeddings, and get 103,024 successfully matched
author embeddings with their labels.
A SVM classifier is used to classify these embeddings. To evalu-
ate the robustness of our model, we compare the performance of
GPSP with competitors by varying the percentage of labeled data
from 10% to 90%. The Micro-F1 and Macro-F1 scores are summa-
rized in Table 1. GPSP-LINE and GSPS-DeepWalk substantially and
consistently outperform the baseline methods by a noticeable mar-
gin on all experiments. Note that the metapath method [1] has a
poor performance in the experiments, probably because that meta-
path2vec heavily relies on well structured paths that are difficult
to obtain in many applications.
Metric Model 10% 30% 50% 70% 90%
Micro-F1
LINE 0.7062 0.7067 0.7074 0.7062 0.7075
DeepWalk 0.6992 0.7010 0.6992 0.6986 0.6988
metapath2vec 0.6546 0.6549 0.6547 0.6552 0.6529
metapath2vec++ 0.6692 0.6681 0.6676 0.6677 0.6651
GPSP-LINE 0.7512 0.7557 0.7564 0.7554 0.7552
GPSP-DeepWalk 0.7275 0.7318 0.7324 0.7320 0.7318
Macro-F1
LINE 0.7032 0.7036 0.7043 0.7035 0.7036
DeepWalk 0.6964 0.6982 0.6965 0.6963 0.6961
metapath2vec 0.6307 0.6313 0.6322 0.6328 0.6301
metapath2vec++ 0.6478 0.6473 0.6478 0.6473 0.6445
GPSP-LINE 0.7482 0.7527 0.7534 0.7526 0.7522
GPSP-DeepWalk 0.7253 0.7290 0.7298 0.7295 0.7289
Table 1: Multi-label node classification results
3.4 Node clustering
To further evaluate the quality of the latent representations learned
by GPSP, we also perform a node clustering task. We adopt simple
K-means as our clustering algorithm, working on the learned la-
tent representations. Here, K is assigned to 8. The evaluation met-
ric is normalized mutual information (NMI), which measures the
mutual information between the generated clusters and the labeled
clusters.
The experimental results are demonstrated in Table 2. GPSP-
DeepWalk achieves the best result, which improves 24% in terms
of NMI over the original DeepWalk method.
LINE DeepWalk metapath2v metapath2v++ GPSP-LINE GPSP-DeepWalk
0.2516 0.2873 0.2403 0.2470 0.3118 0.3555
Table 2: Node clustering results (NMI scores)
4 CONCLUSION
A novel heterogeneous network embedding model, GPSP, is pro-
posed,which supports the representation learning ofmultiple types
of nodes and edges. Extensive experiments show the superiority of
GPSP by the benchmarks in two network mining tasks, node clas-
sification and clustering.
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