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Abstract
The classical exchange algebra satisfied by the monodromy matrix of AdS5×
S5 string theory in the Green-Schwarz formulation is determined by using a
first-order Hamiltonian formulation and by adding to the Bena-Polchinski-
Roiban Lax connection terms proportional to constraints. This enables
in particular to show that the conserved charges of this theory are in in-
volution. This result is obtained for a general world-sheet metric. The
same exchange algebra is obtained within the pure spinor description of
AdS5 × S
5 string theory. These results are compared to the one obtained
by A. Mikhailov and S. Scha¨fer-Nameki for the pure spinor formulation.
1 Introduction
Integrability plays a key role in the understanding of the correspondence between
string theory on AdS5 × S
5 and superconformal N = 4 Yang-Mills theory. For
the AdS side of this correspondence, it has been proved in [1] that the classical
equations of motion can be cast into a zero curvature equation satisfied by a
Lax connection. This property leads to the existence of an infinite number of
conserved charges. However, determining the Poisson brackets of these conserved
charges has been a long-standing problem. As for any other integrable system, it
is natural to expect that these charges are in involution, i.e. that their Poisson
brackets (P.B.) vanish. Actually, from some conventional point of view, it is
a necessary condition in order to properly call this theory an integrable one.
For instance, for finite dimensional systems, it is a necessary condition in order
to apply Liouville’s theorem (see for instance [2]). Note however that at the
quantum level, the commutation of the conserved charges is not necessary for
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the factorization of the S-matrix [3]. From the point of view of the AdS/CFT
correspondence, it is very unlikely that the conserved charges would not be in
involution. An early sign of this expected involution property is the observation
that the dilatation operator of N = 4 Yang-Mills theory corresponds to the
Hamiltonian of an integrable quantum spin chain at first order in perturbation
theory in the planar limit. This was first discovered in [4, 5] and more specifically
in the N = 4 context, extending the discovery of [6], in [7]. Evidence was then
presented in [8] that this integrability is present at higher orders.
It is therefore quite frustrating that this expected property of involution of
the conserved charges has not yet been directly proved. Furthermore, it should in
fact be almost as easy to prove that property as it has been to determine the Lax
pair in [1]. Indeed, this should be a fundamental property of that theory. In other
words, this involution property should neither be specific to the Green-Schwarz
or to the pure spinor formulations nor be related to a specific gauge choice like,
for instance, the conformal gauge but should be valid in full generality. We show
in this article that it is indeed the case. As it has been achieved for a subsector
of AdS5 × S
5 , the determination of the exchange algebra is also a necessary
step towards the computation of action-angle variables [9, 11] and semi-classical
quantisation [10, 11].
There has been many attempts to compute the classical exchange algebra and
to prove the involution property. The most successful one has been developed
within the pure spinor formulation in [12]. We will explain in section 3.3 why
our result is different from the one obtained in [12]. Furthermore, our approach
is more direct and is valid for both Green-Schwarz and pure spinor formulations.
The other attempts can be found in [13, 14, 15, 16, 17]. In section 3.3, the result
obtained by A. K. Das et al. in [13] is discussed relatively to our result. We will
also argue at the end of §2.4 that the approach chosen in [13] to determine the
phase space variables appears in fact to be incomplete, contrary to the first-order
formulation considered in the present work.
The technical tool used in this article is a first-order Hamiltonian formulation
of coset models. In this formulation, the dynamical variables are the currents
instead of the group element. It is motivated at the beginning of section 2.1 and
presented in detail in section 2. Let us however discuss immediately the main,
and rather simple, idea used for the computation of the exchange algebra. For
that, we recall basic properties of Lax connections. Consider a classical system
whose Lagrangian equations of motion can be cast in the form of a zero-curvature
equation
∂αLβ − ∂βLα − [Lα,Lβ] = 0 (1.1)
for a Lax pair Lα(σ, τ ; z) taking values in some Lie algebra. Here (σ, τ) are world-
sheet coordinates and z is a spectral parameter. We recall that the monodromy
matrix T (τ ; z) is the path-ordered exponential of the spatial Lax component
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Lσ(σ, τ ; z):
T (τ ; z) = P←−exp
∫ 2pi
0
dσLσ(σ, τ ; z) (1.2)
where we consider periodic boundary conditions. It follows from the zero curva-
ture equation (1.1) and from the periodicity of the Lax connection in the variable
σ that
∂τT (τ ; z) = [Lτ (0, τ ; z), T (τ ; z)].
This implies that the eigenvalues of the monodromy matrix are integrals of mo-
tion. These conserved quantities are in involution only if the Poisson bracket
{T (τ ; z), T (τ, z′)} has a special form. The classical exchange algebra corresponds
then to this Poisson bracket. To determine it, one first needs to compute the
P.B. of Lσ(σ, τ ; z) with Lσ(σ
′, τ ; z′).
The zero curvature condition (1.1) is invariant under the gauge transforma-
tions
Lα → L
U
α = ULαU
−1 + ∂αUU
−1. (1.3)
We call this invariance a formal gauge invariance to avoid confusion with the other
gauge invariances present in AdS5 × S
5 String theory. Under these transforma-
tions, T transforms as T (τ, z)→ U(2π, τ)T (τ, z)U−1(0, τ) and thus its eigenvalues
are invariant.
Consider now a Lagrangian system whose Legendre transformation leads to
Hamiltonian constraints. This property holds in the case of AdS5 × S
5 String
theory. Then, going from the Lagrangian to the Hamiltonian formulations, there
is nothing that forbids to add to the ”Lagrangian” Lax pair terms proportional
to the constraints. Having in mind the general theory of constrained systems,
this is actually an expected property. One can give an argument in favor of this
process. Indeed, from the Lax pair, we construct successively the monodromy
matrix and the conserved quantities. But the Hamiltonian itself is a specific
conserved quantity. And, as usual with constrained systems, it contains terms
proportional to the constraints and the Lagrange multipliers.
One can in fact construct an infinite number of ”Hamiltonian” Lax pairs. Of
course, by definition, all these Lax pairs have the same value on the constraint
surface. But, as usual with constrained systems1, their Poisson brackets will not
be the same as one shall first compute the P.B. and only afterwards evaluate
them on the constraint surface. This discussion might sound rather strange to
the reader as we are presently claiming that there are many different exchange
algebras, in complete opposition with the title of this article ! There is however
no contradiction. Once all unphysical degrees of freedom are eliminated, i.e. once
we introduce all the necessary gauge fixing conditions to have a complete system
of second-class constraints in order to define Dirac brackets, all these Lax pairs
1See [18] for a general reference on constrained systems. The definitions of first and second
class constraints and of the Dirac bracket are recalled in the appendix.
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will have the same Dirac bracket. This is so because by definition the Dirac
brackets of the constraints with any phase space variable strongly vanish. This
is indeed only in the sense of Dirac bracket that one can talk about an unique
exchange algebra. However, and this is the crucial point, there might be a better
starting point to compute this algebra than just the one consisting in taking
straightforwardly the Lax pair obtained from the Lagrangian formulation. In
other words, there might exist a ”natural” Hamiltonian Lax pair, whose Poisson
brackets have the simplest form. This is indeed what happens for AdS5×S
5 String
theory as it will be shown in section 3.
It is also necessary to make here another comment related to κ-symmetry.
Under such a transformation, the Bena-Polchinski-Roiban Lax connection trans-
forms by a formal gauge transformation (1.3). This property is explicitly estab-
lished in [19] for the AdS4×CP
3 case (see also [20]). This means that the action
(in the sense of P.B.) of a first-class constraint on a Lax connection should cor-
respond to a particular case of a formal gauge transformation. It is therefore a
priori expected that if L and L˜ are two Lax connections differing only through
a term proportional to a first-class constraint, then the P.B. of L should have
the same form as the ones of L˜. However, the term that will be added to the
Bena-Polchinski-Roiban Lax connection is a mixture of first-class and second-
class constraints. We will discuss more precisely this statement in section 3.3.
Let us now quickly review known forms of P.B. of L that lead to involution of
conserved charges and indicate which one we will find. In the following, we simply
denote L(σ, z) ≡ Lσ(σ, τ ; z). The standard simple form of Poisson brackets
2 of L
ensuring involution of the conserved charges is (for a review, see [21])
{L1(σ, z1),L2(σ
′, z2)} = [r12(z1, z2),L+]δσσ′ (1.4)
where δσσ′ = δ(σ − σ
′). We use conventional tensorial notations L1 = L ⊗ 1 and
L2 = 1⊗L (see section A.1) and have introduced
L± = L1(σ, z1)± L2(σ, z2).
For simplicity, we have considered a non-dynamical r-matrix i.e. which does not
depend on the phase space variables but only on the spectral parameters. The
P.B. of T are then:
{T1(z1), T2(z2)} = [r12, T1(z1)T2(z2)].
This implies that the traces Tr[T n(z1)] and Tr[T
m(z2)] are in involution. For
completeness, we recall that the r-matrix is antisymmetric3 and that the Jacobi
identity is satisfied when r is a solution of the classical Yang-Baxter equation,
[r12, r13] + [r12, r23] + [r13, r23] = 0, (1.5)
2As these are equal-time P.B., the time dependence will not be indicated in this article.
3More precisely, Pr12(z2, z1)P = −r12(z1, z2) where P (A⊗ B)P = B ⊗A for any matrices
A and B.
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where we have not explicitly indicated the spectral dependence. It is however
clear that such a form does not hold for AdS5 × S
5 String theory.
A generalization of the P.B. (1.4) has been given by J. M. Maillet in [22, 23, 24]
and is:
{L1(σ, z1),L2(σ
′, z2)} = [r12(z1, z2),L+]δσσ′ − [s12(z1, z2),L−]δσσ′
− 2s12(z1, z2)∂σδσσ′ . (1.6)
Again, we restrict ourselves to non-dynamical r and s matrices. We will call in
the future this form of P.B. the r/s form. r is antisymmetric while s is symmetric.
A sufficient condition for the Jacobi identity to be satisfied is that r and s are
solutions of the extended Yang-Baxter equation:
[r13 + s13, r12 − s12] + [r23 + s23, r12 + s12] + [r23 + s23, r13 + s13] = 0. (1.7)
Contrary to the P.B. (1.4), the P.B. (1.6) involves non-ultra-local terms. As a
consequence, the P.B. of the monodromy matrix are not well defined. This is the
famous problem related to non-ultra-local terms. It is possible to regularize4 the
P.B. of the monodromy matrix [24]. In that case one gets
{T1(z1), T2(z2)} = [r12, T1(z1)T2(z2)] + T1(z1)s12T2(z2)− T2(z2)s12T1(z1),
which again leads to the involution of Tr[T n(z)]. Note that the vanishing of the
P.B. of Tr[T n(z1)] with Tr[T
m(z2)] is independent of the regularization chosen
[24].
We will show that the P.B. of the Hamiltonian Lax spatial component of
AdS5 × S
5 String theory has the r/s form.
The plan of this paper is the following. In section 2, we start by discussing
the first-order Hamiltonian formulation for the principal chiral model. The goal
is to present this formulation for the simplest case and to show how the P.B.
of the currents of this model are recovered. This method is then applied for
pedagogical reasons to a bosonic coset G/H model. Indeed, we will discuss there
a property related to the gauge symmetry of this model. This property has a more
complicated analogue (related to κ-symmetry) in the Green-Schwarz formulation
of AdS5 × S
5 String theory. The first-order Hamiltonian technique is applied in
section 2.3 to the pure spinor case. The corresponding analysis for the Green-
Schwarz case is presented in the next section. Note that sections 2.3 and 2.4
can be read independently. For the Green-Schwarz formulation, we start with
a general world-sheet metric and a general coefficient, κ, in front of the Wess-
Zumino term present in the Lagrangian of this theory. Making the first-order
4This regularization is however not completely satisfactory as the Jacobi identity (for P.B.
involving the monodromy matrix) is not fully satisfied. It is only ”weakly” satisfied (see [24]
for details). This regularization has been however successfully used in [9].
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analysis, we obtain primary constraints and, in order to ensure stability of these
constraints, a secondary one. We show then that, when κ = ±1, i.e. when κ-
symmetry is present, there is no further constraint. In the next step, we partially
gauge-fix the theory and eliminate variables that are redundant within the first-
order Hamiltonian formulation. The results of sections 2.3 and 2.4 include the
canonical variables, the constraints they satisfy, and their Hamiltonians.
In section 3, we start by introducing the Hamiltonian Lax connection and
compute in §3.2 the Poisson brackets of its spatial component. The main re-
sults of this article correspond to the equations (3.3) and (3.10)-(3.16). In §3.3,
these results are compared to the ones obtained in [12] and in [13]. Finally, we
make some comment on the link between the Green-Schwarz and pure spinor
formulations.
The appendix contains definitions and technical results used in sections 2 and
3 and a reminder on constrained systems.
2 First-Order Formulation
2.1 Principal Chiral Model
The Lagrangian of the principal chiral model (PCM) is
L =
1
2
(
g−1∂0gg
−1∂0g − g
−1∂1gg
−1∂1g
)
where g(σ, τ) takes value in some semi-simple Lie group, and where taking the
trace over the corresponding Lie algebra is understood. The equations of motion
are then ∂0(g
−1∂0g)− ∂1(g
−1∂1g) = 0.
Motivation We are only interested in determining the P.B. of the currents
Aα = −g
−1∂αg. Indeed, the Lax connection depends on g only through Aα. It
is therefore desirable to compute directly these P.B. without having to introduce
coordinates on the Lie group. One approach to do so, and which is used for
instance in [13, 25], is the following. Consider A1 as the only dynamical variable.
Rewrite formally the Maurer-Cartan equation, ∂0A1−∇1A0 = 0, satisfied by the
currents as A0 = ∇
−1
1 (∂0A1). We have introduced here the covariant derivative
∇1 = ∂1 − [A1, ]. Compute then the conjugate momentum of A1. However, we
will explain in §3.3 why this procedure can be considered as incomplete when
constraints are present: It gives the right P.B. for part of the currents but does
not give any information for the remaining components. We will therefore proceed
differently.
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Lagrangian Equations The starting point is the Lagrangian equations satis-
fied by the currents. Those are the Maurer-Cartan equation,
∂0A1 −∇1A0 = 0, (2.1)
and the equation of motion
∂0A0 − ∂1A1 = 0. (2.2)
We start then with the Lagrangian5
L =
1
2
(A0A0 − A1A1) + Λ(∂0A1 −∇1A0)
where the independent dynamical variables are now (A0, A1,Λ). It is clear that
the equation of motion of the Lagrange multiplier Λ implies6 Aα = −g
−1∂αg.
Thus, at least classically, this theory is equivalent to the PCM.
Primary and Secondary Constraints Let us now do the Legendre transfor-
mation and the Hamiltonian analysis. One finds the constraints7
Π0 ≈ 0, Π1 − Λ ≈ 0, ΠΛ ≈ 0
with obvious notations. The Poisson brackets of the canonical variables are writ-
ten in the appendix. The Hamiltonian density h is then
h = −
1
2
(A0A0 −A1A1) + Λ∇1A0 + αΠ0 + β(Π1 − Λ) + γΠΛ + µC (2.3)
where α, β, γ and µ are Lagrange multipliers. In eq.(2.3), we have already taken
into account the secondary constraint
C = A0 +∇1Λ ≈ 0, (2.4)
coming from imposing stability of the primary constraint Π0 under time evolution.
Requiring that the constraints are preserved by the dynamics does not lead to
further constraints and fixes all the Lagrange multipliers:
µ ≈ 0, β ≈ ∇1A0,
γ ≈ −A1 − [Λ, A0], α ≈ ∂1A1.
5I thank N. Beisert for suggesting this approach.
6Up to some global problems not considered here.
7The notation ≈ stands for ”on the constraint surface”.
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Hamiltonian Equations of Motion The equations of motion for A0 and A1
corresponding to the Hamiltonian H =
∫
dσh are8:
dA1
dτ
= β ≈ ∇1A0 and
dA0
dτ
= α ≈ ∂1A1.
So they coincide respectively with the Lagrangian equations (2.1) and (2.2).
Elimination of Variables The first thing to do is to get rid of Λ and its
momentum conjugate. This is easy as the constraints Π1 − Λ and ΠΛ form a
set of second-class constraints, and as it means that we can simply forget about
ΠΛ and replace everywhere Λ by Π1. We have thus now the canonical variables
(A0, A1,Π0,Π1) together with the two constraints
Π0 ≈ 0, C = A0 +∇1Π1 ≈ 0. (2.5)
These constraints form a set of second-class constraints. Indeed, the matrix of
their P.B.
Π02(σ
′) C2(σ
′)
Π01(σ) | 0 −C12δσσ′
C1(σ) | C12δσσ′ [C12, (∇1Π1)2]δσσ′
(2.6)
is invertible. This matrix is written in tensorial notation, C12 being the quadratic
Casimir (see appendix for further definitions). Therefore, we can put the con-
straints (Π0, C) strongly to zero and compute the corresponding Dirac brackets for
the currents (A0, A1). The definition of the Dirac bracket is recalled in eq.(A.6).
Although it is quite instructive to make explicitly this computation, we will use
in fact a shortcut. Indeed, a better interpretation of putting the constraints (2.5)
strongly to zero, is that we are then left with the variables (A1,Π1) and that A0
is now completely identified with −∇1Π1. Furthermore, due to the form of the
matrix (2.6), the variables (A1,Π1) have the same Poisson and Dirac brackets.
This means that they remain canonical with respect to the Dirac bracket. We
then have:
{A11(σ), A12(σ
′)} = 0,
{(∇1Π1)1(σ), A12(σ
′)} =
[
C12, A12
]
δσσ′ − C12∂σδσσ′ ,
{(∇1Π1)1(σ), (∇1Π1)2(σ
′)} =
[
C12, (∇1Π1)2
]
δσσ′ .
We recover in that way the P.B. of the currents of the PCM. Finally, starting
from the expression (2.3), the Hamiltonian can be rewritten as:
H =
∫
dσ
[
−
1
2
(A0A0 − A1A1) + Π1∇1A0
]
=
1
2
∫
dσ
(
∇1Π1∇1Π1 + A1A1
)
.
For that, we have used the constraints (2.5) and integrated by parts. Thus, we
do recover both the Hamiltonian and the P.B. of the PCM.
8With the convention {A,Π} = δ (see appendix).
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2.2 Bosonic Coset G/H Model
As this section is only here for pedagogical purpose, we skip unimportant details
and concentrate on important points relevant for a better understanding of the
AdS5 × S
5 case. Let G be the Lie algebra associated with G. To make contact
with the AdS5×S
5 case, we denote by H = G(0) the Lie subalgebra corresponding
to H and write also the decomposition G = G(0) ⊕G(2) of G as a vector space. In
particular, [G(i),G(j)] ⊂ G(i+j modZ2). For M ∈ G, we write M = M (0) +M (2).
Lagrangian Equations The equations satisfied by the currents are the Maurer-
Cartan equation
∂0A1 = ∇1A0 (2.7)
and the equation of motion
∂0A
(2)
0 − ∂1A
(2)
1 − [A
(0)
0 , A
(2)
0 ] + [A
(0)
1 , A
(2)
1 ] = 0. (2.8)
The starting point of our analysis is the Lagrangian
L =
1
2
(A
(2)
0 A
(2)
0 −A
(2)
1 A
(2)
1 ) + Λ(∂0A1 −∇1A0), (2.9)
where again ∇1 = ∂1 − [A1, ].
Primary and Secondary Constraints The primary constraints Π0, Π1 −Λ,
ΠΛ are the same as in the PCM. However, the secondary constraint is now:
C = A
(2)
0 +∇1Λ ≈ 0. (2.10)
We separate explicitly the constraint (2.10) into:
C0 = (∇1Λ)
(0) ≈ 0 and C2 = A
(2)
0 + (∇1Λ)
(2) ≈ 0.
Note that the constraint Π
(0)
0 is first-class since it commutes with all the con-
straints. The Hamiltonian density is
h = −
1
2
(A
(2)
0 A
(2)
0 −A
(2)
1 A
(2)
1 ) + Λ∇1A0 + αΠ0 + β(Π1 − Λ) + γΠΛ + µC. (2.11)
Among the Lagrange multipliers, µ(2), α(2), β, γ are fixed and in particular µ(2) ≈
0. However, µ(0) and α(0) are left unfixed.
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Hamiltonian Equations of Motion The Hamilton equations for A0 and A1
are:
dA1
dτ
= β ≈ ∇1(A0 − µ
(0)), (2.12)
dA0
dτ
= α ≈ ∂1A
(2)
1 + [A
(0)
0 − µ
(0), A
(2)
0 ]− [A
(0)
1 , A
(2)
1 ] + α
(0). (2.13)
The reason why we concentrate on these equations of motion is the following.
At the Lagrangian level, the equations of motion (2.8) and the Maurer-Cartan
equation (2.7) are reproduced as the zero-curvature equation for the Lax connec-
tion. The Hamiltonian equations (2.12) and (2.13) coincide respectively with the
equations (2.7) and (2.8) only when µ(0) = 0. Therefore, one possibility is to mod-
ify the Lax connection accordingly by replacing everywhere A
(0)
0 by A
(0)
0 − µ
(0).
This would actually only affect the time component of the Lax connection, and
is therefore irrelevant for the computation of the exchange algebra. Another pos-
sibility, explained in detail below, is to show that the condition µ(0) = 0 simply
corresponds to a gauge choice.
Elimination of Variables As for the PCM, after eliminating Λ and ΠΛ, we
are left with the canonical variables (A0, A1,Π0,Π1). The next step is to impose
strongly the set of second-class constraints
Π
(2)
0 = 0 and C
2 = A
(2)
0 + (∇1Π1)
(2) = 0. (2.14)
This procedure leads us to the canonical variables (A
(0)
0 , A1,Π
(0)
0 ,Π1), the con-
straints
Π
(0)
0 ≈ 0 and C
0 = (∇1Π1)
(0) ≈ 0 (2.15)
and the Hamiltonian density
h =
1
2
(
(∇1Π1)
(2)(∇1Π1)
(2) + A
(2)
1 A
(2)
1
)
+ α(0)Π
(0)
0 − (A
(0)
0 − µ
(0))C0. (2.16)
As already said, the constraint Π
(0)
0 is first-class. Before putting the constraints
(2.14) strongly to zero, the constraint C0 had only non vanishing Poisson brackets
with the constraint C2. Therefore, it becomes also a first-class constraint in the
sense of Dirac bracket, which just means that it commutes with itself and with
Π
(0)
0 .
Extended Action and Gauge Invariance In this section, we come back to
the problem of equations of motion and study gauge invariance. To do so, we
follow the approach explained in the book [18] and define the so-called extended
action:
S =
∫
dσdτ
(
Π1A˙1 +Π
(0)
0 A˙
(0)
0 − h
)
(2.17)
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where h is given by eq.(2.16). The equations of motion of the Lagrange mul-
tipliers α(0) and µ(0) give the constraints (2.15). Furthermore, these first-class
constraints are associated with gauge transformations generated (in the sense of
Poisson/Dirac bracket) by
∫
dσTr(φΠ
(0)
0 + ψC
0), where φ(σ, τ), ψ(σ, τ) ∈ G(0).
The corresponding gauge transformations of the fields are:
δA
(0)
0 = −φ, δA1 = ∇1ψ, δΠ
(0)
0 = 0, δΠ1 = [ψ,Π1]. (2.18)
The transformations of the Lagrange multipliers are determined in order the
action (2.17) to be invariant. We have found:
δα(0) = −∂0φ and δµ
(0) = −φ− ∂0ψ − [µ
(0) −A
(0)
0 , ψ]. (2.19)
As already mentioned above, the action (2.17) gives the equations of motion
(2.7) and (2.8) only when µ(0) = 0. This can be interpreted as discarding in the
action (2.17) the term associated with the secondary constraint C0. The reader
is referred to [18] for a detailed explanation. This property is however intuitively
quite clear as the Legendre transform of the Lagrangian (2.9) only gives the
primary constraints. In our case, this procedure can be viewed as imposing the
gauge µ(0) = 0. The residual gauge transformations (2.18)-(2.19) preserving that
condition are such that φ = −∂0ψ + [A
(0)
0 , ψ]. The transformations (2.18) give
then
δA
(0)
0 = ∂0ψ − [A
(0)
0 , ψ] and δA1 = ∂1ψ − [A1, ψ].
Remembering that A
(2)
0 is now identified with −(∇1Π1)
(2), due to the second
constraint in eq.(2.14), we also find δA
(2)
0 = −[A
(2)
0 , ψ]. Thus, we recover the
Lagrangian gauge transformations of the currents Aα of the coset G/H model.
2.3 Pure Spinor Formulation of AdS5 × S
5
We start the analysis of AdS5×S
5 String theory within the pure spinor formula-
tion9. The reason for this choice is that the pure spinor case is easier to consider
than the Green-Schwarz one. Indeed, in that formulation, κ-symmetry is not
present but there is an invariance under a global BRST symmetry. Therefore,
for what concerns the Hamiltonian formulation, we will have to treat less con-
straints and the situation is similar to the one of the previous section. We refer
the reader to the appendix for some definitions and properties of the superalgebra
PSU(2, 2|4).
9This theory contains ghosts. Here we just take the action and make the corresponding
canonical analysis.
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Lagrangian Equations The pure spinor formulation of AdS5×S
5 String the-
ory is described by the Lagrangian10 [26]:
L =
1
2
A(2)A¯(2)+
1
4
A(1)A¯(3)+
3
4
A(3)A¯(1)+w∂¯λ+ w¯∂λ¯−NA¯(0)− N¯A(0)−NN¯.
It is written in conformal gauge11. Here, A = −g−1∂g with ∂ = ∂0 + ∂1 while
A¯ = −g−1∂¯g with ∂¯ = ∂0 − ∂1. The fields λ and λ¯ are bosonic ghosts taking
values in G(1) and G(3) respectively. They satisfy the pure spinor conditions:
[λ, λ]+ = 0 and [λ¯, λ¯]+ = 0. (2.20)
w and w¯, which will be related below to the conjugate momenta respectively of
λ and λ¯, take values respectively in G(3) and G(1). Finally, N and N¯ are the pure
spinor currents defined by:
N = −[w, λ]+ = −wλ− λw and N¯ = −[w¯, λ¯]+ = −w¯λ¯− λ¯w¯.
They take values in G(0). The equations satisfied by the dynamical fields of this
theory are the Maurer-Cartan equation,
∂0A1 = ∇1A0, (2.21)
where ∇1 = ∂1 − [A1, ], and the equations of motion:
Dλ¯ = [N, λ¯],
DN¯ = [N, N¯ ],
DA¯(1) = [N, A¯(1)] + [N¯ , A(1)],
DA¯(2) = [A(1), A¯(1)] + [N, A¯(2)] + [N¯ , A(2)],
DA¯(3) = [A(1), A¯(2)] + [A(2), A¯(1)] + [N, A¯(3)] + [N¯ , A(3)],
D¯λ = [N¯, λ], (2.22)
D¯N = [N¯, N ],
D¯A(1) = −[A(2), A¯(3)]− [A(3), A¯(2)] + [N, A¯(1)] + [N¯ , A(1)],
D¯A(2) = −[A(3), A¯(3)] + [N, A¯(2)] + [N¯ , A(2)],
D¯A(3) = [N, A¯(3)] + [N¯ , A(3)].
Here D = ∂ − [A(0), ] and D¯ = ∂¯ − [A¯(0), ].
10We use the conventions of [27].
11For the question related to reparametrization invariance, see [28].
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Primary and Secondary Constraints For the first-order formulation, we
start accordingly with the Lagrangian12
L =
1
2
(
A
(2)
0 A
(2)
0 − A
(2)
1 A
(2)
1
)
+
(
A
(1)
0 A
(3)
0 − A
(1)
1 A
(3)
1
)
+
1
2
(
A
(1)
0 A
(3)
1 − A
(1)
1 A
(3)
0
)
+ Λ(∂0A1 −∇1A0) (2.23)
+ w∂0λ− w∂1λ+ w¯∂0λ¯+ w¯∂1λ¯− (N + N¯)A
(0)
0 + (N − N¯)A
(0)
1 −NN¯
where the dynamical fields are now (A0, A1,Λ, λ, λ¯). The Hamiltonian analysis
goes as follows. As for the two previous cases, the set of primary constraints is:
Π0 ≈ 0, Π1 − Λ ≈ 0, ΠΛ ≈ 0.
Concerning the pure spinor fields, −wα and −w¯β are respectively the conjugate
momenta of λα and λ¯β. The P.B. of the canonical variables are given in section
A.2 of the appendix. The Hamiltonian density h = Π1∂0A1 − w∂0λ− w¯∂0λ¯− L
is then:
h =−
1
2
(
A
(2)
0 A
(2)
0 − A
(2)
1 A
(2)
1
)
−
(
A
(1)
0 A
(3)
0 − A
(1)
1 A
(3)
1
)
−
1
2
(
A
(1)
0 A
(3)
1 − A
(1)
1 A
(3)
0
)
+ w∂1λ− w¯∂1λ¯+ (N + N¯)A
(0)
0 − (N − N¯)A
(0)
1 +NN¯ + Λ∇1A0 (2.24)
+ αΠ0 + β(Π1 − Λ) + γΠΛ + µC
where we have already included the secondary constraint
C = A
(1)
0 + A
(2)
0 + A
(3)
0 −
1
2
(A
(1)
1 −A
(3)
1 ) +∇1Λ−N − N¯. (2.25)
We then find:
{Π0, H} = C − µ
(1) − µ(2) − µ(3),
{Π1 − Λ, H} = −γ − [Λ, A0 − µ]− (A
(1)
1 + A
(2)
1 + A
(3)
1 )
+
1
2
(A
(1)
0 − A
(3)
1 ) +N − N¯, (2.26)
{ΠΛ, H} = −∇1(A0 − µ) + β,
{C, H} = α(1) + α(2) + α(3) −Ψ
where
Ψ =
1
2
(β(1) − β(3)) + [β,Λ]−∇1γ
+ ∂1(N − N¯)− [N,A
(0)
0 − µ
(0) − A
(0)
1 ]− [N¯ , A
(0)
0 − µ
(0) + A
(0)
1 ]. (2.27)
12Strictly speaking, one should also introduce the terms φ[λ, λ]+ + ξΠφ, where φ and ξ are
Lagrange multipliers respectively for the constraints [λ, λ]+ ≈ 0 and Πφ ≈ 0. However, these
two constraints are first-class and thus we choose φ = 0 and ξ = 0 for simplicity. For a relevant
discussion, see [25].
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Therefore, preservation of the constraints under time evolution implies in partic-
ular:
µ(1) ≈ 0, µ(2) ≈ 0, µ(3) ≈ 0, (2.28)
β ≈ ∇1(A0 − µ
(0)), (2.29)
Ψ ≈ α(1) + α(2) + α(3). (2.30)
Using the definition (2.27) of Ψ, the result (2.26) for γ and the results (2.28)-
(2.29), one finds that Ψ(0) ≈ 0. This means that there is no further constraint.
The equations (2.27) and (2.30) enable then to determine α(1), α(2) and α(3).
Therefore, all the Lagrange multipliers are fixed except α(0) and µ(0). As expected,
this is the same situation as in the previous section.
Hamiltonian Equations of Motion The Hamiltonian equations of motion
are:
dA1
dτ
= β ≈ ∇1(A0 − µ
(0)),
dA0
dτ
= α,
dN
dτ
≈ ∂1N + [A
(0)
0 − µ
(0) − A
(0)
1 + N¯ , N ],
dN¯
dτ
≈ −∂1N¯ + [A
(0)
0 − µ
(0) + A
(0)
1 +N, N¯ ].
To be more explicit, one needs to determine α(1), α(2) and α(3). This is a lengthy
but straightforward computation. In a similar way to the situation examined
previously for the bosonic G/H Coset model, one finds that the Hamiltonian
equations of motion coincide with the Lagrangian ones, provided that A
(0)
0 is
replaced everywhere by A
(0)
0 − µ
(0).
Elimination of Variables As usual now, we first eliminate Λ and ΠΛ. We
are left with the canonical variables (A0, A1,Π0,Π1, λ, w, λ¯, w¯) together with the
constraints Π0 ≈ 0 and
C0 = (∇1Π1)
(0) − (N + N¯) ≈ 0,
C1 = A
(1)
0 −
1
2
A
(1)
1 + (∇1Π1)
(1) ≈ 0, (2.31)
C2 = A
(2)
0 + (∇1Π1)
(2) ≈ 0, (2.32)
C3 = A
(3)
0 +
1
2
A
(3)
1 + (∇1Π1)
(3) ≈ 0. (2.33)
We eliminate then the variables A
(1,2,3)
0 and Π
(1,2,3)
0 by putting strongly to zero
the system (Π
(1,2,3)
0 , C
1,2,3) of second-class constraints.
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Summary The first-order Hamiltonian formulation of pure spinor AdS5×S
5 String
theory consists of the canonical variables (A
(0)
0 ,Π
(0)
0 , A1,Π1, λ, w, λ¯, w¯), whose fun-
damental Poisson brackets are given in the appendix, and the first-class con-
straints
Π
(0)
0 ≈ 0 and C
0 = (∇1Π1)
(0) − (N + N¯) ≈ 0. (2.34)
In particular, {C0
1
(σ), C0
2
(σ′)} = [C
(00)
12
, C0
2
]δσσ′ ≈ 0. Finally, starting from eq.(2.24),
one finds the Hamiltonian density:
h =
1
2
[
(∇1Π1)
(2)(∇1Π1)
(2) + A
(2)
1 A
(2)
1
]
+ (∇1Π1)
(1)(∇1Π1)
(3) +
1
2
[
(∇1Π1)
(1)A
(3)
1 − (∇1Π1)
(3)A
(1)
1
]
+
3
4
A
(1)
1 A
(3)
1
+ w∂1λ− w¯∂1λ¯− (N − N¯)A
(0)
1 +NN¯ + α
(0)Π
(0)
0 − (A
(0)
0 − µ
(0))C0.
2.4 Green-Schwarz Formulation of AdS5 × S
5
We refer the reader to the appendix for some definitions and results related to
the superalgebra PSU(2, 2|4). Our starting point is the Lagrangian [29, 30]
L = −
1
2
[
γαβ(g−1∂αg)
(2)(g−1∂βg)
(2) + κǫαβ(g−1∂αg)
(1)(g−1∂βg)
(3)
]
.
Here, the group element g(σ, τ) belongs to PSU(2, 2|4); we use the convention
ǫ01 = ǫτσ = 1; γαβ is the Weyl-invariant combination of the world-sheet metric
with detγ = −1; taking the supertrace is not explicitly written. Finally, we have
taken a general coefficient in front of the Wess-Zumino term. Remember however
that invariance under κ-symmetry imposes κ = ±1.
Lagrangian Equations The equations satisfied by the current Aα = −g
−1∂αg
are the Maurer-Cartan equation
∂0A1 = ∇1A0, (2.35)
where we have defined the covariant derivative ∇1 = ∂1− [A1, ], and the equation
of motion
∂αS
α − [Aα, S
α] = 0 (2.36)
with Sα = γαβA
(2)
β −
1
2
κǫαβ(A
(1)
β − A
(3)
β ). The equation (2.36) does not give
anything on G(0) and gives respectively for G(2), G(1) and G(3):
∂α
(
γαβA
(2)
β
)
− γαβ[A(0)α , A
(2)
β ] +
1
2
κǫαβ
(
[A(1)α , A
(1)
β ]− [A
(3)
α , A
(3)
β ]
)
= 0, (2.37)
[P βα− A
(3)
α , A
(2)
β ] = 0, (2.38)
[P βα+ A
(1)
α , A
(2)
β ] = 0, (2.39)
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where the Maurer-Cartan equation (2.35) has been used. We have also introduced
P αβ± ≡
1
2
(γαβ ± κǫαβ).
These operators are orthogonal projectors when κ = ±1. Let us make here an
important remark. The equation of motion (2.37) is of the form ∂0A
(2)
0 + ... =
0. However, when they are written in terms of the currents, the equations of
motion on the odd gradings do not contain any derivative. This will have some
consequence below.
To these equations, one has to add the Virasoro constraints
Tαβ = Str(A
(2)
α A
(2)
β )−
1
2
γαβγ
ρσStr(A(2)ρ A
(2)
σ ) ≈ 0. (2.40)
The strategy we will follow concerning these constraints is the following. First of
all, we will not introduce conjugate momenta for the metric because the Hamil-
tonian would then become rather cumbersome. Thus, the Virasoro constraints
will be imposed ”by hand”. We will also consider at the beginning the theory
without imposing the Virasoro constraints. It will only be imposed later in the
process, when some of the redundant variables will already have been eliminated.
This procedure is correct because the matrix of the P.B. of the constraints we
will strongly put to zero remains invertible, even when Virasoro constraints are
taken into account.
Primary and Secondary Constraints Let us start therefore with the La-
grangian
L = −
1
2
[
γαβA(2)α A
(2)
β + κǫ
αβA(1)α A
(3)
β
]
+ Λ(∂0A1 −∇1A0) (2.41)
for the dynamical variables (A0, A1,Λ) and do the Legendre transform. As usual,
the set of primary constraints is:
Π0 ≈ 0, Π1 − Λ ≈ 0, ΠΛ ≈ 0.
The Hamiltonian density is then
h =
1
2
[
γαβA(2)α A
(2)
β + κǫ
αβA(1)α A
(3)
β
]
+ Λ(∇1A0)
+ αΠ0 + β(Π1 − Λ) + γΠΛ + µC (2.42)
where the secondary constraint
C = −γ0αA(2)α +
κ
2
(
A
(1)
1 − A
(3)
1
)
+∇1Λ ≈ 0 (2.43)
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follows from imposing the stability of the primary constraint Π0. We then have
{Π0, H} ≈ γ
00µ(2) such that µ(2) ≈ 0. Stability of the constraint Π1 − Λ leads to
the result
γ = −γ1αA(2)α − [Λ, A0 − µ]−
κ
2
(
A
(1)
0 − µ
(1)
)
+
κ
2
(
A
(3)
0 − µ
(3)
)
+ γ01µ(2).
For ΠΛ, one finds as usual
β = ∇1(A0 − µ). (2.44)
For the stability of the constraint C, we have to take into account the explicit
time dependence in the metric. We find:
dC
dτ
= ∂0C + {C, H} = −(∂0γ
0α)A(2)α − γ
00α(2) −Ψ
where we have defined:
Ψ = γ01β(2) +
κ
2
(β(3) − β(1)) + [β,Λ]−∇1γ.
The condition (dC/dτ) ≈ 0 requires therefore that
Ψ ≈ −(∂0γ
0α)A(2)α − γ
00α(2). (2.45)
After some algebra, we find Ψ(0) ≈ 0, which is fine, and:
Ψ(1) ≈ [A
(2)
0 ,−γ
00µ(3) + 2P 0α− A
(3)
α ] + [A
(2)
1 ,−(γ
01 + κ)µ(3) + 2P 1α− A
(3)
α ], (2.46)
Ψ(3) ≈ [A
(2)
0 ,−γ
00µ(1) + 2P 0α+ A
(1)
α ] + [A
(2)
1 ,−(γ
01 − κ)µ(1) + 2P 0α+ A
(1)
α ]
For Ψ(2) we have
Ψ(2) ≈ ∂1(γ
1αA(2)α ) + γ
01∂1A
(2)
0
− 2γ01[A
(0)
1 , A
(2)
0 ]− γ
11[A
(0)
1 , A
(2)
1 ] + γ
00[A
(2)
0 , A
(0)
0 − µ
(0)] (2.47)
+ (κ− γ01)[A
(3)
1 , A
(3)
0 − µ
(3)]− (κ+ γ01)[A
(1)
1 , A
(1)
0 − µ
(1)].
Let us examine first Ψ(1) and the corresponding condition on µ(3). We must have
Ψ(1) ≈ 0 (see eq.(2.45)). Using the general result
γ01 + κ
γ00
P 0α− Xα = P
1α
− Xα +
1− κ2
2γ00
X1, (2.48)
we rewrite the relation (2.46) as:
Ψ(1) ≈ 2[P 0α+ A
(2)
α ,
2
γ00
P 0α− A
(3)
α − µ
(3)] +
κ2 − 1
γ00
[A
(2)
1 , A
(3)
1 ].
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Thus, when κ2 = 1, which corresponds precisely to the condition in order to have
κ-symmetry, there is no further constraint. We fix from now on κ = 1. We then
have:
µ(3) =
2
γ00
P 0α− A
(3)
α + µ˜
(3) with [P 0α+ A
(2)
α , µ˜
(3)] ≈ 0. (2.49)
We obtain similarly:
µ(1) =
2
γ00
P 0α+ A
(1)
α + µ˜
(1) with [P 0α− A
(2)
α , µ˜
(1)] ≈ 0. (2.50)
At this point, one should not forget that the Virasoro constraints have also to
be taken into account. This is why we have included the terms µ˜(1,3). This
freedom is indeed present when the Virasoro constraints (2.40) are also imposed
and is related to κ-symmetry. For our purpose, which is the computation of
the exchange algebra, it is not necessary to exactly determine this freedom. It
is however clear that the analysis goes along the lines of the one presented for
instance in [19] for the AdS4×CP
3 case (see eq.(3.6) and (4.5) of that reference).
To summarize, the Lagrange multipliers α(0), α(1), α(3), µ(0) are unfixed and
µ(1) and µ(3) are only partially fixed.
Partial Gauge-Fixing As the constraints Π
(1)
0 ≈ 0 and Π
(3)
0 ≈ 0 are first-class,
they generate gauge transformations. We introduce the gauge-fixing conditions
D1 = P 0α+ A
(1)
α ≈ 0 and D
3 = P 0α− A
(3)
α ≈ 0. (2.51)
In conformal gauge, such conditions have been considered in [31] to partially fix
κ-symmetry. In the present case, they are natural to introduce if we take into
account the expressions of µ(1) and µ(3) and the general discussion page 10 on
Hamiltonian equations of motion. Furthermore, it is immediate to see that they
are suitable gauge-fixing conditions as they form a set of second-class constraints
with Π
(3)
0 and Π
(1)
0 . For instance, {D
1
1
(σ),Π
(3)
02 (σ
′)} = (1/2)C
(13)
12
γ00δσσ′ . For the
time evolution of D1 and D3, we have:
dD1
dτ
≈
1
2
(∂0γ
00)A
(1)
0 +
1
2
(∂0γ
01)A
(1)
1 +
1
2
γ00α(1) +
1
2
(γ01 + 1)β(1),
dD3
dτ
≈
1
2
(∂0γ
00)A
(3)
0 −
1
2
(∂0γ
01)A
(3)
1 +
1
2
γ00α(3) +
1
2
(γ01 − 1)β(3).
Imposing (dD1,3/dτ) ≈ 0 and using eq.(2.44) gives α(1) and α(3) in terms of the
Lagrange multipliers µ(0), µ˜(1) and µ˜(3). Thus, at this level, the only freedom left
is in the Lagrange multipliers α(0), µ(0), µ˜(1) and µ˜(3).
Hamiltonian Equations of Motion Let us look at the Hamiltonian equations
of motion. As in the previous cases, we first find
dA1
dτ
= β ≈ ∇1(A0 − µ) (2.52)
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for A1. For A0, a first result is:
dA0
dτ
= α ≈ α(0) + α(1) + α(3) −
1
γ00
Ψ(2) −
1
γ00
(∂0γ
0α)A(2)α , (2.53)
where we have used the relation between α(2) and Ψ(2) (see eq.(2.45)). We consider
this equation grading by grading. On G(0), we obtain
dA
(0)
0
dτ
= α(0). (2.54)
Then, using the expression (2.47) of Ψ(2), the first equation of motion (2.52) and
the constraints (2.51), the projection on G(2) of eq.(2.53) can be rewritten as:
∂α(γ
αβA
(2)
β ) = γ
10[A
(0)
1 , A
(2)
0 ] + γ
01[A
(0)
0 − µ
(0), A
(2)
1 ]
+ γ00[A
(0)
0 − µ
(0), A
(2)
0 ] + γ
11[A
(0)
1 , A
(2)
1 ] (2.55)
+ [A
(1)
1 , A
(1)
0 − µ˜
(1)]− [A
(3)
1 , A
(3)
0 − µ˜
(3)].
For the odd gradings, computing the equations of motion for A
(1)
0 and A
(3)
0 , one
recovers the conditions (dD1/dτ) = 0 and (dD3/dτ) = 0.
Let us compare these results with the Lagrangian equations (2.35) and (2.37)-
(2.39). First of all, one recovers the Maurer-Cartan equation (2.35) only when
µ(0) = 0, µ˜(1) = 0 and µ˜(3) = 0. The same property holds for the comparison
between eq.(2.55) and eq.(2.37). The equations (2.38) and (2.39) corresponding
to the odd gradings are recovered, but as a consequence of the partial gauge-
fixing conditions (2.51). This is so because P 0α± Xα = 0 implies P
1α
± Xα = 0 (see
eq.(2.48)).
Elimination of Variables As usual, we first eliminate Λ and ΠΛ. Then, we
put strongly to zero the set of second-class constraints Π
(2)
0 = 0 and C
(2) = 0. We
interpret this process as elimination of the variables Π
(2)
0 and A
(2)
0 . In particular,
putting strongly C(2) = 0 means that (see eq.(2.43)):
A
(2)
0 =
1
γ00
[
(∇1Π1)
(2) − γ01A
(2)
1
]
. (2.56)
We eliminate then A
(1,3)
0 (by using eq.(2.51)) and Π
(1,3)
0 . This procedure leads to
the canonical variables (A
(0)
0 , A1,Π
(0)
0 ,Π1) and the constraints
Π
(0)
0 ≈ 0, C
0 = (∇1Π1)
(0) ≈ 0,
C1 = (∇1Π1)
(1) +
1
2
A
(1)
1 ≈ 0, C
3 = (∇1Π1)
(3) −
1
2
A
(3)
1 ≈ 0, (2.57)
Tαβ = Str(A
(2)
α A
(2)
β )−
1
2
γαβγ
ρσStr(A(2)ρ A
(2)
σ ) ≈ 0,
19
where we have now included the Virasoro constraints. The constraints Π
(0)
0 and
C0 are first-class. In the second line, as usual in the Green-Schwarz formulation,
there is a mixing of first-class and second-class constraints, due to the Virasoro
constraints. We have13
{C0
1
, Ci
2
} =
[
C
(00)
12
, Ci
2
]
≈ 0, i = 0, 1, 3 and {C1
1
, C3
2
} =
[
C
(13)
12
, C0
2
]
≈ 0,
{C1
1
, C1
2
} =
[
C
(13)
12
, (∇1Π1)
(2)
2
+ A
(2)
12
]
,
{C3
1
, C3
2
} =
[
C
(31)
12
, (∇1Π1)
(2)
2
−A
(2)
12
]
.
Finally, the Hamiltonian density is:
h˜ = −
1
2γ00
(∇1Π1)
(2)(∇1Π1)
(2)−
1
2γ00
A
(2)
1 A
(2)
1 −
1
γ00
A
(1)
1 A
(3)
1 +
γ01 − 1
γ00
(∇1Π1)
(1)A
(3)
1
+
γ01 + 1
γ00
(∇1Π1)
(3)A
(1)
1 − (A
(0)
0 − µ
(0))C0 + α(0)Π
(0)
0 + µ˜
(1)C3 + µ˜(3)C1. (2.58)
Comment Let us comment here another approach, which is sometimes used
to derive the phase space structure of coset models. As explained page 6, this
approach is based on the relation A0 = ∇
−1
1 (∂0A1). One problem of this approach
is that it does not give any information at all on certain variables like A
(0,1,3)
0 .
This is actually not a problem for the computation done in [13] as the spatial
”Lagrangian” Lax component does not depend on those variables. In fact, we
will also not need any information on those variables for the computation of the
P.B. of the ”Hamiltonian” spatial Lax component. This is however a problem
if one wants to go further in the Hamiltonian analysis and consider for instance
gauge-fixing conditions like (2.51).
3 Exchange Algebra
3.1 Hamiltonian Lax Connection
Pure Spinor Formulation The Lagrangian Lax connection for the pure spinor
formulation has been determined in [32]. Here we use a similar parameterization
as the one in [33] and introduce:
L(z) =
(
A(0) +N − z4N
)
+ zA(1) + z2A(2) + z3A(3),
L¯(z) =
(
A¯(0) + N¯ − z−4N¯
)
+ z−3A¯(1) + z−2A¯(2) + z−1A¯(3),
with the same notations as in section 2.3 and with z the spectral parameter. The
zero-curvature equation
∂¯L − ∂L¯ − [L¯,L] = 0
13As these P.B. are ultralocal, δσσ′ is not indicated.
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implies the Maurer-Cartan equation (2.21) and the equations of motion14 (2.22).
It can be easily checked that
Ω
(
L(z)
)
= L(iz) (3.1)
and similarly for L¯(z), where Ω is the Lie algebra homomorphism related to the
grading (see eq.(A.1) in appendix). We are interested in the spatial component
i.e. in
1
2
[
L(z)−L¯(z)
]
=
1
2
[
2A
(0)
1 +(1−z
4)N−(1−z−4)N¯+A
(1)
1 (z+z
−3)+A
(1)
0 (z−z
−3)
+ A
(2)
1 (z
2 + z−2) + A
(2)
0 (z
2 − z−2) + A
(3)
1 (z
3 + z−1) + A
(3)
0 (z
3 − z−1)
]
. (3.2)
The corresponding expression at the Hamiltonian level is found by using the
constraints (2.31)-(2.33), that we have put strongly to zero. As already mentioned
in the introduction, we add to this Lax component (3.2) a term proportional to
the constraint C0 defined by eq.(2.34). In principle, the coefficient multiplying
this constraint is completely arbitrary. It just needs to satisfy the condition
(3.1) related to the grading. However, to simplify the discussion, we fix it to
a particular value and indicate in §3.3 what happens for other values of this
coefficient. Let us therefore add the term ρ(z)C0 to the component (3.2) with
ρ(z) = (1/2)(1− z4). The corresponding result is called the Hamiltonian spatial
Lax component and denoted by L1(z):
L1(z) = A
(0)
1 + aA
(1)
1 + bA
(2)
1 + cA
(3)
1
+ ρ(∇1Π1)
(0) + γ(∇1Π1)
(1) + β(∇1Π1)
(2) + α(∇1Π1)
(3) + ξ¯N¯ (3.3)
with
a(z) =
1
4
(3z + z−3), b(z) =
1
2
(z2 + z−2),
c(z) =
1
4
(z3 + 3z−1), γ(z) =
1
2
(z−3 − z),
β(z) =
1
2
(z−2 − z2), α(z) =
1
2
(z−1 − z3),
ρ(z) =
1
2
(1− z4), ξ¯(z) =
1
2
(z−4 + z4 − 2).
Green-Schwarz Formulation The Lagrangian Lax connection has been de-
termined in [1]. Here, we follow a similar parametrization as the one in [34]. The
spatial component L˜1(z) of this connection is:
L˜1(z) = A
(0)
1 + zA
(1)
1 + z
−1A
(3)
1 +
1
2
(z2 + z−2)A
(2)
1 +
1
2
(−z2 + z−2)γ0αA(2)α .
14Strictly speaking, for what concerns the ghosts, it only implies the equations of motion for
N and N¯ .
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where z is the spectral parameter. At the Hamiltonian level, this corresponds to
L˜1(z) = A
(0)
1 + zA
(1)
1 + z
−1A
(3)
1 +
1
2
(z2 + z−2)A
(2)
1 +
1
2
(−z2 + z−2)(∇1Π1)
(2)
where we have simply used the relation (2.56). We first add to this Lax component
terms proportional to the constraints (2.57),
C1 = (∇1Π1)
(1) +
1
2
A
(1)
1 ≈ 0 and C
3 = (∇1Π1)
(3) −
1
2
A
(3)
1 ≈ 0. (3.4)
Again, the coefficients multiplying these constraints are in principle completely
arbitrary. They just need to satisfy the condition (3.1) related to the grading.
We will however fix them to a particular value. This value is chosen such that
the coefficients multiplying (∇1Π1)
(1) and (∇1Π1)
(3) in the new Lax component
are the same as in the pure spinor formulation (3.3). Similarly, we also add the
term (1/2)(1 − z4)C0 where C0 = (∇1Π1)
(0) in the Green-Schwarz formulation.
Therefore, we define
L1(z) = L˜1(z) +
1
2
(z−3 − z)C1 +
1
2
(z−1 − z3)C3 +
1
2
(1− z4)C0.
Using the relations (3.4), we actually find that L1(z) is exactly the same as the
Hamiltonian Lax connection (3.3) of the pure spinor formulation, up to the term
proportional to the ghost current N¯ . Note that the world-sheet metric has not
been fixed and that it does not explicitly appear in the expression of L1(z), when
this component is written in terms of the phase space variables.
3.2 Poisson Brackets of the spatial Lax Component
As the Hamiltonian spatial Lax components are the same in both Green-Schwarz
and pure spinor formulations up to the term proportional to the ghosts, and
with the same P.B. for the canonical variables, we do the computation of the
P.B. {L1(σ, z1),L2(σ
′, z2)} including the ghost term. The result for the Green-
Schwarz case is then simply recovered by taking ξ¯ = 0. We note L(z) ≡ L1(z).
All terms appearing in this Poisson bracket are straightforward to compute and
will be listed below. The real problem encountered is that all ultra-local terms
can be rewritten in two different ways due to the identities (A.4). Therefore,
we need a strategy to organize this computation. It consists simply in starting
from the desired form of the result, namely the r/s form, and in determining if it
corresponds to what we actually obtain. Let us define therefore L± = L1(z1) ±
L2(z2) and recall that the r/s form is:
{L1(σ, z1),L2(σ
′, z2)} = [r12(z1, z2),L+]δσσ′ − [s12(z1, z2),L−]δσσ′
− 2s12(z1, z2)∂σδσσ′ (3.5)
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where r is antisymmetric and s symmetric. The non-ultra-local terms are easily
identified. This leads to the result:
2s12(z1, z2) =
[
(ρ1 + ρ2)C
(00)
12
+
(
b1β2 + b2β1
)
C
(22)
12
+
(
a1α2 + γ1c2
)
C
(13)
12
+
(
a2α1 + γ2c1
)
C
(31)
12
]
. (3.6)
Let us then search r12 as:
r12 = A12C
(00)
12
+B12C
(22)
12
+D12C
(13)
12
−D21C
(31)
12
(3.7)
with A and B antisymmetric, i.e. A12 = A(z1, z2) = −A(z2, z1) and similarly for
B. For completeness, we have D12 = D(z1, z2) and D21 = D(z2, z1). Define in a
similar way
s12 = A˜12C
(00)
12
+ B˜12C
(22)
12
+ D˜12C
(13)
12
+ D˜21C
(31)
12
, (3.8)
according to the result (3.6). We work out the sought r/s form. We use the fact
that all the ultra-local terms can be cast in the form [C
(i4−i)
12
, X2]. Therefore, we
first write
[r12,L+]− [s12,L−] = [r12 − s12,L1] + [r12 + s12,L2]. (3.9)
We keep then the last term in the r.h.s. of (3.9) as it has the right structure. To
treat the r − s terms, the following properties are used:
[C
(00)
12
,L1(z1)] =− [C
(00)
12
,L
(0)
2
(z1)]− [C
(13)
12
,L
(1)
2
(z1)]
− [C
(22)
12
,L
(2)
2
(z1)]− [C
(31)
12
,L
(3)
2
(z1)],
[C
(13)
12
,L1(z1)] =− [C
(13)
12
,L
(0)
2
(z1)]− [C
(22)
12
,L
(1)
2
(z1)]
− [C
(31)
12
,L
(2)
2
(z1)]− [C
(00)
12
,L
(3)
2
(z1)],
[C
(22)
12
,L1(z1)] =− [C
(22)
12
,L
(0)
2
(z1)]− [C
(31)
12
,L
(1)
2
(z1)]
− [C
(00)
12
,L
(2)
2
(z1)]− [C
(13)
12
,L
(3)
2
(z1)],
[C
(31)
12
,L1(z1)] =− [C
(31)
12
,L
(0)
2
(z1)]− [C
(00)
12
,L
(1)
2
(z1)]
− [C
(13)
12
,L
(2)
2
(z1)]− [C
(22)
12
,L
(3)
2
(z1)].
All these identities are obtained as a consequence of eq.(A.4). Let us insist that
in the r.h.s. of these identities, the spectral parameter is z1. For each different
projection of the quadratic Casimir, we collect now the diverse terms appearing
in (3.9). This gives the list of the terms we shall have in the P.B. {L1,L2} if it is
of the r/s form. It is now time to compare this list with the terms we do have in
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the expression of this P.B. For each projection of the Casimir we look grading by
grading and term by term. This is summarized for C
(00)
12
in the following table:
C
(00)
12
Expected Found
A
(0)
12 2A˜12 ρ1 + ρ2
A
(1)
12 (A12 + A˜12)a2 + (D21 + D˜21)a1 γ2 + a2ρ1
A
(2)
12 (A12 + A˜12)b2 − (B12 − B˜12)b1 β2 + b2ρ1
A
(3)
12 (A12 + A˜12)c2 − (D12 − D˜12)c1 α2 + c2ρ1
(∇1Π1)
(0)
2
(A12 + A˜12)ρ2 − (A12 − A˜12)ρ1 ρ1ρ2
(∇1Π1)
(1)
2
(A12 + A˜12)γ2 + (D21 + D˜21)γ1 ρ1γ2
(∇1Π1)
(2)
2
(A12 + A˜12)β2 − (B12 − B˜12)β1 ρ1β2
(∇1Π1)
(3)
2
(A12 + A˜12)α2 − (D12 − D˜12)α1 ρ1α2
N¯2 (A12 + A˜12)ξ¯2 − (A12 − A˜12)ξ¯1 −ξ¯1ξ¯2
The fifth row of this table together with the result (3.6) simply give:
A12 =
1
2
ρ21 + ρ
2
2
ρ1 − ρ2
.
Then, the sixth to eighth rows enable us to compute respectively B andD. At this
stage, r is therefore completely determined. We will give its expression shortly.
It remains however to check that the conditions associated with the other rows
are also satisfied. This is indeed the case. We go on with all the other projections
but it is now just a matter of checking the tables that we have put in section
A.4 of the appendix. We find perfect agreement for all these conditions. We can
therefore summarize what we have found.
Summary The P.B. of the spatial component of the Hamiltonian Lax connec-
tion (3.3) for both Green-Schwarz and pure spinor formulations has the following
form:
{L1(σ, z1),L2(σ
′, z2)} = [r12(z1, z2),L+]δσσ′ − [s12(z1, z2),L−]δσσ′
− 2s12(z1, z2)∂σδσσ′ (3.10)
with:
s12(z1, z2) =
1
4
(
2− z41 − z
4
2
)
C
(00)
12
+
1
4
(
z−21 z
−2
2 − z
2
1z
2
2
)
C
(22)
12
+
1
4
(
z−31 z
−1
2 − z1z
3
2
)
C
(13)
12
+
1
4
(
z−32 z
−1
1 − z2z
3
1
)
C
(31)
12
(3.11)
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and
r12(z1, z2) = −
1
4(z41 − z
4
2)
[(
(1− z41)
2 + (1− z42)
2
)
C
(00)
12
+
(
(z21 − z
−2
1 )
2 + (z22 − z
−2
2 )
2
)(
z1z
3
2C
(13)
12
+ z31z2C
(31)
12
+ z21z
2
2C
(22)
12
)]
. (3.12)
3.3 Discussion
Jacobi Identity and Yang-Baxter Equations As indicated page 5, a suffi-
cient condition for the Jacobi identity to be satisfied is that r and s are solutions
of the extended Yang-Baxter equation (1.7). To prove that this property holds
in the present case, we follow the analysis of [23] and write r and s as15
r12 + s12 = f(z1)
Π12(z1, z2)
z41 − z
4
2
and r12 − s12 = f(z2)
Π˜12(z2, z1)
z41 − z
4
2
(3.13)
with
Π12(z1, z2) = C
(00)
12
+ z−21 z
2
2C
(22)
12
+ z−31 z
3
2C
(13)
12
+ z−11 z2C
(31)
12
, (3.14)
Π˜12(z2, z1) = C
(00)
12
+ z−22 z
2
1C
(22)
12
+ z−12 z1C
(13)
12
+ z−32 z
3
1C
(31)
12
, (3.15)
f(z) = −
1
2
(1− z4)2. (3.16)
Note that Π˜12(z2, z1) = PΠ12(z2, z1)P where P (A ⊗ B)P = (−)
|A||B|B ⊗ A for
any matrices A and B. Defining then
X123 = [r13 + s13, r12 − s12] + [r23 + s23, r12 + s12] + [r23 + s23, r13 + s13],
one finds that
X123 =
f(z1)f(z2)
(z41 − z
4
2)(z
4
1 − z
4
3)(z
4
2 − z
4
3)
Y123
with
Y123 = (z
4
2 − z
4
3)[Π13(z1, z3), Π˜12(z2, z1)] + (z
4
1 − z
4
3)[Π23(z2, z3),Π12(z1, z2)]
+ (z41 − z
4
2)[Π23(z2, z3),Π13(z1, z3)].
The first contribution to Y123 is a sum of terms proportional to [C
(i 4−i)
12
, C
(j 4−j)
13
].
Using the relations16
[C
(k 4−k)
23
, C
(i 4−i)
12
] = −[C
(k 4−k)
13
, C
(4−k+i k−i)
12
],
[C
(k 4−k)
23
, C
(i 4−i)
13
] = −[C
(4−k k)
12
, C
(k+i 4−k−i)
13
],
15I thank J. M. Maillet for pointing out that method.
16These relations are obtained from eq.(A.3). We recall that the tensor product is graded
(see eq.(A.2)).
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it is possible to also write the two other contributions to Y123 as a sum of terms
proportional to [C
(i 4−i)
12
, C
(j 4−j)
13
]. It is then straightforward to collect all these
terms and to show that their sum vanishes.
Note that it is possible to show, by using the same method as above, that the
matrix r is not a solution of the Yang-Baxter equation (1.5).
Exchange Algebra As already explained in the introduction, a consequence
of the result (3.10) is that the conserved charges of this theory are in involution.
Furthermore, the monodromy matrix defined by eq.(1.2) satisfies the classical
exchange algebra:
{T1(z1), T2(z2)} = [r12, T1(z1)T2(z2)] + T1(z1)s12T2(z2)− T2(z2)s12T1(z1).
It is understood here that the regularization introduced in [24] is used.
Effect of first-class Constraints and Comparison with [12] Let us start
from the Hamiltonian Lax component (3.3) and discuss the effect of varying the
coefficient ρ multiplying the first-class constraint C0.
Consider first the case ρ = 0. For the pure spinor case, this corresponds to
work with the Lagrangian Lax component, which has been used by A. Mikhailov
and S. Scha¨fer-Nameki in [12]. Making the same analysis as above, we have found
that the P.B. has not exactly the r/s form. Indeed, there is an additional term,
proportional to C0:[
γ1α2C
(13)
12
+ γ2α1C
(31)
12
+ β1β2C
(22)
12
, C0
2
]
δσσ′ . (3.17)
Furthermore, the matrices r0 and s0 corresponding to this choice ρ = 0 differ
from the ones in (3.12) and (3.11), but only by terms proportional to C
(00)
12
. More
precisely, using the definitions given by eq.(3.7) and (3.8), we have:
A0
12
= −
(1− z41)(1− z
4
2)
2(z41 − z
4
2)
C
(00)
12
and A˜0
12
= 0.
Apart from an inessential global factor, s0 is the same matrix as the one in
[12] while r0 is the opposite of the one found in [12]. However, the origin of this
discrepancy is probably only a matter of convention for the definition of the r/s
form. Indeed, the eq.(2.35) in [12], which is used for the extended Yang-Baxter
equation, corresponds to a convention where the sign of r (or equivalently of s)
is flipped with respect to our convention (3.5) and the corresponding extended
Yang-Baxter equation (1.7).
The additional term (3.17) is absent in [12]. However, this comes a priori
from the fact that the observables considered in [12] are gauge invariant. Indeed,
this statement would be in agreement with the property that C0 generates gauge
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transformations. An explicit comparison would therefore be possible by comput-
ing the P.B. of gauge invariant observables. This additional term (3.17) has to
be taken into account for the Jacobi identity. The actual presence of this term
explains why the matrices r0 and s0 do not satisfy the extended Yang-Baxter
equation (1.7) but a generalization of this equation (see [12] for details).
Another Hamiltonian Lax connection leads to a r/s form for its P.B. It cor-
responds to the choice ρ(z) = (1/2)(z−4 − 1). Then, in the expression (3.3),
the term ξ¯N¯ has to be replaced by ξN with ξ(z) = −(1/2)(z−4 + z4 − 2). The
corresponding matrices r and s are obtained from the ones in (3.12) and (3.11)
by changing the terms proportional to C
(00)
12
:
s12 :
1
4
(2− z41 − z
4
2)C
(00)
12
→ −
1
4
(2− z−41 − z
−4
2 )C
(00)
12
,
r12 : −
(1 − z41)
2 + (1− z42)
2
4(z41 − z
4
2)
C
(00)
12
→
(1− z−41 )
2 + (1− z−42 )
2
4(z−41 − z
−4
2 )
C
(00)
12
.
This discussion also illustrates the general comment made in the introduction,
page 4. Indeed, we concretely see on these two examples that the r/s form is
preserved, at least on the constraint surface, when the coefficient proportional to
the first-class constraint C0 has been changed.
Effect of second-class Constraints What does happen now for the Green-
Schwarz case if we do not include the terms proportional to the constraints C0, C1
and C3 in the Hamiltonian Lax connection, i.e. if we work with the Lagrangian
Lax connection ? This corresponds in (3.3) to:
ρ = 0, γ = 0, α = 0, a(z) = z, c(z) = z−1,
the other coefficients, b and β, being unchanged. Then, the analysis goes as
follows. First of all, we also obtain the additional term (3.17). For the matrix
s12, A˜ and D˜ vanish (see eq.(3.6)). For r12, working out the terms proportional
to A
(2)
1 and (∇1Π1)
(2), one obtains that D12 = 0 and
A12 =
β1β2
β1b2 − β2b1
, B12 = B˜12 +
1
b1
(A12b2 − β2).
Looking then at the terms proportional to A
(1)
1 and (∇1Π1)
(1), one finds a dif-
ference between the expected and found terms. Furthermore, this difference is
not proportional to the constraint C1. Therefore, the systematic method used
here shows that the P.B. of the Bena-Polchinski-Roiban spatial Lax component
is not of the r/s form, even when it is evaluated on the constraint surface. This
is in agreement with the result obtained in [13]. As part of the constraints C1
and C3 are second-class, this shows that changing the coefficients multiplying
second-class constraints affects the form of the Poisson brackets.
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Link between Green-Schwarz and pure Spinor Formulations We have
found the same classical exchange algebra for both Green-Schwarz (G.S.) and pure
spinor (P.S.) descriptions of AdS5 × S
5 String theory. One would like however
to see explicitly and at the level of this first-order Hamiltonian formulation, that
these two descriptions are equivalent. For that, one has to completely gauge fix
κ-symmetry in the G.S. formulation, in the spirit of what has been done in [35].
However, as we will discuss it in the conclusion, gauge fixing is a difficult task
within the first-order Hamiltonian formulation. Therefore, we only make a much
simpler observation. Consider the G.S. action in conformal gauge and the P.S.
action. A simple inspection of these two actions (see eq.(2.23) and (2.41)) shows
that these formulations will ”meet” if one does simultaneously the following17
[32, 33]:
- For the G.S. formulation: Impose the conditions:
A
(1)
0 = A
(1)
1 and A
(3)
0 = −A
(3)
1 . (3.18)
- For the P.S. formulation: Discard the ghosts and impose the same conditions
(3.18).
Concerning the G.S. formulation, one has already imposed the conditions
(3.18) in section 2.4: they correspond indeed to the conditions (2.51) in the
special case of conformal gauge18. For the P.S. formulation, remember that the
meaning of the variables A
(1)
0 and A
(3)
0 in Hamiltonian formulation is given by the
equations (2.31) and (2.33), corresponding to constraints we have strongly put
to zero. Therefore, the conditions (3.18) should be rather read as
1
2
A
(1)
1 + (∇1Π1)
(1) = 0 and −
1
2
A
(3)
1 + (∇1Π1)
(3) = 0. (3.19)
But these are precisely the constraints (2.57) encountered in the Green-Schwarz
formulation. It would remain to compute for the P.S. case the new Hamiltonian
preserving the constraints (3.19). However, as the equations of motion are the
same, it is clear that one shall recover the Hamiltonian density (2.58).
4 Conclusion
We conclude by first making some comments in the framework of the more general
problem of non-ultra-local terms.
A priori, the first-order Hamiltonian formulation used in this article only
holds in the classical case so far. However, the next step would be to directly
find the quantum analogue of the classical exchange algebra. For instance, when
17It is also possible to see it at the level of the equations of motion but it requires more work
as one has to use the Maurer-Cartan equation.
18With γ00 = −1.
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this algebra has the form {T1, T2} = [r12, T1T2], with r satisfying the classical
Yang-Baxter equation, this is a sign that in the quantum case one shall have
R12T1T2 = T2T1R12 (4.1)
where R satisfies the quantum Yang-Baxter equation [36]. However, in the present
case, and as already mentioned, the P.B. of the monodromy matrix are not well
defined. Even if there exists a regularization19 of these P.B. [24], the Jacobi
identity is only ”weakly” satisfied, which is clearly a problem for finding the
quantum analogue of the classical exchange algebra. A generalization of the
quadratic algebra (4.1) has been proposed, on general grounds, in [38]. It is
simply A12T1B12T2 = T2C12T1D12. However, A and D satisfy the quantum Yang-
Baxter equation in the framework of [38]. This means that their classical analogue
satisfy the classical Yang-Baxter equation. But the matrix r we have found does
not satisfy the classical Yang-Baxter equation. It is therefore not clear at the
moment what is the quantum version of (3.10) and the only available results so
far consist in the approach developed in [12] and the subsequent conjecture made
there.
A question related to the present discussion is: what is the link between
the matrix Π we have found and the classical r-matrices found in [39] ? Two
other related questions concern the algebraic origins of Π and of the Hamiltonian
Lax component. We expect that both can be understood by generalizing to the
PSU(2, 2|4) case the construction presented in [23].
In the case of the principal chiral model, a way to deal with non-ultra-local
terms corresponds to the Faddeev-Reshetikhin approach [40]. In the context of
AdS5×S
5 , it has been considered in [41]. It would be very interesting to develop
this approach within the first-order Hamiltonian presented in this article.
This is however the Zamolodchikov-Zamolodchikov approach [42], i.e. the
determination of the factorized S-matrix from its symmetries and properties,
which is the most successful in the context of AdS5 × S
5 [43]. For that reason,
it would be desirable to study the uniform light-cone gauge considered in [44],
[45]. However, a strong limitation of the first-order Hamiltonian formulation is
that there is no direct access to the P.B. of the group element with the currents.
This information is however needed as the gauge-fixing conditions defining the
uniform light-cone-gauge are expressed in terms of the currents and the group
element. In fact, they even involve explicit use of coordinates. It is therefore not
obvious at all that the advantage of only dealing with the currents can be kept
in the process of fully gauge-fix the theory.
The first-order Hamiltonian formulation might however be more useful for
the study of the 2d duality of AdS5 × S
5 [46] related to the dual superconformal
symmetry of scattering amplitudes in N = 4 super-Yang-Mills theory [47].
19See also [37] for another approach.
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Let us however conclude in an optimistic way by making the following general
remark concerning non-ultra-local terms. One should perhaps turn this discussion
the other way round. In the long-term, the study of AdS5 × S
5 String theory
might lead to a better understanding of how to generally deal with non-ultra-
local terms. The fact that N. Dorey and B. Vicedo have been able to construct
action-angle variables from the finite gap solutions data and for a subsector of
AdS5 × S
5 [9, 11] might be considered as an encouraging sign since the Jacobi
identity is fully satisfied by action-angle variables.
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A Appendix
A.1 Definitions and Notations
The superalgebra SU(2, 2|4) admits a Z4 grading induced by some Lie algebra
homomorphism M → Ω(M) (see for instance [45] for details). This means that
it is decomposed as a vector space into the direct sum G(0) ⊕ G(1) ⊕ G(2) ⊕ G(3).
Each subspace is an eigenspace of Ω i.e., for any M (k) ∈ G(k):
Ω(M (k)) = ikM (k). (A.1)
We note generically tA ∈ G and for each grading ta ∈ G
(0), tα ∈ G
(1), ti ∈ G
(2),
tβ ∈ G
(3). We then have
ηAB ≡ Str(tAtB), ηBA = (−)
|A|ηAB, η
ABηBC = δ
A
C
where Str is the supertrace and |A| = 0, 1 respectively for even and odd gradings.
ForM = MAtA we defineMA = Str(TAM). The graded commutator [, ] is defined
as
[tA, tB] = tAtB − (−)
|A||B|tBtA = f
C
AB tC ,
where the structure constants satisfy
f DAB ηDC = −(−)
|A||B|f DBA ηDC = −(−)
|B||C|f DAC ηDB.
Tensor Product and Quadratic Casimir We use a graded tensor product
(tA ⊗ tB)(tC ⊗ tD) = (−)
|B||C|(tAtC)⊗ (tBtD). (A.2)
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The quadratic Casimir is defined by:
C12 = η
ABtA ⊗ tB = η
abta ⊗ tb + η
αβtα ⊗ tβ + η
ijti ⊗ tj + η
βαtβ ⊗ tα,
= C
(00)
12
+ C
(13)
12
+ C
(22)
12
+ C
(31)
12
.
It satisfies the property
[C12,M1] = −[C12,M2]. (A.3)
The relation (A.3) can be projected on the different gradings:
[C
(i 4−i)
12
,M
(i+j)
2
] = −[C
(4−j j)
12
,M
(i+j)
1
]. (A.4)
A.2 Poisson Brackets
Let Π1 = Π
A
1 tA be the conjugate momentum of A1 = A
A
1 tA. The canonical P.B.
is
{A11(σ),Π12(σ
′)} = C12δσσ′ . (A.5)
In components, this corresponds to {AA1 (σ),Π
B
1 (σ
′)} = ηABδσσ′ .
Poisson Brackets for Ghosts in the Pure Spinor Formulation The P.B.
given below are ultralocal. Therefore we do not write explicitly δσσ′ .
{λ1, w2} = C
(13)
12
, {λ¯1, w¯2} = C
(31)
12
,
{N1, N2} = −[C
(00)
12
, N2], {N¯1, N¯2} = −[C
(00)
12
, N¯2].
A.3 Constraints and Dirac Bracket
For a constrained system:
A constraint is first-class if its Poisson brackets with all the other constraints
vanish on the constraint surface.
A set (Cα) of constraints is a set of second-class constraints if the matrix Mαβ
formed by the P.B. {Cα, Cβ} is invertible. The Dirac bracket associated with this
set of second-class constraints is defined by
{f(σ), g(σ′)}D = {f(σ), g(σ
′)} −
∫
dσ1dσ2{f(σ), Cα(σ1)}(M
−1)αβ(σ1, σ2)×
{Cβ(σ2), g(σ
′)}. (A.6)
It satisfies {f, Cα}D = 0 for any function f and enables therefore to put the
constraints Cα strongly to zero.
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A.4 Tables relevant for Section 3.2
C
(13)
12
Expected Found
A
(0)
12 2D˜12 a1α2 + c2γ1
A
(1)
12 (D12 + D˜12)a2 − (A12 − A˜12)a1 γ1 + a1ρ2
A
(2)
12 (D12 + D˜12)b2 + (D21 + D˜21)b1 a1γ2 + a2γ1
A
(3)
12 (D12 + D˜12)c2 − (B12 − B˜12)c1 a1β2 + b2γ1
(∇1Π1)
(0)
2
(D12 + D˜12)ρ2 − (D12 − D˜12)ρ1 γ1α2
(∇1Π1)
(1)
2
(D12 + D˜12)γ2 − (A12 − A˜12)γ1 γ1ρ2
(∇1Π1)
(2)
2
(D12 + D˜12)β2 + (D21 + D˜21)β1 γ1γ2
(∇1Π1)
(3)
2
(D12 + D˜12)α2 − (B12 − B˜12)α1 γ1β2
N¯2 (D12 + D˜12)ξ¯2 − (D12 − D˜12)ξ¯1 0
C
(22)
12
Expected Found
A
(0)
12 2B˜12 b1β2 + b2β1
A
(1)
12 (B12 + B˜12)a2 − (D12 − D˜12)a1 b1α2 + c2β1
A
(2)
12 (B12 + B˜12)b2 − (A12 − A˜12)b1 β1 + b1ρ2
A
(3)
12 (B12 + B˜12)c2 + (D21 + D˜21)c1 a2β1 + b1γ2
(∇1Π1)
(0)
2
(B12 + B˜12)ρ2 − (B12 − B˜12)ρ1 β1β2
(∇1Π1)
(1)
2
(B12 + B˜12)γ2 − (D12 − D˜12)γ1 β1α2
(∇1Π1)
(2)
2
(B12 + B˜12)β2 − (A12 − A˜12)β1 β1ρ2
(∇1Π1)
(3)
2
(B12 + B˜12)α2 + (D21 + D˜21)α1 γ2β1
N¯2 (B12 + B˜12)ξ¯2 − (B12 − B˜12)ξ¯1 0
C
(31)
12
Expected Found
A
(0)
12 2D˜21 α1a2 + c1γ2
A
(1)
12 (−D21 + D˜21)a2 − (B12 − B˜12)a1 b2α1 + c1β2
A
(2)
12 (−D21 + D˜21)b2 − (D12 − D˜12)b1 c1α2 + c2α1
A
(3)
12 (−D21 + D˜21)c2 − (A12 − A˜12)c1 α1 + c1ρ2
(∇1Π1)
(0)
2
(−D21 + D˜21)ρ2 + (D21 + D˜21)ρ1 γ2α1
(∇1Π1)
(1)
2
(−D21 + D˜21)γ2 − (B12 − B˜12)γ1 β2α1
(∇1Π1)
(2)
2
(−D21 + D˜21)β2 − (D12 − D˜12)β1 α1α2
(∇1Π1)
(3)
2
(−D21 + D˜21)α2 − (A12 − A˜12)α1 α1ρ2
N¯2 (−D21 + D˜21)ξ¯2 + (D21 + D˜21)ξ¯1 0
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