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Abstract
We report on a theoretical study on atomic kinetics modeling of a photoionized neon plasma at
conditions relevant to laboratory experiments performed at the Z-machine in Sandia National Lab-
oratories. We describe an atomic kinetics model and code, ATOKIN, that was developed and used
to compute the atomic level population distribution. The study includes atomic level sensitivity
with respect to energy level structure, radiation and transient effects, electron temperature and x-
ray drive sensitivity and an idea for electron temperature extraction from a level population ratio.
The neon atomic model considers several ionization stages of highly-charged neon ions as well as
a detailed structure of non-autoionizing and autoionizing energy levels in each ion. In the energy
level sensitivity study, the atomic model was changed by adding certain types of energy levels such
as singly-excited, auto-ionizing doubly-excited states. Furthermore, these levels were added ion by
ion for the most populated ions. Atomic processes populating and de-populating the energy levels
consider photoexcitation and photoionization due to the external radiation flux, and spontaneous
and collisional atomic processes including plasma radiation trapping. Relevant atomic cross sections
and rates were computed with the atomic structure and scattering FAC code. The calculations
were performed at constant particle number density and driven by the time-histories of temperature
and external radiation flux. These conditions were selected in order to resemble those achieved in
photoionized plasma experiments at the Z facility of Sandia National Laboratories. For the same
set of time histories, calculations were done in a full time-dependent mode and also as a sequence of
instantaneous, steady states. Differences between both calculations are useful to identify transient
effects in the ionization and atomic kinetics of the photoionized plasma, and its dependence on the
atomic model and plasma environmental conditions. We also calculated transmission spectra in an
effort to identify time-dependent effects in observed spectral features. Furthermore, all the steady
state and time-dependent calculations were performed for different electron temperature histories
to investigate electron temperature effects in the same way transient effects were examined. The
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idea for electron temperature extraction based on the population ratio of two energy levels close in
energy was investigated after preliminary estimations revealed evidence of dominant electron colli-
sional excitation and de-excitation over photo-excitation and spontaneous radiative decay between
the ground state,1s22s, and the first excited state, 1s22p, levels of Li-like Ne. Since the populations
of these levels were determined from the analysis of transmission spectra, it was then possible to
estimate the temperature via a Boltzmann factor. Further studies were performed for various plasma
conditions such as temperature and density in order to confirm the reliability of the method. Calcu-
lations were performed for a sequence of steady states and in a full time-dependent mode. Finally,
the instantaneous spectra was integrated over several time intervals in order to test the method on
conditions similar to those of laboratory experiments.
iii
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Photoionized plasmas are present in a number of astrophysical objects including X-ray binaries,
active galactic nuclei and accreting disks. It is now possible to record high-resolution emission
and absorption spectra from such objects after the launch of X-ray observatories Chandra and
XMM-Newton. The accuracy of the interpretation of astrophysical spectra relies on the quality of
atomic data and spectral models that have been developed only from theory. Modeling of plasmas
driven by a distribution of particles has taken most of the attention for the last decades, however,
relatively little work has been done in the area of photoionized plasma code testing and benchmarking
with laboratory data [1]. This is mainly due to the lack of adequate X-ray sources for laboratory
experiments [2–7].
Initial experiments done at the Z facility in Sandia National Laboratories using expanding
foil [5, 8–10] and neon gas cell targets [1, 2] have shown the feasibility of performing and diag-
nosing laboratory photoionized plasma experiments. These were followed by experiments at the
Gekko-XII laser facility in the Osaka University, Japan where a direct-drive laser-driven implosion
of a spherical hollow plastic shell was used to create X-rays to irradiate a low-density silicon plasma
to make a photoionized silicon plasma [6].
On the theory and modeling side, in ref. [11], modeling efforts of plasmas where photoionization
effects were dominant were reported. The NIMP code [12], an average-atom model, was augmented
with photoexcitation and photoionization to model the photoionized plasma experiment reported
in [5]. Another example of a newly developed photoionized plasma code is ALICE [13], described as
a low runtime DCA (detailed-configuration-accounting) model. It is designed to model photoionized
plasma experiments that use laser and pulse power devices. In addition, a series of view-factor and
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radiation-hydrodynamic simulations were reported in refs. [14, 15] to model experiments at the Z
facility. The motivation for these studies was mainly to characterize the X-ray environment and
radiation hydrodynamics of neon photoionized plasmas.
We have developed an atomic kinetics and spectra code to model high-energy-density plasmas
with a level of description based on fine structure energy levels. Including photoionization and
photoexcitation made it possible to study photoionized plasmas at conditions relevant to experiments
conducted at Sandia National Laboratories. We have investigated effects of external radiation field,
time-dependent behavior and electron temperature. In order to optimize the model of the plasma at
the relevant conditions, a study on the energy level structure was done. Finally, with the available
modeling tools an idea for a temperature extraction method was developed and tested on various
simulated spectra.
Energy level sensitivity study was performed by calculating fractional populations of H-, He-
and Li-like Ne ground states using various atomic models. Atomic models were built of several
ionic stages of neon. The ions were systematically added to the model and sensitivity observed by
the change in the level populations. Furthermore, singly-excited, and auto-ionizing doubly-excited
states within individual ions were added incrementally.
Radiation effects were examined by computing average ionizations, detailed population distribu-
tions and transmission spectra with and without external radiation field. The comparison of results
obtained revealed the importance of the external radiation field on the results.
Transient effects of the neon photoionized plasma were observed by comparison of average ioniza-
tions, detailed charge distributions and transmission spectra computed at constant atomic densities
and temperature time histories as a sequence of steady states and in full time-dependent mode.
The computation of the steady state and time-dependent cases was repeated for different electron
temperature time histories in order to examine electron temperature sensitivity.
Discovery of the equilibrium relation between close-in-energy Li-like Ne energy states, 1s22p
and 1s22s, led to evidence of dominant electron collisional excitation and de-excitation over photo-
excitation and spontaneous radiative decay between the 1s22p and 1s22s levels. The possibility of
extracting the populations of these levels from transmission spectra and using the Boltzmann factor
may result in a novel temperature extraction method. The ability to produce synthetic transmission
spectra at any desired plasma conditions opened up a wide range of test cases. The method was
tested on instantaneous synthetic transmission spectra for which the input electron temperature was
already known. After this initial step, the transmission spectra were computed by time-integrating
3
the instantaneous individual spectra at various time ranges of the time histories. The importance
of the time-integration comes from the fact that real life data obtained from experiments are not
instantaneous and some time-integration over a finite time interval is always involved.
The dissertation is organized as follows. Chapter 2 describes the atomic model and the ATOKIN
code, Chapter 3 presents the energy level sensitivity study, radiation, transient, electron temperature
effects are presented in Chapter 4, the electron temperature extraction method and its test results





The purpose of this chapter is to describe the collisional-radiative model used to calculate population
densities and ATOKIN (ATOmic KINetics), a non-local thermodynamic equilibrium (NLTE) atomic
kinetics code.
For spectroscopic calculations that can be used as plasma diagnostics, it is crucial to know
the population number density distribution. Population distribution is determined by the rates of
populating and depopulating atomic processes taking place in plasmas. Computation of the rates
requires detailed atomic structure and scattering calculations.
2.1 Physical Model
Matter exists in solid, liquid and gaseous states under normal conditions. When a solid absorbs
heat, its temperature increases until a point when it melts and turns into liquid. When a liquid
absorbs heat, its temperature increases until it vaporizes and turns into a gas. In the ideal gas
approximation gas particles have no interaction between each other except when they collide during
their free movement in space. Further increase in temperature results in stronger collisions which
cause electron ionization leaving the ions positively charged. The state of matter comprised by
a hot gas of electrons and ions is called plasma. The free electrons can collide with ions and
drive collisional processes such as electron collisional excitation and deexcitation, electron collisional
5
Figure 2.1: Schematic of atomic processes; PE: Photoexcitation, SRD: Spontaneous radiative decay,
CE: Collisional excitation, CDE: Collisional deexcitation, CI: Collisional ionization, TBR: Three-
body recombination, PI: Photoionization, RR: Radiative recombination, AI: Autoionization, EC:
Electron capture
ionization, three-body recombination, radiative recombination and electron capture. Other processes
can be driven by photons such as photoexcitation, stimulated emission, and photoionization or occur
spontaneously such as spontaneous radiative decay and autoionization. Scattering and multi-photon
processes are not important. A list of atomic processes relevant for plasma atomic kinetics is given
in Table 2.1 and schematic of atomic processes is shown in Figure 2.1.
Table 2.1: Plasma atomic processes (Xq+ and Xq+∗ represent ions X of charge q at different states,
hν represents a photon and e− represents an electron)
Spontaneous radiative decay /photoexcitation Xq+∗ ↔ Xq+ + hν
Collisional excitation/Collisional de-excitation Xq+ + e− ↔ Xq+∗ + e−
Collisional ionization/Three-body recombination Xq+ + e− ↔ X(q+1)+ + 2e−
Autoionization/Electron capture Xq+∗ ↔ X(q+1)+ + e−
Radiative recombination/Photoionization X(q+1)+ + e− ↔ Xq+ + hν
The importance of individual atomic processes depends on the plasma conditions. At high
densities collisional processes dominate and plasma is in Local Thermodynamic Equilibrium (LTE).
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In LTE, populations are distributed according to Boltzmann and Saha-Boltzmann equilibrium. At
low densities three-body recombinations become negligible and population distributions between
ground and excited states in an ion are determined by the balance of spontaneous radiative decay and
electron collisional excitation. Ionization balance is determined by the competition between electron
collisional ionization and radiative and dielectronic recombination, a two-step process, autoionization
followed by spontaneous radiative decay. This is called coronal equilibrium. At conditions between
these two extreme cases, population distributions are determined by the competition of atomic
processes shown in Table 2.1. The mathematical model is comprised of a system of multi-level rate
equations taking into account both collisional and radiative processes.
2.1.1 Atomic Kinetics Modeling
The purpose of atomic kinetics models is to compute energy level population distributions within
the ions of an element under given plasma conditions. Essential elements of atomic kinetics models
are energy levels and atomic processes coupling the levels. Same ion levels are coupled by electron
collisional excitation and deexcitation, spontaneous radiative decay and photoexcitation. Adjacent
ion energy levels are coupled by electron collisional ionization, three-body recombination, photoion-
ization, radiative recombination, autoionization and electron capture. System of rate equations is
constructed with the atomic rates coupling all energy levels in a given ion and across adjacent ions,
in order to compute the population distribution.
Spontaneous radiative decay and autoionization rates are obtained from atomic structure codes
and link energy levels in the same ion and between adjacent ions, respectively. They enter the system
of rate equations as calculated by such codes. Assuming the free electrons are in equilibrium and thus
characterized by Maxwellian distribution, collisional excitation, collisional ionization and radiative
recombination are binary processes whose rates are computed as products of electron density and
an integral of the relevant cross section over a Maxwellian electron distribution characterized by
electron temperature.
Rcol(T ) = Ne
ˆ ∞
0
vσ (E) f (E, T ) dE, (2.1)
where Ne is the electron density, σ is the cross section, v is the incoming electron velocity, E is the
incoming electron energy and f (E, T ) is the normalized Maxwellian distribution (
´
f (E, T ) dE = 1).
Rates for inverse processes such as electron capture, collisional de-excitation and three-body
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recombination are obtained from autoionization, collisional excitation and collisional ionization,
respectively, via the detailed balance principle [16] which links direct and inverse rates via Boltzmann
and Saha equilibriums.
The radiation-dependent rates for photoexcitation and photoionization are computed by inte-
grating the corresponding cross sections, over a photon distribution function characterized by a
radiation temperature.




Iν (ν, T )
hν
dν, (2.2)
where Iν (ν, T ) = 2hc2
ν3
ehν/kTc−1 can be modeled as a Planckian intensity distribution if this is a good
approximation to characterize the radiation field.
A geometric dilution effect may be needed and it is taken into account by multiplying the
Planckian intensity distribution of the radiation source with a scaling factor derived from the ratio of










where σ = 2π
5k4
15c2h3 is the Stefan-Boltzmann constant, h is the Planck constant, k is Boltzmann’s con-
stant, c is speed of light and T is radiation temperature. This is important in order to accommodate
a possible physical separation between the source of radiation and the plasma surface, i.e. not all the
radiation energy produced by the x-ray source is captured to drive the plasma. The radiation source
is then characterized by a Planckian at a color temperature Tc, and the diluted radiation flux on
the plasma surface is characterized by a Planckian at brightness temperature, Tb, such that Tb<Tc.




The effect of dilution is demonstrated in Figure 2.2 where traces labeled as “R: X” refers to dilution
factor of 1/X.
The rates represent the likelihood or probability per unit of time of transitions occurring. They
can also be thought of as a measure of population flow from one level to another. The exact
amount of population flow also depends on how much population already is in the initial level.
Thus, the net depopulation due to a single process is NiRij , where i is the source level, j is the
destination level, Ni is the source population and Rij is the rate from level i to j. Including all the
population/depopulation channels for a single level i, the rate equation for change of population is
given by
8










where the first term represents the population channels originating from other levels, j, and the
second term represents the depopulation channels originating from level i. Setting up the same




= A ~N, (2.5)
where ~N is the population vector and A is the rate matrix.
For some cases when the characteristic time scales of the atomic processes are shorter than time
scales of the plasma conditions, populations are considered not to change. This is called steady-state
atomic kinetics and is a special case of Equation (2.5) represented by
A ~N = 0, (2.6)
The rate matrix, A, by definition is singular, det|A| = 0. Every rate used to construct this
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matrix appears twice in the matrix, once as positive contribution in off-diagonal elements and once as
negative contribution in diagonal elements. Hence, one of the equations is redundant. This problem
can be solved by replacing one of the rows in the matrix with particle conservation equation, (2.7),
or charge neutrality equation, (2.8).
∑
i
Ni = Na, (2.7)
∑
i
qiNi = Ne, (2.8)
where Na and Ne are atomic and electron densities, respectively, qi is charge of energy level i.
Note that in this set of equations, unknowns are number density populations, Ni. It is possible to
convert population number densities to fractional populations, fi. With the definition of fractional












fi = 1, (2.10)
∑
i
qifi = Z̄, (2.11)
where Z̄ is average ionization. One advantage of computing fractional populations instead of abso-
lute population number densities is ease of interpretation: relative quantities connect directly with
percentage populations. Another advantage surfaces when neutral ions are present in the system.
Electric charges for neutral ions, charge of 0, introduce values of zero in Equation (2.8) which may
cause numerical difficulties in the matrix inversion required to compute the populations. This is in
addition to the fact that the system of rate equations, in general, includes only atomic processes
connecting energy levels within the same ion or adjacent ions, thus, such systems are already sparse
to a considerable degree.






where ~fi is the population vector of current timestep, ~fi−1 is the population vector of previous
timestep, ∆t is the timestep and A is the collisional radiative matrix. The fully implicit scheme is
always numerically stable and the errors are linear on the timestep, i.e. O(∆t). After gathering the
unknown populations, time step, and rearranging the system of equations to be solved becomes
(1−∆tA) ~fi = ~fi−1. (2.13)
2.1.2 Radiation Transport effects
In some cases plasmas may have opacity effects that need to be taken into account. The photons
emitted by the plasma may go through cycles of absorption and reemission until they escape the
plasma. Thus, atomic kinetics models need to consider radiation transport effects. Coupling the
radiation field to the atomic kinetics is a complicated task. However, this problem can be overcome
by treating the opacity effects as a perturbation of the optically thin case and using escape factor
approximations for bound-bound [17] and bound-free [18] radiative transitions. Escape factors ac-
count for opacity effects of photoexcitation by reducing the spontaneous radiative decay rates and
for photoionization by reducing the radiative recombination rates. Once the populations have been
computed, the plasma emissivity and opacity can be calculated and the radiation transport equation
can be integrated along rays in order to characterize the emergent intensity distribution.
The radiation transfer equation for intensity [16], Iν , at a given energy, ν, in 1D is given by
dIν (z)
dz
= εν (z)−Kν (z) Iν (z) (2.14)













where h is Planck’s constant, c is speed of light, Nl and Nu are lower and upper populations,
11
respectively, gu and gl are upper and lower statistical weights, respectively, Aul is spontaneous










where I0ν is the backlighter intensity and L is the slab length.
2.2 Atomic Physics Data
Atomic physics data such as energy level structures of relevant ions and rates and cross sections
linking the energy levels necessary for ATOKIN were computed using the Flexible Atomic Code
(FAC) [19]. FAC is a complete software package that computes various radiative and collisional
processes. The code has been used widely by the astrophysical and plasma spectroscopy community
for analysis of laboratory and astrophysical spectroscopic data. FAC integrates existing algorithms
for the computation of atomic structure and scattering into a package by increasing the efficiency
and robustness of the numerical methods. The package was made available to public. The clean
interface and an alternative Python interface makes the code easier to use for programmers and
scientists other than the authors. Python is a modern scripting and programming language with
easy to learn and use syntax, emphasizing readability, reducing maintenance costs and increasing
programmer efficiency, encouraging modularity and code reuse. Python has gained popularity among
programmers and scientists and adds convenience of use to FAC by offering programming constructs
such as loops when using FAC.
Facilitating the Python interface opened up the opportunity to automate the atomic data com-
putation for ATOKIN immensely. Developing a script made subsequent atomic data production
more efficient and less error-prone. It is customary to use a single input FAC file to produce all
the desired atomic data in a single run. However, FAC can also be run for each ion included in the
atomic model. In this way, a script was written such that every ion would be produced in separate
FAC runs. Special care was taken to ensure consistence of energy level structures due to the differ-
ent potential energy optimizations used in different runs. Dividing the whole energy level structure
into per ion calculations decreased FAC computations. Furthermore, this approach was also used
in dividing the desired electron collisional cross section calculations as well. Among the relevant
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processes, only computation of electron collisional excitations takes considerable time. Thanks to
parallelizing this part of the computations and the merging utilities provided by FAC, there was
great increase in efficiency.
2.3 Code Development: ATOKIN
ATOKIN was mainly developed using C++ programing language. C++ is a multi-paradigm lan-
guage that supports procedural, functional, object-oriented and generic programing styles. Pro-
cedural programing refers to a style based upon procedure calls. Procedural programing may be
considered as a set of instructions to be executed step-by-step. Object-oriented programing (OOP)
represents concepts as objects that have their own data and expose functionality through methods.
Concepts such as encapsulation, inheritance and polymorphism in OOP offer more natural represen-
tation of real life concepts and make the design of complex programing projects safer, cleaner, more
modular, more maintainable, reusable, flexible, extendible. ATOKIN is designed in an OOP fashion
and vastly makes use of C++ Standard Template Library (STL) that provides general purpose func-
tionality and data structures. After the ratification of the newest C++ standard, also called C++11,
in August 2011, some of the new language features were used in the development of ATOKIN. Be-
sides C++, ATOKIN also has many subroutines and functions implemented in FORTRAN which
are called by C++ code.
ATOKIN consists of 34 C++ source files, 16 C++ header files and 11 FORTRAN files with total
of more than 9000 lines. Many general purpose functions and utilities were implemented and finally
compiled into a static library during ATOKIN development. Library header files and source files
make up a total of more than 2000 lines. Another external library that ATOKIN depends on is
SPARSKIT [20], a basic tool-kit for sparse matrix computations.
ATOKIN flowchart is given in Figure 2.3. ATOKIN takes as input run options, physical pa-
rameters, consistent set of atomic data (FAC [19]) such as atomic energy levels, rates and cross
sections. After reading of input is completed, necessary additional containers are initialized and
atomic model data are loaded. Then, the collisional rate coefficients and photon driven rates for
the current temperatures are computed numerically using Gauss-Laguerre quadrature method and
cached to be reused during atomic density iterations (only electron density is varied during these
iterations) or when there are multiple densities requested for the same temperatures (for the same
temperatures rate coefficients are same and rate calculations for varying electron densities simplifies
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to a single multiplication of electron density and rate coefficient).
Gauss-Laguerre quadrature is a numerical method for computation of integrals in the form of
ˆ ∞
0
e−xf (x) dx. (2.18)
Then, ˆ ∞
0
e−xf (x) dx =
n∑
i=1
ωif (xi) , (2.19)
where xi are quadrature abscissa and ωi are weights. The rates are calculated for the current electron
densities and the collisional radiative matrix is constructed. One of the rows of the matrix is replaced
with the particle conservation equation and the system of rate equations is solved for steady state
or time dependent mode using an iterative matrix method, BiConjugate Gradient Method provided
by sparse matrix library SPARSKIT. For time dependent calculations the initial populations are
read from a user-provided input file. If escape factors are requested, readily computed populations
are used to compute the escape factors and update the collisional radiative matrix by multiplying
the spontaneous radiative decay rates and radiative recombination rates with their corresponding
escape factors. Populations are recalculated and checked for convergence. The convergence condition
is that the relative difference between current and previous populations is less than a user-specified
tolerance for all levels greater than a user-specified threshold, so very small populations are ignored.
If the convergence condition is not met, escape factors are recomputed and this iterative procedure is
repeated until the convergence condition is met. Once escape factor iterations are completed, the last
populations are the solution for the current temperatures and electron density (not atomic density).
So, if density input is atomic density instead of electron density, at this point electron density
is recalculated to match the fixed input atomic density and populations are recomputed. This
iterative process is repeated until the convergence condition is satisfied. The resulting populations
are solutions for the current plasma conditions. If spectra are requested, they are computed and
written to files along populations, statistical information and other technical information.
2.3.1 List of ATOKIN classes
AtomicModel: This class is responsible for loading and handling atomic data such as energy
levels, rates and cross sections. Atomic data is grouped by charge state. There are two containers:
a container for class Ion which handles energy levels and a container for class CrossSections which
14
Figure 2.3: ATOKIN flowchart
handles rates and cross sections.
Ion: This class holds a list of energy levels (class EnergyLevels) corresponding to a specific ion.
CrossSections: This class contains transition related atomic data such as rates and cross
sections corresponding to a specific ion. It contains different process types in separate classes:
ProcessA, ProcessAa, ProcessC, ProcessS and ProcessRR.
EnergyLevels: This class is contained in class Ion and holds energy level related data such as
energy, statistical weight, atomic configuration and index information relative to the ion the level is
in or relative to the whole list of energy levels within the atomic model.
Process: This class is an abstract class for different types of processes. It contains a list of
Transition objects. Derived classes have to define how to read the corresponding FAC files and how
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to compute rate coefficients of the process they are representing.
ProcessA: This class represents spontaneous radiative decay and photoexcitation. It is derived
from class Process.
ProcessAa: This class represents autoionization and electron capture. It is derived from class
Process.
ProcessC: This class represents collisional excitation and collisional deexcitation. It is derived
from class Process.
ProcessRR: This class represents radiative recombination and photoionization. It is derived
from class Process.
ProcessS: This class represents collisional ionization and three-body recombination. It is derived
from class Process.
GaussLaguerre: This class stores the abscissas and their corresponding weighting factors for
Gauss-Laguerre quadrature. It is contained in class Process, so it is available to all derived classes.
Transition: This class represents any single transition between a pair of energy levels and stores
labels and indices of the levels involved, transition energy and rate or cross sections.
Rcoeff: This is a struct that holds rates for direct and inverse processes of a single transition.
It also holds the index information of the levels involved in the transition. This information is used
when constructing the rate matrix.
Input: This class handles reading in all the input necessary for the code to run. Input is read
from files.
Populations: This class is responsible for atomic kinetics calculations. The result is populations
for given plasma conditions. Results are written to files corresponding to single sets of plasma
conditions. The list of plasma conditions for which the program is run is managed by class Input.
When a population computation for a set of plasma conditions is completed, Input provides the next
set. The plasma conditions Populations have are updated and a new atomic kinetics computation is
started. Populations stores rate coefficients which are provided by AtomicModel for specific plasma
conditions. Once the list of rate coefficients is updated, the rate matrix is populated with rates
for a given electron density. Then the matrix is inverted in order to get the populations. In cases
when escape factors are requested, the rate matrix is updated and populations recalculated until
convergence is reached. In cases where atomic density instead of electron density is given, electron
density is initialized with a value corresponding to average ionization of the ions present in the
atomic model. After the initial population computation, electron density is recalculated using the
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updated average ionization. This iteration continues until convergence is reached. The convergence
criteria are such that the change of populations from the last iteration is not higher than a given
degree of accuracy for every population larger than some threshold.
Spectrum: This class handles spectra computation using populations provided by Populations.
Calculation: This class handles the whole program run. It contains classes Input, AtomicModel,
Populations and Spectrum. This is the class that iterates through the list of plasma conditions
through Input and asks Populations to compute populations for the updated plasma conditions.
2.4 Atomic kinetics for a given radiation field as a function of
atomic number density
Figure 2.4: Average ionizations as a function of atom number density at Te =40 eV to test LTE and
CE limits
Collisional plasmas are known to follow Coronal Equilibrium (CE) at low densities and Local
Thermodynamic Equilibrium (LTE) at high densities. At CE conditions, collisional excitations are
negligible compared to radiative decay rates and ionization balance is determined by collisional
ionization and radiative recombination rates. At LTE conditions, three-body recombinations be-
come the most dominant process due to scaling as N2e . Photoionized plasmas, however, differ due
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to existence of external radiation and the processes driven by radiation. Figure 2.5 shows aver-
age ionizations of a photoionized plasma as a function of atomic density. At high enough densities
three-body recombination effects are observed and average ionizations are low. As density decreases,
recombination due to three-body recombination weakens and average ionization increases. As ap-
proaching CE conditions, where collisional ionization and radiative recombination determine the
ionization balance in collisional plasmas, the average ionizations become independent of density as
collisional ionization and radiative recombination rates scale as Ne. As the collisional rates decrease
with density, radiative decay processes dominate and excited states are depopulated. As a result
the “ladder ionization” decreases and average ionization drops. This is illustrated in Figure 2.5. In
photoionized plasmas, the existence of an external radiation field which is not dependent on density
dominates all other processes as they become weaker with decreasing density. Thus, photoionized
plasma average ionizations are not density independent at low densities and with the lack of any
processes that can balance out photoionization, plasma becomes fully-ionized as density decreases
so long as the radiation-drive is energetic enough. This can be observed in Figure 2.5 which shows
average ionization for neon which has atomic number of 10. Figure 2.6 shows fractional populations
as a function of density. Fractional populations of Li- and He-like Ne are higher than H-like Ne
and fully-stripped Ne at higher densities. As the density decreases, populations of H-like Ne domi-
nate and eventually, fully-stripped Ne gathers all the populations as rest of the ions are completely
depleted. In other words, at lower densities Ne is completely ionized as observed in Figure 2.5.
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Figure 2.5: Average ionizations of neon for a radiation field with Tb =37 eV and Tc =103 eV
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(a) Te =40 eV
(b) Te =19 eV
Figure 2.6: Fractional populations of neon for a radiation field with Tb =37 eV and Tc =103 eV
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Chapter 3
Energy Level Structure Sensitivity
Study
3.1 Introduction
In an atomic kinetics calculation, the first step is to determine which are the relevant ion charge
states and then to construct an energy level structure. In principle, the number of quantum states is
infinite, so there needs to be a good enough representation of energy levels for the problem with given
plasma conditions. This chapter presents a study on energy level sensitivity for neon photoionized
plasmas at Te =40 eV, Tb =37 eV, Tc =103 eV and Na = 2×1017 cm−3, 5×1017 cm−3, 1×1018 cm−3
and 1.66×1018 cm−3. These plasma conditions are relevant to experiments conducted at the Z facility
in Sandia National Laboratories [2, 7, 14,21].
At low densities (coronal equilibrium), radiative decay rates are greater compared to collisional
excitation rates. Therefore, most of the populations are in the ground state and excited states have
negligible populations. Ionization balance is determined by the competition of collisional ionization
and radiative and dielectronic recombination. Moving away from coronal equilibrium into the NLTE
regime where densities are higher collisions become stronger and excited states get more populations.
Although, the populations are still small compared to the ground states, the excited states open
channels to what is called two-step (“ladder”) ionizations. Ionization from excited states is easier
due to the lesser ionization energies. The average charge state increases as a result of the increasing
ionizations. Further increase in density makes three-body recombination, which scales as N2e , an
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important process and the average charge ionization decreases. When density is increased to the
point where collisional processes dominate and LTE conditions are reached, the average ionization
is independent of the detailed rates and determined by Saha and Boltzmann distributions. Thus, a
detailed atomic energy level structure is not necessary for the two extreme regimes, namely coronal
equilibrium and LTE. NLTE conditions, on the other hand, require detailed energy level structures.
The accuracy of the computations strongly depends on the structure of the atomic model [22–24].
Singly excited states with high principal quantum numbers and autoionizing states may be crucial
to include in the atomic model in order to account for the recombination processes [25,26].
This chapter will present the effects of including/excluding ions and in more details the effects
of singly-excited and doubly-excited (autoionizing) levels within the individual ions. All the calcu-
lations were done with PrismSPECT. PrismSPECT is a commercially available, collisional-radiative
spectral analysis code designed to simulate the atomic and radiative properties of laboratory and
astrophysical plasmas. PrismSPECT uses a pre-computed set of atomic data which results in short
run times. Another advantage was that regardless of the energy levels included, values of energies
were not affected as opposed to energy values of FAC-computed energy level structures, thus, pro-
viding consistency. FAC energy levels, typically, vary when different levels are included. This is due
to variational nature of methods employed in FAC. In spite of the advantages that PrismSPECT
offered for this study, due to the limitations of its proprietary nature, for the work presented in
following chapters, ATOKIN was used.
Ionization potentials form ground states of Be-, Li-, He- and H-like Ne are 207.27 eV, 239.09 eV,
1,195.80 eV and 1,362.16 eV. According to the relation between the radiation temperature and the
photon energy at which a Planckian has its maximum, Equation (3.1), a Planckian radiation source
with Tr =103 eV will produce photons with energies around 300 eV more than in any other energy.
hνmax = 2.88kTr (3.1)
In that case, Be-like Ne will be well ionized by the radiation field, but H-like Ne will be very
unlikely to be ionized. Thus the majority of population is expected to be in Li-, He- and H-like Ne.
Indeed a calculation done with PrismSPECT confirmed this deduction. The calculation with Prism-
SPECT includes all Ne ions, fully-stripped (FS) to neutral Ne, Table 3.1, and shows that populations
of FS, Be-like Ne and ions below Be-like Ne are significantly smaller than Li-, He- and H-like Ne,






































atomic kinetics calculations it is practical to neglect ions with negligible populations and include
only the significantly populated ions. So, for a full atomic kinetics calculation it is very impractical
to use a full model. However, for an energy level structure sensitivity study, it is valuable to have as
many ions and energy levels within ions as possible to serve as a good reference. Additionally, the
reasonable run time for such a calculation offered by PrismSPECT made it a perfect candidate for
a reference case.
The sensitivity study was done by comparing populations of H-, He- and Li-like Ne, as they
were most significantly populated ions, as a function of energy level structure. Energy level mod-
els were constructed by adding or removing ions, groups of energy level configurations to all ions
simultaneously or one ion at a time. The reasoning behind the selected changes will be given in the
corresponding sections. In all plots full model populations are given as a reference in cyan color.
In Section §3.2 configurations and populations of the full model are given.
3.2 Results
3.2.1 Reference full model
Full model includes all ions of neon, see Table 3.1. The reason for having this full model specifically
as given in Table 3.1 is mostly technical. The full model, basically, is everything that PrismSPECT
offered in terms of energy level structure for neon and the run time was affordable.
As expected from the Planckian maximum analysis in Section §3.1, the significant populations
are held by Li-, He- and H-like ions of neon. The remaining ions have less than 1% of population
for all densities, Figure 3.2.
3.2.2 Ions
In atomic kinetics calculations, typically, it is not necessary to include all possible ions of an element
unless the plasma conditions cover a broad range. Only a number of ions have significant populations
and rest of the ions have negligible populations. The effects of the ions included are shown in
Figure 3.3. The comparisons contain four calculations. In each calculation the mentioned ions
contain all the energy levels available in PrismSPECT (ground states, excited states and auto-
ionizing states). The first calculation has all the ions from fully-stripped to C-like Ne (inclusive).
Carbon is removed in the second calculation, so the ions from fully-stripped to B-like Ne (inclusive)
24










































































































Figure 3.2: Fractional populations of full model
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are used. The following calculations have ions from fully-stripped to Be-like Ne (inclusive) and fully-
stripped to Li-like Ne (inclusive). H- and Li-like Ne show no significant change in populations with
respect to the full model. He shows no significant change until Be-like Ne is removed. This first
step of energy level sensitivity study shows that including the ions beyond Be makes no significant
change and removing them does not cause the population distribution to be affected.
3.2.3 Boundary ions: Be and H
In this section we will present the effects of Be- and H-like Ne which became the ions at the lower
and upper ends of the ion list, thus the name “boundary ions”. FS ion is also included, however,
its existence is not of big importance and it is made of a single level and does not have any op-
tions for varying. So, H-like Ne is considered the “boundary ion” instead of FS. In the previous
section the results showed that lack of Be-like Ne causes He-like Ne to deviate from the reference
full model. Figure 3.4, Figure 3.5 and Figure 3.6 show gradual addition of Be-like Ne levels on H-,
He- and Li-like Ne, respectively. The first traces on the figures correspond to the model that has
the complete set of levels for FS, H-, He- and Li-like Ne ions. This trace is the same as the last
trace on the figures from the previous section. Atomic models are incremented by adding energy
levels of Be-like Ne, starting with the ground level and continuing with singly excited-states with
principal quantum numbers (PQN) up to 5 (1s22l1nl1(n = 2− 5)), singly-excited states with PQN
up to 10 (1s22l1nl1(n = 2 − 10)), autoionizing states with configuration 1s23l2, and auto ionizing
states with configuration 1s23l1nl1(n = 3 − 6). H-like Ne (Figure 3.4), and Li-like Ne (Figure 3.6)
show no significant change and still overlap with the reference full model. He-like Ne is significantly
different than the full model in Figure 3.5a, as also observed in the previous section when Be-like Ne
is not present. Addition of the ground state of Be-like Ne, Figure 3.5a (green trace), opens new chan-
nels of recombination resulting in decrease of He-like Ne populations. Thus, He-like Ne populations
become very close to those of the full model. Addition of the singly-excited states brings He-like Ne
populations significantly closer to the reference values and the traces overlap in Figure 3.5c. The
last two figures, Figure 3.5d and Figure 3.5e, show no further changes.
Similar analysis was done on the effects of H-like Ne. Increments of energy levels for H-like Ne
involve addition of the ground state, excited states with PQN up to 5 (nl1, n = 1 − 5) and excited
states with PQN up to 10 (nl1, n = 1 − 10). H-like Ne populations in Figure 3.7 and Li-like Ne
populations in Figure 3.9 show no significant change. However, it should be noted that, although not
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Figure 3.3: Population distributions of H, He and Li (top to bottom) as a function of ion removal
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Figure 3.4: H fractional populations as a function of changes in Be energy level structure
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(a) No Be and Be ground (b) Be n=5
(c) Be n=10 (d) Be 1s23l2
(e) Be 1s23l1(3− 6)l1
Figure 3.5: He fractional populations as a function of changes in Be energy level structure
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Figure 3.6: Li fractional populations as a function of changes in Be energy level structure
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Table 3.2: Incremental steps of adding energy levels to H-, He-, Li- and Be-like Ne, simultaneously
(SE=singly-excited, auto=autoionizing)
H n He n Li n Be n
grounds 1s1 1s2 1s22s1 1s22s2
SE, nmax = 5 nl1 2− 5 1s1nl1 2− 5 1s2nl1 2− 5 1s22l1nl1 2− 5
SE, nmax = 10 nl1 6− 10 1s1nl1 6− 10 1s2nl1 6− 10 1s22l1nl1 6− 10
auto 1 - - 2l2 1s12l2 1s23l2
auto 2 - - 2l1nl1 3− 5 1s12l1nl1 3− 7 1s23l1nl1 4− 6
visible on the graph, H-like Ne populations decrease when more excited states are added. He-like Ne
populations in Figure 3.8 show more significant change. The added excited states open channels for
more recombination from H-like Ne to He-like Ne resulting in more He-like Ne and less H-like Ne,
both cases overlapping with the full model.
3.2.4 Adding groups of energy levels to all ions simultaneously
In the previous sections the atomic structure was reduced from the full model until the results
significantly deviated from the reference full model. The changes involved a whole ion or parts of an
ion. This section presents results for changing all of the ions from fully-stripped to Be-like Ne at the
same time. First step has only the ground states. In the next steps singly-excited states with PQN
up to 5 and singly-excited states with PQN up to 10 were added. The last two steps autoionizing
levels were added. The details of each step are listed in Table 3.2.
H-like Ne populations, initially, are higher than the reference model, Figure 3.10, when only
ground states are included. Li-like Ne populations are initially lower than the reference model,
Figure 3.12. With the addition of the singly-excited states, H- and Li-like Ne approach and overlap
with the full model. The addition of the autoionizing states does not result in any significant change.
In Figure 3.11, He-like Ne populations, initially, show the most difference than the later steps when
compared to the full model. The lowest two density points are less, the highest density point is more
than the the full model. As the singly-excited states are added He-like Ne populations approach and
overlap with the full model. Auto ionizing states cause no further change.
3.2.5 Adding groups of energy levels to individual ions
This section presents the effects of adding/removing singly-excited states with PQN up to 5 in Fig-
ure 3.13, Figure 3.14 and Figure 3.15, singly-excited states with PQN up to 10 in Figure 3.16,
Figure 3.17 and Figure 3.18; and auto-ionizing states listed in Figure 3.19, Figure 3.20 and Fig-
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Figure 3.7: H fractional populations as a function of changes in H energy level structure
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Figure 3.8: He fractional populations as a function of changes in H energy level structure
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Table 3.3: Incremental steps of adding energy levels to H-, He-, Li- and Be-like Ne, individually
H-like Ne He-like Ne Li-like Ne Be-like Ne
X gr 1s1 1s2 1s22s1 1s22s2
X 5 n = 2− 5 nl1 1s1nl1 1s2nl1 1s22l1nl1
X 10 n = 6− 10 nl1 1s1nl1 1s2nl1 1s22l1nl1
X auto1 - 2l2 1s12l2 1s23l2
ure 3.21 by carrying out the changes on individual ions as opposed to on all ions simultaneously as
presented in the previous section. The results provide more information as the changes on individual
ions are independent. The number of combinations to be examined are larger than the previous sec-
tion, accordingly. The meanings of the legend labels are summarized in Table 3.3. “X” stands for one
of the ions in the header row. The first label “grounds” is short notation for “Be gr-Li gr-He gr-H gr”.
All atomic models include the fully-stripped ion.
3.2.5.1 Singly-excited states with PQN up to 5
In Figure 3.13, “grounds” model is overestimating the H-like Ne populations. Addition of H-like Ne
increases the H-like Ne populations in Figure 3.13a, addition of Li-like Ne seems to have no signifi-
cant effect in Figure 3.13c and addition of He-like Ne moves H-like Ne populations closer to the full
model in Figure 3.13b. Rest of the figures where H- and Li-like Ne are added individually in Fig-
ure 3.13d and Figure 3.13e, respectively, or together, Figure 3.13f, to He-like Ne with PQN=5, there
is no significant change. In this set of figures He-like Ne singly-excited levels influence H-like Ne
populations the most.
He-like Ne populations are shown in Figure 3.14. Addition of H-like Ne only and Li-like Ne only
moves He-like Ne away from the full model in Figure 3.14a and Figure 3.14c. Addition of He-like Ne,
however, opens up more channels for recombination into He-like Ne, thus, He-like Ne populations
increase and move closer to the full model in Figure 3.14b. With He-like Ne present, addition
of H-like Ne makes no significant change in Figure 3.14d. Addition of Li-like Ne, together with
He-like Ne in Figure 3.14e introduces recombination channels into Li-like Ne resulting in decrease of
He-like Ne moving below the full model, but closer when compared with He-like Ne only addition.
Finally, in Figure 3.14f, addition of H-like Ne along with He- and Li-like Ne moves higher density
He-like Ne points even closer to the reference model while H-like Ne had no effect in any other
combinations.










Figure 3.14: He fractional populations as a function of singly-excited levels with nmax = 5
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populations and marks the lower limit for the models for Li-like Ne, i.e., any additions to “ground”
model increase Li-like Ne populations and move them closer to the full model. Even addition of H
affects Li-like Ne in Figure 3.15a. Addition of He- and Li-like Ne show the same effect only with
increasing closeness to the full model in Figure 3.15b and Figure 3.15c, respectively. Addition of
H-like Ne along with He-like Ne in Figure 3.15d makes no difference compared with the model with
only He-like Ne due to H- and Li-like Ne not being adjacent ions. Addition of Li-like Ne to the
He-like Ne-only model in Figure 3.15e pushes Li-like Ne populations even closer to the full model
by adding more recombination channels and allowing more recombination into Li-like Ne. Addition
of H-like Ne in Figure 3.15f, again, brings no significant effect to Li-like Ne.
3.2.5.2 Singly-excited states with PQN up to 10
In Figure 3.16, Figure 3.17 and Figure 3.18 effects of addition of various combinations of singly-
excited states with PQN up to 10 on H-, He- and Li-like Ne, respectively, are presented. Among
the single-ion additions, only He-like Ne in Figure 3.16b has an effect which brings the H-like Ne
populations to match exactly the full model. H- and Li-like Ne make no difference in Figure 3.16a
and Figure 3.16c, respectively. When He-like Ne with PQN=10 is present addition of Li-like Ne
in Figure 3.16d, then H-like Ne in Figure 3.16e have no effect on H-like Ne populations.
Addition of H-like Ne with PQN up to 10 in Figure 3.17a has no effect on He-like Ne populations.
Addition of He-like Ne in Figure 3.17b opens more channels for recombination into He-like Ne and
increase He-like Ne beyond the full model. Addition of Li-like Ne in Figure 3.17c opens channels
into Li-like Ne reducing He-like Ne below the full model due to recombinations from He-like Ne to
Li-like Ne. Addition of both He-like Ne and Li-like Ne in Figure 3.17d balance the He-like Ne popu-
lations and bring them into agreement with the full model. Further adding H-like Ne in Figure 3.17e
has no effect on He-like Ne populations.
In Figure 3.18, only addition of Li-like Ne in Figure 3.18c shows a significant change in Li-like Ne
populations. This change brings Li-like Ne populations into very good agreement with the full model
and additions shown in Figure 3.18a, Figure 3.18b, Figure 3.18d and Figure 3.18e have no significant
effect on the Li-like Ne populations.
3.2.5.3 Autoionizing levels



































































In Figure 3.20, the addition of Li-like Ne autoionizing levels in Figure 3.20a has the most sig-
nificant effect on He-like Ne populations. Addition of He-like Ne itself in Figure 3.20b and addition
of He-like Ne together with Li-like Ne in Figure 3.20c show no effect due to He-like Ne. Finally,
addition of H-like Ne singly-excited states with PQN up to 10 in Figure 3.20d makes no difference
as well.
In Figure 3.21, Li-like Ne populations already in good agreement with the full model are per-
fected in Figure 3.21a with addition of Li-like Ne autoionizing levels. He-like Ne autoionizing levels
in Figure 3.21b, He-like Ne levels together with Li-like Ne in Figure 3.21c and finally, addition of
H-like Ne levels with PQN up to 10 in Figure 3.21d result in no significant change on Li-like Ne
populations.
3.3 Summary
This chapter reported on an energy level structure sensitivity study on photoionized neon plasmas
for specific plasma conditions. The study was done by systematically changing the energy level
structure and comparing the most abundant ion populations with a reference "full model" which
was introduced in section 3.2.1. First, the importance of the ions to be included was investigated
in section 3.2.2. The results showed that removal of Be-like Ne, for the first time caused deviation
in He-like Ne. That led to the conclusion that the ions of interest should be FS, H,- He-, Li- and
Be-like Ne for further investigation. Typically, the ions at the boundary of the ion list do not have
significant populations, but provide release channels and prevent the populations to be artificially
stuck in the more populated ions in between. Therefore effects of Be- and H-like Ne were investigated
in section 3.2.3. Results showed that none of the changes in Be-like Ne caused any changes in H- and
Li-like Ne populations. This was a confirmation of the results regarding H- and Li-like Ne from the
previous section where only He-like Ne was affected by lack of Be-like Ne as an ion. He populations
were in a very good agreement with the reference model when none of the autoionizing levels of
Be-like Ne were included. However, with including only the ground state of Be-like Ne the resulting
He-like Ne populations were good enough. Changes in the H-like Ne levels had no significant impact
on H-like Ne itself and on Li-like Ne. Including H-like Ne levels with PQN up to only 5 produced
good enough He-like Ne populations. In section 3.2.4, all the ions, FS, H-, He-, Li- and Be-like Ne,
were incremented simultaneously. First step was grounds, then singly-excited states with PQN up



























































































Table 3.4: PQN sufficient values of the ions on the populations in comparison with the full model
PQN
populations H-like Ne He-like Ne Li-like Ne
H-like Ne 5 10 5
He-like Ne 5 10 10
Li-like Ne 5 5 10
Table 3.5: Autoionizing levels effect
He-like Ne Li-like Ne
H-like Ne × ×
He-like Ne × X
Li-like Ne X X
Li-like Ne were in very good agreement with the full model when singly-excited states with PQN up
to 10 were included. Finally, in section 3.2.5, the restriction of simultaneous change was removed and
addition of singly-states and autoionizing states was carried out on the individual ions one at a time
with the only difference being that Be-like Ne was not varied, as in section 3.2.2, it was shown that
Be-like Ne ground was sufficient enough, thus only Be-like Ne ground state was included. Various
combinations with singly-excited states with PQN up to 5 were examined. The results confirmed
previous section’s conclusion that PQN up to 5 was not sufficient. Combinations with singly-excited
states with PQN up to 10 showed that H-like Ne populations were in good agreement with the full
model when He-like Ne had PQN of 10, but H- and Li-like Ne had PQN of only 5. He populations
were in good agreement with the full model when He- and Li-like Ne had levels with PQN=10, but
H-like Ne had only PQN=5. Li-like Ne populations were in good agreement with the full model as
long as Li-like Ne had PQN=10. For H- and He-like Ne PQN=5 was sufficient. For a tabulated
form of these results see Table 3.4. Finally, the effects of having the autoionizing levels in He- and
Li-like Ne was examined and the results are summarized in Table 3.5. H-like Ne was not affected by
any of the autoionizing levels added, He-like Ne was affected by Li-like Ne autoionizing levels and
Li-like Ne was affected by both He- and Li-like Ne autoionizing levels. Final and sufficient model is
listed in Table 3.6.
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Table 3.6: Final model
Ion Configuration n
FS -
H-like Ne nl1 1-5
He-like Ne 1s2, 1s1nl1, 2l2 2-10




Radiation Drive Kinetics Calculations
and Results
4.1 Introduction
We present results for photoionized Ne plasma at plasma conditions relevant to experiments con-
ducted at the Z facility in Sandia National Laboratories [2,7,14,21]. The results can be summarized
in three categories: radiation effect, transient effects and electron temperature effect. The effects
are shown by comparison of average ionizations, detailed charge state distributions and transmission
spectra for some cases.
4.2 Input
4.2.1 Atomic model
The neon atomic model constructed for the work presented here includes 830 energy levels spread
over all charge states of neon: 1 fully-stripped, 23 H-like, 125 He-like, 531 Li-like, 40 Be-like, 15 B-
like, 50 C-like, 31 N-like, 10 O-like, 3 F-like and 1 Ne-like Ne. Energy levels, rates and cross sections
atomic data were computed with FAC. Detailed configuration list is given in Table 4.1.
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Table 4.1: List of atomic configurations included in the neon atomic model
Fully-stripped ion B 1s22l31s2 2l3





1s1nl1 (n ≤ 10, l ≤ 3) 1s22l51s2 2l5
2l2 1s12l61s1 2l6
Li
1s2nl11s2 nl1 (n ≤ 10, l ≤ 3) O 1s22l61s2 2l6





Figure 4.1: Plasma condition time-histories: electron temperature Te and brightness temperature
Tb (left), and color temperature Tc (right).
4.2.2 Time Histories
The time histories of plasma conditions used in this chapter were obtained from Visrad and Helios-
CR. More specifically, time evolutions of electron temperature (Te), brightness temperature (Tb) and
color temperature (Tc) obtained from Visrad view factor [27] and Helios-CR radiation-hydrodynamics
[28] simulations of the Z-pinch experiment as described in [14,15]. These temperature histories were
used as input for ATOKIN at four constant ion densities corresponding to different gas cell filling
pressures employed in the experiments. Lowest three densities were relevant to actual experimental
plasma conditions, however, the fourth density was intentionally chosen to be very high in order
to check that the code approaches correctly the limit where external radiation driven processes are
negligible.
Figure 4.1 shows time histories that were used in most of the calculations that will be mentioned
in this chapter. For the cases when time histories were different, they were produced by taking these
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as a reference. In Section §4.3, radiation effect was investigated by turning the external radiation
field on and off by simply setting Tb =0 eV. In Section §4.4, the reference time histories were used.
The only difference in calculations was that instead of assuming steady state as was done for the
previous sections, they were done including time dependency. Finally, in Section §4.5, reference Te
was scaled down by a constant factor such that the maximums are at Te =30 eV and Te =20 eV as
opposed to the reference maximum being at Te =48 eV.
As a summary of the inputs, the same atomic model mentioned above was used in all calculations.




For photoionized plasmas the main mechanism driving the atomic kinetics is the external radiation
field. This means that atomic kinetics are driven mainly by photoionization (PI) rather than colli-
sional ionization (CI). In this section we present figures of rates for PI, CI, radiative recombination
(RR) and three-body recombination (TBR) (Figure 4.2-Figure 4.9). The figures are plotted for Be,-
Li-, He- and H-like Ne.
We’ll look at PI and RR vs CI and TBR. Since the populations are mostly in the ground states,
rates from ground and first excited to next ground for ions Be-, Li-, He- and H-like Ne will be
examined. The PI rates are plotted as a function of Tc=(0–1,000 eV) for varying Tb=(15, 30, 60,
120, 240, 480 eV). RR, CI and TBR are plotted as a function of Te=(10–60 eV) for different atomic
densities (1× 1017, 1× 1018 and 1× 1019 cm−3). Note that, since the relation between Tb and Tc is
given by Tb/Tc < 1 ⇒ Tb < Tc, PI traces do not contain any values for Tb that are lower than Tc.
All figures are consisted of four plots corresponding to PI, RR, CI and TBR rates.
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Figure 4.2: Photoionization and radiative recombination rates between Be ground and Li ground
states
Figure 4.3: Photoionization and radiative recombination rates between Be 1s22s12p1 and Li ground
states
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Figure 4.4: Photoionization and radiative recombination rates between Li ground and He ground
states
Figure 4.5: Photoionization and radiative recombination rates between Li 1s22p1 and He ground
states
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Figure 4.6: Photoionization and radiative recombination rates between He ground and H ground
states
Figure 4.7: Photoionization and radiative recombination rates between He 1s12s1 and H ground
states
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Figure 4.8: Photoionization and radiative recombination rates between H ground and fully-stripped
states
Figure 4.9: Photoionization and radiative recombination rates between H 2p1 and fully-stripped
states
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The qualitative behavior of the rates for all ions follows the same trend. There is some minor
differences in PI and CI for Hegr and Hgr. The difference between Tb traces on the PI plots is less
pronounced and the change within each individual trace is less over the given range of Tc. For the
same ions, the difference in CI traces due to different densities is almost negligible. They almost
perfectly overlap.
Comparing rates for the plasma conditions that we are interested in (Ne=(2×1017–1×1019 cm−3),
Te=(0–50 eV), Tb=(∼50 eV), Tc=(∼100 eV)) gives an idea about the photoionized nature of the
plasma. Due to the narrow range of values for Tb and Tc, it is sufficient to take a single value for
the PI rate from the blue trace around Tc=100 eV. In summary, PI rates are mostly in the range of
1× 109–1× 1010 s−1 and CI rates are smaller than 1× 108 s−1 with the exception of Hegr and Hgr
for which PI is 1×107 s−1 and 1×105 s−1, respectively, as opposed to CI rates much smaller than 1.
The clear dominance of PI rates supports the claim that the plasma at the specific plasma conditions
in interest is photoionized. The inverse process show a dominance of RR over TBR. Therefore, the
population distribution is determined by the balance of PI and RR and dielectronic recombination
rates.
Armed with the results above, it is possible to examine the population and depopulation balance
of the individual ions and estimate the average charge. Analysis of ionization balance follows.
• Be-like Ne: PI>RR. Thus, Be-like Ne is depopulated and ionized to Li-like Ne
• Li-like Ne: PI>RR. Thus, Li-like Ne is depopulated and ionized to He-like Ne
• He-like Ne: PI and RR competing. For Ne =1 × 1019 cm−3 PI<RR, for Ne =1 × 1017 cm−3
PI>RR.
• H-like Ne: PI<RR. Thus, FS is depopulated and recombined to H-like Ne
As a result of this analysis, populations are mostly in He- or H-like Ne. For higher densities,
dominance of He-like Ne RR will result in higher He-like Ne, for lower densities, dominance of
He-like Ne PI will result in lower He-like Ne and higher H-like Ne.
4.3.2 Average ionizations
Figure 4.10 shows average ionizations for different atomic densities. It is clearly seen that the
presence of a radiation field results in significantly higher values of average ionization. This increase
of average ionization is due to the effect of the external radiation introduced via photoionization
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and photoexcitation. Photoionization processes contribute to ionization directly. Photoexcitations
contribute in an indirect way as they only connect energy levels within the same ion. They provide
channels to populate higher excited levels which are then ionized.
Figure 4.10: Average ionizations for calculations with and without radiation at constant atomic
densities as function of time, Na =2×1017 cm−3 (top left), Na =5×1017 cm−3 (top right), Na =1×
1018 cm−3 (bottom left) and Na =1× 1019 cm−3 (bottom right).
Radiation effects are clearly observed on average ionizations for all times. Early in time, before
the peak of radiation, the difference in average ionization between cases with and without radiation
is around two units. It is worth noting the differences of average ionizations around the peak of
radiation drive. Due to lack of radiation field, the green traces in Figure 4.10 are influenced only
by Te, however, the red traces are influenced mostly by the radiation. In particular, we note the
“bump” in the case with radiation. Without radiation, the plasma requires more thermal energy
in order to overcome He-like Ne ionization potential and ionize to populate H-like Ne. Thus, even
though Te has a peak shape, the largest temperature is not high enough to drive the system to the
higher ionization state. Thus, the average ionization plateaus at the peak of the drive. Radiation,
on the other hand, provides enough energy to overcome the high ionization potential of He-like Ne
and to drive population into the state of H-like Ne. Thus, the average ionization peaks at the peak
of the drive as opposed to the plateau when radiation is not present.
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The height of the “bump” is significantly reduced in high density conditions, bottom right of
Figure 4.10 due to dominant collisional processes, but not completely identical to the case without
radiation. Although it is not very evident in average ionizations plots, it will be more evident in the
following sections that discuss population distribution and transmissions.
4.3.3 Population Distributions
Figure 4.11: Population number density distributions with (top) and without radiation (bottom),
plasma conditions are Te= 39 eV, Tb=52 eV, Tc=103 eV at the peak of the drive when t=100 ns, (left)
Na= 5e17 cm-3 and (right) Na= 1e19 cm-3.
Figure 4.11 shows details of the population distributions as a function of time for atomic densities of
5× 1017 cm−3 . The top plots are population distributions in the presence of an external radiation
field, the bottom ones are populations without any external radiation field. Due to similarities
in lowest three densities only one, Na =5 × 1017 cm−3, is presented along with the high density
case, Na =1 × 1019 cm−3. All plots in Figure 4.11 exhibit, similarly, a consistent behavior with
average ionization plots. Up until the peak of the drive at t =100 ns, it is possible to confirm the
monotonical increase of average ionizations by following how, in time, higher charge states take over
the lower charge states and contribute to the increase in average ionization. Let us take the case
without radiation at atomic density of 5× 1017 cm−3. Earlier in time the most populated ion stage
is Ne5+ (B-like neon). As time increases, B-like neon decreases until t =70 ns when it is depleted.
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Ne6+ (Be-like neon) increases from t =40 ns to t =50 ns picking up populations from B-like neon. At
t =50 ns Ne6+ reaches its maximum and begins to decrease along with B-like neon until t =70 ns.
Li-like neon builds up population from scratch between t=40–60ns and slowly decreases till the
peak of the drive at around t =95 ns. Exchange of populations continues following the same trend
with He-like neon up until the peak of the drive, after which, as discussed in the section related to
average ionizations, ionizations drop and the picture of monotonic increase is not valid anymore. All
of the plots in Figure 4.11 show similar behavior. The differences, though, are due to the effect of
radiation. As expected, external radiation causes more ionization. Comparison of top and bottom
plots of atomic density of 5 × 1017 cm−3, reveals that ion stages are shifted to earlier times, thus,
higher average ionizations are reached at earlier times. The same conclusions are valid for the case
with atomic density of 1 × 1019 cm−3. The difference between with and without radiation are not
as pronounced as expected due to collision-dominated effects and, again, as observed in average
ionization plots.
The effect of radiation on average ionizations of He-like and H-like neon at peak of the drive,
t =100 ns, is unfolded in Figure 4.11. On the left plot of Figure 4.11, around t =100 ns, radiation
boosts H-like ions from 0 to more than 0.5 of fractional populations by taking away from He-like
ions. Although small, even fully-stripped ion starts to gather some population. On the right plot
of Figure 4.11, in spite of a decrease in H-like ions, they are not completely depleted as in the case
without radiation. Consequently, effect of radiation is clearly observed even at the high-density case
where collisional processes are expected to be more dominant and radiation effects less prominent.
4.3.4 Transmission
Figure 4.12: Transmission spectra with and without radiation, plasma conditions are Te= 39 eV,
Tb=52 eV, Tc=103 eV, t=100 ns, (left) Na= 5e17 cm-3 and (right) Na= 1e19 cm-3.
63
Figure 4.12 shows transmission spectra of neon in the 850-1500 eV range for atomic densities of
Na =5×1017 cm−3 and 1×1019 cm−3. Red traces correspond to spectra computed with the presence
of an external radiation field, green traces correspond to spectra computed without an external
radiation field. Main features present in spectra with radiation at Na =5 × 1017 cm−3 are H-like
resonance absorption lines, Lyα, Lyβ , Lyγ , Lyδ, due to transitions of type 1s → np, and He-like
absorption lines, Heα, Heβ , Heγ , Heδ , due to transitions of type 1s2 → 1s np . Spectral features
present in the spectrum without any external radiation at the same atomic density are He-like lines,
Heα, Heβ , Heγ , Heδ, and Li-like satellites due to transitions of type 1s2 2l→ 1s 2l np . The differences
in H-like and He-like populations are reflected in spectroscopic features in the transmission spectra.
Ly series that is present when radiation is present is not observed when there is no radiation. On the
other hand, Li-like satellites observed when there is no radiation are not observed in the presence of
radiation.
For the high density case, right plot in Figure 4.12, Li-like satellites are observed in both spectra,
cases with and without radiation. However, the Ly transmission lines are still not observed without
the presence of radiation.
4.4 Time Dependent Calculations and Results
Time dependent calculations were carried out using plasma conditions based on plasma conditions of
steady state calculations. Steady state calculations were based on Equation (2.6) and resulting pop-
ulations were dependent only on intrinsic atomic data. Therefore, every point on the time histories
was independent of each other. Time dependent calculations, however, are based on Equation (2.5),
where the right side of the equation is population dependent. Therefore, the resulting populations
are no longer dependent on only intrinsic atomic data, but also on populations from a previous time
step. After, deciding on a small enough time step the number of time history points for each of the
plasma conditions was 280 as opposed to 18, number of time points used for steady state calcula-
tions. The intermediate points were calculated by linear interpolation. For the very first point, the
corresponding steady state populations were used as the previous populations.
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4.4.1 Average ionizations
Figure 4.13: Transient effects on average ionizations
Time dependent results exhibit smoother changes with changing plasma conditions compared to
steady state results for all densities shown on Figure 4.13. This is a clear indication that tran-
sient effects are important. The red traces, results of steady state calculations, are based on the
assumption that population change from previous time step is 0. The green traces, results of time
dependent calculations, do not make the same assumption and take into account the population
difference between time steps. Therefore, it is obvious that the contribution of population change
term is non-negligible. In other words, Af term represents the effect of plasma conditions on the
plasma and df/dt term is a measure of how fast the plasma reacts to those changes imposed by
the plasma conditions. Steady state assumption means that the plasma adapts quickly enough to
changing conditions, thus df/dt term is negligible.
Average ionizations presented on Figure 4.13 show that up until t =65 ns the plasma cannot adapt
as quickly to the conditions, thus time dependent results lag behind steady state results. After that
point in time up until t =90 ns the rate of change in Zbars increases and around t =90 ns transient
effects seem to become negligible. However, after t =90 ns up to t =110 ns plasma conditions change
rate increases dramatically and the plasma is not able to catch up. The fast increase in and then
decrease in the conditions is observed in Zbars for steady state as a “bump”, but time dependent
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Zbars just plateau at that region with the exception of the extreme case of Na =1× 1019 cm−3.
Comparing the four plots shows that transient effects are much more prominent at lower densities
and decrease with increasing density. Transient effects seem to be negligible at a small region between
t=90–100ns, right before left tail of the “bump”. For the region of the peak of the drive, however,
transient effects are significant.
4.4.2 Population Distributions
Figure 4.14: Charge distribution for time-dependent case. Population number density distribu-
tions with radiation, plasma conditions are Te= 39 eV, Tb=52 eV, Tc=103 eV, t=100 ns, (left) Na=
5e17 cm-3 and (right) Na= 1e19 cm-3.
Investigation of population distributions, Figure 4.14, reveals more detailed information about charge
distribution. Focusing on t =70 ns and t =100 ns where the maximum differences in Zbars, Fig-
ure 4.13, are observed. At t =70 ns, for Na =5× 1017 cm−3, steady state and time dependent Zbars
are 7.5 and 6, respectively. On Figure 4.14, steady state populations show 50% He (8) and 50%
Li (7) with an average ionization of 7.5. Time dependent population show 60% Be(6), 20% B(5)
and 20% Li(7) with an average of 6. At t =100 ns, for Na = 5 × 1017 cm−3, steady state and time
dependent Zbars are 8.5 and 8, respectively. Populations for steady state are 60% H(9) and 40%
He(8) with an average slightly higher than 8.5 and for time dependent more than 80% He and less
than 20% H resulting in a Zbar close to 8.
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Comparing the individual charge states at Na =5× 1017 cm−3 on Figure 4.14 shows lags in time
of 25 ns for B, 20ns for Be- and Li-like Ne. The rapid population exchange seen between He- and
H-like Ne around the peak of drive at steady state is not observed on time dependent populations.
He-like Ne holds most of the populations. He-like Ne populations remain above 80% while H-like Ne
doesn’t increase beyond 20%. In other words the bumps on He- and H-like Ne when steady state
are washed out on time dependent plots. The populations for Na =1 × 1019 cm−3 look very close
confirming the similarity in Zbars.
The overlapping region around t =90−100 ns observed in Zbars can be identified more accurately
on population distribution plots to be around t =95− 96 ns.
4.5 Electron temperature effect
4.5.1 Time histories
Figure 4.15: Electron temperature histories with different maximums.
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Figure 4.15 shows three electron temperature histories. They were used as input for steady state
and time dependent calculations. Average ionizations and detailed charge distribution results are
shown in Section §4.3 and Section §4.4.
4.5.2 Electron Temperature Sensitivity
Figure 4.16: Average ionizations of electron temperature sensitivity for steady state
Average ionizations drop with lower temperatures, Figure 4.16, Figure 4.17. Lower temperatures
result in less energetic electrons in the plasma, thus less collisions and less ionization which results
in lower Zbars. For steady state Zbars around the peak of the drive, Figure 4.16, the sensitivity to
temperature seems to increase with increasing density. Overlapping region around t =95 ns fades
away as density increases. For time dependent Zbars, Figure 4.17, Te sensitivity drops significantly,
overall and especially at the peak. Lowest two densities are almost identical, Na =1 × 1018 cm−3
case has very little sensitivity and the extreme case has some sensitivity around the peak.
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Figure 4.17: Average ionizations of electron temperature sensitivity for time dependent case
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Chapter 5
Electron Temperature Extraction in
Photoionized Plasmas
5.1 Introduction
This chapter reports on an idea for a method to extract electron temperature in photoionized
plasmas. While the case of illustration is a laboratory photoionized neon plasma produced in Z
experiments at Sandia National Laboratories based on the population ratio of two energy levels close
in energy, the ideas are general and can be applied to other photoionized plasmas provided a suitable
population ratio is identified. Preliminary studies revealed evidence of dominant electron collisional
excitation and de-excitation over photo-excitation and spontaneous radiative decay between 1s22s1
and 1s22p1 states of Li-like neon. This allows using Boltzmann distribution law to compute the
electron temperature, provided the ratio of populations of the mentioned levels is known.
Figure 5.1 - Figure 5.3 present the rates for collisional excitation, collisional deexcitation, pho-
toexcitation and radiative decay. All figures include the four densities (2× 1017, 5× 1017, 1× 1018
and 1 × 1019 cm−3). The computations performed for the set of four densities were repeated done
for three electron temperature time histories (peak at 48, 30 and 20 eV). Every figure in the range
of Figure 5.1 - Figure 5.3, each with four densities, corresponds to the electron temperature time
histories.
Considering the whole range of figures and plots within them, the only parameters that are
varied are electron temperature and density. Thus, radiative decay is the same in all plots at all
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times and photoexcitation varies only as a function of time following the changes in brightness and
color temperature time histories, but no change due to electron temperature or densities. Therefore,
orange and blue traces corresponding to radiative decay and photoexcitation, respectively, remain
the same throughout all plots. All the plots in Figure 5.1 show that collisional rates (green and red
traces) are significantly higher than photoexcitation and radiative decay for all densities throughout
the whole time history. In Figure 5.2, however as electron temperature histories are scaled down,
electrons in the plasma become less energetic which results in less collisions and lower collisional
rates. In Figure 5.2, the collisional rates drop about an order of magnitude and especially early
in time for the lower densities some traces get closer and in Figure 5.3, there are even cross-overs.
The differences increase with density as increased densities result in higher collisional rates. Overall,
the rate analysis done with these figures show that it is reasonable to use the collisional rates via
Boltzmann equation as they are significantly higher than photoexcitation and radiative decay. It
should be noted that the lower electron temperature cases where there seems the difference is lost,
it doesn’t influence the conclusion reached for two reasons. First reason is that for the purposes of
temperature extraction discussed in this chapter we are interested at times around the peak of the
drive. The second reason is that even for the cases where there are cross-overs, the competing pairs
of processes are collisional excitation vs photoexcitation (red vs blue) and collisional deexcitation
vs radiative decay (green vs orange). Taking that into account, even the closest times still have a
difference of at least an order of magnitude.
Boltzmann distribution law is given by






where Ni is population density of state i, in units of cm−3, Ei is energy of state i, in units of eV ,












where N1 and N2 are population densities, in units of cm−3, E1 and E2 are energies, in units of eV ,
of states labeled 1 and 2, and kT e is electron temperature in eV .
Examination of Equation (5.2) reveals that temperature computation depends on knowledge of
energy difference and population density ratio associated with the two states. State energies are
intrinsic atomic data which are independent of plasma conditions such as temperature and density.
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Figure 5.1: Collisional excitation, collisional deexcitation, photoexcitation and radiative decay rates
for case with the peak of Te at 48 eV
Figure 5.2: Collisional excitation, collisional deexcitation, photoexcitation and radiative decay rates
for case with the peak of Te at 30 eV
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Figure 5.3: Collisional excitation, collisional deexcitation, photoexcitation and radiative decay rates
for case with the peak of Te at 20 eV
Once they are acquired, temperature extraction relies only on the knowledge of population density
ratio.
This chapter is aimed to demonstrate the validity of Equation (5.2) under plasma conditions
relevant to neon photo-ionized plasma experiments conducted in Z, so the method can be used
to extract electron temperatures from experimental transmission spectra. The idea is to produce
synthetic spectra that can be treated as real experimental data for the purpose of testing the temper-
ature extraction method. The synthetic spectra for the relevant plasma conditions can be computed
for a range of plasma conditions using atomic kinetics codes. Since plasma conditions are necessary
input data for such codes, one has a well-known electron temperature for the resulting spectra. This
provides reference values in order to test temperatures extracted using Equation (5.2).
In order to compute the synthetic spectra a spectral post-processor code was used to calculate
population distributions for a list of plasma conditions Chapter 4. The populations were computed
under steady state conditions. For each set of plasma conditions, atomic rate analysis of transitions
involving 1s22s1 and 1s22p1states of Li-like neon was performed in order to justify the validity of
Equation (5.2) . At this point, since population distributions were available, it was possible to com-
pute electron temperatures via Equation (5.2) and compare results with input electron temperatures,
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see Subsection 5.2.1. The next step was to compute synthetic transmission spectra and extract areal
densities in order to compute electron temperatures. The extracted areal densities were compared
with areal densities computed by the code. The computed electron temperatures were compared
with input electron temperatures, see Subsection 5.2.2. Next step was to compute time-integrated
spectra in order to have spectra more comparable to experimental data. In experiments it is never
possible to obtain instantaneous spectra. Experimental spectra are always time-integrated over some
time interval. Extracted areal densities and electron temperatures were analyzed in a similar way
as described in the previous step, see Subsection 5.2.3.
Briefly, this chapter describes details of input such as the atomic model used for the atomic ki-
netics, plasma conditions and spectral range of transmission; results of atomic kinetics computations
such as Zbars; instantaneous transmission spectra, integrated transmission spectra; and temperature
extraction results.
5.2 Electron temperature extraction
The idea of using Boltzmann equation to extract electron temperature was described in Section §5.1.
In this section the idea is put to various types of tests systematically. Boltzmann equation was used
to extract electron temperatures by applying it to 1s22s1 and 1s22p1 states of Li-like neon. Solving
Equation (5.2) for temperature gives Equation (5.3). Substituting for the energy difference and
statistical weights for the mentioned states in Equation (5.3), the final equation for temperature is












In the rest of the chapter, the temperature extraction method will be tested in three independent
ways, each increasing in complexity and each more realistic. The first method involves comparing
the actual input Te with extracted Te using computed populations. In other words, this method tests
the assumption of the two levels being in Boltzmann equilibrium as the rate analysis, but only after
going through a complicated atomic kinetics computation. The second method involves computation
of transmission spectra and extracting the populations from it as mentioned in Section §5.1. The
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reference is again the input Te used for computation of the spectra in the first place. With the
spectra computation, this method is another step in increasing the complexity and getting closer
to a practically usable method as the computed spectra will be treated as experimental data. The
third test involves integration of spectra used in the previous step. The computed spectra are results
of instantaneous plasma conditions which result in instantaneous spectra. However, experimental
data are never instantaneous and they are always time-integrated. This step brings the test even
closer to real experimental data level. One disadvantage with this method, however, is that there is
no longer a representative input Te, but instead a range of temperatures. The resulting spectra are
going to be integrations of spectra corresponding to different instants of time for which Te varies.
Although it is not easy to calculate a single Te representative of the integrated spectra, it must be
within the range of temperatures of the spectra integrated.
5.2.1 Comparison of input and extracted electron temperature via Boltz-
mann equation
Atomic kinetics calculations are performed for specific plasma conditions. So, the resulting popula-
tions and transmission spectra correspond to well-known input temperatures. This makes it possible
to test Te extraction method. In order to use the method populations are needed. So, normally
one would need to extract populations from spectra, but since this is a synthetic spectra, the pop-
ulations are already known. So, we can use the populations and compute corresponding electron
temperatures. Comparison of the computed temperatures with the actual input temperatures gives
an idea of validity of the method.
In Figure 5.4 - Figure 5.9, comparisons of input Te values with the computed Te values are
presented. For each Te time history absolute temperatures and ratios of extracted to input temper-
atures are plotted. In Figure 5.4, Figure 5.6 and Figure 5.8 an overall agreement for all densities is
observed. The best agreement is seen for the largest density, mostly overlapping, as higher densities
drive higher collisional rates as expected and as discussed before. Figures presenting the ratios,
Figure 5.5, Figure 5.7 and Figure 5.9, provide more accurate comparisons. For the first Te time
history case, the largest ratio is around 8% for the lowest density. As the density increases and
pushes the collisionality of the plasma up, the difference drops to 2% and below. As the Te time
histories are scaled down and electron energies in the plasma pool become less, the Te extraction
method predicts less accurate temperatures. However, the maximum differences are still less than
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12% and 18% for the scaled Te time histories. All cases show more agreement as density increases
and for all Te cases the highest density is always below 2%.
Figure 5.4: Extracted electron temperatures for the case with the peak of drive at 48 eV
5.2.2 Electron temperature extraction method on instantaneous spectra
To be able to use Boltzmann distribution law in order to extract Te from transmission spectra, the
ratio of two Li-like Ne levels needs to be extracted. One way to extract populations from transmission
spectra is to fit theoretical spectra to experimental data.
Transmission formula is
T (hν) = e−κνL (5.5)









Intensity with self-emission term:
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Figure 5.5: Ratio of extracted electron temperatures to input temperatures for the case with the
peak of drive at 48 eV
Figure 5.6: Extracted electron temperatures for the case with the peak of drive at 30 eV
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Figure 5.7: Ratio of extracted electron temperatures to input temperatures for the case with the
peak of drive at 30 eV
Figure 5.8: Extracted electron temperatures for the case with the peak of drive at 20 eV
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Figure 5.9: Ratio of extracted electron temperatures to input temperatures for the case with the















where total intensity, I, is a summation of the attenuated intensity, I1, and self-absorption term, I2,
Iν0 is the backlighter, εν is emissivity, κν is opacity, and L is size of the plasma in slab geometry.





Using pre-calculated atomic data it is possible to compute absorption spectra keeping level popu-
lations as free parameters and decide for the best fit using square minimization. Thus, the tempera-
ture can be computed using the resulting populations and can be compared to the input temperature
used to compute the spectra.
The results shown on Figure 5.10 and Figure 5.11 are comparisons of extracted Te values with
the input Te from instantaneous spectra computed at the peak of the drive (t =100 ns) for the three
electron temperature time histories at Na = 1× 1018 cm−3. Due to the long time needed to run the
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Table 5.1: Accuracy of tests using the atomic kinetics results and using the instantaneous spectra
results
Case (peak at) Atomic kinetics Instantaneous spectra
48 eV 1% 8%
30 eV 4% 5%
20 eV 6% 9%
Figure 5.10: Comparison of instant electron temperature for the case with electron temperature
peak at 20, 30 and 48 eV
least-square minimization program, the extraction method was used to extract temperatures from a
limited number of instantaneous spectra. Figure 5.10 shows a good agreement between extracted and
input temperatures, Figure 5.11 shows agreement within 9%. The individual percentages obtained
from the second method seem slightly higher than the ones obtained in the first method, Table 5.1,
but the agreement is still within a reasonable range. Although the change is not dramatic, it can be
attributed to the inaccuracy brought in by the fitting procedure.
5.2.3 Time-integration effect
Spectral results obtained from Atokin correspond to instant spectra. However, what we get from
experiments is never instantaneous spectra, but time-integrated spectra over some time interval. So,
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Figure 5.11: Comparison of ratio of instant electron temperature for the case with electron temper-
ature peak at 20, 30 and 48 eV
to better simulate experimental spectra, the next step is to integrate the instantaneous spectra over
some time intervals.
Integration procedure: The integration of intensity is carried/performed over time for the




where Iν(t) is given with Equation (5.7).
We will focus on integrations around the peak of the drive, namely t =40 − 110 ns (whole time
history), t =90−110 ns (range covering 10 ns before and after the peak), t =90−100 ns (gate covering
10 ns before the peak) and t =100 − 110 ns (gate covering 10 ns after the peak) computed for the
three electron temperature histories at Na = 1×1018 cm−3. The extraction method and procedure is
the same as in the previous step. The only difference is that the spectra has got more complicated.
With the various instantaneous spectra which are results of temperatures that are not identical,
there is no more a well-known electron temperature representing the integrated spectra. Since the
integrations is a cumulative process, we can only predict that the extracted temperatures must be
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within the range of temperatures of the instantaneous spectra contributing to the integration.
The results are presented in Figure 5.12-Figure 5.14 where the extracted temperatures are dis-
played as crosses on bar-represented ranges of minimum and maximum electron temperatures for the
instantaneous spectra included in the integration. Best results are obtained for the unscaled case,
Figure 5.12. The extracted temperatures for all ranges fall within the range of minimum and max-
imum possible electron temperatures. In Figure 5.13, the two ranges symmetrically placed around
the peak (t =90−110 ns and t =40−110 ns, for the latter assuming t =40−90 ns range is negligible)
have extracted temperatures within range. For the ranges before and after the peak, it is hard to
argue that the results are satisfactory. In Figure 5.14, even the ranges symmetric with respect to
the peak fail. The increasing disagreement with decreasing electron temperature time histories can
be attributed, again, to the fact that less energetic electrons decrease the dominance of collisions,
thus, the Boltzmann equation gradually starts to lose its validity.
Decreasing temperatures resulted in higher disagreements in the previous steps. Furthermore,
for Na = 1× 1018 cm−3 within the extracted temperatures were mostly over-estimation. The results
presented in this section show a similar trend, as temperatures drop the extracted Te values increase
and for same cases exceed the maximum value of the expected range.
Following the symmetric and non-symmetric ranges shows that as temperatures decrease and
the validity of the Boltzmann equation breaks down, the method first fails when the non-symmetric
ranges are used. The electron temperature time history has higher values within the range after
the peak than the gate before the peak. The extracted temperatures using these ranges reflect
that clearly. The range after the peak yields higher temperatures than the gate before the peak
for all three cases. Comparison of the symmetric ranges shows that the less contributing times
(t =40− 90 ns) are indeed negligible as the extracted temperatures are similar. This similarity, also,
breaks down with lower temperatures, due to the fact that early in time, electron temperatures are
very low, thus Boltzmann equation fails, and the contribution of early times is not so negligible
anymore. This is shown in Figure 5.14 where the full-time-history case (t =40− 110 ns) fails worse
than around-the-peak case (t =90− 110 ns).
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Figure 5.12: Extracted electron temperatures and minimum-maximum ranges for case of electron
temperature peak at 48 eV, Na = 1× 1018 cm−3
Figure 5.13: Extracted electron temperatures and minimum-maximum ranges for case of electron
temperature peak at 30 eV, Na = 1× 1018 cm−3
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Figure 5.14: Extracted electron temperatures and minimum-maximum ranges for case of electron




This dissertation reported on an atomic kinetics modeling of photoionized neon plasmas at plasma
conditions relevant to experiments conducted at the Z facility in Sandia National Laboratories. Pho-
toionized plasmas occur mostly in astrophysical environments such as, X-ray binaries, active galactic
nuclei and accreting disks. Due to the extreme conditions necessary to produce photoionized plasmas
in laboratories, there was lack of sufficient experimental data to benchmark existent spectroscopic
codes used for photoionized plasma analysis by the astrophysical community. In the last decade,
with the radiation produced in Z-pinch experiments reaching to a brightness capable to produce
photoionized plasmas in Z opened up the opportunity to conduct laboratory photoionized plasma
experiments and to obtain data to be used for code validation and verification.
In Chapter 2, the elements of atomic kinetics modeling were summarized and details of ATOKIN
code development were presented. The purpose of atomic kinetics computations is to determine
populations distributions which are a necessary component in spectral calculations and analysis.
Under NLTE conditions, this requires construction of a system of rate equations. The solution of such
systems results in the population distributions. The atomic data consisting of energy level structure
and various transition rates and cross sections linking energy levels to each other were calculated
with FAC. The code developed for atomic kinetics modeling can solve the system of rate equations for
steady-state and in time-dependent mode. The code was used to compute population distributions
for plasma conditions relevant to experiments conducted at Z. Average ionizations for various plasma
conditions were computed with ATOKIN and compared to investigate radiation effects, transient
effects and to study electron temperature sensitivity. Additionally, ATOKIN was used to compare
the effect of external radiation at Coronal Equilibrium conditions. Interesting conclusion was that
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at lower densities the ionization increased until the plasma becomes fully-ionized. In the absence of
external radiation, at Coronal Equilibrium conditions the average ionization becomes independent
of density. Furthermore, besides the work presented in this dissertation, ATOKIN was employed in
published work listed in references [14,15,21,29–32].
In Chapter 3, a detailed energy-level structure sensitivity study was conducted by varying the
energy level structure, systematically, in various ways and comparing the effects of changing the level
structure on the total populations of H, He and Li ions of neon. The results showed the importance
of including singly-excited states with PQN up to 10 in He- and Li-like Ne, autoionizing states
of type 2l2 in He-like Ne and more importantly, autoionizing states of type 1s12l2 in Li-like Ne.
H-like Ne levels with PQN up to 5 and only ground state in Be-like Ne were sufficient to reproduce
the reference population distributions obtained from a more complete model.
In Chapter 4, we presented results of atomic kinetics computations using ATOKIN showing radia-
tion and transient effects and electron temperature sensitivity. Radiation effects were demonstrated,
first, by comparison of photoionization and radiative rates with collisional ionization and three-body
recombination rates. The rates of photoionization and radiative recombination were stronger than
the collisional rates. Then, full atomic kinetics computations without any external radiation and
external radiation included showed that radiation made significant difference. Therefore, under the
conditions considered, neon plasma is photoionized plasma rather than collisional. The transient
effects were examined by comparisons of steady-state and time dependent computations. Compar-
isons showed clear differences in average ionizations on most of the time points. Finally, the electron
temperature sensitivity showed different effects on steady-state and time-dependent computations.
Transient effects seemed to wash away the electron temperature sensitivity around the peak of the
drive.
In Chapter 5, a novel method for electron temperature extraction using the Boltzmann equation
on 1s22s1 and 1s22p1 levels was introduced and tested with atomic kinetics computations and
simulated spectra. It was shown that for this pair of levels the collisional rates were much stronger
than any other rates which was the justification of using the Boltzmann equation to extract electron
temperature through the ratio of the mentioned Li-like Ne populations. In the first step of testing,
the population ratios of ATOKIN computations were used to extract the temperature and was
compared with the input electron temperature of the atomic kinetics calculations. The results were
within 10% for all the densities used in the calculation. The next step of testing was extracting the
temperatures from spectra by getting the areal density ratios of the ground states of Li-like Ne. The
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results were, again, within 10 %. The spectra used in this step were instantaneous spectra. Final
step was integrating some of the instantaneous spectra to get more realistic spectra as in experiments
there is always some degree of integration and no data are really instantaneous. The integrations
were done for some selected ranges focusing around the peak of the drive. It was not possible to
compute a percentage error directly for those cases. The resulting integrated spectra were obtained
from a number of spectra representing different temperatures rather than a single temperature as
was the case in the previous step. The only possibility was to check if the resulting temperatures were
at least within the temperatures of the spectra that were included in the integration process. The
results, in general, were successful. The extracted temperatures were within the expected ranges.
As a result of the series of tests described in this chapter, it can be concluded that the electron





The formulae for the rate integrals mentioned in this dissertation are listed below.













where Ne is electron number density, Te is electron temperature, me is mass of electron, ∆E is
transition energy, k is the Boltzmann constant, and σ (E) is the excitation/ionization cross section



















where Ne is electron number density, gl/gu are statistical weights of recombined/recombining ion, c
is speed of light, Te is electron temperature, me is mass of electron, hν0 is transition energy, k is the
Boltzmann constant, h is the Planck constant, and σ (hν) is the photoionization cross section as a
















where h is Planck’s constant, c is speed of light, hν0 is transition energy, Tc is color temperature of
the diluted Planckian that characterizes the spectral distribution of the x-ray drive, Tb is brightness
temperature that characterizes the energy content of the x-ray drive incident on the plasma, and








where gl/gu is statistical weight of lower/upper level, ∆E is transition energy, Te is electron tem-
















, h is Planck’s constant, me is mass of electron, Te is electron temper-
ature, gl/gu is statistical weight of recombined/recombining level, ∆E is transition energy, RCI is















, h is Planck’s constant, me is mass of electron, Te is electron temper-
ature, gl/gu is statistical weight of recombined/recombining level, ∆E is transition energy, RAI is
autoionization rate, and k is the Boltzmann constant.
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Appendix B
Integration of the radiation transport
equation
The goal is to calculate the formal integral of the radiation transport equation along a ray. Let’s




= εν (z)−Kν (z) Iν (z) (B.1)




= α (z) εν (z)− α (z)Kν (z) Iν (z) (B.2)
Then, adding Iν (z)
dα(z)











Writing left-hand side as derivative of multiplication and grouping last terms on the right-hand
side
d (Iν (z)α (z))
dz
= α (z) εν (z) + Iν (z)
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and choosing α (z) such that the last terms in parentheses cancel out
d (Iν (z)α (z))
dz















Then, Equation (B.5) becomes
d (Iν (z)α (z))
dz
= α (z) εν (z) (B.7)
d (Iν (z)α (z)) = α (z) εν (z) dz (B.8)




d (Iν (z)α (z)) =
ˆ L
0
α (z) εν (z) dz (B.9)
Iν (z)α (z)|L0 =
ˆ L
0
α (z) εν (z) dz (B.10)
For the case of a uniform plasma εν (z) = εν and Kν (z) = Kν
Iν (L)α (L)− Iν (0)α (0) = εν
ˆ L
0
α (z) dz (B.11)
Solving for α (z)inEquation (B.6)
dα (z)
dz




ln (α (z)) = Kνz (B.14)
α (z) = eKνz (B.15)
Substituting in B.11
Iν (L) e






























Multiplying both sides with e−KνL


























The first term of this equation represents the transmission of an incident intensity Iν0 through a
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