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Abstract
We study the heat equation in the exterior of the unit ball with a linear dynamical bound-
ary condition. Our main aim is to find upper and lower bounds for the rate of convergence
to solutions of the Laplace equation with the same dynamical boundary condition as the
diffusion coefficient tends to infinity.
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1 Introduction
We consider the problem

ε∂tuε −∆uε = 0, x ∈ Ω := {x ∈ R
N : |x| > 1}, t > 0,
∂tuε + ∂νuε = 0, x ∈ ∂Ω, t > 0,
uε(x, 0) = ϕ(x), x ∈ Ω,
uε(x, 0) = ϕb(x), x ∈ ∂Ω,
(1.1)
where N ≥ 3, ∆ is the N -dimensional Laplacian (in x), ν is the exterior normal vector to
∂Ω, ∂t := ∂/∂t, ∂ν := ∂/∂ν, and (ϕ,ϕb) is a pair of measurable functions in Ω and ∂Ω,
respectively. Our aim is to study the convergence as ε→ 0 of the solution uε to the solution u
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of the problem 

∆u = 0, x ∈ Ω, t > 0,
∂tu+ ∂νu = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = ϕb(x), x ∈ ∂Ω.
(1.2)
For bounded domains this convergence was established in [5] and for the half-space Ω =
R
N
+ := R
N−1 × R+, N ≥ 2, in [2]. More recently, the following four theorems on the rate of
this convergence have been proven in [3].
Theorem 1.1. Let Ω = RN+ , N ≥ 2. Let ϕ ∈ L
∞(Ω), ϕb ∈ L
∞(∂Ω), K ⊂ Ω compact and
0 < τ1 < τ2 <∞. Then there exists C > 0 such that
sup
τ1<t<τ2
‖uε(t)− u(t)‖L∞(K) ≤ Cε
1
2 , ε ∈ (0, 1).
Theorem 1.2. Let Ω = R3 \ B1(0). Let ϕ ∈ L
∞(Ω) be radially symmetric such that
supρ≥1 |ρϕ(ρ)| <∞. Assume further that ϕb is constant, ε0 ∈ (0, π
−1/2) and 0 < τ1 < τ2 <∞.
Then there exists C > 0 such that
sup
τ1<t<τ2
‖uε(t)− u(t)‖L∞(Ω) ≤ Cε
1
2 , ε ∈ (0, ε0).
The upper bounds from Theorems 1.1 and 1.2 are sharp.
Theorem 1.3. Let Ω = RN+ , N ≥ 2 and ϕb ≡ 0. Then there exist ϕ ∈ L
∞(Ω) and a compact
set K ⊂ RN+ × (0,∞) such that
uε(x, t)− u(x, t) = uε(x, t) ≥ cε
1
2 , ε ∈ (0, ε0), (x, t) ∈ K,
for some ε0 > 0 and c > 0.
Theorem 1.4. Let Ω = R3 \ B1(0) and ϕb ≡ 0. Then there exist a radially symmetric
ϕ ∈ L∞(Ω) satisfying supρ≥1 |ρϕ(ρ)| < ∞ and a compact set K ⊂ (R
3 \B1(0)) × (0,∞) such
that
uε(x, t)− u(x, t) = uε(x, t) ≥ cε
1
2 , ε ∈ (0, ε0), (x, t) ∈ K,
for some ε0 > 0 and c > 0.
We see that for the half-space the rate does not depend on the dimension, and we obtain
the same rate ε1/2 also for the exterior of a ball in R3, which is a very different domain. The
main motivation of this paper is the natural question whether or not other rates may occur.
We show that for RN \B1(0) the rate depends on N .
Before we formulate our main results, we introduce some notation. Let ΓD = ΓD(x, y, t)
be the Dirichlet heat kernel on Ω. Define
[S1(t)φ](x) :=
∫
Ω
ΓD(x, y, t)φ(y) dy, x ∈ Ω, t > 0,
for any measurable function φ in Ω. Let P = P (x, y) be the Poisson kernel on B = B(0, 1) :=
{x ∈ RN : |x| < 1}, that is
P (x, y) := cN
1− |x|2
|x− y|N
, x ∈ B, y ∈ ∂B \ {x},
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where cN is a constant to be chosen such that ‖P (x, ·)‖L1(∂B) = 1 for x ∈ B (see (2.28) in
[6]). Then P = P (x, y) satisfies as a function of x
−∆xP = 0 in B, P (x, y) = δy on ∂B, (1.3)
where δy is the Dirac measure on ∂B = ∂Ω at y. We denote by K = K(x, y) the Kelvin
transform of P as a function of x with respect to B, that is
K(x, y) := |x|−(N−2)P
(
x
|x|2
, y
)
, x ∈ Ω, y ∈ ∂Ω \ {x}. (1.4)
Set
K(x, y, t) := K(etx, y), x ∈ Ω, y ∈ ∂Ω, t ≥ 0, etx 6= y. (1.5)
Then it follows from (1.3) and (1.4) that K = K(x, y, t) as a function of x and t satisfies


−∆xK = 0 in Ω× (0,∞),
∂tK + ∂νK = 0 on ∂Ω× (0,∞),
K(·, y, 0) = δy on ∂Ω.
For any nonnegative measurable function ψ on ∂Ω and t > 0, we define
[S2(t)ψ](x) :=
∫
∂Ω
K(x, y, t)ψ(y) dσy ≡
∫
∂Ω
K(etx, y)ψ(y) dσy , x ∈ Ω. (1.6)
We formulate the definition of a solution of (1.1) by the use of the two integral kernels
ΓD and K. For simplicity, let ϕb = ϕb(x) and g = g(x, t) be continuous functions in ∂Ω and
∂Ω× (0,∞), respectively. Then the function
w(x, t) = w(x′, xN , t) := [S2(t)ϕb](x) +
∫ t
0
[S2(t− s)g(s)](x) ds (1.7)
can be defined for x ∈ Ω and t > 0, and it is a classical solution of the Cauchy problem for
the Laplace equation with a nonhomogeneous dynamical boundary condition


−∆w = 0, x ∈ Ω, t > 0,
∂tw + ∂νw = g, x ∈ ∂Ω, t > 0,
w(x, 0) = ϕb(x), x ∈ ∂Ω.
(1.8)
It follows from (1.6) and (1.7) that
∂tw(x, t) :=
∫
∂Ω
∂tK(x, y, t)ϕb(y) dσy +
∫
∂Ω
K(x, y)g(y, t) dσy
+
∫ t
0
∫
∂Ω
∂tK(x, y, t − s)g(y, s) dσy ds, x ∈ Ω, t ∈ (0, T ).
(1.9)
Set
Φ(x) := ϕ(x)− [S2(0)ϕb](x), x ∈ Ω. (1.10)
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Then the function
vε(x, t) := [S1(ε
−1t)Φ](x)−
∫ t
0
[S1(ε
−1(t− s))∂tw(s)](x) ds, x ∈ Ω, t ≥ 0,
satisfies 

ε∂tvε = ∆vε − ε∂tw, x ∈ Ω, t > 0,
vε = 0, x ∈ ∂Ω, t > 0,
vε(x, 0) = Φ(x), x ∈ Ω.
(1.11)
If gε(x, t) := −∂νvε(x, t) for x ∈ ∂Ω, t > 0, and wε is defined as in (1.7) with gε instead of g,
then it follows from (1.8), (1.9) and (1.11) that

ε∂tvε = ∆vε − εF1[ϕb] + εF2[vε], x ∈ Ω, t > 0,
∆wε = 0, x ∈ Ω, t > 0,
vε = 0, ∂twε + ∂νwε = −∂νvε, x ∈ ∂Ω, t > 0,
vε(x, 0) = Φ(x), x ∈ Ω,
wε(x, 0) = ϕb(x), x ∈ ∂Ω,
(1.12)
where
F1[ϕb](x, t) :=
∫
∂Ω
∂tK(x, y, t)ϕb(y) dσy, (1.13)
F2[v](x, t) :=
∫
∂Ω
K(x, y)∂νv(y, t) dσy +
∫ t
0
∫
∂Ω
∂tK(x, y, t − s)∂νv(y, s) dσy ds. (1.14)
Furthermore, the function uε := vε + wε is a classical solution of (1.1). Motivated by this
observation, we formulate the definition of a solution of (1.1) via problem (1.12).
Definition 1.1. Let ϕ and ϕb be measurable functions in Ω and ∂Ω, respectively. Let 0 < T ≤
∞ and
vε, wε ∈ C(Ω× (0, T )), ∇vε ∈ C(Ω× (0, T )).
We call (vε, wε) a solution of (1.12) in Ω× (0, T ) if vε and wε satisfy
vε(x, t) = [S1(ε
−1t)Φ](x)−
∫ t
0
[S1(ε
−1(t− s))F1[ϕb](s)](x) ds
+
∫ t
0
[S1(ε
−1(t− s))F2[vε](s)](x) ds,
wε(x, t) = [S2(t)ϕb](x) −
∫ t
0
[S2(t− s)∂νvε(s)](x) ds,
for x ∈ Ω and t ∈ (0, T ). Furthermore, for the solution (vε, wε) of (1.12) in Ω × (0, T ), we
call uε := vε +wε a solution of (1.1) in Ω× (0, T ). In the case when T =∞, we call (vε, wε)
a global-in-time solution of (1.12) and uε a global-in-time solution of (1.1).
We are ready to state the main results of this paper. For 1 ≤ r ≤ ∞ and θ ∈ (0, 1), we
write | · |Lr := ‖ · ‖Lr(∂Ω), ‖ · ‖Lr := ‖ · ‖Lr(Ω) and | · |C1,θ := ‖ · ‖C1,θ(∂Ω) for simplicity.
4
Theorem 1.5. Let N ≥ 3, ϕ ∈ L∞(Ω) and ϕb ∈ C
1,θ(∂Ω) with θ ∈ (0, 1). Assume
M := sup
x∈Ω
|x|N−2|ϕ(x)| <∞. (1.15)
Then for every ε ∈ (0, 1) the problem (1.12) possesses a unique global-in-time solution (vε, wε).
These solutions have the following properties:
(i) For any T > 0 there exists CT > 0 such that for every ε ∈ (0, 1) and every ϕ,ϕb as above
sup
0<t<T
[
‖vε(t)‖L∞ + (ε
−1t)
1
2 ‖∇vε(t)‖L∞ + ‖wε(t)‖L∞
]
≤ CT (|ϕb|C1,θ +M). (1.16)
Furthermore,
∇jvε ∈ C
∞(Ω × I) ∩BC(Ω× I), ∂ℓt∇
jwε ∈ C
∞(Ω× I) ∩BC(Ω× I)
for any bounded interval I ⊂ (0,∞) and 0 ≤ ℓ+ j ≤ 1.
(ii) Let T > 0, τ ∈ (0, T ) and
α = 1 for N = 3, 1 < α < 2 for N ≥ 4. (1.17)
Then there exists C > 0 such that for every ε ∈ (0, 1)
sup
τ<t<T
‖vε(t)‖L∞ ≤ Cε
α
2 , (1.18)
sup
0<t<T
‖wε(t)− S2(t)ϕb‖L∞ ≤ Cε
α
2 . (1.19)
The reason why it is natural to assume (1.15) is explained in [3, Section 7]. As a corollary
of Theorem 1.5, we see that the solution uε = vε+wε of (1.1) converges to the solution S2(t)ϕb
of (1.2).
Corollary 1.1. Assume the same conditions as in Theorem 1.5. Let α be as in (1.17) and
(vε, wε) the solution given in Theorem 1.5. Then uε = vε + wε is a classical global-in-time
solution of (1.1). Furthermore, for any T > 0 and τ ∈ (0, T ) there exists C > 0 such that
sup
τ<t<T
‖uε(t)− S2(t)ϕb‖L∞ ≤ Cε
α
2
for every ε ∈ (0, 1).
This means that for N ≥ 4 the convergence is faster than for N = 3. Moreover, we obtain
an estimate from below. In the case of N = 3, the rates in Corollary 1.1 and in the following
Theorem 1.6 coincide, and if N = 4 they can become arbitrarily close.
Theorem 1.6. Let N ≥ 3. There exists a nonnegative function ϕ ∈ L∞(Ω) with (1.15) such
that the following holds: Let K be a compact set in Ω× (0,∞). Then there exists C > 0 such
that for any ε ∈ (0, 1) the corresponding solution uε of (1.1) with ϕb ≡ 0 satisfies
uε(x, t)− [S2(t)ϕb](x) = uε(x, t) ≥ Cε
N
2
−1, (x, t) ∈ K. (1.20)
The rest of this paper is organized as follows. In Section 2 we recall some properties of the
Dirichlet heat kernel ΓD and the kernel K. Furthermore, we prepare some useful lemmata. In
Section 3, modifying the argument as in [2], we give a proof of Theorem 1.5. In Section 4 we
prove Theorem 1.6.
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2 Preliminaries
In this section we recall some properties of the Dirichlet heat kernel ΓD on the exterior Ω of
the ball B(0, 1) and obtain some estimates of integral operators S1(t), S2(t) and F .
We first recall some properties of the semigroup S1(t). By [9, Theorem 16.3] (see also
[7, 8]) we find C > 0 such that
|∇jxΓD(x, y, t)| ≤ Ct
−N
2 h(t)j exp
(
−C
|x− y|2
t
)
, x, y ∈ Ω, t > 0,
where
h(t) := max{1, t−1/2} (2.1)
and j ∈ {0, 1}. Then we have:
(G1) There exists c1 = c1(N) such that
‖∇jS1(t)φ‖Lp ≤ c1t
−N
2
(
1
q
− 1
p
)
h(t)j‖φ‖Lq , t > 0,
for φ ∈ Lq,∞(Ω), 1 ≤ p ≤ q ≤ ∞ and j ∈ {0, 1};
(G2) Let 0 ≤ γ < N . Assume that a measurable function f in Ω satisfies
|f(x)| ≤ |x|−γ
for almost all x ∈ Ω. Then there exists c2 = c2(N, γ) > 0 such that
‖∇jS1(t)f‖∞ ≤ c2(1 + t)
− γ
2 h(t)j , t > 0,
where j ∈ {0, 1} (see e.g. [4]);
(G3) Let φ ∈ L
q(Ω) with 1 ≤ q ≤ ∞ and τ > 0. Then S1(t)φ is bounded and smooth in
Ω× (τ,∞).
Next we recall some properties of the kernel K and S2(t)ψ. By [1, Lemmata 2.1 and 2.2]
we have the following two lemmata.
Lemma 2.1. Let N ≥ 3 and K be as in (1.5). Then∫
∂Ω
K(x, y, t) dσy =
∫
∂Ω
K(etx, y) dσy = (e
t|x|)−(N−2) (2.2)
for (x, t) ∈ Ω× [0,∞) with etx ∈ Ω.
Lemma 2.2. Let N ≥ 3 and ψ be a nonnegative measurable function on ∂Ω such that ψ ∈
L∞(∂Ω). Then
S2(·)ψ ∈ C
∞(Ω× (0,∞)) ∩ C∞(Ω× [0,∞)), (2.3)
−∆xS2(t)ψ = 0 in Ω for any t ≥ 0,
S2(t) [S2(s)ψ]
b = S2(t+ s)ψ for s > 0 and t ≥ 0,
|[S2(t)ψ](x)| ≤ e
−(N−2)t|x|−(N−2)|ψ|∞ in Ω× [0,∞). (2.4)
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Here [S2(t)ψ]
b is the restriction of S2(t)ψ to ∂Ω. Furthermore, for any θ ∈ (0, 1), there exists
c3 > 0 such that for every nonnegative ψ ∈ L
∞(∂Ω)
‖S2(t)ψ‖C1,θ(Ω) ≤ c3|ψ|C1,θ , t ≥ 0. (2.5)
Then we have:
Lemma 2.3. Let N ≥ 3 and ψ ∈ C1,θ(∂Ω) with θ ∈ (0, 1). Let F1[ψ] be as in (1.13). Then
|F1[ψ](x, t)| ≤ c3|x||ψ|C1,θ , x ∈ Ω, t > 0, (2.6)
and
|F1[ψ](x, t)| ≤ N(e
t|x|)−(N−2)
et|x|
et|x| − 1
|ψ|L∞ , x ∈ Ω, t > 0, (2.7)
where c3 is the constant given in (2.5).
Proof. Let x ∈ Ω and t > 0. We prove (2.6). It follows from (1.5) that
∂tK(x, y, t) = e
tx · (∇xK)(e
tx, y) = x · ∇xK(x, y, t) for y ∈ ∂Ω. (2.8)
Then, by (1.13), (2.8) and (1.6) we have
F1[ψ](x, t) =
∫
∂Ω
∂tK(x, y, t)ψ(y) dσy
=
∫
∂Ω
x · ∇xK(x, y, t)ψ(y) dσy = x · ∇x[S2(t)ψ](x).
(2.9)
This together with (2.5) implies (2.6).
We prove (2.7). Let i, j ∈ {1, . . . , N} and y ∈ ∂Ω. By (1.4) we have
∂xiK(x, y) = (2−N)|x|
−NxiP
(
x
|x|2
, y
)
+ |x|−(N−2)∂xiP
(
x
|x|2
, y
)
= (2−N)
xi
|x|2
K(x, y) + |x|−(N−2)
N∑
j=1
∂zj
∂xi
∂zjP (z, y) ,
(2.10)
where z = x/|x|2. Since
∂zj
∂xi
= δij |z|
2 − 2zizj,
∂zjP (z, y) = −cN |z − y|
−N−2
(
2zj |z − y|
2 +N(1− |z|2)(zj − yj)
)
,
we obtain
N∑
j=1
∂zj
∂xi
∂zjP (z, y)
= −cN |z − y|
−N−2
N∑
j=1
(δij |z|
2 − 2zizj)
(
2zj |z − y|
2 +N(1− |z|2)(zj − yj)
)
= cN |z − y|
−N−2
[
2zi|z|
2|z − y|2 +N(1− |z|2)(|z|2zi + |z|
2yi − 2zi(z · y))
]
= P (z, y)
[
2zi|z|
2(1− |z|2)−1 +N |z − y|−2(|z|2zi + |z|
2yi − 2zi(z · y))
]
.
(2.11)
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Since x · z = 1, |x|−1 = |z|, |x|2(z · y) = 2(x · y) and |y| = 1, by (1.4), (2.10) and (2.11) we see
that
x · ∇K(x, y) = (2−N)K(x, y) + |x|−(N−2)P (z, y)
×
[
2(x · z)
|z|2
1− |z|2
+N |z − y|−2(|z|2(x · z) + |z|2(x · y)− 2(x · z)(z · y))
]
= K(x, y)
[
2−N +
2
|x|2 − 1
+
N
|z − y|2|x|2
(1− x · y)
]
= K(x, y)
[
2−N +
2
|x|2 − 1
+
N
|x− y|2
(1− x · y)
]
.
(2.12)
Since
1
2
≥
1− x · y
|x− y|2
≥ −
|x| − 1
|x|2 − 2x · y + 1
≥ −
|x| − 1
|x|2 − 2|x|+ 1
= −
1
|x| − 1
,
it follows from (2.12) that
|x · ∇K(x, y)| ≤ N
|x|
|x| − 1
K(x, y). (2.13)
This together with (2.9) and (2.2) implies
|F1[ψ](x, t)| ≤
∫
∂Ω
etx · (∇xK)(e
tx, y)|ψ(y)| dσy
≤ N
et|x|
et|x| − 1
|ψ|L∞
∫
∂Ω
K(etx, y, t) dσy ≤ N(e
t|x|)−(N−2)
et|x|
et|x| − 1
|ψ|L∞ .
Thus (2.7) holds, and the proof of Lemma 2.3 is complete.
By Lemma 2.3 we obtain the following lemma.
Lemma 2.4. Let N ≥ 3 and θ ∈ (0, 1). For ψ ∈ C1,θ(∂Ω) set
Dε[ψ](x, t) :=
∫ t
0
[S1(ε
−1(t− s))F1[ψ](s)](x) ds (2.14)
for x ∈ Ω, t > 0 and ε > 0. Then Dε[ψ] and ∇Dε[ψ] are bounded and smooth in Ω × (τ,∞)
for τ > 0. Furthermore, there exists C > 0 such that for every ψ ∈ C1,θ(∂Ω)
‖Dε[ψ](t)‖L∞ ≤ Cε
α
2 t
2−α
2 |ψ|C1,θ , (2.15)
‖∇Dε[ψ](t)‖L∞ ≤ Cε
α
2 t
2−α
2 |ψ|C1,θ , (2.16)
for t > 0 and ε > 0, where α is as in (1.17).
Proof. We first prove (2.15). By (2.6) there is C1 > 0 such that
|F1[ψ](y, s)| ≤
C1
4
|ψ|C1,θ |y| ≤ C1|ψ|C1,θ |y|
−α ≤ C1|ψ|C1,θ |y|
−(α−1) (2.17)
for y ∈ Ω with 1 ≤ |y| ≤ 2, s > 0 and every ψ ∈ C1,θ(∂Ω). Since
es|y| − 1 ≥
1
2
es|y| for |y| ≥ 2, s > 0,
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by (2.7) and (1.17) we obtain
|F1[ψ](y, s)| ≤ 2N |ψ|L∞ |y|
−(N−2) ≤ 2N |ψ|L∞ |y|
−α ≤ 2N |ψ|L∞ |y|
−(α−1) (2.18)
for every y ∈ Ω with |y| ≥ 2, s > 0 and ψ ∈ C1,θ(∂Ω) Since 0 ≤ α < N , by (2.17) and (2.18)
we apply property (G2) with γ = α and j = 0 to obtain C2 > 0 such that
|Dε[ψ](x, t)| ≤ C2(|ψ|C1,θ + |ψ|L∞)
∫ t
0
τ
−α
2
ε ds ≤
2C2
1− α2
|ψ|C1,θε
α
2 t
2−α
2 (2.19)
for ψ ∈ C1,θ(∂Ω), x ∈ Ω, t > 0 and ε > 0, where τε := ε
−1(t − s). Thus (2.15) holds.
Furthermore, since h(τε) = 1 for t > ε and s ∈ (0, t− ε), similarly to (2.19), by property (G2)
with γ = α and j = 1 we have∣∣∣∣
∫ t−ε
0
∇[S1(τε)F1[ψ](s)](x) ds
∣∣∣∣ ≤ C2(|ψ|C1,θ + |ψ|L∞)
∫ t−ǫ
0
τ
−α
2
ε ds ≤
2C2
1− α2
|ψ|C1,θε
α
2 t
2−α
2
(2.20)
for every ψ ∈ C1,θ(∂Ω), x ∈ Ω and t ≥ ε > 0. On the other hand, since 0 ≤ α − 1 < N
and h(τε) = τ
−1/2
ε for s ∈ [max{0, t− ε}, t], by (2.17) and (2.18) we apply property (G2) with
γ = α− 1 and j = 1 to obtain C3 > 0 such that∣∣∣∣
∫ t
max{0,t−ε}
∇[S1(τε)F1[ψ](s)](x) ds
∣∣∣∣
≤ C3(|ψ|C1,θ + |ψ|L∞)
∫ t
max{0,t−ε}
τ
− 1
2
ε τ
−α−1
2
ε ds ≤ C3|ψ|C1,θε
α
2 t
2−α
2
(2.21)
for every ψ ∈ C1,θ(∂Ω), x ∈ Ω, t > 0 and ε > 0. By (2.20) and (2.21) we have (2.16).
We now fix ψ ∈ C1,θ(∂Ω) and ε > 0. It remains to prove that Dε[ψ] and ∇Dε[ψ] are
bounded and smooth in Ω× (τ,∞) for τ > 0. It follows from the semigroup property of S1(t)
that
Dε[ψ](x, t) =
∫ t
0
[S1(ε
−1(t− s))F1[ψ](s)](x) ds
= S1(ε
−1(t− τ/2))Dε[ψ](x, τ/2) +
∫ t
τ/2
[S1(ε
−1(t− s))F1[ψ](s)](x) ds
for x ∈ Ω and 0 < τ < t <∞. We observe from (2.15) and (G3) that
(x, t) 7→ S1(ε
−1(t− τ/2))Dε[ψ](x, τ/2)
is bounded and smooth in Ω× (τ,∞). On the other hand it holds from (1.13) that
(x, t) 7→ F1[ψ](x, t) = ∂t[S2(t)ψ](x).
Then, by (2.3) we apply the same argument as in [9, Section 16, Chapter 4] to see that∫ t
τ/2
[S1(ε
−1(t− s))F1[ψ](s)](x) ds
is bounded and smooth in Ω × (τ,∞). Therefore we deduce that Dε[ψ] and ∇Dε[ψ] are
bounded and smooth in Ω× (τ,∞). Thus Lemma 2.4 follows.
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3 Proof of Theorem 1.5
We introduce some notation. Let T ∈ (0,∞), ε ∈ (0, 1) and α be as in (1.17). Let L > 0. Set
XT,L :=
{
v | v,∇v ∈ C(Ω× (0, T )) : ‖v‖XT,L <∞
}
, ‖v‖XT,L := sup
0<t<T
e−LtEε[v](t),
where
Eε[v](t) :=
(
1 + (ε−1t)
α
2
)
‖v(t)‖L∞ + (ε
−1t)
1
2
(
1 + (ε−1t)
α−1
2
)
‖∇v(t)‖L∞ .
Then XT,L is a Banach space equipped with the norm ‖ · ‖XT,L . For the proof of assertion (i)
of Theorem 1.5, we will apply the contraction mapping theorem in XT,L to find a fixed point
of
Qε[v](t) := S1(ε
−1t)Φ−Dε[ϕb](t) +
∫ t
0
S1(ε
−1(t− s))F2[v](s) ds, (3.1)
where Φ, F2[v] and Dε[ϕb] are as in (1.10), (1.14) and (2.14), respectively. To this end, we
prepare two lemmata.
Lemma 3.1. Let N ≥ 3 and β ∈ (0, 1). There exists C > 0 such that for every T ∈ (0,∞)
and L > 0,
F2[v](x, t) ≤ C(ε
−1t)−
1
2 eLt|x|−(N−2)
{
1 + |x|
(
t
|x| − 1
)β}
‖v‖XT,L (3.2)
for x ∈ Ω, 0 < t < T , ε ∈ (0, 1) and v ∈ XT,L.
Proof. Let T > 0, ε ∈ (0, 1) and v ∈ XT,L. It follows from (1.14) that
F2[v](x, t) = F
′
2[v](x, t) + F
′′
2 [v](x, t) (3.3)
for x ∈ Ω and 0 < t < T , where
F ′2[v](x, t) :=
∫
∂Ω
K(x, y)∂νv(y, t) dσy ,
F ′′2 [v](x, t) :=
∫ t
0
∫
∂Ω
∂tK(x, y, t − s)∂νv(y, s) dσy ds.
Since
sup
0<t<T
e−Lt(ε−1t)
1
2 ‖∇v(t)‖L∞ ≤ ‖v‖XT,L , (3.4)
by (2.2) we see that
|F ′2[v](x, t)| ≤
∫
∂Ω
K(x, y)|∂νv(y, t)| dσy
≤ ‖∇v(t)‖L∞ |x|
−(N−2) ≤ (ε−1t)−
1
2 eLt|x|−(N−2)‖v‖XT,L
(3.5)
for x ∈ Ω and t > 0. On the other hand, since
et|x| − 1 ≥ et − 1 ≥ t, et|x| − 1 ≥ |x| − 1,
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for x ∈ Ω and t > 0, for any β ∈ (0, 1) it follows from (2.8) and (2.13) that
|∂tK(x, y, t)| ≤ N
et|x|
et|x| − 1
K(x, y, t) ≤ N
et|x|
t1−β(|x| − 1)β
K(x, y, t)
for x ∈ Ω and 0 < t < T . Then, by (2.2) and (3.4) we obtain
|F ′′2 [v](x, t)| ≤ N
|x|
(|x| − 1)β
∫ t
0
et−s
(t− s)1−β
∫
∂Ω
K(x, y, t− s)‖∇v(s)‖L∞ dσy ds
= N
|x|
(|x| − 1)β
∫ t
0
et−s
(t− s)1−β
(et−s|x|)−(N−2)‖∇v(s)‖L∞ ds
≤ N
|x|−(N−3)
(|x| − 1)β
‖v‖XT,L
∫ t
0
(t− s)−1+β(ε−1s)−
1
2 eLs ds
≤ Cε
1
2
|x|−(N−3)
(|x| − 1)β
t−
1
2
+βeLt‖v‖XT,L
= C(ε−1t)−
1
2 eLt|x|−(N−3)
(
t
|x| − 1
)β
‖v‖XT,L
(3.6)
for x ∈ Ω and 0 < t < T and C = N
∫ 1
0 (1− σ)
β−1σ−
1
2 dσ. Therefore, by (3.3), (3.5) and (3.6)
we have (3.2). Thus Lemma 3.1 follows.
Lemma 3.2. Let N ≥ 3. For any T ∈ (0,∞), L > 0, v ∈ XT,L and ε ∈ (0, 1), set
D˜ε[v](t) :=
∫ t
0
S1(ε
−1(t− s))F2[v](s) ds. (3.7)
Then for every T > 0 there exists L∗ > 0 such that
‖D˜ε[v]‖XT,L ≤
1
2
‖v‖XT,L (3.8)
for v ∈ XT,L, ε ∈ (0, 1) and L ≥ L∗. Furthermore, for any 0 < τ < T and j ∈ {0, 1},
∇jD˜ε[v] ∈ C
∞(Ω× (τ, T )) ∩BC1(Ω× (τ, T )).
For the proof of Lemma 3.2 we prepare the following lemma.
Lemma 3.3. Let 0 ≤ a < 1 and 0 ≤ b < 1 be such that 0 ≤ a+ b < 1. Let γ ≥ 0 and T > 0.
Then, for any δ > 0, there exists L∗ ≥ 1 such that
sup
0<t<T
e−Lttγ
∫ t
0
eLss−a(t− s)−b ds ≤ δ for L ≥ L∗.
Proof. Let T > 0, γ ≥ 0 and δ > 0. For any µ ∈ (0, 1) and L > 0, we have∫ t
0
eLss−a(t− s)−b ds
=
(∫ µt
0
+
∫ (1−µ)t
µt
+
∫ t
(1−µ)t
)
eLss−a(t− s)−b ds
≤ (1− µ)−bt−beLt
∫ µt
0
s−a ds+ µ−a−bt−a−b
∫ t
0
eLs ds+ (1− µ)−at−aeLt
∫ t
(1−µ)t
(t− s)−b ds
=
1
1− a
(1− µ)−bµ1−at1−a−beLt +
µ−a−bt−a−b
L
(eLt − 1) +
1
1− b
(1− µ)−aµ1−bt1−a−beLt
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for 0 < t < T and L > 0. Then, since a + b < 1 and γ ≥ 0, taking a sufficiently small
µ ∈ (0, 1/2) if necessary, we obtain
e−Lttγ
∫ t
0
eLss−a(t− s)−b ds ≤ C(µ1−a + µ1−b)t1−a−b+γ + µ−a−bt−a−b+γ
1− e−Lt
L
≤ C(µ1−a + µ1−b)T 1−a−b+γ + µ−a−bt−a−b+γ
1− e−Lt
L
≤
δ
2
+ µ−a−bt−a−b+γ
1− e−Lt
L
(3.9)
for 0 < t < T and L > 0, where C = 2b(1− a)−1 + 2a(1− b)−1. Let
f(t, L) := tγ−a−b
1− e−Lt
L
, t ∈ (0, T ), L > 0,
Then we see that in the case of γ ≥ a + b, 0 ≤ f(t, L) ≤ T γ−a−bL−1 for all t ∈ (0, T ) and
L > 0, and the choice L∗ = 2µ
−a−bδ−1T γ−a−b verifies the lemma. If, on the other hand,
γ < a+ b, then for every L > 0, lim supt→0+ f(t, L) = 0, and thus
tL := argmax
t∈(0,T )
f(t, L)
exists and satisfies tL ∈ (0, T ) and
d
dt
f(t, L)|t=tL = 0 and hence 1− e
−LtL =
L
a+ b− γ
tLe
−LtL ,
so that
f(t, L) ≤ f(tL, L) =
tγ+1−a−bL
a+ b− γ
e−LtL for all t ∈ (0, T ), L > 0.
As, for any L > 0,
sup
s>0
sγ+1−a−be−Ls = L−γ−(1−a−b)(γ + 1− a− b)γ+1−a−be−(γ+1−a−b),
we may conclude that also in the case γ < a + b, supt∈(0,T ) f(t, L) → 0 as L → ∞, which
together with (3.9) completes the proof of Lemma 3.3.
We prove Lemma 3.2.
Proof of Lemma 3.2. Let 0 < T <∞ and let α be as in (1.17). Let
0 < β < min
{
α− 1
N
, 2− α
}
if N ≥ 4, 0 < β <
1
4
if N = 3. (3.10)
It follows from (3.2) and (1.17) that with C1 > 0 as in (3.2)
|F2[v](y, s)| ≤ C1e
Ls(ε−1s)−
1
2‖v‖XT,L
[
|y|−(N−2) + sβηβ(y) + s
β|y|−(N−3+β)χ{|y|>2}
]
≤ C1e
Lsε
1
2 s−
1
2 ‖v‖XT,L
[
|y|−(α−1) + sβηβ(y) + s
β|y|−(α−1+β)χ{|y|>2}
] (3.11)
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for y ∈ Ω, L > 0 and 0 < s < T , where ηβ(y) := (|y| − 1)
−βχ{1≤|y|≤2}. By (3.10) we have
ηβ ∈ L
N
α−1 (Ω) if N ≥ 4, ηβ ∈ L
4(Ω) if N ≥ 3. (3.12)
For s > 0 and τ > 0, set
I(s, τ) := s−
1
2
[
τ−
α−1
2 + sβτ−d + sβτ−
α−1+β
2
]
(3.13)
where d = (α− 1)/2 if N ≥ 4 and d = 3/8 if N = 3. Then it follows that
I(s, ε−1τ) ≤ ε
α−1
2 I(s, τ) for s > 0, τ > 0, ε ∈ (0, 1). (3.14)
By (3.11) and (3.12) we apply properties (G2) and (G1) to obtain C2 > 0 such that
‖∇jS1(τε)F2[v](s)‖L∞
≤ C2e
Lsε
1
2 s−
1
2 ‖v‖XT,Lh(τε)
j
[
(1 + τε)
−α
2 + sβτ−dε + s
β(1 + τε)
−α−1+β
2
]
≤ C2e
Lsε
1
2 ‖v‖XT,L ×
{
I(s, τǫ) if j = 0 or j = 1, τε ≥ 1,
τ
− 1
2
ǫ I(s, τǫ) if j = 1, 0 < τε < 1,
(3.15)
for L > 0, 0 < s < t, where τε = ε
−1(t− s) and h is as in (2.1). By (3.7), (3.15) and (3.14) we
have
‖D˜ε[v](t)‖L∞ ≤
∫ t
0
‖S1(τε)F2[v](s)‖L∞ ds
≤ C2ε
1
2‖v‖XT,L
∫ t
0
eLsI(s, τε) ds ≤ C2ε
α
2 ‖v‖XT,L
∫ t
0
eLsI(s, t− s) ds
(3.16)
for t > 0, L > 0 and ε ∈ (0, 1). This implies that
e−Lt
(
1 + (ε−1t)
α
2
)
‖D˜ε[v](t)‖L∞ ≤ C2e
−Lt
(
1 + (ε−1t)
α
2
)
ε
α
2 ‖v‖XT,L
∫ t
0
eLsI(s, t− s) ds
≤ C2‖v‖XT,Le
−Lt
(
1 + t
α
2
) ∫ t
0
eLsI(s, t− s) ds
for t > 0, L > 0 and ε ∈ (0, 1). Then, by Lemma 3.3 with (3.13), taking a sufficiently large
L ≥ 1 if necessary, we obtain
sup
0<t<T
e−Lt
(
1 + (ε−1t)
α
2
)
‖D˜ε[v](t)‖L∞ ≤
1
4
‖v‖XT,L (3.17)
for 0 < ε < 1. Similarly to (3.16), it follows from (3.14) and (3.15) that
‖∇D˜ε[v](t)‖L∞ ≤
(∫ max{t−ε,0}
0
+
∫ t
max{t−ε,0}
)
‖∇S1(τε)F2[v](s)‖L∞ ds
≤ C2ε
1
2‖v‖XT,L
{∫ max{t−ε,0}
0
eLsI(s, τε) ds+
∫ t
max{t−ε,0}
eLsτ
− 1
2
ε I(s, τε) ds
}
≤ C2‖v‖XT,L
{
ε
α
2
∫ t
0
eLsI(s, t− s) ds+ ε
α+1
2
∫ t
0
eLs(t− s)−
1
2 I(s, t− s) ds
}
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for 0 < t < T and L > 0. Then we have
e−Lt(ε−1t)
1
2
(
1 + (ε−1t)
α−1
2
)
‖∇D˜ε[v](t)‖L∞
≤ C2‖v‖XT,Le
−Lt(t
1
2 + t
α
2 )
{∫ t
0
eLsI(s, t− s) ds +
∫ t
0
eLs(t− s)−
1
2 I(s, t− s) ds
}
for t > 0, L > 0 and 0 < ε < 1. Similarly to (3.17), by Lemma 3.3, we obtain
sup
0<t<T
e−Lt(ε−1t)
1
2
(
1 + (ε−1t)
α−1
2
)
‖∇D˜ε[v](t)‖L∞ ≤
1
4
‖v‖XT,L (3.18)
for 0 < ε < 1 and sufficiently large L ≥ 1. Combining (3.17) and (3.18), we deduce that in
this case
‖D˜ε[v]‖XT,L ≤
1
2
‖v‖XT,L
for 0 < ε < 1. Thus (3.8) holds. On the other hand, for v ∈ XT,L, it follows from (1.14) that
F2 ∈ C(Ω× (0, T )). Then, applying the parabolic regularity theorem (see e.g. [9], cf. proof of
Lemma 2.4), we deduce that
∇jD˜ε[v] ∈ C
∞(Ω × (τ, T )) ∩BC(Ω× (τ, T ))
for any 0 < τ < T and j ∈ {0, 1}. Therefore we complete the proof of Lemma 3.2.
Now we are ready to prove Theorem 1.5.
Proof of Theorem 1.5. It follows from (1.10), (1.15), (2.4) and (1.17) that
|Φ(x)| ≤ |ϕ(x)| + |[S2(0)ϕb(x)]| ≤ |x|
−(N−2)(M + |ϕb|L∞) ≤ |x|
−α(M + |ϕb|L∞)
for all x ∈ Ω. Then, by (G2) we find c∗ > 0 such that
‖∇jS1(t)Φ‖L∞ ≤ c∗(M + |ϕb|L∞)(1 + t)
−α
2 h(t)j
for t > 0 and j ∈ {0, 1} and with h from (2.1). Let 0 < T <∞ and L ≥ 1. Then
Eε[S1(ε
−1t)Φ](t)
≤ c∗(M + |ϕb|L∞)
(
1 + (ε−1t)
α
2
)
(1 + ε−1t)−
α
2
+ c∗(M + |ϕb|L∞)(ε
−1t)
1
2
(
1 + (ε−1t)
α−1
2
)
(1 + ε−1t)−
α
2 h(ε−1t)
≤ 4c∗(M + |ϕb|L∞)
(3.19)
for t > 0 and 0 < ε < 1. Furthermore, by Lemma 3.2, taking a sufficiently large L ≥ 1 if
necessary, we see that
‖D˜ε[v]‖XT,L ≤
1
2
‖v‖XT,L , v ∈ XT,L, (3.20)
for 0 < t < T and 0 < ε < 1. For this choice of L, on the other hand, by Lemma 2.4 we find
CL > 0 such that
e−LtEε[Dε[ϕb]](t)
≤ C|ϕb|C1,θe
−Lt
(
1 + (ε−1t)
α
2
)
ε
α
2 t
2−α
2
+ C|ϕb|C1,θe
−Lt(ε−1t)
1
2
(
1 + (ε−1t)
α−1
2
)
ε
α
2 t
2−α
2 h(ε−1t) ≤ CL|ϕb|C1,θ
(3.21)
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for t > 0 and 0 < ε < 1. Set
m := 2
{
4c∗(M + |ϕb|L∞) + CL|ϕb|C1,θ
}
. (3.22)
We deduce from (3.1), (3.19), (3.21), (3.20) and (3.22) that
‖Qε[v]‖XT,L
≤ sup
0<t<T
e−LtEε[S1(ε
−1t)Φ](t) + sup
0<t<T
e−LtEε[Dε[ϕb]](t) + ‖D˜ε[v]‖XT,L
≤ 4c∗(M + |ϕb|L∞) + CL|ϕb|C1,θ +
1
2
‖v‖XT,L ≤ m
(3.23)
for v ∈ XT,L with ‖v‖XT,L ≤ m and 0 < ε < 1. Similarly, we deduce from (3.20) that
‖Qε[v1]−Qε[v2]‖XT,L = ‖D˜ε[v1 − v2]‖XT,L ≤
1
2
‖v1 − v2‖XT,L (3.24)
for v1, v2 ∈ XT,L. By (3.23) and (3.24) applying the contraction mapping theorem, for every
ε ∈ (0, 1) we find a unique vε ∈ XT,L with ‖vε‖XT,L ≤ m such that
vε = Qε[vε] = S1(ε
−1t)Φ−Dε[ϕb](t) + D˜ε[vε](t) in XT,L.
In particular, it follows from (3.23) and (3.22) that with some C > 0
‖vε‖XT,L ≤ C(|ϕb|C1,θ +M) for every ε ∈ (0, 1).
Furthermore, by (G3) and Lemmata 2.4, 3.2 we see that
∇jvε ∈ C
∞(Ω × (T1, T∗)) ∩BC(Ω× (T1, T∗))
for any 0 < T1 < T∗ and j ∈ {0, 1}.
On the other hand, set
wε(x, t) = [S2(t)ϕb](x) +
∫ t
0
[S2(t− s)∂νvε(s)](x) ds
for x ∈ Ω, t ∈ (0, T ) and ε ∈ (0, 1). By (2.4) and (3.22) we have that with some C > 0
‖wε(t)‖L∞ ≤ ‖S2(t)ϕb‖L∞ +
∫ t
0
‖S2(t− s)∂νvε(s)‖L∞ ds
≤ |ϕb|L∞ +
∫ t
0
|∇vε(s)|L∞ ds
≤
m
8c∗
+
∫ t
0
(ε−1s)−
1
2
(
1 + (ε−1s)
α−1
2
)−1
eLs‖vε‖XT,L ds
≤
m
8c∗
+ ε
α
2 eLTm
∫ t
0
s−
α
2 ds ≤ C(|ϕb|C1,θ +M) <∞
(3.25)
for t ∈ (0, T ) and 0 < ε < 1. Furthermore, it follows from (1.9), (1.13) and (1.14) that
∂tw(x, t) = F1[ϕb](x, t) + F2[v](x, t).
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Then, applying similar arguments as in Lemmata 2.3 and 3.1, we see that
∂tw ∈ BC(Ω× (T1, T ))
for 0 < T1 < T . This together with (2.3) and (3.25) implies that
∂ℓt∇
jwε ∈ C
∞(Ω× (T1, T )) ∩BC(Ω× (T1, T ))
for 0 < T1 < T and 0 ≤ ℓ+ j ≤ 1. Therefore we deduce that (vε, wε) is a solution of (1.12) in
Ω× (0, T ).
Let (v˜ε, w˜ε) be a global-in-time solution of (1.12) satisfying (1.16). Since
vε − v˜ε = Qε[vε]−Qε[v˜ε] = D˜ε[vε − v˜ε] in XT,L,
by (3.8) we have
‖vε − v˜ε‖XT,L ≤
1
2
‖vε − v˜ε‖XT,L .
This implies that vε = v˜ε in XT,L. Therefore we deduce that (vε, wε) is a unique solution of
(1.12) satisfying (1.16).
It remains to prove assertions (i) and (ii). Assertion (i) and (1.18) immediately follow from
‖vε‖XT,L ≤ m, (3.22) and (3.25). On the other hand, by (3.25) we have
‖wε(t)− S2(t)ϕb‖L∞ ≤
∫ t
0
‖S2(t− s)∂xNvε(s)‖L∞ ds
≤
∫ t
0
|∇vε(s)|L∞ ds ≤ C‖vε‖XT,Lε
α
2 (1 + T
2−α
2 eLT )
for all t ∈ (0, T ). This implies (1.19). Thus assertion (ii) follows, and the proof of Theorem 1.5
is complete.
Proof of Corollary 1.1. Corollary 1.1 immediately follows from Theorem 1.5 and Defini-
tion 1.1.
4 Estimates from below
Lemma 4.1. Let ε ∈ (0, 1), ϕb ≡ 0 and ϕ be nonnegative and satisfy (1.15). Let z be a
solution of
∂tz −∆z = 0 in Ω× (0,∞), z = 0 on ∂Ω× (0,∞), z(·, 0) = ϕ in Ω. (4.1)
Set uε(x, t) = z(x, ε
−1t) for (x, t) ∈ Ω× [0,∞). Then the solution uε of (1.1) satisfies
uε(x, t) ≥ uε(x, t), (x, t) ∈ Ω× (0,∞). (4.2)
Proof. By nonnegativity of z in Ω and the homogeneous Dirichlet boundary condition in
(4.1), we see that ∂νz ≤ 0 on ∂Ω. >From (4.1) we conclude that uε solves
ε∂tuε −∆uε = 0 in Ω× (0,∞), uε(·, 0) = ϕ in Ω
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and
∂tuε(x, t) + ∂νuε(x, t) = ε
−1∂tz(x, ε
−1t) + ∂νz(x, ε
−1t) = ∂νz(x, ε
−1t) ≤ 0
on ∂Ω × (0,∞). Therefore, uε is a subsolution of (1.1), while uε is a supersolution, and
applying the comparison principle (see [10, Theorem 2.2]), we obtain (4.2).
Lemma 4.2. Let b > 1 and put
ϕ(x) = |x|2−Nχ{|x|>b}, x ∈ Ω. (4.3)
Then for any compact set K∗ ⊂ Ω and τ > 0 there exists C > 0 such that the solution z of
(4.1) satisfies
z(x, t) ≥ Ct−
N
2
+1, x ∈ K∗, t > τ. (4.4)
Proof. Let K∗ be a compact set in Ω. Then we can take a ∈ (1, b) and β > 0 such that
a < |x| ≤ βb for all x ∈ K∗. Since it follows form [7, Theorem 1.1] that there are C1 > 0 and
C2 > 0 such that
ΓD(x, y, t) ≥ C1t
N
2 exp
(
− C2
|x− y|2
t
)
for all x, y ∈ Ω with |x| > a, |y| > a and t > 0, by (4.3) we have C3 > 0 satisfying
z(x, t) =
∫
Ω
ΓD(x, y, t)ϕ(y) dy =
∫ ∞
b
∫
SN−1
r2−NΓD(x, rω, t)r
N−1 dω dr
≥ C1
∫ ∞
b
∫
SN−1
rt−
N
2 exp
(
− C2
|x− rω|2
t
)
dω dr
≥ C1|S
N−1|t−
N
2
∫ ∞
b
r exp
(
− C2
(1 + β)2r2
t
)
dr
= C3t
−N
2
+1(1 + β)−2 exp
(
− C2
(1 + β)2b2
t
)
for all x ∈ Ω with a < |x| ≤ βb and t > 0. This implies (4.4), thus Lemma 4.2 follows.
Now we are ready to prove Theorem 1.6.
Proof of Theorem 1.6. Let K be a compact set in Ω such that K ⊂ K∗ × [t1, t2] for some
compact set K∗ ⊂ Ω and 0 < t1 < t2 < ∞, and let ϕ be as in Lemma 4.2. Then, applying
Lemma 4.1 and Lemma 4.2 to τ := t1, we see that there exists C∗ > 0 such that
uε(x, t) ≥ z(x, ε
−1t) ≥ C∗(ε
−1t)−
N
2
+1 ≥ C∗t
−N
2
+1
2 ε
N
2
−1
for all (x, t) ∈ K. This implies (1.20), and the proof of Theorem 1.6 is complete.
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