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Abstract
We address the task of domain generalization, where the goal
is to train a predictive model such that it is able to generalize
to a new, previously unseen domain. We choose a generative
approach within the framework of variational autoencoders
and propose an unsupervised algorithm that is able to gen-
eralize to new domains without supervision. We show that
our method is able to learn representations that disentangle
domain-specific information from class-label specific infor-
mation even in complex settings where domain structure is
not observed during training. Our interpretable method out-
performs previously proposed generative algorithms for do-
main generalization and achieves competitive performance
compared to state-of-the-art approaches, which rely on ob-
serving domain-specific information during training, on the
standard domain generalization benchmark dataset PACS.
Additionally, we proposed weak domain supervision which
can further increase the performance of our algorithm in the
PACS dataset.
1 Background and Motivation
One big challenge of deploying a neural network model
in real world use-cases is domain shift. In many real
world applications, data seen by a deployed model is
drawn from a distribution that is different from the
training distribution and often unknown at train time.
Domain Generalization aims at training a model from a
set of domains (i.e. related distributions) such that the
model is able to generalize to a new, unseen domain at
test time.
Domain generalization is relevant for a variety of
tasks, ranging from personalized medicine, where each
patient corresponds to a domain, to predictive mainte-
nance in the context of industrial AI. In the latter use-
case, domains can represent different factories where an
industrial asset (e.g. a tool machine or a turbine) is
operated, or different workers operating the asset. In
addition to these discrete domains, domain shift can
manifest itself in a continuous manner, where for ex-
ample the data distribution seen by an industrial asset
can change due to wear and tear or due to maintenance
procedures. Similarly, domain sub-structures are not
always observable during training due to data privacy
concerns (in particular when patient data is used). In
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these latter scenarios, it is difficult to train standard do-
main generalization algorithms since they are based on
the notion of clearly separable domains that are observ-
able during model training.
In many of these use cases, interpretability and hu-
man oversight of machine learning models is key. Gener-
ative models allow for learning disentangled representa-
tions that correspond to specific and interpretable fac-
tors of variation, thereby facilitating transparent pre-
dictions.
We propose a new generative model that solves do-
main generalization problems in an interpretable man-
ner without requiring domain labels during training. We
build on previous work using autoencoder-based models
for domain generalization [Kingma and Welling, 2013,
Ilse et al., 2019] and propose a Hierarchical Domain Un-
supervised Variational Auto-encoding that we refer to as
HDUVA. Our major contributions include:
• We present an unsupervised algorithm for do-
main generalization that is able to learn in set-
ting with incomplete or hierarchical domain infor-
mation. Our algorithm only need to use extended
ELBO as model selection criteria, instead of relying
on the validation set for early stopping.
• Our method is able to learn representations that
disentangle domain-specific information from class-
label specific information without domain supervi-
sion even in complex settings.
• Our algorithm generates interpretable domain pre-
dictions that reveal connections between domains.
• We constructed several hierarchical and sequential
domain generalization benchmark datasets with
doubly colored mnist for the domain generalization
community.
2 Related work
In this section, we provide a taxonomy of existing solu-
tions in domain generalization. In general, domain gen-
eralisation approaches can be divided into the following























Invariant Feature Learning While observations
from different domains follow different distributions,
Invariant Feature Learning approaches try to map the
observations from different domains into a common
feature space, where domain information is minimized
[Xie et al., 2017, Akuzawa et al., 2018]. The method
works in a mini-max game fashion in that there is a
domain classifier trying to classify domains from the
common feature space, while a feature extractor tries
to fool this domain classifier and help the target label
classifier to classify class label correctly. Li et al.
[2017] presented a related approach and used tensor
decomposition to learn a low rank embedding for a
set of domain specific models as well as a base model.
We classify this method into invariant feature learning
because the base model is domain-invariant.
Image Processing Based Method Carlucci
et al. [2019] divided the image into small patches and
generated permutations of those small patches. They
then used a deep classifier to predict the predefined per-
mutation index so that the model learned the global
structure of an image instead of local textures. Wang
et al. [2019] used a gray level co-occurence matrix to
extract superficial statistics. They presented two meth-
ods to encourage the model to ignore the superficial
statistics and thereby learn robust representations. This
group of methods has been developed for image classifi-
cation tasks, and it is not clear how it can be extended
to other data types.
Adversarial Training Based Data Augmenta-
tion Volpi and Murino [2019] optimized a procedure to
search for worst case adversarial examples to augment
the training domain. Volpi et al. [2018] used Wasser-
stein distance to infer adversarial images that were close
to the current training domain, and trained an ensem-
ble of models with different search radius in terms of
Wasserstein distance.
Meta Learning Based Method Meta learning
based domain generalization method (MLDG) uses
model agnostic training to tackle domain generalization
as a zero-shot problem, by creating virtual train and
test domains and letting the meta-optimizer choose a
model with good performance on both virtual train and
virtual test domains [Li et al., 2018]. Balaji et al. [2018]
improved upon MLDG by concatenating a fixed feature
network with task specific networks. They parameter-
ized a learnable regularizer with a neural network and
trained with a meta-train and a meta-test set .
Auto-Encoder Based Method DIVA [Ilse et al.,
2019] builds on variational auto-encoders and splits
the latent representation into three latent variables
capturing different sources of variation, namely class
specific information (zy), domain specific information
(zd) and residual variance (zx). Disentanglement is
encouraged via conditional priors, where the domain-
specific latent variable zd is condition on an observed,
one-hot-encoded domain d. As auxiliary components,
DIVA adds a domain classifier based on zd, as well
as a target class label classifier based on zy. Hou
et al. [2018] encoded images from different domains
in a common content latent code and domain-specific
latent code, while the two types of encoders share
layers. Corresponding discriminators are used to predict
whether the input is drawn from a prior distribution or
generated from encoder.
Causality based Method Recently, Mahajan
et al. [2020] proposed MatchDG with that approxi-
mates base object similarity by using a contrastive
loss formulation adapted for multiple domains. The
algorithm then match inputs that are similar under the
invariant representation.
Comparing these families of approaches, we can
see that only probabilistic auto-encoder based mod-
els inherit advantageous properties like semi-supervised
learning, density estimation and variance decomposition
naturally. While autoencoder-based approaches such as
DIVA have a better interpretability than all other ap-
proaches, a main drawback is that explicit domain labels
are required during training.This can be problematic in
a number of settings. In particular, a one-hot encoding
of domains does not reflect scenarios where a continuous
domain shift can occur. In this case, without knowledge
of the causal factor that causes the domain shift, it is
not clear how such continuous shifts can be one-hot en-
coded in a meaningful manner. In addition,
• Domains can have a hierarchical structure reflected
by related sub-domains (e.g. country > factory
> machine). One-hot encodings as used in exist-
ing autoencoder-based approaches are not able to
model such hierarchical domain structures.
• In some applications, domains are not necessar-
ily well-separated, but significant overlap between
domains can occur (e.g. a cartoon might look
more similar to a pop-art painting than a photogra-
phy). One-hot encoding such overlapping domains
encourages separated representations, which may
harm model performance.
• A one-hot encoding of domains mapping to the
prior distribution of zd may limit the generalization
power of neural networks, especially when we deal












Figure 1: HDUVA: Hierarchical Domain Unsu-
pervised Variational Auto-encoding
3 Methods and Technical Solution
3.1 Problem statement and notation Domain
generalization aims to generalize models to unseen do-
mains without knowledge about the target distribution
during training. A domain d consists of a joint distribu-
tion p(x, y) on X ×Y, with X being the input space and
Y being the output space [Muandet et al., 2013]. For
our modelling approach, we employ the framework of
variational autoencoders (VAEs) [Kingma and Welling,
2013]. We use z to represent the latent representation
of a VAE and use three independent latent represen-
tations to disentangle variability in inputs X related to
domain-specific sources, label-specific sources and resid-
ual variation. We use probabilistic graphical models to
illustrate the conditional dependecies of random vari-
ables, observables and hyperparameters in Figure 1. In
the graphical model of Figure 1, solid circles represent
observations and white circles represent latent variables.
We use half-shaded circles to represent a variable can ei-
ther be observed or act as latent variable, which is typ-
ical in semi-supervised learning. Small solid circles in
Figure 1 represent fixed hyper-parameters. Subscripts
represent components of a variable, while we use super-
script to index samples and domains. We use solid ar-
rows to represent generative path, and dashed arrows
to represent variational inference part. Plates represent
repetitions of random variables. We use θ to represent
learnable parameters of priors/decoders and φ to rep-
resent learnable parameters of variational posterior dis-
tributions/encoders.
3.2 HDUVA overview To overcome the limita-
tions of current autoencoder-based ethods, we pro-
pose a hierarchical probabilistic graphical model called
Hierarchical Domain Unsupervised Variational Auto-
encoding(HDUVA). Our model is based on three latent
variables are used to model distinct sources of variation
that are denoted as zy, zd and zx. zy represents class
specific information, zd represents domain specific in-
formation and zx models residual variance of the input.
We introduce an additional hierarchical level and use
a continuous latent representation s to model (poten-
tially unobserved) domain structure. This means that
we can encourage disentanglement of the latent vari-
ables through conditional priors without the need of
conditioning on a one-hot-encoded, observed domain la-
bel.
More specifically, we first place a Dirichlet prior on s
such that it can be interpreted as a soft, topic-like, ver-
sion of the standard one-hot encoded domain d. We
then use zd to capture domain-specific variation by con-
ditioning its prior on s. Note that in our model this
domain s is not an observable but instead a latent vari-
able to be inferred from data. For clarity, we refer to an
observed domain as nominal domain. Borrowing from
topic models in NLP [Srivastava and Sutton, 2017], we
refer to s as topic. We illustrate HDUVA in form of
a graphical model in Figure 1, where we form a hi-
erarchical path Klushyn et al. [2019] from topic s to
zd to observation x. We use K to denote the dimen-
sion of the domain representation or topic vector s, i.e.
dim(s) = K. We use k to index each component of
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K ], with l indexing a do-
main. Note that in our case, K can be either greater,
smaller or equal to the number of domains L, while in
supervised approaches, the one-hot encoded domain la-
bel is always the size of L. This is beneficial not only in
setting with unobserved domain observation, but also
for problems with a large number of domains which lie
on a lower-dimensional manifold (e.g. thousands assets
in an predictive maintenance task). In this case, when
choosing the topic dimension K to be smaller than the
number of training domains, our algorithm can be in-
terpreted as an eigen-domain decomposition algorithm.
We use stochastic gradient descent to train our model.
Accordingly, in Figure 1, the batch size is denoted by
M (l) for the lth domain, with a total of N (l) batches
for domain l. We use i to index a batch and j to index
a sample. For simplicity, i and j are omitted whenever
convenient and not causing confusion. We also provide
details on extensions for weak supervision to our model
in the supplement.
Taken together, we present a novel approach for
probabilistic domain generalization without the need for
observed domain labels.
3.3 Model implementation In this section, we first
describe the generative model with prior distributions,
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followed by a discussion on model inference.
3.3.1 Prior Distributions for zx, zy and zs We
chose a standard isotropic Gaussian prior with zero
mean and unit variance for zx and conditional priors
for for zy and zd. More specifically, we chose a normal




y |y(l,i)) = N
(
·|µθy (y(l,i)), σθy (y(l,i))
)
(3.1)
with µθy and σθy being learnable parameterizations of
the mean and standard deviation in form of neural
networks. Similarly, we choose a normal prior for zd
and condition it on s:
pθd(z
(l,i)





where again µθd and σθd parameterize mean and vari-
ance of zd.
3.3.2 Prior Distribution for s We would like for
s to display topic-like characteristics, facilitating inter-
pretable domain representations. Consequently, we use
a Dirichlet prior on s, which is a natural prior for topic
modeling [Srivastava and Sutton, 2017, Joo et al., 2020,
Zhao et al., 2019].
Let α be the Dirichlet concentration parameter
α = [α1, α2, · · · , αK ], then the prior distribution of s
can be written as:







where we use Z(α1:K) to represent the partition func-
tion.
We do not learn the distribution parameter α, but
instead, leave it as a hyper-parameter. By default, we
set α to be a vector of ones, which corresponds to a
uniform distribution of topics. We refer to this prior
setting as flat prior. If more prior knowledge about
the relation between training domains is available, an
informative prior can be used instead.
3.3.3 Inference for HDUVA Since exact inference
is intractable in such an autoencoder, we perform vari-













d |s(l,i), x(l,i))qφ(z(l,i)x , z(l,i)y |x(l,i))
(3.4)
For the approximate posterior distributions of zx and zy,
we assume fully factorized Gaussians with parameters





y |x(l,i)) = qφx(z(l,i)x |x(l,i))qφy (z(l,i)y |x(l,i))
(3.5)
Encoders qφs , qφd , qφy , and qφx are parameterized by
φs, φd, φy, and φx using separate neural networks to
model respective means and variances as function of x.
For the form of the approximate posterior distribu-







where φs parameterizes the concentration parameter
based on x, using a neural network.
3.3.4 ELBO for HDUVA Given the priors and
factorization described above, we can optimize the
model parameters by maximizing the evidence lower
bound (ELBO). We can write the ELBO for a given
input-output tupel (x, y) as:
ELBO(x, y) = Eq(zd,s|x),q(zx|x),q(zy|x) log pθ(x|s, zd, zx, zy)
− βxKL(qφx(zx|x)||pθx(zx))− βyKL(qφy (zy|x)||pθy





where we use β to represent the multiplier in the Beta-
VAE setting [Higgins et al., 2016], further encouraging
disentanglement of the latent representations.
Finally, we add an auxiliary classifier qω(y|z), which
is parameterized by ω, to encourage separation of classes
y in zy. The HDUVA objective then becomes:
F(x, y) = ELBO(x, y) + γyEqφy (zy|x)[log qω(y|zy)]
(3.8)
The whole process is described in Algorithm 1. The ob-
jective function in Equation 3.8 which we coin extended
ELBO can also be used as a model selection criteria,
thus our method does not need validation set at all, as
we empirically evaluated in the experimental section in
section 4.
4 Empirical Evaluation
We conduct experiments, trying to answer the following
questions:
• Could HDUVA mitigate the limitations of standard
supervised approaches for domain generalization in
terms of domain-substructure or overlap between
nominal domains? We conduct experiments in
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Algorithm 1 HDUVA
1: while not converged or maximum epochs not
reached do
2: warm up β defined in Equation 3.7, as in
Sønderby et al. [2016]
3: fetch mini-batch {x, y} ={x(l,i), y(l,i)}
4: compute parameters for qφx(zx|x), qφy (zy|x),
qφs(s|x), qφd(zd|s, x)
5: sample latent variable zqx, z
q
y, s
q, zqd and compute
[log qω(y|zy)].
6: compute prior distribution for zd using s
7: compute pθ(x|zx, zy, zd, s) using sampled s, zqx, zqy,
zqd
8: compute KL divergence for zd, zx and zy, s.
9: aggregate loss according to Equation 3.8 and
update model
10: end while
Section 4.1, Section 4.2 and Section 4.4 to address
these issues.
• In complex scenarios with domain substruc-
ture, can HDUVA still robustly disentangle
domain-specific variation from class-label specific
variation? See details in Section 4.1.
• We visualize topics from overlapping nominal
domains to illustrate why HDUVA improves upon
supervised approaches in Section 4.4.
• How does HDUVA perform under standard do-
main generalization benchmarks where information
on clearly separated domain is available, compared
with other state-of-the-art algorithms? See Sec-
tion 4.5.
4.1 Hierarchical Domains To simulate domains
with sub-structures (hierarchical domains), we create
sub-domains within nominal domains. All sub-domains
within one nominal domain share the same domain la-
bel. We adapt color-mnist [Metz et al., 2016, Rezende
and Viola, 2018] with the modification that both its
foreground and background are colored as sub-domain,
as shown in Figure 2. We constructed 3 nominal do-
mains with sub-structures as indicated in Figure 2. For
baseline algorithms, we use a one-hot encoded nomi-
nal domain label as explicit domain label, since these
methods require a domain label during training. For
HDUVA, we do not use domain label and we only use
extended ELBO in Equation 3.8 as model selection cri-
teria, further experimental details can be found in sup-
plement C.
(a) 1st domain (b) 2nd domain (c) 3rd domain
Figure 2: Random combination of Color-Mnist as
Hierarchical Domains. Mnist has both its foreground
and background colored, each color combination repre-
sent one sub-domain. Each nominal domains include 2
sub-domains.
We are interested in evaluating how our unsuper-
vised approach and supervised generative domain gen-
eralization algorithms like DIVA Ilse et al. [2019] for
domain generalization would behave under this sub-
domain scenario, in terms of out-of-domain prediction
accuracy and disentanglement performance. We per-
form a leave-one-domain-out evaluation [Li et al., 2017],
where each test domain is repeated 10 times with 10 dif-
ferent random seeds. We report the out of domain test
accuracy in Table 1. Table 1 shows that HDUVA out-
performs DIVA in terms of out of domain performance
on all three test domains, while retaining a very small
variance compared to DIVA.
To explain such a performance difference, we further
evaluate how robustly DIVA and HDUVA are able
to disentangle different sources of variation under this
scenario with incomplete sub-domain information.
We sample seed images from different sub-domains
as shown in the first row of Figure 3. We then generate
new images by scanning the class label from 0 to 9
by sampling from the conditional prior distribution of
zy (i.e. pθy (zy|y), eq. 3.1). We keep the domain
representation the same as in the seed image, set the
noise component zx to zero and then use the decoder
network pθ(x|zd, zx, zy) to generate an image based on
the three latent representations. If the models are able
to disentangle domain-specific variation from class-label
specific variation in zy and zd, we expect that the
generated images have the same domain information
as the seed image (foreground and background color)
while generating different class labels (numbers from 0
to 9). In Figure 3 we compare DIVA and HDUVA’s
generative performance. Due to the sub-structure inside
the nominal domains, DIVA could only reconstruct a
blur of colors for the first 3 columns in Figure 3a, while
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Table 1: Out of Domain Accuracy on Color-Mnist Composed Subdomain inside Nominal Domains
Color-Mnist (Figure 2) Test Domain 1 Test Domain 2 Test Domain 3
HDUVA 0.93 ± 0.02 0.69 ± 0.12 0.55 ± 0.03
DIVA [Ilse et al., 2019] 0.88 ± 0.05 0.56 ± 0.19 0.50 ± 0.08
(a) DIVA (b) HDUVA
Figure 3: Comparison of Conditional Image Gen-
eration under Incomplete Domain Knowledge.
The domain composition is shown in Figure 2.
HDUVA could generate different numbers for 2 of the
three seed images. For the last seed image, both DIVA
and HDUVA could conditionally generate numbers, but
DIVA did not retain the domain information (since
the background color, which is dark blue in the seed
image, is light blue in the generated images). This
indicates that DIVA is not able to disentangle the
different sources of variation and domain information
is captured by zy as well. In contrast, HDUVA was
able to separate domain information from class-label
information.
4.2 Generalization under domain-drift scenar-
ios In some occasions, the boundaries between differ-
ent domains can be ambiguous. For example, consider
continuous domain drift in industry applications, some
physical parameters of the same type of machine in dif-
ferent factories might change continuously and between
two factories there can be overlap.
To simulate such a behavior, we consider a domain-
drift scenario with Color-Mnist in Figure 4. By dividing
a smooth color palette into 7 sub-domains (with each
color corresponding to a sub-domain), we simulate a
near continuous domain shift. We use this scenario to
evaluate how robust our algorithm is in domain drift
scenarios.
Following leave-one-domain out setting as in other
experiments, we report the out-of-domain classifica-
tion accuracy in Table 2, illustrating that our unsu-
pervised approach is better able to account for continu-
ous domain drift scenarios than standard supervised ap-
proaches that artificially categorize the gradually shift-
ing into distinct nominal domains. For HDUVA, we only
use extended ELBO in Equation 3.8 as model selection
criteria, further experimental details can be found in
supplement C.
4.3 Domain Generalization to Medical Image
Classification Trustworthy prediction is essential for
biomedical data where domain generalization poses a
great challenge [Gossmann et al., 2019, 2020]. For ex-
ample, medical imaging datasets usually come from a
multitude of patients and devices where both the pa-
tient and devices can form domains. In this study,
as suggested by Ilse et al. [2019], we consider hospital
as domains, which consist of patients as sub-domains.
This correspond to hierarchical domains and has prac-
tical implications. Since there can be thousands of pa-
tients, and having thousands of domain labels can be
impractical and many patients can share common fea-
tures, e.g. coming from nearby areas, but it can also
be true that two hospitals can have similar patients.
To simulate such a setting, we construct virtual hospi-
tals by using the Malaria dataset as described in Ta-
ble 4. The Malaria dataset [Rajaraman et al., 2018]
consist of thin blood smear slide images of segmented
cells from Malaria patients. We group patients by their
IDs for form hospitals. Table 4 shows the out of do-
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(a) 1st domain (b) 2nd domain (c) 3rd domain
Figure 4: Sequential Color-Mnist (VLAG
Palette). Background color taking 7 hue values
spanning the VLAG hue ranges sequentially, with fixed
saturation and lightning, foreground color takes equally
spaced hue value in the complete hue circle with fixed
saturation and lightning. Background and foreground
colors are zipped. The first 3 color schemes representing
3 sub-domains compose the first nominal domain in
Figure 4a, the 2nd nominal domain in Figure 4b takes
the middle 3 color schemes with one color scheme
overlap with the 1st and one color scheme overlap
with 3rd nominal domain in Figure 4c. The 2nd
nominal domain serves as a bridge between the other
two nominal domains. Out of domain test accuracy is
reported in Table 2.
main classification accuracy across different algorithms.
Our approach is able to implicitly learn the unobserved
domain substructure of the data, resulting is substan-
tially better accuracy on unseen test domains (i.e. a
new hospital) compared to state-of-the-art approaches
DIVA and MatchDG. The latter require explicit domain
labels during training and fail to perform well in sce-
narios with domain substructure. Our approach also
performs substantially better than a standard baseline
where information across all domains is pooled together.
Additionally, we only use the ELBO in Equation 3.8 as
our model selection criteria, without using the valida-
tion set.
4.4 Domain Embedding Here, we investigate the
ability of our approach to generate meaningful domain
embeddings. To this end, we adapt the standard rotated
MNIST benchmark [Ilse et al., 2019] by introducing
an overlap between three nominal domains: for the
first nominal domain, we use 1000 samples of MNIST
and rotate them by 15, 30 and 45 degrees respectively.
Thus, the first domain contains 3000 instances and each
rotation angle constitutes one sub-domain. For the
second domain nominal domain, we rotate the same
Table 2: Out of Domain Accuracy for Color-
Mnist (VLAG Palette) in Figure 4. Each sub-
domain in Figure 4 contains a random sample of 1000
mnist images. Random seed is shared for the different
sub-domains of a nominal domain but different across
nominal domains. Each repetition is with different
starting random seed, 10 repetitions are done. The sub-
domains are combined to form one nominal domain and
50 percent is used for training, the rest for validation.
Comparison algorithms are DIVA [Ilse et al., 2019] and
Match-DG [Mahajan et al., 2020], while Deep-All is used
as baseline by pooling all training domain s together.
The 2nd domain is a bridge domain that connect the





Test Domain 1 Test Domain 3
DIVA 0.63 ± 0.05 0.68 ± 0.03
HDUVA 0.69 ± 0.05 0.71 ± 0.03
Deep-All 0.60 ± 0.05 0.68 ± 0.04
Match-DG 0.67 ± 0.06 0.70 ± 0.03
Table 3: Out of Domain Test Accuracy for Se-
quential Color-Mnist (Red Diverging Palette)
from Figure 5. Each sub-domain in Figure 5 con-
tains a random sample of 1000 mnist images. Random
seed is shared for the different sub-domains of a nominal
domain but different across nominal domains. Each rep-
etition is with different starting random seed, 10 repeti-
tions are done. The sub-domains are combined to form
one nominal domain and 50 percent is used for train-
ing, the rest for validation. Comparison algorithms are
DIVA [Ilse et al., 2019] and Match-DG [Mahajan et al.,
2020], while Deep-All by pooling all training domains
together is used as baseline. The 2nd domain is a bridge
domain that connect the 1st and 3rd domain, so it is not




Test Domain 1 Test Domain 3
DIVA 0.53 ± 0.05 0.63 ± 0.05
HDUVA 0.56 ± 0.05 0.68 ± 0.05
Deep-All 0.53 ± 0.06 0.61 ± 0.06
Match-DG 0.44 ± 0.04 0.67 ± 0.10
subset of MNIST, by 30, 45 and 60 degrees respectively.
In this way, each nominal domains has two rotation
degrees of overlap corresponding to 2000 instances that
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(a) 1st domain (b) 2nd domain (c) 3rd domain
Figure 5: Sequential Color-Mnist (Red Diverging
Palette). Background color taking 7 hue values span-
ning in the area between 0 and 350 hue degrees (red
spectrum) sequentially, with fixed saturation and light-
ning, foreground color takes equally spaced hue value in
the complete hue circle with fixed saturation and light-
ning. Background and foreground colors are zipped.
The first 3 color schemes representing 3 sub-domains
compose the first nominal domain in Fig. 5a, the 2nd
nominal domain take the middle 3 color schemes with
one color scheme overlap with the 1st and another color
scheme overlap with the 3rd nominal domain in Fig. 5b.
The 2nd nominal domain serves as a bridge between the
other two nominal domains. Out of domain test accu-
racy is reported in Table 3.
have the same rotation. We use these 2 nominal
domains for training, and simulate a sequential domain
shift for testing with rotation angles of 0, 22 and 75
degrees. We sampled images from both nominal training
domains as well the continuously shifted test domain
and plot their topic distributions in Figure 6. We
expect the topics of the training domains to overlap
substantially, due to the shared rotation angles. We
further expect for the topics of the test domain to span
the entire range of topics from both training domains.
Figure 6 illustrates that HDUVA indeed assigns similar
domain topics to many instances from both training
domains, while samples from the test domain span the
entire range of topics.
4.5 State of the art Domain Generalization
benchmark We finally compare HDUVA to state-of-
the-art domain generalization algorithms for a standard
domain generalization task, where domain information
is available on largely different domains. Table 5
shows algorithm performance on the PACS dataset [Li
et al., 2017] which is a popular domain generalization
benchmark.We use AlexNet [Krizhevsky et al., 2012,
2017] as the neural network architecture for qφy (zy|x)
Figure 6: Topic plot of overlapped domains
and qω(y|zy)] in our model in Equation 3.8. For fair
comparison, the rest of the algorithms also use AlexNet
as classifier.
Table 5 shows that the performance of HDUVA
is comparable to state-of-the-art performances on the
PACS dataset. Notably, HDUVA without using do-
main label ties DIVA, and with weak domain super-
vision variant introduced in Appendix B which we coin
WHDUVA, the performance improves over DIVA. With
the contrastive pretrain phase of Mahajan et al. [2020]
as the initialization for the AlexNet of HDUVA, the per-
formance over the sketch test domain further improves
by 3 percent. Deep-All by pooling all training domain
together remain a strong baseline where we outperform
Deep-All in 3 out of 4 test domains and ties the other
one. While overall performance of methods such as JIG-
SAW is consistently better than HDUVA, it is based on
complex image manipulations. In contrast, HDUVA is
an interpretable model that can be used for different
data modalities and a larger number of tasks including
domain prediction and sample generation. Importantly,
HDUVA achieves competitive performance without us-
ing domain labels during training and without using val-
idation set (we conduct model selection using extended
ELBO in Equation 3.8, see supplement C). This en-
ables domain generalization for a much wider range of
use-cases than standard algorithms.
5 Conclusion
We proposed an Hierarchical Domain Invariant Varia-
tional Autoencoder, with the following improvements:
• Our approach does not require observed domain
labels during training, facilitating domain gener-
alization for a much wider range of applications.
Additionally, our approach does not need valida-
tion set for model selection but only use extended
ELBO for model selection.
• In the presence of domain-substructure, our al-
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Table 4: Malaria Virtual Hospital from Malaria
Dataset. Patients with ID starting with C1, C6, C8,
C9 are grouped to form 4 virtual hospitals as 4 nominal
domains. Virtual hospital C6 has 10 patients with 1061
infected cell images (in total 1748 images). Virtual
hospital C8 has 10 patients with 957 infected cell images
(in total 1638 images). Virtual hospital C9 has 10
patients with 1284 infected cell images (in total 1964
images). Virtual hospital C1 has 90 patients with 8023
infected cell images (in total 14190 images). Each time,
we combine the C6, C8, C9 virtual hospital domain
as 3 training domains and sample 20 percent of the
images for training. 20 random repetitions are done.
We report result on the test domain corresponding to
virtual hospital C1. Comparison algorithms are DIVA
[Ilse et al., 2019] and Match-DG [Mahajan et al., 2020],
while Deep-All is used as baseline by pooling all training
domains together.
Data source: [Rajaraman et al., 2018]
Malaria Cell Classification Test Accuracy
DIVA 0.83 ± 0.06
HDUVA 0.87 ± 0.05
Deep-All 0.84 ± 0.05
MatchDG 0.85 ± 0.09
gorithm is able to robustly disentangle domain-
specific variation from class-label specific variation.
• Our algorithm is able to model domain overlap via
interpretable topics and generalize to settings with
continuous domain shift.
• Our algorithm has a competitive performance even
in standard domain generalization tasks, where
observed domain information is available on clearly
separated domains.
• We proposed evaluation dataset for benchmarking
hierarchical and sequential domain shift.
Supplemental Materials
In the supplementary material, to facilitate easy refer-
ence, we use consecutive Figure and Table numbering
following the main article. In section A we explain an
alternative inference algorithm inspired by Ladder-VAE
[Sønderby et al., 2016] for our proposed model. In sec-
tion B, we introduce weak domain supervision methods
for both inference algorithms. In section C, we list fur-











Figure 7: LHDUVA: Ladder Hierarchical Domain Un-
supervised Variational Auto-encoding
A Alternative Inference Method for HDUVA
We propose an alternative inference algorithm for our
model. The graphical model for the Ladder-VAE ver-
sion of our model is shown in Figure 7 which we coind
LHDUVA. The corresponding variational posterior and
ELBO is explained below. We summarize this alterna-
tive algorithm in Algorithm 2.
A.1 Inference for LHDUVA In Figure 7, we fac-
















For the approximate posterior distributions of zx,
zd and zy, we follow Ilse et al. [2019] and assume
fully factorized Gaussians with parameters given as a










d |x(l,i))qφx(z(l,i)x |x(l,i))qφy (z(l,i)y |x(l,i))(A.2)
Encoders qφy , qφd and qφx are parameterized by φy,
φd and φx using separate neural networks to model
respective means and variances as function of x.
For the form of the approximate posterior distribu-
tion of the topic s we chose a Dirichlet distribution:
qφs(s





where φs parameterizes the concentration parameter
based on zd, using a neural network.
A.2 ELBO for LHDUVA Given the priors and
factorization described above, we can optimize the
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Table 5: Domain Generalization in PACS Dataset with AlexNet Classifier
Methods Art Painting Cartoon Photo Sketch Ave.
Factorization [Li et al., 2017] 0.63 0.67 0.90 0.58 0.69
MLDG [Li et al., 2018] 0.66 0.67 0.88 0.59 0.70
SourceCombo [Mancini et al., 2018] 0.64 0.67 0.90 0.60 0.70
MetaReg [Balaji et al., 2018] 0.70 0.70 0.91 0.59 0.73
GLCM [Wang et al., 2019] 0.67 0.70 0.88 0.56 0.70
Jigsaw [Carlucci et al., 2019] 0.68 0.72 0.89 0.65 0.74
AFLAC [Akuzawa et al., 2018] 0.61 0.64 0.83 0.59 0.67
MatchDG [Mahajan et al., 2020] 0.67 ±0.01 0.69 ± 0.01 0.89 ± 0.01 0.63 ± 0.02 0.72
DIVA [Ilse et al., 2019] 0.64 ± 0.02 0.66 ± 0.003 0.87 ± 0.01 0.58 ± 0.03 0.69
Deep-All 0.64 ± 0.01 0.67 ± 0.02 0.85 ± 0.02 0.56 ± 0.02 0.68
HDUVA 0.65 ± 0.01 0.66 ± 0.01 0.87 ± 0.01 0.58 ± 0.01 0.69
WHDUVA∗ 0.64 ± 0.01 0.67 ± 0.02 0.88 ± 0.01 0.60 ± 0.02 0.70
LHDUVA∗∗ 0.65 ± 0.003 0.69 ± 0.02 0.87 ± 0.004 0.55 ± 0.002 0.69
HDUVA-CTR∗∗∗ 0.65 ± 0.01 0.66 ± 0.02 0.88 ± 0.01 0.63 ± 0.003 0.71
∗ WHDUVA: weak domain-supervision added to HDUVA as explained in Appendix B.
∗∗LHDUVA: Ladder Hierarchical Domain Unsupervised Variational Auto-encodingexplained in Appendix A.
∗∗∗HDUVA-CTR: Use the contrastive learning phase (pretrain phase) of Mahajan et al. [2020] as initialization for
AlexNet of HDUVA.
Part of the table is adapted from https://domaingeneralization.github.io/.
model parameters by maximizing the evidence lower
bound (ELBO). We can write the ELBO for a given
input-output tuple (x, y) as:
ELBO(x, y) = Eq(zd|x),q(zx|x),q(zy|x) log pθ(x|zd, zx, zy)
− βxKL(qφx(zx|x)||pθx(zx))− βyKL(qφy (zy|x)||pθy





where we use β to represent the multiplier in the Beta-
VAE setting [Higgins et al., 2016], further encouraging
disentanglement of the latent representations.
We add an auxiliary classifier qω(y|z), which is
parameterized by ω, to encourage separation of classes
y in zy. The LHDUVA objective then becomes:
F(x, y) = ELBO(x, y) + γyEqφy (zy|x)[log qω(y|zy)]
(A.5)
To efficiently perform inference with the dependent
stochastic variables zd and s, we follow Sønderby et al.
[2016] and adapt the ELBO using the Ladder VAE
approach as detailed in the next section.
A.2.1 Dealing with Dependent Stochastic Vari-









= q(s|zd, x)q(zd|x) = q(s|zd)q(zd|x)(A.6)
where conditional independence of s from x is assumed.
As pointed out by Chen et al. [2016], Tomczak and
Welling [2018], this can lead to inactive stochastic
units. We follow Sønderby et al. [2016] and recursively
correct the generative distribution by a data dependent
approximate likelihood. Additionally, we implement a
deterministic warm-up period of β following Sønderby
et al. [2016], Ilse et al. [2019], in order to prevent the
posterior of the latent representation from aligning too
quickly to its prior distribution.
B Weak Supervision on domains
In many scenarios only incomplete domain information
is available. For example, due to privacy concerns, data
from from different customers within a region may be
pooled so that information on the nominal domain at
customer-level is lost and only higher-level domain in-
formation is available. In other settings, substantial
heterogeneity may exist in a domain and various un-
observed sub-domains may be present. We introduce
two techniques for weak supervision on domains, allow-
ing the model to infer such lower-level domains or sub-
domain information in the form of a topic s.
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B.1 Topic Distribution Aggregation To indicate
that a group of samples ”weakly” belong to one domain,
we aggregate the concentration parameter of the poste-
rior distribution of s for all samples in a minibatch (note















We then use the aggregated concentration parame-
ter to sample a topic from a Dirichlet distribution:





The conditional prior of z
(l,i)
d (equation 3.2) then shares
this same topic for all samples in the ith mini-batch. We
interpret this topic-sharing across samples in a mini-
batch as a form of regularized weak supervision. In
one-hot encoded approaches, all samples from the same
nominal domain would share the same topic. In con-
trast, sharing a topic in the conditional prior of the la-
tent representation across samples in a mini-batch pro-
vides a weak supervision, whilst allowing for an efficient
optimisation via SGD. Note that concentration param-
eters for a mini-batch are only aggregated during train-
ing, at test time sample-specific posterior concentration
parameters are used.
B.2 Weak domain distribution supervision
with MMD DIVA encourages separation of nominal
domains in the latent space zd by fitting an explicit do-
main classifier which might limit model performance in
the case of incomplete domain information. To miti-
gate these limitations but still weakly encourage sepa-
ration between different nominal domains, we constrain
the HDUVA objective based on the Maximum-Mean-
Discrepancy (MMD) [Gretton et al., 2012] between pair-
wise domains.
Denoting Cdmmd as the minimal distance computed
by MMD as an inequality constraint, we can write the














B.3 Practical considerations In practice, we
transform the constrained optimization in Equation B.9
with a Langrange Multiplier. This leads to the final loss
in Equation B.10, where γ
(l)
d denotes the Lagrange mul-













Superscript agg and ladder in Equation B.10 refer to
batch-wise aggregation of the concentration parameter
and the ladder approach described above.
Algorithm 2 LHDUVA
1: while not converged or maximum epochs not
reached do
2: warm up β defined in Equation A.4, as in
[Sønderby et al., 2016]
3: fetch mini-batch {x, y} ={x(l,i), y(l,i)}
4: compute parameters for qφx(zx|x), qφy (zy|x),
qφd(zd|x)
5: sample latent variable zqx, z
q
y and compute
[log qω(y|zy)] in equation A.5
6: sample zqd, infer concentration parameter φs(zd)
and aggregate according to Equation B.7
7: sample topic s from aggregated φaggs (zd1:M ) ac-
cording to Equation B.8.
8: compute prior distribution for zd using s
9: adapt posterior of qφd(zd) with ladder-vae method
[Sønderby et al., 2016]
10: sample zqd from adapted qφd(zd)
11: compute pθ(x|zx, zy, zd) using sampled zqx, zqy, zqd
12: compute KL divergence for zd, zx and zy, s in
Equation A.4
13: compute pair wise MMD of the nominal domains
14: aggregate loss according to B.10 and update
model
15: end while
C Other experiment details
For comparing algorithms, we implemented DIVA [Ilse
et al., 2019] and MatchDG [Mahajan et al., 2020], and
use the same hyper-parameters suggested by the original
paper. For HDUVA, we match the hyper-parameters in
[Ilse et al., 2019], where we take the latent dimension
for each latent code is taken to be 64, i.e. zx = zy =
zd = 64. The classifier is taken to be a one layer neural
network with Relu activation. For all experiments, γy
in equation 3.8 is taken to be 1e5, while the β values
are taken to be 1, warm-up of KL divergence loss in
Equation 3.7 is taken to be 100 epochs. We use topic
dimension of 3 for HDUVA.
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For the malaria experiment, we run with maxi-
mum 1000 epochs, with early stopping tolerance of 100
epochs. For HDUVA, we use ELBO directly as model
selection criteria, for the rest of the algorithms, we use
validation accuracy as model selection criteria. That
means, we do not use the validation set at all.
The mnist related experiments are run with
maximum 500 epochs with early stopping tolerance
of 100 epochs. For HDUVA, we use ELBO directly
as model selection criteria, for the rest of the algo-
rithms, we use validation accuracy as model selection
criteria. That means, we do not use the validation
set at all. We use a learning rate of 1e-4 for DIVA
and HDUVA, a learning rate of 1e-5 (better than
1e-4) for Deep-All and the suggested learning rate
for MatchDG. For experiments regarding MNIST,
including MNIST rotation overlap 4.4, colored mnist
combination 4.1, and domain overlapped color-mnist
in 4.2, we use random sub-samples (each contains




For the PACS experiment, we run with maximum
500 epochs, with early stopping criteria of 5 epochs
to save computation resources. For HDUVA, we use
ELBO directly as model selection criteria, for the rest
of the algorithms, we use validation accuracy as model
selection criteria. That means, we do not use the
validation set at all. We use a learning rate of 1e-5
for HDUVA, DIVA, Deep-All and use default learning
rate of MatchDG.
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