TYPES OF OPTIMIZATION TECHNIQUES
In Chapter 1 we defined the general form of a problem that managerial economics attempts to analyze. The basic form of the problem is to identify the alternative means of achieving a given objective and then to select the alternative that accomplishes the objective in the most efficient manner, subject to constraints on the means. In programming terminology, the problem is optimizing the value of some objective function, subject to any resource and/or other constraints such as legal, input, environmental, and behavioral restrictions.
In 1990 the U.S. Air Force publicly unveiled its newest long-range strategic bomber-the B-2 or "Stealth" bomber. This plane is characterized by a unique flying wing design engineered to evade detection by enemy radar. The plane has been controversial because of its high cost. However, a lesser-known controversy relates to its fundamental design.
The plane's flying wing design originated from a secret study of promising military technologies that was undertaken at the end of World War II. The group of prominent scientists who undertook the study concluded that a plane can achieve maximum range if it has a design in which virtually all the volume of the plane is contained in the wing. A complex mathematical appendix was attached to the study that purported to show that range could be maximized with the flying wing design.
However, a closer examination of the technical appendix by Joseph Foa, now an emeritus professor of engineering at George Washington University, discovered that a fundamental error had been made in the initial report. It turned out that the original researchers had taken the first derivative of a complex equation for the range of a plane and found that it had two solutions. The original researchers mistakenly concluded that the all-wing design was the one that maximized range, when, in fact, it minimized range. In this chapter we introduce some of the same optimization techniques applied to an analysis of the Stealth bomber project. We develop tools designed to maximize profits or minimize costs. Fortunately, the mathematical functions we deal with in this chapter and throughout the book are much simpler than those that confronted the original "flying wing" engineers. We introduce techniques that can be used to check whether a function, such as profits or costs, is being minimized or maximized at a particular level of output. 
M A N A G E R I A L C H A L L E N G E
A Skeleton in the Stealth Bomber's Closet 1 Mathematically, we can represent the problem as Optimize y ϭ f(x 1 , x 2 , . . . , x n ) [A.1] subject to g j (x 1 , x 2 , . . . , x n ) b j j ϭ 1, 2, . . . , m [A.2] where Equation A.1 is the objective function and Equation A.2 constitutes the set of constraints imposed on the solution. The x i variables, x 1, x 2 , . . ., x n , represent the set of decision variables, and y ϭ f(x 1 , x 2 , . . ., x n ) is the objective function expressed in terms of these decision variables. Depending on the nature of the problem, the term optimize means either maximize or minimize the value of the objective function. As indicated in Equation A.2, each constraint can take the form of an equality (ϭ) or an inequality (Յ or Ն) relationship.
Complicating Factors in Optimization
Several factors can make optimization problems fairly complex and difficult to solve. One such complicating factor is the existence of multiple decision variables in a problem.
Relatively simple procedures exist for determining the profit-maximizing output level for the single-product firm. However, the typical medium-or large-size firm often produces a large number of different products, and as a result, the profit-maximization problem for such a firm requires a series of output decisions-one for each product. Another factor that may add to the difficulty of solving a problem is the complex nature of the relationships between the decision variables and the associated outcome. For example, in public policy decisions on government spending for such items as education, it is extremely difficult to determine the relationship between a given expenditure and the benefits of increased income, employment, and productivity it provides. No simple relationship exists among the variables. Many of the optimization techniques discussed here are only applicable to situations in which a relatively simple function or relationship can be postulated between the decision variables and the outcome variable. A third complicating factor is the possible existence of one or more complex constraints on the decision variables. For example, virtually every organization has constraints imposed on its decision variables by the limited resources-such as capital, personnel, and facilities-over which it has control. These constraints must be incorporated into the decision problem. Otherwise, the optimization techniques that are applied to the problem may yield a solution that is unacceptable from a practical standpoint. Another complicating factor is the presence of uncertainty or risk. In this chapter, we limit the analysis to decision making under certainty, that is, problems in which each action is known to lead to a specific outcome. Chapter 2 examines methods for analyzing decisions involving risk and uncertainty. These factors illustrate the difficulties that may be encountered and may render a problem unsolvable by formal optimization procedures.
Constrained versus Unconstrained Optimization
The mathematical techniques used to solve an optimization problem represented by Equations A.1 and A.2 depend on the form of the criterion and constraint functions. The simplest situation to be considered is the unconstrained optimization problem. In such a problem no constraints are imposed on the decision variables, and differential calculus can be used to analyze them. Another relatively simple form of the general optimization problem is the case in which all the constraints of the problem can be expressed as equality
The technique of Lagrangian multipliers can be used to find the optimal solution to many of these problems. Often, however, the constraints in an economic decision-making problem take the form of inequality relationships (Յ or Ն) rather than equalities. For example, limitations on the resources-such as personnel and capital-of an organization place an upper bound or budget ceiling on the quantity of these resources that can be employed in maximizing (or minimizing) the objective function. With this type of constraint, all of a given resource need not be used in an optimal solution to the problem. An example of a lower bound would be a loan agreement that requires a firm to maintain a current ratio (that is, ratio of current assets to current liabilities) of at least 2.00. Any combination of current assets and current liabilities having a ratio greater than or equal to 2.00 would meet the provisions of the loan agreement. Such optimization procedures as the Lagrangian multiplier method are not suited to solving problems of this type efficiently; however, modern mathematical programming techniques have been developed that can efficiently solve several classes of problems with these inequality restrictions.
Linear-programming problems constitute the most important class for which efficient solution techniques have been developed. In a linear-programming problem, both the objective and the constraint relationships are expressed as linear functions of decision variables. 2 Other classes of problems include integer-programming problems, in which some (or all) of the decision variables are required to take on integer values, and quadraticprogramming problems, in which the objective relationship is a quadratic function of the decision variables.
3 Generalized computing algorithms exist for solving optimization problems that meet these requirements.
The remainder of this chapter deals with the classical optimization procedures of differential calculus. Lagrangian multiplier techniques are covered in the Appendix. Linear programming is encountered in Web Chapter B.
CONSTRAINED OPTIMIZATION: OPTIMIZING FLIGHT CREW SCHEDULES AT AMERICAN AIRLINES
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One problem that faces major airlines, such as American Airlines, is the development of a schedule for airline crews (pilots and flight attendants) that results in a high level of crew utilization. This scheduling problem is rather complex because of Federal Aviation Administration (FAA) rules designed to ensure that a crew can perform its duties without risk from fatigue. Union agreements require that flight crews receive pay for a contractually set number of hours of each day or trip. The goal for airline planners is to construct a crew schedule that meets or exceeds crew pay guarantees and does not violate FAA rules. With the salary of airline captains at $140,000 per year or more, it is important that an airline make the maximum possible usage of its crew personnel. Crew costs are the second largest direct operating cost of an airline.
The nature of the constrained optimization problem facing an airline planner is to minimize the cost of flying the published schedule, subject to the following constraints:
1. Each flight is assigned only one crew.
2
A linear relationship of the variables x 1 , x 2 ,. . ., x n is a function of the form:
where all the x variables have exponents of 1. 
Example http://
Decision science modeling at American Airlines is described at http://www.amrcorp.com/ corpcomm.htm 2. Each pairing of a crew and a flight must begin and end at a home "crew base," such as Chicago or Dallas for American. 3. Each pairing must be consistent with union work rules and FAA rules. 4. The number of jobs at each crew base must be within targeted minimum and maximum limits as specified in American' s personnel plan.
American was able to develop a sophisticated constrained optimization model that saved $18 million per year compared with previous crew allocation models used.
DIFFERENTIAL CALCULUS
In Chapter 2, marginal analysis was introduced as one of the fundamental concepts of economic decision making. In the marginal analysis framework, resource-allocation decisions are made by comparing the marginal benefits of a change in the level of an activity with the marginal costs of the change. A change should be made as long as the marginal benefits exceed the marginal costs. By following this basic rule, resources can be allocated efficiently and profits or shareholder wealth can be maximized.
In the profit-maximization example developed in Chapter 2, the application of the marginal analysis principles required that the relationship between the objective (profit) and the decision variable (output level) be expressed in either tabular or graphic form. This framework, however, can become cumbersome when dealing with several decision variables or with complex relationships between the decision variables and the objective. When the relationship between the decision variables and criterion can be expressed in algebraic form, the more powerful concepts of differential calculus can be used to find optimal solutions to these problems.
Relationship between Marginal Analysis and Differential Calculus
Initially, let us assume that the objective we are seeking to optimize, Y, can be expressed algebraically as a function of one decision variable, X, Y ϭ f(X) [A.3] Recall that marginal profit is defined as the change in profit resulting from a one-unit change in output. In general, the marginal value of any variable Y, which is a function of another variable X, is defined as the change in the value of Y resulting from a one-unit change in X. The marginal value of Y, M y , can be calculated from the change in Y, ⌬Y, that occurs as the result of a given change in X, ⌬X:
When calculated with this expression, different estimates for the marginal value of Y may be obtained, depending on the size of the change in X that we use in the computation. The true marginal value of a function (e.g., an economic relationship) is obtained from Equation A.4 when ⌬X is made as small as possible. If ⌬X can be thought of as a continuous (rather than a discrete) variable that can take on fractional values, 5 then in calculating M y by Equation A.4, we can let ⌬X approach zero. In concept, this is the approach M y ϭ ⌬Y ⌬X taken in differential calculus. The derivative, or more precisely, first derivative, 6 dY/dX, of a function is defined as the limit of the ratio ⌬Y/⌬X as ⌬X approaches zero; that is,
Graphically, the first derivative of a function represents the slope of the curve at a given point on the curve. The definition of a derivative as the limit of the change in Y (that is, ⌬Y) as ⌬X approaches zero is illustrated in Figure A .1(a). Suppose we are interested in the derivative of the Y ϭ f(X) function at the point X 0 . The derivative dY/dX measures the slope of the tangent line ECD. An estimate of this slope, albeit a
It is also possible to compute second, third, fourth, and so on, derivatives. Second derivatives are discussed later in this chapter.
First Derivative of a Function
Derivative Measures the marginal effect of a change in one variable on the value of a function. Graphically, it represents the slope of the function at a given point. 
Process of Differentiation
The process of differentiation-that is, finding the derivative of a function-involves determining the limiting value of the ratio ⌬Y/⌬X as ⌬X approaches zero. Before offering some general rules for finding the derivative of a function, we illustrate with an example the algebraic process used to obtain the derivative without the aid of these general rules. The specific rules that simplify this process are presented in the following section.
PROCESS OF DIFFERENTIATION: PROFIT MAXIMIZATION AT ILLINOIS POWER
Suppose the profit, , of Illinois Power can be represented as a function of the output level Q using the expression
We wish to determine d/dQ by first finding the marginal-profit expression ⌬/⌬Q and then taking the limit of this expression as ⌬Q approaches zero. Let us begin by expressing the new level of profit ( ϩ ⌬) that will result from an increase in output to (Q ϩ ⌬Q). From Equation A.6, we know that
Expanding this expression and then doing some algebraic simplifying, we obtain
Subtracting Equation A.6 from Equation A.8 yields
Forming the marginal-profit ratio ⌬/⌬Q, and doing some canceling, we get
Example Taking 
Rules of Differentiation
Fortunately, we do not need to go through this lengthy process every time we want the derivative of a function. A series of general rules, derived in a manner similar to the process just described, exists for differentiating various types of functions.
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Constant Functions A constant function can be expressed as
where a is a constant (that is, Y is independent of X). The derivative of a constant function is equal to zero: which is graphed in Figure A .2(b) . Note that the slope of this function is equal to 2 and is constant over the entire range of X values. Applying the power function rule to this example, where a ϭ 2 and b ϭ 1, yields ϭ 2
Note that any variable to the zero power, e.g., X 0 , is equal to 1. Next, consider the function Y ϭ X 2 which is graphed in Figure A .2(c) . Note that the slope of this function varies depending on the value of X. Application of the power function rule to this example yields (a ϭ 1, b ϭ 2):
As we can see, this derivative (or slope) function is negative when X Ͻ 0, zero when X ϭ 0, and positive when X Ͼ 0.
Sums of Functions
Suppose a function Y ϭ f(X) represents the sum of two (or more) separate functions, f 1 (X), f 2 (X), that is,
The derivative of Y with respect to X is found by differentiating each of the separate functions and then adding the results: [A.17] This result can be extended to finding the derivative of the sum of any number of functions. 
RULES OF DIFFERENTIATION: PROFIT MAXIMIZATION AT ILLINOIS POWER (CONTINUED)
As an example of the application of these rules, consider again the profit function for Illinois Power, given by Equation A.6, that was discussed earlier:
In this example Q represents the X variable and represents the Y variable; that is, ϭ f(Q). The function f(Q) is the sum of three separate functions-a constant function, f 1 (Q) ϭ Ϫ40, and two power functions, f 2 (Q) ϭ 140Q and f 3 (Q) ϭ Ϫ10Q 2 . Therefore, applying the differentiation rules yields
This is the same result that was obtained earlier in Equation A.11 by the differentiation process.
Product of Two Functions
Suppose the variable Y is equal to the product of two separate functions f 1 (X) and f 2 (X): .18] In this case the derivative of Y with respect to X is equal to the sum of the first function times the derivative of the second, plus the second function times the derivative of the first. [A.19] For example, suppose we are interested in the derivative of the expression
Let f 1 (X) ϭ X 2 and f 2 (X) ϭ (2X Ϫ 3). By the above rule (and the earlier rules for differentiating constant and power functions), we obtain
Quotient of Two Functions
Suppose the variable Y is equal to the quotient of two separate functions f 1 (X) and f 2 (X):
For such a relationship the derivative of Y with respect to X is obtained as follows:
Example
As an example, consider the problem of finding the derivative of the expression Letting f 1 (X) ϭ 10X 2 and f 2 (X) ϭ 5X Ϫ 1, we have
Functions of a Function (Chain Rule)
Suppose Y is a function of the variable Z, Y ϭ f 1 (Z); and Z is in turn a function of the variable X, Z ϭ f 2 (X). The derivative of Y with respect to X can be determined by first finding dY/dZ and dZ/dX and then multiplying the two expressions together:
To illustrate the application of this rule, suppose we are interested in finding the derivative (with respect to X) of the function
where Z is related to X in the following way:
First, we find (by the earlier differentiation rules) and then
2 Ϫ 3 and differentiate Y with respect to X. The reader is asked to demonstrate in Exercise 24 that this approach yields the same answer as the chain rule.
Substituting the expression for Z in terms of X into this equation yields
These rules for differentiating functions are summarized in Table A .1.
APPLICATIONS OF DIFFERENTIAL CALCULUS TO OPTIMIZATION PROBLEMS
The reason for studying the process of differentiation and the rules for differentiating functions is that these methods can be used to find optimal solutions to many kinds of maximization and minimization problems in managerial economics.
Maximization Problem
Recall from the discussion of marginal analysis, a necessary (but not sufficient) condition for finding the maximum point on a curve (for example, maximum profits) is that the marginal value or slope of the curve at this point must be equal to zero. We can now express this condition within the framework of differential calculus. Because the derivative of a function measures the slope or marginal value at any given point, an equivalent necessary condition for finding the maximum value of a function Y ϭ f(X) is that the derivative dY/dX at this point must be equal to zero. This is known as the first-order condition for locating one or more maximum or minimum points of an algebraic function.
Summary of Rules for Differentiating Functions
Function Derivative
Product of Two Functions
Y ϭ f 1 (X) ⋅ f 2 (X)
Quotient of Two Functions
Functions of a Function
First-Order Condition A test to locate one or more maximum or minimum points of an algebraic function.
WEB CHAPTER A Optimization Techniques
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FIRST-ORDER CONDITION: PROFIT MAXIMIZATION AT ILLINOIS POWER (CONTINUED)
Using the profit function (Equation A.6) ϭ Ϫ40 ϩ 140Q Ϫ 10Q 2 discussed earlier, we can illustrate how to find the profit-maximizing output level Q by means of this condition. Setting the first derivative of this function (which was computed previously) to zero, we obtain 0 ϭ 140 Ϫ 20Q
Solving this equation for Q yields Q* ϭ 7 units as the profit-maximizing output level. The profit and first derivative functions and optimal solution are shown in Figure A. 3. As we can see, profits are maximized at the point where the function is neither increasing nor decreasing; in other words, where the slope (or first derivative) is equal to zero. 
F I G U R E A.3
Profit and First Derivative Functions
Second Derivatives and the Second-Order Condition
Setting the derivative of a function equal to zero and solving the resulting equation for the value of the decision variable does not guarantee that the point will be obtained at which the function takes on its maximum value. (Recall the Stealth bomber example at the start of the chapter.) The slope of a U-shaped function will also be equal to zero at its low point and the function will take on its minimum value at the given point. In other words, setting the derivative to zero is only a necessary condition for finding the maximum value of a function; it is not a sufficient condition. Another condition, known as the second-order condition, is required to determine whether a point that has been determined from the first-order condition is either a maximum point or minimum point of the algebraic function. This situation is illustrated in Figure A .4. At both points A and B the slope of the function (first derivative, dY/dX) is zero; however, only at point B does the function take on its maximum value. We note in Figure A .4 that the marginal value (slope) is continually decreasing in the neighborhood of the maximum value (point B) of the Y ϭ f(X) function. First the slope is positive up to the point where dY/dX ϭ 0, and thereafter the slope becomes negative. Thus we must determine whether the slope' s marginal value (slope of Second-Order Condition A test to determine whether a point that has been determined from the first-order condition is either a maximum point or a minimum point of the algebraic function. 
SECOND-ORDER CONDITION: PROFIT MAXIMIZATION AT ILLINOIS POWER (CONTINUED)
Returning to the profit-maximization example, the second derivative is obtained from the first derivative as follows:
Because d 2 /dQ 2 Ͻ 0, we know that a maximum-profit point has been obtained. An opposite condition holds for obtaining the point at which the function takes on a minimum value. Note again in Figure A 
Minimization Problem
In some decision-making situations, cost minimization may be the objective. As in profit-maximization problems, differential calculus can be used to locate the optimal points.
COST MINIMIZATION: KEYSPAN ENERGY
Suppose we are interested in determining the output level that minimizes average total costs for KeySpan Energy, where the average total cost function might be approximated by the following relationship (Q represents output):
Differentiating C with respect to Q gives Setting this derivative equal to zero and solving for Q yields Taking the second derivative, we obtain
Because the second derivative is positive, the output level of Q ϭ 250 is indeed the value that minimizes average total costs. Summarizing, we see that two conditions are required for locating a maximum or minimum value of a function using differential calculus. The first-order condition determines the point(s) at which the first derivative dY/dX is equal to zero. Having obtained one or more points, a second-order condition is used to determine whether the function takes on a maximum or minimum value at the given point(s). 
PARTIAL DIFFERENTIATION AND MULTIVARIATE OPTIMIZATION
Thus far in the chapter, the analysis has been limited to a criterion variable Y that can be expressed as a function of one decision variable X. However, many commonly used economic relationships contain two or more decision variables. For example, a production function relates the output of a plant, firm, industry, or country to the inputs employed-such as capital, labor, and raw materials. Another example is a demand function, which relates sales of a product or service to such variables as price, advertising, promotion expenses, price of substitutes, and income.
Partial Derivatives
Consider a criterion variable Y that is a function of two decision variables X 1 and X 2 :
Let us now examine the change in Y that results from a given change in either X 1 or X 2 . To isolate the marginal effect on Y from a given change in X 1 -that is, ⌬Y/⌬X 1 -we must hold X 2 constant. Similarly, if we wish to isolate the marginal effect on Y from a given change in X 2 -that is, ⌬Y/⌬X 2 -the variable X 1 must be held constant. A measure of the marginal effect of a change in any one variable on the change in Y, holding all other variables in the relationship constant, is obtained from the partial derivative of the function. The partial derivative of Y with respect to X 1 is written as ∂Y/∂X 1 and is found by applying the previously described differentiation rules to the Y ϭ f(X 1 ,X 2 ) function, where the variable X 2 is treated as a constant. Similarly, the partial derivative of Y with respect to X 2 is written as ∂Y/∂X 2 and is found by applying the differentiation rules to the function, where the variable X 1 is treated as a constant.
The following analysis is not limited to two decision variables. Relationships containing any number of variables can be analyzed within this framework.
Partial Derivative
Measures the marginal effect of a change in one variable on the value of a multivariate function, while holding constant all other variables.
PARTIAL DERIVATIVES: INDIANA PETROLEUM COMPANY
To illustrate the procedure for obtaining partial derivatives, let us consider the following relationship in which the profit variable, , is a function of the output level of two products (heating oil and gasoline) Q 1 and Q 2 :
Treating Q 2 as a constant, the partial derivative of with respect to Q 1 is obtained:
Similarly, with Q 1 treated as a constant, the partial derivative of with respect to Q 2 is equal to ϭ 100 Ϫ 16Q 2 Ϫ 6Q 1 [A.26] 
PARTIAL DERIVATIVES: DEMAND FUNCTION FOR SHIELD TOOTHPASTE
As another example, consider the following (multiplicative) demand function, where Q ϭ quantity sold, P ϭ selling price, and A ϭ advertising expenditures:
The partial derivative of Q with respect to P is ϭ Ϫ1.5P Ϫ1.50 A .25 Similarly, the partial derivative of Q with respect to A is ϭ .75P
Maximization Problem
The partial derivatives can be used to obtain the optimal solution to a maximization or minimization problem containing two or more X variables. Analogous to the first-order conditions discussed earlier for the one-variable case, we set each of the partial derivatives equal to zero and solve the resulting set of simultaneous equations for the optimal X values.
PROFIT MAXIMIZATION: INDIANA PETROLEUM COMPANY (CONTINUED)
Suppose we are interested in determining the values of Q 1 and Q 2 that maximize the company' s profits given in Equation A.24. In this case, each of the two partial derivative functions (Equations A.25 and A.26) would be set equal to zero:
This system of equations can be solved for the profit-maximizing values of Q 1 and Q 2 . 10 The optimal values are ϭ 5.77 units and ϭ 4.08 units. 11 The optimal total profit is equal to * ϭ Ϫ60 ϩ 140(5.77) ϩ 100(4.08) Ϫ 10(5.77) 2 Ϫ 8(4.08) 2 Ϫ 6(5.77)(4.08) ϭ 548.45
DEALING WITH IMPORT RESTRAINTS: TOYOTA
During the 1992 U.S. presidential campaign, there was extensive rhetoric about the "problem" of the U.S. balance of trade deficit with Japan, particularly about the level of Japanese auto imports into the United States. Some of the proposals that have been advanced to reduce the magnitude of this "problem," and thereby assist the U.S. auto industry, include the imposition of rigid car import quotas. Japanese manufacturers would be forced to restrict the number of cars that are exported to the United States. Had rigid import quotas been imposed, Japanese manufacturers would have had to take this constraint into consideration when making production, distribution, and new car introduction plans. Japanese manufacturers could no longer just seek to maximize profits. Profits could only be maximized subject to an aggregate constrained level of exports that could be sent to the U.S. market.
Shortly after, Japanese manufacturers responded to import constraints by raising prices, thereby making Japanese cars less price competitive with U.S.-built autos. Increases in prices by Japanese firms would give U.S. manufacturers additional room for raising their own prices. Indeed, in early 1992 in the face of threatened import quotas, Toyota announced significant price increases on the cars it sold in the United States. Over the longer term, Japanese firms have shifted their product mix to more profitable, larger (luxury) cars, abandoning some of their market share in smaller, less profitable vehicles to U.S. manufacturers.
As can be seen in this example, the imposition of additional constraints on the operating activities of a firm can have a substantial impact on its short-and long-term pricing and output strategies.
• Within the area of decision-making under certainty are two broad classes of problems-unconstrained optimization problems and constrained optimization problems.
• Marginal analysis is useful in making decisions about the expansion or contraction of an economic activity.
• Differential calculus, which bears a close relationship to marginal analysis, can be applied whenever an algebraic relationship can be specified between the decision variables and the objective or criterion variable.
• The first-derivative measures the slope or rate of change of a function at a given point and is equal to the limiting value of the marginal function as the marginal value is calculated over smaller and smaller intervals, that is, as the interval approaches zero.
The second-order conditions for obtaining a maximum or minimum in the multiple-variable case are somewhat complex. A discussion of these conditions can be found in most basic calculus texts.
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Exercise 25 at the end of the chapter requires the determination of these optimal values. Table A .1) for finding the derivative of specific types of functions.
• A necessary, but not sufficient, condition for finding the maximum or minimum points of a function is that the first derivative be equal to zero. This is known as the first-order condition.
• A second-order condition is required to determine whether a given point is a maximum or minimum. The second derivative indicates that a given point is a maximum if the second derivative is less than zero or a minimum if the second derivative is greater than zero.
• The partial derivative of a multivariate function measures the marginal effect of a change in one variable on the value of the function, holding constant all other variables.
• In constrained optimization problems, Lagrangian multiplier techniques can be used to find the optimal value of a function that is subject to equality constraints. Through the introduction of additional (artificial) variables into the problem, the Lagrangian multiplier method converts the constrained problem into an unconstrained problem, which can then be solved using ordinary differential calculus procedures. Lagrangian multiplier techniques are discussed and illustrated in the Appendix to this chapter.
1. Explain how the first and second derivatives of a function are used to find the maximum or minimum points of a function Y ϭ f(X). Illustrate your discussion with graphs. 2. Why is the first-order condition for finding a maximum (or minimum) of a function referred to as a necessary, but not sufficient, condition? 3. Defining Q to be the level of output produced and sold, suppose that the firm' s total revenue (TR) and total cost (TC) functions can be represented in tabular form as shown below. 
EXERCISES
6. Differentiate the following functions:
7. Defining Q to be the level of output produced and sold, assume that the firm' s cost function is given by the relationship
Furthermore, assume that the demand for the output of the firm is a function of price P given by the relationship Q ϭ 25 Ϫ P a. Defining total profit as the difference between total revenue and total cost, express in terms of Q the total profit function for the firm. (Note: Total revenue equals price per unit times the number of units sold.) b. Determine the output level where total profits are maximized. c. Calculate total profits and selling price at the profit-maximizing output level. d. If fixed costs increase from $20 to $25 in the total cost relationship, determine the effects of such an increase on the profit-maximizing output level and total profits. 8. Using the cost and demand functions in Exercise 7:
a. Determine the marginal revenue and marginal cost functions. b. Show that, at the profit-maximizing output level determined in part (b) of the previous exercise, marginal revenue equals marginal cost. This illustrates the economic principle that profits are maximized at the output level where marginal revenue equals marginal cost. 13. Bounds Inc. has determined through regression analysis that its sales (S) are a function of the amount of advertising (measured in units) in two different media. This is given by the following relationship (X ϭ newspapers, Y ϭ magazines):
a. Find the level of newspaper and magazine advertising that maximizes the firm' s sales. b. Calculate the firm' s sales at the optimal values of newspaper and magazine advertising determined in part (a). 14. The Santa Fe Cookie Factory is considering an expansion of its retail piñon cookie business to other cities. The firm' s owners lack the funds needed to undertake the expansion on their own. They are considering a franchise arrangement for the new outlets. The company incurs variable costs of $6 for each pound of cookies sold. The fixed costs of operating a typical retail outlet are estimated to be $300,000 per year. The demand function facing each retail outlet is estimated to be
where P is the price per pound of cookies and Q is the number of pounds of cookies sold. [Note: Total revenue equals price (P) times quantity (Q) sold.] a. What price, output, total revenue, total cost, and total profit level will each profit-maximizing franchise experience? b. Assuming that the parent company charges each franchisee a fee equal to 5 percent of total revenues, recompute the values in part (a) above. c. The Santa Fe Cookie Factory is considering a combined fixed/variable franchise fee structure. Under this arrangement each franchisee would pay the parent company $25,000 plus 1 percent of total revenues. Recompute the values in part (a) above.
Constrained Optimization and Lagrangian Multiplier Techniques
SIMPLE CONSTRAINED OPTIMIZATION
Web Chapter A discussed some of the techniques for solving unconstrained optimization problems. In this appendix the Lagrangian multiplier technique is developed to deal with some classes of constrained optimization problems. In Web Chapter B linear programming, a more general technique for dealing with constrained optimization, is developed. Most organizations have constraints on their decision variables. The most obvious constraints, and the easiest to quantify and incorporate into the analysis, are the limitations imposed by the quantities of resources (such as capital, personnel, facilities, and raw materials) available to the organization. Other more subjective constraints include legal, environmental, and behavioral limitations on the decisions of the organization.
When the constraints take the form of equality relationships, classical optimization procedures can be used to solve the problem. One method, which can be employed when the objective function is subject to only one constraint equation of a relatively simple form, is to solve the constraint equation for one of the decision variables and then substitute this expression into the objective function. This procedure converts the original problem into an unconstrained optimization problem, which can be solved using the calculus procedures developed in this Web Chapter.
CONSTRAINED PROFIT MAXIMIZATION: INDIANA PETROLEUM COMPANY
Consider again the two-product profit-maximization problem (Equation A.24) from Web Chapter A. Suppose that the raw material (crude oil) needed to make the products is in short supply and that the firm has a contract with a supplier calling for the delivery of 200 units of the given raw material during the forthcoming period. No other sources of the raw material are available. Also, assume that all the raw material must be used during the period and that none can be carried over to the next period in inventory. Furthermore, suppose that Product 1 requires 20 units of the raw material to produce one unit of output and Product 2 requires 40 units of raw material to produce one unit of output. The constrained optimization problem can be written as follows: In turn solving for Q 1 , we obtain ϭ 5.56 units Thus ϭ 5.56 and ϭ 2.22 is the optimal solution to the constrained profitmaximization problem.
Using the constraint to substitute for one of the variables in the objective function, as in the preceding example, will yield an optimal solution only when there is one constraint equation and it is possible to solve this equation for one of the decision variables. With more than one constraint equation and/or a complex constraint relationship, the more powerful method of Lagrangian multipliers can be employed to solve the constrained optimization problem.
LAGRANGIAN MULTIPLIER TECHNIQUES
The Lagrangian multiplier technique creates an additional artificial variable for each constraint. Using these artificial variables, the constraints are incorporated into the objective function in such a way as to leave the value of the function unchanged. This new function, called the Lagrangian function, constitutes an unconstrained optimization problem. The next step is to set the partial derivatives of the Lagrangian function for each of the variables equal to zero and solve the resulting set of simultaneous equations for the optimal values of the variables.
