INTRODUCTION

Some nonoscillatory
properties of a system of differential equations
Yl' = %lYl + %2Yz
Yn' = %lYl + %LzYz + %3Y3 + *-* + %nYn are considered in this paper. The problem is formulated as follows. Let n be a positive integer and let aij be a continuous real-valued function defined on (-co, co) for i = 1, . . . . n and j = 1,. .., i + 1. Suppose that ~+r never has value zero for i ,< n -1, and u,,,+r is the function of constant value one.
The differential operators Di and function classes J& are defined recursively by: (1) J;4a is the set of all real-valued continuous functions on (-co, co) and D,,(y) = y for y in &s, and (2) for 1 < p < 71, dD is the set of all y in -Q",r which has a continuous derivative and for y in &, ,
We will consider the nonoscillatory properties of the differential equation
The differential equation Dn(y) = 0 is related to the system (I) in that (1) if D,(y) = 0, then the vector {Di-l(y)}ln is a solution of the system (I), and (2) if the vector{yi)rn is a solution of the system (I), then y = yr is in 4 , Diel(y) = yc for 1 < i < 12 and DJy) = 0.
In Section 2, wronskians are used to extend results of Polya [I] In Section 5 the results of Sections 2, 3, and 4 are used to derive several theorems involving the disconjugacy of D, . Some of these theorems extend earlier results of Levin [2, 3] which apply to the classical operators.
Throughout I will denote the n x n identity matrix, Sij the kronecker delta and J a nondegenerate connected set of real numbers. If y is a function, theny is nontrivial meansy does not have value zero everywhere. The letter A denotes the n x n matrix of continuous functions (a,,}, where aii = 0 for i + 1 < j. If y is a real-valued, bounded function with domain K, then /j y IIK is the 1.u.b. of the set (1 y(x)1 : x in K}. For p in &a , q+(t) = max{O, q(t)} and q-= q -q+ .
WRONSKIANS AND NONOSCILLATION
The classical existence and uniqueness theorems for first order systems of differential equations [A gives for each number a and each vector of real numbers (ci} a unique vector of functions (y,} such that {yi} is a solution of (I) and y,(a) = ci for i = l,..., n. Let JY be the set of all y such that D,(y) = 0. Thus for each number a and vector {ci}, there is a unique member y of &' such that D,(y) = 0 and DieI = ci for i = l,..., 12. Since the set ~2 is the set of all first components yi of the system (I), & is at most n-dimensional. To see that & is n-dimensional, suppose that some linear combination of elements zi in & is identically zero. Then sucessively the functions D,(y) are found to be indentically zero. Hence linear dependence of zi , . . . . .a, implies linear dependence of the vectors (Dt-l(z,)}~~, , . . . . {Di-l(z,))~~l . Thus & is n-dimensional.
The wronskians defined below generalize those used by Barrett in the study of third and fourth order equations [5] . Throughout W,, is the function of constant value one. for i < n. Then for each i such that Wi never has value zero on J,
Proof. The proof follows by application of (2.0) to
A member y of =$* is said to have a zero of multiplicity k at a provided 
Dr&~m)(xt>, D&4W
and Q is the n x n subdeterminant obtained from P by deleting the first row and last column. We note from the above representation that N depends continuously on the points x1 ,..., x8. (a -S', a + S/2) implies there is a nontrivial y in ~2 with a zero of multiplicity i or greater at b and a zero of multiplicity n -i or greater at CI -6'. Thus the wronskians Wi , W,(x) = 2*(x, a -s') are nonzero on the set J* = (a -S', c] and no nontrivial member y of ~8 has n zeros on /*. This implies y+(a) 2 c which is a contradiction.
The proof v-(a) = u-is similar to the above proof. Since y has a zero of order k at (a + 8)/2, Y(X) = 0 for all x in (% 8). As for k = 1, this is a contradiction. Similarly, q-is increasing. Proof. Since each has a connected domain, by Corollary 3.5.1, each has a connected range. Since they are increasing, this implies that they are continuous. 
AN ADJOINT SYSTEM FOR (I)
Let K be the n x n matrix {/Q}&=~ defined by:
If B is an n x n matrix, then BT denotes the transpose of B and BR denotes the matrix (-I)"KBTK.
The operation (R) rotates the matrix B about the diagonal which runs from the lower left to the upper right corner and changes the sign of b, if i + j is even.
The following identities may be easily verified. The equation (4.2) is called self-adjoint provided AR = A. Let sZ,* and Sz, be defined as the solutions of (4.1) and (4.2), respectively, with initial value I at the number a.
The system of equations associated with the matrix equation (4.1) is
z2' = a n.n-l~~ -an-l,n-lz2 + an-2,n-lz3 (I*) when each pi has n -i continuous derivatives. We note that with the usual matrix formulation of (1 .O), DJy) = y'") forO<i<n-landD,=L. This is equivalent to
Thus we have Eq. (4.3).
Let the functions Zi*, 0 < i < n, and pLf be defined for the system (I*) as were the functions .Zi and v+ defined for (I). We then have 
The following corollaries are immediate consequences of Theorems 3.1, 3.2, and 4.2. Since the function N of Theorem 5.1 is not identically zero and depends continuously on the points x1 , . . . , xl, we have that if N is of constant sign 01 on (xi , xd) for some ordered 8 points in J with zeros of multiplicities Y, , . . . , rc , respectively, then N is of constant sign 01 for every choice of ordered 6' points in J with multiplicities y1 ,..., ~8, respectively. Hence the sign of N depends only on the integers y1 , . . . . rc .
Suppose D,, is disconjugate on J. If yI , ., ., ~8 are positive integers whose sum is n, then D, is said to be (+, rl ,..., ~8) disconjugate on J provided that the solution N of (B) withf = 1 is nonnegative on (x1 , x!). If the solution N is nonpositive, then D, is said to be (-, rl , .., 18) disconjugate on J. If 8 = 2, then D, is either (+, rl , YJ disconjugate on J or (-, Y, , YJ disconjugate on J.
If 0 < k < tl, then D, is said to be (n -k, k) disconjugate on J provided there does not exist a nontrivial function y such that D,(y) = 0, for some a, b in J, a < b, y has n -k zeros at a and k zeros at b and y is of constant sign on (a, b). If there does exist such ay, D, is said to have an (n -k, k) oscillation on J. Then ifLi is disconjugate on J, k is even (odd) and qz(x) 3 ql(x) (qz(x) < ql(x)), L, is (n -k, k) disconjugate on J.
COROLLARY 5.4.1. If q in Example 2 is nonnegative (nonpositive) and k is even (odd), then L is (n -k, k) disconjugute on J. Then by (2.1) N is given by N(x) = (x -a>"-"(% -6)*/n!.
It is easily calculated that 1) iVIIJ = (6 -a)"(n -k)n-kkk/lnnn!.
Condition (5.8) then becomes 1) qol I), < n%!/(b -a)n(n -k)n-kk*, where 01 is + if k is even and 01 is -if k is odd.
