The "carbon copy onto dirty paper" (CCDP) channel is the compound "writing on dirty paper" channel in which the channel output is obtained as the sum of the channel input, white Gaussian noise and a Gaussian state sequence randomly selected among a set possible realizations. The transmitter has non-causal knowledge of the set of possible state sequences but does not know which sequence is selected to produce the channel output. We study the capacity of the CCDP channel for two scenarios: 1) the state sequences are independent and identically distributed; and 2) the state sequences are scaled versions of the same sequence. In the first scenario, we show that a combination of superposition coding, time-sharing, and Gel'fand-Pinsker binning is sufficient to approach the capacity to within 3 bits per channel use for any number of possible state realizations. In the second scenario, we derive capacity to within 4 bits per channel use for the case of two possible state sequences. This result is extended to the CCDP channel with any number of possible state sequences under certain conditions on the scaling parameters, which we denote as "strong fading" regime. We conclude by providing some remarks on the capacity of the CCDP channel in which the state sequences have any jointly Gaussian distribution.
of the Gaussian point-to-point channel. Unfortunately, the performance of the capacity-achieving transmission scheme in [2] quickly degrades in the presence of uncertainty in the channel knowledge: for this reason, it is of great interest to extend Costa's result to models in which only partial channel knowledge is available at the users.
In the following, we investigate the compound version of the WDP channel, the CCDP channel [3] . This channel models the WDP channel in which the channel state sequence is randomly drawn among a set possible realizations, all anticausally known only at the transmitter. The CCDP channel is obtained from the compound channel model [4] by letting the output at each compound receiver equal the sum of the channel input, white Gaussian noise and a Gaussian state known only at the transmitter. The CCDP channel is also equivalent to a Gaussian broadcast channel with a common message and with channel states known only at the transmitter [5] .
Related Results: The compound GP channel is the discrete memoryless compound channel in which the output at each compound receiver is a random function of the channel input and a state sequence non-causally known at the encoder. An achievable region for the two-receiver compound GP channel is presented in [6] and [7] where it is shown that using a common message improves over the coding scheme in which the transmitter simultaneously bins against both state realizations. 1 In [3] the authors introduce the CCDP channel as the compound GP channel with additive Gaussian state and additive Gaussian noise and derive the first inner and outer bounds for to capacity.
The CCDP channel can be used to model the WDP channel affected by slow fading and with receiver side information. This is obtained by letting the channel states be a scaled version of the same state sequence: we term this model "Writing on Slow Fading Dirt" (WSFD) channel. The fast fading counterpart of the WSFD channel, in which the state is multiplied by a fast fading process, is known as the "Writing on Fast Fading Dirt" (WFFD) channel. 2 The WFFD channel was first studied in [10] for the case in which an i.i.d. phase fading process affects the channel state. In [11] , the same authors derive upper and lower bounds to the outage probability for this model. Achievable rates under Gaussian signaling are derived in [12] for the channel in which the state is multiplied by a Gaussian fast fading process. The authors of [13] consider the case in which both the input and the state sequences are multiplied by the fading process. For this model, it is shown that the rate loss from full state pre-cancellation is vanishing in both the ergodic and quasi-static fading case and at both high and low SNRs. This result holds because fading affects the sum of state and input and thus Costa precoding as in the WDP channel is still effective. The model above is further investigated in [14] , which also considers the multi-antenna setting. In [14] algorithms are also proposed to determine the optimal linear pre-coding strategies which are shown to outperform Costa's linear assignment in the multiple antenna setting. In [15] , we derive the capacity to within a constant gap for the channel in which the fading only takes two possible values: this result is extended in [16] to include more general fading distribution and to consider the case in which the fading sequence is not known either at the transmitter or at the receiver.
A model which encompasses the CCDP channel as a special case is the state-dependent broadcast channel with a common message. This model is obtained from the CCDP channel by introducing an additional private message to be communicated between the transmitter and each receiver. A first achievable region for this channel is derived in [17] by combining coding strategies for the GP channel and the Gaussian broadcast channel. The approximate capacity for the case of two receivers is determined in [18] . The authors of [19] point out how the study of the Gaussian state-dependent broadcast channel with a common message appears more arduous than the study of the state-dependent broadcast channel with independent messages. This is due to the fact that the former model is not degraded and thus the capacity region with a common message cannot be directly deduced from the capacity region of the channel with independent messages.
Contributions: In the following, we investigate the capacity of the M-receiver CCDP channel. We focus, in particular, on two classes which we term (i) the "Writing on Random Dirty Paper" (WRDP) channel and (ii) the "Writing on Slow Fading Dirt" (WSFD) channel. The WRDP channel corresponds to the CCDP channel with i.i.d. channel state sequences while the WSFD channel is the CCDP channel in which the state sequences are scaled versions of the same sequence. We also consider a third model: (iii) the CCDP with "Equivalent States" (CCDP-ES) channel in which the channel states have the same variance and the same pairwise correlation.
For the models above, we characterize the approximate capacity 3 in the following classes:
Sec. IV-WRDP channel: For this model, we determine the approximate capacity for all parameter regimes and any number of compound receivers; we begin by considering the case of M = 2 receivers and successively extend this result to any value of M. Capacity is approached by having the transmitter send the superposition of two codewords: the bottom codeword treats the state as noise and is decoded by all 3 In the following, for brevity, we use the term "approximate capacity" in lieu of "capacity to within a constant gap". A precise definition of "approximate capacity" is provided in Def. 2. the users. The top codeword, instead, is time-shared among all receivers as it is pre-coded against the state in the m th channel output for a portion 1/M of the time.
Sec. V-WSFD channel: For this channel, we determine the approximate capacity for the case M = 2 and generalize this result to the case any value M only under some additional conditions on the channel parameters which we term "strong fading" conditions. As for the WRDP channel, the achievable strategies rely on superposition coding and state pre-cancellation with time-sharing among the different receivers. In the WSFD channel, though, simultaneous state pre-cancellation at multiple receivers is also necessary when channel states have high correlation.
Sec. VI-CCDP-ES channel: Here, as in the previous sections, we first derive the approximate capacity for the case of M = 2 compound receivers and then generalize this result to any value of M. For the CCDP-ES, we show that the channel state sequences can be decomposed in a common part, as in the WFD channel, and in an independent part, as in the WRDP channel, so that a combination of the results in Sec. V and Sec. V are sufficient to approach capacity.
Paper Organization
The remainder of the paper is organized as follows: in Sec. II we introduce the CCDP channel and specialize this model to obtain the WRDP, the WSFD, and the CCDP-ES channels. Sec. III presents the relevant results available in the literature. In Sec. IV we study the WRDP channel while, in Sec. V, we investigate the WSFD channel. The CCDP-ES is considered in Sec. VI. Finally, Sec. VII concludes the paper.
II. CHANNEL MODEL
The M-receiver CCDP channel, also depicted in Fig. 1 , is the compound channel with states known at the transmitter in which the output at the m th compound receiver is obtained as
where X N is the channel input, S N m the channel state sequence, Z N m a white Gaussian noise sequence with zero mean and unitary variance and c ≥ 0 without loss of generality. The transmitter, having knowledge of the state sequences, wishes to reliably communicate the message W ∈ W = [1 . . . 2 N R ] to each of the M compound receivers, despite the presence of the additive state and the additive noise. The channel input X N is subject to the average power constraint
For each channel use i , [S 1i . . . S Mi ] is an i.i.d. jointly Gaussian random vector with zero mean and covariance matrix S . 4 Depending on the structure of the covariance matrix S , the CCDP channel specializes in the following models:
• The WRDP channel: Corresponding to
where I M is the identity matrix of length M, that is, the channel states are independent white Gaussian sequences with zero mean and unitary variance.
• The WSFD channel: Corresponding to
for a = [a 1 . . . a m ], that is, each channel state sequence is equal to S m = a m S N where S N is a white Gaussian sequence with zero mean and unitary variance. For this model, we further assume a 1 ≤ a 2 ≤ . . . ≤ a M without loss of generality.
• The CCDP-ES channel: Corresponding to
where 1 M is the all-one row vector of size M, that is, the channel states are Gaussian sequences with zero mean, unitary variance and pairwise correlation ρ (the range of feasible values of ρ is discussed later in Lem. 5).
In the following, we assume standard definitions of code, probability of error, achievable rate and capacity.
Definition 1 (Code and Probability of Error): A (2 N R , N) code for the CCDP channel is defined by an encoding function f (·) with
for W ∈ W, and M decoding functions g m (·) for
The probability of error P e of a (2 N R , N) code for the CCDP channel is defined as
Note that the error probability in (8) is also averaged over all possible realizations of the state sequence vector [S N 1 . . . S N M ]. Definition 2 (Achievable Rate, Capacity, and Approximate Capacity): A rate R is said to be achievable on the 4 In the following, we use the short-hand notation
CCDP channel if, for any > 0, there exists a code (2 N R , N) such that R ≥ R while P e ≤ . The capacity C is defined as the supremum of all the achievable rates. An inner bound R IN ≤ C and an outer bound R OUT ≥ C such that
for all channel parameters and for some constant > 0 are said to determine the capacity to within an additive gap of bits per channel use (bpcu) or, for brevity, to characterize the approximate capacity to within bpcu. In the following, we focus on determining the approximate capacity for the CCDP channel to within a small gap for various parameter regimes. Although partial, these results provide a tight characterization of capacity at high SNR.
The channel model in (1) actually encompasses a larger class of compound channels with additive Gaussian states and additive Gaussian noise, as shown by the next lemma.
Lemma 3 (Generalized Channel Model): An M-receiver compound GP channel in which the output at the m th compound receiver is obtained as
where
, while the input is subject to a power in (2) can be reduced to the form of (1) without loss of generality.
Proof: The proof is provided in App. A. In the following, we refer to the term c in (1) as "state gain": although this term can be incorporated into the state covariance matrix S , it is convenient to use this parameter to scale the variance of the state sequence across all outputs.
A simple but important observation is as follows. Lemma 4: The capacity of the CCDP channel is decreasing in the state gain c.
Proof: The proof is provided in App. C. The next lemma establishes the valid range of pairwise correlation for the CCDP-ES channel.
Lemma 5: (Feasible Correlation for the CCDP-ES Channel): Let the matrix S be defined as in (5) : then S is
Proof: See App. B.
III. RELATED RESULTS
This section briefly reviews the results available in the literature which are relevant to the study of the CCDP channel.
• Gel'fand-Pinsker (GP) channel: The capacity for the GP channel [1, Th. 1] is obtained as
The expression in (11) is convex in P X |S,U for a fixed P U |S which implies that X can be chosen to be a deterministic function of U and S. On the other hand, this expression is neither convex nor concave in P U |S for a fixed P X |S,U : for this reason, it is not easy to obtain a closed-form expression of capacity or to evaluate it numerically.
• Writing on Dirty Paper (WDP) channel: One of the few channel models for which the maximization in (11) is known in closed-form is the WDP channel [2] . For this model the assignment
in (11) recovers the point-to-point capacity. This implies that full state pre-cancellation is possible regardless of the distribution of S.
• Carbon Copy onto Dirty Paper (CCDP) channel: The CCDP channel is the compound extension of the WDP channel.
In [3] the following bounds on the capacity of the 2-receiver WRDP channel are shown.
Theorem 6 (Inner and Outer Bounds for the 2-Receiver WRDP Channel [3, Ths. 3 and 4] ): Consider the 2-receiver WRDP channel: the capacity of this model is upper bounded as
and lower bounded as
The inner bound in (14) is derived using a common codeword treating the channel state as noise and a private codeword for each user. The private codewords employ lattice codes to precode the transmitted message against a linear combination of the two state sequences. The results in Th. 6 are also extended in [3] to the case of any number of compound receivers. 
• "Writing on Fast Fading Dirt" (WFFD) channel: In the WSFD channel, the output at each receiver contains the same state sequence S N multiplied by a different scaling factor: this models a WDP channel in which the channel state is affected by a slow fading process known at the receiver. The WFFD channel is the fast fading counterpart to the WSFD channel in which the channel output is obtained as
where • indicates the Hadamard product, with
and where A N in known only at the receiver. The terms X N and Z N in (16) are defined as in (1) . The capacity of the model in (16) is a special case of the capacity of the GP channel in (11) . In [20] , we derived alternative inner and outer bounds to the expression in (11) and show the approximate capacity for the case of antipodal fading realizations. Theorem 8 (Approximate Capacity for the WFFD Channel With Gaussian State and Antipodal Fading [20] ): Consider the WFFD channel in (16) for the case in which P A is the uniform distribution over the set {−1, +1}: the capacity for this model is upper bounded as
and the capacity lies to within a gap of 2 bpcu from the outer bound in (17) . The outer bound in (17) can be approached by a transmission scheme in which the channel input is the superposition of two codewords: the base codeword treats the channel state as noise while the top codeword is pre-coded against +S N .
IV. THE WRITING ON RANDOM DIRTY PAPER CHANNEL
In this section we derive the capacity of the M-receiver WRDP channel to within 2.25 bpcu: we begin by considering the case of two compound receivers and successively extend this result for any number of compound receivers. 
and the capacity lies to within a gap of 1 bpcu from the outer bound in (18) .
Proof: When c 2 ≤ 1, treating the channel states as additional noise attains the point-to-point capacity to within 1 bpcu. When P ≤ 1, the point-to-point capacity is necessarily smaller than 1 bpcu and thus the capacity of the WRDP channel is also smaller than 1 bpcu. The proof for c 2 > 1 and P > 1 is as follows.
Converse: Using Fano's inequality and similarly to [3, Th. 3] , we upper bound capacity as
The positive entropy terms in (19a) are bounded as
where (20a) follows from the Gaussian Maximizes Entropy (GME) property and (20b) follows from the fact that
where the change in variable in (21a) has unitary Jacobian. We continue the series of inequalities in (21) as
Combining (20b) and (22c) and for c 2 > 1 we have
The expression in (23) is convex in c 2 with a minimum in c 2 * = P + 1: following Lem. 4, decreasing the value of c 2 yields a channel with larger capacity. For this reason, substituting c 2 in (23) with min{c 2 , P + 1} yields the tighter outer bound. This substitution produces the outer bound in (18) . Achievability: Consider the achievable strategy schematically presented in Fig. 2 . The channel input is obtained as the A graphical representation of the capacity approaching scheme in Th. 9. superposition of a bottom codeword and two top codewords. The bottom codeword, X N SAN (SAN for State As Noise) with power α P, carries the message W SAN with rate R SAN . This codeword treats the state sequences as additional noise and is decoded at both receivers. The two top codewords, X N PAS−1 and X N PAS−2 (PAS for Pre-coded Against State), both have power α P for α = 1 − α and carry the message W PAS at rate R PAS . These two codewords are transmitted using time-sharing, each sent for half of the channel uses. The codeword X N PAS−1 is precoded against the state sequence S N 1 as in the classical WDP channel and is decoded only at receiver 1. Similarly, X N PAS−2 is pre-coded against S N 2 and decoded only at receiver 2. Since the private codewords carry the same message, each compound receiver is able to decode both W SAN and W PAS , thus attaining the rate
The expression in (24) can be maximized over α, the ratio between the power of the common and the private codewords. When P + 1 ≥ c 2 , the optimal value of α yields α P + 1 = c 2 S i , i ∈ {1, 2}. When c 2 ≥ P + 1, the optimal allocation yields α P = 0 and the transmission scheme reduces to precoding for each receiver for half of the time. As a result of the optimization over α in (24), we obtain the inner bound
By comparing the expression in (18) and (25), we conclude that the outer bound can be attained to within 1 bpcu. Next, we extend the result in Th. 9 to the case of any number of compound receivers. 
and the capacity lies to within a gap of 2.25 bpcu from the outer bond in (26). Proof: The converse proof is established using a recursion which extends on the outer bound derivation in the proof of Th. 9. The inner bound has the same spirt as the inner bound in Th. 9: the channel input is obtained as the superposition of M private codewords over a common codeword. The common codeword treats the channel states as noise and is decoded at all receivers, while the private codewords are transmitted using time-sharing. Additionally, the m th private codeword is precoded against the channel state at the m th compound receiver and all convey the same message. Similarly to (24) , the rate attainable with this strategy is
which can again be maximized over the power allocation parameter α. The full proof is provided in App. D. The result in Th. 10 essentially shows that it is not possible to effectively pre-code against multiple independent channel state realizations. Instead, a simple combination of time-sharing, superposition coding, and dirty paper coding is sufficient to closely approach capacity and other, more complex, transmission strategies such as joint binning, non-unique decoding and structure codes provide no substantial improvements. Remark 11 (Time-Sharing VS Code-Sharing): The achievable strategy in the proof of Th. 10 can be improved upon by using code-sharing instead of time-sharing as follows:
where [21] . As in the Gaussian broadcast channel, in which superposition coding performs at most 1 bpcu better then timesharing, the achievable strategy in (28) provides a bounded performance improvement over the time-sharing strategy used in the achievability proof of Th. 10. On the other hand, the simpler achievable strategy of Th. 10 can be more easily optimized as a function of the channel parameters.
Remark 12 (Non-Unique Decoding): Indirect or nonunique decoding as in [7] is not necessary for the result in Th. 10. As argued in [22] , joint (unique) decoding is sufficient to approach capacity to within a small gap. It can be shown that also for the scheme in Rem. 11, non-unique decoding does not provide rate improvements over unique decoding.
A. Discussion
The relatively simple expression of the result in Th. 10 is made possible by the assumption that the channel states all have equal variance. When the states have the same variance, treating the channel state as noise attains the same rate at all compound receivers. If the state sequences had different variance, we could improve upon the achievable scheme in Th. 10 by employing partially common codewords, i.e. codewords which are decoded by a subset of receivers. As an example consider the case of M = 3 with channel states of increasing variance, i.e.
In this case, a codeword treating the channel state at user 2 as additional noise can also be decoded at receiver 1 but it cannot be decoded at receiver 3. The use of partially common codeword necessarily introduces further constraints in the derivation of inner and outer bounds, leading to a more complex expression of the approximate capacity.
V. WRITING ON SLOW FADING DIRT CHANNEL
This section investigates the capacity of the M-receiver WSFD channel: as in Sec. IV, we begin by considering the case of two compound receivers and successively extend the analysis to the case of any M. For the 2-receiver WSFD channel we show the approximate capacity in all parameter regimes while, for the case of any number of compound receivers, we are able to show capacity only under some additional conditions on the set of scaling coefficients [a 1 . . . a M ].
Since the WSFD channel models the WDP channel in which the channel state is multiplied by a slow fading process, we refer to the term ca m S N as the fading-times-state term at the m th receiver. 5 For the 2-receiver WSFD channel, we simplify the notation in (1) as
where |a| ≥ 1 without loss of generality. Theorem 13 (Approximate Capacity for the 2-Receiver WSFD Channel):
Consider the 2-receiver WSFD channel in (29): the capacity for this model is upper bounded as and the capacity lies to within a gap of 4 bpcu from the outer bound in (30), as shown at the top of the next page.
Proof: The proof requires a number of algebraic manipulations to simplify and compare inner and outer bound expressions: these details are omitted for brevity. Converse: With a derivation similar to the converse proof in Th. 9, we obtain the outer bound 5 Note that this terminology is not coherent with the model definition in Sec. II but substantially facilitates the exposition of the results.
log(P + 1)
The outer bound in (31) is close to capacity for a ≤ −1 and a > 2: in this regime, Lem. 4 can be used to tightened the expression in (31) by substituting c 2 with min{c 2 , c 2 } in (31) for
Further bounding of the expression (31) in the interval a ∈ [1, 2] yields the expression in (30).
Achievability: For the model in (29), the achievable strategy employed in Th. 9 can be enhanced by pre-coding the common codeword against the state sequence S N as in the GP channel. Let U SAN be the random variable corresponding to the binned codeword and X SAN the random variable associated with the transmitted codeword: this strategy attains the rate R SAN for
For the expression in (33), we consider the assignment
with k ∈ R. A partial optimization over k in (34) yields the inner bound
As for the expression in (24), the expression in (35) can be optimized over α, the power allocation parameter. Gap to capacity: We separately consider three regimes of the fading coefficient a: a weak, medium and strong fading.
• Weak fading -a ∈ [1, 1 + 1/ min{ √ P, c}): Coding as in the WDP channel for the first compound receiver attains the rate
at the second compound receiver. In the given parameter regime, (36) is to within 1/2 bpcu from the point-to-point capacity.
• Strong fading -a ∈ R \ [−1, 2): When c 2 a 2 > P + 1, setting α = 0 in (35) attains the outer bound in (30) to within 1/2 bpcu. When c 2 a 2 ≤ P +1, instead, the inner bound in (35) for the assignment
is to within 3 bpcu from the outer bound in (30).
• Medium fading -a ∈ [1 + 1/ min{ √ P, c}, 2]: When either P ≤ 3 or c 2 ≤ 3, capacity can be attained to without 3 bpcu by treating the channel states as noise. For P > 3 and c 2 > 3, consider the achievable scheme in (35) for α = a − 1 which yields the inner bound
where a = a − 1. The inner bound in (38) is to within 3 bpcu from the outer bound in (30). The result in Th. 13 highlights the relationship between the WSFD channel, the WRDP channel and the WDP channel. For small positive values of a, i.e. 1 < a < 1+1/ min{ √ P, c}, the WSFD channel behaves essentially as a WDP channel since binning as in the WDP channel performs close to the AWGN capacity. When a ≤ −1 or a > 2, instead, the WSFD channel behaves similarly to the WRDP channel and the coding strategy in Th. 9 is sufficient to approach capacity. This implies that the correlation between the channel states cannot be exploited to improve the communication rates in this regime. For the remaining values of a, i.e. 1 + 1/ min{ √ P, c} ≤ a ≤ 2, the achievable scheme in (30) is necessary to approach capacity, as it allows for partial state pre-cancellation at both compound receivers simultaneously.
Remark 14: As for Rem. 11, in Th. 13 a very simple transmission strategy is sufficient to closely approach capacity. Although many coding techniques have been proposed for simultaneous state pre-cancellation, such as joint binning [6] non-unique decoding [7] , lattices codes [3] , multiple description codes [23] , Th. 13 shows that these strategies do not provide substantial improvements at high SNR.
Let us return to the strong fading conditions in Th. 13: when c 2 a 2 > P + 1, capacity can be approached by transmitting toward each compound receiver as in the WDP channel for half of the time. The next theorem extends this result to the case of any number of compound receivers.
Theorem 15 (Outer Bound and Approximate Capacity for the "Strong Fading" Regime and a 1 = 0): Consider the M-receiver WSFD channel with a 1 = 0, P ≥ 1 and
the capacity for this model is upper bounded as
and the capacity lies to within a gap of 1 2 log(M) + 2 bpcu from the outer bound in (40).
Proof: The converse proof extends the outer bound in Th. 13 in the strong fading regime to the case of any number of receivers M by determining conditions under which a recursion similar that in Th. 10 can be established. In the achievability proof, the encoder transmits toward each compound receiver as in the WDP channel for a portion 1/M of the time. The full proof is provided in App. E.
The strong fading conditions in Th. 15 are intuitively understood through the deterministic binary linear approximation of [24] of a Gaussian network: this model is particularly useful in understanding the interaction between the different signals producing a channel output through a powerful visualization. We briefly introduce this model here, solely for illustrative purposes: more details can be found in [24] and in the related literature. Consider the binary vector channel
where S is a binary matrix with S i j = δ i−1, j for (i, j ) ∈ [1 . . . m] 2 and X N k and S N k are the first k bits of the binary expansion of X N and S N respectively. Also let n p = log(P) and n a m = log(ca m ) and k = max{n p , n a m } so that the multiplication by S k−n p erases all but the n p most significant bits of the binary vector X k , k ∈ [1 . . . N]. Similarly, the multiplication S k−n am S k erases all but the n a m most significant bits of S k .
The model in (41) is also represented Fig. 3 : from a highlevel perspective, it approximates the behaviour of its Gaussian counterpart with a binary deterministic channel by replacing the additive noise with erasures and approximating the sum over R with the XORing of binary vectors.
Through the approximation in Fig. 3 we can better visualize the strong fading conditions in Th. 15. Consider Fig. 4 which represents, in vertical sections, the output at each compound receiver in the linear deterministic approximation of the 4-receiver WSFD. Each output is obtained from a different set of bits in the vector S k : as m increases, the value of a m increases and more bits of S k appear above the noise floor. When two coefficients a m and a m+1 are sufficiently close, the channel input sums with similar portions of the vector S k and the encoder is potentially able to pre-code its transmitted codeword for these two receivers simultaneously. When a m and a m+1 are sufficiently different, instead, the channel input sums with two independent portions of the sequence S k and the channel substantially reduces to a WRDP channel. This occurs when the ratio of a m+1 and a m is larger than the magnitude of the channel input, as illustrated in Fig. 4 , which approximatively corresponds to the conditions in (39).
The condition a 1 = 0 in Th. 15 is imposed only in order to obtain a relatively intuitive expression for the "strong fading" regime as in Fig. 4 . The next theorem presents a more general version of Th. 15.
Lemma 16 (Outer Bound and Approximate Capacity for the "Strong Fading" Regime):
Consider a M-receiver WSFD channel and let m = a m − a 1 for m ∈ [2 . . . M]: if
for some γ > 0, then the capacity is upper bounded as
and the capacity lies to within a gap of 1 2 log(M)+ 1 2 log(γ )+ 2 bpcu from the outer bound in (43).
Proof: The complete proof is provided in App. F. It can be verified that the conditions in (42) reduce to the conditions in (39) when letting a 1 = 0.
A. Discussion
In [20] we determine the approximate capacity of the WFFD channel with antipodal fading: it is interesting to compare the different effects of slow and fast fading on the capacity of the WDP channel for the antipodal fading distribution. By letting a = −1 in Th. 13 and comparing the resulting expression with (17) in Th. 8, we see that the two regions are substantially identical. This equivalence is rather interesting as one would not expect fast and slow fading to have roughly the same effect on the capacity of the WDP channel. In the WFFD channel, from a high-level perspective, each typical realization of the fading distribution can be thought of as corresponding to a compound receiver. Accordingly, the number of compound receivers in the WFFD channel can be imagined as growing exponentially with the blocklengh. In the WSFD channel, instead, the number of compound receivers is fixed.
In the capacity approaching inner bound in Th. 13, the transmitter pre-codes against the sequence +S N half of the time and against the sequence −S N for the other half of the time. On the other hand, in the capacity approaching inner bound in Th. 8, the transmitter pre-codes against the realization +S N and each compound receiver observes +S N half of the time and −S N the other half of the time on average. In this sense, then, both capacity approaching schemes for the WSFD and WFFD channel serve half of the compound receivers at each time instance on average, so that the two schemes attain the same overall performance.
VI. CARBON COPY ONTO DIRTY PAPER CHANNEL WITH EQUIVALENT STATES
In this section we derive the approximate capacity for the M-receiver CCDP-ES: as for the previous sections, we begin by studying the case of two compound receivers and successively investigate the general case.
Consider 2-receiver CCDP channel in (1) and let the state covariance matrix S be parameterized as
for some Q ≥ 1 and −1 ≤ ρ ≤ 1: the channel input/output relationship can be rewritten as N (0, 1) and any κ ∈ [ρ, 1]. 
for ρ + = 1 − max{0, ρ} and the capacity is to within 1 bpcu from the outer bound in (46). Proof: From (45), we see that the CCDP-ES channel output can be rewritten as
with m ∈ {1, 2} by letting Q = 1 and fixing k = √ ρ in (45). The achievability in Th. 17 follows the achievability in Th. 9 by additionally pre-coding the codeword X N SAN against the common state sequence S N c in (47). The converse is similarly obtained from the converse of Th. 17 by additionally providing the common state sequence S N c as a genie-aided side information to all the receivers. The complete proof is provided in App. G. Note that the result in Th. 17 coincides with the results in Th. 9 when ρ is negative. This shows that the capacity of the channel with negative correlation is substantially the same as the capacity of the channel with independent channel states.
The result in Th. 17 can be extended to the case of any number of receivers M when the channel states have the same variance and the same pairwise correlation.
Theorem 18 (Approximate Capacity for a Class of M-Receiver CCDP-ES Channel): Consider the M-receiver CCDP-ES: then capacity of this model is upper bounded as
for ρ + = 1−max{0, ρ} and the capacity is to within 2.25 bpcu from the outer bound in (49). Proof: As in (45) and for ρ > 0, each channel output can be rewritten as
for S c , S m ∼ N (0, 1) , m ∈ [1 . . . M]. The capacity result in Th. 18 is obtained by adapting the derivation in Th. 10 as follows: for the achievability part, the common codeword is pre-coded against the common component of the state sequence S N c . In the converse, S N c is provided as genie-aided side information to all the receivers.
When ρ < 0, the channel output of the CCDP-ES can be equivalently expressed as
Note that each term S m j appears with a negative sign in the expression of Y m and with a negative sign in the expression of Y j , thus yielding a negative correlation among each two state terms S m and S j . The expression in (51) intuitively shows why no common channel state term emerges from negatively correlated channel states. Note that the decomposition in (51) also ostensibly motivates why the minimum negative correlation ρ is −1/(M − 1) as in Lem 5, since S m must contain M − 1 terms to be negatively correlated with all the remaining channel states. We conclude by showing the approximate capacity of the 2-receiver CCDP channel with independent states with unequal variance, obtained by setting ρ = 0 in (44).
Theorem 19 (2-Receiver CCDP Channel With Independent States With Unequal Variance):
Consider 2-receiver CCDP, the capacity for this model can be upper bounded as
and the capacity C is to within a gap of 2 bpcu from R OUT in (52) for c 2 √ Q ≥ P + 1. Proof: The proof follows the same lines as the proof of Th. 9.
VII. CONCLUSIONS
In this paper we investigate the capacity of the "Carbon Copying onto Dirty Paper" (CCDP) channel, the compound version of the classic "Writing on Dirty Paper" (WDP) channel in which the channel output at each compound receiver is obtained as the sum of the input, Gaussian noise and one of M possible channel Gaussian state sequences. The state sequences are anti-causally known the transmitter but unknown at the receivers. For this model, we focus on two scenarios: the case i.i.d. state sequences and the case in which the state sequences are scaled versions of a given sequence.
The case of i.i.d. state sequences arises from the WDP channel in which multiple interferers have the potential of affecting the transmission but the transmitter has no knowledge of which one eventually appears in the channel output. The case of states being different scaling of the same sequence models the WDP channel in which the state sequence is multiplied by a slow fading coefficient which is known at the receiver but unknown at the transmitter.
For the case of i.i.d. state sequences, we derive capacity to within a constant gap for any number of compound receivers and any channel parameter. In particular, we show that capacity can be approached with a rather simple strategy in which the input is composed of the superposition of two codewords: a bottom codeword treating the channel states as noise and the top codeword pre-coded against the channel state experienced at each compound receiver for a portion 1/M of the time.
For the case in which the state sequences are scaled version of the same sequence, we derive the capacity to within a constant gap for the case of two compound receivers and extend this result to the case of any number of receivers under some conditions on the scaling coefficients which we denote as "strong fading" regime. In this parameter regime, the scaling coefficients are exponentially spaced apart and the encoder is unable to simultaneously pre-code against multiple scaling coefficients. The capacity of the CCDP channel in which the state have any jointly Gaussian distribution remains an interesting open problem.
APPENDIX A PROOF OF LEM. 3
The mean of the noise and the channel states can be removed from the channel outputs and each output can be scaled so that the noise variance becomes unitary, i.e.
Since the transformation in (53) is a one-to-one transformation, it does not affect capacity. The scaling of the channel input in (53) can be incorporated into the power constraint in (2) by defining 
where S min is the state with the smallest variance, to match the CCDP channel definition in (1) . Finally, since the state distribution is symmetric around the mean, we can take c to be positive without loss of generality.
APPENDIX B PROOF OF LEM. 5
For the matrix in (5) , the leading principal minor of order m can be obtained through the matrix determinant lemma as
which is non-negative defined for
Consequently, all the leading principal minors of the matrix in (5) are all positive when 
where 
For the CCDP channel with outputs as in (61), S N 2 acts as a common information, independent from the all other random variables, and thus the knowledge of S N 2 at all terminals does not increase capacity. From Lem. 3, we have that the CCDP channel with channel outputs as in (61) is statistically equivalent to the CCDP channel with state gain
and covariance matrix S . We thus conclude that the capacity of the CCDP channel with state gain c and common information S N 2 is equivalent to the capacity of the CCDP channel with state gain is c in (62). Accordingly, capacity is decreasing in c.
APPENDIX D PROOF OF TH. 10 As for the proof of Th. 9, when P ≤ 3 and c 2 ≤ 3 capacity can be attained to within 2 bpcu. For P > 3 and c 2 > 3, achievability and converse proofs are derived as follows. Converse: As in [3, Appendix 3.C], we write
We next evaluate the different terms in the summation (67), i.e.
and thus we conclude that
where (68) follows from properties of symmetric tri-diagonal matrices. With the bounding in (68), we obtain the outer bound
As for the expression in (23), the outer bound in (69) is convex in c 2 with a minimum in
Using Lem. 4 to substitute c 2 with min{c 2 , (M −1)(P +1)} in the expression of (69), together with some further bounding, yields the outer bound in (18) .
• Achievability: The value of α which maximizes (71) is α * = max 0, min 1,
and the above scheme reduces to simple time-sharing and state pre-cancellation when c 2 > (M −1)(P +1). Using the optimal power allocation in (71), we obtain the inner bound
log(1 + P) c 2 > (M − 1)(P + 1).
(72)
• Gap to capacity: Compare the expression in (69) and in (72) for M > 2: the largest gap between inner and outer bound is 2.25 bpcu and is attained for M −1 ≤ c 2 . In all other regimes is at most 2 bpcu.
APPENDIX E PROOF OF TH. 15
The derivation of the outer bound involves extending the bounding in Th. 13 in the strong fading regime to the case of any number of possible fading realization. The key in the derivation is a careful choice of the genie-aided side information provided at each compound receiver.
Converse: The derivation employs a recursion involving a number of algebraic derivations: we first establishing this recursion for M = 3, then consider the case of any M.
• Case for M = 3: Consider a 3-receiver WSFD channel for which the conditions in (39) hold, then
where (73a) follows from the assumption that a 1 = 0 and by letting Z 2 2 = Z N 2 − Z N 1 . Using Fano's inequality, the capacity can be bounded as
where (74a) follows by providing ca 2 S N + Z N 2 as a side information to the third compound receiver and (74b) follows from the independence of the message from the channel state and (74c) from (73).
Continuing the series of inequalities in (74):
where (75a) follows from letting
can be bounded using the conditional version of the GME property as follows
where the covariance between the i.i.d. Gaussian version of X and S is ρ X S √ P. The expression in (76) attains a maximum in ρ X S for
yielding the bound
By evaluating the entropy expressions H (a 3 
where (87b) follows from the bound in (74). With a derivation similar to (79) and given the conditions in (39), we obtain
The bounding in (88) can be recursively repeated as
for κ m defined as
By repeating the recursion step in (89) M − 2 times, we come to the outer bound
We next wish to show that the terms κ m and H (Y N 1 |W, V M+1 ) in the RHS of (91) are bounded by a constant for all parameter regimes and for a given value M.
Let's begin by bounding the term H (Y m |V m ) in (90):
Consider the term H (Y N m |ca 2 S N + Z N 2 . . . ca m−1 S N + Z N m−1 ): the random variables in the conditioning are noisy version of S N and thus a sufficient statistic can be obtained by applying the maximal ratio combining principle. This yields the estimate S N + Z i of S N for
and
so that
As for the bounding in (78), we have that (95) can be bounded using the GME property and by optimizing over the correlation between the Gaussian version S m and X m . Again through the GME property, we obtain the outer bound
where, in (96), we have used again an optimization similar to (77) yielding the optimal correlation
Next, we bound the term H (V N m+1 |V N m ) in (90): 
Using the conditions in (39), we have that the bound in (99) can be further loosened as
The term H (Y N 1 |W, V N M+1 ) in (91) can be bounded as:
Substituting the bounds in (102) and (101) in (91) we obtain the expression in (40).
• Capacity inner bound and approximate capacity: Consider the scheme in which the encoder transmits to the m th compound receiver as in the WDP channel for a portion 1/M of the time: this scheme attains
The gap between inner bound in (103) and outer bound in (40) is 1 M
APPENDIX F PROOF OF LEM. 16
This Lemma is shown by adapting the derivation of the outer bound in Th. 15 : the inner bound derivation is not affected by these more general conditions.
• From conditions on a 2 and 2 in (42), we come to the outer bound in (43). The inner bound derivation is not affected by the assumption that a 1 = 0 and thus the gap from capacity is adjusted by adding the term 1/2 log(γ ).
APPENDIX G PROOF OF TH. 17
• Capacity outer bound: Consider the outer bound in (18) obtained by providing S c to both decoders. The receivers can remove this sequence from the channel output: the corresponding output is the same model as in Th. 9 but with a state with smaller variance, that is 1 − ρ instead of ρ. By absorbing this factor in c, we obtain the outer bound in (46).
• Capacity inner bound and approximate capacity: The inner bound for this scenario is again an extension of the inner bound in Fig. 2 with the difference that the base codeword now pre-codes against the sequence S N c : the attainable rate for each user is
By optimizing over the parameter α we obtain the inner bound 
The expression in (106) is to within 1 bpcu from the outer bound in (46).
