





































































innovation. While Amabile et al.’s (2002) work on creative thinking does suggest an integration of the 
conflicting findings, creative thinking is not equivalent to innovation. In addition, while this is a step 
forward in our understanding, it still does not explain why these environmental factors are important. I 














The first site is labelled MP and was a high security military project with a strong safety 

































































































































during problem identification and idea generation stages, a wider focus is needed and time pressure 
would decrease successful employee innovation. 
These findings are very similar to that described by Karau and Kelly (1992). They conducted 
an experimental study of undergraduate groups performing planning tasks under three time conditions: 
optimal time, time abundance, and time scarcity. They found that groups in the time scarcity condition 
focused their interactions on task­relevant activities to the exclusion of non­task activities. These 
groups also suggested more proposals per minute that were equal in quality to those produced in the 
other two groups, but their final solution was judged to be less creative and original than the other 
conditions. It appears that time constraints promoted a strategy in which the group devoted more time 
and effort to the task, but they were unable to entirely overcome the difficulties produced by time 
scarcity because the task required a broader focus than the narrow, task­directed attention it received 
from the time pressure strategy. 
Risk Aversion 
The final mechanism by which time pressure affected innovation was by increasing risk 
aversion. This occurred in both the evaluating and implementing stages of the innovation process. 
Under tight time constraints, people were less likely to evaluate a novel idea positively and were less
likely to implement it because of the high degree of risk it carried and the potential loss of time 
incurred by developing it. James said: “meetings are organised and you’ve got two hours to do it and 
… everybody’s got specific deadlines and targets to achieve so some things may not be given as much 
time as they should be. It’s very easy to tread on an idea that you think, oh we can just throw it away, 
don’t have enough time, that’s not really relevant.” (AN1, 424­430). Similarly, Paul said, “he [a team 
member] came up with an idea which was quite novel, and because I project managed to date as well, 
I wasn’t keen on testing it. That was me, a designer, squashing an idea. Only because it was novel, 
again, and so it’s risky. And although it may have worked, you could see a very long development 
program, there was no database to start off with. And when you’re pushed for timescales it always 
seems so much better to start off from a point up the learning curve. You know, because you’re going 
to achieve the date that much easier.” (AN10, 411­419). 
It can be seen then, that although theorists suggest that idea evaluation should be separated 
from idea generation (e.g., Basadur et al., 1982), this was not found to be the case in this sample. Time 
pressure increased the risk aversion and thus, many ‘half­baked’ ideas were evaluated and rejected 
without further conceptualisation. On the one hand, potentially good ideas may be rejected through 
this early evaluation (Basadur et al., 1982). On the other hand, however, time spent on unfeasible ideas 
may be time wasted. It is impossible to tell whether the rejected ideas in this data set would have been 
successful or not. It may be that the potency of separating evaluation from generation is moderated by 
time pressure: under conditions of low time pressure separate evaluation may be effective (as 
advocated by traditional theory), but under conditions of high time pressure, such separation decreases 
the overall efficiency of the innovation process. However, further experimental work is needed to 
examine the effectiveness of these two strategies. 
The effect of risk aversion on the implementation of ideas is well­documented in the 
organisational innovation and wider social psychological literatures. People tend to become more risk 
averse over time (Schmitt & Whitmeyer, 1990) and sunk costs, such as time and effort, result in high 
levels of risk aversion, particularly when the safe alternative will not be accompanied by regret 
(Zeelenberg & van Dijk, 1997). This is pertinent to the field of design, and in particular to the design
of large projects. The projects from which the participants in this study were engaged in were of a long 
duration, and accompanied by strict safety regulations. Thus, the sunk costs were great and the safe 
alternative could never be considered “wrong”. 
Despite the support for the effects of risk aversion, there is little prior evidence in the 
individual innovation literature for the moderating effect of time pressure found in this study. 
However, I argue that time pressure may promote a feeling of threat rather than opportunity. In these 
organizations, there was much more to be lost under time constraints than there was to be gained. On 
an organizational level, Staw, Sandelands and Dutton (1987) claimed that threat conditions result in 
rigidity and risk­aversion. Similarly, Highhouse and Yuece (1996) found that experimental 
participants were risk averse under conditions of threat, even though they were risk seeking under 
opportunity conditions. 
General Discussion 
This study was conducted to understand more fully the effects of time pressure on employee 
innovation. Previous literature has provided mixed results with some presenting a negative effect of 
time pressure, and others presenting a positive effect. Our results suggest that both these findings may 
be correct: time pressure can have both positive and negative effects on employee innovation. This 
comes from the three mechanisms I found that mediate the effect: prioritising, focusing, and risk 
aversion. In particular when the innovation is high priority, time pressure is facilitative, but when the 
innovation is low priority then time pressure is a barrier; when a narrow focus is appropriate, such as 
during the fleshing out stages of innovation, time pressure is facilitative, but when a broader focus is 
appropriate, such as during the problem definition and idea generation stages, time pressure is a 
barrier; and time pressure increases risk aversion during the evaluation and implementation stages thus 
decreasing innovation regardless of other conditions. 
These results appear to explain the findings of Amabile et al. (2002) quite well. They found 
that conditions of low distraction and task importance were important for creative thinking under high 
time pressure. These correspond with the prioritising and focusing mechanisms identified in this study.
High time pressure causes employees to prioritise their tasks – if tasks are considered important then 
they employ creative thinking and thus, innovation, but if not, then innovation falls by the wayside. 
Similarly, high time pressure causes a more narrow focus, which I found to be most potent when 
accompanied by high intensity of attention. Obviously, such focus requires a lack of distractions. The 
additional finding of risk aversion in this study is indicative of the wider innovation process that I 
studied, compared to the creative thinking that was studied by Amabile et al. (2002). 
Of course, it is not without limitations. The sites were generally high­pressure settings in 
which innovation was paid lip­service, and in which fire­fighting was prevalent. I believe this is 
common in many of today’s workplaces, however there is an issue of transferability for settings that 
differ. The majority of the participants were male and from an engineering background; this may have 
influenced their opinions and their behaviours and interview responses to me (a female with an 
academic psychology background). I spent a lot of time in each site building rapport with participants 
and overcoming initial stereotyping, however it is impossible to determine the degree to which this 
was truly successful. Thus, replication and extensions in diverse settings, using diverse participants, 
and by diverse researchers is necessary. 
Nevertheless, this study represents another small step in our understanding of employee 
innovation, and in particular, the effects of time pressure. As academics, as employees, and as 
managers, we are continually aware of the increasing need for fire­fighting; we must also, therefore, 
strive to understand the effect that this has on our innovation.
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