We study the growing patterns in the rotor-router model formed by adding N walkers at the center of a L × L two-dimensional square lattice, starting with a periodic background of arrows, and relaxing to a stable configuration. The pattern is made of large number of triangular regions, where in each region all arrows point in the same direction. The square circumscribing the region, where all the arrows have been rotated atleast one full circle, may be considered as made up of smaller squares of different sizes, all of which grow linearly with N , for 1 N < 2L. We use the Brooks-SmithStone-Tutte theorem relating tilings of squares by smaller squares to resistor networks, to determine the exact relative sizes of the different elements of the asymptotic pattern. We also determine the scaling limit of the function describing the variation of number of visits to a site with its position in the pattern. We also present evidence that deviations of the sizes of different small squares from the linear growth for finite N are bounded and quasiperiodic functions of N .
the behaviour of its diameter as a function of the number of walkers were studied by Florescu et al [13] . They showed that, in d ≥ 2 dimensions, the diameter of the patterns by depositing N particles on a periodic transient background grows with N as βN where β is a finite constant depending on the background. The characterization of the patterns itself has not been undertaken so far. This we do in this paper.
We briefly mention other related work. A version of the rotor-router model where the walker stops walking when it visits a previously unvisited site has been studied by Levine and Peres ([14] , [15] ). They found that the aggregate formed by these walkers around the origin on a 2D lattice has a circular shape, similar to that in Internal Diffusion Limited Aggregation, and derived sharp bounds on the fluctuations in the radius of this "Propp circle". The Propp circle also shows internal structure similar to the patterns we study here, but this structure has not been studied in detail. Some nice pictures of the Propp circle, and related patterns in the sandpiles may be found in [16] . Kapri and Dhar studied the pattern produced by a single walker walking on a random background in 2D [17] , and found numerical evidence that the asymptotic shape of the pattern is a circle. They also argued that the average number of visits to a site r upto time t tends to a scaling function of the form t 1/3 g( rt −1/3 ). The outline of this paper is as follows: We define the model precisely in Section II, and recapitulate some known results. In section III, we study the pattern obtained from the initial configuration with all arrows parallel. Using the Brooks-Stone-Smith-Tutte theorem, we construct the resistor network corresponding to the tiling seen in the pattern and determine the sizes of the tiles. We obtain an exact characterization of the asymptotic pattern, and determine the relative sizes of different elements. In section IV, we determine the visit function for the pattern in the large N limit. In section V, we extend the analysis to some other patterns obtained starting from different periodic initial configurations of arrows. In section VI give evidence that the fluctuations in the diameter as a function of N are bounded and show quasiperiodicity. Section VII contains a summary of our results, and some concluding remarks. In an appendix we rederive the results of section IV without using the tiling picture.
II. DEFINITION OF THE MODEL
We will consider the rotor-router model on a two-dimensional square lattice. There is an arrow attached to every lattice site, which points in the direction of one of its four neighbours. When a walker reaches a site, it rotates the arrow attached to that site by 90
• counterclockwise and takes a step in the new direction of the arrow ( fig. 2 ). For sites which have been visited by the walker, the current direction of the arrow shows the direction of last exit of the walker from that site. Since the update procedure is deterministic, the configuration of arrows and the position of the walker after n steps is fully determined by the initial configuration.
We consider a finite square lattice, with the first walker starting at the origin. The arrows attached to the boundary sites can point away from the lattice. The walker then 'falls off' the lattice when it follows such an arrow. When this happens, a new walker is introduced at the origin.
We study the configuration of arrows when the N -th walker has just left the system, and the N + 1-th walker is not yet introduced. First consider the case where the initial configuration is such that all arrows are parallel, pointing due East. Clearly, the first walker put at the origin would move along the positive y-axis, rotating the arrows it encounters to point North. The second walker rotates the arrow at the origin to point West, and then walks North along the vertical line x = −1. The third walker returns to the origin once, before leaving along the vertical line to the left of the previous walkers' paths. And so on. Fig 3 shows the configurations left behind by the walker after 2, 5 and 20 walkers. We denote sites having different directions of arrows by small filled squares of different colours. Then the region of the lattice visited at least once by a walker is seen to consist of three distinct regions: a dart-shaped region with all arrows pointing west, a vertical stripe in which all arrows are pointed towards north, showing the walkers' paths before they leave from the top boundary, and a growing octagonal region around the origin. The octagonal region is made of sites where the arrows have undergone atleast one complete rotation, while sites on the rest of the lattice have been visited less than four times. We call this octagonal region as the 'pattern'. We first note that the internal structure of the pattern grows proportionately with the pattern itself. This is seen by comparing Fig. 1 (a) and (b), which shows the pattern after the number of walkers N = 400 and 1600 respectively. The diameter D(N ) of the pattern is defined as the extent of the pattern along the x-axis, after N walkers have exited from the lattice. We find that, asymptotically, D(N ) ∼ N/2. The behaviour of D as a function of N is discussed in detail in section VI. It is seen that the octagon is made of triangular or dart-shaped quadrilateral regions in which all arrows point in the same direction (shown with the same colour). We call these three-or four-sided polygonal regions 'patches of constant orientation'. As N is increased, the size of these patches increases, but their shapes and relative sizes remain unchanged except for inevitable small fluctuations, which however are of O(1) and which we shall study in section VI.
We now describe how a walker explores a single patch after entering it ( fig. 4) . From the evolution rules of the walker, it is easy to check that when a walker enters a patch, it visits all the sites in the patch four times, except for sites on the boundaries, before leaving the patch. Thus, the orientation of arrows in the patch does not change with N , except at the boundaries of the patch, which may be shifted by one lattice spacing. A new walker, introduced at the origin, moves from one patch to another until it exits the octagonal region, after which it follows a non-self-intersecting path to the sink. As a result of this motion, the boundaries of patches visited shift, and the overall pattern grows in size. 
III. CHARACTERIZING THE PATTERN AS A TILING
In this section we will determine the sizes of the different patches in the pattern, using as input the observed arrangement of these elements in the pattern. We do this by noting that the observed pattern may be thought of as a realization of tiling of a square by smaller squares, where each square tile is made of two triangles of different colours (compare figs. 1 and 6 (a)) . We will ignore the colours, and focus on the sizes and the adjacency relations between different tiles.
A. The Brooks-Smith-Stone-Tutte Mapping
The Brooks-Smith-Stone-Tutte (BSST) mapping ( [18] ) between square tilings and resistor networks allows one to find the sizes of all the squares in a square tiling using their arrangement in the tiling. We first recapitulate the BSST mapping and then use it to calculate the properties of the pattern in fig. 1 . Consider the tiling of a rectangle by squares shown in Fig. 5 . We associate with a given tiling a resistor network as follows: Consider horizontal segments in the tiling as nodes of the circuit, and join two nodes by a (1 Ω) resistor if parts of the corresponding segments form opposite edges of a tiling square. The resistors (that is, the edges) in the network thus correspond to squares. We associate a voltage V (v) with the nodes v of the network, where V (v) is the vertical height of the horizontal edge corresponding to the node v in the tiling. Assigning unit resistance to all resistors, the current between nodes v and u is V (v) − V (u), and this equals the length of the side of the square joining the corresponding horizontal lines in the tiling. Then the Kirchoff current balance conditions of the resistor network corresponds to the condition that the total horizontal length L(v) of the segment v is the same whether calculated using its set of upper neighbours {u} or the set of lower neighbours { }
where the summation in the second line is over all neighbors n of the node m in the graph. Also, V (U ) = 0 and V (L) = 1 where L and U are the vertices corresponding to lower and upper edges of the bounding square. Then, the unique solution for the voltage developed on the nodes of the resistor network constructed in the above way gives the heights (in the original tiling) of all the horizontal segments.
Note that when four squares meet at a point, the horizontal segment going through the point can be considered as one segment or two. An example is the meeting point of segments G and B in fig. 6 (a) ). In such cases, we will always choose the latter, more general, option. (The former case corresponds to the degenerate case when the voltages at B and G are equal.)
B. The Pattern as a Square Tiling
We consider the pattern created starting from a uniform starting background (Fig. 1) . Since the diameter of this pattern grows as D = N/2, we rescale the pattern by N/2 and take N → ∞ to define an rescaled 'asymptotic' pattern with diameter D = 1. This pattern has features at arbitrarily small scales. Fig. 6 (a) shows the pattern as a tiling of the unit square by smaller squares. The corresponding resistor network to three layers starting from the outer boundary is shown in 6 (b). Drawing more layers of the resistor network, one will get an infinite graph with an infinite number of nodes. Most of these nodes correspond to the very tiny square tiles near the center of the pattern. The main simplification that allows us to analyse this problem exactly is the fact that the resistor network graph has a very simple structure : it is equivalent to the resistor-network formed by connecting unit resistors to form a square grid, with only one missing bond between nodes A and K ( Fig. 6 (c) ). One can easily verify that the networks in (b) and (c) are equivalent, being different pictorial representations of the same graph. For the present, we will take this crucial observation as an induction from the features of the observed pattern. An explanation of why the resistor network is a square grid follows from the consideration of the visit function in Sec. IV.
For the resistor network shown in Fig. 6 (c) , it is convenient to label nodes by their integer coordinates (m, n). We will choose the coordinates so that the node A has the Euclidean coordinate (0, 0) and the node K has the coordinate (0, −1). The boundary conditions for the voltage on this resistor network are given by the positions of the upper and lower horizontal segments of the bounding square. Since the pattern has been rescaled to be of unit diameter centred at the origin, this gives V (0, 0) = 1/2, and V (0, −1) = −1/2.
The solution of the resistor network problem for this graph is well known, V (m, n) being given by the following superposition of Green's functions for an infinite square lattice G sq (m, n)
where
It can be verified that the normalisation is indeed V (0, 0) = 1/2. For finite values of m and n, this integral can be evaluated in closed form, and the result is of the form a m,n + b m,n /π, where a m,n and b m,n are rational numbers [19] . A computationally efficient formula for G sq (m, n), which can be used in Mathematica T M to get exact expressions for the first few V (m, n), is given in [20] ,
with cosh(s) = 2 − cos(y).
From this solution we get the sizes of various elements in the pattern. For example, the size of the big squares at the four corners of Fig. 6 (a) is given by the difference in the vertical co-ordinates of lines A and B. From For m, n 1, the corresponding horizontal lines get closer and closer to the origin of the original pattern. On the resistor network for large m, n, V (m, n) looks like the electric potential due to a dipole at the origin, and tends to zero for large m, n. V (m, n) ∼ cos θ (m 2 +n 2 ) 1/2 = n (m 2 +n 2 ) 3/2 in this region. Consider moving alone the y-axis of the resistor network. Then V (m = 0, n) ∼ 1/n. In the tiling, this gives the distance from the origin of the n th ring of squares (counted from the outside inwards) is r n ∼ 1/n. Then the size of the squares in this ring varies as 
IV. THE VISIT FUNCTION
For the sandpile patterns, the exact characterization of the patterns was given in terms of the toppling function φ N (x, y) which gives the number of topplings at any lattice point (x, y), when N particles are added at the origin, and the configuration is relaxed. For the rotor-router model, the corresponding function, which we also denote φ N (x, y) is the so-called visit function, which counts the total number of full rotations undergone by the arrow attached to the site (x, y) due to the first N walkers. The region where φ N is non-zero is just the octagonal region which we have earlier defined as our pattern. We define scaled coordinates ξ = x/D N , η = y/D N , where D N is the diameter of the pattern after N walkers have exit the lattice. Define the scaled visit function φ(ξ, η) by
The scaling implies that upper and lower boundaries of the scaled pattern lie along y = 1/2 and y = −1/2, as in the previous section. We now characterize the behaviour of φ. φ(ξ, η) is a continuous function of both variables. Using induction on the way the visit function changes with N (refer Fig. 4) , it is easily seen that within a given patch, ∇φ N is a constant independent of N . However, its value might change discontinuously across patch boundaries (but it does not always, as is shown in fig. 7 ). When it is non-zero, this discontinuity in ∇φ N across a particular boundary might be (0, 1), (1, 0) or (1, 1), across horizontal, vertical and diagonal boundaries respectively. However, sometimes two adjacent patches with different arrow orientations might have the same value of ∇φ N . Hence we define 'patches of the visit function' as the regions across which ∇φ N is the same constant. To compare patches of the visit function with patches of constant orientation, refer We now prove that ∇φ has to be a constant within patches for a linearly growing pattern [1] . That is, we prove that within each patch, φ(x, y) behaves as f per (x, y) + f D N + v 1 x + v 2 y where f per is a periodic function on the lattice and f , v 1 and v 2 are constants which depend on the patch.
To prove this, consider the scaled toppling function φ(ξ, η) within a patch of a single colour. Expanding φ about a point, one gets to
. . , where f is a constant of order unity. Since φ N is an integer valued function, v 3 , v 4 and all higher coefficients have to be zero. Therefore, within each patch, φ(ξ, η) is of the form stated earlier
Within a single patch, δφ N (x) = φ N (x + δx) − φ N (x) = (v 1 , v 2 ) · δx has to be an integer, where δx is the basis vector of the superlattice of the pattern within the patch. For the present pattern, the periodicity in both directions is 1. Hence v 1 , v 2 can only take integral values. Thus, within a patch, φ N (ξ, η) is of the form
where m and n are integers depending on the patch. For the present pattern, as discussed previously, m, n only change by ±1 across horizontal or vertical boundaries. This implies that patches with all allowed m, n values are present. The adjacency graph for patches of the visit function is shown in Fig. 9. Figs 8 (a) shows the arrangement of these patches in the actual figure.
To determine the complete visit function we have to determine f m,n for each patch. To do this we use the results of the previous section for the tiling.
First we choose a rule to assign a horizontal segment to each visit function patch. Each patch has two horizontal boundaries. To each patch, we associate the horizontal segment of the tiling which goes through its lower boundary. This association is one-to-one, and chosen such that both the patch and the segment associated with it can be labelled with the same indices (m, n). Fig 8 (b) shows the arrangement of a patch of the visit function along with it's neighbouring patches, and the corresponding horizontal lines. For two patches with co-ordinates (m, n) and (m, n+1), the corresponding visit functions are given by φ 1 (ξ, η) = mξ + nη + f m,n and φ 2 (ξ, η) = mξ + (n + 1)η + f m,n+1 . The continuity of the visit function along the horizontal boundary between patches (m, n) and (m, n + 1) gives the position of the boundary as
Comparing with equation 3, we can make the identification
This gives f 0,0 = 0 and f 0,1 = −1/2, which is consistent with the normalisation that the upper boundary of the pattern (the boundary between patches (0, 1) and (0, 0) lies along the line x = 1/2. The f 's are negative because patches with positive m, n lie in the upper right quadrant of the pattern. For large m and n, f m,n ∼ − log (m 2 + n 2 ).
Appendix A gives a derivation of eqn. (11) without using the tiling picture. In this section we study the patterns formed by the walker starting with periodic backgrounds formed by periodic repetition of unit cells of size 2. All patterns formed starting from such backgrounds are one of the four types -the following three and the one in fig. 1 . Let us first consider the pattern formed starting from the unit cell in fig. 10 (a) , shown in fig. 10 (b) . This pattern can be seen as tilings of the unit square by rectangles with aspect ratio 1:2 . The BSST mapping is easily generalised to a tiling by rectangles: the resistor in the network corresponding to a rectangle with vertical to horizontal side ratio p/q has resistance R = p/q. The corresponding resistor networks as drawn in Fig. 10 (c) . Interestingly, this network has the same structure as the one for the pattern studied in section IV, with different resistances along the bonds depending on the aspect ratio of the tile. The vertical bonds have R 1 = 2Ω and horizontal bonds have R 2 = 1 2 Ω. The solution for the potential is given by the superposition of two Green's functions:
V. OTHER STARTING BACKGROUNDS
Where G rect (R; m, n) is the lattice Green's function on the rectangular lattice with resistance R Ω along the vertical bonds and 1Ω along the horizontal bonds. This lattice is equivalent to the present lattice provided all resistances are scaled down by a factor 2; here this is built into the scale factor Q in eqn. (12) . The computationally efficient formula for G rect (m, n) is ( [20] )
where s is defined implicitly cosh(s) = 1 + We can also determine the aspect ratio of the figure, by also using the BSST mapping for the pattern rotated by 90
• . The structure of the resistor network is again the same (Fig. 10 (c) ), except that the 0.5Ω and 2Ω bonds are Let us now consider the initial periodic structure having the unit cell in fig. 11 (a) . The resulting pattern after 900 walkers is shown in fig. 11 (b) . The corresponding resistor network is given in fig. 12 (a) . It is also a square lattice, but the bonds connecting sites (i, 0) and (i, −1) have R = 2Ω whereas the rest of the bonds have R = 1Ω. Fig. 12  (b) gives an equivalent square lattice structure for this network.
Using the BSST mapping, the vertical positions of horizontal lines with respect to the centre of the figure in the upper left half of Fig. 11 (b) are given by the voltages in the first quadrant in the square lattice in Fig. 12 (b) , taking the point with + 1 2 as the origin. In terms of the square lattice Green's function G sq (m, n), eqn. (5), Now we consider the initial periodic structure having the unit cell in fig. 13 (a) . Here the first walker takes of O(L 3 ) steps to get to the sink, instead of O(L) steps as in the case of the previous patterns. Fig. 13 (b) shows the pattern left behind by the first walker. Putting more walkers at the origin after the first walker has exit, one gets the pattern observed in Fig. 13 (c) .
The resistor network for this tiling is shown in fig. 14 (a) , and is again a square lattice with bonds with not all resistance equal to 1Ω. Thus, at least starting from 2x2 unit cells, we find that the adjacency graph of patches is the same, and the corresponding resistor networks differ not in the connectivity of the resistors, but only in the values of resistances. Fig. 14 (b) gives an equivalent square lattice structure for this network.
The voltages in the first quadrant of 14 (a) are given by
where Q 2 is determined by the condition that V (1, 0) = 1 2 . The aspect ratio for this pattern can be observed from the symmetry of the pattern itself to be unity. on the sites shown. The bonds shown in pink are not present in the original networks, being shorted. However, since in these equivalent networks they connect nodes which have the same voltage, a 1Ω resistor can be connected between them without affecting the network.
VI. BOUNDED FLUCTUATIONS AND QUASIPERIODICITY
In this section we examine the growth rates of the full pattern in fig. 1 and of the different patches which comprise it, and also the fluctuations about average rates of growth. As a simple example, consider the horizontal extent (distance from the origin) of the pattern along the positive x-axis. Denote this extent after N walkers have left the lattice, by H(N ). Similarly, denote by H (N ) the distance from the origin of vertical line which is the inner border of the patch (0, 1) (refer fig. 7 ). In accord with the calculations of section III, we expect that, for large N ,
We observe that, after an initial transient, H(N ) = N/4 + constant. That is, H(N ) increases by 1 after every four steps. Now consider the behaviour of H (N ) with N . In fig. 15 (b) , we have plotted H (N ) − ( To examine these fluctuations in detail, consider the sequence of 1's and 0's in which a '1' denotes that H (N ) increases by 1 during that time-step and '0' denotes that H (N ) stays the same. Denote this sequence by h N . This also implies that H (N ) = N i=0 h i . The first thing to note is that H (N ) only increases every fourth step, ie, it never increases when H(N ) does not. Thus we can look at h N only every fourth step to define a new sequence h N for which asymptotic sum approaches the value N i=0 h i = (3 − 8/π)N . The power spectrum for the sequence h N obtained from the pattern is plotted in fig. 16 . There are a number of peaks of various magnitudes, signaling that the sequence might in fact be quasiperiodic.
For comparison, consider the fourier transform of the "best" integer sequence which approximates the irrational growth rate f = 3 − 8/π, namely, the sequence g N = Nint(f N ), where Nint() is the nearest-integer function. This Fourier transform is shown in fig. 16 superimposed on the fourier transform of the real sequence. It is seen that the peaks (when the Brillouin zone of frequencies is scaled to go from 0 to 1) for the "best" sequence are at multiples of f = 3 − 8/π to as close an accuracy as the finite length of the sequence allows. Thus, the sequence is quasiperiodic. It is seen that while most of the peaks for the real sequence fall at the same frequencies, their heights are slightly smaller. There are also additional peaks which are not there in the "best" sequence. To clarify the origin of these peaks, we take a closer look at the difference between the actual sequence and this "best" one.
An equivalent way to form the best sequence is to form the "best rational approximation" to the number 3 − 8/π with denominator at most N , and generate a sequence with the periodicity of that rational number. For example, the "best rational approximation" to the value 1/4 for any N > 4 is simply 1/4, and hence the best such sequence of 1's and 0's which sums to the value 1/4 for large N is simply 100010001000. . . . We calculate the series of "best rational approximants" to 3 − 8/π using "nearest-integer" continued fractions, which gives us the sequence 1/2, 5/11, 39/86, . . .
Denote the string '01' by A. For N < 11, the best sequence would be the sequence AAA. . . such that the total length is less than N . For N > 11, one would need to have five 1's for every seven 0's, and hence the best sequence (for N < 86) would be (A 5 0)(A 5 0)(A 5 0) . . . . We can thus construct these "best approximant" sequences given an irrational or rational asymptotic growth rate. Note that such a sequence would necessarily by quasiperiodic in the case of an irrational growth rate.
Compare this with the actual sequence h N from N/4 = 242 to N/4 = 511:
The power spectra (on a log scale and arbitrary units) of (in red) the actual sequence h N for the pattern and (in blue) the Fourier transform of the "best approximant" sequence approximating the number 3 − It is seen that sometimes the string (A 5 0)(A 5 0), which would give the best approximant, is replaced by the string (A 4 0)(A 6 0). This is probably caused by perturbations due to nearby patches. Thus the sequence h N , while not the best sequence, still results in bounded fluctuations about the asymptotically expected value.
This effect of nearby patches is felt even at the boundary of the pattern. Figs. 17 (a) and (b) show V (N ) − N/4 vs. N and its power spectrum respectively, where V (N ) is the vertical extent of the pattern along the positive y-axis. This sequence is not periodic although the associated growth rate is rational, signaling that it is subject to quasiperiodic perturbations from nearby patterns.
Our numerical studies suggest that this behaviour, where fluctuations about the asymptotically expected values are bounded and quasiperiodic, is a general property of all macroscopic distances in the pattern.
VII. SUMMARY AND CONCLUDING REMARKS
In this paper, we studied the growing patterns formed by depositing rotor-router walkers on the origin of a finite two-dimensional lattice, starting with a periodic background configurations of arrows. We find that the patterns show rich internal structure which scales proportionately with the size of the pattern. We characterized this structure by mapping it to a resistor network and solving the Kirchoff equations on the network. We also calculated the exact scaling limit of the visit function in the asymptotic limit. We found numerical evidence that the fluctuation of the pattern size about the average remain bounded and is a quasiperiodic function of the number of walkers.
It would be interesting to explore other patterns where the basic tiles are not squares. For example, for the sandpile model, patterns on a triangular lattice are found to be hexagonal in shape and composed of triangular tiles [4] . The quasiperiodicity and boundedness of the fluctuations in the diameter shown in these rotor-router patterns would be of interest in the more general context of derandomized algorithms. 
where Q is a constant to be determined. For large m and n, that is for ξ and η near the origin,
Note that, as mentioned in section IV, ∇ 2 φ N = N/4 at the origin, and hence for the the scaled φ(ξ, η) the origin, ∇ 2 φ = 2δ(r) (since D N = N/2). Thus, near the origin, φ(ξ, η) behaves like the potential due to a charge with q = 2 at the origin.
If a point r near the origin falls in the patch (m, n), |r| ∼ 1 m 2 +n 2 . Then equating the function φ in the above equations for this r, we determine Q in eqn. (A2) to be Q = 2. Thus we have calculated f m,n for the pattern without using the BSST theorem. For example f 1,0 = 1/2 and f 2,0 = 1 − 2/π, giving R = N/4 and (as referred to in section VI) R 1 = N ( 
