This paper is concerned with the problem of designing linear time-invariant control systems with closed-loop eigenvalues in a prescribed region of stability. First, we obtain a state feedback matrix which assigns all the eigenvalues to zero, and then by elementary similarity operations we find a state feedback which assigns the eigenvalues in the interval shown in figure 1. This new algorithm can also be used for the placement of closed-loop eigenvalues in a specified interval in z-plane and can be employed for large-scale linear time-invariant control systems. Some illustrative examples are presented to show the advantages of this new technique.
Introduction
In many applications, mere stability of the controlled object is not enough, and it is required that the poles of the closed-loop system should lie in a certain restricted region of stability. Several design methods have been reported which utilize the LQ technique to achieve the desired pole allocation Amin [1] derived an improved result in which the optimality of the closed-loop system is assured. Furuta and Kim [7] obtained a method for assigning the closed loop poles in a specified disk based on gain and phase margins which is named -stability margin. They considered the case, when the perturbations are unknown gains as a diagonal form. Yuan and Achenie and Jiang [14] addressed the problem of linear quadratic regulator (LQR) synthesis with regional closed-loop pole constraints. Determining the objective value range for a class of interval convex b a optimization problems is introduced in [9] . Figueroa and Romagnoli [6] presented a method for designing controllers which attempt to place the roots of a characteristic polynomial of an uncertain system inside some prescribed regions. The analysis is based on the transfer function of a characteristic polynomial. Chou [4] described another pole assignment method with a spectral radius and proposed a pulse transfer function. The procedure is simple, but it is used only for checking the positions of closed loop poles, not for designing the controller. Benner and Castillo and Quintana-Orti [3] presented the method for partial stabilization of large-scale discrete-time linear control systems. Grammont and Largillier [8] employed an approach to localize matrix eigenvalues in the sense that they build a sufficiently small neighborhood for each eigenvalue (or for a cluster). Arjmandzadeh and Effati and Zamirian [2] proposed an interval support vector regression (ISVR) problem which the training samples are interval values. A well-known desired region for continuous systems is left side of complex plan. In the simplest case, the real parts of all closed-loop eigenvalues are required to be into interval ) , ( b a where a and b are real numbers and 0   a b
. Generally, the more practically important region the closed-loop poles is the interval shown in figure 1 . In this paper, the aim is to present a method for localization of eigenvalues in specified region of complex plane by state feedback control for large-scale continuous-time linear dynamic systems. 
Problem Statement
The problem of localization of eigenvalues in a small specified region has been the subject of many investigators in the last decade [3, 8] .
Consider a controllable linear time-invariant dynamic system defined by the state equation 
. Recently, Karbassi and
Tehrani [12] extended the previous results as to obtain an explicit formula involving nonlinear parameters in the control law. The stabilization problem consists in finding a feedback matrix
, yields a stable closed loop
In case the spectrum (or set of eigenvalues) of the closed-loop matrix, denoted by
is contained in the left side of complex plan we say that  is (Schur) stable or convergent. The stabilization problem arises in control problem such as, the computation of an initial approximate solution in Newton's method for solving discrete-time algebraic Riccati equations, simple synthesis methods to design controllers. Large-scale problems occur whenever the linear system results from some sort of a partial differential equation or from delay systems. There, the number of states is often a couple of thousands. The stabilization problem can in principal be solved as a eigenvalue assignment problem. eigenvalue assignment methods compute a feedback matrix such that the closed-loop matrix of system (2) has a prespecified spectrum. In this paper, we present an efficient approach for localization of eigenvalues in specified region for large-scale linear continuous-time systems. Our assignment procedure is composed of two stages. We first obtain a primary state feedback matrix p F which assigns all the eigenvalues of closedloop system to zero, then produce a state feedback matrix K which assigns all the closedloop eigenvalues in specified interval.
Synthesis
Consider the state transformation
where T can be obtained by elementary similarity operations as described in [10] . In this way,
are in a compact canonical form known as vector companion form: [10] . In the case of irregular Kronecker invariants, some rows of [11] . It may also be concluded that if the vector companion form of Ã obtained from similarity operations has the above structure, then the Kronecker invariants associated with the pair   A B, are regular [10] . The state feedback matrix which assigns all the eigenvalues to zero, for the transformed
, is then chosen as
Which results in the primary state feedback matrix for the pair   The sum of 0  with D has the form: 
for j= n, n-1, …, m , i=j-m. Hence, the matrix  H thus obtained will be in primary vector companion form such that:
where 0 H is an n m matrix . Because of similarity operation, the eigenvalues of the matrix 
and for assigning real valued eigenvalues in the interval shown in Figure 1 , we choose
Proof: The eigenvalues of matrix D defined above fall in the specified interval. 
Remark: Since
K assigns the eigenvalues of the closed-loop matrix K B A   in the specified interval it is obvious that the state feedback controller matrix,
also assigns the eigenvalues of the closed-loop matrix
in the specified interval too. Note for assign the eigenvalues of the closed-loop matrix in spectrum
An algorithm for assignment of eigenvalues in the interval shown in figure 1
In this section we first give an algorithm for finding a state feedback matrix which assigns zero eigenvalues to the closed-loop system. Then we determine a gain matrix which assigns the closed-loop eigenvalues in specified interval.
Input:
The controllable pair ) , ( B A , the primary state feedback T which are calculated by the algorithm proposed by Karbassi and Bell [10, 11] , the  angle and distance angle apex of the origin of the complex plane ) (a . Step 1. Construct the block diagonal matrix D in the form (9) , in which for assigning complex valued eigenvalues in the interval shown in Figure 1 we choose
Step 3. Transform H to primary vector companion form  H as in (18) using elementary similarity operations as specified in corollary of theorem 1 . 
Illustrative Examples
Consider a large discrete-time system given by
Where
A and B are randomly generated with 10  n and 6  m . 
which are widely spread in the complex plane. In order to locate them in small discs inside the unit circle, we employ the above algorithm step by step. First, the primary state feedback matrix which locates all the eigenvalues of the closed-loop system to the origin of the complex plane is found to be: 
