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Referat
Für eine gründliche Untersuchung metabolischer Veränderungen bei erhöhter Aktivitität oder
Erkrankungen, wäre ein hochauﬂösendes Bilgebungsverfahren von großem Wert. Herkömm-
liche MR-basierte Verfahren für die Darstellung von Metaboliten leiden unter einer niedrigen
räumlichen Auﬂösung und geringer Sensitivität für schwach konzentrierte Metaboliten. In
dieser Arbeit wird ein neuer Optimierungsansatz für die hoch aufgelöste Stoffwechselbildge-
bung mittels chemischem Sättigungsaustausch (CEST) und Kern-Overhauser-Effekt (NOE)
vorgestellt. Der allgemeine Ausdruck vom Sättigungstransfer umschließt hierbei CEST, NOE
und Magnetisierungstransfer (MT). Er beschreibt den Transfer von gesättigter Magnetisierung
niedrig konzentrierter gelöster Metaboliten zum freien Wasser, nachdem eine frequenzselektive
RF-Einstrahlung erfolgt ist. Die große Verstärkung der Dämpfungseffekte—beobachtbar im
Z-Spektrum—kann zur Detektion von Konzentrationsänderungen der Metaboliten genutzt wer-
den. Die enorme Komplexität von in vivo Gewebe verzerrt die Grundlinie im Z-Spektrum sehr
stark. Mit einem Hintergrundspinsystem, das auf Basis einer Erkundungsmessung modelliert
wurde, wurden die Amplituden der Sättigungspulse für jede Frequenzverschiebung moduliert,
und eine bestimmte Ziel-Signalintensität konnte erreicht werden. Zusätzlich wurde ein Konzept
zur retrospektiven Lookup-Korrektur von Magnetfeldinhomogenitäten und Abweichungen des
Hintergrundspinsystems entwickelt. Der Ansatz einer prospektiven Grundlinienverbesserung
(PROBE) wurde unter den Gesichtspunkten der Sensitivität und Spezitivität in vitro untersucht.
Im Anschluss wurde er für eine klinische Anwendung bei 3 T angepasst. Hierdurch wurde eine
hochauﬂösende Abbildung erhöhter Laktatkonzentrationen in ischämischen Bereichen akuter
Schlaganfallpatienten ermöglicht.
Abstract
For a thorough investigation of metabolic changes in cases of increased activity or disease, a
high-resolution imaging modality would be of high-value. Conventional MR-based metabolite
mapping techniques suffer from low spatial resolution and poor sensitivity to low concentrated
metabolites. In this work, a novel optimization approach for high-resolution metabolic imaging
by means of chemical exchange saturation transfer (CEST) and nuclear Overhauser effect
(NOE) will be introduced. The general term of saturation transfer comprises CEST, NOE and
magnetization transfer (MT). It describes the transfer of saturated magnetization from low
concentrated solute metabolites to bulk water, after frequency selective RF irradiation was
applied. The strong enhancement of attenuation effects—observed in a Z-spectrum—can be
used to detect changes in metabolite concentrations. The vast complexity of in vivo tissue
heavily distorts the baseline in Z-spectra. With a background spin system, modeled from a
scout acquisition, saturation pulse amplitudes for each frequency offset were modulated, such
that a speciﬁc target signal intensity was achieved. Further, a framework for a retrospective
look-up correction of magnetic ﬁeld inhomogeneities and background spin system deviations
was developed. The approach of a prospective baseline enhancement (PROBE) was investigated
by means of sensitivity and speciﬁcity in vitro. It was subsequently translated into a clinical
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Magnetic resonance imaging (MRI) is a non-invasive imaging modality that can provide infor-
mation on in-vivo tissue speciﬁcs such as composition, metabolite content or ﬁber orientation [1].
The chemical composition of a sample is commonly investigated by its relaxation behavior,
after a series of radiofrequency (RF) excitation, inversion and/or saturation pulses have been
applied. Speciﬁcity with regards to particular metabolites can be achieved via a selective spin
manipulation [1–3].
The in vivo magnetic resonance (MR) properties (such as T1, T2, etc.) are determined from an
immense multitude of intermingled contributions, comprising effects from tissue background as
well as individual metabolites. Yet, a detection of these individual metabolites became viable in
single voxel magnetic resonance spectroscopy (MRS) and chemical shift imaging (CSI). However,
when spatial high-resolution information about the distribution and content of low concentrated
solute metabolites is needed, only techniques such as CSI can sufﬁce. While CSI can provide
information about the spatial metabolite distribution, it suffers from a low spatial resolution
and poor sensitivity to low concentrated solute metabolites [4–7].
The poor sensitivity at high spatial resolution is a result of the relatively low intensity of the
metabolite signal, which is strictly subject to noise and overlap from surrounding contribu-
tions. Techniques based on the Hofmann-Forsén method [8] commonly utilize the transfer of
saturated magnetization across different spin groups to water, for a substantial ampliﬁcation
of attenuation effects. More speciﬁcally, saturation is induced for a particular magnetization
pool through selectively applied off-resonance RF irradiation—either applied as continuous
wave (CW) or pulsed [9]. Via the subsequent transfer of saturated magnetization to the bulk
water pool—which is manifold larger in its fraction—signal attenuation is endorsed and en-
ables an indirect detection of the molecule linked to the saturated spin pool. The resulting MR
image consequently exhibits a reduced signal intensity at voxels, where concentration levels
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of molecules, targeted by the selective saturation, were elevated. By repetitively applying this
procedure over a broad range of saturation offset frequencies, a ’Z-spectrum’ can be sampled
for each voxel. Z-spectra depict the z-component of bulk water magnetization, after saturation
transfer effects occurred. In a Z-spectrum, solute metabolites evoke saturation peaks at their
respective chemical shift—under optimal conditions.
The exact nature of saturation transfer can vary, depending on relaxation and chemical properties
of the sample, as well as the inter- and intramolecular distance between the exchangeable spin
species. Historically, the nomenclature of these saturation transfer processes led to a sometimes
confusing terminology [10]. In this work, the general term of saturation transfer was used and
the subclasses of magnetization transfer contrast (MTC) [11], chemical exchange saturation
transfer (CEST) [12], dipolar cross-relaxation (nuclear Overhauser effect (NOE)) [13], static
dipolar coupling and spin-spin coupling were distinguished [2].
The vast complexity of in vivo tissue gives rise to a plethora of saturation transfer effects, ob-
servable in Z-spectra. While semisolid compartments, e.g. from myelin sheaths or collagen,
induce MTC [14], aliphatic groups presumably contribute via relayed NOE and a ﬁnal step
of chemical exchange with bulk water protons [10]. In addition, amide, amine and abundant
hydroxyl groups are in direct chemical exchange with bulk water protons and thus result in
considerable CEST peaks downﬁeld from the water resonance.
Recent research has put major focus on the identiﬁcation of an increasing number of sources for
such a set of complex background effects. Especially at high magnetic ﬁeld strengths, where
chemical shift separation is larger, not less than six background spin moieties have been singled
out for brain tissue (at 9.4 T) [15]. It is important to note that the effect size in Z-spectra is
largely dependent on metabolite concentration, exchange or cross-relaxation rates and relax-
ation properties. An identiﬁcation and quantiﬁcation of individual metabolite contributions
in vivo is thus utterly complicated, as the background itself causes strong baseline distortions
in Z-spectra—often obstructing the small metabolite peaks. A precise detection of changes in
both, tissue related MTC and metabolite content can provide highly valuable information on
biomarkers for a whole variety of biochemical processes, which include physical stress and
different types of diseases, often accompanied by a speciﬁc pattern of change in metabolite
proﬁle.
Exemplary, MTC as a measure for myelination can help identifying neurodegenerative diseases
such as Alzheimer’s or mark tumorous tissue [16, 17]. Not limited to MTC, the sheer complexity
of such diseases and its associated changes can well be investigated by means of saturation
transfer. On the one hand, broad changes in tissue background, either induced by a reduction
in MT pool fraction (e.g. caused by demyelination) or changes in relaxation properties (e.g. in
presence of lesions), can be observed on a large scale of chemical shifts. On the other hand,
accumulations of metabolites as a result of altered energy metabolism [18] (e.g. in increased
muscular activity, ischemia or tumors) can be observed as additional peaks in the Z-spectrum at
the same time. The overall proﬁle of changes in the Z-spectrum, that can be observed in contrast
to healthy baseline, yields a greatly distinctive pattern for each irregularity. Consequently, there
2
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is a strong demand for a high-resolution metabolic imaging technique which can provide both,
high speciﬁcity and sensitivity.
Two major approaches aiming for a clear separation of confounding background effects either
pro- or retrospectively can be distinguished [10]. The latter kind describes the class of saturation
transfer metrics and model based analyses, which attempt to extract particular information
on individual spin pool fractions, relaxation parameters and exchange dynamics, retrospec-
tively. While metrics are often tailored for a particular application or experimental design—
e.g. APT* [19], APT# [20] or apparent exchange-dependent relaxation (AREX) [21]—model
based analyses aim at modeling the dynamics of the underlying spin system as effectively
as possible. In those metrics—indicated by the symbol—amide proton transfer (APT) only
functions as a placeholder for the respective saturation transfer process.
The standard procedure for acquisition of a Z-spectrum commonly covers a broad range of
saturation offsets, while only a small number of constant saturation power levels is considered.
For an accurate determination of relaxation and saturation transfer dynamics of a multi-pool
spin system, a variation of all experimental parameters, namely saturation pulse associated
parameters (e.g. duration, frequency, shape, amplitude) and sequence timing (e.g. repetition
time (TR)) would be most beneﬁcial. However, a measurement of such a multi-dimensional
Z-spectrum, featuring the dynamics for each parameter, would require extensive acquisition
time (TA) and thus remains impracticable for a later clinical application.
The prospective MR sequence editing approach strives for either rendering saturation pre-
pared MRI sensitive to a particular set of parameters or prospectively selecting parameters
such that a designated collocation of effects is compensated for. In particular, ’T2 ﬁltering’ was
achieved by optimizing saturation pulse power [22], while changes in pulse duration allowed
a selection of certain exchange rates [23]. Most of these approaches require the acquisition of
multiple MR images for a reliable quantiﬁcation. One technique of particular importance to
this thesis was variable saturation power scheme CEST (vCEST) [24]. It was the ﬁrst method,
enabling a prospective compensation of direct water saturation (DWS) related effects in the
Z-spectrum through a linear variation of saturation pulse amplitudes with frequency offset.
A concise overview on most state-of-the-art saturation transfer metrics and MR sequence editing
approaches is given in Sections 2.4.5 & 2.4.6.
1.2 Motivation
In the course of this thesis, a novel high-resolution imaging technique was to be developed,
which ideally allowed for a direct quantiﬁcation of elevated metabolite content by means of
saturation transfer. In particular, in vivo applications demand high speciﬁcity for a reliable
identiﬁcation of the characteristic proﬁle in metabolite and tissue contrast—associable with a
particular disease—and a high sensitivity for determining spatial extent and progression thereof.
As an example for such disease, ischemic stroke was investigated in this thesis. Generally, in
ischemia the occlusion of an artery leads to a lack in oxygen delivery to the affected regions
3
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of the brain. Energy metabolism in healthy brain tissue is based on oxidative phosphorilation,
which is highly energy efﬁcient but requires oxygen supply to the mitochondria in cells. In case
of an ischemia, oxygen deﬁciency gives rise to anaerobic glycolysis [25, 26], where the energy,
gained from the degradation of glucose, is used for the phosphorilation of adenosine diphos-
phate (ADP) to adenosine triphosphate (ATP). Without oxygen, the pyruvate then reduces to
lactate (LAC). As energy metabolism under anaerobic conditions is much less energy efﬁcient,
LAC accumulates in the affected tissue and further induces tissue acidosis [26]. In addition to
the metabolic side of events ensuing an ischemia, alterations in water content through lesions,
and changes in relaxation properties lead to considerable changes in MTC [27–29]. While current
imaging techniques may sufﬁce for the detection of such broad MTC changes, yet the highly
convoluted tissue background impeded a detection of metabolic changes.
LAC appears supremely appropriate for challenging such novel detection approach by the
aspect of speciﬁcity, as it exhibits two aliphatic groups upﬁeld from water resonance (methyl
and methine) as well as a hydroxyl group downﬁeld from water resonance—which is in fast
chemical exchange and thus strongly ’overlaps’ with DWS. The perspectival application in vivo
would further demand a high sensitivity, which remained impracticable, unless the complex
tissue background could be eminently compensated for. Further, the translation into a clinical
setting—often with lower magnetic ﬁeld strength—implies a loss in sensitivity and chemical
shift separation compared to higher ﬁeld strengths [1, 30].
In human brain, the healthy tissue background is a strongly diverse set of contributions, appear-
ing asymmetric around water resonance. Retrospective model-based analysis would require an
optimized acquisition scheme, rendering the experiment sensitive to each ﬁt parameter, which
is not practicable for short acquisition times. Saturation transfer metrics further suffer from the
heavily distorted baseline and overlapping metabolite contributions up-/downﬁeld from water
resonance in asymmetry based analysis.
Ideally, a prospective optimization approach could compensate all unwanted confounding back-
ground effects in Z-spectra, while combining both previously mentioned ﬁltering approaches
for an optimal metabolite contrast against baseline. Emerging from vCEST [24]—which was
calculated for CW irradiation and permitted a suppression of DWS effects—a novel optimization
scheme for prospective baseline enhancement (PROBE) in Z-spectra was developed. Brieﬂy
sketched, the method requires a model-based analysis (via matrix-algebra-based calculation
[31]) of the underlying tissue background from scout Z-spectra acquisition. With knowledge of
that spin system, subsequent optimal control based calculation enables a fast computation of a
bespoke set of saturation pulse amplitudes for each offset, such that a particular target signal
intensity can be achieved. This calculation procedure, also matrix-algebra based, permits an
MR sequence speciﬁc optimization of saturation pulse amplitudes for pulsed RF irradiation
(’T2-ﬁltering’). Optimal conditions for a speciﬁc exchange regime are incorporated via selecting
an ideal combination of saturation pulse duration and interpulse delay. Metabolite related




After a brief introduction to MR theory and associated techniques, which were the foundation of
this work, saturation transfer with its subclasses CEST, NOE and MT will be described in detail
(c.f. Chapter 2). In Section 2.4, an overview on in vivo tissue background compensation as well
as endo- and exogenous contrast agents will be provided, with a particular focus on lactate as a
biomarker in ischemic stroke. A structured review of current saturation transfer metrics and
MR sequence editing approaches will be conducted. The novel concept behind PROBE opti-
mization will be integrated into this framework, such that its basic principles become more
perceptible.
In Chapter 3, the matrix-algebra formalism (initially described in [32, 33]), as it was used for
most calculations in this work, will be explained. In contrast to other methods, approximating
the Bloch-McConnell equations, this calculation formalism allows a consideration of numerous
interacting spin pools. Computational performance was signiﬁcantly enhanced by applying
polynomial interpolation of matrix exponentials [31]. As a prerequisite to RF pulse shape opti-
mization, the interpolation of matrix exponentials was extended to two dimensions and higher
order polynomials for this work.
For optimization of contrast in MR sequences in general, two types of approaches were
developed—based on optimal control theory (c.f. Section 3.4). Firstly, an optimization frame-
work for RF pulse shape optimization was generically formulated with inclusion of penalty
functions. Each penalty function may be employed either to restrict the optimization process to
hardware limits, or enforce additional requirements, such as continuity (smoothness) or slope
onto the RF pulse shapes.
In a second part, a universal MR sequence editing structure was developed. Generally, this
formulation would allow for an optimization of any set of MR sequence parameters in order to
achieve a particular signal response. The actual PROBE optimization was derived as a subclass
thereof and permits an optimization of RF saturation pulse amplitudes for a given RF pulse
shape and MR sequence (with predeﬁned timing parameters) in order to achieve a desired
baseline in Z-spectra.
The main goal of this work was the design and development of a high-resolution metabolic
imaging method which employs saturation transfer for an indirect detection of low concentrated
solute endogenous metabolites in vivo. Current state-of-the-art techniques were facing numerous
pitfalls, as sketched in Section 1.2, which had to be overcome each, before a reliable contrast and
quantiﬁcation framework could be embodied. The experimental part of this thesis was thus
divided into three major subconsiderations.
Contrast speciﬁcity was investigated in vitro during the ﬁrst experiment (c.f. Chapter 4), where
PROBE was optimized for varying tissue-like background at 3 T and 7 T, modeled via cross-
linked BSA (CL-BSA) [34]. A constant amount of creatine was added to model a persistent
metabolite contribution in presence of such complex background. Prior to each optimization step
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in the experimental parts, scout Z-spectra were obtained, yielding a background spin system
from model-based analysis for subsequent optimization. Due to the nature of the optimized
saturation scheme obtained from PROBE optimization, the acquisition is highly susceptible
to any deviation in B0/B+1 . Any change of B0/B
+
1 would directly alter the saturation scheme
and thus induce strong distorting effects on the measured Z-spectra, which had to be ad-
dressed. A novel retrospective look-up correction framework was introduced correcting for such
(c.f. Section 3.4.4 for details).
In a next step, contrast sensitivity was put to test for lactate in presence of a consistent
CL-BSA background at 7 T (c.f. Chapter 5). Here, Lorentzian peak analysis was introduced
as a condensed metric for quantiﬁcation of well-separable metabolite contributions in PROBE
experiments, compensating for B+1 induced peak aberrations.
After the novel background compensation approach was successfully tested in vitro for its
speciﬁcity and sensitivity, with regards to endogenous metabolites in presence of tissue-like
background, in vivo application was conducted in a third experimental part (c.f. Chapter 6).
First, healthy tissue background in human brain was scouted via standard Z-spectra acquisition
at 3 T and 7 T (c.f. Section 6.1). For investigation of broad tissue contrast and potential regional
differences in metabolite contributions, PROBE Z-spectra were obtained and analyzed from
healthy subjects at 3 T.
Ensuing an inter-subject and inter-site validation, the PROBE acquisition protocol was translated
into a clinical setting at 3 T, conforming with time limitations and entailing the acquisition of
B0 maps for retrospective look-up correction. Three ischemic stroke patients were investigated
by means of PROBE optimized saturation transfer mapping of lactate at 3 T (c.f. Section 6.2).
Results were compared to reference diffusion weighted (DW) images and analyzed with respect






2.1 Nuclear Magnetic Resonance (NMR)
2.2 Magic Angle Spinning (MAS)
2.3 Magnetic Resonance Imaging (MRI)
2.4 Saturation Transfer
A detailed description of theory and principles of NMR and MRI was provided in literature
[1, 3, 35–37]. Based thereon, the following sections will provide a concise introduction with a
focus on particular concepts and applications which became part of this thesis.
2.1 Nuclear Magnetic Resonance (NMR)
Nuclear magnetic resonance (NMR) as the foundational principle [38, 39] of successional tech-
niques such as magnetic resonance spectroscopy (MRS) and magnetic resonance imaging (MRI)
provides experimental access to a multitude of physical parameters, which are necessary to
obtain a thorough understanding of the chemical structure of a particular compound [35].
NMR exploits the quantum mechanical properties of the nuclear spins in presence of an external
magnetic ﬁeld B0. The corresponding spin energy states are orientation dependent and can be
considered via the Zeeman-Hamiltonian
HˆZ,p = −γph¯ Iˆ B0 (2.1)
with the proton gyromagnetic ratio (γp), the reduced Planck constant (h¯) and Iˆ the spin angular
momentum operator (quantum mechanical operators indicated by ’hat’). In this work, also the
notation of γp = γp/(2π) will be used.
The Zeeman energy eigenvalues derived from the corresponding Schrödinger’s equation are
given as
Em = −mIγph¯B0 (with B0 = B0 · ez) (2.2)
for mI = 0, . . . ,±I denoting the magnetic quantum number and ez the unity vector along z-axis.
For hydrogen protons, i.e. spin I = 1/2, there is mI = ±1/2, accordingly.
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The two spin energy states correspond to parallel (mI = +1/2) and antiparallel alignment
(mI = −1/2) with the external magnetic ﬁeld, respectively, where the energy is lower for
parallel alignment between spin magnetic moment and B0. With respect to Eq. (2.2), the energy
difference can be calculated as
ΔE = −ω0h¯, with ω0 = −γpB0 and ω0 = ω0 · ez (2.3)
where ω0 is termed as Larmor frequency. The above considerations describe a single spin
only. However, each macroscopic sample under investigation contains a vast amount of spins
populating both Zeeman energy levels. What can be observed in NMR is the net (or bulk)
magnetization, M, (sum over all individual spin magnetic moments) that arises from the small
population difference between the two energy levels [3]. In thermal equilibrium, the magnitude
of the macroscopic longitudinal magnetization M0 is given as [3]




where ’longitudinal’ denotes the component of the net magnetization vector M that is aligned
parallel to B0.
The population of each energy level follows the Boltzmann distribution. Hence, the population














It is apparent from Eqs. (2.4) & (2.5) that the net magnetization and thus the observed signal
in NMR is dependent on the number of spins, the gyromagnetic ratio and the strength of the
external magnetic ﬁeld B0, in equilibrium [2].
More intuitively, the classical description of the time evolution of net magnetization in an
external magnetic ﬁeld permits a direct understanding of the observed macroscopic phenomena.
The classical approach is based on the phenomenological Bloch equations given by [40]
dM
dt
= γp M × B (2.6)
2.1.1 Radiofrequency Perturbation
In thermal equilibrium, the spins are either parallel or antiparallel aligned with the external
magnetic ﬁeld B0 (which is assumed to be aligned with z-axis in laboratory frame of reference)—
following the Boltzmann distribution (Eq. 2.5). However, the net magnetization will be aligned
parallel with B0, due to the lower energy of the parallel aligned state (Eq. 2.2).
Radiofrequency (RF) irradiation B1 applied for a speciﬁc duration τRF at a particular frequency
ωRF = ωRF · ez (magnetic ﬁeld B1 precessing about z-axis in transverse plane) can deﬂect nuclear
spins from equilibrium and is denoted as RF pulse. Here, it becomes useful to transform the
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= Mrot × [(−ω0 + ω)︸ ︷︷ ︸
=: −Ω
·ez] (2.8)
where ω corresponds to the angular velocity vector of the rotating frame of reference with
respect to the laboratory reference frame. The difference between rotating frame frequency ω
and the Larmor frequency ω0 can be denoted as frequency offsetΩ [2]. Generally, in the rotating
frame of reference, the B1 ﬁeld of an RF pulse precesses about the z-axis at
ω′RF = (ω − ωRF)t + φ (2.9)
where φ denotes the phase of the RF pulse relative to the rotating frame of reference. If the
rotating frame angular velocity ω is chosen such that it coincides with the RF pulse frequency
ω = ωRF and the oscillating magnetic ﬁeld B1 thus appears stationary along x’-direction in





= γp Mrot ×
[












ω1,x · ex′ + ω1,y · ey′ +Ω · ez
]
(2.11)
Where the RF irradiation ﬁeld B1 was considered as ω1 = −γpB1, with the transverse compo-
nents
ω1,x = ω1 · cos φ (2.12)
ω1,y = ω1 · sin φ (2.13)
When the frequency of an RF pulse ωRF matches the Larmor frequency ω0 it is termed on-
resonance and thus fully compensates the external magnetic ﬁeld, i.e. Ω = 0. In that case (for





If an RF pulse diminishes all net magnetization—meaning that both Zeeman energy levels are




The large variety in the electronic structure of different elements and molecules leads to a
difference in the magnetic ﬁeld experienced by the nucleus [3]. The electrons orbiting each
nucleus—oppositely to the nuclear spin precession direction—shield the the nucleus from the
external magnetic ﬁeld via their antiparallel oriented magnetic moments [3]. As a result, the
resonance frequency is no longer only dependent on the proton gyromagnetic ratio and the
external magnet ﬁeld strength, but also on the electronic structure of the molecules under
investigation. The effective magnetic ﬁeld experienced by the nucleus can be expressed as [3]
Bnuceff = B0 · (1− σS) (2.15)
with the electronic shielding constant (σS). With regards to Eq. (2.8), the effective resonance
frequency offset changes accordingly
ωeff0 = ω0 · (1− σS) (2.16)
In order to enable a comparison of NMR measurements across different ﬁeld strength, a B0




× 106 ppm (2.17)
with ωref denoting the resonance frequency of a reference compound, e.g. tetramethylsilan (TMS)
or water. In this work, all chemical shifts, δ, are expressed with respect to water resonance ωH2Oref .









2.1.3 Spin Relaxation and Related Contrast
In equilibrium, all individual spins precess about the direction of B0 at the Larmor frequency ω0.
While the net amount of z-magnetization is parallel aligned, each spin possesses a residual
transverse magnetization component. Due to the random spatial distribution of spins, these
transverse components cancel in total [2]. However, because all those individual spins share
the same Larmor frequency, an on-resonance RF pulse will deﬂect the spins’ z-magnetization
similarly and thus ﬂip the net magnetization accordingly [2].
2.1.3.1 Spin Lattice Relaxation (T1)
Spins in an external magnetic ﬁeld that were deﬂected from equilibrium, gained energy [2].
Additionally, the individual spins evoke local magnetic ﬁelds, which allow for an energy transfer
through their impact on neighboring spins. In a macroscopic sample, the surrounding molecules
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are subject to random thermal ﬂuctuations, which also have an inﬂuence on the spins [2].
In thermal equilibrium, both ’energy reservoirs’ are balanced via the spins’ local magnetic ﬁelds.
Spin-lattice relaxation denotes the process of spins returning to thermal equilibrium through
exchange of energy gained from an applied RF pulse to the thermal energy pool of surrounding
molecules [2]. The longitudinal relaxation time T1 for the recovery of the z-magnetization to
equilibrium is thus a measure of the coupling between nuclear spins and the surrounding
molecules (lattice). Correspondingly, the longitudinal relaxation rate is given by R1 = 1/T1.
Since the coupling between spin and surrounding lattice provides a measure for the molecular
tumbling rate of the molecules, it can be used as a contrast for identiﬁcation of different tissue
types enabling a separation of tissue types such as gray and white matter (white matter has a
shorter T1 compared to gray matter [14])—due to the higher degree of myelination in white
matter.
2.1.3.2 Spin Spin Relaxation (T2) and Dephasing Effects (T∗2 )
The direct interaction between neighboring spins changes the local magnetic ﬁeld such that the
local precession frequency appears slightly altered for each spin within a sample. This leads to a
dephasing of transverse magnetization components across the spins. The process of dephasing
will diminish any coherent transverse net magnetization that arised after application of an RF
pulse within a period T2 denoted as transverse relaxation time T2 [2] (and the transverse relaxation
rate accordingly, R2 = 1/T2). A separation between intrinsic and external ﬁeld variations as
experienced by the nuclei had to be made, since inhomogeneities in the external magnetic
ﬁeld would likewise induce a dephasing across spins. Hence, the combination of both effects
leads to a decay of transverse magnetization over the period T∗2 , providing a measure for
local susceptibility—which is employed as a contrast in susceptibility weighted imaging (SWI).




















−M0 · R1 (2.19)
where M0 denotes the equilibrium magnetization vector M0 = (0, 0, M0)T. Extrinsic transverse
relaxation effects are included via substituting R2 with R∗2 in Eq. (2.19). This set of differential
equations (Eq. 2.19) was analogously rewritten in homogeneous form and dynamically extended




2.1.4.1 Free Induction Decay
After a coherent transverse magnetization component has been evoked by an RF pulse (ideally
α =90◦), the net transverse magnetization component precesses about the z-axis in transverse
plane at ωeff0 . Based on Eq. (2.19), it can be expressed as follows [1]
M⊥(t) = Mx(t) + i My(t) (2.20)
= M0 · exp [(i(Ωt + φ)− R2t)] (2.21)
where φ denotes the initial phase. In the receiving coil of the NMR spectrometer, a time depen-
dent oscillating current is induced which is directly proportional to the transverse magnetization
M⊥(t) [42]. The detected signal is then denoted as free induction decay (FID). A Fourier trans-
form of the FID yields the signal intensity distribution across the chemical shift axis, denoted as
NMR spectrum. Depending on the duration of the RF excitation pulse τRF, a particular bandwidth
of precession frequencies Δν = 1/τRF will be excited and thus contributes to the observable
NMR signal. The excitation proﬁle is dependent on the shape of the RF pulse (as a consequence
of the Bloch equations [37]).
2.1.4.2 Spin Echo
In advancement of an FID, information initially lost due to the dephasing of spins—diminishing
the net transverse magnetization component—can partly be restored (transverse magnetization
evoked after application of a 90◦ RF pulse). As discovered by Hahn [43], the application of a
180◦ RF pulse after a period of τ can recover the transverse magnetization component, which
was initially ’lost’ due to dephasing of spins, after a total time of 2τ [2]. When the dephased
spins in transverse plane are ﬂipped by 180◦ around x-axis, their initial phase φ is altered to
π − φ. However, their ongoing dephased precession will lead to a rephasing after exactly the
same period of time which led to the initial dephasing. At this time point, a spin echo (SE) can
be detected. The time between excitation by 90◦ and detection, TE = 2τ, is hence denoted
as echo time. Remarkably, the extrinsic dephasing effect was removed via application of the
refocusing pulse. The signal decay which is observable between the initial FID and SE follows a
T2-envelope (Eq. 2.21) [1].
2.2 Magic Angle Spinning (MAS)
In NMR spectroscopy, linewidths of liquid samples are commonly narrower than those of solids
or semi-solids [44]. For spin I = 1/2 nuclei both, the chemical shift, susceptibility and dipolar
coupling between nuclei are anisotropic, which is averaged by Brownian motion in liquids, but
persists in more solid systems [44].
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By imposing an external fast rotational motion on the sample, such motion can be ’simulated’
and anisotropic effects—which lead to line broadening—will thus be canceled [44–46].
The dipolar contribution HD to the nuclear spin Hamiltonian (in addition to the Zeeman






Iˆ iIˆ j − 3Iiz Ijz
) (
3 cos2 θij − 1
)
(2.22)
where γi/j are the gyromagnetic ratios of nuclei i and j, respectively. For homonuclear spins of
hydrogen protons there is γi/j = γp. |rij| = rij denotes the distance between interacting nuclei
and θij the angle between rij and B0, respectively [44]. For a rotation of the sample about an axis
that is tilted by β with respect to B0, the term (3 cos2 θij − 1) in Eq. (2.22) becomes dependent on
β [46]. As a result, the linewidths in the NMR spectrum will reduce by a factor of [44, 47]
F(β) =
∣∣∣∣12 (3 cos2 β − 1)
∣∣∣∣ (2.23)
When considering θij in Eq. (2.22) as time dependent periodic factor, subject to the spinning
velocity ωS, tilt angle β and an initial phase, it can be shown that sidebands will arise in the
NMR spectrum—periodically distributed at ν = n · ωS/(2π) for integers n [44]. Eq. (2.23)
demonstrates, that minimum linewidths can be achieved for β0 = arccos(1/
√
3) such that
F(β0) = 0 [45, 46]. The angle, β0, is also denoted as magic angle [44], hence the method was
dubbed magic angle spinning (MAS).
2.3 Magnetic Resonance Imaging (MRI)
2.3.1 Magnetic Field Gradients
For spatial localization, the dephasing effect of an external magnetic ﬁeld on the precession
of nuclear spins can be utilized [3]. After spins have been excited with an RF pulse and
transverse magnetization has been evoked, a spatial variation in Larmor frequency can be
induced by applying three orthogonally oriented and spatially linear varying magnetic gradient
ﬁelds. Considering the magnetic ﬁeld as experienced by each spin, via the Bloch equations
(Eqs. 2.7 & 2.3), the static ﬁeld B0 is now superimposed with a linear combination of the gradient
ﬁelds in each respective direction [30, 37]














where G(t) denotes the linear time-dependent magnetic ﬁeld gradient and r the spin coordinate
vector. Apparently, the application of a spatially varying gradient ﬁeld G(t) led to a spatially
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dependent Larmor frequency ωloc0 (r, t) (Eq. 2.24). For any spatial direction, all spins in a
plane perpendicular to the gradient direction will share the same Larmor frequency [37]. The
intersection of three of such planes—as a result of the application of three orthogonal gradient
ﬁelds—enables a spatial localization of a voxel.
More evidently, if only a constant gradient along a single direction is applied, spins are frequency
encoded via the linear change in their Larmor frequency along gradient direction (Eq. 2.24)—
a plane is selected. When a second gradient ﬁeld is applied perpendicularly, spins in the plane
perpendicular to the frequency encoding direction still share the same Larmor frequency, but a
phase shift has been imposed along the direction of the second—the phase encoding—gradient
direction. Thus a line within the selected plane can be determined. Application of a third
orthogonal gradient, simultaneously with the RF excitation pulse, determines slice thickness
via frequency modulation along the third dimension and is hence termed slice selection gradient
[37]. Yet, RF excitation has to be on-resonance with the Larmor frequency of the slice of interest
(encoded via the gradients). The combination of both, frequency band selective RF excitation
(c.f. Section 2.1.4.1) and spatial variation of precession frequency, allows the localization of a
particular voxel [37, 48, 49].
2.3.2 MRI Signal Formation
When including the spatial encoding gradients G(t) from Eq. (2.24) into Eq. (2.21) one obtains
for the static ﬁeld solution [1]
M⊥(r, t) = M0(r) · exp[(i[(Ω− γpG(t)r)︸ ︷︷ ︸
=: Ωloc
t + φinit(r)]− R2(r)t] (2.26)
The signal can be considered as spatial aggregation of all spins contributing within the observed
space [30]. S(t) is governed by both, the transverse magnetization and the receive coil proﬁle,
B−1 (r), such that [1]
S(t) ∝

{M⊥(r, t) · B−1 (r)} dr (2.27)
When the receive system of the spectrometer is oscillating at a reference frequency ωref [41], the
signal is hence proportional to [1, 30] (inserting Eq. (2.26) into Eq. (2.27))
S(t) ∝ ω0

{B−1 (r)M0(r) · exp [i([Ω− ωref]t + φinit(r))] · exp[−R2(r)t]︸ ︷︷ ︸
=: T (r)





Conveniently, the signal is typically downmixed with ωref = ω0, the Larmor frequency [41].
The above signal equation (Eq. 2.28) (static ﬁeld case) is particularly interesting with regards to
the inﬂuence, that certain extrinsic parameters have on the detected signal. Firstly, Eq. (2.28)
evinces that the signal is directly proportional to the static magnetic ﬁeld strength B0. M0(r) is a
measure for the spin (or proton) density and can be used for contrast, as it also directly scales the
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signal. Susceptibility inhomogeneities would have an impact on R∗2(r) while local magnetic ﬁeld
inhomogeneities ΔB0(r) can be incorporated into Ω which then contains a position dependent
contribution as well, i.e.








the last factor in Eq. (2.28) can be expressed as
S(k) ∝ ω0

{T (r) · exp[−2π i ·kr]} dr (2.31)
which has the form of a Fourier transform and thus
T (r) ∝

{S(k) exp[2π i ·kr]} dk (2.32)
This is the fundamental relation between the net transverse magnetization in spatial domain
and the detected MRI signal in time domain [30]. The space deﬁned by k (in frequency domain)
is denoted as k-space, the Fourier transform thus yields the image space [1].
2.3.2.1 Gradient Echo
In contrast to the SE approach (c.f. Section 2.1.4.2), gradient refocused echo (GRE) utilizes a
spatially varying gradient for dephasing of spins [36, 37, 48] . More precisely, the spins are again
excited by an RF pulse and hence precess about B0 in transverse plane. Subsequently, a gradient
of negative polarity is switched on. As outlined in Section 2.3.1, spins will dephase accordingly
whilst the gradient stays active. The spins are subsequently rephased by reversing the gradient
polarity. A gradient refocused echo (GRE) is formed, when rephasing is achieved after t = TE.
This is the case, when the area under the gradient lobes for both polarities becomes equal
[37]. In contrast to SE—where a T2 weighted contrast is achieved through application of a 180◦
refocusing RF pulse—the GRE approach preserves dephasing effects originating from spatial
inhomogeneities across the sample [37]. All ’extrinsic’ effects, such as variations in susceptibility
(affecting T∗2 ) or B0 can thus be detected with GRE [37]. A more application-oriented description
will be given in the following section.
2.3.3 MRI Sequences and Applications
In the previous sections, the fundamental theory of MRI was brieﬂy explained and two major
acquisition approaches—namely SE and GRE—were introduced. Likewise, it is adjuvant to sys-
tematically classify the different acquisition approaches for any designated application purposes.
While in this work, only two-dimensional saturation prepared MR images were acquired, the
later translation into clinical application may as well require three-dimensional acquisitions in a
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very limited time frame. Reliable analysis of the saturation prepared CEST/NOE acquisitions
(vide infra) innately requires a consideration of spatial inhomogeneities arising from all three,
B0, transmit and receive ﬁeld inhomogeneities. A concise derivation of such ’B0/B±1 -mapping’
methods will be provided.
2.3.3.1 Two-Dimensional versus Three-Dimensional Readout [37]
In order to acquire a particular volume, two primary MRI acquisition strategies can be dis-
tinguished [37]. Firstly, two-dimensional slices can be acquired sequentially by selective RF
excitation and simultaneous application of a slice selective gradient. This type of acquisition
requires minimum acquisition time and can easily be dilated to cover additional slices—which
becomes useful when imaging non-uniform objects. Subject motion will lead to a misalignment
across imaging slices and is hardly correctable, if the slice resolution was anisotropic or the
interslice distance was nonzero.
On the contrary, during a three-dimensional acquisition a whole 3D volume (slab) is excited
at once and signal is recorded from the entire volume. The additional slice encoding increases
acquisition time in comparison with a 2D acquisition. Yet, the excitation of a whole 3D slab at
once increases signal-to-noise-ratio (SNR) signiﬁcantly, as all excited spins contribute to the
recorded signal. On the one hand, subject motion affects the entire acquisition volume. On the
other hand, with uninterrupted k-space coverage in isotropic resolution, a re-registration—and
hence retrospective motion correction—was enabled.
A timewise concatenation of RF pulses and gradients is denoted as a pulse sequence. The time
between two successive readout events is termed repetition time (TR).
2.3.3.2 Field Mapping Approaches
When taking the signal equation Eq. (2.28) and Eq. (2.29) into consideration, it can apparently be
deducted, that ﬁrstly, spatial variations in B0 lead to time-dependent changes in phase
φ(r, t) = [(Ωstatic − γpΔB0(r))− ωref]t + φinit(r) (2.33)
of the MRI signal equation, which can be detected as MR phase images are acquired at different
TE values. Secondly, the initial phase φinit(r) in the above equation is time independent and can
thus be subtracted when analyzing φ(r, TE). Except for ΔB0(r), all parameters in Eq. (2.33) are








As a side note, R2 (in SE) or R∗2 (in GRE) can likewise be detected via a multi-echo acquisition,
but this time the magnitude images provide the necessary information—where S(t) follows a T2
or T∗2 decay (Eq. 2.28), respectively.
As a direct consequence of Eq. (2.19), the application of an RF pulse with the duration τRF tilts
the magnetization vector by a ﬂip angle of α (Eq. 2.14). If all transverse magnetization was
properly spoiled (vide infra), the evoked transverse magnetization component will be






where B+1 (r) denotes the local transmit ﬁeld and B1 the nominal transmit ﬁeld amplitude. This
property can be utilized to determine the spatial distribution of B+1 (r). The ﬁrst approach,
denoted as double angle method [50], is based on the sequential acquisition at ﬂip angles θ1 = α



























In the following, ΔB1(r) = B+1 (r)− B1, will be used to express local deviations from nominal B1.
Here it is important to choose the repetition time sufﬁciently long, such that longitudinal mag-
netization is at equilibrium prior to excitation (TR > 5 · T1). For in vivo tissue with longitudinal
relaxation times ranging from 0.5− 5 s [51], this condition may lead to very long acquisition
times. Several approaches [51–53] evolved from double angle method and incorporate the image
acquisition at different ﬂip angles into a single TR. However, for the 2D acquisitions used in
this thesis, application of double angle method was selected.
2.3.3.3 Steady-State Sequences
In pulse sequences with repetitive RF excitation, the magnetization is tilted by α every TR
and unable to fully relax into thermal equilibrium if TR  T1, T2 [1]. Fast imaging GRE
sequences with short TR, can be distinguished into spoiled GRE sequences, meaning a spoiling
of transverse magnetization every TR [54], or refocused GRE sequences, also termed steady-
state free precession (SSFP) [1, 54, 55]. While only the longitudinal magnetization reaches a
nonzero steady state in the former type, the latter achieves a steady state for both magnetization
components [54, 55]. The MR sequences used in this work belong to the former type of spoiled
GRE sequences. Two approaches for the spoiling of transverse magnetization in steady-state
sequences have been proposed and will be discussed in the following.
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Gradient and RF Spoiling
In steady-state sequences, there is a coherent transverse magnetization at the end of each TR
block. In many applications, it is important to optimally spoil such transverse magnetization
prior to the next excitation step. Considering, that a spatially varying gradient ﬁeld leads to a
dephasing of formerly coherent spins, it follows from Eq. (2.24) that the phase of this transverse





where Genc(t) denotes the spatial encoding gradients. Importantly, in case of steady-state φenc(r)
is independent of the repetition number but only varies spatially [1]. This effect can be exploited,
since an additional spoiling gradient Gsp(t) at the end of each TR spatially modulates the phase,
according to








When the spoiling gradient duration τsp and Gsp(t) in Eq. (2.41) are chosen, so they fulﬁll [1, 56]

Δφ(r) dr = 2π ·m (2.42)
for any positive integer m, all spins will be dephased (Eq. 2.28), as

exp[i ·Δφ(r)] dr (2.42)=

exp[i ·2πm] dr = 0 (2.43)
Since the dephasing effect of spoiling gradients is constant across all TR blocks for a particular
voxel, spins can rephase at some point and an echo occurs. The approach of RF spoiling was
tailored in order to increment the phase across repetitions and thus prevent unwanted echo
buildup [54]. By adding a repetition dependent phase increment ϕ(n) to Δφ(r) in Eq. (2.41),
Δφ(r) = Δφ(r, n), with [54]
Δφ(r, n) = φenc(r) + φsp(r) + ϕ(n) (2.44)
In practice this is achieved by speciﬁcally altering the phase of the transmit and receive system.
RF and gradient spoiling are combined in most cases. There is a large variety of approaches dis-
tributing Δφ(r, n) in different patterns, such as linearly [54] or hexagonally [57]. The saturation
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prepared GRE sequence, which was implemented in this work, employs a linear phase variation
across repetitions [1], according to
ϕ(n) = 1 · n + 0 (2.45)
with initial phase set to zero 0 = 0. The phase increment 1 was numerically optimized for a
broad range of T1/2 values [54], yielding optimal spoiling efﬁciency for 1 = 117◦ and 1 = 123◦
(the former was used in this work).
Steady-State Signal
Rapid GRE imaging sequences were developed in the interest of low acquisition time for in vivo
application. In this approach, RF excitation, imaging and spoiling gradients as well as the actual
readout are repeated blockwise with short TR  T1, T2 [1]. As a consequence, the obtainable
steady-state signal will only be a fraction of the FID signal [1] (α = 90◦ TR> 5T1). In the following,
the formation of a steady-state signal and the number of repetitions that is required for such,
will be derived.
The following notations will be used (in accordance with literature [1])
E1 := exp [−TR/T1] (2.46)
E2 := exp [−TR/T2] (2.47)
For simplicity, the RF excitation pulse is considered to be instantaneous, ﬂipping the net magne-
tization vector by α (relaxation during this event will be added into the total TR). Hence, it is
useful to consider time as t± where ’−’ denotes the moment before and ’+’ the moment after
excitation, respectively [1]. Here, a spoiled GRE sequence will be considered, it can thus be
assumed that all transverse magnetization was spoiled prior each new excitation, i.e.
M⊥(n · TR−) ≈ 0, n ≥ 1 (2.48)
Immediately before the (n + 1)-th RF excitation pulse, the net magnetization vector is tilted by
α (disregarding off-resonance effects), such that
M⊥((n + 1) · TR−) = Mz(n · TR−) · sin α · E2 (2.49)
Mz((n + 1) · TR−) = Mz(n · TR−) · cos α · E1 + M0(1− E1) (2.50)
The steady state after Neq repetitions implies that
Mz(m · TR−) = Mz(Neq · TR−) =: Meqz , ∀ m ≥ Neq (2.51)
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Insertion of Eq. (2.51) into (Eqs. 2.50 & 2.49) yields [1]
Meqz =
M0(1− E1)
1− E1 · cos α (2.52)
Meq⊥ = M
eq
z · sin α · E2 (2.53)
Where the latter, Meq⊥ , becomes maximal for
αE = arccos(E1) (2.54)
The ﬂip angle αE is often termed Ernst angle [35]. For a practical implementation, it is of
considerable interest to determine Neq = Neq(r), where r denotes a given relative error that
can be tolerated (when αE is used for excitation). The relative error after the n-th repetition can
be calculated as [1]
(n) =
Mz(n · TR−)− Meqz
Meqz
, n ≥ 1 (2.55)
Here, a recursion of Eq. (2.50) [1]
Mz(n · TR−) = M0(1− E1)1− (E1 cos α)
n
1− E1 cos α + M0(E1 cos α)
n, n ≥ 1 (2.56)










such that (Neq) < r, where [·]int,+ in Eq. (2.57) denotes the next largest integer value. The
largest T1, present in a sample or tissue, determines the minimum number of repetitions which
is required or achieving a steady-state (Eq. 2.57). The class of rapid spoiled GRE sequences
employing small ﬂip angles is denoted as Fast low angle shot (FLASH) [58].
2.4 Saturation Transfer
Many studies aim at clarifying the inherent chemical composition of a particular voxel.A stan-
dard method, rendering sensitive to the detection of multiple metabolites, is MRS [3]. While
this method can reveal the chemical composition, it remains limited to the inherent MR signal
strength of each compound (if no additional preparation was applied). Its imaging counterpart,
namely CSI, can provide such information only at a low spatial resolution.
For clinical applications, a metabolic imaging method with high spatial resolution would be
preferable. In conventional MRI, the water signal is detected voxelwise like in a physical ’black-
box’ experiment. While the localization and MR sequence are known inputs, the output is always
the evolved MR water signal after all chemical interactions with neighboring compounds and
relaxation processes have occurred [10]. Unfortunately, the individual contributions to such a
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’mixed’ signal are hard to disentangle and only little information about their characteristics can
be obtained—without further knowledge about the involved spin species.
The interaction of bulk water spins with solute protons can be employed to indirectly assess
metabolite contributions. Such methods, adapted from the Hoffmann-Forsén method [8], employ
the transfer of saturated magnetization between different spin species and bulk water to tease
out individual compartment information via the large bulk water signal [11, 12]. Through the
application of a magnetization preparation module, which selectively saturates magnetization
via off-resonance RF irradiation, the bulk water signal is attenuated through transferred satura-
tion from spin pools at the respective chemical shift, δ. Chemical properties of the molecules,
containing spin compartments at this chemical shift, can thus be indirectly detected through
the decreased bulk water signal. For each saturation offset, an MR image is detected, thereby
providing a Z-spectrum for each voxel along the saturation offset dimension. A Z-spectrum
depicts the attenuated water signal for each saturation offset, respectively. Since the effect of
saturation transfer is observed using the bulk water signal, the detection sensitivity is almost
that of water [9, 10]. As a direct consequence, saturation transfer techniques are manifold more
susceptible to individual contributions from low-concentrated compartments than standard
MRS, while also providing high-resolution MR images.
The origin of saturation transfer can either be that of chemical exchange (CEST) or dipolar
cross-relaxation (NOE). Both effects will be discussed in the following sections.
2.4.1 Chemical Exchange Saturation Transfer (CEST)
In chemical exchange saturation transfer (CEST), either exchangeable protons or molecules are
selectively saturated via off-resonant applied RF irradiation, which is applied for preparation.
When the chemical exchange is within the slow or intermediate exchange limit [12, 59], i.e.
Ωs  ks (2.58)
where Ωs denotes the frequency offset of the solute compartment and ks the chemical exchange
rate constant, the saturated magnetization can be transferred to the bulk water proton pool
and hence attenuates the detectable MR signal. In cases beyond this condition, longitudinal
relaxation may occur for the solute proton pool, before sufﬁcient exchange could take place.
Eq. (2.58) shows that for exchanging compounds, a certain frequency offset, Ωs, is required for
a clear separation from water resonance. The separation and thus the speciﬁcity will strongly
increase with higher magnetic ﬁeld strength, as Ωs is dependent on B0 (c.f. Eq. (2.8)) [12].
In direct comparison with standard NMR spectra, resonance peaks from solute proton groups
with CEST appear broader in Z-spectra due to the intermediate to fast exchange. This exchange
effect is also the feature which renders CEST and the associated Z-spectra highly sensitive to
very low-concentrated solute compounds [10]. The attenuation of the bulk water signal directly
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correlates with the fraction of solute protons, as shown with the proton transfer ratio (PTR)
[60–62] (in the weak-saturation approximation, see [32] for more details)
PTR =
ks · f · αsat
Rw1




where Rw1 = 1/T
w
1 denotes the longitudinal relaxation rate of bulk water, αsat the saturation
efﬁciency, cw/s the spin pool fractions of bulk water and the solute pool, respectively, and τRF the
saturation time (saturation pulse duration). If either the spin pool is in fast chemical exchange
with bulk water and exhibits only a small chemical shift, or the saturation pulse amplitude is
very large, a spillover effect can occur [63]. Spillover denotes the attenuation of the bulk water
signal via RF saturation of the solute proton pool. In such case, no clear metabolite peak can be
observed in the Z-spectrum, but rather an asymmetrically distorted water resonance peak [63].
For slow exchange the saturation efﬁciency is given as [64]
αsat =
(ω1/(2π))2
(ω1/(2π))2 + (ks · f )2 (2.60)
with the saturation pulse amplitude ω1 (for CW irradiation only).
The behavior of any spin system with chemical exchange can be described using the phenomeno-
logical Bloch-McConnell equations (see Section 3.1.1 for a detailed description).
Notably, the chemical exchange rate k is exponentially proportional to pH [59, 65–67], which
allows mapping of pH for endogenous CEST agents in vivo. However, a clear separation
of metabolite concentration changes and pH variation may remain difﬁcult without further
reference at hand.
2.4.2 Nuclear Overhauser Effect (NOE)
If two spins I and S (spin 1/2 each) are in close proximity (< 5 Å), the local magnetic ﬁelds of
each spin inﬂuence the magnetic ﬁeld of the other spin, respectively [2]. A random ﬂuctuation
of the local magnetic ﬁeld via dipolar coupling of the two spins, either due to Brownian motion
or molecular tumbling, is the main origin of dipole-dipole relaxation [3]. Spin state transitions
can only be induced, if the rate of change for the induced magnetic ﬁeld ﬂuctuation matches the
Larmor frequency of the respective spin [2]. For a system of 2 identical spins, there are 4 different
energy levels with 6 possible transitions WXi (where i = 0, 1, 2; X = I, S), see Figure 2.1.
The single quantum transitions, denoted by WX1 , do not affect signal intensity, as the initial
population differences are restored via the relaxation process [68]. On the contrary, the double
quantum transitions, i.e. WX0/2, either de- or increase the population difference and thus the
MR signal. The W2 transition is denoted as ’double quantum transition’, as a change of both
spins’ energy states is induced. The population difference of the dipolar coupled spin is hence
increased. In contrast, the W0 transition, commonly denoted as ’ﬂip-ﬂop’ or ’zero quantum













Figure 2.1 Illustration of energy levels and transition probabilities for a two-spin-1/2 system. Spins are labeled I
and S, with lower energy state α and upper energy state β (ﬁrst state denotes I and seond state denotes S, respectively).
Modiﬁed from [68].
coupled spin can become saturated), thus decreasing the signal. A mathematical description of
these transitions for spin populations was found by Solomon [69] (see Section 3.1.2 and [32] for
a more detailed description). The Solomon equations showed, that while self-relaxation rates
contain all kinds of the above mentioned transition frequencies WXi , the cross-relaxation rate σIS
is only characterized by the zero/double quantum transitions, W0 and W2 [2]
σIS = W2 −W0 (2.61)
where σIS characterizes rate of transfer of saturated magnetization between spins I and S [2].
Depending on the size of the molecule, the rate of molecular tumbling, represented by the
correlation time τc, changes [3]. Three motion regimes can be distinguished
(i) ω20τ
2
c  1, slow rotational motion
(ii) ω20τ
2
c ≈ 1, intermediate rotational motion
(iii) ω20τ
2
c  1, fast rotational motion (extreme narrowing limit)
with ω denoting the Larmor frequency.
As the cross-relaxation rate σIS is linearly dependent on τc, both the sign and rate of magneti-
zation transfer change for each regime [2]. In the fast rotational regime, σIS is positive, as W2
dominates, the a signal increases. The opposite case can be observed for the slow rotational
regime (σIS < 0), where W0 dominates and the MR signal decreases.
If cross-relaxation is present, and magnetization is transferred between the two spins via dipolar
coupling, the associated signal de-/increase can be denoted as nuclear Overhauser effect (NOE)
[13]. In a Z-spectrum, such NOE would produce a metabolite peak at the respective chemical
shift of the corresponding spin pool, either facing up or down, depending on the size of the
molecule. Particularly for molecules with slow to intermediate rotational motion, a negative
NOE—thus a peak similar to CEST—can be observed.
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Such NOE can be evoked on purpose, by selectively irradiating one of the single spin transitions
and therefore increasing the population of the higher energy level of the irradiated spin. Longi-
tudinal relaxation of that spin will then affect the related spin via a dipolar coupling and induce
a double quantum transition (W0 or W2 depending on the origin energy state). The experiments
conducted in this work are steady-state NOE experiments [3], where a selected spin is irradiated
until saturation is achieved (spin populations are equalized).
In practice, inter- and intramolecular NOE are distinguished. In large molecules, like proteins,
RF irradiation applied to a particular spin moiety may lead to a relayed intramolecular NOE
[10, 70], where the ﬁnal intermolecular effect can either be NOE or CEST, depending on the
spin species and proximity. While such effects can be modeled, an exact derivation of such
complex relayed saturation transfer processes from Z-spectra remains challenging. In these
cases, approximations with binary spin pool interactions may sufﬁce for an adequate description
of the observed effects.
2.4.3 Magnetization Transfer (MT)
Prevalently, saturation transfer effects can lead to Lorentzian peaks in Z-spectra (vide supra).
This observation was derived from the Bloch-McConnell equations [71], where the longitudinal
magnetization components are containing a Lorentzian term as
RRF =
ω21 · T2
1+ (Ω · T2) (2.62)
In semisolid systems with motion restricted proton pools (e.g. in macromolecules), a very short
T2 in the order of microseconds was observed [11]. Such short T2 relaxation consequently dissi-
pates any transverse coherence between bulk water and the bound proton pool (of the semisolid
compartment) [71]. Therefore, even far off-resonant RF irradiation leads to signiﬁcant saturation
effects in the detected water signal. The semisolid compartment shows strong dipolar coupling
and chemical exchange with bulk water protons [72, 73]. For very short T2, the transverse
components of the semisolid pool can be neglected in steady-state [71]. Disentangling the exact
nature of underlying saturation transfer effects consequently appears especially difﬁcult for
magnetization transfer (MT), as the transverse magnetization components of the semisolid pool
do not provide any information in steady-state. The observable contrast was historically denoted
as magnetization transfer contrast (MTC) [11]. Taking all potential saturation transfer pathways
into consideration, the historic nomenclature of magnetization transfer appears misleading.
A more speciﬁc distinction was recently anticipated by van Zijl et al. [10].
In less rigid systems with mobile protons, such RF absorption effects—originating from spin-
spin dipolar interactions—are averaged and thus a Lorentzian lineshape can be observed [74].
The broad RF absorption lineshape in semisolid systems had to be included into the longitudinal
relaxation component of the semisolid pool [71], in order to provide better agreement with ob-
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servations in tissue and more rigid systems. Several lineshapes have been proposed—replacing
RRF in Eq. (2.62)—for various applications
• Lorentzian (as in Eq. (2.62)), which describes saturation transfer effects for mobile proton
systems.












Such Gaussian lineshape is well applicable for homogeneously coupled spins [75],
e.g. proteins in solutions (e.g. bovine serum albumin (BSA)) and agar. It was shown by
Iino [73], that with increasing BSA concentration in solution, a transition from Lorentzian
to Gaussian can be observed. The critical protein concentration was determined as inter-
mediate limit between two molecular tumbling rate regimes via τc/T2 ≷ 1 [73]. This ratio
was integrated into a separate lineshape for better tissue resemblance [72] (see below).
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It matches well for partially ordered systems [75], e.g. in tissue [75] or immobilized protein
structures like cross-linked BSA (CL-BSA) [77].
• ’Kubo-Tomita’ (KT), a lineshape that is well applicable for muscle and liver tissue [72, 78]




























+ (Ω · T2)2
⎤
⎥⎥⎥⎦ (2.65)
where 1/τc denotes the molecular tumbling rate (see Section 2.4.2).
Yet, the best agreement with in vivo MT data can be achieved by implementing a ﬂexible
lineshape, as suggested by Li et al. [78]. In this work, a super-Lorentzian lineshape was applied,
as it empirically matched for all considered backgrounds (i.e. tissue and CL-BSA).
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2.4.4 In Vivo Application
Healthy brain tissue has been thoroughly investigated by means of saturation transfer on both
scales, a large frequency offset scale with regards to MT and a narrower range for particular
contributions of CEST and NOE, respectively [14, 19]. Here, increasing magnetic ﬁeld strength
continuously helps at decrypting further individual spin moieties and hence exchange processes,
that are yet not fully understood [19, 79]. For the detection of disease or altered metabolic
environments it is useful to model the normal tissue background as closely as possible. In the
following sections, a brief overview on currently reported contributions to the Z-spectrum as
well as variations between white and gray matter will be provided. Endogenous metabolites
and exogenous compounds as CEST contrast agents for speciﬁc diseases and other applications
will be discussed.
2.4.4.1 Healthy Tissue Background
Generally, brain tissue contains a large diversity of metabolites with exchangeable proton groups
resulting in highly complex Z-spectra [79]. Here, an overview on individual contributions to the
in vivo Z-spectrum of normal appearing white and gray matter—based on recent literature—will
be provided. In practice, a separation of ’associated’ individual spin moieties is not always
feasible and an appropriate approximation has to be found. Hence, a more in depth description
of the underlying spin system model for each experimental application will be provided within
the individual Methods sections, respectively (vide infra).
As main constituents, there are DWS from bulk water and MT from macromolecules which can
be modeled using either an super-Lorentzian (SL) or ﬂexible RF absorption lineshape [74, 78].
Downﬁeld from water resonance, there are currently two known contributions arising from
amide proton exchange APT at about 3.5 ppm and amine groups at 2 ppm [15, 19, 79–81].
The exact origin of the amine CEST contribution at 2 ppm is still under investigation [79]. To
this point, the observed effect can be attributed to a multitude of contributions from CrCEST,
peptides and amino acids [79].
Amine and amide CEST contributions are hard to disentangle for magnetic ﬁeld strengths ≤ 7 T
and are therefore often aggregated to a mixed contribution at about 3 ppm [81].
In addition, hydroxyl protons are in fast chemical exchange with bulk water at room temperature
[82, 83]. However, being in fast exchange with bulk water and exhibiting a small chemical shift
at about 0.3-1 ppm from water resonance, it is rather a spillover effect with DWS which can be
observed for OH-protons (in a standard Z-spectrum) than a well-separated metabolite peak [24].
There are two NOE-based contributions upﬁeld from water resonance, whose exact nature is
still in dispute [10, 81]. A fairly large and broad NOE peak at −3.5 ppm, can be assumed to
originate from slow exchange via cross-relaxation through the backbone of macromolecules.
Here, the macromolecular backbone can be assumed to function as mediator for inter- and
intramolecular relayed NOE as well as CEST between bulk water and exchangeable groups
from the protein [10, 84]—denoted as an NOE-relayed MT [15, 85]. Recently, a supplemental
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NOE contribution was found at −1.6 ppm [15]. Although its origin is still unclear, it has to be
considered for measurements at 7 T and above [15]. A schematic overview on all regarded spin
moieties and saturation transfer pathways is illustrated in Figure A.3.
While no signiﬁcant difference in APT contrast has been reported for white and gray matter,
there is a difference in MTRA for |δ| > 3.5 ppm [86] (see Section 2.4.5.2 for details on MTRA).
The largest observable discrepancies persist in MT pool fraction, exchange rate and relaxation
rates, respectively [86, 87]. MT pool fraction as a measure of myelination is signiﬁcantly less in
gray matter compared to white matter [14, 87–91].
All additional metabolites—which may appear in-/decreased in disease or activity—will have
to be considered in addition to such complex background.
2.4.4.2 Focus on Lactate
In this thesis, metabolic imaging by means of CEST/NOE was investigated with particular—but
not limiting—focus on lactate for the later in vivo application. As one of the main functional
metabolic markers in energy metabolism, lactate (LAC) has always been of high interest for
investigation of augmented activation areas, ischemic and tumorous tissue or metabolic disor-
ders [92]. Generally, ischemic conditions lead to a lack in oxygen supply to the cells impairing
the process of pyruvate oxygenation in mitochondria—which normally produces high amounts
of adenosine triphosphate (ATP) (∼36 mol ATP/mol GLC [18]) [25]. As energy reserves within
the cells, like phosphocreatine (PCr), are quickly exhausted, ATP is produced via anaerobic
glycolysis [25, 26]. This process is much less efﬁcient in ATP production and glucose (GLC) con-
sumption compared to aerobic conditions (2 mol ATP/mol GLC [18])—denoted as the Pasteur
Effect—and produces vast amounts of LAC accumulating and lead to tissue acidosis [26]. On the
other hand, anaerobic glycolysis is the favorable process with regards to time efﬁciency and can
therefore be observed in quickly contracting muscle tissue with high energy consumption [93].
Insufﬁcient ATP production from GLC is also commonly observed in cancer cells [25]. As tumor
cell growth progresses, oxygen abundancy is reduced. However, unique to tumor cells, energy
(i.e. ATP) is rather produced via aerobic glycolysis, irrespective of oxygen availability, denoted
as the Warburg Effect (∼4 mol ATP/mol GLC) [18, 25, 94]. Similar to ischemic conditions, aerobic
glycolysis results in large aggregations of LAC [18, 25]. An illustrated overview on all three
energy metabolism pathways is depicted in Figure 2.2.
Such changes in the biochemical tissue environment can be utilized for MR imaging methodol-
ogy. Tissue acidosis (pH changes) can be indirectly conceived via amide proton transfer (APT)
contrast variations induced from chemical exchange rate changes (vide infra) [95]. Saturation
transfer can provide a distinct and highly sensitive contrast for the detection of elevated levels
of LAC.
Advantageously, LAC exhibits two groups (methine group (CH) and methyl group (CH3)) which,
in presence of macromolecules, are coupled to bulk water via cross-relaxation. In addition,





































Figure 2.2 Illustration of aerobic and anaerobic energy metabolism pathways in mammalian cells. Favoured
pathways are indicated by red arrows. Modiﬁed from [18].
metabolite peaks from negative NOE can be observed at −0.7 ppm (CH) and −3.5 ppm (CH3) in
the Z-spectrum, respectively, and a spillover effect from OH proton exchange at about 0.5-1 ppm
downﬁeld from water resonance [24, 96, 97] (see Figure A.3 for an illustrated overview on all
saturation transfer pathways). Chemical exchange contrast of LAC OH protons has been inter-
preted for the detection of lymphoma tumors and calf muscle activity [83, 98]. Supplementally,
an indirect effect from LAC CH3 protons on macromolecular MT has been observed in glioma
model with NMR spectroscopy [99].
Generally, any contrast originating from protons resonating in close proximity to the water
resonance—such as OH protons—remains highly volatile against ﬁeld inhomogeneity artifacts
as well as changes in tissue background.
An in vivo application of CEST/NOE based techniques for a detection of LAC concentration
changes in ischemic tissue or muscle contraction is highly time sensitive. While a dynamic
LAC response to muscular contraction could be detected repetitively within a short acquisition
window [98], a mapping of the metabolic dynamics in ischemic stroke tissue appears more
meticulous. In ischemic stroke, one can differentiate between ischemic core and penumbral
tissue [100]. While tissue within the ischemic core is highly prone to necrosis, penumbral
areas may recover after reperfusion [100–102]. It was shown that LAC concentration levels
increase with persisting occlusion up to 10-16 mM [103–106] and slowly diminish in reperfused
penumbral areas [100, 104, 106, 107]. Hence, all methods thriving for a detection of the ischemic
penumbra are required to be applied within a short timeframe after stroke onset. As outlined
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above, LAC as an endogenous CEST/NOE contrast agent with three separable contributions
to the Z-spectrum, provides a high speciﬁcity while its sensitivity remains low for standard
Z-spectrum acquisition methods.
2.4.4.3 Endogenous CEST Contrast Agents
In addition to LAC, more endogenous metabolites which contain an exchangeable group, such
as amide (NH), amine (NH2) or hydroxyl (OH) protons, can be utilized for detecting CEST
contrast in vivo. Especially in cases of disease or increased activity (physical or metabolic),
particular metabolites will either be elevated or decreased. An evaluation of these changes can
provide spatial information with regards to the disease type and progression or highlight areas
of increased metabolic activity [10]. The identiﬁcation of abundant endogenous metabolites at a
high speciﬁcity for a distinct disease proﬁle is of particular interest for ongoing research [10, 59].
When observing Z-spectra in vivo, the broadest and most apparent CEST effect is originating
from amide proton transfer (APT) which is centered at about 3.5 ppm from water resonance [65].
As the above explanations point out (c.f. Section 2.4.2), there are several saturation transfer
pathways in macromolecules which are hard to disentangle, but mostly enhance the saturation
effect in Z-spectra [70]. The high abundance of amide protons in peptides and mobile proteins
of brain tissue [10] results in a strong APT peak in Z-spectra, when saturation is applied at the
respective chemical shift. Such a well pronounced peak can further be employed for detecting
changes induced through pH shift (c.f. Section 2.4.1)—as changes in the chemical exchange rate
k directly alter the width and magnitude of the CEST peak [67]. Recently, APT has been applied
in vivo for the spatial detection of pH alterations in ischemia [65, 100] and glioma [25, 108].
The lack in oxygen supply to the brain energy metabolism during cerebral ischemia leads
to an anaerobic glycolysis and thus to an acidiﬁcation of the intracellular space [106, 109].
Despite the good expressiveness of the APT peak in Z-spectra, its contribution had to be
singled out against the other tissue background effects. For that reason, most approaches
employ asymmetry based metrics (vide infra, Section 2.4.5.2) which are subject to cancellation
of up-/downﬁeld contributions in the Z-spectrum [10]. An overview on recently developed
metrics and MR sequence editing schemes aiming for an improved separation of individual
contributions to the Z-spectrum [85, 100, 108] will be provided below.
Similarly to APT, glutamate can provide an NH2 based contrast at 3 ppm [110]. The resulting
contrast—dubbed glutamate CEST (GluCEST)—has been applied for a differentiation between
transient and persisting ischemia [111, 112] as well as Alzheimer’s disease [113]. While glutamate
concentration increases with ongoing ischemia [111], a decrease compared to healthy controls
was observed for transient occlusion [112]. A signiﬁcant drop in glutamate concentration has
been reported for Alzheimer’s disease [113].
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Another biomarker, which can be associated with glial cell activation [114], is myo-inositol
(related contrast is dubbed MICEST). MICEST contrast—induced via OH chemical exchange—
correlates with glial proliferation and provides a novel investigation approach in addition to
current standards, namely positron emission tomography (PET) or immunostaining [115, 116].
However, the close proximity of the OH chemical shift to water resonance makes it difﬁcult to
reliably determine MICEST contrast.
The most commonly detected CEST biomarker is GLC. As one of the main constituents of cell
energy metabolism, an enhanced GLC uptake indicates an augmented energy consumption [25].
On the other hand, a reduction in pH can increase the sensitivity of glucose CEST (GlucoCEST)
due to a slowed chemical exchange [67, 117]. The OH groups of GLC resonate at three different
chemical shifts, namely at 1.2, 2.1 and 2.9 ppm from water resonance [94]. The overall increase in
contrast associated with elevated GLC levels was termed GlucoCEST enhancement (GCE) [94].
Energy metabolism in tumors appears altered compared to healthy tissue, as previously de-
scribed. Here, aerobic glycolysis (Warburg Effect) demands an increased GLC supply to the
tumor cells, which is the basis for PET tumor investigations using labeled GLC [25]. With
regards to CEST, GLC can easily be administered to the patient. A raised GLC consumption in
tumorous tissue would directly lead to a strong GCE contrast [94, 118–120]. This characteristic
is not only limited to tumor cells, but can be used to mark areas of increased energy metabolism
like in brain tissue [121–124].
In tissue with an augmented energy deﬁciency, ATP supply is secured by a conversion of
adenosine diphosphate (ADP) with phosphocreatine (PCr) and H+ via the enzyme creatine
phosphokinase (CPK) [125–127]. In malignant tumorous tissue, where there is a high energy
consumption, creatine (Cr) transporter channels appear impaired. A reduced amount of PCr
and Cr was thus observed [6, 126, 128]. In such case, healthy tissue would still maintain normal
levels of Cr, as its synthesization is well distributed across kidney, pancreas and liver [126].
The NH2 group of Cr can be targeted for CEST and provides a Cr concentration level dependent
contrast—dubbed CrCEST [59]. The amount of Cr deﬁciency correlates with the grade of tumor
aggressiveness [129] and can therefore provide an additional advantage of CrCEST imaging
against former—spectroscopy based—techniques.
Nevertheless, CrCEST contrast can also be applied to detect healthy tissue with increased energy
metabolism [125]. Here it became crucial to disentangle PCr and Cr concentration levels, which
remains difﬁcult in MRS [125]. Fortunately, the difference in the molecular structure of PCr and
Cr results in distinct chemical exchange rates, which can be separated out in CEST (see below
for details on exchange rate ﬁltering) [125]. For increased muscle activity, an increase in CrCEST
and therefore an increase in Cr concentration level was reported [125, 130, 131].
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2.4.4.4 Exogenous CEST Contrast Agents
In addition to endogenous CEST agents, which may not sufﬁce for some applications, there are
three classes of exogenous CEST agents, which were either designed to enhance sensitivity of
CEST contrast or improve the frequency offset separation [132, 133]. All exogenous CEST agents
have to be administered to the subject and thus require additional ethics approval.
The ﬁrst class of diamagnetic CEST (DiaCEST) agents comprises mainly small molecules and
compounds with rather small chemical shifts [12, 67, 132, 133]. DiaCEST agents are typically
employed to increase CEST sensitivity via an increased number of available proton exchange
sites—examples are amino acids, metabolites or sugars [132, 133]. Accordingly, the contrast
enhancement correlates with the concentration of the administered DiaCEST agent, where rather
large doses ∼10-100 mM are required [133]. Other sensitivity enhancing CEST agents were
found in liposomes that encapsulate water within their structure, thus similarly providing an
increased number of available water exchange sites to mobile protons in close proximity [133].
A higher frequency offset separation can be achieved when the exchanging water protons are
bound to a paramagnetic metal complex, such as lanthanides [133]. Here, the chemical shift of
these bound water protons can be shifted by hundreds of ppm [134]. With such large chemical
shifts, ParaCEST agents can be used as probes to not only measure metabolite concentration
levels, but also determine temperature and/or pH—as the chemical exchange rate is dependent
on both [135, 136]. The application oriented design of novel ParaCEST agents has been of
particular interest to recent research [92, 135–142].
The use of hyperpolarization for parallel administration as a gas and in encapsulated dissolved
form, can be used for detecting sites of exchange between gaseous and encapsulated form [133]—
dubbed HyperCEST. Yet, only Xenon has been used for HyperCEST and the requirement for
detecting Xenon nuclei impedes transition into a clinical setting [133, 143].
Altogether, it can be concluded that endogenous metabolites with exchangeable groups can be
well employed for CEST experiments in cases of disease, muscular activity or for the mapping
of metabolite distribution across different types of tissue. At this point, the only exogenous
CEST contrast agents, that could be administered in a clinical setting are mostly DiaCEST agents
due to their natural occurrence, e.g. glucose. However, all the above mentioned contrasts clearly
suffer from concomitant effects in their speciﬁcity. Therefore, the following sections will provide
an overview on several saturation transfer metrics and MR sequence editing approaches which
were designed to unravel the Z-spectrum and tease out individual contributions.
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2.4.5 Saturation Transfer Metrics
In complex systems with multiple contributions from CEST, NOE and MT, only a compilation
of effects can be observed in the Z-spectrum. A separation of individual effects, which are
contributing to such complex lineshape, has been in focus of ongoing research [10]. There
are two major approaches aiming for a disentanglement of intermingled contributions [23].
One can either edit MR sequence parameters to inherently improve sensitivity to particular
contributions in the Z-spectrum (see Section 2.4.6 for more details), or apply a particular metric
which retrospectively removes certain contributions and permits a quantiﬁcation of previously
obstructed spin moieties. In contrast to editing methods, no changes to the saturation-prepared
MR sequence are necessary. A brief overview on such saturation transfer metrics will be
provided in this chapter.
2.4.5.1 Magnetization transfer ratio (MTR)
An established measure for MT effects is magnetization transfer ratio (MTR), which describes
the normalized contrast of both, MT and DWS [144]:
MTR (δ) =
I0 − I (δ)
I0
(2.66)
where I0 denotes the unsaturated water signal and I (δ) the attenuated water signal detected at
saturation offset δ. I (δ) comprises saturation effects of DWS and MT. This measure is useful for
application in experiments, where different tissue-types or macromolecular contributions have
to be identiﬁed.
2.4.5.2 Magnetization transfer ratio asymmetry (MTRA)
In order to remove symmetric effects from Z-spectra, magnetization transfer ratio asymmetry
(MTRA) was introduced by Zhou et al. [65, 145]
MTRA (|δ|) = I (− |δ|)− I (|δ|)
I0
(2.67)
which is positive for metabolite peaks downﬁeld and negative for metabolite peaks upﬁeld
from water resonance, respectively (provided there is no overlap). If metabolite contributions
to the Z-spectrum are well isolated and do not share the same absolute chemical shift |δ|,
this measure can provide an applicable contrast for metabolite quantiﬁcation. With B0 shifts
corrected, symmetric contributions such as DWS or MT (only if chemical shift is that of water
resonance) can almost be removed and metabolite contributions are put forth. However, any
asymmetric contribution will lead to a distorted baseline in MTRA. Multiple metabolite peaks
up- and downﬁeld from water resonance, such as observed in vivo lead to an overlap and thus
either cancel or enhance the observable contributions on the |δ| scale.
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2.4.5.3 Background Subtraction Methods
There are several metrics that aim at removing background contributions to Z-spectra via
subtraction of such, e.g. AREX [21], APT* [19] and APT# [20]. Here the nomenclature of the
latter two metrics was based on amide proton transfer contrast. Nevertheless, both metrics can
universally be applied to Z-spectra.
In APT*, the borders of the metabolite peak are manually determined (a linear baseline behavior
between those two points is assumed), then the difference between the maximum peak am-
plitude and the mean between the peak border points is computed. Hence, even for steeply
in-/decreasing lineshapes, an estimate of the metabolite contribution is enabled. However, this
measure is not robust against overlapping contributions.
A better estimate was achieved by using APT#, where the background baseline is determined
from model-based analysis and subsequent simulation. The biggest advantage lies in the pos-
sible inclusion of local magnetic ﬁeld inhomogeneities in B0 and B+1 for the background spin
system. This method requires sufﬁcient offset sampling to enable a reliable background spin
system determination. Importantly, local ﬁeld inhomogeneities are only compensated for the
background, while metabolite contributions remain affected and have to be treated separately.
From all previously mentioned metrics, APT# is the most promising metric for metabolite
identiﬁcation, as it possesses the highest speciﬁcity. A similar approach was used in this work
for retrospective look-up correction of Z-spectra (see Section 3.4.4). For a reliable quantiﬁcation,
either lineshape based analysis of metabolite peaks or model-based analysis need to be applied.
A third method, denoted as Lorentzian lineshape analysis [146] can be used to assess indi-
vidual contributions ’peakwise’ to the Z-spectrum. For matching lineshapes, this method can
help removing overlapping peaks (from spillover) and separate particular resonances [146]. In
contrast to APT#, where the background baseline is calculated based on a spin system, lineshape
based approaches suffer from B+1 /B0 inhomogeneities and do not sufﬁce for non-Lorentzian
lineshapes, as observed in MT.
2.4.6 MR Sequence Editing
Z-spectra in tissue-like systems (CL-BSA, agar and similar phantoms) or in vivo are a complex
collocation of several intermingled effects which are hardly separable [10, 23, 24]. The methods of
MR sequence editing strive to tease-out particular exchange processes via ﬁltering or suppressing
individual contributions to the Z-spectrum based on a predetermined spin system [23]. In a
clinical setting, saturation prepared MR sequences are limited by hardware restrictions, such as
maximum duty cycle and RF pulse duration. In practice, it is therefore often necessary to apply
pulsed RF irradiation at particular saturation frequencies for the magnetization preparation and
achieve a steady-state [1].
33
2. Theoretical Background
In spite of the thus increased preparation time and difﬁculties arising in MR sequence setup,
pulsed RF irradiation enables an editing of further parameters, such as interpulse delay or
phase/frequency of particular RF pulses during the preparation module [23] and can hence
improve speciﬁcity of the acquisition.
Generally, each point in a Z-spectrum is a function of several MR sequence parameters (here, for
pulsed saturation), such as the saturation pulse parameters—pulse shape, amplitude, duration,
frequency offset or phase; timing parameters—interpulse delay, repetition time, echo time; or
k-space sampling schemes—spiral encoding, sparse sampling, edge-in k-space sampling. In the
following, a concise overview on selected methods will be provided.
2.4.6.1 k-Space Sampling Schemes
For a reliable detection of CEST/NOE effects, the number of chemical shifts being sampled is
the most limiting factor with regards to acquisition time—besides the intrinsic SNR. Frequency
offset sampling is governed by multiple aspects. On one side, the number of metabolite con-
tributions under investigation predetermines the sites which need to be detected. At the same
time a sufﬁcient offset frequency resolution is required for a retrospective interpolation and B0
correction [147]. Furthermore, with minimally sampled saturation offsets, only a reduction in
the acquired k-space points can reduce the acquisition time for a given saturation preparation
module and sequence timing. Two recent techniques employ sparse k-space sampling schemes,
namely keyhole CEST [148] and compressed sensing CEST [149], where an acceleration factor
of 4 was achieved for the latter.
By utilizing an interpolation along the saturation offset direction (whilst in k-space), in com-
bination with sensitivity encoding (SENSE) [150, 151], an acceleration factor up to 9-fold was
achieved for spectroscopy with linear algebraic modeling (SLAM) (<5% additional noise in stan-
dard deviation) [152]. The loss in sensitivity and SNR is insigniﬁcant for ROI-based analyses, as
intended for SLAM [152].
For a given k-space encoding scheme, the magnetization preparation can be edited for minimal
acquisition time. One approach denoted as ultrafast CEST imaging (UCI) [153, 154] utilizes a
frequency encoding gradient along the chemical shift dimension to reduce the time required
for saturation preparation while the RF pulse is applied (up to 16 fold acceleration). Since one
of the gradient directions is already used for chemical shift encoding, here a radial snapshot
readout became necessary. This technique reduces the number of saturation modules for each
acquisition to one (in case of CW irradiation).
Similarly, the ideas behind sparse sampling and the above can be condensed into edge-in k-space
sampling [31, 155] for pulsed RF irradiation. Here, a single RF saturation pulse is applied (for a
particular saturation offset) at each phase encoding step. When the encoding scheme reaches
the vicinity of k-space center, a steady-state is ideally achieved.
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2.4.6.2 Optimization of MR Sequence Timing
Especially for pulsed RF irradiation prepared MR sequences, timing parameters can strongly
inﬂuence the efﬁciency of exchange processes (c.f. mixing time) and thus the appearance of
Z-spectra [23]. This mechanism is the basis of transfer rate edited (TRE) CEST, where two
types of saturation preparation modules are applied in order to the sample [156]. Label transfer
module (LTM) blocks are used to efﬁciently presaturate all spins across the sample via pulsed RF
irradiation, while a frequency selective CW saturation pulse is applied to saturate a particular
spin species. Based on the saturation pulse duration only spins within a certain exchange rate
regime are affected, other contributions are thus ﬁltered [156]. Similarly, variable delay multi
pulse train (VDMP) CEST [80] employs LTMs for preparation, while the inter-module delay
intervals are used for exchange rate ﬁltering. Further, selectively edited RF pulse amplitudes
during these modules, can be used for T2 ﬁltering (partial saturation), which works especially
well for macromolecules with short T2 [80].
2.4.6.3 Optimization of RF Pulse Properties
The different level of saturation experienced by spin species with largely diverse transverse
relaxation rates, makes the saturation power of the RF irradiation pulse a tool for ﬁltering
particular contributions to the Z-spectrum—such as DWS or macromolecular MT [81]. However,
saturation power levels cannot be used to ﬁlter particular exchange rates. Here, chemical ex-
change rotation transfer (CERT) was developed [81], rendering the CEST experiment sensitive
to speciﬁc exchange rate regimes by obtaining two images at two different ﬂip angles.
Both properties can be combined in order to achieve both, a ﬁltering of macromolecular MT and
DWS effects, and a segregation of the contribution from rotation [81].
Comparably, in Z-spectroscopy with alternating phase irradiation (ZAPI) a T2 ﬁltering is
achieved via alternating the phase of RF irradiation pulses periodically by 180◦ or a sinu-
soidal modulation (to avoid saturated side bands in the Z-spectrum) [157].
A novel technique, which exploits the property of spin pools—contributing to the Z-spectrum
with smaller fractions compared to macromolecules or bulk water—that once they are fully
saturated, no further saturation can be achieved by applying higher RF irradiation powers, is
denoted as saturation with frequency alternating RF irradiation (SAFARI) [22]. For RF irra-
diation power levels higher than necessary to achieve full saturation of small contributions
such as APT, only large spin pool fractions from MT and bulk water remain saturation power
dependent [22]. In SAFARI three different images are acquired. In addition to a conventional
Z-spectrum acquisition, two acquisitions with alternating saturation offsets for each RF irra-
diation pulse are conducted (alternating −δ and δ as well as δ and −δ, respectively, to secure
uniform power deposition up-/downﬁeld from water resonance) [22]. The alternating satura-
tion offset scheme reduces saturation power—experienced at a particular frequency offset—to
half of the saturation power deposited in standard acquisition, which allows an extraction of
MT and DWS effects in combined analysis of all three images during postprocessing [22].
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In advancement of the previously mentioned techniques, a set of four images is acquired for
each ’unit’ in length and offset varied saturation (LOVARS) [158] with alternating saturation
offsets and varying saturation pulse durations. Each ’unit’ covers a single chemical shift |δ| (up-
and downﬁeld due to alternating saturation offset). Ideally the four images of each unit contain
information on all individual contributions to the Z-spectrum, which can then be separated via
their symmetry, exchange and relaxation properties, respectively, by using linear modeling or
fast Fourier transform (FFT). The variation in saturation pulse duration additionally renders
LOVARS sensitive to the exchange dynamics, in comparison to SAFARI, which has its origin in
T2 ﬁltering based on saturation power alteration.
In contrast to the above methods, which rely on the acquisition of multiple MR images with
different saturation schemes and calculate the actual metabolite contribution retrospectively, an
innovative approach for inherently compensating DWS effects was introduced by Clark et al. [24].
In their approach, termed variable saturation power scheme CEST (vCEST), saturation pulse
amplitudes are linearly varied with saturation frequency offset such that a constant bulk water
signal would be achieved if only bulk water was present [24]. With DWS fully compensated, fast
exchanging spin moieties such as hydroxyl groups and other groups close to water resonance—
previously obstructed by the broad water resonance peak—become directly observable with
vCEST. However, this technique remains limited to the removal of DWS effects, asymmetric
contributions such as MT or broad background effects based on CEST/NOE cannot be extracted
from Z-spectra [24].
Here, the newly developed optimization approach (prospective baseline enhancement (PROBE)),
which is part of this thesis comes into play and enables the investigator to selectively compensate
several contributions to the Z-spectrum via an optimized saturation power scheme.
This type of approach is highly susceptible to B0 variations, as the whole saturation scheme
ω1,max (δ) appears shifted for altered B0. A corresponding retrospective correction scheme
accounting for B0 and B+1 variations had to be developed and is presented in Section 3.4.4.
Following the preceding considerations, such an optimized saturation scheme (varied B1 with
chemical shift δ) means ﬁltering particular T2 contributions to the Z-spectrum at each respective
offset δ. It can also be inferred, that exchange rate ﬁltering requires an optimization of saturation
pulse timing. While mobile spin species such as amide (NH), amine (NH2) and hydroxyl (OH)
groups exhibit rather slow to intermediate chemical exchange rates with water, i.e. in the order
of 10 s−1 to 1.5× 103 s−1 [59, 80], most exchange pathways from the same spin species are in
the intermediate to fast exchange regime (> 1× 103 s−1) when bound to macromolecules [80].
Especially cross-relaxation effects of semisolid components with water possess a fast magne-
tization exchange rate 50− 100× 103 s−1 [80]. Schmitt et al. optimized both saturation pulse
duration and interpulse delay for ideal detection of APT in a clinical setting—RF pulse duration
is usually limited (< 100 ms) and duty cycle restricted (< 0.5) [159]. For intermediate exchange
(k = 200 s−1 [160]) an optimal pulsed saturation preparation scheme of 100 ms/100 ms (RF








3.3 Interpolation of Matrix Exponentials
3.4 Contrast Enhancement via Optimal Control
3.5 Implementation
3.6 Saturation Prepared GRE Sequence
In the following section, the formalism of Bloch equations, which was used for all calculations
in this thesis will be described in detail. The inclusion of CEST/NOE effects into the Bloch
equations for arbitrary many spin pools was part of previous work [32].
A scheme for the 2-dimensional interpolation of matrix exponentials, permitting a fast computa-
tion of such, will be introduced. A novel optimal control based concept for the optimization
of RF pulse shapes and MR signal modulation for a large variety of MR sequences will be
derived. As a subclass thereof, an MR sequence speciﬁc baseline optimization for Z-spectra will
be presented. For a correction of distortions from magnetic ﬁeld inhomogeneities or background
spin system deviations, a retrospective look-up correction approach will be outlined. Finally,
an overview on the practical implementation of the simulation, optimization and correction




In the rotating frame of reference, the Bloch equations (Eq. 2.11) can analogously be written in
homogeneous form [35, 161, 162] for n spins as
d
dt
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2 are the longitudinal and transverse relaxation rate constants
(i = 1, ..., n), respectively. Ωi = Δω − ωRF (with Δω the chemical shift frequency (Eq. 2.16) and
ωRF the RF-ﬁeld frequency, in analogy to Eq. (2.8)) and
Θi = Ri1 · Mi0 (3.4)
The factor of ’2’ in Eq. (3.3) originates from the product operator formalism used for the homoge-
neous form of Bloch equations, canceling with the ’1/2’ in the deﬁnition of Mhom (Eq. 3.2) [161].
3.1.1 Bloch-McConnell Equations
The Bloch-McConnell equations [163] describe the magnetization dynamics for a system of




possible chemical exchange interaction pathways, the Bloch-McConnell equations can be
included into Eq. (3.1) as follows:
d
dt





Here, K resembles the kinetic matrix for chemical exchange interactions. By deﬁning kij (= kji)










with I3 denoting the 3-dimensional unity matrix and the (n × n)-dimensional preliminary
kinetic matrix K˜ (the extra row and column was added in order to comply with the dimensions
of L in Eq. (3.3)). K˜ was deﬁned according to [162]
K˜ij = cikji, for i = j (3.7)







where ci correspond to the spin pool fractions and ′⊗′ denotes the Kronecker vector product
operator [164]. In order to include the directionality of chemical exchange, the basis exchange






, for i = j (3.10)
3.1.2 Solomon Equations
The effects of cross-relaxation were included into the Bloch-McConnell coefﬁcient matrix (Eq. 3.5)
by considering the Solomon equations [69] using
LK,R = LK +R (3.11)
as combined coefﬁcient matrix for both saturation transfer effects, with the relaxation matrix R.
In accordance with the Solomon equations, and similar to the dynamic extension of the kinetic
matrix K (Eq. 3.6) it was derived [32]
Rˆ = R˜⊗
⎛














with R˜ deﬁned as [165]
R˜ij = ciσji, for i = j (3.14)







where σij = σji denotes the basis cross-relaxation rate for exchange between spin pools i and j.







, for i = j (3.17)
As a consequence, the deﬁnition ofΘ = (Θ1, . . . ,Θn)T from Eq. (3.4) had to be reﬁned
with Θ = (diag(R1) + R˜) ·M0 (3.18)
R1 = (R11, R
2




M0 = (M10, M
2
0, . . . , M
n
0 )
T, Mi0 = M
i,0
z , ∀ i = 1, . . . , n (3.20)
with R1 denoting the vector of longitudinal relaxation rates and M0 the vector of longitudinal
equilibrium magnetization for each spin pool.
3.1.3 Magnetization Transfer
As outlined in Section 2.4.3, effects of speciﬁc RF absorption by a semisolid pool s can be
considered in accordance with the formalism introduced by Henkelman et al. [71]. Here, the RF






clσsl − RsRF (3.21)
Because transverse relaxation times are in the order of microseconds for semisolid spin moi-
eties [75], transverse magnetization components can be neglected for saturation transfer pro-
cesses [31, 71, 166, 167]. An inspection of Eq. (3.3) further yields, that transverse magnetization
evoked by RF irradiation also diminishes for |ω1|  Rs2 [31, 167], where Rs2 denotes the trans-
verse relaxation time of the semisolid pool. The transverse magnetization components of the




As a result of the above made inclusions, all three saturation transfer effects could be included
into the homogeneous Bloch equations as
d
dt
Mhom = −LK,R ·Mhom (3.22)
3.2 Matrix Exponentials
In order to compute the time evolution of the magnetization vector Mhom(t), the MR sequence
which is to be analyzed, was divided into m discrete timesteps Δti—with constant parameters
on each interval (ti−1, ti−1 + Δti)—such that [31]
Mhom(t + Δt) = exp (−ΔtL) ·Mhom(t) (3.23)
with L representing LK,R (Eq. 3.22). In practice, any RF pulse is discretized to a particular raster
time at the scanner, with constant pulse amplitude on each interval. All matrix exponentials
corresponding to the discrete timesteps Δti are then multiplied through the time course of the






















where L(i) denotes the Bloch coefﬁcient matrix for timestep i and P(i) the corresponding matrix
exponential (propagator), with i = 1, . . . ,m.
3.3 Interpolation of Matrix Exponentials
For large spin systems or complex MR pulse sequences, a computation of matrix exponentials is
very time consuming. Therefore, an interpolation algorithm was implemented for the calculation
of P(i) (see below for details). A similar approach was introduced by Müller et al. [31]. In
this work, the interpolation was extended to two dimensions and higher order polynomials.
The polynomial approximation was based on the Weierstraß approximation theorem [168].
Advantageously, the structure of the Taylor expansion for ω1,x/y of P(i) can be analyzed using
Eq. (3.3) and Eq. (3.24). For selected matrix elements of P(i), the Taylor expansions are illustrated





















































where C denotes the matrix of polynomial coefﬁcient vectors Cj,k for each polynomial represen-
tation of matrix elements of P(i)j,k within a certain conﬁdence range for ω
(i)
1,x/y ∈ [ωmin1 , ωmax1 ], and
P (p) denotes the vector of polynomial expressions up to p-th order, as explained in the following
section. All polynomial representations C have to be computed only once, by interpolating all
matrix elements of P on a speciﬁed grid B := [ωmin1 , ω
max
1 ]× [ωmin1 , ωmax1 ].
In practice, interpolation is achieved through computing all matrix elements of P on a sparse
nsp × nsp-dimensional grid out of the entire range B (providing the(
(3n + 1)× (3n + 1)× nsp × nsp
)
-dimensional ’prototype matrix’ Pexact) and subsequent least
squares polynomial ﬁtting to order p. The least squares solution to
C · P (p) = Pexact (3.29)
is determined, where P (p) denotes the vector of polynomial expressions up to p-th order, i.e.
P (p) = (1, ω1,x, ω1,y, ω1,x · ω1,y, ω1,x · ω21,y, . . . , ωp1,x, ωp1,y)T (3.30)
and each Cj,k is of same length as P . The number of grid points, nsp × nsp, can be arbitrarily
selected depending on the order p, provided that they are equal to or exceed the number of
unknown parameters in Eq. (3.29). The resulting structure has the advantage of very fast com-






as it can directly be computed via insertion





Figure 3.1 Illustration of selected propagator matrix elements (Pexact). Calculation was performed for a single
spin system at 7 T with a discrete timestep of Δt = 10−6 s. In the top row, RF pulse amplitudes ω1,x/y within the
range of ±107 rad/s were considered. The bottom row depicts a narrower view for the RF pulse amplitude range
more relevant in practical application, i.e. ω1,x/y within ±105 rad/s.
In this work, RF pulse propagators for the saturation pulse (vide infra) were calculated for ω1,x/y




3.4 Contrast Enhancement via Optimal Control
Currently, there are multiple optimal control based approaches, striving for a contrast enhance-
ment in NMR and MRI via an optimized RF pulse shape or gradient optimization [169–175].
In this work, a general formulation for an optimal control based modulation of MR signal and
hence contrast enhancement, which may become applicable to a large variety of MR sequences,
was developed (vide infra). The optimization framework for pulsed saturation prepared MR
sequences and an optimized Z-spectrum acquisition will subsequently be derived as a subclass
of the general formalism.
3.4.1 General Formalism
Generally, the behavior of the magnetization vector Mhom(t) under the application of an MR
sequence can be described via the comprehensive Bloch-McConnell equations (Eq. 3.22). In
optimal control theory, Mhom(t) can be denoted as state variable, whereas any parameter u
that inﬂuences the behavior of Mhom(t) can represent a potential control variable [176]. Hence,
Eq. (3.22) can be expressed as [176]
M˙hom = f (Mhom,u) (3.31)
with f (Mhom,u) = −LK,R(u) ·Mhom (3.32)
This system can be considered as controllable, as any initial state Mhom(t0) can be propagated to
a target state Mtargethom via application of a particular MR sequence. By controlling speciﬁc MR
sequence parameters such as RF pulse parameters or delay times, this state can be achieved
more or less efﬁciently. A measure for this efﬁciency—comprising all deviations of the ﬁnal state
Mhom(tf) (after a time period tf) from the target, M
target
hom , and including additional user-deﬁned




f0(Mhom(t),u) dt + P(u) (3.33)
According to Pontryagin’s minimum principle [177], but by lifting the constraint of continuity
for u, and instead requiring a piece wise continuity for each discrete time interval (ti, ti + 1) [174],
optimality is achieved under the condition
δJ != 0 (3.34)
For an application of optimal control to MR sequences, the softened constraint of piecewise
continuity is very helpful and permits a matrix-algebra-based calculation. There are two ways
to edit an MR sequence: ﬁrstly, RF pulse shapes can be tailored for particular applications;
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secondly, sequence parameters such as delay times or RF pulse/gradient amplitudes may be
edited [10, 174]. Both approaches will be discussed in the following sections.
3.4.2 RF Pulse Editing
In order to determine a discretized RF pulse shape
(
ω1,x,ω1,y







can be considered as control parameters with ti ∈ (t0, t0 + τRF], i = 1, . . . ,m and
ω
(i)
1,x/y ∈ [ωmin1 , ωmax1 ] with RF pulse duration τRF. The equation of motion for application of
such an RF pulse to the initial state M0hom = Mhom(t0) can be expressed as (Eq. 3.24)






There are several propositions for the ﬁgure of merit J , which assesses the similarity of M0hom
and Mtargethom [178]. However, any normalized and positive deﬁnite cost function may sufﬁce.
























J contains the scalar product between the two magnetization states and becomes zero for




































= 0, ∀ i = 1, . . . ,m and j = x, y. (3.40)
The gradient of J provides the optimization direction. With the previously introduced in-
terpolation method, the ﬁrst derivative (or gradient in direction ω1,x/y) of the propagator P(i) is
relatively cheap to compute. Similar to the vector of polynomial expressionsP (p) from Eq. (3.30),
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another vector of polynomial expressionsD (p)j for i = x, y, can be calculated analytically from




















, j = x, y (3.41)
where notably C denotes the same polynomial coefﬁcient matrix as in Eq. (3.26).
3.4.2.1 Pulsed RF Irradiation
A more practical approach for later application at clinical MRI scanners, is pulsed RF irradiation
with a constant delay τd between each RF pulse. Considering the cost function for application of


























where Pd denotes the delay propagator for τd and NP the number of repetitions in pulsed RF
magnetization preparation. In order to obtain the optimization direction, the gradient of J
needs to be computed for each control parameter.



























































In order to impose further limitations onto the control parameters, such as maximum RF pulse
amplitude, speciﬁc absorption rate (SAR) or smoothness, two approaches can be considered.
The ﬁrst approach penalizes any violation of hard limits by either scaling all RF amplitudes
to a lower level (scale-down), or resetting the violating amplitudes ω(i)1,j > ω
max
1 to the speciﬁed










∥∥∥ω(i)1 ∥∥∥2 Δti with ω(i)1 = ω(i)1,x + i ·ω(i)1,y (3.47)
When the energy E exceeds the SAR limit of Emax, the amplitudes will be down-scaled according
to [171]





This approach is easy to implement and ensures no violation of hard limits, which is essen-
tial, particularly for the interpolation approach, which is only valid on the speciﬁed interval
[ωmin1 , ω
max
1 ]. Nevertheless, such strict penalties may harm the optimization process. It is
advisable to use differentiable penalty functions, i.e. P (ω1) and directly include them into
all calculations imposed on J (Eq. 3.33), as suggested by [175, 180–182]. The set of penalty
functions which can be applied for RF pulse optimization are shown in Table (3.1) with their
respective application [175, 181]. Such penalty functions can ensure the compliance of optimized
RF pulse shapes with hardware limitations. While hard limits may stop the optimization pro-
cess, differentiable penalty functions provide a gradient smoothly redirecting the optimization
process to a common minimum (common minimum denotes a best ﬁt minimum for all criteria,
i.e. target state as well as compliance with external limitations).
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1 for j = i
−1 for j = i + 1
0 else
















Table 3.1 Overview on penalty functionals applicable for RF pulse optimization, modiﬁed from [175, 181].




3.4.3 MR Sequence Editing
In MR sequence editing, particular parameters can be optimized for a speciﬁc target (c.f. Sec-
tion 2.4.6). This is a more general approach, as any set of parameters u (vector of length m)
which inﬂuences the MR signal I(u) can be subject to optimization (here I denotes a series of q
detectable MR signals). The optimization problem can be formulated as follows
I(u) = I target (3.49)
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Figure 3.2 (a) In a standard Z-spectrum acquisition, pulsed RF irradiation is applied at different saturation
offset frequencies with constant amplitudes ω1,max (δ) = const. As a consequence, each point of the Z-spectrum is
a function of the overall constant saturation power and offset frequency. Each pulsed preparation consists of NP
individual saturation pulses.
(b) In PROBE, RF saturation powers are selectively optimized for each offset δ, such that a speciﬁc target signal
intensity Itarget is met by the spin system response I (ω1,max (δ)) for all offsets δ.
MR imaging sequences for the detection of Z-spectra on clinical MRI scanners usually employ a
pulsed RF irradiation module (with NP saturation pulses each) prior to the imaging portion.




In a Z-spectrum, the signal I is a function of the chemical shifts δ = (δ1, . . . , δm)
T, i.e. I ≡ I(δ).
The amount of saturation, that is achieved at each saturation offset δ, depends on the saturation
transfer and relaxation properties of the underlying spin system. In vivo there are several con-
founding background contributions, leading to an intermingled Z-spectrum. If such background
baseline can be modeled—i.e. the spin system can be determined from ﬁt of an earlier acquired
acquisition—the response of that spin system to a variation of all parameters inﬂuencing the
signal I could be calculated.
In this work, a prospective baseline enhancement (PROBE) approach was developed, where
each signal I (δ) is prospectively modulated via an optimized saturation power scheme ω1,max(δ)
(Fig. 3.2(b)). When the saturation power ω1,max(δ) is edited as control parameter, the detected
signal is hence given by
I(δ) ≡ I(ω1,max(δ)) (3.52)
As a consequence, the optimization target will also depend on δ such that in the optimal case
(Eq. 3.49)
I(ω1,max(δ)) = I target(δ) (3.53)
Because each signal intensity I(ω1,max(δi)) is uniquely dependent on the respective saturation
frequency δi and the corresponding saturation power ω1,max(δi) (there is exactly one signal






















The substitution ω1,max(δi) = ω˜1,max(δi)2 ensures positivity of the RF pulse amplitude during
optimization and was considered for the gradient of J . For a given target baseline I target and δ,
this optimization provides an RF saturation scheme ω1,max, such that the detected signal will
closely match the target.
With the background spin system at hand, the investigator can select individual contributions to
the Z-spectrum for optimization. Any target baseline I target(δ) may be selected for optimization,
depending on the ﬁeld of application, this could potentially enable an enhanced contrast
(i.e. the level of saturation can be edited for particular offset frequencies). In this work, a
constant target I target(δ) = const. was chosen—ﬁrstly as a proof of principle and, secondly, for a
better comparability of different metabolite peaks within the same Z-spectrum. As a unique
feature of PROBE, all spin moieties selected by the investigator are inherently compensated—
ideally, no further metric has to be applied. Any metabolite or background contribution which
was not modeled in the optimization process, would thus become clearly distinguishable as a














Figure 3.3 Simulated standard and PROBE Z-spectrum. The spin system parameters were chosen to be compara-
ble to 80 mM LAC in CL-BSA (c.f. Table (A.7) & (A.8)). The standard Z-spectrum was simulated with γpB1 = 60 Hz
and the saturation scheme from Figure 3.4(a) was used for the PROBE simulation. Both Z-spectra were normalized
by an unsaturated reference signal I0.
3.4.4 Retrospective Look-Up Correction
As outlined above, the PROBE approach provides a direct metabolite and tissue contrast without
the need of further postprocessing steps under mint conditions. However, in practice the
optimized saturation power scheme ω1,max(δ) is highly susceptible to variations in B0 and B+1 .
In the following, inﬂuences of such alterations will be discussed and a retrospective correction
framework for such effects will be introduced.
3.4.4.1 B0 Variation
B0 variations can either originate from scanner basis frequency drift over scan time or local
magnetic ﬁeld inhomogeneities. The former is not considered here, as it was adjusted regu-
larly during the experiments (see Methods section of the experimental parts below for details).
The latter induces shifted RF saturation frequencies, which further vary in spatial dimension.
Correspondingly, standard Z-spectra (i.e. ω1,max(δ) = const.) appear shifted with respect to
water resonance I(Δνdetected) = I(Δνoriginal − γpΔB0) (c.f. (Eq. 2.18)). When an optimized
saturation power scheme is applied (as in PROBE), shifts in saturation frequency directly af-
fect the whole saturation scheme by falsifying the optimized saturation power at each offset,
respectively. The effect was illustrated in Figure 3.4(a) and its impact on a PROBE acquisi-
tion can be observed in Figure 3.4(c)-(d). Local B0 inhomogeneities encountered in practice
were within |γpΔB0| < 50 Hz. Differently than in standard acquisition, two effects can be
observed in PROBE: likewise as in standard acquisition, the PROBE Z-spectrum appears shifted
by (−γpΔB0) with respect to water resonance. As a consequence of the shifted saturation
power scheme, i.e. ω1,max(Δν + γpΔB0), there is a heavy baseline distortion—especially close
to water resonance—even for small B0 variations. As a note, the Z-spectrum appears shifted
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by (−γpΔB0), while the saturation scheme is shifted in the opposite direction (with respect to
water resonance), i.e. the shift of ω1,max shows a different sign.
With knowledge of the underlying background spin system—which had to be obtained from
scout data analysis for subsequent optimization—the background baseline can be simulated for
any ΔB0. For time efﬁcient postprocessing, PROBE Z-spectra were simulated for B0 variations
within ±50 Hz and stored in a look-up table. With local B0 information (from B0 mapping)
the corresponding look-up baseline could be subtracted from the data voxelwise (after normal-
ization), similar as described by Heo et al. [20]. Normalization was based on an unsaturated
reference signal I0. The result will always be normalized difference Z-spectrum Δ(I/I0)(δ),
which ideally appears ﬂat around zero, if only the known background was present. Any further
spin moieties would then become directly distinguishable from ﬂat baseline. A visualization
of this retrospective look-up correction is depicted in Figure 3.5. After subtraction, the differ-
ence Z-spectrum was interpolated along frequency offset direction and shifted back by γpΔB0.
The result is illustrated in Figure 3.5(b) where only a minor deviation from the ideal PROBE
Z-spectrum persists for simulated metabolite contributions. They can be assigned to the al-
tered saturation power level ω1,max(Δν + γpΔB0) at each frequency offset Δν. Nevertheless,
interpolation requires sufﬁciently dense sampling of saturation frequencies, which is especially
challenging in clinical application when acquisition time is very limited.
The look-up correction approach only corrects baseline distortion and shift effects for the known
background spin system, it does not affect non-modeled contributions. The ΔB0 ’induced’
changes in saturation power were estimated below 30% for |δ|>0.5 ppm (stronger changes are
caused around water resonance |δ|<0.5 ppm), see Figure 3.4(b). However, most endogeneous
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Figure 3.4 Visualization of the impact of B0 variations and B0 induced changes in B1 on the PROBEmeasurement.
Top row depicts B0 induced alterations of the saturation power scheme, bottom row illustrates the effect of such on
simulated PROBE Z-spectra.
(a) For ΔB0 = 0 the optimized saturation scheme ω1,max(δ) appears shifted (here illustrated for −γpΔB0=50 Hz and
a simulated PROBE experiment at 7 T, with Itarget = 0.85 · I0).
(b) Deviation in B1 stays below 15% (red curve) for |δ| > 0.8 ppm (limit indicated by green lines).
(c) Visualization of impact of B0 variation by ±50 Hz. A shifted saturation scheme (a) leads to a strong baseline
distortion, especially close to water resonance.)
(d) Closer view of (c). Metabolite peaks are shifted by ΔB0 with respect to their chemical shift.
3.4.4.2 B1 Variation
For a sufﬁcient correction of B1 related effects on Z-spectra, both components, namely B+1 and
B−1 have to be considered. The receive coil proﬁle, B
−
1 (r), only has a signal scaling effect. For a
better comparability of Z-spectra across different voxels, it can be corrected via a normalization
of all images corresponding to offset δi, by an unsaturated reference image I0. The resulting
Z-spectra can then be expressed as I/I0(δ).
Note that, effects of local B+1 variations can be similarly treated like B0 inhomogeneities. While
B+1 variations remained insigniﬁcant at 3 T (transmit via single channel body coil, see Methods
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(b)
Figure 3.5 Illustration of the retrospective look-up correction for B0 related variations.
(a) Visualization of B0 shift effect on simulated PROBE Z-spectra at 7T. Due to the shifted saturation scheme
ω1,max(Δν + γpΔB0), the baseline appears heavily distorted, especially close to water resonance. The corresponding
look-up table for the background spin system (dashed red line) matches these baseline distortions well. (b) Sub-
traction of the corresponding look-up table yields an almost ﬂat baseline (dashed blue line). However, metabolite
peaks are still shifted by γpΔB0. Interpolation of the Z-spectrum and back-shift by γpΔB0 supplies the ΔB0 corrected
PROBE Z-spectrum. Minor deviations remain, due to the altered saturation powers at the respective frequency
offsets (those are much less, compared to local B1 variations).
for 7 T, where B1 was transmitted via a single channel head coil. As illustrated in Figure 3.6(a)-
(b), there is a strong nonlinear distortionary impact on baseline and metabolite contributions
in the PROBE Z-spectrum for ΔB1 = 0. Such effect would likewise be observed in standard
acquisition, where linear and model-based correction methods have been proposed [10, 183, 184].
Generally, the high complexity of saturation transfer dynamics makes a model-based correction
the most accurate tool for retrospective B+1 corrections. However, for a pure model-based
correction approach, also metabolite contributions have to be considered, adding a large number
of parameters to the spin system, which would have to be determined. Hence, it was investigated,
if a combination of the retrospective look-up correction for the baseline with a lineshape based
analysis applied to the individual metabolite peaks could sufﬁce.
It can be seen from Figure 3.6(c) that look-up correction successfully removes all distortions
imposed on the background baseline. Nevertheless, B+1 inhomogeneities lead to strong nonlinear
broadening effects of metabolite peaks in the Z-spectrum (much larger than those induced by B0
changes) which have to be addressed separately.
With increasing B1, the metabolite peak width increases while its magnitude decreases [10]. Here,
Lorentzian peak area provides a condensed measure for metabolite quantiﬁcation [146], which
robustly compensates for B+1 variations (within ΔB1/B1 = ±0.7, Figure 5.4). Lorentzian peak
area is calculated as the product of metabolite peak FWHM and amplitude, thus tempering
B+1 induced peak broadening [10]. The application of Lorentzian peak analysis requires an
identiﬁcation of individual metabolite peaks which is more straightforward in PROBE compared
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to standard Z-spectra—where the background baseline may obscure such. In this type of analysis,



















































Figure 3.6 Illustration of the retrospective look-up correction for B+1 variations.
(a) Visualization of the effect of an elevated B+1 ﬁeld (here ΔB1/B1 = 0.3) for a simulated PROBE experiment at 7 T.
The dashed red line shows the corresponding look-up table of the background spin system, for which ω1,max(δ) was
optimized. Metabolite peaks appear overpronounced and broadened.
(b) Lower B+1 ﬁeld (ΔB1/B1 = −0.3) leads to a partial compensation of metabolite peaks through an increased signal
intensity. Again, the dashed red line denotes the look-up table for the background spin system.
(c) A subtraction of look-up table signiﬁcantly reduces the effect of B+1 inhomogeneities to the simulated PROBE
Z-spectra. While the baseline distortions—mostly due to broad background effects—could almost completely be
removed, the metabolite peaks remain affected by the altered B1.
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3.4.4.3 Deviation of the Background Spin System
Determination of an ideal scout acquisition scheme appears especially difﬁcult without prior
knowledge of the complex relaxation and saturation transfer processes that come into play
when measuring the background in tissue or tissue-like phantoms. Different ranges of satura-
tion frequency offsets and saturation level regimes are more or less suited for detecting each
individual process. A narrow offset range and low saturation power is optimal for detecting
DWS [186], while multiple intermediate saturation powers and an offset range covering at
least 5 ppm up-/downﬁeld from water resonance is more favorable for APT, amine CEST and
NOE [159, 187]. Lastly, MT analysis requires a signiﬁcantly larger saturation offset range to be
covered (∼ 50 ppm), while high saturation power levels should be applied [188]. Ideally, also
sequence timing could be edited (see Section 2.4.6.2) in order to match with saturation transfer
rates and maximize contrast.
Making a compromise with regards to acquisition time and future applicability in a clinical
setting, a simpliﬁed scout setup with multiple saturation powers—densely sampled offset
frequencies within ±5 ppm and covering far off resonant parts as well—was selected (see Meth-
ods sections in experimental parts for more details). As a trade-off, there could be deviations
between the spin system determined from scout analysis and the actual spin system from the
tissue or tissue-like background with regards to saturation transfer and relaxation dynamics.
In that case, the baseline in PROBE Z-spectra would appear distorted, as illustrated in Figure 3.7.
Metabolite peaks could thus become either overpronounced or partly compensated by an ele-
vated background signal intensity.
Advantageously, PROBE poses as an intrinsic multi-saturation power experiment, which allows
a thorough determination of metabolite exchange dynamics retrospectively. In cases of a back-
ground mismatch, reﬁtting the spin system to the PROBE Z-spectra allows the calculation of a
superior look-up table, which can be employed to remove such bias from baseline (as depicted
in Figure 3.7(b)).
If the contributions from solute metabolites to the Z-spectrum remain small compared to the
rather broad appearing background contributions, a scout acquisition may also be conducted
in presence of such metabolites—without a signiﬁcant loss of accuracy. This is of particular
importance for an in vivo application, where there are several metabolites present in almost every
tissue. However, if the background spin system was modeled to the scout Z-spectrum such that
only broad background contributions are included, no metabolite peaks will be compensated in




































Figure 3.7 (a) Illustration of the effect on PROBE Z-spectra when the background spin system, used for the
optimization of the saturation scheme, deviates from the actual spin system in the sample (here simulated for 7 T,
10% deviation was applied to background MT spin pool fraction cMT). The baseline in PROBE Z-spectra appears
heavily distorted. Dashed lines denote the corresponding background look-up table.
(b) With knowledge of the actual background spin system of the sample (e.g. frommodel-based reﬁt) such distortions,
as observed in (a), can be corrected via look-up table subtraction. The simulated metabolite contributions remain
almost unaffected after retrospective correction.
3.5 Implementation
All calculations, simulations and ﬁtting procedures were implemented in MatLab (R2016a, Math-
works, Natick, MA, USA). The MR images were imported into MatLab via SPM 12 [189, 190].
For the optimal control based calculations, the cost function, J , and its ﬁrst derivative,
∂J /∂ω˜1,max(δi) (Eqs. 3.54 & 3.55), were implemented and provided to the unconstrained opti-
mization function fminunc in MatLab. Any optimization algorithm could be applied to derive
the saturation scheme by the use of J . Here, an unconstrained quasi-Newton optimization algo-
rithm based on the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [191–194] was employed.
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3.6 Saturation Prepared GRE Sequence
For the acquisition of MR images, a saturation prepared gradient refocused echo (GRE) sequence
was used in this work. It was implemented in the IDEA sequence development environment on
multiple software baselines (Siemens, Erlangen, Germany). With added multi-echo functionality,
also B0 maps could be obtained with the same sequence.
A sequence diagram for the 2D acquisition scheme is illustrated in Figure 3.8. In addition
to the GRE readout module, a saturation preparation with subsequent gradient spoiling in
all three directions was implemented. The duration and amplitude of each spoiling gradient
were optimized in order to match with Figure 2.42. As it was outlined in Section 2.4.6, both
timing parameters τRF and τd are equally important for improving the performance of saturation
transfer induced contrast. A considerable reduction in TA was achieved by applying edge-in
k-space sampling (c.f. Section 2.4.6.1), and thus integrating the necessary amount of RF saturation



































In Vitro Investigation of deviating Background Contributions





In this chapter, the functionality of PROBE is investigated by the aspect of its speciﬁcity to
different backgrounds. As it was outlined in Section 2.4.6, PROBE is a method which is highly
susceptible to any alterations in the background spin system for which the saturation power
scheme ω1,max(δ) was optimized. This high speciﬁcity can be exploited as a novel tissue contrast
in vivo. Dissimilar tissue (i.e. altered MTC from disease or other biochemical processes [27, 28],
with regards to spin pool fraction, exchange rate or relaxation rates would directly become
observable in a PROBE acquisition. Cross-linked BSA (CL-BSA), as a well-described tissue-
model [34, 195], was selected for investigating such background deviations in vitro at 3 T and 7 T.
To further examine the distinctness of a metabolite peak in presence of such complex background,
creatine CEST (CrCEST) was chosen as a marker for endogenous CEST [79, 196, 197].
4.1 Methods
4.1.1 Phantom Preparation
A phantom containing six samples (50 ml tubes) with varying concentrations of bovine serum
albumin (BSA) dissolved in phosphate buffered saline (PBS) and varying degrees of cross-
linking was prepared. For the ﬁrst three samples, 15% BSA (w/w) were dissolved in PBS.
25% glutaraldehyde (GTA) solution were added in different amounts (0.5, 1 and 2% (v/v)) to
achieve cross-linking (CL-BSA) [96]. An additional series of three samples was prepared with
varying BSA-ratios (5, 7.5 and 10 % (w/w)) dissolved in PBS and cross-linked using 2% of 25%
GTA solution. An overview on all samples is given in Table (4.1). All six samples contained
50 mM creatine as a marker for CrCEST effect. All chemicals were obtained from Sigma Aldrich
(St. Louis, MO, USA). The samples were placed inside a water bottle, arranged as illustrated in
Figure 4.1(a).
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Sample 1 2 3 4 5 6
BSA ratio
(% w/w)
15 15 15 5 7.5 10
GTA ratio
(% v/v)
0.5 1 2 2 2 2


















Figure 4.1 (a) Illustration of circular phantom setup for varying CL-BSA backgrounds. The cylindrical samples




-map as encountered at 7 T. Here, the highest B+1 was observed




All measurements were conducted at 3 T MAGNETOM Prisma Fit and MAGNETOM 7 T
(Siemens, Erlangen, Germany) using a 32-channel head coil (for 7 T: 1ch/32ch Tx/Rx, Nova
Medical, Wilmington, MA, USA; for 3 T: 32ch Rx, transmit via body coil, Siemens, Erlangen,
Germany). 2D saturation prepared GRE images (coronal slice orientation) were acquired with
α = 46◦/78◦ (7 T/3 T), TE=7.1 ms, TR=200 ms, 100 ms Gaussian saturation pulse, RF and
gradient spoiling, edge-in k-space sampling. Nominal voxel resolution 0.63× 0.63× 4 mm3
at 7 T and 0.8× 0.8× 4 mm3 at 3 T, respectively (256× 256× 1 encoding matrix, with Hann
windowing function applied in k-space).
Frequency and signal intensity drift would lead to a distortion of the Z-spectrum with acquisition
time (TA). Hence, saturation frequency offsets were randomly shufﬂed and such artifacts would
appear as evenly distributed noise, rather than remain unnoticed. Scanner basis frequency was
adjusted regularly (every 8.5 minutes) in order to reduce basis frequency drift artifacts.
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B+1 maps were acquired at 3 T and 7 T, using the double angle method [50] with α1/α2 = 45
◦/90◦,
TR/TE=5000/7.1 ms. B0 maps were measured using a multi-echo GRE (ME-GRE) sequence
with the same sequence timing, ΔTE = 5.4/2.8 ms and α = 46◦/78◦ at 7 T/3 T, respectively.
4.1.2.2 Data Acquisition and Analysis
Scout Z-spectra were acquired for two constant saturation power amplitudes, namely
γpB1 = 40, 60 Hz, covering 50 linearly and logarithmically distributed saturation offsets each
(within the range |δ| ≤ 50 ppm). Firstly, signal intensity drift was corrected through linear
ﬁtting of the mean FOV signal intensity change with time, based on far off-resonant refer-
ence images1 acquired before and after the saturation experiment (signal intensity decreases
during scan time [198]). Subsequently, the measured scout Z-spectra were analyzed using
matrix-algebra-based calculation (see Chapter 3 for details). A four pool model was found to
resemble the observed Z-spectrum for CL-BSA best (see Table (4.2) for an overview). Similar
Protons Bulk Water Amide/Amine Aliphatic Macromolecules







Table 4.2 Overview on the simpliﬁed four pool spin system model used for ﬁtting Z-spectra of CL-BSA. ’+’
denotes that there is saturation transfer, ’−’ means there is no saturation transfer, respectively. (*) Macromolecular
MT was modeled as pure CEST effect, since a disentanglement of CEST and NOE was not feasible based on the
acquired Z-spectra data.
as in literature [80], the four pool model consisted of bulk water and a macromolecular pool
(with highest relative spin pool fractions, respectively). Macromolecular magnetization transfer
with bulk water protons was simpliﬁed to pure chemical exchange and treated according to
the classical MT model by Henkelman et al. [71, 75, 167, 199]. A super-Lorentzian (SL) RF
absorption lineshape [74] suited excellent for the observed Z-spectra [77].
In addition, two spin moieties up- and downﬁeld from water resonance in saturation transfer
with bulk water via CEST and NOE, respectively, were considered. The CEST contribution mod-
eled at δ = 3 ppm was considered as a mixture of APT and amine CEST, with chemical shifts
ranging from 2 to 3.5 ppm [81] (relative to water resonance). A precise explanation for the NOE
contribution observed at −3.5 ppm appears difﬁcult, due to the several saturation transfer path-
ways in such a complex system, and is therefore still in focus of current research [10, 81]. Here,
the cross-relaxation, originating from slow saturation transfer via the protein backbone [10], was
considered as a single NOE spin pool in exchange with water.
1For technical reasons, a nonzero saturation amplitude, namely γpB1 = 60 Hz, had to be set. However, for a
saturation offset of δ = 100 ppm no saturation transfer effects occur. The reference images could thus be considered
as I0.
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A detailed overview on all considered spin moieties for CL-BSA is depicted in Figure A.2.
Generally, in model-based analysis there are at least 4-5 parameters associated with each individ-
ual spin moiety. Several of those parameters—such as relaxation and exchange rates, as well as
spin pool fractions—are interdependent and cannot be determined uniquely from steady-state
Z-spectra acquisitions (which are not susceptible to all parameters) [199]. In perspective of the
forthcoming optimization (PROBE), an eligible description of the spin system dynamics for later
application of the optimized saturation scheme—employing the same MR sequence (with same
timing parameters)—had to be found. From a set of starting parameters, a three parameter ﬁt
was carried out voxelwise (with local B±1 information at 7 T, local B0 and B
±
1 at 3 T; longitudinal
relaxation rates were ﬁxed to 1 s−1 [199]) in order to determine the spin pool fractions. A mean
spin system was obtained by averaging the ﬁtted spin system parameters across all sample
voxels. Importantly, no metabolites were modeled by the spin system, only broad background
contributions were included.
The subsequent optimization (PROBE) yielded an optimized saturation scheme ω1,max(δ) (with
δ ∈ [−5, 5] ppm, 0.1 ppm spacing, 100 individual offsets and 2 far off-resonant reference points)
for selected samples 1,3 and 6 (Tab. 4.1) and a saturation target of Itarget = 0.87 · I0 (Fig. 4.2).
For better comparability, a highly saturation offset sampled standard Z-spectrum was acquired
with γpB1 = 60 Hz covering 150 offsets in total (same 0.1 ppm spacing for δ ∈ [−5, 5] ppm,
logarithmically distributed offsets up to 50 ppm).
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Figure 4.2 Optimized saturation power scheme ω1,max(δ) for samples 1,3 and 6, respectively. (a) Optimization
result for 3 T and (b) for 7 T.
Although a background spin-system was estimated from scout acquisition for each sample (1, 3
and 6), Z-spectra from the subsequent PROBE measurement did not entirely appear ﬂat (Fig. 4.3),
as it would have been expected for the sample, the saturation power scheme was optimized for.
It was demonstrated for simulated PROBE Z-spectra in Section 3.4.4.3, that deviations in the
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background spin system could eminently be corrected via look-up correction in retrospective.
Reﬁtting the spin pool fractions and transverse relaxation rates to the PROBE Z-spectra of
samples 1, 3 and 6, for each respective acquisition (with local B±1 and B0 information), yielded
a substantially better estimate of the background spin dynamics (for samples 3 and 6, also
chemical exchange and cross-relaxation rates were re-estimated prior to the ﬁtting procedure for
a better alignment). Here, the PROBE acquisition poses as an inherent multi-power experiment,
permitting a more thorough investigation of saturation transfer and relaxation dynamics (see
Appendix A.4 for an overview on all ﬁt parameters).
4.1.2.3 Retrospective Look-Up Correction
B0 and B+1 maps were utilized for retrospective look-up correction, as outlined in Section 3.4.4.
The look-up tables were calculated based on reﬁtted spin system parameters for |γpΔB0| ≤50 Hz
and ΔB1/B1 between ±0.7 at 7 T and ±0.2 at 3 T, respectively. All PROBE Z-spectra and look-up
tables were normalized by the reference signal I0—which of course was a compromise, since
baseline distortions were to be expected as a consequence of the underlying background varia-
tions (degree of cross-linking and BSA content). Nevertheless, with consistent normalization
applied to all three PROBE experiments at each magnetic ﬁeld strength, a good comparabil-
ity was achieved. Interpolation and −γpΔB0 back shifting were applied, the conﬁdent offset
frequency range was thus reduced by 0.3 ppm on each side of the Z-spectrum.

	





















Figure 4.3 Background spin system deviation from scout analysis, visualized for a selected voxel out of sample 1
at 7 T. Look-Up correction removes baseline distortions due to B0/B+1 inhomogeneities as well as background spin
system deviations (with local B+1 /B1 = 0.58). The CrCEST peak is clearly observable against the almost ﬂat baseline
at δ = 1.9 ppm in PROBE acquisition.
Exemplary, the PROBE Z-spectrum depicted in Figure 4.3 (for a selected voxel) illustrates the
baseline improvement through application of the retrospective look-up correction—especially
around water resonance. With local B+1 /B1 = 0.58, the baseline in the measured PROBE
Z-spectrum appears above the intended Itarget. The quality of the look-up tables was improved,
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with regards to the alignment of the background baseline with I target(δ), by reﬁtting the back-
ground spin system, which was used for look-up correction, to the PROBE Z-spectra of the
respective sample for each acquisition.
4.1.2.4 Simulation
Ensuing the optimization process and calculation of look-up tables from the reﬁtted background
spin system, each PROBE experiment was simulated—using matrix-algebra-based calculation
(c.f. Chapter 3)—for the respective spin system of each sample (see Appendix A.4 for details
on spin system parameters). The same retrospective correction pipeline was applied to the
simulated data, permitting an immediate comparison with experimental results. In simulations,
Cr was added according to Table (A.8).
4.1.3 Results
All measured scout Z-spectra, as depicted in Figure 4.4(a) for a selected voxel, exhibited four
background contributions—distinguishable at both magnetic ﬁeld strengths. Accordingly, a four
pool exchange model was designed (as outlined in Section 4.1.2.2), in order to properly resemble
the properties of CL-BSA. The striking advancement in speciﬁcity can directly be observed from
Figure 4.4(b). While the CrCEST peak was also visible in standard acquisition, the background
baseline appeared strongly distorted. In contrast, the PROBE Z-spectrum presented with an
almost ﬂat baseline (only a minor residual DWS effect remained) and a clearly distinguishable
CrCEST peak at 1.9 ppm.
Samples 1, 3 and 6 were selected for optimization such that both effects, a varying degree
of cross-linking and an altered BSA content could be investigated. With knowledge of the
underlying background spin system for each sample from scout acquisition, all three optimized
saturation schemes were simulated for each sample at both ﬁeld strengths and retrospectively
corrected in order to allow a direct qualitative comparison with experimental data.
A direct comparison for an application of each saturation scheme—optimized for samples
1, 3 and 6, respectively—applied to all three samples is depicted in Figure 4.5 for 3 T. There
is a good qualitative agreement of the baseline distortions for disparate samples, as it was
predicted by the simulation and for the experimental data. In all three measurements, the
baseline is most ﬂat for the sample the saturation scheme was optimized for—as it was expected.
Furthermore, the CrCEST peak is clearly visible for all samples and experiments. However, the
strong distortions imposed on the baseline seemingly either in-/decrease the metabolite peak
size. As illustrated in Figure 4.5(e), the actual metabolite peak size remains unchanged but the
background baseline (dashed line) either over-/undercompensates the metabolite contribution
in superposition. Results from 7 T are portrayed in Figure 4.6. A similar baseline variation like
at 3 T was observed, with a higher speciﬁcity along chemical shift direction at 7 T—due to the
higher frequency separation. As a consequence, the CrCEST peak appears narrower. Simulated
and measured PROBE Z-spectra exhibit similar qualitative properties for all three samples and
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Figure 4.4 (a) Scout Z-spectra for a selected voxel out of sample 1. (b) Comparison of a highly saturation offset
sampled standard Z-spectrum acquisition (γpB1=60 Hz) with PROBE for a selected voxel out of sample 1. The
CrCEST peak is clearly observable against the almost ﬂat baseline in PROBE acquisition, while the baseline was
strongly affected by the broad background contributions in standard acquisition.
experiments. Nevertheless, for sample 6, which was placed at the center of the phantom and
thus the center of the head transmit coil (Fig. 4.1), experienced a much stronger B+1 ﬁeld, which
led to broadening effects with regards to the background CEST/NOE contributions as well as
the CrCEST effect. Changes in the degree of cross-linking (GTA concentration) and variation in
BSA content equally induced distortions of the baseline. Highest contrast was observed around
δ = −3 ppm near the NOE pool, which was modeled for the background.
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Figure 4.5 (a)-(e) 3 T simulated PROBE experiment with retrospective baseline correction (background subtrac-
tion). (b)-(f) Sample averaged and retrospectively baseline corrected data for a 3 T PROBE experiment. The PROBE
saturation scheme was optimized for the CL-BSA background of sample 1 ((a) & (b)), sample 3 ((c) & (d)) and sample
6 ((e) & (f)), respectively. Simulated and experimental data for the other samples, measured with the respective
saturation power scheme is shown in each graph. The sample, the saturation scheme was optimized for (thick solid
line) was always the most ﬂat appearing one. The CrCEST peak was visible at all times, though its appearance and
size were heavily inﬂuenced by baseline distortions due to background deviations between the different samples.
The dashed lines in (e) represent the background baseline after retrospective correction when no creatine was present.
There is a good qualitative agreement between simulations (a)-(e) and experimental data (b)-(f).
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Figure 4.6 (a)-(e) 7 T simulated PROBE experiment with retrospective baseline correction (background subtrac-
tion). (b)-(f) Sample averaged and retrospectively baseline corrected data for 7 T PROBE experiment. The PROBE
saturation scheme was optimized for the CL-BSA background of sample 1 ((a) & (b)), sample 3 ((c) & (d)) and
sample 6 ((e) & (f)), respectively. Again, simulated and experimental data for the other samples, measured with
the respective saturation power scheme is shown in each graph (thick solid line corresponds to the sample, the
saturation scheme was optimized for). Due to the phantom layout, there is a large B1 variation between sample 6 (at
the center) and samples 1 and 3, respectively. While the baseline for sample 6 in (f) appears ﬂat, the CrCEST peak,
which was not considered during retrospective correction remains broadened. Dashed lines in (e) illustrate baseline
distortion due to deviating background spin system, when no creatine was present. Again, there is a good qualitative
agreement between simulations and experimental data.
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4.2 Discussion
The experiment was designed to investigate the PROBE approach with regards to its speciﬁcity
against variations in background and the thus enforced baseline distortions. For compensation
of such complex tissue-like background, it was crucial to model a spin system closely resembling
the background baseline. It was demonstrated, that despite the various assumptions regarding
the background spin system—namely the collocation of amide and amine proton transfer effects
at δ = 3 ppm and the use of a super-Lorentzian RF absorption lineshape for CL-BSA [77]—an
almost ﬂat baseline was achieved. As PROBE inherently poses as a multi-power Z-spectra
acquisition, it provides superior information on metabolite exchange dynamics compared to
a single or double saturation power experiment [187, 200]. The reﬁned spin system obtained
from reﬁtting the ﬁrst PROBE iteration therefore provided a well-deﬁned model of the un-
derlying background spin system (Fig. 4.3). Results depicted in Figure 4.4(b) show a striking
improvement compared to similarly sampled standard Z-spectra apparently suffering from
heavy baseline distortions.
Yet, the retrospective look-up correction approach played an integral role for achieving ’clean’
PROBE Z-spectra. It was illustrated in Section 3.4.4.3, that deviations in background spin system
parameters could only be corrected by simulating the effect of the respective PROBE saturation
power scheme (and corresponding local B0/B+1 values) for the underlying spin system. As a
consequence, strong inhomogeneities in B0/B+1 would thus only be corrected for similar con-
tributing effects, such as DWS. All dissimilar saturation transfer effects would remain affected
by such inhomogeneities.
In cases of deviating backgrounds, such as variations in the degree of cross-linking or BSA con-
tent, only effects for the sample the saturation scheme was optimized for, can be corrected. For
all disparate samples, changes in macromolecular MT and/or broad CEST/NOE contributions
would become directly visible as a contrast. Considering the necessity of a scout acquisition for
obtaining a model of the background spin system, one could similarly apply such a retrospective
correction to standard Z-spectra and subtract background contributions. However, literature
indicates that different saturation power levels are optimal for each saturation transfer regime
(slow to fast) [187]. Hence, an application of a constant saturation power would either enhance
spillover effects or diminish peaks of slowly to intermediate exchanging spin moieties. While a
ﬂat target signal intensity, I target = const. may not sufﬁce for strongly diverse spin species, it
ensures a constant saturation level across the range of offset frequencies. With PROBE, any kind
of saturation target can be selected for achieving an optimal saturation level at each chemical
shift and thereby maximize the desired CEST/NOE contrast.
For long acquisition times, basis frequency and signal intensity drift would lead to a signal
reduction [198] and saturation offset stretching with time. Through randomly shufﬂing the
saturation offset list, such artifacts would become apparent as coherent noise across different
voxels, rather than remain unnoticed. The mint quality of the measured PROBE Z-spectra
demonstrated, that such effects were sufﬁciently addressed and corrected for.
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To prove applicability of PROBE for a wide range of tissue types, CL-BSA backgrounds were
strongly varied in this experiment. The background was estimated for samples 1, 3 and 6 into
suitable spin systems. Ensuing the optimization process, simulations for each sample and satura-
tion scheme predicted baseline distortions, which could be validated in the later experiment for
both magnetic ﬁeld strengths. Generally, the chemical shift separation is higher at 7 T compared
to 3 T which leads to a signiﬁcant increase in speciﬁcity. While variations in the background spin
system led to rather broad baseline distortions at 3 T (Fig. 4.5), more distinct features became
visible at 7 T (Fig. 4.6). It is important to note, that local B+1 inhomogeneities were much less
expressive at 3 T compared to 7 T, as a body coil could be employed for transmit at 3 T.
Nevertheless, samples 1-5 experienced similar B+1 in average at 7 T and in this way provided a
comparable contrast related to background changes. For an evaluation of varying background
contrast, individual PROBE Z-spectra had to be normalized prior to the look-up correction.
Similar as with standard Z-spectra, a normalization by an unsaturated reference signal I0 could
ideally reduce B−1 inhomogeneities whilst preserving MTC and other background associated
dissimilarities after look-up correction. Notably, most B+1 /B0 related distortions to the baseline
of the background, the saturation scheme was optimized for, were corrected. All dissimilar
background contributions of the other samples hence became directly observable as a contrast,
but also remained partially affected by magnetic ﬁeld inhomogeneities. Baseline distortions for
disparate samples qualitatively coincided well across different magnetic ﬁeld strengths (except
for sample 6 at 7 T) and with simulated PROBE Z-spectra.
Apparently, the baseline appeared most ﬂat for the sample, the saturation power scheme was
optimized for, as expected. However, since sample 6 was placed at the center of the cylindrical
phantom, B+1 was elevated by ΔB1/B1 ≈ 0.3 for the single channel head transmit coil at 7 T and
thus induced an inhomogenous broadening of CEST/NOE contributions of disparate samples.
Remarkably, even such strong B+1 /B0 inhomogeneities were adequately corrected for the base-
line of sample 6 (Fig. 4.6(f)).
One of the biggest challenges in conventional Z-spectra acquisition lies in the quantiﬁcation
of contributions from low concentrated solute metabolites in presence of complex tissue-like
background. 50 mM of Cr were added for CrCEST effect, which is far above endogenous
concentration levels. Yet, in this experiment CrCEST could be used to identify effects of dis-
torted baselines on metabolite peaks in general. A quantiﬁcation approach for low concentrated
metabolites similar to observed in vivo levels like in disease, will be investigated in the following
chapter.
The CrCEST effect can be considered as a chemical exchange between the NH-group of Cr
and bulk water protons, leading to a CEST peak at about 1.9 ppm from water resonance in
the Z-spectrum [6, 97]. As can be seen from Figure 4.4(b) for 7 T, the broad amine and APT
contribution strongly distorts the baseline, the situation at 3 T was tantamount. Considerably,
at 3 T the DWS effect extended well beyond 1.5 ppm and thereby also affected the CrCEST
peak. For retrospective removal of such distorting effects, without prior knowledge of the
underlying spin system, several approaches and metrics have been proposed [19, 65, 146]. Most
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of these methods are lineshape based and cannot separate overlapping effects of baseline and
metabolite or different macromolecular RF absorption lineshapes. The metabolite contribution
would then either appear over- or underestimated, like illustrated in Figures 4.5(f) & 4.6(f). Here,
dashed lines represent the distorted background baseline for disparate samples. Although the
Cr content was identical across all samples, the CrCEST peak appeared much larger for samples
1 and 3. There is either a con- and destructive interference between background and metabo-
lite contributions, which would normally remain unnoticed in standard Z-spectra acquisition.
This observation showed that a precise metabolite quantiﬁcation requires an adequate baseline
correction also in PROBE acquisitions, as local variations in tissue can never be excluded as a
source of contrast [27, 28].
4.3 Conclusion
The vCEST approach for a compensation of DWS effects was successfully adapted in PROBE
for an inherent compensation of any intermingled saturation transfer effects in tissue-like
background. The high speciﬁcity of PROBE with regards to deviations in such background was
demonstrated. While most bias, enforced upon the baseline through B0/B+1 inhomogeneities,
could be corrected via retrospective look-up correction, such effects cannot be corrected for
contributions to the Z-spectrum which were not included into the spin system, being the basis for
the look-up table. This holds for any metabolite as well as the intended alterations in chemical
composition of the tissue-like background (CL-BSA). The possibility to achieve a ﬂat baseline
for a particular background—likewise at 3 T and 7 T—proves the applicability of PROBE as a
novel contrast to detect changes in relation to a reference tissue. This feature could be exploited
in vivo for fast and highly speciﬁc detection of tumors or ischemic regions, where changes in
tissue have been reported [16, 27–29]. As a consequence, the saturation schemes applied for
a quantiﬁcation of endogenous metabolites either have to be speciﬁcally optimized for the
underlying tissue or the residual baseline distortion has to be corrected, similar to the procedure










While the previous investigation (see Chapter 4) examined the contrast speciﬁcity of PROBE
for different tissue-like backgrounds, this study aims at surveying both, sensitivity of PROBE
with regards to lactate (LAC) concentration as well as speciﬁcity relating to the identiﬁability of
individual metabolite peaks associated with LAC. Three saturation transfer related metabolite
peaks can be anticipated for LAC [97], namely two NOE peaks upﬁeld from water resonance,
i.e. from the methine-group (CH) at −0.7 ppm and methyl-group (CH3) at −3.5 ppm; and
a ’peak’ from the fast exchanging hydroxyl-group (OH) at 1 ppm. Hence, a wide range of
LAC concentration levels were selected—in order to achieve a high expressivity of individual
metabolite peaks and to get as low as elevated LAC levels have been reported for disease in vivo
[103, 105, 135, 201].
5.1 Methods
5.1.1 Phantom Preparation
The phantom was similarly setup as in Section 4.1.1. Six samples (50 ml cylindrical tubes) with
increasing sodium lactate concentration levels (0, 5, 15, 30, 50, 80 mM) were prepared and placed
inside a water bottle. With 15% BSA (w/w) dissolved in PBS, subsequently cross-linked with
2% (v/v) GTA-solution [96], each sample possessed a consistent background. All chemicals
were obtained from Sigma Aldrich (St. Louis, MO, USA). The sample ordering scheme—with
regards to the LAC concentration level—is depicted in Table (5.1) and depicted in Figure 5.1.
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Sample 1 2 3 4 5 6
[LAC] (mM) 0 5 15 30 50 80






Figure 5.1 Illustration of the circular phantom setup for increasing LAC concentrations. Cylindrical samples
were arranged as depicted.
5.1.2 Experimental Setup
5.1.2.1 Sequence Details
Likewise as in Section 4.1.2.1, a saturation prepared GRE sequence was implemented and
applied with the following parameter setting: TR/TE=200/7.1 ms; α = 46◦, τRF=100 ms
(Gaussian RF pulse); nominal voxel resolution 0.63× 0.63× 4 mm3 (2D acquisition, encoding
matrix 256× 256× 1, Hann windowing function applied in k-space); RF and gradient spoiling,
edge-in k-space sampling. Saturation offsets were randomly shufﬂed to mitigate artifacts,
scanner basis frequency was adjusted regularly (every 8.5 minutes). B+1 /B0 maps were acquired
for retrospective look-up correction (double angle α1/α2 = 45◦/90◦ and TR/TE = 5000/7.1 ms
for B+1 mapping; ME-GRE for B0 mapping, α = 46
◦ and ΔTE = 5.4 ms).
5.1.2.2 Data Acquisition and Analysis
Based on the previous investigations for CL-BSA backgrounds, a scout experiment for the
acquisition of a standard Z-spectrum at two constant saturation power amplitudes, namely
γpB1 = 40, 60 Hz, over 50 linearly and logarithmically distributed saturation offsets each (cov-
ering the range |δ| ≤ 50 ppm), was conducted. In postprocessing, signal intensity drift was
linearly corrected (mean FOV signal intensity drift). The scout Z-spectra were analyzed using
the same schematic spin system composition as in Table (4.2) and by employing matrix-algebra-
based calculation. LAC related saturation transfer effects were excluded from model-based
analysis. From a set of starting parameters, the four pool model was ﬁtted voxelwise with local
B+1 information. In particular, the spin pool fractions of the three background compartments
(in exchange with bulk water protons) were ﬁtted voxelwise. An initial optimized saturation
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scheme, ω1,max(δ), was determined from the background spin system—obtained from averaging
ﬁt parameters over all voxels—for a surveying target of Itarget = 0.87 · I0. A saturation power
scheme was calculated for 100 saturation offsets within δ = ±5 ppm (0.1 ppm spacing) and 2 far
off-resonant reference points1 (providing I0).
The scout acquisition did not fully catch the underlying spin exchange dynamics of the back-
ground (as in the previous experiment, see Chapter 4), hence a mismatch between the data of
the ﬁrst PROBE iteration and the ﬂat target baseline was observed (Fig. 5.3). Because this experi-
ment was conceptualized in order to explore the sensitivity of PROBE to particular metabolite
contributions, the mismatch in background spin system parameters was resolved via reﬁtting
the spin system parameters to the PROBE data. PROBE is inherently rendered highly sensitive
to any background deviation as it was demonstrated in the CL-BSA-background experiment
(Chapter 4), which is due to both, the large variation in saturation power levels as well as the
compensation of a particular baseline. With multiple saturation power levels, the model of spin
exchange dynamics (transverse relaxation rates and spin pool fractions were reﬁtted voxelwise)
can be determined with higher accuracy. The thus reﬁned spin system—employed as basis for
the subsequent second PROBE optimization (Itarget = 0.85 · I0)—yielded an almost ﬂat baseline
in the second iteration (Fig. 5.3) with clearly distinguishable metabolite peaks (see Table (A.7)
for all ﬁt parameters).
Though the exact relaxation rates of solute LAC proton pools are not well known, simulations
indicated an optimal combined NOE peak size at Itarget = 0.85 · I0 (Fig. 5.2) across a certain
range of transverse relaxation rates (parameters from the reﬁtted background spin system as
in Table (A.7) were used, a LAC contribution according to Table (A.8) was added). Here, INOE
was calculated as INOE = (I(−3.5 ppm) + I(−0.7 ppm)) /2, and normalized by a saturated
reference signal Iref = I(15 ppm), where no signiﬁcant inﬂuence from the fast exchanging
OH group was expected. The observable modulation in signal intensity with target saturation
level is only dependent on RNOE2 and the cross-relaxation rate, as it was similarly observed for
CERT [202].
The corresponding saturation power schemes for the ﬁrst and second PROBE iteration are
depicted in Figure 5.3(c). In order to demonstrate the feasibility of quantifying metabolite
contributions in a signiﬁcantly shorter acquisition time, the densely sampled experiment was
repeated four times and subsequently artiﬁcially sparsed to 25 saturation frequency offsets
(interleaved unsaturated reference points between each densely sampled experiment were again
used for signal intensity drift correction and signal normalization). The artiﬁcially sparsed data
was then processed using the same retrospective correction pipeline as before and averaged
four times (NEX=4), resulting in the same TA as the densely sampled acquisition required for
NEX=1.
For a validation of the LAC-related contributions, an 1H MAS NMR spectrum of a 150 mM LAC
sample in CL-BSA was acquired at 295 K (4 kHz spinning). The measurement was carried out
1For technical reasons, a small saturation pulse amplitude of γpB1 = 5 Hz was set at an offset δ = 1000 ppm
(c.f. Section 4.1.2.2).
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on a Bruker Avance III 600 MHz spectrometer with a 4 mm HR MAS probe (π/2 pulse length of
4 μs was used). The chemical shift of water resonance was set to zero for a better comparability
with the Z-spectra.
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Figure 5.2 Simulated LAC-NOE peak size for different Itarget and transverse relaxation rates applied for both
NOE contributions at −3.5 and −0.7 ppm, respectively. A maximum NOE peak size was observed at about
Itarget = 0.85 · I0 for all ﬁve considered RNOE2 rates.
5.1.2.3 Retrospective Look-Up Correction
Based on the reﬁned background spin system obtained from reﬁtting to the ﬁrst PROBE iteration,
PROBE Z-spectra were simulated for the range of |γpΔB0| ≤ 50 Hz and ΔB1/B1 within ±0.7 at
a magnetic ﬁeld strength of 7 T. In postprocessing, each PROBE Z-spectrum was ﬁrstly basis fre-
quency drift corrected and then further processed via subtraction of the corresponding look-up
table (based on local B+1 /B0 information from maps)—with signal intensity normalization by I0.
All PROBE Z-spectra were subsequently interpolated and shifted back by γpΔB0 voxelwise.
5.1.2.4 Metabolite Quantiﬁcation Approach
While effects of B+1 /B0 alterations can retrospectively be corrected for the background, simulated
look-up tables do not include any metabolite contribution. As metabolite peaks in Z-spectra
increase in width and decrease in its magnitude with growing saturation power (Fig. 5.4(c)) [10],
strong variations in B+1 directly falsify any immediate metabolite quantiﬁcation approach that
does not correct for such. In order to overcome this effect, metabolite peaks ﬁrst had to be
identiﬁed against baseline and subsequently ﬁtted appropriately.
Therefore, Lorentzian peak analysis was employed for a quantiﬁcation of LAC (see Section 3.4.4.2
for details). For experimental data, an adequate alignment with background baseline had to be
found (small distortions may remain in PROBE after retrospective look-up correction).
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(d)
Figure 5.3 Visualization of the mismatch between the ﬁrst PROBE iteration and the ﬂat target baseline for a
selected voxel. After reﬁtting the background spin system from that ﬁrst acquisition, the second iteration nicely exhib-
ited the ﬂat baseline and three LAC-related metabolite peaks (excerpt of (b) depicted in (d)). (c) Optimized saturation
power schemes, ω1,max(δ), for initial PROBE optimization (Itarget = 0.87 · I0) and reﬁtted PROBE (Itarget = 0.85 · I0),
respectively.
For the OH-group—which is in fast chemical exchange with bulk water protons, i.e. exchange
rates > 1000 s−1 [24, 80, 82]—there was a spillover effect with DWS observed, resulting in a
zig-zag shape in PROBE Z-spectra (where the saturation power possesses a global minimum
at water resonance, i.e. δ = 0 ppm). Hence, Lorentzian peak analysis was limited to LAC
CH- and CH3-peaks at −0.7 ppm and −3.5 ppm from water resonance, respectively. Fre-
quency offset ranges around the LAC peak positions (1 ppm, −0.7 ppm and −3.5 ppm) were
excluded from ﬁtting the model baseline via the FLATT algorithm (second order) [185] to the
background baseline voxelwise. The two Lorentzian peaks were then added to that baseline,
providing a condensed measure of metabolite contributions via the area of the Lorentzian peak
(FWHM × amplitude) [10]. Lorentzian peak area maps were calculated for the LAC CH3-peak,
as this peak was less affected by remaining DWS effects, with its chemical shift of −3.5 ppm
from water resonance [97].
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For a visual comparison of PROBE Z-spectra from samples with different LAC concentrations,
minor baseline deviations could be corrected via subtraction of
Δ(I/I0)BL = mean [Δ(I/I0)(δ ∈ [3, 4.8] ppm)] (5.1)
As it was outlined above, the application of the FLATT algorithm [185] served the same purpose
in Lorentzian peak analysis.
In order to demonstrate the feasibility of this quantiﬁcation approach, the range of ΔB1, relevant
for the LAC phantom measurement, was determined (Fig. 5.4(a)) as the range
ΔB1/B1 = [−0.6, 0.2]. PROBE Z-spectra were simulated for the background spin system and
LAC CH- and CH3-pools in addition (RNOE2 = 15 s
−1 was assumed for simulation). All data
was processed with look-up correction and Lorentzian peak ﬁtting. It can clearly be seen from
(Fig. 5.4(b)), that while Lorentzian peak amplitude linearly correlates with LAC concentration,
FWHM remains mostly constant. In contrast, for a constant LAC content of cLAC = 2.84× 10−3
but increasing ΔB1/B1, FWHM increases whilst amplitude decreases. The combination of both
Lorentzian peak parameters, provides the peak area, appearing less sensitive to B+1 variations as
displayed in Figure 5.4(d). For the considered range of B1 variations, the relative deviation from
Lorentzian peak area obtained for nominal B1 stays within ±8%. The corresponding plots for
varying LAC concentration levels and B+1 alterations can be found in Appendix A.2.
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Figure 5.4 Simulation of the Lorentzian peak area based metabolite quantiﬁcation approach for B+1 variations.
(a) Histogram of ΔB1 measured in all six samples in LAC phantom at 7 T. (b) Lorentzian peak area analy-
sis applied to simulated PROBE Z-spectra for an increasing LAC concentration (without B+1 /B0 variations).
(c) For constant LAC concentration but changing ΔB1, variations Lorentzian peak amplitude and FWHM are
depicted. (d) Calculating the Lorentzian peak area (Amplitude × FWHM) yields a less B+1 sensitive measure (here,
it stayed below 8% deviation from ideal Lorentzian peak area obtained for ΔB1 = 0).
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5.2 Results
Firstly, the functionality of PROBE with regards to speciﬁcity was demonstrated (Fig. 5.5), where
a direct comparison with a conventional Z-spectrum (same saturation frequency sampling
between ±5 ppm, single average) is depicted. Via application of PROBE, two previously ob-
structed LAC related peaks (at 1 and -0.7 ppm, respectively) could be unveiled from confounding
DWS and intermingled background effects. In contrast to the heavily distorted background
baseline (observed in Figure 5.5(a)), the three LAC peaks are clearly distinguishable in front of a
ﬂat appearing baseline for the PROBE Z-spectrum (Fig. 5.5(b)). They can be assigned to LAC
OH-group at 1 ppm, CH-group at −0.7 ppm and CH3-group at −3.5 ppm [97], respectively. The
OH-group is in fast chemical exchange with bulk water leading to a spillover effect. With a
global minimum in the optimized saturation power scheme at 0 ppm (Fig. 5.3(c)), there is thus a
zig-zag shape for such spillover effects, extending beyond water resonance.
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Figure 5.5 (a) & (b) Visualization of a standard Z-spectrum and a PROBE Z-spectrum for a selected voxel of the
LAC phantom (excerpt for the saturation frequency range covered by PROBE is depicted in (b); for retrospective
look-up correction, signal intensity was normalized by I0. In the standard Z-spectrum only a single metabolite peak
at −3.5 ppm can be identiﬁed, while PROBE revealed three peaks at 1 ppm, −0.7 ppm and −3.5 ppm, respectively.
The 1H MAS NMR spectrum depicted in Figure 5.6(d) exhibits two distinct peaks at −0.7 and
−3.5 ppm from water resonance, respectively. The fast exchanging OH contribution may be
obstructed by the water resonance peak at this temperature, it cannot be distinguished from the
MAS spectrum.
The simulated Z-spectrum in Figure 5.6(a) was calculated based on the background spin system
obtained from reﬁtting the ﬁrst PROBE iteration with local B0/B+1 information—and not ﬁtted
to the densely offset sampled standard Z-spectrum. There is a striking agreement, meaning
that reﬁtting the model to the ﬁrst PROBE iteration yielded a well-determined background
spin system, applicable for a computation mint look-up tables. The corresponding MTRA is
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displayed in Figure 5.6(c) (calculated according to Eq. (2.67)). It can clearly be seen, that even
without LAC contributions, baseline appears heavily distorted (dashed green line). Only two
out of three LAC contributions can be distinguished from baseline in MTRA when background
is known, since CH and OH peaks are overlapping. Further, the spillover effect between
fast exchanging OH group and bulk water increases with ascending saturation power and so
signiﬁcantly reduces speciﬁcity close to water resonance.

	
































     
	


































Figure 5.6 (a) Comparison between a simulation, based on the background spin system (used for the PROBE
optimization) and LAC contribution, with a measured standard Z-spectrum for a selected voxel (80 mM sample;
measured Z-spectrum was B0 corrected, simulation with local B0/B+1 information). (b) Visualization of a measured
PROBE Z-spectrum for a selected voxel (80 mM sample; after retrospective look-up correction) which is in good
agreement with the simulation (also retrospectively corrected for B0/B+1 effects). Both PROBE Z-spectra were
normalized by I0 prior to the retrospective look-up correction and subsequently corrected for residual baseline
deviations by subtraction of Δ(I/I0)BL (denoting the look-up corrected Z-spectrum intensity averaged over δBL ∈
[3, 4.8] ppm). (c) MTRA calculated from single voxel standard Z-spectrum data and simulation (a), respectively. The
dashed line illustrates the distorted MTRA baseline for the background spin system only. The solid green line shows
the MTRA for the full spin system, including three LAC contributions. (d)1H MAS NMR spectrum of 150mM LAC
in CL-BSA at 600 MHz, zoomed in for a better identiﬁcation of metabolite contributions (water resonance was set to
zero for a better comparability with Z-spectra). Besides water, two metabolite peaks at −0.7 ppm and −3.5 ppm can
be distinguished.
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Sample averaged and look-up corrected PROBE Z-spectra are depicted in Figure 5.7 for in-
creasing LAC concentration levels. Here, sample 2 (5 mM LAC), located at the center of the
cylindrical phantom, was excluded as it experienced signiﬁcantly higher B1, compared to the
other ﬁve samples (c.f. Figure 4.1(b)). The B+1 distribution across the phantom was analyzed
via a histogram (Fig. 5.4(a)). The second distribution around ΔB1/B1 = 0.1 can be assigned to
sample 2. For all visualized samples, a clear increase in metabolite peak size with increasing
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Figure 5.7 Visualization of increasing metabolite effects in PROBE Z-spectra for an ascending LAC concentration
(sample averaged PROBE Z-spectra are depicted). With increasing LAC concentration (back to front; samples 1, 3-6
are shown, sample 2 was excluded here, due to very strong B1 deviations, which had to be addressed separately
via Lorentzian peak analysis), all three LAC related peaks in the PROBE Z-spectrum are increasing (back to front).
For the retrospective look-up correction, the signal intensity was normalized by I0. Residual baseline deviations
were corrected via the subtraction of Δ(I/I0)BL (denoting the look-up corrected Z-spectrum intensity, averaged over
δBL ∈ [3, 4.8] ppm—as indicated by the box markers).
For a quantiﬁcation, Lorentzian peak area analysis (c.f. Section 5.1.2.4) was employed, where
the baseline was ﬁrst corrected via the FLATT algorithm [185] and subsequently two Lorentzian
functions were ﬁtted to LAC CH and CH3 peaks, respectively. The OH peak was excluded from
ﬁt, as it appeared more susceptible to remaining DWS and ΔB0 effects. Results for the densely
offset frequency sampled (NEX= 1) and artiﬁcially sparsed (NEX= 4) experiment are depicted
in Figure 5.8. There is a good correlation between Lorentzian peak area and ground truth LAC
concentration levels for both types of experiments.
82
5. LAC Quantiﬁcation via PROBE

























  ! " #$%&  #$"%
   '! (#$" '
%$
(a)

























  ! " #$%&  #$%
   '! (#$ '
%"$
(b)
Figure 5.8 Illustration of Lorentzian peak area analysis results for the densely sampled PROBE acquisition
(NEX=1) (a) with the artiﬁcially sparsed (along saturation frequency offsets) and averaged acquisition (NEX=4)
(b). Lorentzian peak area was calculated for the LAC CH3-peak at -3.5 ppm. For both experiments, there is a good
correlation between Lorentzian peak area (FWHM × magnitude) and the ground truth LAC concentration levels
(see Figure legend for ﬁt parameters and correlation factors). Variations in local B+1 , which were particularly relevant
for sample 2 (5 mM LAC), were compensated via this type of analysis.
The corresponding maps of Lorentzian peak area are displayed in Figure 5.9, where an excellent
homogeneity across each sample was achieved. These high-resolution maps directly resemble
a condensed measure for LAC concentration in presence of complex tissue-like background
(CL-BSA), which became distinguishable for concentration levels of 15 mM and above.
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Figure 5.9 High-resolution maps of Lorentzian peak area (evaluated for the LAC CH3-peak at −3.5 ppm)
resemble the increase in LAC concentration from samples 1 to 6. There is no signiﬁcant loss in sensitivity between
the densely sampled acquisition depicted in (a) and the sparsely sampled data in (b). Both maps evince that the
retrospective look-up correction approach removed B0 inhomogeneities, only a minor effect persists. The observed
LAC contrast allows a distinction down to 15 mM LAC concentration for this experimental setup.
5.3 Discussion
This experiment was designed to demonstrate the feasibility of PROBE for an identiﬁcation
and determination of concentration levels of metabolites in presence of a complex tissue-like
background. An accurate quantiﬁcation of low-concentrated endogenous metabolites was
hitherto impeded by multiple intermingled background contributions. Recently, it was shown
that by compensating DWS effects, via a linear variation of saturation power with offset—
denoted as vCEST [24]—previously obstructed contributions from fast exchanging OH-groups
could be unveiled from water resonance. Strong spillover effects would normally cover up
such small portions. It was illustrated by DeBrosse et al. [83], that MTRA can depict pH-
induced changes in the LAC OH-peak. This asymmetry based analysis is only applicable for
a homogeneous tissue background and assumes no considerable changes in peaks from other
metabolic spin moieties—which may also appear altered for different pH. Due to asymmetric
background contributions, MTRA calculated from a highly sampled standard Z-spectrum of
LAC in CL-BSA appeared strongly distorted (Fig. 5.6(c)). Furthermore, LAC contributions
up-/downﬁeld from water resonance canceled each other and thereby became almost unde-
tectable.
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In a previous experiment (c.f. Chapter 4), speciﬁcity of the PROBE approach with regards
to varying backgrounds was demonstrated. It was shown, that any unwanted background
contributions could be compensated via PROBE, ensuing a scout acquisition. With a ﬂat baseline
at hand, metabolite contributions can thus be investigated via PROBE with regards to two major
aspects. Firstly, speciﬁcity enables an identiﬁcation of particular metabolites. All exchangeable
groups or those exhibiting cross-relaxation effects can be observed individually, other than in
asymmetry based analyses. Secondly, the sensitivity of contrast is highly important for quan-
tiﬁcation. As background effects were almost completely compensated and a ﬂat baseline was
achieved (Fig. 5.5) (after retrospective look-up correction), the sensitivity of PROBE remains
as the most challenging aspect. Presuming that effects of B0/B±1 inhomogeneities were appro-
priately corrected retrospectively, it is important to note, that no further spin moieties were
included in the optimization process and calculation of look-up tables. Therefore, no artiﬁcial
metabolite peaks were created via the application of PROBE. As a direct consequence, B0/B+1
effects on metabolite peaks have to be addressed separately. ΔB0 shifts affect the optimized
saturation power scheme, such that ω1,max(Δν + γpΔB0) has to be considered in practice. If the
Z-spectrum was sufﬁciently sampled along the offset frequency direction, an interpolation and
back-shift by −γpΔB0 could correct for such shift effects. Alterations in ω1,max by ΔB0 were
not addressed here, as they remain signiﬁcantly beyond local B+1 inhomogeneities. Namely for
|γpΔB0| ≤ 50 Hz and |δ| > 0.8 ppm, changes imposed on ω1,max(Δν + γpΔB0) stayed below
15% (Fig. 3.4(b)). Therefore, only the LAC CH3-peak, located at −3.5 ppm from water resonance,
was employed for a Lorentzian peak analysis. In addition, all metabolite peaks close to water
resonance suffered from residual DWS effects—as minor residual ΔB0 deviations from mapping
led to small aberrations in the retrospective look-up correction.
Alterations in local B+1 and ΔB0 induced saturation changes directly affect metabolite peak mag-
nitude and width. For an increasing saturation power, peak width grows while the amplitude
reduces [10]. Several approaches have been suggested for correcting these variations [184, 203–
205]. The most accurate consideration is given by model-based analysis, where all confounding
B0/B+1 effects could be incorporated into the spin dynamics. However, in tissue-like systems, all
metabolites have to be considered as additional spin pools to the background. Each spin moiety
can be reduced to three ﬁt parameters (assuming, that intrinsic relaxation and exchange rates
are unknown), leading to a total of 9 parameters for the case of LAC which would have to be
determined. Unfortunately, all three parameters (relaxation and exchange rates, as well as spin
pool fraction) are intermingled and directly affect the peak size and shape in the Z-spectrum.
At best, a multi-power Z-spectrum acquisition has to be conducted for each saturation offset
allowing a precise parameter determination. For later applicability in a clinical setting, such
long acquisition times have to be avoided. An adequate solution was thus found in Lorentzian
peak analysis. The above simulations (c.f. Section 5.1.2.4) indicated, that Lorentzian peak area
provides a condensed measure for metabolite concentration levels, reasonably compensating
B+1 broadening effects [10]. For a reliable estimation of metabolite peak size, any residual
baseline distortion had to be corrected. FLATT [185] (in second order) was found appropriate
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for matching the baselines in PROBE Z-spectra (here the approximation was limited to offsets,
where no metabolite related saturation effects were expected). The stacked plot in Figure 5.7,
nicely depicts the effect of an ascending LAC concentration. While baseline remains comparable
across samples, despite dissimilar B0/B+1 , all three LAC related peaks correlate with known
LAC concentration levels. Here, residual baseline deviations were observed and corrected via
subtraction of Δ(I/I0)BL. Speciﬁcally, the baseline appeared elevated for higher LAC concentra-
tions compared to sample 1.
Standard Z-spectra, acquired at a single saturation power level, cannot fully catch saturation
transfer effects from metabolite groups in different exchange regimes. While off-resonant contri-
butions, for δ > 1 ppm, require sufﬁcient saturation power to become identiﬁable against the
prevalent noise level [9, 10, 81, 159], fast exchanging groups close to water resonance, δ < 1 ppm,
lead to spillover effects, i.e. a ’mixing’ into water resonance can be observed [63]. This difﬁculty
can be overcome by reducing the saturation power close to water resonance and increasing it
for further off-resonant regions in the Z-spectrum. Via application of PROBE, this is what can
be achieved in principle. As a side-effect of the choice of a constant Itarget and thus a constant
saturation level for the background signal intensity across all considered frequency offsets
and intermingled contributions, saturation close to highly saturation efﬁcient pools, such as
macromolecular MT and DWS will be lowered in the optimization. The resulting saturation
power schemes will therefore always stay below the linear DWS suppression curve with the
same target saturation level. Meaning, if water is present ω1,max(δ) = a · δ (with a denoting a
saturation target level dependent constant), i.e. vCEST [24], marks an upper saturation power
limit for the optimized scheme. With low saturation power close to water resonance (Fig. 5.3(c)),
speciﬁcity of PROBE with respect to fast exchanging groups is largely enhanced. The optimal
saturation target can be optimized via a simulation for each particular application. Here, simu-
lations for varying Itarget under the assumption of slow to intermediate cross-relaxation rates
for LAC related NOE effects, yielded highest (INOE − Iref)/Iref at Itarget = 0.85 · I0. For more
diverse systems other, non-ﬂat target curves may become favorable. In any case, optimization
for maximum metabolite contrast with suppressed background effects ensures highest speciﬁcity
and sensitivity.
It could be shown, that via averaging of likewise acquired PROBE Z-spectra (NEX=4 in this
experiment), a signiﬁcant reduction in noise and thus an increase in contrast was achieved
(Fig. 5.10). Yet, it is hard to quantify any contrast-to-noise-ratio (CNR) for CEST/NOE effects, as
any deﬁnition of contrast strictly depends on the applied metric (c.f. Section 2.4.5), and noise
in an in vitro Z-spectrum does not only arise from thermal but also temporal origin, like basis
frequency and signal intensity drift, heating of the sample under investigation etc. Though, such
drift artifacts were considered and widely corrected during postprocessing, minor deviations
remain and will increase noise in the Z-spectrum coherent across voxels.
If any, contrast may be quantiﬁed as Lorentzian peak area. Here, an excellent sensitivity was
achieved, as residual deviations in background baseline across voxels were addressed via base-
line correction (FLATT [185]). Results depicted in Figures 5.8(a) & 5.9(a) present only a very
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minor false positive Lorentzian peak area for the 0 mM sample and exhibit a distinct contrast
for LAC concentrations ≥15 mM.
Since a retrospective look-up correction considerably reduces the B0/B+1 induced spatial varia-
tions, the standard deviation of such difference Z-spectra was calculated for the 0 mM sample.
Results for each chemical shift are depicted in Figure 5.10. Between −3 and −4.5 ppm a two-fold
reduction in noise was observed, yielding a higher detectability for the LAC CH3-group. Never-
theless, the noise level remained virtually unaltered in close vicinity to water resonance, which
can be attributed to non-temporal noise likely arising from B0/B+1 correction inconsistencies
and/or residual drift artifacts.
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Figure 5.10 Comparison of a single repetition experiment (NEX=1) and four times averaged acquisition (NEX=4)
with regards to the standard deviation, σSD, at each chemical shift δ (obtained from the 0 mM LAC sample). Between
−3 and −4.5 ppm, a two-fold noise reduction can be observed. Other areas do not signiﬁcantly beneﬁt from
averaging, as other sources of non-temporal noise persist.
As mentioned above, for a future applicability in clinical settings, a balance between short acqui-
sition time and a necessary level of sensitivity has to be found. It was shown, that averaging
could substantially increase the ’CNR’ in the offset region of interest. However, for such an
experiment, the total acquisition time amounted to 5.7 h (without acquisition of the necessary
B0/B+1 maps), which is clearly inapplicable in a clinical setting. An approach of selectively
sparsed saturation offset frequencies was therefore tested. Here, the increased sensitivity per-
sists via averaging, but a considerable reduction in acquisition time can be achieved through a
sparse offset detection scheme. The experimental data of the densely sampled acquisition was
artiﬁcially sparsed to 25 offsets, reducing the acquisition time by a factor of 4 (TA ∼1.27 h for
the PROBE acquisition).
Saturation offsets were selectively distributed around −3.5 ppm (LAC CH3-peak [97]), around
the water resonance and between 3 and 5 ppm for normalization. By applying the same postpro-
cessing framework to the artiﬁcially sparsed and densely offset frequency sampled data, it could
be shown that no substantial loss in sensitivity was encountered (Figs. 5.8(b) & 5.9(b)). This is a
unique feature of PROBE, in contrast to asymmetry based methods, where Z-spectra necessarily
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have to be sampled symmetrically. PROBE allows a selective and unimpeded detection of
individual metabolite peaks.
The improved ’CNR’ can be observed as a reduced standard deviation in (Fig. 5.8(b)). Fur-
thermore, the advantage of averaging in the sparse acquisition scheme was also observed in
an improved correlation between Lorentzian peak areas and ground truth LAC concentration
levels (Figs. 5.8(b) & 5.9(b)).
5.4 Conclusion
The feasibility of PROBE, as a highly speciﬁc and sensitive technique, for the identiﬁcation
and quantiﬁcation of LAC contributions to Z-spectra was successfully demonstrated. Here,
in vitro samples with varying LAC content in presence of tissue-like background (CL-BSA) [96]
were measured at 7 T. The previously introduced retrospective look-up correction approach
was applied and most baseline distortions could thus be removed. In direct comparison with
standard Z-spectra and MTRA analysis, it was shown, that PROBE uncovered two additional
contributions close to water resonance, namely LAC OH- and CH-group—which both resonate
within 1 ppm from water resonance. These contributions where not only obstructed by DWS
effects in conventional Z-spectra but canceled each other in asymmetry analysis.
Lorentzian peak area was utilized as a condensed measure, compensating for B+1 /B0 induced
peak broadening effects, which were not caught by the applied baseline correction procedure.
This type of analysis required an identiﬁcation of individual metabolite peaks, which only
became feasible via the compensation of all intermingled background contributions in PROBE.
The sensitivity was further increased through averaging. An eminent correlation between
Lorentzian peak area of the CH3-peak and ground truth LAC concentration levels was found.
High resolution maps of Lorentzian peak area directly depicted LAC concentration changes.
With the perspective of a future application of PROBE in a clinical setting, the feasibility of a
sparsely offset sampled experiment without a signiﬁcant loss in sensitivity could be demon-
strated. Further, this experiment showed the potential applicability of PROBE for a detection of
ischemic and tumorous tissue, as elevated levels of LAC have been reported to reach as high as
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6.1 Determination of Healthy Tissue Background at 3 T and 7 T
In contrast to a standard Z-spectra acquisition scheme, PROBE requires the prior acquisition
of a scout Z-spectrum and a subsequent estimate of the underlying background spin sys-
tem (see Section 3.4.3.1). As it was demonstrated in an earlier experiment—with varying
CL-BSA backgrounds (c.f. Chapter 4)—PROBE is highly sensitive to any background alteration.
Hence, scout Z-spectra of healthy brain tissue had to be acquired and analyzed for WM and
GM individually, prior to the saturation power optimization and application to ischemic stroke
patients in a clinical setting. In the following, acquisition and analysis of in vivo scout acquisi-
tions will be described and results of healthy WM tissue will be compared to previous Z-spectra
acquired from CL-BSA (as a tissue model). While an application in a clinical setting remains
limited to 3 T, scout Z-spectra of healthy subjects were obtained at both ﬁeld strengths, 3 T and
7 T, due to the increased speciﬁcity at higher ﬁeld strengths. Further, the feasibility of PROBE
for an in vivo application across different subjects and sites was investigated.
6.1.1 Methods
6.1.1.1 Sequence Details
After informed written consent, scout Z-spectra of three healthy subjects (22-29y; 2F/1M) were
acquired at 3 T MAGNETOM Prisma Fit (Siemens, Erlangen, Germany) using a 32-channel head
coil (32ch Rx, transmit via body coil; Siemens, Erlangen, Germany). Similarly, scout Z-spectra
were obtained from three healthy subjects (19-31y; 3F) with a MAGNETOM 7 T (Siemens, Er-
langen, Germany) using a 32-channel head coil (1ch/32ch Tx/Rx; Nova Medical, Wilmington,
MA, USA). 2D saturation prepared GRE images (axial slice orientation) were acquired with
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α = 46◦/78◦ (7 T/3 T), TR/TE = 200/7.1 ms, 100 ms Gaussian saturation pulse, RF and
gradient spoiling, edge-in k-space sampling. Nominal voxel resolution 0.86× 0.86× 4 mm3
(256× 256× 1 encoding matrix, Hann windowing function applied in k-space). Again, satura-
tion offsets were randomly shufﬂed in order to mitigate artifacts. The scanner basis frequency
was adjusted regularly (every 8.5 minutes). At 7 T, B0/B1 maps were acquired using the double
angle method α1/α2 = 45◦/90◦, TR/TE = 5000/7.1 ms, ΔTE = 4.62 ms. Likewise, B0 maps at
3 T were acquired with α = 78◦ and ΔTE = 2.8 ms.
In order to examine the inter-subject and inter-scanner comparability, an optimized saturation
power scheme ω1,max(δ) (obtained from the scout Z-spectra, see below for details on optimiza-
tion) was employed to obtain 2D PROBE Z-spectra of three healthy subjects (25-32y; 1F/2M) at
a 3 T MAGNETOM Prisma Fit and two healthy subjects (46-47y; 1F/1M) at a 3 T MAGNETOM
Tim TRIO (Siemens, Erlangen, Germany). For acquisition of the PROBE Z-spectra, 2D saturation
prepared GRE images were obtained with same sequence parameters as above at 3 T Prisma
Fit. B0/B+1 maps were acquired for retrospective look-up correction (B
+
1 mapping sequence
parameters as above; B0 mapping at 3 T Prisma Fit: sequence parameters as above for multi-echo
GRE, at 3 T Tim TRIO: TR/TE = 5000/7.1 ms, ΔTE = 5.61 ms).
6.1.2 Scout Data Acquisition and Analysis
In compliance with scan time restrictions, the scout acquisition at 3 T covered 50 saturation
offsets linearly and logarithmically distributed within δ = ±50 ppm at γpB1 = 40, 60 Hz. At
7 T, 34 offsets were covered for each saturation power level like at 3 T, respectively. Signal
intensity drift [198] was linearly corrected (via the mean FOV unsaturated signal intensity)
during postprocessing for 7 T.
For scout data analysis at 3 T, the images were segmented into WM and GM areas. The averaged
in vivo scout Z-spectra for both magnetic ﬁeld strengths are depicted in Figure 6.1. A highly
frequency sampled standard Z-spectrum of CL-BSA (2% GTA (v/v), 15% BSA (w/w)) was
added for comparison. While an overall difference in saturation efﬁciency can be observed
for WM/GM and CL-BSA (which could be the result of a reduced MT pool fraction, i.e. BSA
content, in the CL-BSA phantom compared to human WM/GM), it also shows, that CL-BSA
nicely resembles the Z-spectra of healthy GM [34]. Here, variations in local B+1 have to be taken
into account, especially at 7 T. The average ΔB1/B1 value for each sample/ROI was hence added
to the legend (Fig. 6.1(a)). While in addition to macromolecular MT and DWS effects, two broad
CEST/NOE contributions could be identiﬁed for GM/WM at 7 T—like in previous CL-BSA
investigations—only a rather broad contribution at −3.5 ppm from relayed NOE was found.
This may be attributed to the less chemical shift separation at lower ﬁeld strengths and the
consequential broadening of peaks in the observable Z-spectrum.
Hence, the three-pool model employed for scout data analysis comprised bulk water, macro-
molecular MT with SL absorption lineshape and NOE at −3.5 ppm. An initial set of spin
system parameters was obtained from model-based ﬁtting of an averaged scout Z-spectrum
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calculated of WM from all three healthy subjects. Local B0 information was then incorporated
into voxelwise ﬁtting of the spin pool fractions providing the resulting spin system again via
averaging of ﬁtted parameters across subjects. Based thereon, a saturation scheme ω1,max(δ)
was optimized for Itarget = 0.8 · I0 (Fig. 6.2).
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Figure 6.1 Scout Z-spectra for human WM and GM (from three healthy volunteers) in comparison with a highly
sampled Z-spectrum of CL-BSA at 7 T (a) and 3 T (b), respectively. The overall saturation efﬁciency appears more
disparate at 7 T, which can be attributed to the large B+1 variations of the head transmit coil, in comparison to 3 T,
where a body coil was used for transmit.
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Figure 6.2 Optimized saturation power scheme ω1,max(δ) for WM at 3 T.
All PROBE Z-spectra were signal intensity drift corrected [198], normalized by an unsaturated
signal intensity I01 and look-up corrected for B0 inhomogeneities.
1For technical reasons, the reference image was acquired with γpB1 = 5 Hz at δ = 1000 ppm.
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6.1.3 Results
Results for three healthy subjects measured at 3 T MAGNETOM Prisma Fit are depicted in
Figure 6.3. Each brain was segmented into WM/GM as illustrated in the second column.
The resulting ROI average PROBE Z-spectra nicely exhibit the anticipated behavior. Across
subjects, the baseline of WM appears ﬂat and almost matches zero (a baseline matching zero
corresponds to perfect alignment of the measured PROBE Z-spectrum and the look-up table with
regards to the saturation level—after normalization with I0). PROBE Z-spectra of GM are above
WM (i.e. less saturated signal) which matches the earlier observations from scout Z-spectra
in standard acquisition (Fig. 6.1(b)). Besides a remaining DWS contribution, due to a slight
ΔB0 mismatch that cannot fully be corrected via look-up correction, there is a fast exchanging
contribution between 0.5 − 1 ppm from water resonance present in both tissue types. This
could be attributed to OH proton exchange. From those rather coarse ROI based considerations,
no distinct metabolite peaks could be identiﬁed in healthy tissue. Nevertheless, normalized
PROBE intensity maps at δ = −4.7 ppm depict a perspicuous tissue contrast, evincing that B0
inhomogeneities were sufﬁciently corrected via retrospective look-up correction.
As the later application of PROBE in a clinical setting was planned for a different MRI site,
a validation of the PROBE method against inter-subject and inter-scanner variability had to
be conducted. For this purpose, two additional healthy subjects were investigated at 3 T Tim
TRIO. 2D axial slices were intersecting basal ganglia, as depicted in Figure 6.5(c) & (f). A direct
comparison of WM/GM PROBE Z-spectra between subjects and scanners yielded a good overall
agreement. Nevertheless, as a result of the inferior slice position in subjects 4 & 5, several
potential metabolite contributions became distinctive as peaks within the GM PROBE Z-spectra
(Figs. 6.4(a) & (d)). An ROI based analysis was carried out (Fig. 6.5), exploring the origin of
these contributions. For a better comparability of potential metabolite related effects to each
ROI—regardless of the underlying baseline contrast—the normalized and look-up corrected
PROBE Z-spectra were baseline corrected via subtraction of a mean look-up corrected reference
signal, namely
Δ(I/I0)BL = mean [Δ(I/I0)(δBL ∈ [−4.7,−3.95] ppm)] (6.1)
The resulting difference Z-spectra are depicted in the left and central column of Figure 6.5. No
signiﬁcant difference could be observed in thalamic and regions of normal appearing WM near
the parieto occipital sulcus (yellow and blue). Nevertheless, it seems as if ROIs within the basal
ganglia (red and green) might be identiﬁed as an origin of multiple metabolite contributions to
the related PROBE Z-spectra. An intersubject comparison (Fig. 6.5(g)) yielded consistent peaks
at −3.4, −1.9, −1 and 3.2 ppm. In addition, the fraction of fast exchanging OH protons appears
augmented in GM compared to WM.
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Figure 6.3 In vivo PROBE measurements at 3 T in healthy subjects (MAGNETOM Prisma Fit).
(a),(d) and (g) ROI averaged PROBE Z-spectra (look-up corrected, normalized by an unsaturated reference signal I0)
of three healthy volunteers, respectively (shaded areas correspond to the standard deviation). The saturation power
scheme was optimized for WM and Itarget = 0.8 · I0. ROIs correspond to segmentation as illustrated in (b), (e) and
(h). (c), (f) and (i) show regional variance of tissue contrast obtained by PROBE at δ = −4.7 ppm.
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Figure 6.4 In vivo PROBE measurements at 3 T in healthy subjects (Tim TRIO).
(a)& (d) ROI averaged PROBE Z-spectra (look-up corrected, normalized by an unsaturated reference signal I0) of
healthy subjects 4 & 5, respectively (shaded areas correspond to the standard deviation). The saturation power
scheme was optimized for WM and Itarget = 0.8 · I0. ROIs correspond to segmentation illustrated in (b) & (e).
(c) & (f) show regional variance of tissue contrast obtained by PROBE at δ = −4.7 ppm.
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Figure 6.5 ROI based analysis of PROBE contrast and Z-spectra in two healthy subjects at 3 T (upper row denotes
’Subject 4’, middle row ’Subject 5’), shaded areas correspond to the standard deviation. (c) and (f) ROI localization
maps. ROIs depicted in red and green were placed in basal ganglia, blue ROI in thalamic region and yellow ROI in
normal appearing WM. (a),(b),(d) and (e) ROI averaged PROBE Z-spectra were look-up corrected, normalized by
I0 and baselevel corrected via subtraction of Δ(I/I0)BL = mean[Δ(I/I0)δBL ∈ [−4.7,−3.95] ppm]—as indicated by
the box markers). Triangular markers highlight the chemical shift δ = −0.4 ppm, for which the likewise look-up
corrected PROBE intensity maps are shown in (c) and (f). (g) Intersubject comparison of ROI averaged PROBE
Z-spectra out of basal ganglia (ROI correspond to red marked regions in (c) & (f)). Blue shaded areas mark chemical
shift positions were potential metabolite peaks could be identiﬁed in both subjects.
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6.2 In-Vivo PROBE Mapping of Lactate in Ischemic Stroke at 3 T
Based on a three-pool spin system obtained from model-based analysis of WM PROBE
Z-spectra of three healthy subjects in the previous experiment (c.f. Section 6.1), changes in
tissue background and metabolite content for infarcted regions of three ischemic stroke patients
were investigated. The following sections outline the design of a protocol which became ap-
plicable in a clinical setting, providing all necessary information for an evaluation of subtle
tissue changes and retrospective look-up correction. Maps of relative changes in a combined
lactate contrast will be compared with DW images and provide highly speciﬁc and spatially
resolved information on saturation transfer induced contrast. Again, ROI based analysis will
be used for an identiﬁcation of ischemic regions and validation against contralateral normal
appearing regions. Here, a similar metric as for the above mentioned healthy controls was
applied, permitting a screening against false positives.
6.2.1 Methods
6.2.2 Sequence Details
Three stroke patients (56-80y; 2F/1M) were recruited after ischemic stroke onset, as part of
a prospective observational trial (LOBI-BB, NCT02077582), which was approved by the local
Ethics Commitee. MR imaging was performed at 3 T MAGNETOM Tim TRIO (Siemens, Er-
langen, Germany). In accordance with the prospective observational trial, on days 1 and 2
after stroke onset, all patients underwent FLAIR, DWI and T∗2 imaging, respectively. For the
subsequent PROBE acquisition, the saturation power scheme—which was previously optimized
for WM based on three healthy subjects (c.f. Section 6.1)—was translated in an abridged form.
The protocol consisted of a short anatomical scan (MPRAGE [208]), acquisition of a B0 map
and PROBE Z-spectra. This supplemental imaging session was conducted on day 2 after stroke
onset, for a middle cerebral artery (MCA) stroke patient, and on day 4, for an anterior cerebral
artery (ACA) and thalamus (THA) stroke patient, respectively.
Like in previous experiments, 2D saturation prepared GRE images (tilted, axial slice orienta-
tion) were acquired with α = 78◦, TR/TE = 200/7.1 ms, 100 ms Gaussian saturation pulse,
RF/gradient spoiling, edge-in k-space sampling. Nominal voxel resolution 0.86× 0.86× 4 mm3
(Hann windowing function applied in k-space). Scanner basis frequency was adjusted regularly
(every 5.2 min). ME-GRE acquisitions with α = 78◦, TR/TE = 60/7.1 ms, ΔTE = 3.51 ms
yielded B0 maps.
6.2.3 Data Acquisition and Analysis
For application in a clinical setting, the complete PROBE acquisition protocol had to stay within
a total TA of 20 min. Hence, the list of saturation frequency offsets was limited to 12 individual
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offsets and 2 unsaturated reference points2. For higher sensitivity, the area around the LAC CH3-
peak (at δ = −3.5 ppm) was sampled three times, resulting in a total number of 18 saturation
offsets. The 2D imaging slice was placed within the ischemic region by a clinician, because the
PROBE Z-spectra were acquired in a separate session on either day 2 or 4 after stroke onset and
the observational MR acquisition protocol was conducted in 3D on days 1 and 2. Hence, there
was a mismatch between the tilted orientation of the saturation prepared GRE acquisition and
reference MR images.
Examining the individual MR images for each saturation offset δ occasionally exhibited severe
motion artifacts. Fortunately, the three saturation offsets around −3.5 ppm were sampled
three times and thereby permitted a selection of those images with least motion artifacts. The
resulting PROBE Z-spectra—comprising 12 saturation offset frequencies—were signal inten-
sity drift corrected [198], normalized by I0 and look-up corrected against B0 inhomogeneities.
Because of the small number of saturation offsets that were measured, no interpolation and
γpΔB0 back-shift were practicable.
As it was outlined in Section 2.4.4.2, a signiﬁcant increase in LAC concentration compared to
healthy tissue was expected in regions adjacent to the ischemic core after acute ischemic stroke
onset. The earlier investigations of LAC in presence of a tissue-like background with PROBE
(c.f. Chapter 5) substantiated, that ideally three contributions may be observed in a Z-spectrum,
corresponding to LAC OH-, CH- and CH3-groups, respectively.
6.2.4 Results
Before commencing into an analysis of stroke induced changes in metabolite content, broad
variations in the baseline of PROBE Z-spectra (similar to WM/GM PROBE contrast in healthy
subjects) were investigated. In order to reduce sensitivity against motion artifacts, Δ(I/I0)BL
was calculated as in (Eq. 6.1) for δBL = {−4.2,−2.8,−1.4} ppm (marked by red boxes in Fig-
ure 6.6(a)). The right column in Figure 6.6 depicts maps of these baseline deviations, where
asymmetric hyperintense areas were selected for an ROI based analysis. Average PROBE Z-
spectra of corresponding ROIs are depicted in the left column. Whereas a clear elevation of the
overall baseline can be observed for THA and MCA stroke patients (Fig. 6.6(a)-(d)), respectively,
there was no signiﬁcant difference in PROBE Z-spectra for the ACA stroke patient (Fig. 6.6(e)).
Considering such broad changes in the baseline, small metabolite peaks would add to such
baseline and thus also appear elevated for different regions in the brain—namely stroke affected
areas as well as healthy tissue contrast between GM/WM. In a next step, the previously intro-
duced metric of Δ(I/I0)ref was thus extended to cover all particular chemical shifts, were LAC
related saturation transfer effects could be expected.
Δ(I/I0)Peaks was calculated for δPeaks = {−3.5,−0.7, 0.8} ppm (triangular markers in Fig-
ure 6.7(b)). Though the chemical shift of the OH group was assumed to be δ = 1 ppm, the
spillover with bulk water (due to the fast chemical exchange) moves the local minimum closer
2For technical reasons, γpB1 = 5 Hz, was applied at δ = 1000 ppm.
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to δ = 0.8 ppm. It was therefore included in the saturation offset sampling and the met-
ric Δ(I/I0)Peaks. The difference of the mean LAC peak signal versus a mean baseline signal,
Δ(I/I0)BL, would then supposedly reveal a highly sensitive metabolite contrast. For rendering
such contrast strictly speciﬁc to LAC, binary masking based on local minima at δPeaks (ﬁrst
and second order gradient calculation) as well as standard deviation thresholding across the
whole frequency offset range—excluding contributions from noise and motion—were applied.
Results are depicted in Figure 6.7 as overlay on a T∗2 map for reference. Hyperintense areas of
(Δ(I/I0)BL − Δ(I/I0)Peaks) coincide well with hyperintense regions in the DW reference image
of day 1 for THA and MCA stroke. However, further areas with possibly elevated LAC levels
could be identiﬁed, especially in the MCA stroke metabolite peak map (Fig. 6.7(d)).
For further analysis, an ROI-based analysis was conducted for conspicuous regions in metabolite
maps on ipsi- and contralateral sides, respectively. Prior to averaging, all PROBE Z-spectra
were baseline corrected via voxelwise subtraction of Δ(I/I0)BL for δBL. The results, displayed
in Figure 6.8 endorse the above made observations. There is a clear separation between ar-
eas surrounding infarcted regions and contralateral areas (red and blue lines, respectively).
In addition, areas that presented hyperintense in metabolite stroke maps (Fig. 6.7) also exhibited
all distinct features for LAC within the respective PROBE Z-spectra (green line). In contrast,
areas of normal appearing WM (yellow line) were almost ﬂat, as anticipated. Whilst similar
observations were made for THA and MCA stroke patients, results for the ACA stroke patient
were unobtrusive, as depicted in Figure 6.9. Here, an ROI was placed in hyperintense areas of
the DW image, because the stroke metabolite map remained unobtrusive. Both PROBE Z-spectra
(ipsi- and contralateral) appeared ﬂat with no identiﬁable metabolite contributions.
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Figure 6.6 In vivo mapping of changes in tissue related contrast with PROBE at 3 T in three ischemic stroke
patients (top row: THA stroke, middle row: MCA stroke and bottom row: ACA stroke). Right column depicts a
map of mean baseline signal Δ(I/I0)BL (average across chemical shifts δBL marked by the box markers). Left column
shows ROI averaged PROBE Z-spectra (I0 normalized and look-up corrected) corresponding to marked areas in
right column.
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(a) (b)
(c) (d)
Figure 6.7 Investigation of combined metabolite contrast with PROBE in two ischemic stroke patients at 3 T
(top row: THA stroke, right hemisphere; bottom row: MCA stroke, left hemisphere). Left column depicts DWI
TRACE image of day 1 after stroke onset for comparison. Right column shows overlay of combined PROBE intensity
maps (of the OH, CH and CH3 peak, Δ(I/I0)Peaks versus mean baseline signal, Δ(I/I0)BL) with T∗2 map. While DW
images were acquired in 3D, PROBE imaging was performed in 2D, where the slice was placed tilted in the center of
the ischemic stroke lesion by a clinician. As a result, left and right column depict slightly different slices for the same
subject.
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(a) (b) (c)
(d) (e) (f)
Figure 6.8 ROI based analysis of PROBE Z-spectra obtained from ischemic stroke patients (top and bottom row
correspond to THA and MCA stroke patients like in (Fig. 6.7), respectively). Left column depicts ROI localization.
The corresponding PROBE Z-spectra (with associated colors) are depicted in central and right column (baseline
corrected for mean baseline signal Δ(I/I0)BL—denoting the average across chemical shifts δBL marked by the box
markers). Triangular markers correspond to δPeaks, which was used for the calculation of Δ(I/I0)Peaks in Figure 6.7.
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(a) (b) (c)
Figure 6.9 ROI based analysis of PROBE Z-spectra from an ACA stroke patient. (a) DW image acquired on day 1
after onset for reference. (d) ROI localization map, overlay of metabolite peak signal maps (baseline corrected) and
T∗2 map. (c) ROI averaged PROBE Z-spectra (baseline corrected for mean baseline signal Δ(I/I0)BL—denoting the
average across chemical shifts δBL marked by the box markers).
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6.3 Discussion
In human brain tissue, the sheer multitude of chemical compounds leads to a collocation of tis-
sue speciﬁc—but confounded—background effects in the Z-spectrum. WM/GM scout Z-spectra
obtained from three healthy subjects, each at 3 T and 7 T, yielded a broad MT contrast (Fig. 6.1).
Less myelinated GM exhibits a smaller MT pool fraction compared to GM [14, 87–91]. The
bespoke saturation power scheme was optimized for healthy WM. Besides the macromolecular
contribution, healthy tissue background is a highly intermingled assortment of several spin
moieties adding to the Z-spectrum via CEST and NOE (a detailed description was provided in
Section 2.4.4.1). Recent studies at ultra high magnetic ﬁelds resolved six individual contributions
to the Z-spectrum [15]. It is apparent, that with increasing magnetic ﬁeld strength, B0, and
an accordingly improving chemical shift separation (Eq. 2.17), more individual spin moieties
could be teased out from the background in Z-spectra. Although scout Z-spectra obtained from
healthy subjects at 3 T and 7 T (Fig. 6.1) exhibited a similar baseline as described in literature [15],
not more than four entities at 7 T and three at 3 T became distinguishable. Such being the
case, a three pool model was used to describe the observable background effects in healthy
WM at 3 T. The modeled spin system comprised bulk water, a macromolecular pool with SL
absorption lineshape and broad NOE at δ = −3.5 ppm—broad in the sense of peak width,
which is dependent on the transverse relaxation rate as well as the cross-relaxation rate. In
contrast to the 7 T scout Z-spectra, no distinct amine or APT contribution could be identiﬁed at
3 T. Nevertheless, the ﬂatness of the baseline in PROBE Z-spectra obtained from healthy WM
ratiﬁed this model for optimization.
By using a body coil for transmit at 3 T, no considerable B+1 inhomogeneities, i.e. beyond 15%,
were detected. In contrast to the previous LAC experiment, where besides baseline distortions
also B+1 related peak broadening effects had to be corrected voxelwise, here, a retrospective
look-up correction for B0 inhomogeneity induced distortions would sufﬁce. This permits an
immediate comparison of broad tissue contrast across voxels, denoting baseline distortions
which arise from deviations in background contributions and persist after look-up correction.
Especially at 7 T, B+1 inhomogeneities led to strong variations in the saturation level experienced
by each segmented region across the brain. As a consequence, the unbiased WM/GM contrast
like observable at 3 T (Fig. 6.1(b)), appeared enhanced at 7 T due to an additional B+1 discrepancy
(see legend of Figure 6.1(a)). For both magnetic ﬁeld strengths, a high similarity between the
CL-BSA baseline and human GM became apparent, underpinning the use of CL-BSA as a tissue
model [34, 96].
The application of a saturation power scheme, ω1,max(δ), which was optimized for a particular
reference tissue (WM), enabled a monitoring of all sorts of changes in tissue background—
altering the baseline in Z-spectra—directly as contrast. Before adapting PROBE for ischemic
stroke patients, the inter-subject and inter-site variability had to be considered. Scout Z-spectra
obtained from three healthy subjects exhibited only small intra- and inter-subject variability, as
the standard deviation for WM/GM in Figure 6.1(a)-(b) indicates. Similarly, PROBE Z-spectra of
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additional three healthy subjects, measured at the same MRI site (3 T MAGNETOM Prisma Fit),
displayed no signiﬁcant inter-subject differences (Fig. 6.3). The WM baseline appeared ﬂat in all
three cases, a residual aberration downﬁeld from water resonance at 0.8 ppm may be attributed
to fast exchanging OH-groups, which were inconceivable from the scout acquisition. Such
exchangeable OH-groups are highly abundant in most brain tissue types. Further observation
yielded a high similarity for the GM/WM contrast in PROBE Z-spectra. In order to investigate
the inter-site stability, two additional healthy subjects were acquired at 3 T MAGNETOM Tim
TRIO. Here the imaging slice was placed inferior, intersecting basal ganglia and cerebellum
(Fig. 6.4). In this plane, the increased diversity of tissue types was also resembled in the PROBE
Z-spectra. The prevalent GM/WM contrast matches well with the previously observed baselines
for all healthy subjects. Nevertheless, in particular the baseline of GM expressed distinctive
peaks for both subjects. Further, ROI based investigations (Fig. 6.5) could link those features to
the basal ganglia (present on ipsi- and contralateral sides). As opposed to this, the thalamus and
regions of normal appearing WM near the parieto occipital sulcus appeared inconspicuous. An
inter-subject comparison of exemplary selected ROIs in right basal ganglia (Fig. 6.5(g)) revealed
four potential metabolite peaks at −3.4, −1.9, −1 and 3.2 ppm from water resonance, in addition
to the existing OH ’peak’ at 0.8− 1 ppm. While the observed peaks could potentially originate
from NOE of CH3-, CH2- and CH-groups as well as amine/amide CEST, respectively, an identi-
ﬁcation of afﬁliated metabolites remains difﬁcult without further investigations. Yet, MRS of
basal ganglia suggests several potential saturation transfer effects originating from altered levels
of NAA, GLU, GLN, myo-inositol and LAC in basal ganglia compared to parietal WM [209–212].
In the second part of this study, metabolic alterations in ischemic tissue were investigated.
Three ischemic stroke patients were measured at different time periods after stroke onset (see
Section 6.2.3 for details on the protocol). The acquisition protocol for PROBE had to be translated
into a clinical setting, where limitations in scan time and patient motion were major aspects to be
considered. Saturation frequency offsets were therefore limited to 12 individual offsets, covering
all three sites of solute LAC groups and a ’baseline’ normalization range in addition. Perceptions
from the earlier experiments, indicated highest reliability with regards to a quantiﬁcation of
LAC at the site of the CH3-group. Hence, three saturation offsets characterizing the CH3-peak
at −3.5 ppm where sampled three times. The initial intention was to increase sensitivity via
averaging three times. However, as minor patient motion during acquisition led to artifacts
in Z-spectra, this redundant sampling scheme advantageously permitted a selection of those
images with least motion and thereby substantially increased precision for CH3-peak evalua-
tions. With the two additional unsaturated reference points, acquired prior and after the PROBE
Z-spectrum, total acquisition time was reduced to 17.5 min, including B0 mapping. While the
stroke screening protocol, as part of the prospective observational trial, was conducted on days
1 and 2 after onset for all three patients, delays between stroke onset and PROBE acquisition
largely varied across subjects.
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Proceeding the earlier in vitro experiments, the ischemic tissue had to be investigated by two
aspects: Firstly, alterations in bulk water proton pool fraction and relaxation properties induce
changes in MT contrast in cases of ischemic stroke [27–29] (and tumor [16, 29]). Speciﬁcally in
ischemic tissue, an increase in T2 and a decrease in the saturation transfer rates between the
macromolecular pool and bulk water protons were observed [28]. An examination of I0 nor-
malized and retrospectively look-up corrected PROBE Z-spectra yielded a broad tissue-related
contrast. For MT-associated contrast, ipsi- and contralateral ROIs were compared such that the
underlying GM/WM contrast would diminish. Similar results to literature were found for THA
and MCA stroke patients, where the baseline in PROBE Z-spectra was signiﬁcantly elevated,
compared to the contralateral region. For the ACA stroke subject, the baseline appeared almost
normalized in comparison with the contralateral region. This may be attributed to the long
delay between PROBE acquisition and stroke onset, day 4 in this case. Despite the underlying
WM/GM baseline contrast, asymmetric hyperintense regions (asymmetric with regards to the
brain hemispheres) in maps obtained from the mean baseline signal Δ(I/I0)BL correlated well
with highlighted areas in DW images (obtained on day 1 after stroke onset for all three stroke
patients).
Secondly, the altered energy metabolism under ischemic conditions (c.f. Section 2.4.4.2), which
mainly bases on anaerobic glycolysis, leads to an increased accumulation of LAC in ischemic
tissue. In virtue of the earlier in vitro LAC quantiﬁcation experiment, major focus had to be
put into a correction of B0 inhomogeneity effects as well as baseline correction across different
tissue types in the brain. The selectively sparsed acquisition setup, which was designed for
the clinical setting, did not sufﬁce for an interpolation and γpΔB0 back-shift. Nevertheless, a
retrospective look-up correction could be applied during postprocessing, correcting for most
of the ΔB0 induced distortions. Baseline differences in PROBE Z-spectra across different tissue
types were further reduced via a subtraction of Δ(I/I0)BL for δBL. For contrast map calculations,
a binary masking approach was applied, ﬁltering voxels based on ﬁrst and second order gradient
calculation, if not all three LAC associated peaks were present. Though the sites of LAC related
solute groups are known and were selectively sampled in this experiment (namely LAC OH at
0.8 ppm, CH at −0.7 ppm and CH3 at −3.5 ppm from water resonance3), also temporal noise
especially from patient motion led to relative signal changes in the detected Z-spectra.
In any Z-spectra acquisition, images are acquired for each chemical shift, δ, independently. Tem-
poral noise may thus considerably vary for each point within the Z-spectrum. The combination
of all three LAC related peaks could hence reduce such temporal noise strongly. In order to
achieve a reliable LAC-related contrast, the mean signal intensity Δ(I/I0)Peaks was compared
against baseline Δ(I/I0)BL (Fig. 6.7(b)). The resulting maps depicted a contrast dependent on
the LAC concentration at high spatial resolution.
3The ’OH-peak’ appears closer to water resonance than its original chemical shift in Z-spectra, due to the fast
chemical exchange rate.
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Elevated metabolite contrast matched with hyperintense regions in DW images (again for THA
and MCA stroke; contrast for the ACA stroke remained unincisive). In addition to highlighted
regions of DW images, marking the ischemic stroke lesion, further areas in maps calculated from
PROBE acquisition exhibited an elevated metabolite contrast. For a more speciﬁc evaluation, an
ROI based analysis was conducted. Here, hyperintense areas were compared against normal
appearing parietal WM, and contralateral regions versus ischemic areas (Fig. 6.8). Baseline
corrected Z-spectra of regions with elevated metabolite contrast effectively exhibited all three
LAC associated peaks while PROBE Z-spectra of a contralateral ROI and normal appearing
WM either appeared ﬂat or did not express all three distinctive peaks. Hence, a correlation of
hyperintense regions in metabolite maps with elevated LAC concentration levels can be inferred.
There were further remarkable areas in maps of metabolite contrast, which were indistinguish-
able from DW reference images. While those regions did not necessarily depict the broad tissue
contrast, associated with infarction (Fig. 6.6(d)) [27–29], elevated LAC levels cannot be excluded.
For several cases of ischemia, it has been reported, that elevated levels of LAC extended into
contralateral and non-contiguous areas, with regards to the ischemic core [107, 201]. With all
prevalent residual ΔB0 and noise linked effects, an absolute quantiﬁcation of LAC remains
impeded for this experiment. However, due to the high speciﬁcity of PROBE and the clear
identiﬁability of three LAC-related peaks, a relative mapping of areas with elevated LAC levels
became feasible. Considering previous in vitro results (vide supra) and literature [100, 103–
107], reporting elevated levels of LAC up to 16 mM in ischemic stroke, such well-pronounced
metabolite contrast seems appropriate.
6.4 Conclusion
Based on earlier in vitro investigations for the detection of variations in tissue-like background
(CL-BSA) and quantitative mapping of LAC in presence of such, the concept of PROBE was ﬁrst
assessed by means of applicability in vivo and subsequently translated into a clinical setting. The
spin system modeled from healthy WM scout Z-spectra of three healthy subjects provided the
basis for the calculation of a bespoke saturation power scheme, which supremely compensated
all confounding background effects in healthy WM across different subjects. Homogeneous
B+1 at 3 T permitted a normalization of PROBE Z-spectra by an unsaturated reference signal I0.
Hereby obtained Z-spectra depicted a strong GM/WM contrast, where GM baseline appeared
elevated compared to WM. Both baselines were widely ﬂat, only a fast exchanging OH-related
CEST effect at 0.8 − 1 ppm became distinguishable. The contrast and shape of the PROBE
Z-spectra were highly similar across all three subjects.
Before the acquisition protocol was translated into a clinical setting, the inter-site comparability
had to be ensured. Two additional healthy subjects were investigated via PROBE, optimized
for WM, like before. For a further investigation of metabolite content in healthy brain, the
2D slice was placed such that it intersected the basal ganglia and cerebellum. Firstly, PROBE
Z-spectra of WM/GM were comparable to those acquired earlier at a different site. In addition,
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PROBE Z-spectra of GM exhibited several distinct peaks in both subjects. An ROI based analysis
was conducted in order to locate their origin. It could be demonstrated, that elevated levels of
endogenous metabolites in basal ganglia resulted in a considerable metabolite contrast, whilst
thalamus and parietal WM areas were unobtrusive in this regard. Similar ﬁndings were reported
for MRS in literature [209–212], where regional variations of metabolite content in healthy brain
had been investigated.
The PROBE acquisition protocol was selectively sparsed to suit for a clinical application. Artifacts
imposed on Z-spectra through patient motion could signiﬁcantly be reduced for the critical LAC
CH3-peak via a redundant saturation offset sampling scheme around δ = −3.5 ppm. Results
evaluated for a broad tissue contrast yielded similar changes in MT contrast, as have been
reported in literature [27–29]. The paramount speciﬁcity of PROBE permitted an identiﬁcation
of elevated metabolites in stroke affected regions of the brain as LAC. Three distinct peaks at the
respective sites were unveiled. To compensate the lack in offset sampling points with regards
to sensitivity, LAC-contrast maps were computed from the mean signal difference of baseline
associated points and relative signal intensities at peak sites. In direct comparison with reference
DW images, a good agreement between hyperintense ischemic regions in both maps was found
for two subjects (THA and MCA stroke), while one subject (ACA stroke) was unincisive. Maps
of metabolite contrast marked additional regions of potentially elevated LAC levels across the
brain, which were investigated via ROI based analysis. ROI averaged PROBE Z-spectra yielded
all three peaks, associated with LAC, for highlighted areas in metabolite contrast maps, while
Z-spectra in contralateral regions or normal appearing parietal WM either appeared ﬂat or
lacked in speciﬁcity for LAC.
It can thus be concluded, that the novel approach of PROBE was successfully applied in vivo,
where an almost exhaustive compensation of WM background effects was achieved. It was
illustrated, that for a saturation power scheme, obtained from three healthy subjects, the inter-
subject variability of PROBE acquisition remained low. The applicability at different sites and
translation into a clinical setting were successfully demonstrated. The novel contrast, relating to
a particular tissue of reference, enabled a direct observation of changes in tissue background
(MT contrast), for GM/WM in healthy subjects and alterations in ischemic stroke patients.
Furthermore, the ﬂat baseline permitted an unimpeded view on metabolite content, teasing
out regional differences in healthy brain, as well as areas of elevated LAC levels in ischemia.










In this work, a novel optimization framework, dubbed PROBE, was developed, overcom-
ing some principal pitfalls of in vivo high-resolution metabolic imaging. Here, the term of a
framework appears more appropriate, as PROBE comprises MR sequence editing concepts and
retrospective look-up correction. Both components are necessary preconditions for a reliable
contrast detection and analysis. The ’T2 ﬁltering’ property of edited RF pulse amplitudes and
exchange rate ﬁltering via an optimized timing scheme of pulsed RF saturation preparation
where combined into PROBE optimization. An estimation of the underlying spin exchange
and relaxation dynamics—with regards to the complex tissue background—by means of a
model-based analysis from scout data, enabled the optimal customization of saturation pulse
power for each offset in the ﬁrst place, such that a desired signal intensity could be matched.
A ﬂat target signal intensity, Itarget = const., was selected for this study, as it would allow for a
direct contrast comparison between different tissue types (e.g. GM/WM) and further permit a
quantiﬁcation of individual metabolite contributions.
Since the basic principle of PROBE is the prospective compensation of any unwanted back-
ground effects in Z-spectra, any unmodeled contributions may be perceived as perturbations
to the attained baseline. This enables the investigator to select any existing spin moiety from
scout analysis to be included into the optimization process, and thus to be compensated in the
resulting PROBE Z-spectrum.
The bespoke saturation power scheme, ω1,max(δ), is directly depending on chemical shifts δ.
Therefore, any B0/B+1 inconsistency or inhomogeneity enforces a bias to the optimal scheme,
such that severe baseline distortions would occur, impeding any further analysis. Since the
background spin system was determined from scout analysis, such B0/B+1 variations could
be simulated and stored in look-up tables. The retrospective look-up correction framework
was developed to correct for any B0/B+1 induced distortions and shift effects on the modeled
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background spin system. By implication, B0/B+1 maps had to be acquired as part of the PROBE
acquisition protocol, depending on the severity of prevalent B0/B+1 inhomogeneities.
The adaptability of PROBE optimization to varying tissue-like backgrounds, modeled by
CL-BSA, was put to test in the ﬁrst study of this work. The saturation power scheme was
speciﬁcally tailored for a particular sample, such that at 3 T—with less B+1 inhomogeneity—a
direct tissue contrast could be obtained in reference to that selected sample. At 7 T, similar
contrast could be obtained for samples that experienced similar saturation power levels, resid-
ual distortions occurred for strong B+1 deviations. Retrospective look-up correction yielded
a magniﬁcent performance for the baseline of each sample, the saturation scheme was in-
tentionally optimized for. Because the expressivity and shape of background contributions,
such as APT or broad NOE, nonlinearly depends on B+1 , deviations in baseline for disparate
samples induced by B+1 could not be corrected at 7 T. Creatine, which was added as an endoge-
nous marker for CrCEST effect, vividly demonstrated the effect of over-/underexpressivity
for metabolite peaks in Z-spectra, when there is constructive or destructive interference with
background contributions, respectively. As long as the signal baseline of disparate samples
in Z-spectra is not approximated by a decent algorithm or appears ﬂat in the offset region of
interest, a reliable metabolite quantiﬁcation across different tissue types remains inadvisable.
This ﬁrst experimental investigation substantiated the applicability of PROBE optimization to
different types of brain tissue. With the corresponding background compensated in Z-spectra,
an identiﬁcation and potential quantiﬁcation of endogenous metabolites seemed accomplishable.
In order to develop a metabolite quantiﬁcation scheme, a second in vitro experiment was
elaborated. Here, CL-BSA similarly served as tissue-like background, and LAC, as an important
biomarker for oxidative stress, was added in varying concentrations. In contrast to conventional
Z-spectra acquisition and metrics, two additional LAC related peaks in close vicinity to water
resonance were uncovered by the background compensation in PROBE. With a total of three
identiﬁable LAC peaks in the Z-spectrum, a supreme speciﬁcity was achieved. MAS NMR
spectra of a similar sample could validate the upﬁeld LAC contributions (CH- and CH3-groups),
while the effect originating from the fast exchanging OH-group likely merged into water reso-
nance. Though this experiment largely beneﬁted from the larger chemical shift separation at 7 T,
the stronger variations in B+1 across the FOV had a signiﬁcant impact on Z-spectra. Retrospec-
tive correction could diminish background related baseline distortions, while B+1 induced peak
broadening effects were addressed via Lorentzian peak analysis. Simulations indicated a good
B+1 compensatory effect for metabolite contributions beyond |δ| > 0.8 ppm. From here it was
deduced, that while the distinguishability of as many as three LAC related peaks provides a
supreme speciﬁcity, the ’furthest’ off-resonant contribution, the CH3-peak at −3.5 ppm, would
exhibit largest sensitivity for a quantiﬁcation.
Results showed a good correlation between known LAC concentration levels and estimated
Lorentzian peak area for samples containing ≥ 15 mM LAC.
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Further improvement, with regards to the LAC detection limit, may be achieved via a model-
based analysis approach, which could directly incorporate local B+1 /B0 alterations. However,
the quickly increasing amount of ﬁtting parameters for in vivo application—due to the complex
tissue background, which needs to be considered—may complicate such analysis.
Having established and tested a novel metabolic imaging framework in vitro, which showed
strong points in speciﬁcity and sensitivity even though considerable B+1 /B0 deviations were
encountered, an in vivo application was intended next. In a ﬁrst step, a saturation power
scheme was optimized based on healthy WM standard Z-spectra at 3 T. Intersubject and intersite
comparability of apparent GM/WM tissue contrast from PROBE acquisition was validated.
Highly saturation offset sampled PROBE Z-spectra yielded no signiﬁcant differences across
subjects. Intriguingly, regionally elevated endogenous metabolite peaks could be observed in
basal ganglia, which was in accordance with MRS ﬁndings from literature [209–212]. Though
these investigations were conducted only on a small group of healthy subjects, yet it evinced the
applicability of an optimized saturation power scheme to obtain a broadly consistent contrast
across different subjects. The ﬁndings of elevated metabolite levels in basal ganglia regions
of healthy brain illustrate the high value of an inherent background compensation method
like PROBE. Without further need of asymmetry based analysis methods–which would have
been unable to uncover all individual metabolite contributions in this experiment—an excellent
identiﬁcation of metabolite peaks became feasible.
In a next step, the acquisition protocol was translated into a clinical setting. Meaning an op-
timization of acquisition time and saturation offset sampling such that they complied with
scan time limitations. In retrospective, the redundant sampling around LAC CH3-peak was
beneﬁcial for a considerable reduction of motion artifacts in GRE images. The independently
optimized sampling scheme of PROBE—the signal for each chemical shift can be considered
as its own entity—permits a selective detection around potential metabolite peak sites in the
Z-spectrum. As a precondition for a retrospective signal intensity drift and look-up correction,
reference signal points need to be included. With normalization by I0, and retrospective baseline
correction by Δ(I/I0)BL, either a broad tissue contrast or the metabolite distribution across
different tissues can be investigated, respectively.
As part of a prospective observational trial, three ischemic stroke patients were examined at 3 T.
First results from an ROI based analysis yielded a broad tissue contrast between ipsi- and
contralateral hemispheric regions, in addition to the prevalent GM/WM differences in MTC.
Here, asymmetrically appearing hyperintense areas in maps of ’baseline contrast’, Δ(I/I0)BL,
were selected for further investigation. LAC metabolite related contrast was estimated as mean
difference across all three LAC afﬁliated peaks against baseline. Maps of elevated LAC levels
depicted a good accordance with DW reference images for two patients (THA and MCA stroke),
while one patient was unobtrusive (ACA stroke). Infarcted regions also appeared hyperintense
in T∗2 maps, as it would be expected. An ROI based analysis of regions with potentially ele-
vated levels of LAC veriﬁed the occurrence of all three LAC associated peaks in the PROBE
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Z-spectrum, unlike for contralateral or normal appearing parietal WM regions. This study could
demonstrate the applicability of PROBE in a clinical setting for the identiﬁcation of ischemic
regions within the brain via metabolic mapping.
A direct comparison with reference images from the prospective screening, i.e. standard MRI
acquisition methods for acute ischemic stroke patients, featured highly similar localization of
affected regions. In addition to such contrast, areas associated with elevated levels of LAC
could be mapped. The latter appears more capable in order to identify ischemic, or in acute
cases also penumbral regions, as the former contrast bases on changes in MT pool fraction and
T2 relaxation through blood ﬂow alterations (similar to DWI).
7.2 Outlook
Essentially, PROBE is not limited to an application in ischemic stroke or the detection of LAC.
Any metabolite that can be detected by means of saturation transfer, could potentially be mapped
at high-resolution with PROBE—if present in sufﬁcient amounts. Potential applications would
include the detection of tumorous tissue or Alzheimer’s disease [16, 17].
During the ﬁrst experiment, versatility of an approach based on adaptive background compen-
sation was vividly demonstrated. It means, that any tissue may be selected as reference for
PROBE optimization, such that deviations from such, either from disparate tissue compartments
or caused by disease, become apparent as a direct contrast. The adaptive design allows an
in-/exclusion of speciﬁc peaks (e.g. APT), as selected by the investigator. This could be of
particular interest for pH measurements, were the APT peak functions as a sensor.
PROBE investigations of healthy subjects yielded considerable variations in metabolite distribu-
tion across the brain. In order to elaborate on such, 3D measurements would become necessary.
Conveniently, the PROBE optimization framework can be adapted for other acquisition tech-
niques with different MR sequences, like echo-planar imaging (EPI), as well. When encountering
strong B1/B0 inhomogeneities, reliable 3D ﬁeld mapping techniques are required.
An additional ﬁeld of application for PROBE could be functional metabolic imaging. For in-
stance a mapping of CrCEST and LAC in muscle after physical exhaustion or time-resolved
pH detection in hypercapnia. However, such acquisition would require strong acceleration,
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A.1 Taylor Expansion of Propagator Matrix Element
A Taylor series expansion for selected propagator matrix elements of a single spin system in
ω1,x/y is shown below
P
(i)
2,2 = exp (−Δti) cos(ΩΔti) (A.1)
− ω21,x ·














2,3 = sin(ΔtiΩ)(− cosh(Δti) + sinh(Δti)) (A.2)
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A.2 Lorentzian Peak Analysis Applied to Simulated Data
Figure A.1 depicts an overview on the B+1 inﬂuence for LAC quantiﬁcation methods analyz-
ing LAC CH3-peak in simulated PROBE Z-spectra. The top row depicts a direct analysis via
Lorentzian peak amplitude from ﬁtting (subsequent to look-up correction for B+1 , which cor-
rects background baseline almost completely) for increasing LAC concentration. Though all
lines in Figure A.1(a) linearly correlate with increasing LAC concentration, there is a strong
dispersion from nominal B1 (the absolute deviation for each concentration level was calculated
in Figure A.1(b)). Deviations exceed 70% of the value obtained for ΔB1 = 0.
In comparison, calculation of Lorentzian peak area (FWHM × amplitude) signiﬁcantly reduces
such deviation, as shown in bottom row. Here, absolute deviations do not exceed 8% of the
reference Lorentzian amplitude obtained from nominal B1 for elevated LAC levels.









































































































































Figure A.1 Simulations of Lorentzian peak based metabolite quantiﬁcation for varying ΔB1 and LAC CH3 spin
pool fractions. Top row (a) & (b) depict a Lorentzian peak amplitude analysis. Bottom row (c) & (d) depicts a LAC
quantiﬁcation based on Lorentzian peak area.
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A.3 Modeling a Spin System for CL-BSA
In this section, a schematic overview on all considered spin moieties contributing to the inter-
mingled background of CL-BSA in Z-spectra was illustrated in Figure A.2. For simulations
and consideration in the conducted experiments in Chapters 4 and 5, the complete set of initial
and reﬁtted spin system parameters—for each sample at 3 T and 7 T—was provided below. As
metabolites were not included in the optimization process for the calculation of an optimized
saturation power scheme, they had to be considered in simulations. An overview on spin system




































Figure A.2 Schematic overview on the spin system model for CL-BSA background. Each metabolite used in
experiments, namely Cr for CrCEST in Chapter 4 and LAC in Chapter 5, provides different saturation transfer sites
in addition, like depicted.
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A.3.1 CL-BSA Spin System Fit Parameters at 3 T
Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.705 6.02× 10−8 0.284 1.12× 10−2
Fraction c
(reﬁtted)
0.747 1.40× 10−3 0.251 1.10× 10−3
Chem.-Exchg.
Rate k (s−1) - 760 - 48.0
Cross-Relaxation
Rate σ (s−1) - - −6.85 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 23.4 3.80× 103 3.40× 103 3.82× 104
R2 (s−1)
(reﬁtted)
23.4 402 5.90× 103 3.49× 103
δ (ppm) 0 3 −3.5 0
Table A.1 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 1 at 3 T.
Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.778 2.41× 10−6 6.49× 10−2 0.157
Fraction c
(reﬁtted)
0.678 2.97× 10−2 0.115 0.177
Chem.-Exchg.




- 9.20 - 12.2
Cross-Relaxation




- - −2.94 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 23.4 3.80× 103 3.40× 103 3.82× 104
R2 (s−1)
(reﬁtted)
22.0 1.13× 103 3.23× 103 2.42× 104
δ (ppm) 0 3 −3.5 0
Table A.2 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 3 at 3 T.
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Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.831 4.24× 10−6 0.169 1.12× 10−5
Fraction c
(reﬁtted)
0.710 1.04× 10−2 8.84× 10−2 0.191
Chem.-Exchg.




- 33.56 - 18.4
Cross-Relaxation




- - −9.85× 10−2 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 23.4 3.80× 103 3.40× 103 3.82× 104
R2 (s−1)
(reﬁtted)
16.5 2.62× 103 3.23× 103 3.2× 104
δ (ppm) 0 3 −3.5 0
Table A.3 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 6 at 3 T.
A.3.2 CL-BSA Spin System Fit Parameters at 7 T
Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.8072 3.18× 10−2 8.42× 10−2 7.68× 10−2
Fraction c
(reﬁtted)
0.744 4.44× 10−2 9.79× 10−2 0.114
Chem.-Exchg.
Rate k (s−1) - 35.2 - 373.0
Cross-Relaxation
Rate σ (s−1) - - −43.1 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 4 1.72× 103 2.32× 103 1.32× 104
R2 (s−1)
(reﬁtted)
4* 1.66× 103 1.86× 103 1.22× 104
δ (ppm) 0 3 −3.5 0
Table A.4 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 1 at 7 T.
(*) This parameter was kept ﬁxed during reﬁtting.
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Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.825 3.56× 10−2 0.122 1.74× 10−2
Fraction c
(reﬁtted)
0.547 2.75× 10−4 1.29× 10−2 0.439
Chem.-Exchg.




- 1.093 - 134
Cross-Relaxation




- - −20.0 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 4 2.60× 103 4.96× 103 1.10× 104
R2 (s−1)
(reﬁtted)
4* 2.12× 103 1.34× 103 1.59× 104
δ (ppm) 0 3 −3.5 0
Table A.5 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 3 at 7 T.
(*) This parameter was kept ﬁxed during reﬁtting.
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Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.888 1.79× 10−2 5.22× 10−2 4.21× 10−2
Fraction c
(reﬁtted)
0.784 5.73× 10−2 8.08× 10−2 7.77× 10−2
Chem.-Exchg.




- 583 - 14.6
Cross-Relaxation




- - −136 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 4 3.63× 103 4.60× 103 8.01× 103
R2 (s−1)
(reﬁtted)
13 5.33× 103 5.54× 103 4.98× 103
δ (ppm) 0 3 −3.5 0
Table A.6 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA sample 6 at 7 T.
Protons Bulk Water Amide/Amine Aliphatic Macromolecules
Fraction c
0.746 1.95× 10−2 1.93× 10−2 0.215
Fraction c
(reﬁtted)
0.6539 4.37× 10−2 1.11× 10−2 0.291
Chem.-Exchg.
Rate k (s−1) - 1.09 - 134
Cross-Relaxation
Rate σ (s−1) - - −20.0 -
R1 (s−1) (ﬁxed) 1 1 1 1
R2 (s−1) 4 750 1.30× 103 8.92× 104
R2 (s−1)
(reﬁtted)
4* 516 1.52× 103 28.2× 104
δ (ppm) 0 3 −3.5 0
Table A.7 Overview on initially obtained and reﬁtted spin system parameters for CL-BSA at 7 T (LAC Phantom,
see Chapter 5). (*) This parameter was kept ﬁxed during reﬁtting.
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A.3.3 Inclusion of Metabolites into Spin System for Simulations
Metabolite Creatine Lactate






1.50× 10−2 1.45× 10−3 1.45× 10−3 4.36× 10−3
Chem.-Exchg.
Rate k (s−1) 30 5× 10
3 - -
Cross-Relaxation
Rate σ (s−1) - - −200 −80
R1 (s−1) 1 1 1 1
R2 (s−1) 100 20 20 20
δ (ppm) 1.9 1 −0.7 −3.5
Table A.8 Overview on spin system parameters for CrCEST and three LAC proton groups, as they were used in
simulations. (*) The values provided here, were added to the background spin pool fractions. Depending on the
respective background spin system, they were subsequently rescaled by the sum of all individual spin pool fractions.
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A.4 Modeling a Spin System for Human WM
Here, a schematic representation of all recently discovered spin moieties in the baseline of
Z-spectra from healthy tissue background is illustrated (Fig. A.3). At ultra-high magnetic ﬁeld
strength, i.e. B0 > 7 T, a total of six individual contributions could be identiﬁed (see Sec-
tion 2.4.4.1 for details). For the optimization and subsequent in vivo application (c.f. Chapter 6),
a three pool model was employed. An overview on all ﬁt parameters was provided in Ta-















































Figure A.3 Schematic overview on the spin system model for human WM. With increasing magnetic ﬁeld
strength B0, more individual background contributions to the Z-spectrum can be singled out. A total of six interacting
spin pools was described for 9.4 T. In addition three LAC saturation transfer sites have to be considered.
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Protons Bulk Water Aliphatic Macromolecules
Fraction c 0.748 1.76× 10−2 0.235
Chem.-Exchg.
Rate k (s−1) - - 24.3
Cross-Relaxation
Rate σ (s−1) - −40 -
R1 (s−1) (ﬁxed) 1 1 1
R2 (s−1) 29 489 1.83× 104
δ (ppm) 0 −3.5 0
Table A.9 Overview on ﬁtted spin system parameters for humanWM at 3 T (obtained from three healthy subjects,
see Chapter 6 for details).
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Background
Magnetic resonance imaging (MRI) is a non-invasive imaging modality which can provide high-value informa-
tion on in vivo tissue speciﬁcs such as composition, metabolite content or orientation of speciﬁc compounds [1].
In vivo, the MRI properties (such as T1, T2, etc.) are determined from an immense multitude of intermingled contribu-
tions, comprising effects from unspeciﬁc tissue background, as well as particular metabolites of interest [2].
Yet, standard techniques based on magnetic resonance spectroscopy (MRS) can provide spatial metabolite informa-
tion, but often suffer from a low spatial resolution and poor sensitivity for low concentrated solute metabolites [1, 3–5].
Techniques based on the Hofmann-Fòrsen method [6] commonly utilize the transfer of saturated magnetization across
different spin groups to bulk water, for a substantial ampliﬁcation of the attenuation effects [7]. Here, a speciﬁcity
with regards to particular metabolites can be achieved via a selective spin manipulation [8–10]. More speciﬁcally,
saturation is induced for a particular spin magnetization pool via selectively applied off-resonance radiofrequency (RF)
irradiation—either applied as continuous wave (CW) or pulsed irradiation [7]. The subsequent transfer of saturated
magnetization to the water pool strongly enhances the signal attenuation and thus enables an indirect detection of the
molecule, which is linked to the saturated spin pool. The resulting MR image exhibits a reduced signal intensity at
voxels, where the targeted metabolites were elevated. The spectrum of the attenuated water signal intensity versus the
saturation offsets is termed a Z-Spectrum. Z-spectra exhibit attenuation peaks at offsets, corresponding to the chemical
shifts of exchangeable metabolite proton pools. The nature of saturation transfer varies, depending on the relaxation
and chemical properties of the sample, as well as the inter- and intramolecular distance between the exchangeable spin
species. subclasses of magnetization transfer contrast (MTC) [11], chemical exchange saturation transfer (CEST) [12]
and dipolar cross-relaxation (nuclear Overhauser effect (NOE) [13]) have been distinguished [9].
Motivation
The vast complexity of in vivo tissue gives rise to a whole plethora of saturation transfer effects, observable in Z-spectra.
Especially at high magnetic ﬁeld strengths, where chemical shift separation is larger, not less than six background
spin moieties have been singled out (at 9.4 T) [14]. An identiﬁcation and quantiﬁcation of individual metabolite
contributions in vivo is, thus, utterly complicated, as the background itself causes strong baseline distortions in
Z-spectra—often obstructing the small metabolite peaks.
A precise detection of changes in both, tissue related MTC and metabolite content provides high-value information
on biomarkers for a whole variety of biochemical processes. Those include physical stress and different types of
diseases, often accompanied by a speciﬁc pattern of change in the metabolite proﬁle [15–17].
In particular, ischemic conditions lead to an impaired pyruvate oxygenation in the mitochondria [17]. As a result,
energy (i.e. adenosine triphosphate (ATP)) is produced via anaerobic glycolysis, which induces an accumulation of
lactate [17–19].
Thesis
In the course of this thesis, a novel high-resolution MR imaging technique was to be developed, which allowed for a
direct mapping of elevated solute metabolites by means of saturation transfer in vivo. The acquisition scheme had to
be optimized prospectively in such a way that contributions from low concentrated solute metabolites could be teased
out against any unwanted confounded background.
A robust and clinically applicable acquisition framework had to be designed and implemented. In vitro investigations
with regards to speciﬁcity and sensitivity were conducted, and subsequently translated to an in vivo application in
healthy subjects and ischemic stroke patients in a clinical setting. Here, a particular—but not limiting—focus was put
on lactate detection in ischemic stroke patients.
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Fig. F1 Illustration of PROBE optimization scheme. Satura-
tion pulse amplitudes are selectively edited, such that Itarget is
matched for a particular MR sequence.
effects, a spin system can be modeled to a scout Z-spectrum (stan-
dard acquisition, i.e. ω1,max = const.). This model then permits a
prospective optimization of saturation pulse amplitudes, ω1,max(δ),
for each δ, such that I(δ) ≡ Itarget (Fig. F1).
This PROspective Baseline Enhancement (PROBE) yields a ﬂat baseline
for Itarget = const. Any spin moiety, which was not included in the
optimization, becomes apparent as a direct contrast/perturbation.
 A novel retrospective correction framework against B0/B±1 in-
homogeneities and spin system deviations was developed. Simu-
lated look-up tables (for background spin system), could be sub-
tracted from measured Z-spectra, Δ(I/I0), and diminished most dis-
tortions.
 In vitro investigations with creatine and varying cross-linked BSA (CL-BSA)

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Fig. F2 Single voxel data of 80 mM lactate in
CL-BSA at 7 T. Comparison between standard and
PROBE acquisition. The baseline in the standard Z-
spectrum (green) appears heavily distorted, only a
single lactate peak can be observed. The PROBE
Z-spectrum (blue) shows a ﬂat baseline, the back-
ground was compensated. Three lactate related
peaks are clearly distinguishable.
(as a tissue model) demonstrated a high speciﬁcity of PROBE with regards to
the background.
 Experiments with an increasing lactate concentration in presence of such
CL-BSA background yielded a good sensitivity. Three individual lactate peaks
(corresponding to the methyl, methine and hydroxyl protons) could be sin-
gled out. Here, Lorentzian peak analysis eminently addressed B1 induced
broadening effects on lactate peaks. Further, the feasibility of a sparsed and av-
eraged acquisition for contrast-to-noise-ratio (CNR) improvement was demon-
strated.
 The in vivo background for healthy white and gray matter was modeled
from scout acquisitions at 3 T and 7 T. The saturation power scheme, ω1,max(δ),
was optimized to compensate the baseline of healthy white matter (using a
3 pool model at 3 T). In healthy subjects. PROBE Z-spectra appeared ﬂat in
white matter.
 The acquisition protocol was translated into a clinical setting (with sparse
offset sampling; inter-site and -subject validation). Three ischemic stroke patients were measured with PROBE at 3 T.
Based on the combined contrast of all three lactate related peaks (vide supra), maps of lactate contrast were calculated
(Fig. F3). Here, hyperintense areas coincided with infarcted regions for 2 out of 3 patients.
(a) (b) (c)
Fig. F3 (a) Map of lactate related contrast (peak vs. baseline intensity), overlayed on a T∗2 map. Red and green ROIs correspond to stroke. Blue and yellow ROIs
depict contralateral side and healthy parietal white matter, respectively. (b) & (c) ROI based PROBE Z-spectra (colors correspond to regions in (a)). Boxes depict δBL,
triangles depict δPeaks.
δ chemical shift in ppm (with respect to water
resonance)
I water signal intensity
I0 unsaturated water signal intensity ω1,max maximum RF pulse amplitude in rad/s
Itarget target Z-spectrum intensity Δ(I/I0) normalized (by I0) difference Z-spectrum intensity
δBL range of chemical shifts used for calculation of
Δ(I/I0)BL
Δ(I/I0)BL normalized difference Z-spectrum intensity, aver-
aged over a subset of baseline offsets δBL
δPeaks range of chemical shifts used for calculation of
Δ(I/I0)Peaks
Δ(I/I0)Peaks normalized difference Z-spectrum intensity, aver-
aged over a subset of metabolite peak offsets δPeaks
τRF RF pulse duration τd interpulse delay
NP number of saturation pulses in preparation
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