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Introduction
L’interpre´tation des images constitue pour les cartographes un outil tre`s important,
et parfois indispensable, pour optimiser le temps passe´ sur le terrain tout en ame´liorant
d’une fac¸on tre`s sensible la pre´cision du document cartographique final. L’e´tendue des
surfaces a` cartographier et les de´lais de mise a` jour font du de´veloppement d’outils
algorithmiques de de´tection d’items cartographiques un enjeu important. Nous nous
inte´ressons ici a` l’utilisation de donne´es satellitaires et ae´riennes pour la de´tection
d’objets line´iques. L’item cartographique recherche´ est constitue´ des diffe´rents re´seaux
pre´sents dans l’image tels que le re´seau routier ou le re´seau hydrographique.
De nombreuses me´thodes ont e´te´ de´veloppe´es pour re´pondre au proble`me de l’ex-
traction des re´seaux a` partir d’images satellitaires et ae´riennes, notamment dans le
cas particulier des re´seaux routiers. Une grande partie des travaux sur l’extraction des
re´seaux se situent dans une proble´matique d’aide a` la saisie des interpre`tes d’images.
Ces me´thodes sont semi-automatiques et permettent une extraction pre´cise et efficace
d’une route spe´cifie´e par un utilisateur. Mais le gain de productivite´ apporte´ par ces
me´thodes est faible par rapport au travail d’extraction mene´ par un expert. Nous nous
situons ici dans la seconde cate´gorie d’approches, qui se propose de fournir une ex-
traction comple`tement automatique du re´seau. La qualite´ de l’extraction se mesure
alors plus en termes d’exhaustivite´ et de limitation des fausses alarmes qu’en termes de
pre´cision, comme cela peut l’eˆtre pour les me´thodes semi-automatiques.
L’objectif de cette the`se est donc l’extraction comple`tement automatique des re´seaux
routiers ou hydrographiques a` partir d’images satellitaires et ae´riennes, en minimisant
dans la mesure du possible les fausses alarmes et les omissions. Nous proposons de
fournir le re´sultat de l’extraction sous la forme d’une collection d’objets, chaque objet
correspondant a` une portion de route ou de rivie`re. Cette repre´sentation par objet per-
met une interpre´tation aise´e de la sce`ne observe´e et facilite la correction du re´sultat
par un interpre`te d’image, si besoin est.
Du point de vue me´thodologique, nous nous plac¸ons dans un cadre de ge´ome´trie
stochastique et utilisons des processus objet, ou processus ponctuels marque´s, comme
mode`les a priori. Ces mode`les, d’une utilisation re´cente en analyse d’image, permettent
de be´ne´ficier des proprie´te´s des approches stochastiques du type champ de Markov, tout
en manipulant des contraintes ge´ome´triques fortes. Ainsi, ils permettent de manipuler
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des objets ge´ome´triques simples mais ge´ne´riques, car de´pendant d’un certain nombre
de parame`tres variables. Des interactions entre objets distincts peuvent eˆtre prises en
compte dans le mode`le, ce qui nous permet d’injecter des contraintes sur la ge´ome´trie
et la topologie du re´seau (courbure, densite´ des embranchements, etc.). De plus, nous
disposons d’algorithmes d’exploration de l’espace d’e´tat tre`s utiles de`s lors que l’espace
est de tre`s grande dimension. Ainsi, un recuit simule´ sur un algorithme de type Monte
Carlo par Chaˆıne de Markov (MCMC) permet une optimisation globale sur l’espace
des configurations d’objets, inde´pendamment de l’initialisation.
Dans ce manuscrit, nous proposons tout d’abord une mode´lisation du re´seau line´ique
pre´sent dans des images ae´riennes ou satellitaires par une collection de segments, chaque
segment correspondant a` l’axe central d’une section de route ou de rivie`re. Le mode`le a
priori choisi est un processus objet dans lequel les objets sont des segments interagissant
entre eux. Un premier mode`le de ce type, le mode`le “Candy”, a e´te´ introduit par R.
Stoica pour l’extraction du re´seau routier [Stoica, 2001]. Nous proposons deux exten-
sions de ce mode`le qui prennent en compte la qualite´ des interactions entre les objets du
processus de fac¸on continue, afin d’exploiter au mieux les caracte´ristiques ge´ome´triques
et topologiques du re´seau recherche´. Les proprie´te´s radiome´triques des donne´es sont
prises en compte dans un terme d’attache aux donne´es fonde´ sur des mesures d’ho-
moge´ne´ite´ et de contraste avec l’environnement. Nous proposons trois approches pour
construire ce terme d’attache aux donne´es, la premie`re e´tant pre´cise et les deux autres
efficaces car fonde´es sur des pre´-calculs. Le choix des parame`tres du mode`le se fait selon
la me´thode des boˆıtes qualitatives [Azencott, 1992], assurant que la configuration op-
timale ve´rifie de bonnes proprie´te´s. L’optimisation est re´alise´e par recuit simule´ sur un
algorithme MCMC a` sauts re´versibles [Geyer et Møller, 1994, Green, 1995], construit
de fac¸on a` acce´le´rer la convergence par l’ajout de perturbations pertinentes, telles que
la naissance d’un segment dans le voisinage d’un autre segment ou la naissance d’un
segment fonde´e sur les donne´es.
Nous proposons ensuite une extension de cette mode´lisation a` des objets plus com-
plexes. Les objets du processus sont alors des lignes brise´es compose´es d’un nombre in-
connu de segments. La connexion entre segments est ainsi incorpore´e dans la de´finition
meˆme des objets. De plus, les jonctions entre les routes ou les rivie`res peuvent eˆtre
mode´lise´es de fac¸on simple via la de´finition d’une interaction entre deux objets. La
complexite´ des objets du mode`le rend ne´cessaire l’utilisation de perturbations appro-
prie´es dans l’algorithme MCMC, telles que le mouvement d’un point de controˆle, l’ajout
et le retrait d’un segment, et des perturbations de type “division et fusion” de lignes
brise´es.
Enfin, nous avons mene´ une e´tude sur le cas de l’extraction d’un re´seau constitue´
de fleuves et de leurs aﬄuents. Nous exploitons la structure arborescente de ce re´seau
en proposant une mode´lisation hie´rarchique du re´seau. Cette mode´lisation nous permet
de de´finir un algorithme re´cursif de ge´ne´ration de nouvelles branches a` partir de celles
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qui ont de´ja` e´te´ de´tecte´es. Cet algorithme est fonde´ sur une mode´lisation des aﬄuents
d’un fleuve par un processus objet de´fini sur la zone d’influence du fleuve conside´re´.
Ces travaux sont re´alise´s avec la collaboration du Bureau de Recherche Ge´ologique
et Minie`re (BRGM) qui a partiellement finance´ cette the`se. Le BRGM nous a fourni plu-
sieurs images satellitaires en vue de l’extraction du re´seau hydrographique. Le BRGM a
en outre participe´ a` la phase de validation des re´sultats, notamment en nous fournissant
des extractions manuelles des zones traite´es.
Concernant l’extraction du re´seau routier, nous remercions le Centre National d’Etudes
Spatiales (CNES) pour nous avoir fourni des donne´es satellitaires et l’Institut Ge´ographique
National (IGN) pour nous avoir fourni des donne´es ae´riennes.
Ce document est organise´ de la fac¸on suivante :
• Nous dressons au chapitre 1 un panorama de l’extraction de re´seaux a` partir
d’images satellitaires et ae´riennes.
• Avant de de´crire les diffe´rents mode`les propose´s pour l’extraction de re´seaux, nous
conside´rons dans le chapitre 2 le proble`me plus ge´ne´ral d’extraction d’objets a`
partir de donne´es spatiales. Nous expliquons la pertinence du choix d’une ap-
proche par processus objet et donnons les points-cle´s a` connaˆıtre pour construire
un processus ponctuel marque´ en vue d’une extraction d’objets.
• Le chapitre 3 concerne l’extraction du re´seau line´ique par processus de segments.
Chaque mode`le propose´ y est de´taille´ et teste´ sur des images ae´riennes et satelli-
taires, optiques et radar.
• Le chapitre 4 propose une extension de cette mode´lisation par l’utilisation d’ob-
jets plus complexes : les lignes brise´es. Les re´sultats expe´rimentaux permettent
d’e´valuer la pertinence de cette nouvelle mode´lisation.
• Enfin, le chapitre 5 concerne l’extraction d’un re´seau hie´rarchique constitue´ de
fleuves et de leurs aﬄuents sur une image de Guyane fournie par le BRGM.
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Chapitre 1
E´tat de l’art en extraction de
re´seaux
Ce chapitre propose un panorama de l’extraction de re´seaux (routes ou rivie`res)
a` partir d’images satellitaires et ae´riennes. Sans eˆtre exhaustif, il illustre les diverses
me´thodes utilise´es pour l’extraction des re´seaux line´iques et surfaciques par des exemples
de re´fe´rences et des exemples originaux. Par analogie, des travaux en imagerie me´dicale
concernant le re´seau vasculaire seront e´galement cite´s. Apre`s une description des ca-
racte´ristiques principales des re´seaux d’inte´reˆt et de leur variabilite´, nous pre´senterons
les deux cate´gories de me´thodes propose´es dans la litte´rature : les me´thodes semi-
automatiques par opposition aux me´thodes comple`tement automatiques.
1.1 Les diffe´rents types de re´seaux
Avant la pre´sentation des diffe´rentes approches propose´es pour l’extraction de re´seaux,
il convient de de´finir ce que nous entendons par re´seau, comment apparaissent les
re´seaux dans les images, quelles en sont les principales caracte´ristiques et dans quelle
mesure ces caracte´ristiques varient.
1.1.1 Quels sont les re´seaux d’inte´reˆt ?
Un re´seau se de´finit comme un ensemble de lignes qui s’entrecroisent plus ou moins
re´gulie`rement. En particulier, nous conside´rons l’ensemble des re´seaux qui apparaissent
dans les images ae´riennes et satellitaires tels que le re´seau routier et le re´seau hydrogra-
phique. Des exemples de re´seaux observe´s en te´le´de´tection sont donne´s par la figure 1.1.
De nombreuses me´thodes ont e´te´ de´veloppe´es pour re´pondre a` l’extraction de ces items
cartographiques, notamment pour le cas particulier des re´seaux routiers. L’objectif final
de ces approches est souvent la production ou la mise a` jour cartographique. En effet,
l’e´tendue des surfaces a` cartographier et les de´lais de mise a` jour font de l’extraction de
re´seaux un enjeu important. C’est e´galement dans ce contexte que nous nous situons et
c’est pourquoi la majorite´ des approches cite´es dans ce chapitre concernent l’extraction
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de ces items cartographiques.
(a) (b)
(c) (d)
Fig. 1.1 – Exemples de re´seaux observe´s en te´le´de´tection : des re´seaux routiers sur
une image SPOT (a) et sur une image radar ERS (b) ; des re´seaux hydrographiques sur
des images SPOT dont les foreˆts galeries, repe´rables par la ve´ge´tation en bordure de
rivie`re (c) et des fleuves et leurs aﬄuents (d).
Dans un tout autre contexte mais avec des proble´matiques similaires, nous citerons
e´galement des me´thodes d’extraction de re´seaux vasculaires en imagerie me´dicale. Ces
re´seaux peuvent eˆtre observe´s au travers d’angiogrammes, un angiogramme e´tant une
image radiographique des vaisseaux sanguins du corps ou de toute partie de l’orga-
nisme. L’acquisition d’un volume de donne´es (se´quences 3D) se fait le plus souvent
apre`s l’injection intraveineuse d’un produit de contraste qui accentue la diffe´rence de
signal entre le compartiment vasculaire et les tissus environnants (graisse, muscle). La
mate´rialisation d’un angiogramme se fait par l’algorithme MIP (Maximum Intensity
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Projection) : se´lection des voxels d’intensite´ maximale et fusion de toutes les coupes.
Deux exemples d’angiogrammes sont donne´s par la figure 1.2. L’extraction des vaisseaux
constitue une e´tape essentielle pour de nombreuses applications pratiques telles que le
diagnostic automatique de certaines malformations et le recalage d’image. Les nom-
breuses me´thodes propose´es dans ce contexte reposent sur des me´thodologies similaires
a` celles utilise´es pour l’extraction des re´seaux en observation de la Terre.
(a) (b)
Fig. 1.2 – Les vaisseaux sanguins - (a) angiogramme abdominal - (b) angiogramme du
syste`me nerveux central.
1.1.2 Caracte´ristiques communes
Dans tout proble`me de reconnaissance de forme, il est essentiel de bien de´finir
l’objet ou les objets que l’on cherche a` extraire de l’image. Bien qu’il existe une varia-
bilite´ importante parmi les re´seaux d’inte´reˆt, des caracte´ristiques majeures peuvent
eˆtre de´gage´es. Ainsi, les re´seaux sont ge´ne´ralement caracte´rise´s par les contraintes
ge´ome´triques suivantes :
(G1) la courbure du re´seau est faible (en particulier pour les re´seaux routiers) ;
(G2) la forme des branches est allonge´e et de longueur importante ;
(G3) l’e´paisseur des branches varie peu (voire pas du tout) et de fac¸on progressive.
Des caracte´ristiques topologiques peuvent e´galement eˆtre exploite´es :
(T1) le re´seau pre´sente peu d’extre´mite´s libres (i.e. non connecte´es) ;
(T2) le re´seau peut pre´senter des intersections ;
(T3) il est peu redondant (pas de superposition mis a` part au niveau des intersec-
tions).
Du point de vue radiome´trique, deux hypothe`ses sont constantes quelque soit le type
de re´seau a` extraire :
(H1) le niveau de gris du re´seau est localement homoge`ne ;
(H2) le re´seau contraste fortement avec son environnement.
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Certaines me´thodes d’extraction utilisent e´galement des informations issues du contexte,
comme le fait que plusieurs types d’objets peuvent se trouver a` proximite´ des routes,
et des informations fonctionnelles, comme le fait que les routes relient plusieurs ag-
glome´rations ou que les routes sont des voies carrossables.
1.1.3 Variabilite´ des re´seaux
Les caracte´ristiques pre´sente´es dans le paragraphe pre´ce´dent sont soumises a` de
grandes variations selon le type d’application, la zone d’observation et le mode d’ac-
quisition des donne´es. Cette variabilite´ explique en partie la diversite´ des me´thodes
propose´es pour l’extraction de re´seau.
1.1.3.1 Variabilite´ intrinse`que des diffe´rents re´seaux
Malgre´ certaines constantes, les caracte´ristiques ge´ome´triques et radiome´triques des
diffe´rents re´seaux sont tre`s variables selon le type d’application. Ainsi, le re´seau a`
extraire pourra eˆtre :
• line´ique comme les axes routiers ou le centre des vaisseaux ;
• surfacique comme les routes apparaissant comme des rubans de radiome´trie
homoge`ne (cf. paragraphe 1.1.3.2) ou les vaisseaux sanguins et les fleuves dont la
largeur varie progressivement ;
• hie´rarchique comme les re´seaux hydrographiques constitue´s de fleuves et de
leur aﬄuents. Ce type de re´seau peut eˆtre e´galement qualifie´ de fractal, un fleuve
et ses aﬄuents e´tant caracte´rise´s par des proprie´te´s invariantes par changement
d’e´chelle.
Les caracte´ristiques ge´ome´triques et topologiques sont plus ou moins pertinentes
selon le type de re´seau que l’on cherche a` extraire. Par exemple, la faible courbure
propre aux re´seaux routiers ne se retrouve pas dans le re´seau hydrographique sinueux
pre´sente´ dans la figure 1.1(c).
On observe e´galement une forte variabilite´ entre re´seaux routiers. Les proprie´te´s
des re´seaux routiers varient selon le type de routes que l’on cherche a` extraire (auto-
routes, routes, rues ou chemins), leur contexte (rural, pe´ri-urbain, urbain ou forestier)
et leur date de construction. A titre d’exemple, on constate que les re´seaux routiers
pre´sents dans les villes ame´ricaines diffe`rent fortement de ceux pre´sents dans les villes
europe´ennes. En effet, les re´seaux ame´ricains sont caracte´rise´s par une structure de
grille comme on peut le voir sur l’image de la ville Mexico pre´sente´e dans la figure
1.1(b). Cette particularite´ peut eˆtre exploite´e de fac¸on efficace si l’on ne s’inte´resse qu’a`
ce type de re´seaux.
1.1.3.2 Variabilite´ due au mode d’acquisition
L’apparence du re´seau dans l’image est directement lie´e au mode d’acquisition.
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Les proprie´te´s radiome´triques du re´seau et de son environnement sont fortement
de´pendantes du mate´riel de prise de vue et de nume´risation. Ainsi, un meˆme re´seau
apparaˆıtra diffe´remment selon l’angle de prise de vue, le type de capteur, la re´solution
spatiale ou encore la bande spectrale conside´re´e. Par exemple, le bruit pre´sent dans
une image radar diffe`re fortement de celui pre´sent dans les images optiques. La figure
1.1(b) illustre ces propos par une image radar ERS dans laquelle l’apparence du re´seau
est affecte´e par un bruit granulaire appele´ chatoiement (speckle, en anglais) mais n’est
pas sensible aux perturbations atmosphe´riques comme en imagerie optique (cf. figure
1.1(d)).
(a) (b)
Fig. 1.3 – Exemples de re´seaux routiers sur des images haute re´solution - (a) re´seau
routier urbain sur une image IKONOS d’un me`tre de re´solution c© Space Imaging -
(b) re´seau routier rural sur une image ae´rienne de cinquante centime`tres de re´solution
fournie par l’IGN.
Les proprie´te´s ge´ome´triques du re´seau de´pendent e´galement du mode d’acquisition
des donne´es et plus particulie`rement de la re´solution du capteur. Ainsi, le re´seau rou-
tier, qui apparaˆıt comme un re´seau line´ique de un a` trois pixels de large sur les images
de faible re´solution, apparaˆıt comme un re´seau surfacique a` haute re´solution. Cette
variabilite´ d’apparence induit une variabilite´ dans les me´thodes propose´es. Bien que la
plupart des travaux en extraction du re´seau routier concernent l’extraction des re´seaux
line´iques, la re´cente augmentation de la re´solution spatiale en imagerie satellitaire a
fait naˆıtre un inte´reˆt grandissant pour l’extraction pre´cise des routes, celle-ci permet-
tant notamment une reconnaissance des voies de´tecte´es (autoroute, rue, chemin). En
contrepartie, cette pre´cision rend le proble`me d’extraction beaucoup plus complexe. En
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effet, dans les images haute re´solution, un “bruit ge´ome´trique”, duˆ a` la pre´sence
d’objets perturbant l’apparence de la route, s’ajoute au bruit du capteur. La figure 1.3
illustre ces propos par deux images haute re´solution : une image satellitaire d’une zone
urbaine ou` des ve´hicules sont clairement visibles et peuvent nuire a` la bonne de´tection
des rues ; une image ae´rienne d’une zone rurale ou` des arbres engendrent des occlusions
de portions de route.
1.2 Me´thodes semi-automatiques
Une grande partie des travaux sur l’extraction des re´seaux se situent dans une
proble´matique d’aide a` la saisie des interpre`tes d’image. Les me´thodes propose´es dans
ce cadre sont semi-automatiques : un ope´rateur doit fournir des points de controˆle pour
initialiser un algorithme de suivi (paragraphe 1.2.1), une recherche de chemin opti-
mal par programmation dynamique (paragraphe 1.2.2), un contour actif (paragraphe
1.2.3), ou encore un algorithme fonde´ sur une analyse de profils transversaux (para-
graphe 1.2.4). Ces me´thodes permettent en ge´ne´ral d’effectuer une extraction rapide et
d’une grande pre´cision. Il faut ne´anmoins se poser la question de savoir si le gain de
productivite´ apporte´ par les techniques semi-automatiques est significatif par rapport
au travail d’extraction mene´ par un expert. Ces techniques peuvent e´galement eˆtre
utilise´es dans un contexte comple`tement automatique en utilisant une pre´-de´tection
automatique des points d’amorce.
1.2.1 Algorithmes de suivi
1.2.1.1 Filtrage
Le proble`me de suivi de route peut eˆtre vu comme un proble`me de filtrage. E´tant
donne´ une trajectoire dans l’espace d’e´tat et les observations passe´es, le filtrage corres-
pond a` un processus d’estimation de l’e´tat courant sachant son passe´ et les observations
courantes. Ainsi, le suivi de route peut eˆtre vu comme la poursuite d’un ve´hicule sup-
pose´ circuler au milieu de la chausse´e a` vitesse constante.
[Vosselman et de Knecht, 1995] proposent d’utiliser un filtrage de Kalman pour es-
timer la position de la route a` chaque instant. L’algorithme est initialise´ par un segment
fourni par un ope´rateur a` partir duquel un profil caracte´ristique de la route est de´fini.
La pre´diction d’un nouveau segment se fait a` partir des estimations de la direction et
la courbure de la route. Une mise en correspondance entre le profil caracte´ristique de la
route et le profil courant permet d’e´valuer la distance entre les deux profils. La position
du nouveau segment est mise a` jour selon cette distance. En incorporant les positions
obtenues ante´rieurement, les autres parame`tres tels que la direction et la courbure de
la route peuvent eˆtre e´galement mis a` jour.
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Le filtrage particulaire, technique non parame´trique fonde´e sur des simulations
se´quentielles de type Monte Carlo, fournit un cadre statistique rigoureux pour approxi-
mer des distributions a posteriori, avec presque aucune restriction sur les composants du
mode`le. Les distributions a posteriori sont estime´es par un ensemble d’e´chantillons (ap-
pele´s particules) qui sont successivement ponde´re´s (en ge´ne´ral, selon la vraisemblance
aux observations) et propage´s (selon des e´quations pouvant eˆtre non-line´aires). [Pe´rez
et al., 2001] proposent d’appliquer cette technique a` l’extraction de routes a` partir
d’images ae´riennes. La flexibilite´ des approches par filtrage particulaire permet d’in-
corporer des e´le´ments importants dans le mode`le a priori, tels que la re´gularite´ des
contours, une structure de ruban de largeur variable et une gestion des coins. L’algo-
rithme de´veloppe´ par [Pe´rez et al., 2001] permet ainsi de suivre les routes de fac¸on
pre´cise meˆme dans le cas d’un changement brusque d’orientation. Cet algorithme peut
facilement prendre en compte de multiples informations. Ainsi, [Bicego et al., 2003]
modifient cet algorithme pour une extraction dans un contexte urbain. Le terme de
vraisemblance est ame´liore´ de fac¸on a` prendre en compte des informations de couleur
et pour ge´rer les proble`mes d’occlusion. Une automatisation y est propose´e par une
recherche de points d’amorce utilisant la transforme´e de Hough. Les re´sultats obtenus
pre´sentent ne´anmoins de nombreuses omissions dues a` la complexite´ des images.
Cependant, la performance du filtrage particulaire diminue de`s lors que l’espace
d’e´tat augmente et le support de la vraisemblance diminue. [Vermaak et al., 2003] pro-
posent une alternative reposant sur une approximation variationnelle de la distribution
a posteriori (dont les parame`tres sont estime´s de fac¸on ite´rative selon un algorithme de
type EM). Cette me´thode est compare´e a` deux techniques de filtrage particulaire sur
un exemple de synthe`se et deux applications re´elles : le suivi d’objet dans une se´quence
vide´o et le suivi de contour dans une image unique, dont le suivi de contours paralle`les
pour l’extraction d’objets ayant une forme de ruban. Les re´sultats obtenus montrent
que la performance de l’algorithme variationnel est supe´rieure a` celle du filtrage parti-
culaire.
1.2.1.2 The´orie de l’information
[Geman et Jedynak, 1996] proposent une approche originale fonde´e sur la the´orie
de l’information pour le suivi rapide de routes a` partir d’un point d’amorce et d’une
direction. Des tests a` effectuer sont choisis afin de re´duire autant que possible l’incerti-
tude sur l’hypothe`se de “position correcte de la route” selon les re´sultats des premiers
tests. Ce choix est effectue´ de fac¸on dynamique selon la distribution jointe des tests et
des hypothe`ses. Le proble`me d’optimisation correspond a` un proble`me de minimisation
d’entropie (ce qui revient a` une minimisation d’incertitude). Cette me´thode est perfor-
mante pour ce qui est du suivi des autoroutes sur de grandes distances (de l’ordre de
cent kilome`tres sur des images SPOT panchromatiques de 10 me`tres de re´solution).
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1.2.1.3 Suivi par homoge´ne´ite´ directionnelle
Conside´rant les routes comme des surfaces sans discontinuite´ apparente plutoˆt que
des lignes, [Airault et Jamet, 1994, Ruskone´, 1996] proposent d’effectuer un suivi repo-
sant sur un crite`re d’homoge´ne´ite´ directionnelle. Ce crite`re est fonde´ sur une hypothe`se
de variance minimale dans la direction longitudinale de la route. A partir d’un point et
d’une orientation d’origine, l’algorithme recherche le chemin optimal parmi un arbre de
chemin possible. Chaque chemin est compose´ de segments de droite choisis localement
suivant le crite`re d’homoge´ne´ite´. L’inconve´nient d’un tel choix est que le suivi peut
eˆtre fortement de´route´ par la pre´sence d’arbres a` proximite´ des routes, le mauvais e´tat
de la chausse´e, la pre´sence de flaques d’eau... Cela provoque l’apparition a` l’inte´rieur
de l’arbre de recherche des trace´s qui s’e´garent dans des zones localement homoge`nes
comme des champs.
1.2.2 Programmation dynamique
De nombreux travaux d’extraction de re´seaux line´iques reposent sur une optimisa-
tion par programmation dynamique, technique efficace permettant de minimiser une
fonction de couˆt dans un graphe (en ge´ne´ral, en un temps polynomial). Une premie`re
e´tape consiste a` de´finir une fonction de couˆt. La route correspond alors au chemin de
moindre couˆt partant d’un point initial A et arrivant a` un point final B, fixe´s par un
utilisateur ou par une recherche automatique des points extre´maux.
[Fischler et al., 1981] utilisent cette technique d’optimisation pour la de´tection
pre´cise des routes et des structures line´aires dans des sce`nes rurales. Les auteurs pro-
posent de combiner l’information locale de plusieurs ope´rateurs de de´tection de ligne et
de contour afin d’e´tablir un masque permettant de restreindre la recherche et de four-
nir plusieurs cartes de couˆt de´finies sur ce masque. Une constante est ajoute´e a` chaque
couˆt positif afin de minimiser la courbure de la route. L’algorithme de programma-
tion dynamique propose´, appele´ F ∗, est applique´ a` chaque carte fournissant plusieurs
chemins optimaux. Le chemin de couˆt normalise´ minimal est alors se´lectionne´. Cet al-
gorithme, re´fe´rence dans le domaine de l’extraction de re´seaux line´iques, donne de tre`s
bons re´sultats sur des images ae´riennes de faible re´solution.
[Merlet et Zerubia, 1996] proposent une ame´lioration de cet algorithme avec une
mode´lisation sous-jacente par champs de Markov. Ce formalisme permet d’inte´grer si-
multane´ment les diffe´rentes sources d’information. Le contraste de la route par rapport
au fond proche est pris en compte via la de´finition de potentiel sur des cliques de plus
de deux points. De plus, des voisinages de taille supe´rieure sont conside´re´s afin de mieux
prendre en compte la courbure du re´seau mais cela reste encore tre`s local du fait du
caracte`re pixe´lique de la me´thode.
[Barzohar et Cooper, 1996] proposent un mode`le de route ge´ome´trique pour l’ex-
traction de route dans les images ae´riennes avec une hypothe`se de variation faible et
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graduelle de la largeur de route. Les points centraux des routes et les distances aux
bords associe´es, le contraste au niveau des bords, les niveaux de gris adjacents aux
bords et du fond de l’image sont mode´lise´s par un processus auto-re´gressif. L’estima-
tion au sens du Maximum A Posteriori (MAP) des routes sachant les points extre´maux
est re´alise´e par programmation dynamique. Une automatisation est propose´e via un
partitionnement de l’image en feneˆtres de taille re´duite sur lesquelles une pre´-de´tection
des routes candidates est re´alise´e par estimation locale utilisant la programmation dy-
namique. Une feneˆtre pouvant contenir plusieurs routes (au niveau d’une jonction par
exemple), les auteurs proposent d’utiliser un second partitionnement qui correspond a`
une translation du premier. De bons re´sultats sont obtenus sur des images de synthe`se.
[Gru¨n et Li, 1995] proposent un sche´ma d’extraction de routes semi-automatique
qui combine une transforme´e en ondelettes et un algorithme de programmation dyna-
mique. La transforme´e en ondelettes est construite de fac¸on a` rehausser le contraste des
routes par rapport a` leur environnement et est calcule´e de fac¸on efficace par un algo-
rithme pyramidal. La route est mode´lise´e par mode`le ge´ne´rique fonde´ sur des proprie´te´s
ge´ome´triques et photome´triques. Contrairement aux me´thodes de´crites pre´ce´demment,
le chemin n’est plus de´crit par une chaˆıne de pixels mais par un polygone de´crit par
n points de controˆle. Le polygone est initialise´ grossie`rement par un nombre re´duit
de points de controˆle fournis par un utilisateur. La position des n points de controˆle
est optimise´e par programmation dynamique, chaque point pouvant bouger dans une
feneˆtre de taille 5 × 5 dans la direction normale a` la courbure. Des nouveaux points
sont propose´s au centre de chaque nouveau segment de longueur supe´rieure a` un cer-
tain seuil. L’optimisation est ensuite re´ite´re´e sur le nouveau polygone. Les points non
pertinents sont supprime´s. Et ainsi de suite jusqu’a` convergence. Cette me´thode a e´te´
applique´e avec succe`s pour l’extraction de route a` partir d’images satellitaires SPOT
et ae´riennes.
1.2.3 Contours actifs
Les contours actifs sont largement utilise´s pour tout ce qui concerne l’extraction
d’objet dans les images. En effet, c’est une me´thode pre´cise et efficace. Les contours
actifs doivent ne´anmoins eˆtre initialise´s pre`s de l’objet a` de´tecter. Le contour e´volue
ensuite selon un algorithme de minimisation d’e´nergie qui favorise en ge´ne´ral une faible
courbure et un fort gradient au niveau du contour.
[Fua et Leclerc, 1990] utilisent les contours actifs pour l’extraction des routes et des
baˆtiments. Les contours sont mode´lise´s par des rubans de´finis par des points centraux
successifs et une troisie`me composante correspondant a` la largeur du ruban. Les auteurs
montrent que les courbes optimise´es sont de bonnes approximations des contours.
[Neuenschwander et al., 1997] pre´sentent une strate´gie d’optimisation originale per-
mettant a` l’utilisateur de ne fournir que les extre´mite´s du contour a` de´tecter. Le contour
est divise´ en deux parties : une active et une passive. Au cours de l’optimisation, seule
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la partie active prend en compte le potentiel d’attache aux donne´es. La partie active
est initialise´e au niveau des extre´mite´s du contour et se propage progressivement vers
le centre du contour selon le fonctionnement d’une fermeture e´clair (ziplock, en anglais).
[Rochery et al., 2003] introduisent une nouvelle classe de contours actifs d’ordre
supe´rieur pour la de´tection du line´ique (routes, rivie`res, ...). Ces contours actifs reposent
sur la de´finition d’e´nergies quadratiques, contrairement aux e´nergies classiquement uti-
lise´es qui sont line´aires. Ces e´nergies permettent de de´finir des interactions non triviales
entre les diffe´rents points du contour. Elles donnent naissance a` des forces non locales,
permettant ainsi d’introduire une information ge´ome´trique forte dans le mode`le. D’un
point de vue algorithmique, ils utilisent une me´thodologie par courbes de niveau afin
de trouver le minimum de l’e´nergie, la pre´sence de forces non locales ne´cessitant une
extension des me´thodes standard. Cette me´thode est nettement moins sensible a` l’ini-
tialisation que les me´thodes usuelles : les contours initiaux peuvent eˆtre tre`s distants
de la ligne a` de´tecter et ne recouvrir que tre`s partiellement cette ligne ; dans le cas ou`
l’image conside´re´e ne contient qu’un re´seau non ferme´ (par exemple, deux routes qui
se croisent), aucune initialisation n’est ne´cessaire : le contour initial correspondant aux
bords de l’image. Cependant, cette me´thode est nettement moins efficace en termes de
temps de calcul que les me´thodes usuelles reposant sur les contours actifs.
1.2.4 Analyse multi-re´solution de profils transversaux
La plupart des me´thodes de´crites pre´ce´demment sont applicables au milieu rural,
voire pe´ri-urbain, mais montrent leurs limites en environnement urbain ou` le “bruit
ge´ome´trique” (cf. paragraphe 1.1.3.2) prend toute son ampleur. Dans ce contexte, [Cou-
loigner et Ranchin, 2000, Pe´teri et al., 2001] pre´sentent une me´thode pour l’extrac-
tion surfacique des re´seaux en grille a` partir d’images de moyenne et haute re´solution.
L’inte´reˆt de cette me´thode re´side dans l’utilisation de plusieurs re´solutions pour re´duire
les effets du bruit. L’utilisateur doit fournir les points extre´maux de la rue a` extraire.
L’extraction des bords se fait par une recherche des points d’intersections des profils
transversaux de la rue provenant de l’image et des deux premie`res approximations de
l’image. Une transforme´e en ondelettes est utilise´e pour extraire (s’ils existent) le terre-
plein central et les terre-pleins secondaires. Notons que cette me´thode n’est applicable
que sur les re´seaux de rues rectilignes.
1.3 Me´thodes automatiques
L’objectif final des me´thodes d’extraction comple`tement automatique est de rempla-
cer le travail d’extraction mene´ par un interpre`te d’image. C’est un proble`me mal-pose´
(ne de´pend pas de fac¸on continue des donne´es et pas de solution unique) dans lequel il
est difficile de trouver le bon compromis entre les fausses alarmes et les omissions. Les
me´thodes automatiques sont le plus souvent fonde´es sur une premie`re de´tection reposant
sur une optimisation locale (paragraphe 1.3.1). Ces premie`res me´thodes ne fournissent
en ge´ne´ral qu’une extraction tre`s grossie`re du re´seau. Elles sont donc suivies d’une
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e´tape de reconstruction du re´seau par l’utilisation de me´thodes semi-automatiques ou
une mode´lisation par champ de Markov sur graphe (paragraphe 1.3.2). L’extraction
du re´seau peut eˆtre guide´e par des donne´es cartographiques (paragraphe 1.3.3). Le
proble`me d’extraction se complexifie lorsque l’on cherche a` extraire des re´seaux sur-
faciques a` partir d’images haute re´solution. Dans ce contexte, des approches multi-
re´solutions (paragraphe 1.3.4) sont propose´es pour re´duire l’effet du bruit tout en four-
nissant une extraction pre´cise. Re´cemment, des syste`mes d’interpre´tation tre`s complets
(paragraphe 1.3.5), inte´grant des informations se´mantiques, permettent une extrac-
tion de re´seau dans des sce`nes complexes. Nous terminerons cet e´tat de l’art avec les
processus objet (paragraphe 1.3.6) qui fournissent un formalisme rigoureux pour une
extraction du re´seau sans e´tape d’initialisation.
1.3.1 De´tection de lignes par optimisation locale
Les me´thodes de de´tection de lignes consistent a` rechercher dans l’image les pixels ou
les zones pre´sentant les principales caracte´ristiques des routes, rivie`res ou autre struc-
ture line´aire. Elles reposent sur une optimisation locale, ce qui induit une importante
sensibilite´ au bruit, en particulier pour les images haute re´solution. Elles n’assurent donc
pas l’exhaustivite´ ni l’absence de fausses alarmes. Elles sont souvent utilise´es en tant
que pre´-traitement permettant d’extraire les pixels ou les zones ayant une probabilite´
plus ou moins forte d’appartenir a` l’item conside´re´.
1.3.1.1 Morphologie mathe´matique
Partant de la constatation que les structures line´aires a` de´tecter sont plus claires
que leur environnement, la transformation dite du “chapeau haut de forme” (“top hat”,
en anglais) peut eˆtre applique´e. Dans le cas de structures plus fonce´es que leur envi-
ronnement, le “chapeau haut de forme” est applique´e a` l’image inverse´e. Cet ope´rateur
issu de la the´orie de morphologie mathe´matique permet d’extraire les pics d’intensite´
de l’image. Il consiste en la soustraction de l’image par son ouverture. Une ouverture
par un e´le´ment structurant B est obtenue par une e´rosion par B (en chaque pixel, on
prend la valeur minimale sur le domaine de´fini par B) suivi d’une dilatation par B (en
chaque pixel, on prend la valeur maximale sur le domaine de´fini par B). L’ouverture
supprime ainsi les pics tout en pre´servant les valle´es. Pour la de´tection des structures
line´aires, l’e´le´ment structurant utilise´ est lui-meˆme une structure line´aire (conditionne´e
par la largeur des structures line´aires a` de´tecter). Plusieurs orientations doivent donc
eˆtre conside´re´es. L’ouverture est obtenue en proce´dant a` des ouvertures successives par
l’e´le´ment structurant oriente´ selon chaque direction possible et en assignant a` chaque
pixel la valeur minimale obtenue sur l’ensemble des ouvertures directionnelles. L’effica-
cite´ du traitement de´pend de la dynamique de l’image et notamment du bruit puisque les
pics du bruit sont de´tecte´s par le “chapeau haut de forme”. [Destival, 1987, Serendero,
1989] appliquent cet ope´rateur suivi d’un seuillage sur des images panchromatiques. Le
re´sultat de´pend de la largeur et/ou hauteur des sommets a` conserver.
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[Zhang et al., 1999] pre´sentent une me´thode fonde´e sur la morphologie mathe´matique
pour une extraction automatique du re´seau routier dans des images haute re´solution.
Apre`s une pre´-de´tection grossie`re des re´gions contenant des routes, des ouvertures tri-
viales morphologiques sont utilise´es successivement pour filtrer les perturbations pro-
voque´es par des objets aux caracte´ristiques spectrales semblables a` celles des surfaces
routie`res (par exemple les maisons de meˆme radiome´trie que les routes). Pour cela, ils
utilisent un concept de granulome´trie permettant de de´terminer la distribution de taille
et de forme des objets dans l’image. Ils pre´sentent leur me´thode comme un bon point
de de´part a` une re´elle extraction permettant une re´duction de l’espace de recherche en
fournissant des positions approximatives. Bien qu’adapte´e a` l’imagerie haute re´solution,
la me´thode reste sensible au proble`me d’occlusion partielle de la route, due par exemple
a` la pre´sence d’arbres a` proximite´ des routes.
1.3.1.2 De´tecteurs de lignes
Un des ope´rateurs les plus connus pour la de´tection de ligne est l’ope´rateur DUDA,
propose´ par [Duda et Hart, 1973]. Il utilise quatre masques a` convoluer avec l’image cor-
respondant a` des structures line´aires de trois pixels de long et les pixels voisins associe´s.
Des scores sont calcule´s pour chaque masque mesurant conjointement l’homoge´ne´ite´ du
niveau de gris le long de la structure et le contraste avec le voisinage. Le score maximal
est assigne´ au pixel central du masque. Cet ope´rateur est sensible a` l’orientation de
la route, a` la discre´tisation, aux changements brutaux d’orientation ainsi qu’au faible
contraste par rapport a` l’environnement. De plus, cet ope´rateur de´tecte les profils de
type contour simple et engendre donc un nombre significatif de fausses de´tections. Le
re´sultat est cependant moins chahute´ que dans le cas d’une transformation “chapeau
haut de forme”. [Fischler et al., 1981] utilisent les scores fournis par cet ope´rateur en
combinaison avec des ope´rateurs plus se´lectifs (peu de fausses alarmes mais moins ex-
haustifs) pour le calcul des cartes de couˆt sur lesquelles ils appliquent l’algorithme
de programmation dynamique F* (cf. paragraphe 1.2.2). Afin d’e´viter la de´tection
des contours conjointement aux lignes, [Roux, 1992] propose une version modifie´e de
l’ope´rateur DUDA en ne tenant compte que du groupe de voisins le moins contraste´
avec l’axe central dans le calcul du score. [Gurney, 1980] propose un de´tecteur de ligne
pour l’extraction de la Tamise a` partir d’une image Landsat. Celui-ci repose sur 14
masques et permet de conside´rer toutes les lignes de largeur 1 et de longueur 3. Ces
masques sont efficaces pour de´tecter les lignes droites et les courbes faibles mais ne le
sont pas pour les courbes prononce´es et les coins.
Certains auteurs se sont ensuite inte´resse´s au cas des lignes e´paisses. Un premier
choix consiste a` e´tendre les masques utilise´s pour les lignes fines a` des masques plus
grands permettant la de´tection des lignes plus e´paisses. Ainsi, [Dhe´re´te´ et Desachy, 1999]
e´tendent l’ope´rateur DUDA a` des feneˆtres de dimension 7×7 pour l’extraction de struc-
tures plus e´paisses. [Huber et Lang, 2001] proposent une extension de l’ope´rateur DUDA
pour la de´tection de routes a` partir d’images SAR haute re´solution. Les pixels sont rem-
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place´s par des sous-re´gions et le score est adapte´ aux images SAR. [Wang et al., 1996]
e´tendent le de´tecteur de ligne propose´ par [Gurney, 1980] pour la de´tection du re´seau
routier urbain. Ce type d’ope´rateur e´tant tre`s sensible au bruit dans les images, [Wang
et al., 1996] proposent de re´duire le bruit par un pre´-traitement de l’image reposant sur
des filtres morphologiques.
Un autre choix consiste a` s’inte´resser a` la texture plutoˆt qu’a` des simples diffe´rences
de niveau de gris. Ainsi, [Haverkamp, 2002] propose un de´tecteur de route dans le milieu
urbain fonde´ sur la texture. Plus pre´cise´ment, ce de´tecteur est fonde´ sur l’analyse de
signatures angulaires de texture contenues dans une image panchromatique IKONOS.
La signature angulaire de texture associe´e a` un pixel est constitue´e des variances (apre`s
normalisation) calcule´es sur un ensemble de feneˆtres rectangulaires autour du pixel en
question. Afin de re´duire les surde´tections, un masque de ve´ge´tation est construit a`
partir d’une image multispectrale IKONOS. Un pixel n’appartenant pas au masque de
ve´ge´tation sera classifie´ en tant que “route” si plusieurs minima locaux significatifs sont
observe´s dans la signature de texture. Un inte´reˆt de cette approche est qu’elle permet
de distinguer les pixels correspondant a` des intersections des autres pixels a` partir du
nombre de minima observe´s. Cette classification est suivie d’une e´tape “haut niveau”
permettant de passer des pixels classifie´s au re´seau compose´ de segments connecte´s entre
eux. La me´thode a e´te´ teste´e sur une image de San Diego et donne de bons re´sultats en
termes d’identification (environ 80% de routes identifie´es) et de localisation (e´cart-type
d’un pixel). Ne´anmoins, cette me´thode n’est applicable que dans le cas de re´seaux en
forme de grille tels que ceux rencontre´s dans les villes ame´ricaines et est sensible au
bruit ge´ome´trique duˆ par exemple a` la pre´sence de voitures sur les routes.
1.3.1.3 Banc de filtres
Les me´thodes par banc de filtres permettent une analyse multi-e´chelle et ont donc
l’avantage de fournir une extraction des lignes d’e´paisseur variable, ce qui s’ave`re tre`s
utile de`s lors que le re´seau pre´sente une variabilite´ non ne´gligeable d’e´paisseur (vaisseau
sanguin, fleuves,etc.).
[Koller et al., 1995] utilisent une combinaison non line´aire de filtres line´aires pour
la segmentation et la description locale de structures line´aires en deux et trois dimen-
sions. Le banc de filtre permet de de´tecter les structures allonge´es et syme´triques tout
en supprimant la re´ponse des contours simples. Un maximum aigu est obtenu le long
du profil des structures line´aires et a` travers le changement d’e´chelle. La re´ponse finale
ne de´pend pas de la largeur. Ce filtrage ne ne´cessite pas de parame´trisation et four-
nit une description locale du contraste, la position de la ligne centrale, la largeur et
l’orientation de la ligne. La nature ge´ne´rique de cet algorithme est montre´e au travers
de plusieurs applications dont la de´tection du re´seau routier sur une image ae´rienne et
la segmentation de vaisseaux sanguins ce´re´braux a` partir de donne´es volumiques obte-
nues par re´sonance magne´tique (IRM). Cependant, l’utilisation de filtres de de´tection
de contour directionnels rend la me´thode couˆteuse en temps de calcul.
22 E´tat de l’art en extraction de re´seaux
[Poli et Valli, 1996] utilisent un ensemble de filtres line´aires pour la de´tection des
vaisseaux sanguins en imagerie me´dicale. Les filtres, fonde´s sur des noyaux Gaussiens di-
rectionnels, sont construits de fac¸on a` diffe´rencier les diverses e´paisseurs et orientations
des vaisseaux avec une efficacite´ maximale. Cette me´thode permet ainsi de re´aliser la
de´tection des vaisseaux en temps re´el. Les sorties des diffe´rentes orientations et e´chelles
sont inte´gre´es et valide´es de fac¸on a` interdire les structures diffe´rentes des vaisseaux.
La segmentation est re´alise´e par un seuillage par hyste´re´sis [Canny, 1986]. Les re´sultats
obtenus sur des angiogrammes coronaires sont prometteurs.
1.3.1.4 Ge´ome´trie diffe´rentielle
Conside´rant l’image comme une hypersurface (ou plus simplement comme un re-
lief), certains auteurs proposent d’en extraire les lignes en utilisant les proprie´te´s
ge´ome´triques diffe´rentielles de cette hypersurface. L’extraction de lignes revient a` loca-
liser les positions des creˆtes et des ravins dans l’hypersurface. Les points de creˆte (resp.
ravins) sont de´finis comme les maxima (resp. minima) locaux des principales courbures
de l’hypersurface. Pour localiser les points de creˆte, on s’inte´resse aux de´rive´es premie`res
et secondes en chaque point de l’image. Les lignes centrales des routes, rivie`res ou vais-
seaux sanguins sont ensuite obtenues en reliant les points de creˆtes. Les points forts
de ces mode`les sont leurs bases mathe´matiques, l’excellente localisation des points de
creˆte et la non-de´tection des contours. De plus, les images 2D et 3D sont traite´es de
fac¸on similaire, e´tant mode´lise´es respectivement par des hypersurfaces 3D et 4D. Ces
me´thodes sont ne´anmoins connues pour leur sensibilite´ au bruit.
Pour extraire les points de creˆte, [Eberly et al., 1994] donne une formule explicite
de la courbure et de sa direction et recherchent les maxima dans l’image de courbure.
Cependant, cette me´thode e´choue de`s que les creˆtes sont plates.
[Wang et Pavlidis, 1993] proposent une de´tection des arreˆtes et ravins en utilisant
une approximation locale de l’hypersurface par son polynoˆme de Taylor. La direction
de la ligne est de´termine´e a` partir du Hessien du polynoˆme et les points de la ligne sont
les pixels ve´rifiant une forte de´rive´e seconde directionnelle perpendiculaire a` la direc-
tion de la ligne. Les lignes sont de´tecte´es avec une pre´cision sous-pixe´lique sans avoir
a` construire de filtres directionnels spe´cialise´s. Cependant, l’approximation par coef-
ficients polynomiaux sur des masques conduit a` de multiples re´ponses pour une seule
ligne et ne permet pas la de´tection de ligne d’e´paisseur supe´rieure a` la taille des masques.
C’est pourquoi [Steger, 1996, Steger, 1998, Lindeberg, 1998] proposent d’utiliser
des masques gaussiens pour la de´tection des creˆtes. Ainsi, en se´lectionnant une va-
riance approprie´e σ, ces masques peuvent eˆtre calibre´s pour une certaine e´paisseur.
Pour de´tecter les lignes d’e´paisseur arbitraire, σ peut eˆtre se´lectionne´e en chaque point
en ite´rant sur l’espace d’e´chelle. [Steger, 1996] propose une analyse multi-e´chelle de
lignes de diffe´rents types (parabolique, en forme de barre) permettant une se´lection de
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parame`tres approprie´s pour l’algorithme de de´tection de point de creˆte. Un algorithme
de chaˆınage permet de relier les points de creˆte en lignes et jonctions en pre´servant
le maximum de points. Paralle`lement a` l’extraction des points de creˆte, [Steger, 1998]
propose une extraction des points de contour par une recherche localise´e autour des
points de creˆtes utilisant des masques de taille re´duite. Cela rend la me´thode efficace
en terme de temps de calcul. Le biais entre la ligne extraite et la position des contours
peut eˆtre pre´dite analytiquement graˆce a` une mode´lisation explicite de l’interaction
entre la ligne et la position des contours. Par retrait de ce biais, les contours des lignes
sont donc extraits avec pre´cision. L’algorithme a e´te´ teste´ avec succe`s sur des images
ae´riennes et me´dicales contenant des lignes de diffe´rentes largeurs et asyme´tries. Les
positions des lignes et contours correspondent a` des items se´mantiques dans l’image : a`
l’axe principal et les bords des routes dans les images ae´riennes et a` des vaisseaux dans
les images me´dicales. Cependant, l’algorithme de´tecte e´galement les toits des maisons
dans les images ae´riennes.
1.3.1.5 Les re´seaux de neurones
Le proble`me d’extraction de structures line´aires peut eˆtre vu comme un proble`me de
classification ou` deux labels peuvent eˆtre assigne´s aux pixels de l’image : le label “fon-
d” et le label “item cartographique”. Dans ce cadre, les re´seaux de neurones peuvent
s’ave´rer un outil puissant de classification puisqu’ils ne supposent aucune connaissance
sur la distribution sous-jacente et permettent d’e´viter les phases de rehaussement et de
seuillage. De plus, une fois entraˆıne´s ils peuvent re´aliser l’extraction en temps re´el.
[Bhattacharya et Parui, 1997] proposent d’utiliser un re´seau de neurones multi-
couches pour la de´tection de routes. Les entre´es du re´seau sont des feneˆtres de taille
n×n centre´es sur chaque pixel p de l’image. Le re´seau calcule par lui-meˆme des valeurs
discriminantes dans les noeuds de l’unique couche cache´e a` partir des n2 entre´es, puis
classifie le pixel p a` partir des noeuds cache´s dans le noeud de sortie. Ce re´seau est
entraˆıne´ par un algorithme de type re´tro-propagation a` partir de quelques e´chantillons
de type “fond” et “route” se´lectionne´s par un ope´rateur humain a` partir d’une image
provenant d’un certain type de capteur. Ils proposent une ame´lioration de l’algorithme
de “re´tro-propagation” usuel pour diminuer le temps de calcul en utilisant des taux
d’apprentissage adaptatifs. Le re´seau entraˆıne´ est ensuite utilise´ pour l’extraction de
routes dans d’autres images provenant du meˆme capteur. Les auteurs insistent sur le fait
que chaque sous-classe de route (autoroute, route urbaine, etc.) et de fond (champs, lac,
etc.) doit eˆtre repre´sente´e dans les e´chantillons utilise´s dans la phase d’apprentissage
pour que le re´seau puisse classifier correctement tout type de route dans la phase de re-
connaissance. La taille des feneˆtres est e´galement cruciale : elle doit eˆtre juste assez large
pour contenir une route et quelques pixels voisins correspondant au fond de l’image.
Enfin, la direction des routes dans l’ensemble d’apprentissage peut influer de fac¸on
non ne´gligeable sur la performance de l’algorithme. Pour re´duire la de´pendance a` la
direction des routes, les auteurs pre´sentent chaque e´chantillon selon quatre orientations
diffe´rentes dans la base d’apprentissage, ainsi que leurs images miroir. Les re´sultats de
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la classification sur des images SPOT et IRS sont relativement bons malgre´ quelques
interruptions et quelques fausses alarmes. Remarquons ne´anmoins que le re´seau n’a
e´te´ applique´ qu’a` des images de taille 128 × 128 issues de l’image dans laquelle les
e´chantillons d’apprentissage ont e´te´ se´lectionne´s. Qu’en est-il avec une autre image ?
1.3.2 Couplage d’algorithmes
Les algorithmes de reconstruction du re´seau reposent ge´ne´ralement sur une ini-
tialisation fournie par un algorithme d’optimisation locale. Ainsi, les me´thodes semi-
automatiques peuvent eˆtre utilise´es dans un cadre comple`tement automatique et les
combinant avec des de´tecteurs de bas niveau. Cette reconstruction de re´seau a` partir
d’une pre´-de´tection peut e´galement eˆtre re´alise´e via des cartes auto-organisatrices ou
une mode´lisation globale du re´seau par champ de Markov sur graphe.
1.3.2.1 Me´thodes semi-automatiques pour la reconstruction de re´seau
Les me´thodes semi-automatiques de´crites dans le paragraphe 1.2 ont l’avantage de
reposer sur une optimisation globale et d’incorporer des informations sur la topologie du
re´seau (contrainte de faible courbure, continuite´). Par conse´quent, de nombreux auteurs
proposent d’e´tendre ces me´thodes a` des me´thodes comple`tement automatiques utilisant
une pre´-de´tection impre´cise fonde´e sur une optimisation locale. Une de´tection automa-
tique de points d’amorce est donc souvent propose´e [Zlotnick et Carnine, 1993, Barzohar
et Cooper, 1996, Bicego et al., 2003] ou meˆme seulement sugge´re´e [Fischler et al., 1981].
Les me´thodes semi-automatiques peuvent aussi eˆtre employe´es en tant que post-
traitement par regroupement perceptuel, comme cela est fait pour le groupement de
contours par [Urago et al., 1994]. Concernant la de´tection du re´seau routier, [Serendero,
1989] propose d’utiliser des algorithmes de chaˆınage et de prolongement des e´le´ments
de´tecte´s par programmation dynamique afin d’ame´liorer le re´sultat d’une de´tection par
“chapeau haut de forme”.
Dans un autre contexte, [Bobillet et al., 2003] proposent d’utiliser un re´seau de
contours actifs pour la de´tection de rang de cultures en te´le´de´tection haute re´solution.
L’objectif final est de fournir une image de la vigueur de la ve´ge´tation a` partir de
mesures effectue´es sur les rangs de´tecte´s. L’extraction des rangs se doit donc d’eˆtre
pre´cise, ce qui justifie le choix d’une mode´lisation par contours actifs connus pour leur
pre´cision. Ce re´seau est initialise´ a` partir d’une estimation grossie`re de l’orientation des
rangs et leur fre´quence dans le domaine spectral apre`s une transforme´e de Fourier. La
de´tection et la localisation du pic principal permettent d’obtenir ces deux parame`tres.
L’optimisation fonde´e sur une mode´lisation par un re´seau de contours actifs (compose´
de plusieurs lignes quasiment paralle`les) abouti a` des re´sultats tre`s proches des rangs
re´els dans le cas de rangs rectilignes, non-enherbe´s, et sans ombres porte´es.
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1.3.2.2 Cartes auto-organisatrices
[Doucette et al., 2001] proposent d’utiliser une me´thode inspire´e des cartes auto-
organisatrices (ou Self Organizing Maps, SOM) pour extraire l’axe central des routes
sur des images hyperspectrales haute re´solution. Les cartes auto-organisatrices cor-
respondent a` une classe de re´seaux neuronaux permettant de visualiser les relations
non-line´aires d’un ensemble d’exemples dans un contexte d’apprentissage non supervise´.
Propose´ par Kohonen en 1982, l’algorithme d’apprentissage re´pond a` un double objectif
de construction de groupes de donne´es homoge`nes et de repre´sentation graphique de ces
groupes : a` la taˆche de groupement (clustering, en anglais) s’ajoute une proble´matique
de pre´servation d’information topologique. L’algorithme propose´ par [Doucette et al.,
2001] prend en entre´e les coordonne´es des pixels e´tiquete´s en tant que “route” a` partir
d’une classification supervise´e de l’image hyperspectrale. La me´thode a l’avantage de
s’affranchir de la de´finition des contours des routes tout en fournissant une localisation
pre´cise de l’axe central. Bien que les auteurs situent leur approche dans la classe des
me´thodes semi-automatiques du fait de l’intervention d’un ope´rateur humain dans la
phase de pre´-de´tection, cette me´thode pourrait eˆtre facilement utilise´e dans un contexte
d’extraction comple`tement automatique.
1.3.2.3 Champs de Markov sur graphe
Les champs de Markov sur graphe sont un outil puissant pour la de´tection auto-
matique de re´seau. Le re´seau est mode´lise´ dans sa totalite´ par un graphe ou` chacun
des arcs correspond a` une section du re´seau. On rentre dans le cadre d’une approche
objet par opposition aux approches par champ de Markov usuelles, dans lesquelles le
champ est de´fini sur une grille de pixels. Tout en be´ne´ficiant des bonnes proprie´te´s
des approches par champ de Markov, comme la robustesse au bruit, cette mode´lisation
permet d’introduire des contraintes ge´ome´triques fortes sur le re´seau. L’inconve´nient
de cette me´thode est qu’elle ne´cessite une phase d’initialisation exhaustive : un arc non
de´tecte´ dans la phase d’initialisation ne pourra pas l’eˆtre par la suite.
Un premier choix consiste a` initialiser l’algorithme par une pre´-de´tection obtenue par
une optimisation locale, comme par exemple dans [Tupin et al., 1998] ou` une de´tection
des structures line´aires initialise un champ de Markov sur graphe pour la de´tection
des routes en imagerie radar. Remarquons que les liens reliant les structures line´aires
de´tecte´es sont incorpore´s dans le graphe ce qui permet de combler certaines omissions.
De plus, la me´thode permet d’e´liminer de nombreuses fausses de´tections.
[Ge´raud, 2003] propose quant a` lui une phase d’initialisation fonde´e sur des pre´-
traitements morphologiques. Plus exactement, un traitement de bas-niveau fournissant
pour chaque pixel un potentiel d’appartenance a` une route est tout d’abord applique´.
Puis, il propose de re´aliser une sur-segmentation de l’image par la me´thode de “ligne de
partage des eaux” (“watershed”, en anglais) applique´e sur l’image de potentiel (filtre´e
pour re´duire la pre´sence de minima locaux). Un champs de Markov est ensuite de´fini
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sur un graphe d’adjacence de courbes, calcule´ sur les lignes de partage des eaux et
suppose´ contenir le re´seau routier. L’inte´reˆt de cette initialisation est qu’elle est fonde´e
sur des primitives de haut niveau (approche re´gion).
1.3.3 Apport de donne´es cartographiques
L’extraction de re´seaux guide´e par des donne´es cartographiques est une taˆche ardue
du fait du caracte`re exoge`ne des diffe´rentes sources. En effet, les cartographes peuvent
parfois introduire des distortions dans les cartes dans un soucis de simplification et/ou
pour souligner certains de´tails, comme par exemple les lacets d’une route de montagne.
Ces distortions sont commune´ment appele´es erreurs de ge´ne´ralisation. Deux strate´gies
sont propose´es pour re´soudre le proble`me d’extraction de route guide´e par un re´seau
routier impre´cis. Soit le re´seau initial est recale´ comme un tout avec l’image, soit il est
divise´ en une collection d’objets line´aires, ou` chaque objet est utilise´ pour initialiser un
algorithme d’extraction de route, puis le re´seau est reconstruit a` partir de la topologie
initiale du re´seau. La premie`re approche est utilise´e pour le recalage de re´seau a` basse
re´solution alors que la seconde est utilise´e de`s lors qu’il s’agit de travailler avec des
images haute re´solution.
[Rellier et al., 2002] se situent dans le cadre d’un recalage direct du re´seau sur
des images satellitaires basse re´solution. La mode´lisation du re´seau se fait par champs
de Markov sur graphe. Les sommets du graphe sont des points de jonction entre deux
routes ou les points de forte courbure et les arreˆtes sont les routes. Ces attributs sont
conside´re´s comme des variables ale´atoires et l’objectif est de trouver les attributs qui
minimisent une fonction de couˆt fonde´e sur des contraintes topologiques, les donne´es
de te´le´de´tection et la distance entre le re´seau de´tecte´ et le re´seau issu de la carte. La
me´thode permet de re´aliser un recalage non rigide du re´seau routier de la carte sur
une image satellitaire en e´liminant tout effet de ge´ne´ralisation. En effet, le recalage
des arreˆtes se fait par un algorithme de programmation dynamique [Merlet et Zerubia,
1996] et est donc tre`s pre´cis. L’inconve´nient majeur de cette me´thode est un temps de
calcul important duˆ au fre´quent calcul de chemin entre deux noeuds.
[Dhe´re´te´ et Desachy, 1999] proposent d’utiliser la logique floue pour re´soudre
le proble`me de l’impre´cision lors du recalage automatique des objets ge´ographiques
line´aires issus de bases de donne´es sur des images SPOT. Une premie`re de´tection de
ligne est obtenue en fusionnant (pour obtenir un re´sultat plus fiable) les re´sultats de
plusieurs algorithmes reposant sur une optimisation locale applique´s a` diffe´rents canaux
SPOT. Puis une fusion de type Dempster-Shafer permet d’apporter une information
se´mantique a` partir des couches the´matiques de la base de donne´es. Enfin, un recalage
est re´alise´ pour un objet cartographique donne´ en utilisant l’algorithme de program-
mation dynamique propose´ par [Fischler et al., 1981] suivi d’un algorithme de contour
actif pour lisser le premier re´sultat selon une contrainte de faible courbure.
[Guigues et Vilgino, 2000] pre´sentent une approche originale d’extraction de re´seaux
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routiers a` partir d’images ae´riennes guide´e par un re´seau routier impre´cis. Ils se situent
dans le deuxie`me type d’approche et se focalisent sur la proce´dure d’extraction de
routes. Celle-ci se de´compose en deux e´tapes. La premie`re est une e´tape de de´tection
de structures paralle`les via une simulation de propagations et de re´flexion de rayons
lumineux. La deuxie`me est une e´tape de construction de routes hypothe´tiques par une
technique de programmation dynamique utilisant le paralle´lisme pre´ce´demment de´tecte´.
Un vote est ensuite utilise´ pour se´lectionner le parcours le plus probablement emprunte´
par la route. Ce syste`me fonctionne correctement en zone rurale et se re´ve`le prometteur
pour l’interpre´tation de situations complexes, en particulier pour les routes a` plusieurs
voies.
1.3.4 Approche multi-re´solution
Les images haute re´solution permettent la de´tection d’e´le´ments qui e´taient jusqu’a`
pre´sent difficiles a` extraire. Cependant cette pre´cision rend la taˆche d’extraction com-
plexe. Notamment, un bruit ge´ome´trique inhe´rent a` la sce`ne observe´e (par exemple, duˆ
a` la pre´sence d’arbres a` proximite´ des routes) vient s’ajouter au bruit du capteur. Afin
de re´duire cette sensibilite´ au bruit, certains auteurs proposent d’utiliser des techniques
multi-e´chelles, par exemple en fusionnant le re´sultat de l’extraction de l’axe central
a` basse re´solution, moins sensible au bruit ge´ome´trique, avec le re´sultat de l’extrac-
tion des bordures de route a` haute re´solution fournissant une meilleure localisation du
re´seau [Heipke et al., 1995, Baumgartner et al., 1996].
[Heipke et al., 1995] proposent de re´aliser une premie`re de´tection a` basse re´solution
qui est fonde´e sur l’hypothe`se usuelle de fort contraste entre les routes et le fond, et le
fait que les routes pre´sentes sont claires (∼ intensite´ e´leve´e). Un squelette est ensuite
extrait des zones de pixels re´pondant bien aux tests. Puis, un chaˆınage de pixels est ef-
fectue´, permettant d’e´liminer certaines fausses alarmes. Cette partie est tre`s rapide mais
il reste des proble`mes au niveau des jonctions et les contours de maisons sont de´tecte´s.
C’est la` qu’intervient le mode`le haute re´solution fonde´ sur les hypothe`ses de contours
paralle`les et d’homoge´ne´ite´ interne. Ce mode`le permet de re´aliser une de´tection des
contours approxime´s par des polygones, une ve´rification du paralle´lisme et une exten-
sion des contours paralle`les la` ou` il y a poursuite d’homoge´ne´ite´ (notamment au niveau
des embranchements ou` il n’y a plus de contours). Cette deuxie`me extraction engendre
de nombreuses omissions, notamment quand le bruit ge´ome´trique perturbe la de´tection.
Une combinaison des deux re´sultats est propose´e.
[Baumgartner et al., 1996] proposent une me´thode similaire avec une de´tection
des axes des routes a` basse re´solution par ge´ome´trie diffe´rentielle [Steger, 1996]. Une
de´tection des marques au sol a` haute re´solution est propose´e.
[Baumgartner et al., 1999] combinent cette approche multi-re´solution avec l’uti-
lisation d’une information contextuelle. Le re´seau est de´crit par des objets (sections,
intersections,...), les relations entre ces objets et les autres objets (baˆtiments, arbres,...).
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Les bords des routes sont obtenus en fusionnant les re´sultats de l’extraction de ligne a`
basse re´solution et de contour a` haute re´solution. Les sections et les intersections sont
construits a` partir de cette extraction. La reconstruction se fait ensuite par groupe-
ment de segments et fermeture des espaces entre segments en utilisant une information
contextuelle. Une segmentation en re´gions selon le contexte (rural, foreˆt ou pe´ri-urbain)
est utilise´e pour restreindre les interactions possibles avec les objets du fond. Le proce´de´
donne de bons re´sultats en milieu rural mais pour les milieux pe´ri-urbains ou forestiers
les auteurs avouent qu’il serait ne´cessaire d’introduire plus d’information contextuelle.
[Laptev et al., 2000] proposent d’utiliser l’extraction de l’axe central a` basse re´solution
pour initialiser une extraction a` haute re´solution par contours actifs. Les fausses alarmes
sont retire´es a` partir d’une e´valuation de la largeur du contour a` haute re´solution.
Un post-traitement utilisant une optimisation par contours actifs permet de combler
les zones d’occlusion. L’optimisation est re´alise´e par une strate´gie “ziplock” utilisant
comme initialisation les points extre´maux des routes de´ja` de´tecte´es et des hypothe`ses
de faible courbure et de meˆme largeur que celle des routes adjacentes. Les re´sultats
obtenus sur des images de sce`nes rurales sont d’une grande pre´cision (sous-pixe´lique)
et montrent la faible sensibilite´ de la me´thode a` la pre´sence d’occlusions.
1.3.5 Syste`mes d’interpre´tation
Les syste`mes d’interpre´tation se fondent sur le principe de pense´e d’un interpre`te
d’image face a` une recherche d’objets dans les images. Ainsi, l’extraction du re´seau est
re´alise´e via une interpre´tation de la sce`ne observe´e.
Ainsi, [Ruskone´, 1996] propose un syste`me d’extraction du re´seau routier reposant
sur deux phases : une phase ascendante guide´e par les donne´es et une phase descendante
guide´e par l’objectif. La phase ascendante, reposant sur des crite`res de bas niveau,
se de´compose en trois e´tapes usuelles pour ce qui est de l’extraction automatique de
re´seaux :
• la de´tection des amorces ;
• le prolongement des routes par un algorithme de suivi ;
• la reconstruction du re´seau par groupement perceptuel.
La phase descendante est une e´tape de validation reposant sur des modules successifs
de haut niveau :
• la “valuation” qui consiste a` de´composer le re´seau en segments et a` attribuer
a` chaque segment un vecteur de mesures (variance et moyenne radiome´trique,
courbure, etc.) ;
• la “pre´-validation” qui permet de formuler des hypothe`ses quant a` la nature des
segments (arbre, route, etc.) ;
• le “validation” qui permet de valider la pre´sence des segments dans le re´seau par
une analyse des hypothe`ses.
Cette e´tape de validation passe par une interpre´tation locale du contexte qui par la
reconnaissance d’un objet donne´ permet de de´duire la position de la route.
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[S.Hinz et Baumgartner, 2003] proposent d’incorporer une connaissance de´taille´e
des routes et de leur contexte dans un syste`me d’extraction automatique des routes sur
des images ae´riennes haute re´solution. Les strate´gies automatiques d’extraction sont
adapte´es en fonction de leur contexte qui peut eˆtre urbain, foreˆt ou rural comme cela
avait e´te´ propose´ pre´ce´demment dans [Baumgartner et al., 1999]. Les mode`les utilise´s
prennent en compte des informations se´mantiques de type marquage au sol ou pre´sence
de ve´hicule. L’extraction incorpore des composants pour l’auto-e´valuation qui e´valuent
la pertinence des hypothe`ses pour la suite du traitement. Plusieurs vues de la meˆme
sce`ne permettent l’exploitation des redondances, la pre´diction et le traitement des oc-
clusions, et la description de la sce`ne par objet dans l’espace 3D. Les re´sultats pre´sente´s
sont relativement bons (75% des routes sont de´tecte´es et 5% de fausses alarmes) e´tant
donne´e la complexite´ des sce`nes traite´es, notamment lorsque l’apparence des routes est
fortement perturbe´e par d’autres objets.
[Zhang, 2004] propose un syste`me de reconstruction 3D du re´seau routier a` partir
d’images ste´re´o ae´riennes, se focalisant sur les aires rurales. Le syste`me incorpore des
informations se´mantiques, contextuelles, des re`gles et des mode`les pour restreindre l’es-
pace de recherche et traite les sous-classes de route de fac¸on spe´cifique a` chacune. Une
ve´rification de la plausibilite´ des hypothe`ses est effectue´e pour obtenir des re´sultats
fiables. Un ensemble d’outils de traitements de donne´es est utilise´ pour extraire des
indices varie´s sur la pre´sence de routes. Ces indices et les sources d’informations dispo-
nibles sont fusionne´s de fac¸on comple´mentaire et redondante pour permettre de traiter
les erreurs et re´sultats incomplets. Le fait de travailler avec des images ste´re´o permet
de ge´ne´rer directement les hypothe`ses de route dans l’espace 3D. Le syste`me permet de
reconstruire plus de 90% des routes sur des zones rurales avec de bons re´sultats meˆme
sur des zones ou` la pre´sence d’ombres et d’occlusion rend la de´tection proble´matique.
1.3.6 Processus objet
D’une utilisation re´cente en analyse d’image, les processus objet (ou processus ponc-
tuels marque´s) permettent de be´ne´ficier des proprie´te´s des approches stochastiques, du
type champs de Markov, tout en manipulant des contraintes ge´ome´triques fortes. Ce
formalisme issue de la ge´ome´trie stochastique permet de de´terminer simultane´ment le
nombre d’objets dans la sce`ne observe´e, leurs positions et leurs caracte´ristiques (lon-
gueur, orientation,...) dans un cadre rigoureux. De fac¸on similaire aux approches par
champs de Markov sur graphe, cette approche repose sur une mode´lisation de la sce`ne
par une collection d’objets et une minimisation globale d’une e´nergie de´finie sur l’en-
semble du re´seau. La principale diffe´rence avec les champs de Markov sur graphe vient
du fait que les positions des objets et le nombre d’objets e´voluent au cours de l’algo-
rithme. Cette approche permet donc de se soustraire a` la phase d’initialisation ou, s’il
y en a une, de re´duire la sensibilite´ a` l’initialisation.
Re´cemment, [Stoica, 2001, Stoica et al., 2004] ont introduit un tel processus, ap-
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pele´ “Candy”, pour l’extraction non supervise´e du re´seau line´ique a` partir d’images
satellitaires ou ae´riennes. Ce mode`le est fonde´ sur l’ide´e qu’un re´seau routier peut eˆtre
assimile´ a` une re´alisation d’un processus Markov objet, ou` les objets correspondent a`
des segments en interaction. Outre les proprie´te´s ge´ome´triques du re´seau (connectivite´,
continuite´, etc.), prises en compte dans un terme a priori, les proprie´te´s radiome´triques
et de texture sont prises en compte dans un terme d’attache aux donne´es. L’optimisa-
tion du mode`le se fait par un algorithme de type Monte Carlo par chaˆıne de Markov a`
sauts re´versibles [Geyer et Møller, 1994, Geyer, 1999, Green, 1995]. Aucune initialisa-
tion n’est ne´cessaire. Les re´sultats sont prometteurs et nous proposons de poursuivre
dans cette voie en proposant :
• des ame´liorations faisant intervenir des coefficients mesurant la qualite´ des inter-
actions entre objets ;
• des extensions a` d’autres objets ;
• la construction de noyaux de proposition pertinents pour diminuer le temps de
calcul (principal inconve´nient de la me´thode).
Chapitre 2
Extraction d’objets par processus
ponctuels marque´s
Notre principal objectif est l’extraction du re´seau line´ique ou surfacique (routes,
rivie`res) a` partir d’images ae´riennes ou satellitaires sous la forme d’une collection d’ob-
jets, chaque objet correspondant a` une portion de route ou de rivie`re. Dans ce chapitre,
nous conside´rons le proble`me plus ge´ne´ral d’extraction d’objets a` partir de donne´es
spatiales : cellules a` partir d’images microscopiques, baˆtiments a` partir de mode`les
nume´riques d’e´le´vation, arbres a` partir d’images ae´riennes, etc. Nous expliquerons dans
un premier temps la pertinence du choix d’une mode´lisation par processus ponctuels
marque´s. Nous donnerons ensuite les points-cle´s a` connaˆıtre sur les processus spatiaux
pour comprendre comment construire un processus ponctuel marque´ pour l’extraction
d’objets, i.e. comment exploiter les donne´es radiome´triques et les contraintes topo-
logiques et ge´ome´triques caracte´risant les objets que l’on cherche a` extraire, tout en
respectant des conditions de stabilite´ ne´cessaire a` la bonne de´finition du processus.
Enfin, des techniques d’e´chantillonnage et d’optimisation sont donne´es apre`s un bref
rappel sur les chaˆınes de Markov.
2.1 Motivations
2.1.1 Des pixels aux objets
Les processus ponctuels marque´s, ou processus objet, permettent une mode´lisation
de la sce`ne observe´e par une collection d’objets. Cette approche objet fournit divers
avantages qui sont de´sormais d’actualite´ avec la re´cente possibilite´ de travailler sur
des images haute re´solution. En effet, il est de´sormais possible de de´tecter des objets
jusqu’a` pre´sent non de´tectables et de le faire avec une pre´cision de l’ordre du me`tre
voire du centime`tre. Mais cette meˆme pre´cision induit un bruit ge´ome´trique inhe´rent
a` la sce`ne observe´e, ce bruit ge´ome´trique prenant toute son ampleur en zone urbaine.
Pour re´pondre a` ces nouvelles proble´matiques d’extraction a` partir d’images haute
re´solution, une mode´lisation au niveau du pixel n’est plus pertinente. On pre´fe´rera
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donc une mode´lisation de la re´alite´ sous-jacente observe´e par des objets. Les processus
objet fournissent un formalisme rigoureux pour cela. De fortes contraintes ge´ome´triques
et topologiques peuvent ainsi eˆtre introduites :
1. sur la forme des objets, en manipulant des objets ge´ome´triques simples mais
ge´ne´riques car de´pendant d’un certain nombre de parame`tres variables ;
2. sur l’agencement des objets dans la sce`ne, au travers de la prise en compte
d’interactions entre objets distincts.
L’exploitation de telles contraintes permet d’eˆtre plus robuste au bruit que les ap-
proches pixe´liques. Nous verrons par la suite que la construction d’un processus exploi-
tant ces contraintes se fait aise´ment via la de´finition d’un processus de points marque´s
de re´fe´rence et d’une densite´ par rapport a` ce processus. De plus, un terme de vrai-
semblance ou plus ge´ne´ralement d’attache aux donne´es, pourra eˆtre calcule´ de fac¸on
directe selon l’appartenance d’un pixel a` tel ou tel objet.
2.1.2 Cadre stochastique
En plus des avantages d’une approche objet, une mode´lisation par processus Mar-
kov objet be´ne´ficie des avantages d’un cadre stochastique. En effet, les mode`les sto-
chastiques sont connus pour leur robustesse au bruit. De plus, les interactions entre
objets peuvent eˆtre incorpore´es dans le mode`le a` travers la de´finition de probabilite´s
conditionnelles locales faciles a` calculer. Du point de vue algorithmique, on dispose
d’algorithmes d’exploration de l’espace d’e´tat qui s’ave`rent tre`s utiles lorsque l’espace
d’e´tat est grand. Ainsi, un recuit simule´ sur un algorithme de type Monte Carlo permet
une optimisation globale sur l’espace des configurations d’objets inde´pendamment de
l’initialisation. En plus de l’e´chantillonnage, les techniques de Monte Carlo par chaˆıne
de Markov permettent de faire de l’estimation de parame`tres.
2.2 Processus spatiaux : de´finitions et notations
2.2.1 Processus ponctuels
Conside´rons tout d’abord le cas plus simple ou` l’objectif consiste a` de´crire la sce`ne
par un ensemble non ordonne´ de points de Rd :
x = {x1, . . . , xn} , n ∈ N
correspondant aux positions des objets a` extraire. Pour cela, nous proposons une
mode´lisation du me´canisme stochastique sous-jacent qui a permis de ge´ne´rer les donne´es
par une configuration ale´atoire de points. Dans cette optique, les processus ponctuels
fournissent un cadre rigoureux fonde´ sur la the´orie de la mesure. Un processus ponctuel
se de´finit de la fac¸on suivante :
De´finition 1 Soit (χ, d) un espace me´trique complet et se´parable (en ge´ne´ral, Rd muni
de la distance euclidienne). Un processus ponctuel χ est une application X d’un
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espace probabilise´ (Ω,A,P) vers la famille des configurations de points de χ localement
finies1, telle que pour tout bore´lien borne´ A ⊂ χ , le nombre N(A) = NX(A) de points
dans A soit une variable ale´atoire (presque suˆrement finie).
En pratique, les donne´es sont observe´es dans une re´gion borne´e F de Rd. Le nombre
de points observe´s est donc fini. Un moyen simple de construire un processus ponctuel
fini2 consiste a` se donner :
• une distribution de probabilite´ discre`te (pn)n∈N pour le nombre de points ;
• une famille de densite´s de probabilite´ syme´triques jn(x1, . . . , xn) sur F n pour les
positions des points.
On se donne une mesure bore´lienne ν sur F (en ge´ne´ral, la mesure de Lebesgue) afin
que les densite´s jn puissent eˆtre de´finies par la mesure produit ν
n. La construction du
processus X revient a` de´finir N(F ) comme une variable ale´atoire de loi (pn)n puis a`
conditionner par rapport aux e´ve`nements {N(F ) = n}. Sachant {N(F ) = n}, le vecteur
ale´atoire (X1, . . . , XN ) correspondant a` la position des objets peut alors eˆtre distribue´
selon jn inde´pendamment de N(A). Remarquons que la syme´trie des densite´s jn est
ne´cessaire puisqu’un processus ponctuel est indiffe´rent a` l’ordre dans lequel les points
sont place´s.
Le plus connu et le plus e´le´mentaire des processus ponctuels est le processus
uniforme de Poisson, aussi appele´ processus homoge`ne de Poisson. C’est un
processus spatial qui ve´rifie une inde´pendance stochastique comple`te. Ce processus
“comple`tement ale´atoire” se de´finit comme suit pour χ = Rd :
De´finition 2 Un processus ponctuel X sur Rd est un processus uniforme de Pois-
son d’intensite´ λ > 0 si :
(P1) N(A) suit une loi de Poisson d’espe´rance λ|A| pour tout bore´lien borne´ A ⊆ Rd,
ou` |A| est la mesure de Lebesgue de A (i.e. l’aire de A dans R2 ou son volume
dans R3) ;
(P2) Si A1, . . . , Ak sont des bore´liens de R
d disjoints, alors les variables ale´atoires
N(A1), . . . , N(Ak) sont inde´pendantes.
De ces deux proprie´te´s, il de´coule la proprie´te´ conditionnelle suivante :
Proprie´te´ 1 Conditionnellement a` N(A) = n, les n points pre´sents dans A sont
inde´pendants et uniforme´ment distribue´s dans A.
1Une configuration x ⊆ χ est dite localement finie si elle place un nombre fini de points dans tout
bore´lien borne´ A ⊆ χ.
2Un processus ponctuel sur χ est dit fini si NX (χ) est fini presque suˆrement.
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La loi d’un processus de Poisson d’intensite´ λ sur une feneˆtre d’observation F ⊂ Rd
peut donc eˆtre de´finie par la mesure de probabilite´ suivante :
µ(A) =
∞∑
n=0
(λ|F |)ne−λ|F |
n!︸ ︷︷ ︸
pn
∫
F
...
∫
F︸ ︷︷ ︸
n fois
1A({x1, ...xn}) 1|F |n︸ ︷︷ ︸
jn(x1,...,xn)
dx1 . . . dxn (2.1)
µ(A) =
∞∑
n=0
e−ν(F )
n!
∫
Fn
1A(x) dν
n(x1, . . . , xn) (2.2)
ou` A est un ensemble de la tribu B associe´e a` l’espace d’e´tat (≡ ensemble des confi-
gurations de points finies sur F ), 1A est la fonction indicatrice d’appartenance a` A, ν
correspond a` la mesure de Lebesgue multiplie´e par λ, et x la configuration de points
(non ordonne´e) correspondant au vecteur (x1, . . . , xn).
Plus ge´ne´ralement, un processus de Poisson non homoge`ne peut eˆtre de´fini
par une mesure d’intensite´ ν sur F ⊆ χ. La proprie´te´ P1 devient alors :
(P1’) Pour tout bore´lien borne´ A ⊆ F , N(A) suit une loi de Poisson d’espe´rance :
ν(A) =
∫
A
λ(x)dx <∞ (2.3)
ou` λ est une fonction d’intensite´ positive et mesurable sur F .
La proprie´te´ 1 devient alors : Conditionnellement a` N(A) = n, les n points pre´sents
dans A sont inde´pendants et distribue´s dans A suivant une distribution de probabilite´
proportionnelle a` ν : P (Xi ∈ B) = ν(B ∩A)/ν(A).
La loi d’un processus de Poisson non homoge`ne sur un ensemble borne´ F ⊂ Rd
est donne´e par l’e´quation (2.2) ou` ν est la mesure d’intensite´ du processus de´finie par
l’e´quation (2.3).
2.2.2 Processus ponctuels marque´s
Travailler avec des objets plutoˆt qu’avec des points revient a` travailler avec des
points marque´s ou` les points correspondent a` la position d’un objet et les marques
aux attributs permettant de de´crire l’objet (taille, orientation, couleur, etc.). De´finir
un processus objet revient donc a` de´finir un processus ponctuel marque´.
De´finition 3 Un processus ponctuel marque´ sur Rd dont les marques sont dans
M est un processus de point sur Rd ×M tel que N(A ×M) soit p. s. fini pour tout
bore´lien borne´ A ⊂ Rd.
Un processus ponctuel marque´ de Poisson est un processus ponctuel marque´ ou`
les points sont distribue´s selon la loi du processus de Poisson de mesure Λ sur Rd et
les marques associe´es a` ces points sont inde´pendamment et identiquement distribue´es
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selon PM dans M . Ceci est e´quivalent a` de´finir un processus de Poisson sur R
d×M de
mesure d’intensite´ ν = Λ⊗ PM , i.e.
ν(A×B) = Λ(A)PM (B) =
∫
A
λ(x) dx
∫
B
dPM (m) (2.4)
pour A bore´lien de Rd et B bore´lien de M , ou` Λ et P sont des mesures d’intensite´ sur
R
d et M respectivement avec PM (M) = 1.
La loi d’un processus de Poisson de mesure d’intensite´ ν = Λ⊗ PM sur une feneˆtre
d’observation F ⊂ Rd peut donc eˆtre de´finie par la mesure de probabilite´ suivante :
µ(A) =
∞∑
n=0
e−Λ(F )
n!
∫
(F×M)n
1A({z1, . . . , zn}) dνn(z1, . . . , zn) (2.5)
ou` A ∈ B.
2.2.3 Processus spe´cifie´ par une densite´
Les processus de Poisson ne constituent pas en eux-meˆmes un mode`le pertinent pour
la mode´lisation d’objets dans une sce`ne, les structures spatiales induisant la de´pendance
stochastique. Ils sont ne´anmoins utilise´s en tant que processus de re´fe´rence permettant
une construction relativement simple de mode`les plus complexes. Ainsi, les diffe´rentes
connaissances sur les objets a` de´tecter et leur organisation spatiale peuvent eˆtre in-
corpore´es au travers d’une densite´ de probabilite´ (appele´e de´rive´e de Radon-
Nikodym) par rapport a` un processus de Poisson de re´fe´rence. Cette approche est
particulie`rement utile pour les processus ponctuels finis. En effet, il est difficile de
de´finir des densite´s pour des processus ponctuel non finis [Stoyan et al., 1987, van Lie-
shout, 2000]. De plus, e´tant donne´ une collection de densite´s de probabilite´ consistante
sur une se´quence d’ensembles croissant sur Rd, une distribution limite n’existe pas tou-
jours et, si elle existe, elle n’est pas ne´cessairement unique [Kerstan et al., 1978].
Dans la suite, nous conside´rerons les configurations de points restreintes a` une re´gion
borne´e F ⊂ Rd (ce qui est toujours le cas dans la pratique). L’espace d’e´tat E est donc
l’ensemble des configurations finies de points sur F :
E =
∞⋃
n=0
En , n <∞ (2.6)
avec En =
{ {{x1, . . . , xn} , xi ∈ F} , dans le cas de points simples
{{z1, . . . , zn} , zi ∈ F ×M} , dans le cas de points marque´s
De´finition 4 Une densite´ de probabilite´ f par rapport au processus de Poisson de
mesure µ finie et non-atomique est une fonction positive et mesurable sur E telle que :∫
E
f(u) dµ(u) = 1 (2.7)
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Cette densite´ de´finit un processus ponctuel fini et simple (puisque le processus de
re´fe´rence l’est), un processus ponctuel e´tant simple s’il prend ses valeurs dans l’en-
semble des configurations de points localement finies et constitue´es de points distincts
presque suˆrement.
Pour interpre´ter l’e´quation (2.7), if faut de´composer l’inte´grale en somme sur les
En et passer des espaces non ordonne´s En des configurations aux espaces ordonne´s
χn = χ× . . .×χ (n fois), ou` χ = F ou F ×M . La ν-mesure de En est e´gale a` ν(χ)n/n!,
ou` n! intervient puisque χn est ordonne´ tandis que En ne l’est pas. La masse de E est
donc e´gale a`
ν(E) =
∞∑
n=0
ν(χ)n
n!
= eν(χ)
Pour obtenir une distribution normalise´e, le facteur de normalisation eν(χ) doit donc
eˆtre pris en compte. L’e´quation (2.7) peut donc s’e´crire comme suit :
∞∑
n=0
e−ν(χ)
n!
∫
χn
f(u) dνn(u1, ..., un) = 1 (2.8)
ou` u est la configuration non ordonne´e associe´e a` (u1, ..., un). Remarquons que ν(χ) est
la meˆme si χ = F ou χ = F ×M , puisque la mesure d’intensite´ associe´e aux marques
PM est une mesure de probabilite´ et donc :
ν(F ×M) = Λ(F )
ou` Λ est la mesure d’intensite´ associe´e aux points.
De ces conside´rations, on de´duit :
1. la distribution du nombre total de points dans F :
pn =
e−Λ(F )
n!
∫
χn
f(u) dνn(u1, . . . , un) (2.9)
ou` ν est la mesure d’intensite´ du processus de Poisson de re´fe´rence ; dans le cas
de points simples, χ = F et ν = Λ ; dans le cas de points marque´s, χ = F ×M et
ν = Λ⊗ PM .
2. la densite´ jointe des n points conditionnellement aux e´ve`nements {N (χ) = n} :
jn(u1, . . . , un) =
f(u)∫
χn
f(u) dνn(u1, . . . , un)
(2.10)
2.2.4 Processus de Markov
Comme pour les champs de Markov, une notion de voisinage et la proprie´te´ de
Markov peuvent eˆtre introduites pour de´finir un processus ponctuel de Markov.
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Aussi connus sous le nom de processus ponctuels de Gibbs, ce sont des processus
de´finis par une densite´ qui peut s’e´crire sous une forme e´nerge´tique incorporant des
potentiels d’interaction. Ce type de processus permet ainsi de prendre en compte de
fac¸on efficace et explicite les interactions entre les points (ou objets) de la configuration,
et est donc largement utilise´ en physique statistique et, plus re´cemment, en traitement
d’image. Un processus ponctuel de Markov se de´finit de la fac¸on suivante [Ripley, 1977] :
De´finition 5 Soit X un processus ponctuel sur un espace borne´ F ⊂ Rd spe´cifie´ par
une densite´ f par rapport a` µ la mesure du processus de Poisson de re´fe´rence. X est
un processus de Markov par rapport a` la relation syme´trique et re´flexive ∼ sur F
si, pour tout x ∈ E tel que f(x) > 0,
(a) f(y) > 0 pour tout y ⊆ x (he´re´dite´) ;
(b) pour tout u ∈ F , f(x ∪ {u})/f(x) (intensite´ conditionnelle de Papangelou) ne
de´pend que de u et de son voisinage ∂({u}) ∩ x = {x ∈ x : u ∼ x}.
Remarque 1 Cette de´finition peut eˆtre ge´ne´ralise´e a` un processus ponctuel de re´fe´rence
de´fini sur un espace me´trique complet et se´parable (χ, d) de mesure d’intensite´ finie et
non-atomique (i.e. processus de Poisson fini et simple). Elle est notamment valide pour
les processus ponctuels marque´s. Le processus de re´fe´rence est alors un processus ponc-
tuel marque´ de Poisson sur F×M et la mesure ∼ est une mesure syme´trique et re´flexive
∼ sur F ×M .
L’e´quivalence entre processus de Markov et processus de Gibbs est donne´e par le
the´ore`me dit de “Hammersley-Clifford” par similarite´ avec les champs de Markov :
The´ore`me 1 Une densite´ de processus ponctuel f est markovienne par rapport a` la
relation de voisinage ∼ si et seulement si il existe une fonction mesurable φ : E → [0,∞[
telle que :
f(x) =
∏
cliques y⊆x
φ(y) ∀x ∈ E (2.11)
ou` y est une clique si tous les e´le´ments de y sont voisins les uns des autres par rapport
a` ∼.
L’e´quation (2.11) peut e´galement s’e´crire sous forme e´nerge´tique :
f(x) ∝ exp
− ∑
cliques y⊆x
V (y)
 ∀x ∈ E (2.12)
ou` ∝ signifie “proportionnel a`” et V : E → R est une fonction de potentiel : V (y) est
appele´ le potentiel de la clique y. La somme des potentiels sur toutes les cliques de x
est appele´e l’e´nergie de la configuration x.
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Ce the´ore`me est utile pour de´composer une distribution jointe de grande dimen-
sion en fonctions d’interaction de dimension re´duite qui sont plus faciles a` interpre´ter.
Pour illustrer ces propos, nous donnons l’exemple des mode`les d’interaction par
paire, largement utilise´s en physique statistique. Cette classe spe´cifique de processus
de Markov est spe´cifie´e par une densite´ de la forme suivante :
f(x) ∝
∏
x∈x
β(x)
∏
u,v∈x:u∼v
γ(u, v) (2.13)
ou` β : F → [0,∞[ est la fonction d’intensite´ et γ : F × F → [0,∞[ est la fonction
d’interaction par paire. Dans le cas ou` β et γ sont constantes, l’expression (2.13) de la
densite´ peut s’e´crire de la fac¸on suivante :
f(x) ∝ βn(x)γs(x) (2.14)
ou` n(x) et s(x) repre´sentent respectivement le nombre de points et le nombre de paires
de points en interaction (c’est-a`-dire ve´rifiant la relation ∼) dans la configuration x.
Diffe´rents types de processus de´rivent de cette e´quation :
• Si γ = 1, les interactions inter-points n’interviennent plus et le processus ponctuel
spe´cifie´ par la densite´ donne´e par l’e´quation (2.14) est un processus de Pois-
son sur F de mesure d’intensite´ β ν (ou` ν est la mesure d’intensite´ du processus
de re´fe´rence). Ainsi, β est donc un parame`tre permettant de controˆler le nombre
de points, puisque l’espe´rance du nombre de points est multiplie´e par le facteur β.
• Lorsque γ = 0, le processus, appele´ processus “hard core”, est construit de
fac¸on a` interdire toute interaction. En effet, si deux points de x ve´rifient ∼, alors
f(x) = 0.
• Lorsque γ ∈]0, 1[, le processus induit une re´pulsion entre les points proches au
sens de la relation ∼. En effet, plus le nombre de paires de points en interaction
est grand, plus la densite´ de probabilite´ est faible. Ce processus est connu sous le
nom de processus de Strauss.
• Par similarite´, une premie`re ide´e pour la construction d’un processus induisant
une attraction entre points pourrait eˆtre de prendre γ > 1. Cependant, dans ce
cas la`, le processus est mal de´fini. En effet, l’e´quation (2.14) ne de´finit plus
une densite´ par rapport au processus de re´fe´rence puisque h(x) = βn(x)γs(x) avec
γ > 1 n’est pas inte´grable par rapport a` la mesure du processus de re´fe´rence µ :∫
h(x) dµ(x) =∞
Il est ne´anmoins possible d’utiliser une telle expression pour la densite´ en la
multipliant par 1{n(x) ≤ n0} ou` 1 est la fonction indicatrice et n0 est le nombre
maximal de points autorise´.
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2.2.5 Conditions de stabilite´
Comme nous venons de le voir dans l’exemple des mode`les d’interactions par paire, la
construction d’un processus de Markov ne peut se faire via la de´finition d’une densite´
non normalise´e h quelconque : h doit eˆtre normalisable par rapport au processus de
re´fe´rence. Un processus spe´cifie´ par h par rapport a` un processus de Poisson de re´fe´rence
sera bien de´fini si h ve´rifie la condition de Ruelle, initialement donne´e par [Ruelle, 1970]
pour ve´rifier le comportement thermodynamique d’un processus ponctuel.
Condition 1 Un processus ponctuel spe´cifie´ par une densite´ non normalise´e h par
rapport a` la mesure µ du processus de Poisson de re´fe´rence, est stable au sens de
Ruelle s’il existe M ≤ 1 tel que :
h(x) ≤Mn(x) ∀x ∈ E (2.15)
En effet, cette condition est clairement suffisante pour que h soit normalisable par
rapport a` µ : ∫
h(x) dµ(x) ≤
∞∑
n=0
Mnν(χ)n
n!
= eMν(χ)
Une deuxie`me condition de stabilite´, impliquant la premie`re (2.15), est tre`s utile
de`s que l’on cherche a` e´chantillonner un processus spatial. En effet, les preuves de
convergence ergodique des me´thodes de Monte Carlo par chaˆınes de Markov pour
l’e´chantillonnage de processus spatiaux reposent sur cette condition. Dans la suite,
nous supposerons toujours cette condition satisfaite et nous la ve´rifierons lors de la
proposition de nouveaux mode`les.
Condition 2 Un processus ponctuel spe´cifie´ par une densite´ non normalise´e h par
rapport a` la mesure µ du processus de Poisson de re´fe´rence, est dit localement stable
s’il existe M ∈ R tel que :
h(x ∪ u) ≤Mh(x) ∀x ∈ E , ∀u ∈ χ (2.16)
2.3 Construction du processus pour l’extraction d’objet
Revenons au proble`me conside´re´ qui est de mode´liser la sce`ne par une collection
d’objets afin d’en re´aliser l’extraction. Comment de´finir le processus pour exploiter a`
la fois les proprie´te´s topologiques et ge´ome´triques des objets d’inte´reˆt et les proprie´te´s
radiome´triques et de texture des donne´es ?
Tout d’abord, on se donne un processus de Poisson de re´fe´rence adapte´ aux objets
que l’on cherche a` extraire. Afin de manipuler des objets simples mais ge´ne´riques, on
de´finit un processus de points marque´s ou` les points correspondent aux positions des
objets dans la feneˆtre d’observation et les marques aux divers attributs des objets (lon-
gueur, largeur, orientation, etc.). Ce processus de re´fe´rence n’est pas en lui-meˆme un a
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priori pertinent puisqu’il traduit la notion d’inde´pendance : les points n’interagissent
pas entre-eux. Bien que l’on puisse y incorporer une information de localisation (pro-
cessus non homoge`ne) ou meˆme un a priori sur les marques, on le prend en ge´ne´ral
uniforme.
Pour inte´grer un a priori sur les interactions entre les objets (et sur la forme des
objets si le processus de re´fe´rence est homoge`ne), il suffit de spe´cifier le processus par
une densite´ non normalise´e hp par rapport au processus de Poisson de re´fe´rence. Celle-ci
doit au moins ve´rifier la condition de stabilite´ de Ruelle pour que le processus soit bien
de´fini.
Ensuite, pour la bonne localisation des points, un terme d’attache aux donne´es hd
doit eˆtre de´fini. Conside´rons le cas ou` les donne´es dont nous disposons correspondent
a` une image Y . La configuration d’objet x e´tant de´finie dans une re´gion F ⊂ R2,
une projection de x dans la grille pixe´lique devra donc eˆtre effectue´e. Soit S(x) la
silhouette de x sur la grille, ou` sp(x), la valeur de S(x) au pixel p, est strictement
positive si la projection de x sur la grille atteint p et est nulle sinon. Une premie`re
approche consiste a` de´finir le terme d’attache aux donne´es comme la vraisemblance
des observations par rapport a` cette silhouette [Baddeley et van Lieshout, 1993, Rue
et Hurn, 1999, Perrin et al., 2004]. Si l’on suppose que les valeurs yp de l’image Y sont
conditionnellement inde´pendantes sachant x et si le niveau de gris yp ne de´pend que
de la valeur sp(x), alors on peut e´crire la vraisemblance des observations de la fac¸on
suivante :
hd(x) = hd(Y |x) ∝
∏
p∈G
g(yp|sp(x)) (2.17)
ou` G de´signe la grille pixe´lique et g(yp|sp(x)) est la vraisemblance de yp sachant sp(x),
i.e. sachant les parame`tres d’un mode`le de fond si st(x) = 0 ou les parame`tres d’un
mode`le associe´ aux objets sinon. Par exemple, dans le cas le plus simple ou` le fond et les
objets sont de´crits par deux niveaux de gris distincts mF et mO, seulement de´grade´s
par un bruit gaussien additif, le mode`le de fond sera une vraisemblance gaussienne
de moyenne mF et variance σ
2
F et celui des objets sera une vraisemblance gaussienne
de moyenne mO et variance σ
2
O. Cette approche permet de travailler dans un cadre
baye´sien ce qui permet, entre autre, de re´aliser une estimation des parame`tres des
mode`les. Il faut ne´anmoins pouvoir de´finir un mode`le de fond, ce qui devient une taˆche
ardue de`s que le fond est constitue´ de zones he´te´roge`nes (ex : diffe´rentes cultures dans
une zone agricole) ou que des objets non pertinents pour l’application conside´re´e sont
pre´sents dans l’image et interfe`rent avec la bonne de´tection des objets d’inte´reˆt. C’est
pourquoi ce terme d’attache aux donne´es n’est utilise´ que dans les cas simples ou` l’on
peut de´finir aise´ment les deux mode`les, comme, par exemple, pour les cellules dans des
images de microscopiques confocales [Rue et Hurn, 1999]. Dans les cas plus complexes,
on pre´fe´rera utiliser les donne´es en tant que champ externe permettant d’e´valuer
la qualite´ de chaque objet compte tenu des hypothe`ses d’homoge´ne´ite´ et de contraste
avec l’environnement que l’on a pu e´mettre [Garcin et al., 2001, Ortner, 2001, Stoica et
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al., 2004]. Cette deuxie`me approche consiste a` de´finir l’e´nergie d’attache aux donne´es
pour une configuration x comme la somme de potentiels associe´s a` chaque objet de la
configuration :
hd(x) = exp
(
−
∑
x∈x
vd(x)
)
(2.18)
Chaque potentiel vd(x) est e´value´ sur un masque pixe´lique associe´ a` l’objet x. Le po-
tentiel sera d’autant plus faible que les hypothe`ses radiome´triques seront plausibles.
L’inconve´nient d’une telle approche est que l’on sort du cadre baye´sien et que deux
objets se superposant comptent double. Il faudra donc fortement pe´naliser les superpo-
sitions d’objets.
Finalement, la densite´ comple`te du processus se de´finit comme le produit de la
densite´ a priori et du terme d’attache aux donne´es :
f(x) ∝ hp(x) hd(x) (2.19)
Dans le cas ou` hd correspond a` la vraisemblance des observations (e´quation 2.17), la
densite´ comple`te correspond a` la densite´ a posteriori : f(x) = f(x|Y ).
2.4 Chaˆınes de Markov et convergence
La construction des algorithmes d’e´chantillonnage pre´sente´s dans le paragraphe 2.5
reposent sur la construction d’une chaˆıne de Markov convergeant vers la mesure a`
e´chantillonner. Pour comprendre le principe de ces algorithmes, nous donnons dans ce
paragraphe les proprie´te´s ne´cessaires a` la convergence de la chaˆıne.
2.4.1 De´finitions et notations
De´finition 6 Une suite de variables ale´atoires {Xn} a` valeurs dans E muni de sa tribu
B est une chaˆıne de Markov si :
p(Xt+1 ∈ A|X0 = x0, . . . , Xt = xt) = p(Xt+1 ∈ A|Xt = xt) ∀A ∈ B (2.20)
En d’autres termes, une chaˆıne de Markov a la proprie´te´ que son e´volution (passage
de Xt a` Xt+1) ne de´pend que de l’e´tat courant (Xt = xt) et pas de son passe´. Cette
proprie´te´ facilite donc la mise en oeuvre informatique d’un tel processus car il n’est
pas ne´cessaire de garder en me´moire tout le passe´ du processus pour effectuer des
calculs. Cette chaˆıne est homoge`ne si cette e´volution ne de´pend pas de la date t, mais
seulement des e´tats concerne´s. Nous ne conside´rerons dans cette partie que ce type de
chaˆıne de Markov.
De´finition 7 On appelle noyau de transition une fonction P de´finie sur E×B telle
que :
1. ∀x ∈ E, P (x, .) est une mesure de probabilite´ ;
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2. ∀A ∈ B, P (., A) est mesurable.
Le noyau de transition P associe´ a` une chaˆıne de Markov homoge`ne est donne´ par :
P (x,A) = p(Xt+1 ∈ A|Xt = xt) (2.21)
2.4.2 Stationnarite´
La proprie´te´ essentielle requise par tout e´chantillonneur de type Monte Carlo par
chaˆıne de Markov (cf. paragraphe 2.5.1) est que la chaˆıne {Xt} ait une mesure station-
naire pi. Cette proprie´te´ est e´quivalente a` l’invariance de pi par rapport a` {Xt} :
Proprie´te´ 2 Une mesure pi est stationnaire ou invariante pour la chaˆıne de Markov
de noyau de transition P si :
pi(A) =
∫
P (x,A)dpi(x) ∀A ∈ B (2.22)
La ve´rification de la re´versibilite´ d’un noyau stochastique P par rapport a` pi est un
outil pour e´tablir la stationnarite´ de pi pour P .
Proprie´te´ 3 Une chaˆıne de Markov sur l’espace mesurable est re´versible si son noyau
de transition P ve´rifie l’e´quation :∫
A
P (x,B) dpi(x) =
∫
B
P (y,A) dpi(y) ∀A,B ∈ B (2.23)
Cette proprie´te´ signifie que sous pi la probabilite´ de passer de A a` B est la meˆme que
de passer de B a` A. Certains auteurs parlent aussi de la condition d’e´quilibre minutieux
(pi(dx)P (x, dy) = pi(dy)P (y, dy)) qui est souvent e´quivalente a` la re´versibilite´ de la
chaˆıne, comme, par exemple, dans le cas discret. La re´versibilite´ e´tant plus facile a`
ve´rifier que la stationnarite´, la plupart des algorithmes d’e´chantillonnage ve´rifient cette
proprie´te´, cette dernie`re impliquant l’invariance pour pi.
The´ore`me 2
REV ERSIBILITE =⇒ STATIONNARITE
2.4.3 Convergence
La ve´rification de la stationnarite´ ne suffit pas a` garantir la convergence de la chaˆıne :
Xn
D−−−→
n→∞
pi
c’est-a`-dire que :
P t(x,A) −−−→
t→∞
pi(A) ∀x ∈ E, A ∈ B (2.24)
ou` P t(x,A) = p(Xt ∈ A|X0 = x).
Chaˆınes de Markov et convergence 43
A. Irre´ductibilite´
Pour ve´rifier l’e´quation (2.24), il faut au moins ve´rifier la proprie´te´ suivante :
Proprie´te´ 4 La chaˆıne Markov {Xn} sur un espace mesurable (E,B) est φ-irre´ductible
s’il existe une mesure non nulle φ sur B telle que pour tout x ∈ E et ∀A ∈ B :
φ(A) > 0⇒ ∃ t ∈ N : P t(x,A) > 0 (2.25)
L’inte´reˆt de cette proprie´te´ est qu’elle implique les proprie´te´s suivantes :
Proposition 1 Si {Xn} est φ-irre´ductible et si elle posse`de une mesure invariante pi,
alors :
1. pi est l’unique mesure invariante pour le noyau P ;
2. {Xn} est pi-irre´ductible ;
3. pi(A) = 0⇒ φ(A) = 0
On peut donc montrer la pi-irre´ductibilite´ (ou irre´ductibilite´) de la chaˆıne via une e´tude
sur une autre mesure. L’irre´ductibilite´ signifie que la chaˆıne a une probabilite´ non nulle
d’atteindre en temps fini tout ensemble pi − probable quelque soit la condition initiale.
B. Ape´riodicite´
En plus de l’irre´ductibilite´, l’e´quation (2.24) implique l’ape´riodicite´ de´finie comme
suit :
Proprie´te´ 5 Soit {Xt} une chaˆıne pi-irre´ductible. Les ensembles A1, . . . , Am de B
forment un m−cycle si :
x ∈ A1 ⇒ P (x,A2) = 1
...
x ∈ Am−1 ⇒ P (x,Am) = 1
x ∈ Am ⇒ P (x,A1) = 1
et pi (∪mi=1Ai) = 1. Le plus grand d ∈ N pour lequel un d-cycle est forme´ est appele´ la
pe´riode de la chaˆıne. Quand d = 1, la chaˆıne est ape´riodique.
Une condition suffisante pour qu’il y ait ape´riodicite´ est que
∃ x ∈ E : P (x, {x}) > 0 (2.26)
Si la condition (2.26) est ve´rifie´e, on dit que la chaˆıne est fortement ape´riodique.
Cette proprie´te´ est donc toujours ve´rifie´e de`s que la probabilite´ de rester dans l’e´tat
courant est positive (dans les algorithmes de type Metropolis-Hastings, probabilite´ de
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rejet ¿ 0).
Lorsque la chaˆıne est pi-irre´ductible et ape´riodique on obtient la convergence pour
presque tout x ∈ E :
||P t(x, .)− pi|| −−−→
t→∞
0 ∀x ∈ E \N (2.27)
ou` N ∈ B/pi(N) = 0 et ||.|| de´signe la norme en variation totale : ||µ1 − µ2|| =
sup
A
|µ1(A)− µ2(A)|.
C. Convergence ergodique
Pour obtenir la convergence inde´pendamment de toute condition initiale, on intro-
duit la notion de re´currence au sens de Harris :
Proprie´te´ 6 Une chaˆıne de Markov est re´currente au sens de Harris si :
∀x ∈ E , ∀A ∈ B / pi(A) > 0 : p({∃ t / Xt ∈ A}|X0 = x) = 1 (2.28)
Cette proprie´te´ implique l’irre´ductibilite´, i.e. la pi-irre´ductibilite´ avec pi mesure station-
naire de la chaˆıne. Dans le cas d’un espace d’e´tat fini, l’irre´ductibilite´ et la re´currence
au sens de Harris sont e´quivalentes.
Finalement, une chaˆıne de Markov (de mesure stationnaire pi) ape´riodique et re´currente
au sens de Harris converge ergodiquement vers pi :
The´ore`me 3
HARRIS + APERIODICITE =⇒ ERGODICITE
La notion d’ergodicite´ concerne la convergence d’une mesure vers une autre inde´pendamment
de la condition initiale.
Proprie´te´ 7 L’ergodicite´ est e´quivalente a` :
||P t(x, .)− pi|| −−−→
t→∞
0 ∀x ∈ E (2.29)
Une fois la stationnarite´ et l’ape´riodicite´ ve´rifie´es, il reste donc a` ve´rifier la re´currence
au sens de Harris pour une bonne de´finition de l’algorithme d’e´chantillonnage. Pour cela,
le concept des ensembles petits s’ave`re utile.
De´finition 8 Un ensemble C ∈ B est dit petit s’il existe un entier m, un re´el ² > 0
et une mesure de probabilite´ κ sur B tels que :
Pm(x,A) ≥ ²κ(A) ∀x ∈ C , ∀A ∈ B (2.30)
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Proposition 2 Supposons {Xt} irre´ductible et ape´riodique et qu’il existe un en-
semble petit C ∈ B et une fonction V : E → R telle que {x : V (x) ≤ n} est petit pour
n’importe quel n ∈ N et que :
∀x ∈ E \ C : E[V (X1)|X0 = x] ≤ V (x) (2.31)
ou` E[V (X1)|X0 = x] de´signe l’espe´rance de V (X1) sous la mesure de probabilite´ P (x, .).
Alors la chaˆıne est re´currente au sens de Harris.
L’e´quation (2.31) est appele´e condition de drift pour la re´currence.
Pour montrer la convergence de la chaˆıne pour toute condition initiale (apre`s avoir
ve´rifie´ la stationnarite´), il faut donc montrer qu’elle est ape´riodique et qu’elle est φ-
irre´ductible. Dans le cas ou` l’irre´ductibilite´ et la re´currence au sens de Harris ne sont
pas e´quivalentes, une condition de drift pourra eˆtre e´tablie pour montrer la re´currence
au sens de Harris. Par le the´ore`me 3, l’ergodicite´ sera finalement prouve´e.
D. Ergodicite´ ge´ome´trique
L’ergodicite´ ge´ome´trique, proprie´te´ plus forte que l’ergodicite´ (proprie´te´ 7), se de´finit
comme suit :
Proprie´te´ 8 Une chaˆıne de Markov est ge´ome´triquement ergodique s’il existe une
constante r > 1 telle que
∞∑
t=1
rn||Pn(x, .)− pi(.)|| <∞ ∀x ∈ E (2.32)
L’ergodicite´ ge´ome´trique impose donc que la convergence de P n vers pi se fasse avec
une vitesse ge´ome´trique puisque l’e´quation (2.32) implique :
‖ P t(x, ·)− pi ‖≤M r−t (2.33)
ou` M =
∑∞
t=1 r
t ‖ P t(x, ·)− pi ‖.
L’e´quation (2.32) peut eˆtre de´montre´e par une condition de drift ge´ome´trique
qui se de´finit comme suit :
Condition 3 Il existe une fonction V : E → [1,∞[, des constantes b <∞ et λ < 1, et
un ensemble petit C ∈ B tel que :
E[V (X1)|X0 = x] ≤ λ V (x) + b 1C(x) ∀x ∈ E (2.34)
Remarque 2 Cette condition implique la condition de drift pour la re´currence.
L’ergodicite´ ge´ome´trique est une proprie´te´ “qualitative” et son importance re´side
principalement dans l’e´tablissement du the´ore`me de la limite centrale (the´ore`me 4).
Elle permet e´galement d’e´tablir des bornes qualitatives pour les taux de convergence.
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E. The´ore`me de la limite centrale
Soit g(X) une statistique d’inte´reˆt telle que g soit pi inte´grable :
µg = Epi[g(X)] =
∫
g(x) dpi(x) (2.35)
ou` pi est la distribution stationnaire d’une chaˆıne de Markov re´currente au sens de
Harris. Conside´rons e´galement une estime´e gt obtenue par l’e´chantillonneur :
gt =
1
t
t∑
i=1
g(xi) (2.36)
La loi des grands nombres (assure´e par la re´currence au sens de Harris) impose que
gt → µg presque suˆrement. Supposons que la variance asymptotique
σ2g = lim
t→∞
t V arpi(gt) (2.37)
existe et est donne´e par :
σ2g = V arpi(g(X)) + 2
∞∑
k=1
Covpi(g(Xt)g(Xt+k)) (2.38)
Si la chaˆıne est ge´ome´triquement ergodique et que la fonction g satisfait une condition
de Lyapunov donne´e par : ∫
|g(x)|2+² dpi(x) <∞ (2.39)
avec ² > 0, alors le The´ore`me de la Limite Centrale (TLC) s’applique :
The´ore`me 4 Si la chaˆıne est ge´ome´triquement ergodique et g ve´rifie la condition de
Lyapunov (2.39) alors : √
t
gt − µg√
σ2g
D−−−→
t→∞
N (0, 1) (2.40)
Remarque 3 L’e´quation (2.40) peut e´galement eˆtre montre´e par la ve´rification de la
condition de drift ge´ome´trique pour une fonction finie V , avec la condition g2 ≤ V ,
remplac¸ant la condition de Lyapunov.
2.5 E´chantillonnage
Une fac¸on simple de mode´liser la sce`ne observe´e par une collection d’objets est de
construire un processus ponctuel marque´ spe´cifie´ par une densite´ de probabilite´ f . Ce-
pendant, cette densite´ n’est ge´ne´ralement connue qu’a` un facteur pre`s. Que ce soit en
infe´rence statistique ou en extraction d’objets dans une sce`ne, des techniques de type
Monte Carlo sont utilise´es du fait du calcul impossible de la constante de normalisa-
tion. Ce sont des techniques d’e´chantillonnage qui utilisent les e´chantillons ale´atoires
en tant qu’outil de calcul et permettent ainsi l’e´valuation d’inte´grales non calculables
analytiquement.
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2.5.1 Me´thodes MCMC
Les me´thodes de type Monte Carlo par Chaˆıne de Markov (MCMC) re´pondent au
proble`me d’e´chantillonnage de la fac¸on suivante : on construit une chaˆıne de Markov
discre`te {X0, X1, X2, . . .}, ayant un espace d’e´tat E, qui converge vers la distribution
recherche´e pi. La chaˆıne est conc¸ue pour eˆtre ergodique, c’est-a`-dire que la distribution
de probabilite´ sur E converge asymptotiquement vers pi inde´pendamment de l’initiali-
sation. De plus, ses transitions correspondent a` des perturbations simples de structures
sur E et sont donc simples a` simuler. Nous pouvons donc e´chantillonner selon pi de
la fac¸on suivante : partir d’un e´tat arbitraire dans E, simuler la chaˆıne pendant un
nombre d’ite´rations N suffisamment grand. A partir de N , les e´chantillons successifs
sont distribue´s suivant une loi proche de pi.
Les algorithmes de type MCMC les plus connus sont les algorithmes de type Metropolis-
Hastings et l’e´chantillonneur de Gibbs, largement utilise´s en analyse d’images (notam-
ment pour l’e´chantillonnage de champs de Markov). Les algorithmes de type Metropolis-
Hastings sont fonde´s sur la construction d’une chaˆıne de Markov a` temps discret dont
les transitions sont de´finies en deux e´tapes : une phase de proposition de perturbation
suivie de l’acceptation ou du rejet de la perturbation selon le rapport de vraisemblance
entre le nouvel e´tat et l’ancien e´tat et la fac¸on dont les propositions sont faites. L’al-
gorithme MCMC le plus simple est l’algorithme de Metropolis propose´ par [Metropolis
et al., 1953] dans lequel seul le rapport de vraisemblance intervient dans la phase d’ac-
ceptation. Une formulation plus ge´ne´rale a ensuite e´te´ donne´e par [Hastings, 1970]. La
me´thodologie pour simuler une distribution spe´cifie´e par une densite´ non normalise´e h
se de´crit comme suit (avec les notations utilise´es pour un espace discret, par soucis de
simplification d’e´criture) :
• Se donner une matrice de probabilite´ de proposition de perturbation
Q = (qij)i,j∈E , ou` qi. = q(i → .) est la densite´ de probabilite´ de proposition de
perturbation a` partir de i.
• Proposer un nouvel e´tat j selon q(i→ .).
• Accepter la perturbation de i a` j avec une probabilite´ αij , de´finie de fac¸on a`
ve´rifier la condition de micro-re´versibilite´ ou d’e´quilibre minutieux (“de-
tailed balance”, en anglais) :
P (k, l) h(l) = P (l, k) h(k) ∀k, l ∈ E (2.41)
ou` P est le noyau de transition de la chaˆıne ; ce qui revient a` ve´rifier que :
qkl αkl h(l) = qlk αlk h(k) ∀k, l ∈ E
La condition d’e´quilibre minutieux exprime le fait que, dans l’e´tat stationnaire, la pro-
babilite´ d’aller d’un e´tat d’e´quilibre i vers un e´tat j est la meˆme que celle d’aller d’un
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e´tat d’e´quilibre j vers un e´tat i. C’est une condition suffisante pour ve´rifier que h est
la mesure stationnaire de la chaˆıne {Xt}. Pour ve´rifier cette condition, le choix usuel
est le suivant : prendre αij = min{Rij , 1} avec un taux d’Hastings de´fini par :
Rij =
h(j) qji
h(i) qij
(2.42)
On retrouve l’algorithme propose´ par Metropolis en prenant un noyau de perturbation
syme´trique qji = qji.
L’e´chantillonneur de Gibbs est un cas particulier de l’algorithme d’Hastings, appli-
cable dans le cas les e´tats sont partitionne´s en coordonne´es i = (i1, ..., in). A chaque
e´tape, une seule des coordonne´es ik est mise a` jour conditionnellement aux valeurs des
autres coordonne´es. Les probabilite´s de propositions sont donc de´finies comme suit :
qikjk = P (ik → jk | i1, . . . , ik−1, ik+1, . . . , in) =
h(i1, . . . , ik−1, jk, ik+1, . . . , in)∑
l
h(i1, . . . , ik−1, l, ik+1, . . . , in)
(2.43)
L’inte´reˆt d’un tel choix est que la probabilite´ d’acceptation est toujours e´gale a` 1.
L’e´tape d’acceptation/rejet est donc retire´e de l’algorithme. Il faut ne´anmoins pouvoir
calculer la distribution de proposition donne´e par l’e´quation (2.43). Cet algorithme est
particulie`rement adapte´ a` l’e´chantillonnage des champs de Markov [Geman et Geman,
1984], pour lesquels la probabilite´ de proposition d’une nouvelle valeur jk en k ne de´pend
que de jk et des valeurs des coordonne´es voisines de la coordonne´e k (i.e. des pixels
voisins du pixel k, en image).
2.5.2 Me´thodes MCMC pour les processus ponctuels
Rappelons que la distribution pi d’un processus Markov objet est de´finie sur un
espace d’e´tat E de dimension variable, le nombre d’objets e´tant une variable ale´atoire.
La chaˆıne de Markov {Xt}t=0,1,... permettant la simulation d’un processus objet devra
donc eˆtre construite en conse´quence. Ainsi, des perturbations de type naissance et mort
d’un objet seront de´finies, permettant a` la chaˆıne de re´aliser de petits sauts entre les
espaces En (espaces de´finis dans l’e´quation 2.6). Deux types algorithmes sont propose´s
dans la litte´rature pour l’e´chantillonnage de processus spatiaux : les algorithmes de
type Naissance-Mort (NM) et les algorithmes de type Metropolis-Hastings (MH).
L’e´chantillonneur de type naissance-mort
L’e´chantillonneur de type naissance-mort est fonde´ sur les processus naissance et
mort [Preston, 1976, Ripley, 1977]. Initialement de´finie en temps continu, la simulation
d’un processus naissance et mort est la premie`re technique utilise´e en statistique pour
simuler les processus ponctuels de Markov. Les transitions a` partir d’un e´tat x sont
des naissances ou des morts, i.e. des ajouts ou des suppressions d’un point (ou d’un
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Initialisation par X0 = x0 avec x0 ∈ E / f(x0) > 0. Au temps t, Xt = x :
1. Tt est distribue´ exponentiellement de moyenne 1/(B(x) +D(x))
ou` B(x) =
∫
χ
b(x, u)dν(u) est le taux de naissance global
et D(x) =
∑
u∈x
d(x, u) est le taux de mort global
2. La transition suivante est une :
• naissance avec la probabilite´ B(x)/(B(x) +D(x))
→ ajout d’un nouveau point (marque´) u, ge´ne´re´
par rapport a` la densite´ de probabilite´ b(x, u)/B(x)
• mort avec la probabilite´ D(x)/(B(x) +D(x))
→ retrait d’un point (marque´) u, choisi avec la
probabilite´ d(x, u)/D(x)
Tab. 2.1 – Algorithme de type naissance-mort.
objet) u, avec des taux respectifs b(x, u) et d(x, u). Le plus souvent, les taux sont de´finis
comme suit :
b(x, u) =
f(x ∪ u)
f(x)
, u ∈ χ avec χ = F ou χ = F ×M
d(x, u) = 1 , u ∈ x
ou` f est la densite´ spe´cifiant le processus spatial a` e´chantillonner par rapport au proces-
sus de Poisson de re´fe´rence. Toutes les propositions de transitions sont accepte´es avec
la probabilite´ 1 mais le processus reste dans l’e´tat Xt pendant Tt, un temps de se´jour
distribue´ exponentiellement. La simulation d’un processus de naissance mort consiste
en la ge´ne´ration des e´tat successifs et du temps de se´jour comme cela est de´crit dans la
table 2.1. Un inconve´nient majeur de cet algorithme est que le calcul du taux global de
naissance est, en ge´ne´ral, difficile a` effectuer. Une solution est de remplacer b(x, u) par
une constante β telle que le taux global de naissance soit borne´ par βν(χ), et d’accepter
l’ajout d’un e´le´ment u avec la probabilite´ λ(u;x)/β, ou` λ(u;x) = f(x ∪ u)/f(x) (in-
tensite´ conditionnelle de Papangelou). Cette strate´gie marche relativement bien lorsque
les interactions sont faibles. Si l’intensite´ conditionnelle est fortement pique´e, les pro-
babilite´s d’acceptation auront tendance a` eˆtre trop petites et l’algorithme perdra en
efficacite´.
Algorithme de type Metropolis-Hastings
[Geyer et Møller, 1994, Geyer, 1999, Green, 1995] reprennent le formalisme in-
troduit par Hastings (de´crit dans le paragraphe 2.5.1) et l’adaptent au cas des pro-
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cessus spatiaux en construisant une chaˆıne pouvant re´aliser de petits sauts entre des
espaces de dimensions diffe´rentes ; d’ou` le nom de me´thodes de Monte Carlo par
chaˆıne de Markov a` sauts re´versibles (Reversible Jump Markov Chain Monte
Carlo (RJMCMC), en anglais). La me´thodologie reste la meˆme que celle de l’algo-
rithme de Metropolis-Hastings classique mais ce sont des mesures qui sont conside´re´es
plutoˆt que des densite´s.
• la densite´ non normalise´e h est remplace´e par une mesure pi sur E =
∞⋃
n=0
En ;
• la densite´ de probabilite´ q(x → ·) est remplace´e par un noyau de proposition
Q(x→ ·) ;
• le calcul du taux d’acceptation (taux de Green) se fait via la de´finition d’une
mesure syme´trique ψ sur E ×E par rapport a` laquelle on peut de´finir la de´rive´e
de Radon-Nikodym de piQ(A,B) =
∫
A
Q(x→ B) dpi(x) .
Initialisation par X0 = x0 avec x0 ∈ E / f(x0) > 0. Au temps t, Xt = x :
1. Proposer y ∼ Q(x→ .)
2. E´valuer le taux de Green R(x,y) donne´ par l’e´quation (2.51)
3. Accepter y avec la probabilite´ α(x,y) = min(1, R(x,y))
Tab. 2.2 – Algorithme de type Metropolis-Hastings pour les processus ponctuels.
Les e´tapes de l’algorithme MCMC a` sauts re´versibles suivant une dynamique de
Metropolis-Hastings sont re´sume´es dans la table 2.2. A chaque ite´ration, une pertur-
bation de l’e´tat courant x vers un nouvel e´tat y est propose´e suivant un noyau de
proposition Q(x→ .). La perturbation est accepte´e avec une probabilite´ α(x,y). Celle-
ci est calcule´e de fac¸on a` ve´rifier la condition de re´versibilite´ de la chaˆıne (impliquant
que pi est la mesure stationnaire de la chaˆıne Xt). L’expression de cette condition est
donne´e par l’e´quation suivante :
∫
A
P (x, B) dpi(x) =
∫
B
P (y, A) dpi(y) ∀A,B ∈ B (2.44)
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ou` B de´signe la tribu associe´e a` E et P est le noyau de transition de Xt, de´fini comme
suit :
P (x, A) = P (Xt+1 ∈ A | Xt = x)
=
∫
A
α(x,y) dQx(y)︸ ︷︷ ︸
Acceptation
+1(x ∈ A)
∫
E
(1− α(x,y)) dQx(y)︸ ︷︷ ︸
Rejet
(2.45)
ou` 1(.) correspond a` la fonction indicatrice et Qx(.) = Q(x → .). Pour ve´rifier (2.44),
il suffit de ve´rifier que :
∫
A
∫
B
α(x,y) dQx(y) dpi(x) =
∫
B
∫
A
α(y,x) dQy(x) dpi(y) ∀A,B ∈ B (2.46)
Pour de´finir une fonction α ve´rifiant cette e´galite´, [Green, 1995] propose de se donner
une mesure syme´trique ψ sur E × E telle que que pour tout bore´lien A et B :
ψ(A,B) = 0 =⇒ piQ(A,B) =
∫
A
Q(x→ B) dpi(x) = 0
i.e. telle que piQ soit absolument continue par rapport a` ψ. On peut alors de´finir
une fonction unique D telle que :∫
A
Q(x→ B) pi(dx) =
∫
A×B
D(x,y) dψ(x,y) (2.47)
La fonction D est appele´e la de´rive´e de Radon-Nikodym (ou la densite´) de pi Q
par rapport a` ψ. Une fois ψ de´finie, on peut donc re´crire l’e´quation (2.46) de la fac¸on
suivante :∫
A
∫
B
α(x,y) D(x,y) dψ(x,y) =
∫
B
∫
A
α(y,x)D(y,x) dψ(y,x) (2.48)
Puisque ψ est syme´trique, il suffit de ve´rifier :
α(x,y)D(x,y) = α(y,x)D(x,y) ∀x,y ∈ E (2.49)
Plusieurs choix sont possibles pour la probabilite´ d’acceptation. Dans le cas d’un espace
d’e´tat fini, [Peskun, 1973] a montre´ que le choix optimal pour α est de prendre cette
probabilite´ aussi grande que possible afin de re´duire l’auto-corre´lation de la chaˆıne {Xt}.
Le choix usuel pour α ve´rifiant l’e´quation (2.49) est alors :
α(x,y) = min {1, R(x,y)} (2.50)
ou` R est le taux de Green donne´ par :
R(x,y) =
D(y,x)
D(x,y)
(2.51)
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ou` D est la de´rive´e de Radon-Nikodym de piQ par rapport a` la mesure syme´trique ψ.
Le premier algorithme de type MH pour la simulation d’un processus de point
spe´cifie´ par une densite´ f par rapport a` la mesure µ d’un processus de Poisson uniforme
est celui propose´ par [Geyer et Møller, 1994]. Les perturbations propose´es consistent
en l’ajout d’un point uniforme´ment dans la re´gion observe´e F ⊂ R2 ou la suppression
d’un point choisi uniforme´ment dans la configuration courante. Ces perturbations cor-
respondent au mouvement le plus simple pour passer de En a` En+1 et re´ciproquement :
le mouvement re´versible de type “naissance et mort” uniforme. Le noyau de proposition
Q utilise´ correspond a` une “naissance et mort” uniforme ou` la naissance est propose´e
avec la probabilite´ pb et la mort avec la probabilite´ pd = 1− pb :
Q(x→ A) = pb Qb(x→ A) + pd Qd(x→ A) (2.52)
ou` Qb et Qd sont des sous-noyaux, correspondant respectivement a` la naissance et a` la
mort d’un point, et de´finis comme suit :
Qb(x→ A) =
∫
F
1A(x ∪ u) 1|F | du (2.53)
Qd(x→ A) =
∑
u∈x
1A(x \ u) 1
n(x)
(2.54)
Remarque 4 Le choix usuel pour les probabilite´s de choix de mouvement est de prendre
pb = pd = 0.5.
Il reste a` trouver une mesure syme´trique sur E × E par rapport a` laquelle de´river
piQ. Remarquons que les deux parties du noyau n’incluent que des mouvements de En
a` En+1 et re´ciproquement. Nous pouvons donc restreindre l’e´tude aux ensembles de
la tribu associe´e a` E tels que An ⊆ En et Bn+1 ⊆ En+1. L’expression des mesures
piQ(An, Bn+1) et piQ(, Bn+1, An) sont les suivantes :∫
An
Q(x, Bn+1) dpi(x) = pb
∫
An
[∫
F
1Bn+1(x ∪ u)
du
|F |
]
f(x) dµ(x) (2.55)∫
Bn+1
Q(x, An) dpi(x) = pd
∫
Bn+1
[∑
u∈x
1An(x \ u)
1
n(x)
]
f(x) dµ(x) (2.56)
Soit ψ+n de´finie sur En × En+1 et ψ−n sur En+1 × En+1 par :
ψ+n (An, Bn+1) =
∫
An
∫
F
1Bn+1(x ∪ u) dν(u) dµ(x) (2.57)
ψ−n (Bn+1, An) =
∫
Bn+1
∑
u∈x
1An(x \ u) dµ(x) (2.58)
ou` ν est la mesure d’intensite´ du processus ponctuel de re´fe´rence. Celui-ci e´tant pris
uniforme, ν est e´gale a` la mesure de Lebesgue multiplie´e par l’intensite´ λ. Il est facile de
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montrer que ces deux mesures de´finissent une mesure syme´trique ψn sur {En×En+1}∪
{En+1 × En} en de´composant la mesure µ du processus de Poisson de re´fe´rence de la
meˆme fac¸on que cela est fait dans l’e´quation (2.2) :
ψ−n (Bn+1, An) =
e−λ|F |
(n+ 1)!
∫
Fn+1
1Bn+1(x
+)
∑
u∈x
1An(x
+ \ u)︸ ︷︷ ︸
(n+1)1An ({x1,...,xn})
dνn+1(x1, . . . , xn+1)
ψ−n (Bn+1, An) =
e−λ|F |
n!
∫
F
∫
Fn
1Bn+1(x
− ∪ xn+1) 1An(x−) dνn(x1, . . . , xn)dν(xn+1)
ψ−n (Bn+1, An) = ψ
+
n (An, Bn+1)
ψ est ensuite de´finie sur E ×E comme la mesure concentre´e sur ⋃∞n=0{{En ×En+1} ∪
{En+1 × En}} et e´gale a` ψn sur {En × En+1} ∪ {En+1 × En}. Elle est syme´trique et
ve´rifie bien la proprie´te´ : ψ(A,B) = 0 =⇒ piQ(A,B) = 0. Finalement, la de´rive´e de
Radon-Nikodym dans le cas d’une naissance uniforme sur F se de´duit directement des
e´quations (2.55) et (2.57) :
D(x,x ∪ u) = pb f(x)
λ|F | (2.59)
De meˆme, la de´rive´e de Radon-Nikodym dans le cas d’une mort uniforme dans la
configuration x se de´duit directement des e´quations (2.56) et (2.58) :
D(x,x \ u) = pd f(x)
n(x)
(2.60)
Finalement, les taux de Green R(x,x ∪ u) et R(x,x \ u) respectivement associe´s a`
une naissance et a` une mort sont :
R(x,x ∪ u) = pd
pb
λ|F |
n(x) + 1
f(x ∪ u)
f(x)
(2.61)
R(x,x \ u) = pb
pd
n(x)
λ|F |
f(x \ u)
f(x)
(2.62)
Remarque 5 La plupart du temps, le rapport pd
pb
n’intervient pas, le choix usuel e´tant
de prendre pd = pb = 0.5 (“probabilite´ de proposer une naissance” = “probabilite´ de
proposer une mort” ).
Remarque 6 La meˆme me´thodologie peut eˆtre applique´e pour un processus de re´fe´rence
non homoge`ne de mesure d’intensite´ ν. Dans ce cas, si l’on propose les nouveaux points
avec une probabilite´ proportionnelle a` ν, on retrouve les meˆmes taux d’acceptation.
Remarque 7 Dans le cas de processus ponctuels marque´s, ces taux sont encore valables
si le processus de re´fe´rence est un processus ponctuel marque´ de Poisson de mesure
d’intensite´ ν ⊗ PM (donne´e par l’e´quation (2.4)) et si les marques associe´es a` l’objet
propose´ (dans le cas d’une naissance) sont ge´ne´re´es suivant la mesure de probabilite´
associe´e aux marques PM .
54 Extraction d’objets par processus ponctuels marque´s
2.5.3 Construction efficace de l’algorithme MCMC a` sauts re´versibles
Bien qu’il soit suffisant de de´finir un noyau de type “naissance et mort” uni-
forme dans l’algorithme MH pour e´chantillonner un processus Markov objet [Geyer
et Møller, 1994], la formulation propose´e par [Green, 1995] permet de de´finir d’autres
types de perturbations rendant l’algorithme plus efficace, comme des petites perturba-
tions d’objets ou des fusions et divisions d’objets. Ainsi, le noyau de proposition Q peut
eˆtre de´compose´ en sous-noyaux qi, chacun correspondant a` un mouvement re´versible
(naissance-mort, fusion-division, transformations syme´triques, etc.). L’algorithme uti-
lisant cette de´composition de noyaux est donne´ dans la table 2.3. L’algorithme est le
Initialisation par X0 = x0 avec x0 ∈ E / f(x0) > 0. Au temps t, Xt = x :
1. Choisir ale´atoirement un type de perturbation i
2. Proposer y ∼ qi(x→ .)
3. E´valuer le taux de Green Ri(x,y) donne´ par l’e´quation (2.63)
4. Accepter y avec la probabilite´ αi(x,y) = min(1, Ri(x,y))
Tab. 2.3 – Algorithme MH avec une de´composition du noyau de proposition.
meˆme que dans la table 2.2, en remplac¸ant Q par un noyau choisi ale´atoirement qi. A
chaque noyau qi, est associe´e la de´rive´e de Radon-Nikodym correspondante : Di =
dpiqi
dψi
.
Et de la meˆme fac¸on que pre´ce´demment, le taux de Green associe´ a` une perturbation
de type i de x a` y est donne´ par :
Ri(x,y) =
Di(y,x)
Di(x,y)
(2.63)
En effet, il suffit que chaque sous-noyau ve´rifie la condition de re´versibilite´ (2.44) pour
que le noyau global ve´rifie lui-meˆme cette condition.
2.5.4 Quel algorithme choisir ?
Graˆce au calcul des taux de naissance, l’e´chantillonneur de type Naissance-Mort
(NM) a l’avantage de rejoindre rapidement les configurations de plus grande vrai-
semblance. A l’inverse, l’e´tape d’acceptation/refus de l’algorithme Metropolis-Hastings
(MH) est pe´nalisante en terme de vitesse de convergence : de nombreuses proposi-
tions de perturbation sont refuse´es lorsque la vraisemblance est pique´e (tempe´rature
faible) [Clifford et Nicholls, 1994]. Cependant, les taux de naissance sont en ge´ne´ral
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difficiles a` calculer et doivent eˆtre remis a` jour a` chaque ite´ration de l’algorithme NM.
Par conse´quent, une ite´ration de l’e´chantillonneur NM est nettement plus lourde en
temps de calcul qu’une ite´ration de type MH. Meˆme pour des mode`les simples tels que
le processus de Strauss, pourtant bien adapte´s a` un e´chantillonnage NM, [Imberty et
Descombes, 2000] montrent que l’algorithme NM n’est efficace que dans le cas d’une
intensite´ faible (peu de points) et d’interactions a` faible porte´e (faible rayon d’interac-
tion). Plus simple a` implanter, l’algorithme MH est en ge´ne´ral plus efficace en termes
de temps de calcul (meˆme avec un unique noyau “naissance et mort” uniforme) ; et
il l’est d’autant plus que les interactions sont fortes. Or, l’inte´reˆt des processus Mar-
kov objets pour l’extraction d’objets en imagerie est de pouvoir facilement inte´grer des
connaissances a priori sur l’agencement des objets dans la sce`ne (alignement des arbres,
connectivite´ des routes, alignement des baˆtiments, etc.). Les mode`les propose´s dans ce
cadre sont donc caracte´rise´s par de fortes interactions entre les objets. On aura donc
tout inte´reˆt a` utiliser un algorithme de type MH.
De plus, ce type d’algorithme est beaucoup plus flexible que l’algorithme NM. Ainsi,
comme nous l’avons indique´ dans le paragraphe pre´ce´dent, le noyau de proposition
peut se de´composer en sous-noyaux, chacun correspondant a` un mouvement re´versible.
Ainsi, de petites perturbations d’objets, telles que des rotations ou des translations,
sont souvent propose´es puisqu’elles correspondent a` un raccourci entre une mort suivi
d’une naissance et sont tre`s utiles lorsqu’un objet est approximativement bien place´.
D’autres perturbations peuvent eˆtre particulie`rement adapte´es a` un type de mode`le.
Par exemple, dans le cas de mode`les faisant intervenir des interactions attractives, il est
pertinent de proposer des naissances dans un voisinage des objets de la configuration
courante. Dans le cas d’objets complexes tels que des polygones, des perturbations de
type fusion/division seront e´galement tre`s utiles pour sortir d’optima locaux. Enfin,
des champs externes fonde´s sur une pre´-de´tection de bas niveau, peuvent d’eˆtre utilise´s
pour de´finir une naissance fonde´e sur ce champs externe, plus pertinente qu’une nais-
sance uniforme. L’efficacite´ de l’algorithme sera donc conditionne´e par la fac¸on dont on
a construit l’algorithme, ou plutoˆt le noyau de proposition.
Par conse´quent, l’algorithme a` utiliser pour l’e´chantillonnage de processus construits
pour la mode´lisation de la sce`ne par une collection d’objets (objets dont l’agencement
dans la sce`ne est caracte´rise´ par de fortes interactions) est, sans aucun doute, l’algo-
rithme de type Metropolis-Hastings avec de´composition du noyau, ou` chaque
sous-noyau est adapte´ aux objets a` extraire et correspond a` des perturbations perti-
nentes (guide´es par les contraintes, les donne´es, etc.).
2.5.5 Sous quelles conditions l’algorithme converge-t-il ?
Tous les algorithmes que nous avons pre´sente´s ve´rifient la stationnarite´ de pi (me-
sure d’inte´reˆt) par rapport a` {Xt}, la chaˆıne de Markov construite. En effet, ils sont
construits de fac¸on a` ve´rifier la re´versibilite´ du noyau de transition de la chaˆıne par rap-
port a` pi, ce qui implique la stationnarite´ de pi. Cependant, la stationnarite´ ne suffit pas
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a` garantir la convergence vers la mesure pi. Des conditions supple´mentaires, fonde´es sur
les proprie´te´s des chaˆınes de Markov de´crites dans le paragraphe 2.4, sont a` ve´rifier. La
condition de stabilite´ locale d’un processus ponctuel est particulie`rement inte´ressante
pour montrer la convergence ergodique. Conside´rons en premier lieu l’algorithme MH
(table 2.2) avec un noyau de type “naissance et mort” uniforme dont les taux de Green
associe´s a` une naissance et une mort sont donne´s par les e´quations 2.61 et 2.62 avec
pb = pd = 1. Soit A un tel algorithme avec n’importe quelle condition initiale (de densite´
de probabilite´ non nulle). [Geyer et Møller, 1994, Geyer, 1999] montrent que :
Proposition 3 Si la condition de stabilite´ locale (e´quation (2.16)) est ve´rifie´e
par la densite´ non normalise´e du processus, alors l’algorithme A simule une chaˆıne de
Markov ge´ome´triquement ergodique.
Autrement dit, la chaˆıne ainsi construite converge ergodiquement vers pi avec une vitesse
ge´ome´trique. Pour un autre noyau, la preuve de convergence devra eˆtre e´tablie (au moins
de la convergence ergodique). Regardons alors plus en de´tail comment [Geyer et Møller,
1994, Geyer, 1999] e´tablissent la convergence de la chaˆıne sous la condition de stabilite´
locale du processus.
Irre´ductibilite´
Si la condition de stabilite´ locale (e´quation (2.16) est ve´rifie´e par la densite´ non
normalise´e h du processus, alors la probabilite´ d’accepter le retrait d’un e´le´ment u de
la configuration courante x est plus grande que :
min
(
1,
n(x)
λ|F |
h(x \ u)
h(x)
)
≥ 1
Mλ|F | (2.64)
ou` M est la constante de la condition (2.16)), prise assez grande pour que 1
Mλ|F | < 1.
Rappelons que la probabilite´ pd de choisir une mort est e´gale a` 1/2. Aussi, P (∅, {∅}) ≥ 12
ou` ∅ de´note la configuration vide et {∅} l’ensemble compose´ de la configuration vide
({∅} = E0) . Si t ≥ n(x), on a donc :
P t(x, {∅}) ≥ P n(x)(x, {∅})P t−n(x)(∅, {∅}) ≥
(
1
2Mλ|F |
)t
(2.65)
Cela implique alors que la probabilite´ d’atteindre l’ensemble {∅} en un nombre fini
d’ite´rations (t ≥ n(x)), a` partir de n’importe quelle configuration finie x, est positive.
Posons φ mesure sur B (tribu de E) de´finie par :
φ(A) = 1(∅ ∈ A)
L’e´quation (2.65) implique donc la φ-irre´ductibilite´. Par la proposition 1, si pi est la
mesure stationnaire, alors la chaˆıne est pi-irre´ductible.
E´chantillonnage 57
Ape´riodicite´
La proprie´te´ la plus facile a` ve´rifier est l’ape´riodicite´ puisqu’il suffit de ve´rifier qu’il
existe un e´tat tel que la probabilite´ de rester dans cet e´tat soit supe´rieure a` 0 (la chaˆıne
est alors fortement ape´riodique). Ainsi, l’ape´riodicite´ est ve´rifie´e par n’importe quel
e´chantillonneur qui a des probabilite´s non nulles de rejet, dont l’algorithme A.
Ensembles petits
Soit C = {x ∈ E : n(x) ≤ m} et c la partie droite de l’e´quation (2.65), alors :
Pm(x, A) ≤ c φ(A) ∀A ∈ B ∀x ∈ C
Ainsi, l’e´quation (2.65) implique e´galement que n’importe quel ensemble pour lequel
n(x) est borne´ est petit.
Ergodicite´ ge´ome´trique
La probabilite´ d’accepter l’ajout d’un e´le´ment u ve´rifie :
min
(
1,
λ|F |
n(x) + 1
h(x ∩ u)
h(x)
)
≤ Mλ|F |
n(x) + 1
(2.66)
Pour tout ² ∈]0, 1[, cette probabilite´ est infe´rieure a` ² quand n(x) ≥ K² avecK² = Mλ|F |²
De plus, si n(x) ≥ K², la probabilite´ d’accepter un retrait ve´rifie :
min
(
1,
n(x)
λ|F |
h(x \ u)
h(x)
)
≥ min
(
1,
n(x)
Mλ|F |
)
= 1 (2.67)
Posons V (x) = An(x), ou` A > Mλ|F |. Soit x ∈ En. Remarquons que l’e´tat suivant
ne pourra appartenir qu’a` En+1 ou En−1 dans le cas de l’acceptation d’une naissance
ou d’une mort ou En dans le cas d’un rejet. On a alors pour : n ≥ K²
E[V (X1)|X0 = x] =
∫
V (y)P (x, dy)
=
∫
En+1
An+1P (x, dy) +
∫
En
AnP (x, dy) +
∫
En−1
An−1P (x, dy)
= An
(
A P (x,En+1) + P (x,En) +
1
A
P (x,En−1)
)
≤ V (x)
(
1
2
²A+
1
2
+
1
2
1
A
)
︸ ︷︷ ︸
B(²)
le facteur 1/2 correspondant aux probabilite´s de proposer une mort ou une naissance.
Puisque le choix de ² est libre et que B(²) converge vers 12(1 +
1
A
) quand ² tend vers 0,
on peut choisir ² tel que :
E[V (X1)|X0] ≤ λV (x) , n(x) ≥ K²
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avec λ < 1. Pour C = {x ∈ E : n(x) ≤ K²}, la condition de drift pour la re´currence
(2.31) est ve´rifie´e. Il y a donc convergence ergodique puisque l’irre´ductibilite´ et l’ape´riodicite´
ont e´te´ ve´rifie´es. Pour x /∈ C, la condition de drift ge´ome´trique (2.34) est e´galement
ve´rifie´e. Pour x ∈ C, E[V (X1)|X0 = x] ≤ AKe+1. La condition de drift ge´ome´trique
(2.34) est donc ve´rifie´e pour b = AKe+1. La chaˆıne ainsi construite est donc ge´ome´triquement
ergodique.
Ajout de sous-noyaux
Supposons a` pre´sent que l’on de´finisse un noyau compose´ du noyau “naissance et
mort” uniforme et de sous-noyaux correspondant a` des perturbations ou` aucun saut
entre les espace En (par exemple : translation d’un point, rotation d’un objet, etc.).
Sous la condition de stabilite´ locale, on obtient avec la meˆme proce´dure la conver-
gence ergodique (ergodicite´ ge´ome´trique). En revanche, avec tout autre sous-noyau
permettant de re´aliser des petits sauts, il faudra ve´rifier que les probabilite´s d’accepter
des ajouts et des retraits d’objet sont telles que la convergence ergodique puisse eˆtre
ve´rifie´e.
2.5.6 De´tecter la convergence en pratique
Une fois que l’e´chantillonneur a e´te´ de´fini, il reste le proble`me du crite`re d’arreˆt
de l’algorithme. Nous avons montre´ comment ve´rifier la convergence ergodique de
l’e´chantillonneur. Cependant, meˆme dans le cas d’une ergodicite´ ge´ome´trique, ces re´sultats
the´oriques ne nous disent pas quand arreˆter l’algorithme. Parfois, il est ne´anmoins pos-
sible que l’algorithme lui-meˆme indique que l’e´quilibre a e´te´ atteint. Des e´chantillons
exacts plutoˆt qu’approxime´s sont alors obtenus. Ce sont des me´thodes appele´es me´thodes
de simulation exacte [Kendall et Møller, 2000, van Lieshout, 2000]. Elles sont utilise´es
en infe´rence statistique ou` il est important d’eˆtre suˆr d’avoir converge´ pour le calcul
des statistiques d’inte´reˆt. Pour la de´tection d’objet, l’importance est moindre et la com-
plexite´ des mode`les rend la mise en oeuvre des me´thodes de simulation exacte de´licate.
Nous utiliserons plutoˆt un crite`re d’arreˆt fonde´ sur la de´tection de la convergence de
moyenne(s) empirique(s), ce type de de´tection fournissant un diagnostic fiable pour
algorithmes MCMC [Robert et Casella, 1999].
Conside´rons la moyenne empirique d’une fonction g obtenue par l’e´chantillonneur
au temps t :
gt =
1
t
t∑
i=1
g(xi)
Par exemple, un choix typique pour g est de conside´rer la fonction mesurant le nombre
de points d’une configuration : g(x) = n(x). Pour une plus grande fiabilite´, on pourra
e´galement conside´rer la convergence de plusieurs moyennes empiriques : nombre de
points total, nombre de points en interaction, etc. Nous donnons ici une fac¸on d’effectuer
le diagnostic pour une fonction mesurable g quelconque. Apre`s un nombre minimal
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d’ite´rations tmin, la moyenne empirique est e´value´e apre`s toutes les N ite´rations :
gk =
1
k
k∑
i=1
g(xl(i))
ou` l(i) = tmin + 1 + N(i − 1). Un tel sous-e´chantillonnage permet de limiter l’effet
d’auto-corre´lation de la chaˆıne. Or, une chaˆıne suivant une dynamique de Metropolis-
Hastings est particulie`rement corre´le´e puisque, d’une part, les perturbations propose´es
sont de petites modifications de la configuration courante (petits sauts, perturbation
d’un seul e´le´ment) et, d’autre part, ces perturbations sont souvent refuse´es : xt+1 = xt.
Soit Mref la moyenne empirique e´value´e a` l’instant tref . La diffe´rence absolue entre
Mref et la moyenne suivante, i.e. calcule´e a` l’ite´ration (tref +N), est e´value´e. Si cette
diffe´rence est infe´rieure a` une petite constante ² (=test ve´rifie´), on poursuit le test entre
Mref et la moyenne calcule´e a` l’ite´ration (tref +2N). On proce`de ainsi tant que le test
est ve´rifie´. Si le test est ve´rifie´ pour ntest ite´rations successives, alors la convergence est
suppose´e atteinte. Si le test n’est pas ve´rifie´ pour une ite´ration j, alors la proce´dure de
test est re´initialise´e avec tref = j. L’algorithme correspondant est donne´ dans la table
2.4.
1. Effectuer tmin + 1 ite´rations de l’algorithme d’e´chantillonnage
2. Initialiser : t = tmin + 1, k = 1 , Mref = g(xt) , T = 0
3. E´valuer : gk =
(k − 1) gk−1 + g(xt)
k
4. Tester :

Si |gk −Mref | < ² , T = T + 1
Sinon, T = 0 et Mref = gk
5. Si T = ntest , arreˆt de l’algorithme
Sinon : a. Effectuer N ite´rations de l’algorithme
d’e´chantillonnage
b. Mettre a` jour k = k + 1 , t = t+N
c. Aller en 3
Tab. 2.4 – Crite`re d’arreˆt fonde´ sur la convergence de moyenne empirique.
2.6 Optimisation
Afin d’extraire la collection d’objets pre´sente dans l’image dont nous disposons,
nous cherchons une configuration qui maximise la densite´ f du processus par rapport
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au processus de Poisson de re´fe´rence. C’est un proble`me non convexe dont l’optimisation
directe est impossible du fait de la grande taille de l’espace d’e´tat E, de´fini par l’e´quation
2.6. L’optimisation se fait donc ge´ne´ralement par un recuit simule´ permettant d’estimer
ce maximum.
2.6.1 Recuit simule´
Cet algorithme est donne´ dans la table 2.5. Il permet d’acce´der aux pics de la
Simulations successives de processus spe´cifie´s par une densite´ fT par rapport
au processus de re´fe´rence :
fT (x) ∝ [hd(x)hp(x) ]1/T
avec T diminuant pas a` pas vers ze´ro.
Tab. 2.5 – Recuit simule´.
densite´ en simulant successivement des processus de´finis par la densite´ f a` la puissance
1/T , la tempe´rature T diminuant pas a` pas vers ze´ro. Les simulations successives sont
re´alise´es par un algorithme d’e´chantillonnage de´crit dans le paragraphe 2.5. Remarquons
que, si T = ∞, alors le processus simule´ correspond au processus de re´fe´rence. Au
de´but de l’algorithme (tempe´rature e´leve´e), le processus n’est pas tre`s se´lectif. Cela
permet de passer d’un mode a` l’autre de la densite´ assez facilement. Plus la tempe´rature
diminue, plus les configurations ayant une densite´ e´leve´e sont favorise´es. Enfin, pour une
tempe´rature nulle la densite´ du processus correspond a` des diracs au niveau des maxima
globaux de la densite´. Une preuve de convergence pour une de´croissance logarithmique
de la tempe´rature T est donne´e dans [van Lieshout, 1993] (avec un e´chantillonneur de
type naissance-mort). Ce sche´ma the´orique est de la forme suivante :
T (t) =
c
log(1 + t)
(2.68)
ou` c est plus grand que la profondeur du plus profond minimum local de l’e´nergie U
qui n’est pas un minimum global. Rappelons qu’un minimum de l’e´nergie correspond a`
un maximum de la densite´ : f(x) = exp(−U(x)).
2.6.2 Sche´ma de de´croissance ge´ome´trique
Le sche´ma de de´croissance the´orique ne garantit la convergence qu’en un temps
infini. Mais en pratique, l’algorithme est ite´re´ en un nombre fini d’ite´rations. Or, une
de´croissance logarithmique est tre`s lente comparativement a` un sche´ma de de´croissance
ge´ome´trique de´fini par :
T (t+ 1) = c T (t) (2.69)
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ou` c est une constante proche de 1. C’est un des sche´ma les plus largement utilise´s du fait
de sa simplicite´. La constante choisie pour les processus ponctuels devra eˆtre plus e´leve´e
que celles ge´ne´ralement choisies pour les champs de Markov. En effet, pour les processus
ponctuels marque´s une ite´ration ne correspond qu’a` la perturbation d’un objet ou deux,
alors que pour les champ de Markov une ite´ration correspond a` un balayage sur tous
les pixels de l’image. Ainsi, dans le chapitre 3, nous utiliserons majoritairement la
constante c = 0.999999 avec une de´croissance a` chaque ite´ration. Dans les cas difficiles,
ou` il est important de de´croˆıtre lentement en tempe´rature, nous pourrons utiliser une
de´croissance par palier : la de´croissance n’est alors applique´e que toutes les N ite´rations.
2.6.3 Sche´ma de de´croissance adaptatif
Un choix plus pertinent consiste a` utiliser un sche´ma adaptatif de la tempe´rature
qui ajuste la tempe´rature suivant le comportement de l’algorithme. L’ide´e est de rester
le plus proche de l’e´quilibre tout en diminuant la tempe´rature le plus vite possible.
Une imple´mentation de cette ide´e est de´crite par [Hoffmann et al., 1991]. Elle consiste
a` implanter un sche´ma ge´ome´trique par palier ou` la longueur des paliers de´pend des
fluctuations de la moyenne empirique de l’e´nergie. Remarquons que lorsque l’e´quilibre
est atteint, cette moyenne est suppose´e fluctuer autour de la vrai valeur. L’e´nergie
moyenne empirique est e´value´e sur des intervalles de temps re´guliers. Pour l’intervalle
i = [ti, ti +N ], l’e´nergie moyenne est :
〈U〉i = 1
N
ti+N∑
k=ti
U(xk) (2.70)
La tempe´rature reste constante sur chaque intervalle de longueur N . Lorsque la fin
d’un intervalle i est atteinte, on compare l’e´nergie moyenne avec celle de l’intervalle
i− 1. La de´croissance est accepte´e seulement si la nouvelle moyenne est supe´rieure a` la
pre´ce´dente :
Ti =
{
Ti−1 si 〈U〉i+1 ≤ 〈U〉i
c Ti−1 si 〈U〉i+1 > 〈U〉i (2.71)
Ainsi, on est assure´ de remonter au moins une fois en e´nergie a` la meˆme tempe´rature
et donc de ne pas eˆtre trop e´loigne´ de l’e´quilibre. C’est ce sche´ma que nous utilisons
pour l’e´chantillonnage des processus d’objets complexes (chapitres 4 et 5).
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Chapitre 3
Extraction des re´seaux line´iques
par processus de segments
Nous proposons dans ce chapitre de re´aliser une extraction non supervise´e du re´seau
line´ique (routes, rivie`res) pre´sent dans des images ae´riennes ou satellitaires via une
mode´lisation du re´seau par une collection de segments, ou` chaque segment correspond
a` une section de route ou de rivie`re. Pour cela, nous nous plac¸ons dans un cadre
stochastique et utilisons des processus ponctuels marque´s comme mode`les a priori.
Nous de´crivons tout d’abord trois mode`les a priori permettant d’incorporer de fortes
contraintes ge´ome´triques et topologiques qui caracte´risent les re´seaux d’inte´reˆt au tra-
vers de la de´finition d’interaction entre segments. Les deux derniers mode`les sont des
extensions du mode`le “Candy”, introduit par [Stoica, 2001] pour l’extraction du re´seau
routier. Ces deux extensions font intervenir des coefficients mesurant la qualite´ des in-
teractions entre objets. Nous expliquons ensuite comment construire le terme d’attache
aux donne´es. Plusieurs approches sont propose´es, chacune d’entre elles e´tant fonde´e
sur une e´valuation de l’homoge´ne´ite´ locale du re´seau et du contraste avec son envi-
ronnement proche. Le choix de l’approche pourra se faire selon l’importance donne´e
a` la pre´cision de l’extraction par rapport a` celle donne´e a` l’efficacite´ de l’algorithme.
Une fois le mode`le complet de´fini, il reste le proble`me du choix des parame`tres. Nous
proposons ici un calibrage des parame`tres assurant que la configuration optimale ve´rifie
de bonnes proprie´te´s. L’optimisation est re´alise´e par recuit simule´ sur un algorithme
MCMC a` sauts re´versibles, construit de fac¸on a` acce´le´rer la convergence par l’ajout de
perturbations pertinentes. Les premiers re´sultats expe´rimentaux obtenus permettent de
ve´rifier l’inte´reˆt d’une prise en compte de la qualite´ des interactions de fac¸on continue.
La performance de cette mode´lisation par processus de segments est finalement montre´e
sur de nombreux exemples. En effet, le re´seau obtenu par recuit simule´ est en ge´ne´ral
constitue´ de longues branches continues et de faible courbure, et pre´sente relativement
peu de surde´tections et d’omissions e´tant donne´ le caracte`re comple`tement automatique
de la me´thode.
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3.1 Mode`les a priori
Comme nous l’avons vu dans le chapitre 2, une fac¸on simple de proce´der pour intro-
duire un a priori sur l’agencement des objets dans la sce`ne est de de´finir un processus
de Poisson de re´fe´rence et de construire une densite´ hp incorporant des connaissances
a priori sur la forme des objets et leur agencement et permettant de spe´cifier un pro-
cessus par rapport au processus de re´fe´rence. Apre`s une bre`ve description du processus
de re´fe´rence, nous pre´sentons dans ce paragraphe trois densite´s a priori initialement
construites pour la mode´lisation de re´seaux routiers.
3.1.1 Processus de re´fe´rence
Le processus de re´fe´rence utilise´ dans ce chapitre est un processus de Poisson ho-
moge`ne (ou uniforme) sur la feneˆtre d’observation F . Comme illustre´ par la figure 3.1,
les objets (i.e. les points marque´s) du processus sont des segments. Chaque segment
s ∈ s est de´crit par :
• son centre p = (x, y) ∈ F = [0, Xmax]× [0, Ymax]
• sa longueur L ∈ [Lmin, Lmax]
• son orientation θ ∈ [0, pi]
θ
max
max
y
Y
F
L
x X
Fig. 3.1 – Objet type du processus.
Sous la mesure µ du processus de re´fe´rence, le nombre de points suit une loi de
Poisson ; les points (i.e. centres des segments) sont uniforme´ment distribue´s dans F ;
et les marques associe´es (i.e. leurs longueurs et leur orientations) sont uniforme´ment
distribue´es dans M = [Lmin, Lmax] × [0, pi]. Les trois mode`les qui suivent sont des
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processus ponctuels marque´s spe´cifie´s par une densite´ hp par rapport a` µ.
3.1.2 Mode`le “Candy”
Le mode`le “Candy” a e´te´ introduit par [Stoica, 2001] pour l’extraction du re´seau
routier. Ce mode`le est fonde´ sur l’ide´e qu’un re´seau routier peut eˆtre assimile´ a` une
re´alisation d’un processus Markov objet, ou` les objets correspondent a` des segments en
interaction. Trois types d’interactions sont de´finis :
• une interaction fonde´e sur une relation de connexion, favorisant la continuite´ du
re´seau ;
• une interaction fonde´e sur une relation de proximite´, pe´nalisant les regroupements
de segments ;
• une interaction fonde´e sur une relation de mauvais alignement, pe´nalisant les
fortes courbures.
La relation de connexion∼c est de´finie a` une constante ² pre`s puisqu’une connexion
exacte est de probabilite´ nulle sous la mesure de re´fe´rence µ. Deux segments ve´rifient
cette relation si la diffe´rence entre exactement deux de leur extre´mite´s est infe´rieure a`
². La relation de connexion permet de de´finir trois e´tats possibles pour chaque segment
comme cela est illustre´ par la figure 3.2. L’e´tat de chaque segment de la configuration
   	
	
	ﬀﬂﬁ ﬃ !" #$%	&$'ﬀ(*)	+,ﬀ-. $/01	203ﬀ45/7682:9<; 0
Fig. 3.2 – Trois e´tats de´rivant de la relation de connexion ∼c.
intervient dans la densite´. Ainsi, les segments libres (i.e. non connecte´s) et les segments
simples (i.e. connecte´s par une seule de leurs extre´mite´s) sont pe´nalise´s par des poten-
tiels constants et positifs, ωf et ωs, afin de favoriser un re´seau continu.
Une relation de proximite´ ∼p est de´finie afin d’e´viter les regroupements de seg-
ments. Deux segments s1 et s2 ve´rifient s1 ∼p s2 si les deux conditions suivantes sont
ve´rifie´es :
(C1) leurs centres se situent a` une distance infe´rieure a` la demi-longueur du segment
le plus long ;
(C2) la diffe´rence d’orientation τ12 (en valeur absolue et modulo pi/2) entre s1 et s2
ve´rifie :
τ12 = min{|θ1 − θ2|, pi − |θ1 − θ2|} < τp (3.1)
ou` τp est un seuil a` fixer par l’utilisateur.
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La figure 3.3 illustre cette de´finition. Un potentiel constant et positif ωp est assigne´ aux
paires de segments ve´rifiant la relation de proximite´ ∼p.
Fig. 3.3 – Relation de proximite´ ∼p. Le cercle de´crit la zone d’influence interne du
segment s1. Les deux paires de segments (s1, s2) et (s1, s3) ve´rifient la condition (C1),
i.e. les centres des petits segments s2 et s3 sont dans la zone d’influence du grand
segment s1. Mais seuls s1 et s2 ve´rifient s1 ∼p s2.
La relation de mauvais alignement ∼a est introduite afin de controˆler la courbure
du re´seau. Une zone d’influence externe Z(s) est de´finie pour chaque segment s =
(p, L, θ) par l’union de deux disques de rayon L/4 autour des deux extre´mite´s e1 et e2
du segment s :
Z(s) = b(e1,
L
4
) ∪ b(e2, L
4
) (3.2)
Deux segments s1 et s2 ve´rifient s1 ∼a s2 si les trois conditions suivantes sont ve´rifie´es :
(C4) leurs centres se situent a` une distance supe´rieure a` la demi-longueur du segment
le plus long ;
(C5) exactement une extre´mite´ de s1 se trouve dans Z(s2) ou exactement une extre´mite´
de s2 se trouve dans Z(s1) ;
(C6) la diffe´rence d’orientation τ12 entre s1 et s2 ve´rifie :
τ12 = min{|θ1 − θ2|, pi − |θ1 − θ2|} > δ (3.3)
ou` δ est un seuil a` fixer par l’utilisateur.
La figure 3.4 illustre cette de´finition. Un potentiel constant et positif ωa est assigne´ aux
paires de segments ve´rifiant ∼a.
Finalement, le mode`le “Candy” est spe´cifie´ par la densite´ a priori suivante :
hp(s) ∝ βn(s) exp [− (ωfnf (s) + ωsns(s) + ωpnp(s) + ωana(s)) ] (3.4)
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Fig. 3.4 – Relation de mauvais alignement ∼a. Le cercle interne correspond a` la zone
d’influence interne mais aussi a` une zone non prise en compte par la relation de mauvais
alignement avec s1. Ainsi, s3 dont le centre est dans ce cercle, ne sera pas pris en compte.
Les deux cercles externes correspondent a` la zone d’influence externe de s1. Remarquons
que s1 et s4 sont dans cette zone, mais seuls s1 et s2 sont mal-oriente´s : s1 ∼a s2.
ou` β est un facteur d’intensite´, les ωi sont des potentiels constants et strictement positifs,
n(s) est le nombre total de segments dans la configuration s, nl(s) le nombre de segments
libres dans s, ns(s) le nombre de segments simples dans s, np(s) le nombre de paires
de segments ve´rifiant ∼p dans s, et na(s) le nombre de paires de segments ve´rifiant ∼a
dans s.
Remarque 8 Nous avons en re´alite´ simplifie´ le mode`le propose´ initialement par Radu
Stoica en supprimant l’a priori sur la longueur des segments.
Cette densite´ spe´cifie un processus de point marque´ bien de´fini, puisque la condition de
stabilite´ de Ruelle est ve´rifie´e. La condition plus forte de stabilite´ locale est e´galement
ve´rifie´e. Plus pre´cise´ment, [Stoica, 2001] montre que :
hp(s ∪ u)
hp(s)
≤ β exp[−12 (ωf + ωs)] (3.5)
ou` hp est donne´e par l’e´quation (3.4). Les proprie´te´s markoviennes de ce mode`le ont
e´te´ e´tudie´es par [van Lieshout et Stoica, 2001], qui montrent que c’est un processus
de Markov par rapport a` la relation ∼ de´finie par :
s ∼ s′ ⇐⇒ d(ps − ps′) ≤ 2 (Lmax + ²) (3.6)
ou` ps de´signe le centre du segment s et d la distance euclidienne dans R
2. Autrement dit,
la probabilite´ locale d’un segment s sachant le reste de la configuration ne de´pend que
68 Extraction des re´seaux line´iques par processus de segments
des segments dont le centre appartient au disque centre ps et de rayon e´gal a` 2 (Lmax+²).
La densite´ de ce mode`le a e´te´ construite de fac¸on a` incorporer des contraintes
fonde´es sur les caracte´ristiques ge´ome´triques et topologiques des re´seaux routiers (cf.
paragraphe 1.1.2). En effet, la connexion entre segments est favorise´e, les regroupe-
ments de segments sont limite´s et les points de forte courbure sont pe´nalise´s. Le mode`le
“Candy” pre´sente ne´anmoins un de´faut en termes de distinction de configurations de
qualite´s diffe´rentes, en termes de continuite´ et de courbure. En effet, la densite´ donne´e
par l’e´quation (3.4) prendra la meˆme valeur pour des configurations pre´sentant des in-
teractions de qualite´s diffe´rentes, comme cela est illustre´e par la figure 3.5. Un re´seau
obtenu par optimisation de la densite´ hp (e´quation (3.4)) pourra donc pre´senter de
petites interruptions et la courbure du re´seau ne sera pas minimale. C’est pourquoi
nous proposons deux nouveaux mode`les prenant en compte des coefficients mesurant
la qualite´ des interactions entre segments.
A B
=⇒ hp(A) = hp(B)
Fig. 3.5 – Un de´faut du mode`le “Candy”.
3.1.3 Mode`le “Quality Candy”
Le mode`le “Quality Candy” est une extension du mode`le “Candy” obtenu en rem-
plac¸ant les potentiels d’interaction constants par des fonctions de potentiel fonde´s sur
des mesures de qualite´ des interactions. La forme ge´ne´rale de la densite´ est :
hp(s) ∝ βn(s) exp
−
ωfnf (s) + ωsns(s) +∑
r∈R
ωr
∑
<si,sj>r
gr(si, sj)
 (3.7)
ou` R est l’ensemble des relations permettant la de´finition d’interactions par paire,
< si, sj >r de´signe une paire de segments ve´rifiant si ∼r sj , et gr est une fonction de
potentiel par rapport a` r.
Remarque 9 Si R = {∼p,∼a} et si gp et ga sont constantes (gp ≡ ga ≡ 1), on re-
trouve la densite´ de type “Candy” donne´e par l’e´quation (3.4).
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Deux interactions par paire interviennent dans le mode`le “Quality Candy”. La
premie`re interaction est fonde´e sur une relation de connexion ∼c′ . La relation de
connexion ∼c′ est de´finie de la meˆme fac¸on que ∼c avec la condition supple´mentaire
que les deux segments connecte´s forment un angle grave afin d’acce´le´rer l’optimisation
(cette deuxie`me condition est retire´e pour l’extraction de re´seaux tre`s sinueux). Par
exemple, dans la figure 3.6, s1 et s3 ne sont pas connecte´s. La deuxie`me interaction est
fonde´e sur la relation de proximite´ ∼p.
14τ
cτ
τ12
cτ
Fig. 3.6 – Diffe´rents types de potentiels associe´es a` la relation de connexion ∼c′ . La
connexion entre s1 et s2 est favorise´e par un potentiel ne´gatif, d’autant plus faible que
τ12 sera petit. La connexion entre s1 et s4 est pe´nalise´e par un potentiel positif. Bien
que s1 ∼c s3 , s1 6∼c′ s3.
La faible courbure et la proximite´ des extre´mite´s connecte´es sont favorise´es au tra-
vers d’un potentiel de connexion gc associe´ a` chaque paire de segments connecte´s.
Celui-ci est de´fini pour deux segments connecte´s si et sj comme la moyenne de deux
fonctions, l’une concernant la diffe´rence d’orientation τij entre si et sj (en valeur abso-
lue) et l’autre la distance dij entre les deux extre´mite´s connecte´es :
gc(si, sj) =
gτ (τij) + g²(dij)
2
(3.8)
avec

gτ (τij) =
{ −σ(τij , τc) si τij < τc
1 sinon
g²(dij) = −σ(dij , ²)
La fonction gτ , qui concerne la diffe´rence d’orientation, donne un poids ne´gatif aux
paires de segments dont la diffe´rence d’orientation est infe´rieure a` un seuil τc et un
poids positif dans le cas contraire. Notons que cette expression correspond au cas ou` la
connexion est de´finie pour des angles graves ; dans le cas ou` les connexions a` angle aigu
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σ( . ,pi/2)
σ( . ,pi/4)
−pi/2 pi/2pi/4−pi/4
1
0 
Fig. 3.7 – Fonction de qualite´ pour deux bornes maximales : M = pi/2 et M = pi/4.
sont conside´re´es, il suffit d’assigner une valeur positive (par exemple, e´gale a` 1) aux
paires de segments connecte´s formant un angle aigu. La fonction g² , qui concerne la
distance entre les extre´mite´s connecte´es, est quant a` elle toujours ne´gative. Le poten-
tiel en re´sultant gc(si, sj) est du meˆme signe que gτ (τij) comme cela est illustre´ par la
figure 3.6. Les termes ne´gatifs, favorisant les connexions de bonne qualite´, de´rivent de
la fonction de qualite´ σ(·,M) parame´tre´e par son support [−M,M ]. Elle est de´finie
comme suit :
σ(.,M) : [−M,M ] −→ [0, 1]
x 7−→ σ(x,M) = 1
M2
(
1 +M2
1 + x2
− 1) (3.9)
C’est une fonction positive qui prend son maximum (e´gal a` 1) en 0, comme illustre´ par
la figure 3.7. La qualite´ d’une paire de segment connecte´s sera donc maximale pour une
diffe´rence d’orientation nulle et une distance de connexion nulle.
Ce nouveau potentiel nous permet de travailler sans la relation de mauvais aligne-
ment ∼a puisque la partie positive du potentiel de connexion concerne le meˆme type
d’interaction.
Le potentiel de proximite´ correspondant aux paires de segments ve´rifiant la
relation de proximite´ ∼p pe´nalise plus ou moins les paires de segments ve´rifiant ∼p
selon leur diffe´rence d’orientation. L’expression de ce potentiel est donne´e par l’e´quation
suivante pour deux segments si et sj concerne´s par cette relation et dont la diffe´rence
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d’orientation est e´gale a` τij :
gp(si, sj) =
{ ∞ si τij < δp
1− σ(τij , τp) sinon (3.10)
ou` τp est le parame`tre de l’e´quation (3.1), i.e. la diffe´rence d’orientation maximale telle
que deux segments si et sj de centres proches ve´rifient si ∼p sj ; δp est la diffe´rence
d’orientation minimale autorise´e entre deux segments si et sj de centres proches (pour
une diffe´rence infe´rieure a` ce seuil, la configuration sera de densite´ nulle). Le potentiel
de type “hard core”, associe´ aux paires de segments ve´rifiant ∼p et quasiment paralle`les,
a e´te´ introduit pour des raisons de stabilite´.
Finalement, la densite´ du mode`le “Quality Candy” s’e´crit sous la forme suivante :
hp(s) ∝ βn(s) exp[−(ωfnf (s) + ωsns(s) + ωc
∑
<si,sj>c′
gc(si, sj) + ωp
∑
<si,sj>p
gp(si, sj) )]
(3.11)
ou` les ωi sont des poids constants et strictement positifs. Cette densite´ spe´cifie un
processus de Markov par rapport a` la relation ∼ donne´e par l’e´quation (3.6). De plus,
ce processus Markov objet est localement stable.
Preuve de stabilite´ locale
Pour montrer la stabilite´ locale d’un processus spe´cifie´ par hp par rapport a` la mesure
de re´fe´rence µ, il suffit de trouver une borne supe´rieureM pour la densite´ de Papangelou
pour tout s ∈ E tel que hp(x) > 0. L’expression de la densite´ de Papangelou du mode`le
“Quality Candy”est la suivante :
hp(s ∪ u)
hp(s)
= β exp [− ωf (nf (s ∪ u)− nf (s))︸ ︷︷ ︸
A
− ωs (ns(s ∪ u)− ns(s))︸ ︷︷ ︸
B
− ωc
∑
< si, u >c
si ∈ s
gc(si, u)
︸ ︷︷ ︸
C
− ωp
∑
< si, u >p
si ∈ s
gp(si, u)
︸ ︷︷ ︸
D
] (3.12)
Trouver des bornes infe´rieures pour les parties A, B C et D est suffisant pour prou-
ver la stabilite´ locale.
L’ajout d’un nouveau segment u dans la configuration s donne :
nf (s ∪ u)− nf (s) =
{
1 si u est libre
− ]({ si libre dans s/u ∼c′ si }) si u est simple ou double
ou` ](.) de´signe le cardinal d’un ensemble. Ici, le nombre de segments libres dans s qui
peut eˆtre connecte´ a` un nouveau segment u dans s ne peut eˆtre borne´ comme cela peut
l’eˆtre pour le mode`le “Candy” du fait de la modification de la de´finition de la relation
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de connexion1. En effet, une infinite´ de segments pourrait avoir une extre´mite´ dans
un meˆme disque de rayon ² tout en e´tant libre, puisque la nouvelle connexion ∼c′ ne
prend pas en compte les segments formant un angle aigu. C’est la raison pour laquelle
nous avons introduit un potentiel “hard core” pour les paires de segments proches (i.e.
ve´rifiant ∼p ) formant un angle trop aigu (e´quation (3.10)). Si τij < δp << pi/2 pour
si et sj ∈ s, on a donc hp(s) = 0. En ne conside´rant que les configurations s telles
que hp(s) > 0, le nombre de segments connecte´s a` une extre´mite´ eu de u est borne´ par
nmax, le nombre maximal de segments dont une extre´mite´ est dans le disque de centre
eu et de rayon ², formant un angle large avec u, et tels que les angles forme´s soient
supe´rieurs ou e´gales a` δp. Ce nombre nmax est borne´ par :
nmax ≤
[
pi
δp
]
+ 1
ou` [.] de´signe la partie entie`re et δp est en radian. La borne minimale de A est obtenue
dans le cas d’une naissance d’un segment double u, connecte´ a` nmax segments libres
dans s, en chacune de ces deux extre´mite´s :
A ≥ −2 nmax
La partie B peut eˆtre de´compose´e comme suit :
ns(s∪u)−ns(s) =

1 si u est libre
1 + ]({ si libre dans s/u ∼c′ si })
− ]({ si simple dans s} ∩ {si double dans (s ∪ u) }) si u est simple
]({ si libre dans s/u ∼c′ si })
− ]({ si simple dans s} ∩ {si double dans (s ∪ u) }) si u est double
La partie B sera minimale quand un nombre maximal de segments simples dans s
deviennent des segments doubles dans (s ∪ u). Dans ce cas, B ve´rifie :
B ≥ −2 nmax
E´tant donne´s l’e´quation (3.8) et le fait que la fonction de qualite´ soit majore´e par
1, le potentiel associe´ aux paires de segments < si, sj >c′ ve´rifie : gc(si, sj) ≥ −1. La
somme C est donc borne´e comme suit :
C ≥ −2 nmax
Comme gp est une fonction positive, l’expression D ve´rifie :
D ≥ 0
1Si l’on conside`re la relation de connexion ∼c (Candy), le nombre de segments libres dont une
extre´mite´ se situe dans un cercle de rayon ² est infe´rieur a` 6.
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Finalement, ∀u et ∀s ∈ E / hp(s) 6= 0 ,
hp(s ∪ u)
hp(s)
≤ β exp
[
2 (ωf + ωs + ωc)
([
pi
δp
]
+ 1
)]
(3.13)
ce qui prouve que le mode`le “Quality Candy” est localement stable.
3.1.4 Mode`le “IDQ”
Le mode`le “IDQ” a e´te´ introduit par [Ortner, 2001] pour l’extraction des baˆtiments
a` partir de mode`les nume´riques d’e´le´vation. Des interactions par paire, par triplet ou
plus peuvent eˆtre de´finies via une formulation ge´ne´rale de la densite´ accordant la meˆme
importance aux interactions faisant intervenir des nombres diffe´rents d’objets. Chaque
interaction, de´finie par rapport a` une relation ∼r et pour un nombre donne´ d’objets cr,
intervient dans le mode`le au travers de trois termes globaux :
• l’intensite´ I qui correspond a` la moyenne des nombres de groupes d’objets en
interaction auxquelles un objet appartient. L’intensite´ Ir des interactions de´finies
par rapport a` une relation ∼r est donne´e par :
Ir(s) =
cr Ng(r, s)
No(r, s)
(3.14)
ou` Ng(r, s) est le nombre de groupes d’objets en interaction dans la configura-
tion s et No(r, s) est le nombre d’objets en interaction dans la configuration s. Si
No(r, s) = 0, on pose Ir(s) = 0.
• la diffusion D qui correspond a` la proportion d’objets en interaction dans la
configuration s. La diffusionDr des interactions de´finies par rapport a` une relation
∼r est donne´e par :
Dr(s) =
No(r, s)
n(s)
(3.15)
ou` n(s) est le nombre total d’objets dans s. Si n(s) = 0, on pose Dr(s) = 0.
• la qualite´ Q qui correspond a` la qualite´ moyenne des groupes d’objets en inter-
action. La qualite´ Qr des interactions de´finies par rapport a` une relation ∼r est
donne´e par :
Qr(s) =
1
Ng(r, s)
∑
g∈Gr(s)
σr(g) (3.16)
ou` Gr(s) est l’ensemble des groupes d’objets en interaction dans la configuration
s et σr est une fonction mesurant la qualite´ d’un groupe d’objet en interaction.
C’est une fonction a` valeurs dans [0, 1], croissante par rapport a` la qualite´ des
interactions.
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Pour controˆler l’intensite´ d’une interaction de´finie par rapport a` ∼r, [Ortner, 2001]
propose de se donner la valeur objectif Ior pour l’intensite´ Ir et de de´finir une fonction
de potentiel de la forme suivante :
VIr(s) =
(
I˜r(s)− Ior
)
log
(
I˜r(s) + 1
Ior + 1
)
(3.17)
ou` I˜r(s) correspond a` la valeur tronque´e de Ir(s) entre Imin et Imax :
I˜r(s) =

Imin si Ir(s) ≤ Imin
Ir(s) si Ir(s) ∈ [Imin, Imax]
Imax si Ir(s) ≥ Imax
Ce tronquage permet de rendre la mesure d’intensite´ borne´e et donc de montrer faci-
lement la stabilite´ locale du mode`le “IDQ”. De meˆme, pour controˆler la diffusion Dr,
une fonction de potentiel est de´finie par rapport a` la valeur objectif Dopt :
VDr(s) = (Dr(s)−Dor) log
(
Dr(s) + 1
Dor + 1
)
(3.18)
Enfin, la fonction de qualite´ e´tant a` valeur dans [0, 1], la fonction de potentiel utilise´e
pour maximiser la qualite´ Qr est la suivante :
VQr(s) = Qr(s)− 1 (3.19)
L’e´nergie d’interaction est ensuite de´finie comme une somme ponde´re´e de ces po-
tentiels. Ainsi, la forme ge´ne´rale de la densite´ de type “IDQ” est donne´e par :
hp(s) ∝ βn exp
[
−
∑
∼r∈R
γrIV
r
I (s) + γ
r
DV
r
D(s) + γ
r
QV
r
Q(s)
]
(3.20)
ou` les γrI , γ
r
D,γ
r
V sont des poids positifs. Cette densite´ spe´cifie un processus ponctuel
marque´ bien de´fini et localement stable et cela pour n’importe quelle relation inter-
venant dans le mode`le. En effet, puisque tous les potentiels V sont borne´s, la densite´ de
Papangelou l’est aussi. De plus, les fonctions de potentiels propose´es par [Ortner, 2001]
permettent de travailler avec des quantite´s qui sont du meˆme ordre que le facteur d’in-
tensite´ β, quelque soit la cardinalite´ cr des interactions. Remarquons qu’une densite´ de
type “IDQ” ne spe´cifie pas un processus de Markov, mais cela ne pose aucun proble`me
du point de vu algorithmique puisque les quantite´s intervenant dans la densite´ hp sont
faciles a` calculer.
Ici, nous utilisons ce formalisme dans le cas simple des interactions par paire. Les
relations conside´re´es sont les meˆmes que celles utilise´es dans le mode`le “Quality Can-
dy” : la relation de connexion ∼c′ , et la relation de proximite´ ∼p. Afin d’introduire
des contraintes de connectivite´ et de non superposition, nous avons choisi les valeurs
objectifs suivantes :
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• La densite´ optimale de connexion est prise e´gale a` 1 :
Doc = 1
puisque nous voulons que tous les segments soient connecte´s.
• L’intensite´ optimale de connexion est prise e´gale a` 2 :
Ioc = 2
puisque nous voulons que les segments soient doublement connecte´s, donc qu’ils
appartiennent a` deux paires d’objets connecte´s.
• La densite´ optimale de proximite´ est prise nulle :
Dop = 0
puisque nous voulons limiter la pre´sence de paire de segments ve´rifiant ∼p. Dans
ce cas, il est suffisant de de´finir la densite´ et nous fixons donc le poids de l’intensite´
a` 0 :
γpD = 0
La fonction de qualite´ utilise´e pour la connexion est la meˆme que celle utilise´e pour le
mode`le “Quality Candy”, i.e. :
σc(< si, sj >c′) = −gc(si, sj)
ou` gc est la fonction de potentiel associe´e a` la connexion et donne´e par l’e´quation (3.8).
Le potentiel fonde´ sur la qualite´ Qc de la configuration permet ainsi de controˆler la
courbure moyenne du re´seau et la moyenne des distances entre extre´mite´s du re´seau.
Une fonction de qualite´ est e´galement de´finie pour la proximite´, malgre´ sa faible in-
fluence par rapport a` la densite´ de proximite´ : l’e´nergie d’interaction sera plus faible
pour une configuration sans interaction de proximite´ qu’une configuration pre´sentant
des interactions de proximite´ de qualite´ optimale. Elle est donne´e par :
σp(< si, sj >p) = 1− σ(τij , τp)
ou` τij est la diffe´rence d’orientation (en valeur absolue et modulo pi/2) des deux seg-
ments si et sj , τp le seuil utilise´ dans la de´finition de la proximite´, et σ la fonction de
qualite´ donne´e par l’e´quation (3.9).
3.1.5 Noyau de proposition pour un e´chantillonnage efficace
Avant d’utiliser ces mode`les en tant que mode`le a priori pour l’extraction des
re´seaux dans les images, il convient de ve´rifier que les e´chantillons des processus,
spe´cifie´s par les densite´s a priori donne´es dans les paragraphes pre´ce´dents, pre´sentent
les meˆme caracte´ristiques ge´ome´triques et topologiques que les re´seaux d’inte´reˆt. Nous
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proposons de re´aliser l’e´chantillonnage des processus de segments par un algorithme
de type Metropolis-Hastings, dont la structure ge´ne´rale est donne´e dans la table 2.3.
Comme nous l’avons explique´ dans le paragraphe 2.5.4, un point inte´ressant de cet algo-
rithme est que le noyau de proposition Q peut eˆtre de´compose´ en plusieurs sous-noyaux,
chacun correspondant a` un mouvement re´versible. En effet, bien qu’il soit suffisant de
de´finir un noyau de type “naissance et mort” uniforme, il est important de de´finir
des transformations pertinentes pour acce´le´rer la convergence de la chaˆıne de Markov.
Nous pre´sentons ici diffe´rents sous-noyaux : le noyau de “naissance et mort” uniforme
dont l’utilisation garantit l’irre´ductibilite´ de la chaˆıne, et des noyaux permettant un
e´chantillonnage efficace, construits de fac¸on a` ve´rifier la re´versibilite´ de la chaˆıne.
Naissance et mort uniforme
Le noyau de “naissance et mort” uniforme (NMU) est le noyau le plus simple per-
mettant de re´aliser des petits sauts entre les diffe´rents espaces En = {s ∈ E : n(s) = n}.
Ce noyau de proposition consiste a` proposer l’ajout d’un segment, choisi uniforme´ment
dans F × M , ou le retrait d’un segment choisi uniforme´ment dans la configuration
s. Dans le paragraphe 2.5.2, nous donnons l’exemple d’un tel noyau pour le cas d’un
processus ponctuel non marque´. La me´thodologie pour le calcul du taux de Green
est la meˆme pour les processus ponctuels marque´s et l’on retrouve les meˆme taux
si les marques associe´es a` l’objet propose´ dans le cas d’une naissance sont ge´ne´re´es
suivant la mesure de probabilite´ associe´e aux marques (remarque 7). C’est le cas ici
puisque la mesure de probabilite´ PM associe´e aux marques est la mesure uniforme sur
M = [Lmin, Lmax]× [0, pi].
Ainsi, les taux de Green associe´s a` une NMU pour l’e´chantillonnage d’un processus
de segments sur F spe´cifie´ par une densite´ h par rapport a` un processus de poisson
d’intensite´ λ sont les suivants :
R(s, s ∪ u) = pd
pb
λ|F |
n(s) + 1
h(s ∪ u)
h(s)
(3.21)
R(s, s \ u) = pb
pd
n(s)
λ|F |
h(s \ u)
h(s)
(3.22)
ou` pb et pd correspondent respectivement aux probabilite´s de proposer une naissance
et de proposer une mort. En pratique, nous prendrons pb = pd =
1
2 .
Perturbations simples de segments
Les petites perturbations d’objets sont des mouvements plus efficaces qu’une mort
suivi d’une naissance et sont tre`s utiles de`s lors que des objets sont approximativement
bien place´s. Ces mouvements reposent sur des transformations syme´triques afin de
garantir la re´versibilite´ de la chaˆıne. Soit T = {Ta : a ∈ A} une famille de transforma-
tions syme´triques parame´tre´es par un vecteur a ∈ A. La syme´trie de ces transformations
est ne´cessaire pour respecter la re´versibilite´ de la chaˆıne (probabilite´ d’aller ≡ probabi-
lite´ de retour). Le noyau associe´ a` cette famille consiste a` choisir ale´atoirement un objet
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s dans la configuration courante s et a` proposer une perturbation en appliquant Ta a`
s, ou` a est choisi ale´atoirement dans A. Si le choix de l’objet s et le choix du vecteur a
sont faits uniforme´ment dans s et A, alors le taux de Green correspond au taux de
Metropolis e´gal au rapport des vraisemblances :
R(s, (s \ s) ∪ s′) = h((s \ s) ∪ s
′)
h(s)
(3.23)
Nous de´finissons trois transformations syme´triques de ce type : rotation, translation
et dilatation (i.e. modification de la longueur d’un segment). Celles-ci sont illustre´es
par la figure 3.8.
(a) (b) (c)
Fig. 3.8 – Perturbations syme´triques : (a) translation - (b) rotation - (c) dilatation.
Conside´rons la famille des rotations de´finies dans [−∆θ,∆θ]. Une rotation Tdθ
consiste a` modifier l’orientation θ du segment conside´re´ en ajoutant dθ ∈ [−∆θ,∆θ] :
Tdθ
s =

x
y
L
θ

 =

x
y
L
(θ + dθ) [pi]

ou` [.] de´signe la fonction modulo.
De la meˆme fac¸on, la famille des translations est parame´tre´e par un vecteur
[dx, dy], dx ∈ [−∆x,∆x], dy ∈ [−∆y,∆y]. Une translation T[dx,dy ] correspond a` la
translation du centre (x, y) du segment conside´re´ s avec la condition que le nouveau
point soit dans F = [0, Xmax]× [0, Ymax] :
T[dx,dy]


x
y
L
θ

 =

(x+ dx) [Xmax]
(y + dy) [Ymax]
L
θ

Enfin, la famille des dilatations est parame´tre´e par un vecteur dL ∈ [−∆L,∆L].
Une dilatation TdL correspond a` la modification d’un segment de longueur L par l’ajout
78 Extraction des re´seaux line´iques par processus de segments
de dL avec la condition que la nouvelle longueur soit comprise entre Lmin et Lmax :
TdL


x
y
L
θ

 =

x
y
Lmin + (L− Lmin + dL) [Lmax − Lmin]
θ

Perturbations de segments ame´liore´es
Les propositions de perturbations de segment de´crites pre´ce´demment ne sont pas
pertinentes quand le segment est connecte´. En effet, la connexion est souvent e´limine´e
par la perturbation. C’est pourquoi nous de´finissons un nouveau sous-noyau qui de´pend
de l’e´tat du segment par rapport a` la connexion. Le noyau est alors constitue´ des e´tapes
suivantes :
1. Choisir uniforme´ment un segment s dans la configuration s.
2. Si s est libre, choisir uniforme´ment une perturbation simple de segment parmi
les perturbations de´finies pre´ce´demment : rotation, translation ou dilatation.
3. Si s est simple, choisir uniforme´ment un mouvement parmi les trois mouvements
suivants :
(a) Translation de l’extre´mite´ non connecte´e dans un carre´ centre´ au niveau de
cette extre´mite´ de telle sorte que la nouvelle longueur soit dans [Lmin, Lmax].
(b) Translation de l’extre´mite´ connecte´e dans un carre´ de coˆte´ infe´rieur a` ² centre´
au niveau de cette extre´mite´ de telle sorte que le nouveau segment reste connecte´
par cette extre´mite´.
(c) Translation d’une connexion relative a` s. Premie`rement, on choisit uniforme´ment
une paire de segments < s, s′ > parmi les paires de segments connecte´s aux-
quelles s appartient ; deuxie`mement, on choisi uniforme´ment un vecteur [dx, dy]
dans [−∆,∆]×[−∆,∆] ; finalement, on translate les deux extre´mite´s connecte´es
par l’ajout du vecteur [dx, dy] de telle sorte que les deux nouvelles longueurs
soient dans [Lmin, Lmax].
4. Si s est double, choisir uniforme´ment un mouvement parmi les mouvements (b)
ou (c) de´crits pre´ce´demment pour un segment simple :
(b′) Choisir uniforme´ment une des extre´mite´s de s et appliquer la translation (b)
a` cette extre´mite´.
(c′) Proce´der a` la translation de connexion de la meˆme fac¸on que cela est fait en
(c) pour les segments simples.
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Remarque 10 Si une de ces perturbations entraˆıne un changement d’e´tat, la proposi-
tion de perturbation doit eˆtre refuse´e puisque, dans ce cas, le mouvement inverse n’est
jamais propose´.
Le taux de Green est encore re´duit au rapport des vraisemblances (e´quation 3.23)
puisque toutes les transformations sont syme´triques et propose´es uniforme´ment.
Naissance et mort dans un voisinage
E´tant donne´ que les segments du re´seau sont suppose´s eˆtre connecte´s, nous avons
introduit une “naissance et mort” dans un voisinage par rapport a` la relation de
connexion. Une naissance d’un segment connecte´ est propose´e avec une probabilite´
pbv et une mort d’un segment connecte´ avec la probabilite´ pdv = 1 − pbv. L’expression
du noyau de proposition est donc de la forme suivante :
QNMV(s→ A) = pbv Qbv(s→ A) + pdv Qdv(s→ A) (3.24)
La naissance dans un voisinage consiste a` choisir ale´atoirement un segment
s dans la configuration courante s et une de ces extre´mite´ es,i, puis a` proposer un
nouveau segment a` partir de es,i. La ge´ne´ration du nouveau segment u se fait de la
fac¸on suivante :
1. une extre´mite´ eu du nouveau segment est ge´ne´re´e par la se´lection uniforme d’un
point dans la boule de centre es,i et de rayon ² ;
2. la longueur Lu du nouveau segment est ge´ne´re´e de fac¸on uniforme dans [Lmin, Lmax] ;
3. la direction du du nouveau segment est ge´ne´re´e de fac¸on uniforme dans :
• [0, 2pi] si la relation de connexion est ∼c, de´finie inde´pendamment de l’angle
forme´ par les deux segments connecte´s,
• [θ− pi2 , θ+ pi2 ] ou` θ est l’orientation de s si la relation de connexion est ∼c′ , qui
n’est de´finie que pour les segments formant un angle grave.
La partie du noyau correspondant a` une naissance peut s’e´crire comme suit :
Qbv(s→ A) =
∑
s∈s
ps(choisir s)
2∑
i=1
ps(choisir i) PZ(s ∪ ηs,i(Z)) (3.25)
ou` Z ∼ U [B(0, ²) × [Lmin, Lmax] × [0, 2pi] ] dans le cas ou` la relation de connexion est
∼c et Z ∼ U [ B(0, ²) × [Lmin, Lmax] × [0, pi] ] dans le cas ou` la relation de connexion
est ∼c′ , et ηs,i est le diffe´omorphisme permettant de passer du vecteur ainsi ge´ne´re´ z
a` u = (pu, Lu, θu) en connaissant le segment s et l’extre´mite´ es,i. Ceci est e´quivalent a`
de´finir le diffe´omorphisme η de (eu, Lu, du) a` (pu, Lu, θu) :
η(eu, Lu, du) =
(
eu +
Lu
2
[
cos(du)
sin(du)
]
, Lu , du[pi]
)
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Le choix le plus simple pour la probabilite´ ps de choix d’un segment dans s est de
prendre une distribution uniforme :
ps(choisir s) =
1
n(s)
Nous conside´rons qu’il n’est pas judicieux de proposer un segment a` partir d’une
extre´mite´ situe´e en dehors de la feneˆtre d’observation F , nous construisons la pro-
babilite´ de choisir l’extre´mite´ es,i comme suit :
ps(choisir i) =

1
2 si les deux extre´mite´s de s sont dans F
0 si es,i n’est pas dans F
1 si es,i est l’unique extre´mite´ de s pre´sente dans F
L’e´quation 3.25 devient :
Qbv(s→ A) =
∑
s∈s
1
n(s)
2∑
i=1
ps(choisir i)
∫
Σ
1A(s ∪ ηs,i(z)) dz|Σ|︸ ︷︷ ︸∫
F×M
1V (s,i)(u)1A(s ∪ u) |Jη−1s,i (u)|︸ ︷︷ ︸
1
du
|Σ|
(3.26)
ou` Σ est l’espace dans lequel est ge´ne´re´ Z, 1V (s,i) est la fonction indicatrice d’appar-
tenance au voisinage de s par rapport a` une connexion avec l’extre´mite´ es,i , |Jη−1s,i (u)|
est le de´terminant du jacobien de la re´ciproque de ηs,i. Si n(s) > 0, l’e´quation 3.26
devient :
Qbv(s→ A) = 1
n(s)
∫
F×M
∑
s∈Vs∪u(u)
ps(choisir i : u ∈ V (s, ei)) 1A(s ∪ u) du|Σ| (3.27)
ou` Vs∪u(u) de´signe l’ensemble des voisins de u dans la configuration (s∪u). Remarquons
que la somme sur i est supprime´e puisque un segment s ne peut eˆtre connecte´ a` u que
par une seule de ces extre´mite´s, l’extre´mite´ i telle que u ∈ V (s, ei).
Lamort dans un voisinage consiste a` choisir ale´atoirement une paire de segments
< u, v > connecte´s uniforme´ment dans la configuration et retirer un des deux segments
selon p<u,v> de´fini comme suit :
p<u,v>(choisir u) =

1
2 si les deux extre´mite´s concerne´es par la connexion entre
u et v sont dans F
0 si l’extre´mite´ de v concerne´e par la connexion n’est pas
dans F
1 si l’extre´mite´ de v concerne´e par la connexion est dans
F et celle de u ne l’est pas.
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Ce choix s’explique par le fait que nous ne proposons que des naissances dans un
voisinage des extre´mite´s qui sont situe´es dans F . La partie du noyau correspondant a`
une mort peut s’e´crire comme suit :
Qdv(s→ A) =
∑
<si,sj>c?
1
Npc(s)
∑
k∈{i,j}
p<si,sj>(choisir sk) 1A(s \ sk) (3.28)
=
1
Npc(s)
∑
u∈s
∑
v∈Vs(u)
p<v,u>(choisir u) 1A(s \ u) (3.29)
ou` c? de´signe la relation de connexion choisie (c? = c ou c′ selon le mode`le choisi) et
Npc(s) de´signe le nombre de paire de segments en interaction de connexion s.
Le calcul du taux de Green, permettant d’assurer la re´versibilite´ de la chaˆıne,
se fait de la meˆme fac¸on que pour le noyau “naissance et mort” uniforme (paragraphe
2.5.2). La mesure syme´trique ψ choisie pour de´river la mesure piQNMV est la meˆme que
celle utilise´e pour le noyau naissance mort. C’est une mesure syme´trique concentre´e sur⋃∞
n=0{{En ×En+1} ∪ {En+1 ×En}} et e´gale a` ψn sur {En ×En+1} ∪ {En+1 ×En} ou`
les mesures ψn sont de´finies de la fac¸on suivante :
ψn(An, Bn+1) =
∫
An
∫
F×M
1Bn+1(s ∪ u) dν(u) dµ(s) (3.30)
ψn(Bn+1, An) =
∫
Bn+1
∑
u∈s
1An(s \ u) dµ(s) (3.31)
ou` ν est la mesure d’intensite´ du processus ponctuel marque´ de mesure µ.
La de´rive´e de Radon-Nikodym de piQNMV dans le cas d’une naissance d’un segment
u dans un voisinage d’un segment de s se de´duit des e´quations (3.27) et (3.30) :
D(s, s ∪ u) =
pbv f(s)
∑
s∈Vs∪u(u)
ps(choisir i : u ∈ V (s, i))
n(s) |Σ| λ|F | dPM (Lu, θu) (3.32)
ou` λ est l’intensite´ du processus de re´fe´rence et PM la mesure de probabilite´ associe´e
aux marques (loi uniforme surM). De meˆme, la de´rive´e de Radon-Nikodym dans le cas
d’une mort d’un segment connecte´ u ∈ s se de´duit des e´quations (3.29) et (3.31) :
D(s, s \ u) =
pdv f(s)
∑
v∈Vs(u)
p<u,s>(choisir u)
Npc(s)
(3.33)
Finalement, les taux de Green R(s, s ∪ u) et R(s, s \ u) respectivement associe´s a`
une naissance et une mort sont :
R(s, s ∪ u) = f(s ∪ u)
f(s)
pdv
pbv
γ pi ²2
λ|F |
n(s)
Npc(s ∪ u)
∑
v∈Vs∪u(u)
p<u,v>(choisir u)
∑
v∈Vs∪u(u)
pv(choisir i : u ∈ V (v, i))
(3.34)
82 Extraction des re´seaux line´iques par processus de segments
R(s, s \ u) = f(s \ u)
f(s)
pbv
pdv
λ|F |
γ pi ²2
Npc(s)
n(s \ u)
∑
v∈Vs(u)
pv(choisir i : u ∈ V (v, i))
∑
v∈Vs(u)
p<u,v>(choisir u)
(3.35)
ou` γ est le rapport entre la densite´ de probabilite´ dPM (Lu, θu) et la densite´ de proba-
bilite´ dPG(Lu, du) correspondant a` la ge´ne´ration de la longueur et de la direction du
nouveau segment. Dans le cas d’une connexion de´finie pour un angle large le rapport γ
est e´gal a` 1 et dans le cas d’une de´finition pour tout angle γ est e´gal a` 2.
Remarque 11 Dans le cas ou` les extre´mite´s de u ve´rifiant une relation de connexion
sont dans la feneˆtre F et ou` toutes les extre´mite´s (de segments de s) concerne´es par
une relation de connexion avec u sont e´galement dans la feneˆtre F , on a :∑
v∈Vs(u)
pv(choisir i : u ∈ V (v, i))
∑
v∈Vs(u)
p<u,v>(choisir u)
=
1
2 ](Vs(u))
1
2 ](Vs(u))
= 1
En pratique, on approximera ce rapport, qui est en ge´ne´ral tre`s proche de 1, par la
valeur 1.
Convergence ergodique
L’irre´ductibilite´ de la chaˆıne est assure´e si le noyau de “naissance mort” uniforme
intervient dans le noyau de proposition global de la chaˆıne et si la condition de stabilite´
locale est ve´rifie´e, ce qui est le cas pour tous les mode`les pre´sente´s ici. L’ergodicite´ de
la chaˆıne (convergence pour toute condition initiale x ∈ E : h(x) > 0) reste vraie par
l’ajout de sous-noyaux re´versibles concernant des perturbations gardant le nombre de
segments constant. Dans le cas de l’ajout d’un sous-noyau re´versible de type “naissance
et mort”, l’ergodicite´ reste vrai si le taux associe´ a` une naissance tend vers ze´ro quand
n(s) tend vers l’infini.
Pour le mode`le “Quality Candy”, la convergence ergodique est assure´e par le fait que
ce mode`le pre´sente un potentiel de type “hard core” pour la relation de proximite´ ∼p.
Or, on peut montrer qu’il existe un nombre maximal nM de segments positionne´s dans
la feneˆtre F tel que aucune interaction de type “hard core” ne soit ve´rifie´e. Toute confi-
guration s telle que n(s) > nM pre´sentera au moins une interaction de type “hard core”.
Or, l’algorithme ne conside`re pas les configurations pre´sentant des interactions de type
“hard core” puisque celles-ci sont de densite´ de probabilite´ nulle. La chaˆıne de Markov
ainsi construite a donc pour espace d’e´tat {s ∈ E : h(s) > 0} ⊂ {s ∈ E : n(s) ≤ nM}.
L’ape´riodicite´ et l’irre´ductibilite´ suffisent donc a` montrer l’ergodicite´ de la chaˆıne. Pour
le mode`le “Quality Candy”, l’ergodicite´ de la chaˆıne reste donc vraie par l’ajout de tout
sous-noyau de type naissance-mort re´versible, tel que le noyau NMV.
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Les mode`les “Candy” et “IDQ” ne pre´sentent pas de potentiel de type “hard core”.
Dans le cas ou` toutes les relations mises en jeu par un mode`le sont re´flexives, on peut
montrer que le rapport n/Ng du nombre d’objets sur le nombre de groupes d’objets
en interaction tend vers ze´ro quand n tend vers l’infini. Sous la condition de stabilite´
locale, on peut alors montrer que le taux associe´ a` une naissance tend vers 0 quand n
tend vers l’infini. Mais, ce n’est pas le cas des relations de connexion de´finies ici. On
propose de de´finir le noyau Q de la chaˆıne de Markov de la fac¸on suivante :
Q(s, A) = psNMUQNMU + p
s
NMVQNMU +
∑
i
psi qi
avec

psNMU + p
s
NMV +
∑
i p
s
i = 1 ∀ s
psNMU > 0 ∀ s
psNMV = 0 ∀ s : n(s) ≤ nM
(3.36)
ou` psNMU, p
s
NMV et p
s
i sont respectivement les probabilite´s de choisir un mouvement de
type “naissance et mort” uniforme, un mouvement de type “naissance et mort” dans un
voisinage et une perturbation i de segments (rotation, translation, etc.) connaissant s.
En effet, un tel choix pour le noyau de proposition nous assure la convergence ergodique
sous la condition de stabilite´ locale de la densite´ du processus.
Remarque 12 En pratique, nous n’observons jamais le proble`me de partir a` l’in-
fini puisque informatiquement le nombre de points d’une configuration est limite´ a` un
nombre de points donne´. Ceci revient a` multiplier la densite´ par 1{n(x) ≤ n0} ou` n0 est
le nombre maximal de points autorise´. Dans ce cas la`, l’irre´ductibilite´ et l’ape´riodicite´
suffisent a` montrer la convergence du noyau suivant :
Q(s, A) = pNMUQNMU + pNMVQNMV +
∑
i
piqi (3.37)
avec pNMU + pNMV +
∑
i pi = 1 et pNMU > 0.
3.1.6 E´chantillons des mode`les a priori
Dans ce paragraphe, nous pre´sentons des e´chantillons obtenus par un algorithme de
type Metropolis-Hastings apre`s de´tection automatique de la convergence en utilisant le
crite`re d’arreˆt donne´ dans la table 2.4. Le noyau de proposition Q choisi est compose´
de deux noyaux de proposition e´quiprobables : une “naissance et mort” uniforme
(NMU) et une “naissance et mort” dans un voisinage (NMV) par rapport a` la relation
de connexion :
Q(s, A) =
1
2
QNMU +
1
2
QNMV (3.38)
Nous avons e´galement re´alise´ des tests avec un noyau unique de type NMU mais
dans ce cas la stationnarite´ est atteinte avec largement plus d’ite´rations, ou n’est pas
de´tecte´e avant l’arreˆt de l’algorithme par le nombre d’ite´rations (nous avons fixe´ un
nombre maximal d’ite´rations e´gal a` plusieurs millions d’ite´rations). Ceci s’explique par
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Fig. 3.9 – E´chantillon du mode`le “Candy” spe´cifie´ par la densite´ hp donne´e par
l’e´quation (3.4) par rapport au processus de Poisson d’intensite´ 40000 en posant |F | = 1
et avec la parame´trisation suivante : β = 1, wf =
15
3 , ws =
35
3 , wp =
50
3 , wa =
50
3 .
le fait que les interactions mises en jeu par les trois mode`les pre´sente´s dans le para-
graphe 3.1 sont tre`s fortes. En effet, ce sont des mode`les construits de fac¸on a` exploiter
de fortes contraintes ge´ome´triques et topologiques.
La convergence de la chaˆıne est e´value´e au travers de la convergence de diffe´rentes
statistiques pour chaque mode`le. Pour le mode`le “Candy”, la convergence est e´value´e a`
partir de la de´tection de la convergence des moyennes empiriques des statistiques suffi-
santes n(s), ns(s), nf (s), np(s) et na(s) selon le crite`re d’arreˆt donne´ dans la table 2.4.
Pour le mode`le “Quality Candy” et le mode`le “IDQ”, le nombre d’interactions de mau-
vais alignement na(s) n’intervient pas mais est remplace´ par la qualite´ moyenne de la
configuration. Pour le mode`le “IDQ”, ns(s), nf (s) sont remplace´s par Npc(s) le nombre
de paires de segments en interaction de connexion. Pour calculer ces moyennes em-
piriques un sous-e´chantillonnage est utilise´, comme propose´ dans le paragraphe 2.5.6,
en se´lectionnant un e´chantillon toutes les 1000 ite´rations (apre`s un nombre minimal
d’ite´rations fixe´ a` 104 ite´rations).
La figure 3.9 pre´sente le dernier e´chantillon obtenu par l’algorithme MH pour le
mode`le “Candy”. L’e´chantillon obtenu est satisfaisant dans le sens ou` tous les segments
sont connecte´s et forment de longues lignes brise´es. Cependant, le re´seau obtenu n’est
pas aussi lisse qu’un re´seau routier peut l’eˆtre en re´alite´ : il pre´sente des connexions
entre segments de mauvaise qualite´ et des points de forte courbure. La convergence
a e´te´ de´tecte´e apre`s 1.6 × 106 ite´rations, ce qui correspond a` un temps de calcul de 1
minute et 46 secondes avec un processeur Pentium III, 1 GHz, et 1 Go de me´moire vive.
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La figure 3.10 pre´sente des e´chantillons obtenus avec des parame´trisations diffe´rentes
de l’e´nergie de type “Quality Candy”. L’e´chantillon (a) correspond a` une parame´trisation
nulle de l’e´nergie d’interaction et correspond donc a` une re´alisation d’un processus uni-
forme de Poisson. On ve´rifie que la moyenne empirique du nombre de points n(s) est
e´gale a` β λ|F |, ou` λ est est l’intensite´ du processus de re´fe´rence et |F | est l’aire de
la feneˆtre d’observation (ici, on pose |F | = 1). Cela permet de ve´rifier le bon fonc-
tionnement de l’algorithme propose´. L’e´chantillon (b) concerne une re´alisation d’un
processus faisant intervenir le nombre de segments libres et de segments simples sans
la prise en compte de la relation de proximite´. Dans ce cas, la preuve de la stabilite´
du processus (paragraphe 3.1.3) n’est plus valable. En pratique, cela se traduit par une
prolongation perpe´tuelle du re´seau : l’acceptation d’un nouveau segment connecte´ est
ge´ne´ralement accepte´e meˆme s’il en recouvre d’autres. En fait, il n’y a pas convergence
et l’algorithme qui a fourni l’e´chantillon (b) ne s’est pas arreˆte´ par de´tection de la
convergence des moyennes empiriques mais par le nombre d’ite´rations. On a ensuite
incorpore´ au mode`le les interactions de proximite´ sans la prise en compte de la qua-
lite´ des interactions de connexion. L’e´chantillon (c) obtenu pre´sente des points de forte
courbure. Enfin, l’e´chantillon (d) correspond au mode`le complet et semble plus adapte´
a` la mode´lisation du re´seau routier que peut l’eˆtre le mode`le “Candy”, la faible cour-
bure et la continuite´ e´tant mieux respecte´es. L’algorithme MH pour le mode`le complet
s’est arreˆte´ par de´tection de la convergence apre`s 1.3× 106 ite´rations, soit 2 minutes en
temps de calcul. La convergence est plus rapide en termes d’ite´rations mais s’obtient en
plus de temps que pour le mode`le “Candy”. En effet, le couˆt du calcul d’une ite´ration
est plus important pour le mode`le “Quality Candy” (8.86 secondes pour 105 ite´rations)
que pour le mode`le “Candy” (6.37 secondes pour 105 ite´rations). Cela peut s’expliquer
par le fait que la moyenne empirique du nombre de segments est de l’ordre de 140 pour
le mode`le “Candy” (avec la parame´trisation choisie ici) alors qu’elle est de l’ordre de
150 pour le mode`le “Quality Candy”. De plus, le calcul des mesures de qualite´ n’est pas
effectue´ pour le mode`le “Candy”. Par contre, une interaction de plus est a` conside´rer
dans le mode`le “Candy” : l’interaction de mauvais alignement.
La figure 3.11 concerne le mode`le “IDQ”. L’e´chantillon (a) montre un de´faut de
ce mode`le : si le poids associe´ a` la qualite´ de connexion est re´duit a` ze´ro, un segment
aura tendance a` eˆtre connecte´ a` deux autres segments par une seule de ces extre´mite´s.
En effet, ce n’est plus le nombre de segments libres et de segments simples qui in-
tervient dans la densite´ mais l’intensite´ de connexion, i.e. la proportion de segments
par rapport au nombre de paires de segments en interaction de connexion. Nous avons
construit l’intensite´ de connexion pour avoir autant de segments que de paires de seg-
ments connecte´s. Trois segments ayant chacun une extre´mite´ dans un cercle de rayon
² sont donc optimaux dans ce sens (dans le cas ou` ils ne forment pas d’angle aigu).
L’e´chantillon (b), obtenu avec le mode`le complet, est toutefois de tre`s bonne qualite´
par rapport a` l’objectif que l’on s’est fixe´, a` savoir fournir un mode`le permettant la
ge´ne´ration d’un re´seau forme´ de branches connecte´es entre elles et de faible courbure.
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(a) (b)
(c) (d)
Fig. 3.10 – E´chantillons du mode`le “Quality Candy” - (a) Processus sans interaction :
ωi = 0∀i - (b) Processus ne de´pendant que des e´tats des segments : ωf 6= 0, ωs 6= 0, ωr =
ωc = 0 - (c) Processus de´pendant des e´tats des segments et du mauvais alignement :
ωc = 0 - (d) Mode`le complet.
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(a) (b)
Fig. 3.11 – E´chantillons du mode`le ”IDQ” - (a) Mode`le avec un poids nul associe´ a` la
qualite´ de connexion : γcQ = 0 - (b) Mode`le complet.
Le couˆt d’une ite´ration pour ce mode`le est de 6.19 secondes pour 105 ite´rations alors
que la moyenne empirique du nombre de segments est de l’ordre de 200 a` la fin de l’al-
gorithme d’e´chantillonnage. Comme pour le “Quality Candy” des mesures de qualite´
sont a` calculer, mais ceci est compense´ par le fait que le nombre de segments simples et
de segment libres n’interviennent pas dans le mode`le. La mise a` jour de nf (s) et ns(s)
lors de l’ajout d’un nouveau segment est en effet couˆteuse en temps de calcul puisqu’il
faut mettre a` jour l’e´tat des voisins de ce nouveau segment par rapport a` la relation
de connexion, et cela en fonction de toutes les interactions de connexion auxquelles les
voisins participent. L’algorithme MH pour le mode`le complet s’est arreˆte´ par de´tection
de la convergence apre`s 1.5× 106 ite´rations, soit 1 minute et 36 secondes en temps de
calcul. Ce faible temps de calcul est a` contrebalancer avec le fait que la configuration
initiale choisie dans ce cas n’est pas la configuration vide comme pour les deux autres
mode`les mais une configuration de n points distribue´s uniforme´ment dans la feneˆtre.
En effet, pour obtenir une configuration pertinente les poids associe´s aux potentiels
doivent eˆtre pris nettement plus e´leve´s que ceux des deux autres mode`les puisque les
quantite´s intervenant dans la densite´ I, D et Q sont des moyennes sur la totalite´ de la
configuration : lorsque le nombre d’objet est important la modification des quantite´s I,
D et Q lors d’une perturbation est tre`s faible. Or, dans le cas ou` les objets sont peut
nombreux la variation est nettement plus importante. C’est pourquoi le choix de poids
e´leve´s ne permet pas d’utiliser la configuration vide comme initialisation : l’e´tat vide
e´tant un optimum local de la densite´, la chaˆıne Markov aura tendance a` rester dans cet
e´tat. Une autre solution pour obtenir un e´chantillon de forte densite´ aurait e´te´ d’utiliser
un recuit simule´ : l’initialisation par une configuration vide n’aurait alors pas pose´ de
proble`me puisque au de´but du recuit on simule suivant une distribution proche de la
distribution uniforme.
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correspondant à sBandes internes
 
Bandes externes correspondant au fond  de l’image
Fig. 3.12 – Masque de pixels associe´ a` un segment
3.2 Incorporation des proprie´te´s radiome´triques des donne´es
3.2.1 Approche par champ externe
La complexite´ des images que l’on souhaite traiter rend la mode´lisation du fond de
l’image complexe, ce qui rend de´licate la de´finition d’une vraisemblance. C’est pourquoi
nous proposons dans un premier temps une approche par champ externe. L’image satel-
litaire ou ae´rienne est alors utilise´e en tant que champ externe permettant l’e´valuation
de la qualite´ de chaque segment de la configuration s compte tenu des deux hypothe`ses
usuellement faites en de´tection de re´seau :
(H1) le niveau de gris du re´seau est localement homoge`ne ;
(H2) le re´seau contraste fortement avec son environnement.
Un potentiel fonde´ sur une mesure de qualite´ est alors associe´ a` chaque segment, ce qui
permet de de´finir le terme d’attache aux donne´es de la fac¸on suivante :
hd(s) = exp
(
−ωd
∑
si∈s
vd(i)
)
(3.39)
ou` vd(i) est le potentiel associe´ au segment si et ωd est un poids positif traduisant le
degre´ de confiance accorde´ aux donne´es.
Construction du terme d’attache aux donne´es
Pour le calcul du terme d’attache aux donne´es, nous associons a` chaque segment de
la configuration un masque de pixels comme le montre la figure 3.12. Ce masque est
compose´ de :
• un ensemble de pixels Vi correspondant a` si dans l’image. Cet ensemble est com-
pose´ d’un nombre fixe´ nb de bandes internes (le nombre nb de´pend directement
de la largeur du re´seau dans l’image) ;
• deux ensembles de pixels R1i et R2i correspondant au fond proche de si dans
l’image. Ces deux ensembles consistent en deux re´gions adjacentes et coline´aires
a` Vi, prises a` une distance fixe´e d de Vi pour permettre une le´ge`re variation de la
largeur du re´seau.
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La ve´rification des hypothe`ses H1 et H2 se fait alors par la ve´rification des deux
hypothe`ses suivantes pour chaque segment si de la configuration s :
(H ′1) la variation de niveau de gris entre deux bandes internes de Vi successives est
faible ;
(H ′2) la variation de niveau de gris entre Vi et les re´gions externes, R
1
i et R
2
i , est
importante.
Pour e´valuer la diffe´rence de moyennes de niveau de gris entre deux ensembles de
pixels (disjoints), nous utilisons la mesure t sur laquelle se fonde le t-test de Student.
Ce test statistique est utilise´ pour de´terminer si deux e´chantillons x et y sont issus de
deux populations de moyennes diffe´rentes, i.e. si les moyennes de x et y sont significati-
vement diffe´rentes. Si les distributions des populations sont normales, ce test sera parti-
culie`rement adapte´ a` des proble`mes d’infe´rence fonde´s sur de petits e´chantillons. Dans
le cas d’une population quelconque, alors les e´chantillons doivent eˆtre repre´sentatifs
(n > 30). La mesure t est donne´e par la formule 2 suivante :
t(x, y) =
|x− y|√
σ2x
nx
+
σ2y
ny
(3.40)
ou` x, σ2x et nx (resp. y, σ
2
y et ny) correspondent respectivement a` la moyenne, la va-
riance, et le nombre d’e´le´ments de l’e´chantillon x (resp. y).
La valeur statistique utilise´e pour e´valuer l’hypothe`se d’homoge´ne´ite´ H ′1 pour un
segment si de la configuration s est alors le maximum des valeurs de la mesure t entre
deux bandes internes successives :
T1(si) = max
j∈{1,...,nb−1}
[
t(bij , b
i
j+1)
]
(3.41)
ou` bij est la bande interne j de l’ensemble de pixel Vi associe´ a` si. Notons que, si le re´seau
pre´sent dans l’image ne fait qu’un pixel de largeur, ce test ne pourra pas eˆtre effectue´
et la valeur 1 sera assigne´e a` T1(si). Le choix du maximum revient a` ne conside´rer que
les deux bandes qui sont le moins en ade´quation avec l’hypothe`se de moyennes e´gales.
De meˆme, la valeur choisie pour e´valuer l’hypothe`se de contraste H ′2 est le minimum
des valeurs de la mesure t entre Vi et chacune des bandes externes R
i
1 et R
i
2 :
T2(si) = min
l∈{1,2}
[
t(Ril , Vi)
]
(3.42)
Ces deux hypothe`ses sont e´value´es conjointement a` partir du rapport entre les valeurs
T2 et T1, avec la condition que T1 soit supe´rieure a` 1 pour ne pas favoriser excessivement
les re´gions tre`s homoge`nes et e´viter ainsi les fausses alarmes. On a donc :
Ti =
TH2(si)
max [ 1 , TH1(si) ]
(3.43)
2Plusieurs formules peuvent eˆtre utilise´es pour le t-test. L’e´quation (3.40) est la formule utilise´e
lorsque les variances sont distinctes et les e´chantillons sont non corre´le´s.
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les segments dont la valeur Ti est infe´rieure a` τ1 sont conside´re´s comme des segments
aberrants par rapport aux donne´es. Un potentiel positif Vmax leur est assigne´. Le poten-
tiel Vmax a e´te´ introduit apre`s une e´tude sur les contraintes a` respecter entre l’a priori
et l’attache aux donne´es afin d’obtenir une configuration optimale ve´rifiant de bonnes
proprie´te´s (voir paragraphe 3.3). Pour les autres segments, on proce`de a` un seuillage em-
pirique de Ti par une valeur maximale τ2, suivi d’une transformation line´aire de [τ1, τ2]
vers [−1, 1] pour obtenir le potentiel d’attache aux donne´es. Le potentiel correspondant
au segment si est alors de´fini comme suit :
vd(i) =

Vmax si Ti < τ1
1− 2Ti − τ1
τ2 − τ1 si τ1 ≤ Ti ≤ τ2
−1 si Ti > τ2
(3.44)
L’e´nergie d’attache aux donne´es est alors la somme des potentiels vd(i) associe´s a`
chacun des segments si de la configuration s multiplie´e par un poids positif ωd. Le terme
d’attache aux donne´es est donne´ par l’e´quation (3.39).
Nous avons donc construit un terme d’attache aux donne´es reposant sur des hy-
pothe`ses a` la fois re´alistes et assez ge´ne´rales pour repre´senter diffe´rents types de re´seaux.
Celles-ci sont e´value´es a` partir de mesures statistiques, largement utilise´es en infe´rence
statistique pour tester si les moyennes de deux ensembles d’e´chantillons sont significati-
vement diffe´rentes. Cependant, l’utilisation de ces potentiels s’ave`re couˆteuse en temps
de calcul, et d’autant plus couˆteuse que le potentiel vd est calcule´ a` chaque proposition
d’un nouvel e´le´ment et que l’algorithme d’optimisation propose´ dans le paragraphe 2.6
ne´cessite souvent quelques millions de propositions de nouveaux e´le´ments avant d’at-
teindre la configuration optimale. Nous proposons donc de re´aliser un pre´-calcul des
potentiels permettant une approximation du terme d’attache aux donne´es.
Approximation du terme d’attache aux donne´es par pre´-calcul
Nous proposons une approximation du terme d’attache aux donne´es fonde´e sur un
pre´-calcul des potentiels pour des segments de longueur minimale Lmin, positionne´s en
chaque pixel de l’image, pour un nombre fixe´ d’orientations Nθ.
Pour chaque orientation de cet espace discre´tise´ θ˜k, k=1,...,Nθ , nous assignons a` chaque
pixel pix de l’image la valeur wk(pix) e´gale au potentiel du segment sj = (pj , Lmin, θ˜k),
ou` pj est tel que l’ensemble de pixel Vj associe´ a` sj contienne pix, qui re´pond le mieux
aux tests statistiques, i.e. qui minimise le potentiel donne´ par l’e´quation (3.44) :
wk(pix) = min
sj : Vj 3 pix
Lj = Lmin
θj = θ˜k
vd(j) (3.45)
Nous obtenons alors Nθ cartes, de´finies pour chacune des orientations de l’espace
discre´tise´ et permettant d’e´valuer en chaque pixel la possibilite´ de la pre´sence d’une
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structure line´aire d’une orientation donne´e. Pour un segment si d’orientation θi de la
configuration s, le potentiel d’attache aux donne´es sera donc calcule´ a` partir de la carte
Wk = (wk(pix))pix=1..P correspondant a` l’orientation θ˜k la plus proche de θi. Ce po-
tentiel est de´fini par la moyenne des valeurs des pixels de l’ensemble Vi prises dans la
carte Wk :
v˜d(i) =
1
card(Vi)
∑
pix∈Vi
wk(pix) , k = argmin
j
|θi − θ˜j | (3.46)
L’expression du terme d’attache aux donne´es est finalement la meˆme que dans l’e´quation
(3.39) en remplac¸ant vd par v˜d(i) :
h˜d(s) = exp
(
−ωd
∑
si∈s
v˜d(i)
)
(3.47)
Notons que l’utilisation de ce terme d’attache aux donne´es sera moins pre´cise que la
pre´ce´dente puisqu’une seule longueur de segment est conside´re´e pour les tests statis-
tiques et que l’on doit souvent se re´soudre a` un petit nombre d’orientations pour un
gain significatif en temps de calcul. Ne´anmoins, cette me´thode peut s’ave´rer tre`s efficace
si l’on y associe un noyau de proposition fonde´ sur ces pre´-calculs comme cela est de´crit
dans le paragraphe 3.2.3.
3.2.2 Approche baye´sienne
Nous avons dans un deuxie`me temps e´tudie´ la possibilite´ de travailler dans un cadre
baye´sien. Mais pour rentrer dans ce cadre, nous devons en premier lieu de´finir la vrai-
semblance des observations par rapport a` une configuration de segment s. On se heurte
alors a` la complexite´ des images. En effet, le fond de l’image est souvent non homoge`ne,
des contours autres que ceux du re´seau a` extraire peuvent eˆtre pre´sents dans l’image,
et des objets (arbres, voitures, baˆtiments, etc.) peuvent interfe´rer avec le re´seau. Au vu
de ces conside´rations, il devient difficile, voire impossible, de de´finir la vraisemblance
des donne´es brutes via la construction d’un mode`le de fond et d’un mode`le associe´ au
re´seau. Une solution serait de travailler sur les contours de l’image plutoˆt que l’image
elle-meˆme. Mais, comment expliquer la pre´sence de contours n’appartenant pas au
re´seau ? Plutoˆt qu’un de´tecteur de contours, nous proposons alors d’utiliser un filtre
adapte´ a` la de´tection des structures line´aires d’inte´reˆt. Les sorties de ce filtre devront
eˆtre des mesures e´valuant la possibilite´ de la pre´sence d’une structure line´aire en chaque
pixel de l’image. Ces mesures pourront alors eˆtre utilise´es en tant que donne´es. Si ce
filtre est de bonne qualite´, une vraisemblance de la sortie de ce filtre Y par rapport a`
une configuration s peut eˆtre de´finie comme suit.
Soit S la silhouette de la configuration de segments s sur la grille pixe´lique : S(i) est
e´gale a` 1 s’il existe un segment sj de s tel que l’ensemble de pixel associe´ Vj contienne le
pixel i, et est nulle sinon. L’image cache´e S est alors conside´re´e comme une re´alisation
d’un champ cache´ S correspondant au champ bruite´ Y dont Y est une re´alisation. Le
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processus de bruit B est suppose´ additif :
Y = S+B
Supposons que la sortie du filtre Y prenne ces valeurs dans [0, 1] et que celles-ci soient
croissantes selon la confiance accorde´es a` la pre´sence d’une structure line´aire. Nous
faisons alors les hypothe`ses suivantes sur le bruit :
B(i) =
{ |Z(i)| si S(i) = 0
−|Z(i)| si S(i) = 1
ou` Z est la re´alisation d’un bruit blanc gaussien. La vraisemblance de Y peut alors
s’e´crire comme suit :
hd(Y/S) =
P∏
i=1
2 pZ(Y (i)− S(i)) (3.48)
hd(Y/S) =
P∏
i=1
2√
2piσ2
exp
(
− (Y (i)− S(i))
2
2σ2
)
(3.49)
hd(Y/S) =
(
2
√
λd
pi
)P P∏
i=1
exp
(−λd (Y (i)− S(i))2) (3.50)
ou` P est le nombre de pixels de la grille et λd =
1
2σ2
.
En ce qui concerne le filtre de de´tection de structures line´aires, nous proposons de
construire un filtre de la fac¸on dont nous avons construit les cartes de pre´-calcul du
terme d’attache aux donne´es. Il repose sur la de´finition d’une mesure de confiance σd
mesurant la possibilite´ qu’un segment corresponde a` une structure line´aire d’inte´reˆt. La
mesure σd est une mesure dans [0, 1] de´finie comme l’oppose´e d’une mesure de potentiel
a` valeurs dans [−1, 0]. En prenant une mesure de potentiel du type de celle propose´e
dans l’e´quation (3.44), on de´finit la mesure de confiance σd comme suit :
σd(i) =

0 si Ti < τ1
Ti − τ1
τ2 − τ1 si τ1 < Ti < τ2
1 si Ti > τ2
(3.51)
ou` τ1 et τ2 sont deux seuils a` fixer selon le contraste de l’image, Ti est la valeur statis-
tique donne´e par l’e´quation (3.43) e´valuant conjointement les hypothe`ses de contraste
et d’homoge´ne´ite´ pour le segment si. De la meˆme fac¸on que pour le pre´-calcul des po-
tentiels, nous calculons les valeurs de confiance σd des segments de longueur minimale
Lmin, positionne´s en chaque pixel de l’image, pour un nombre fixe´ d’orientations Nθ. En
chaque pixel i, nous prenons la re´ponse maximale obtenue par tous les segments dont
le masque associe´ contient i, et ceci inde´pendamment de l’orientation (contrairement,
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au cas du pre´-calcul des potentiels). La re´ponse au filtre Y s’e´crit donc comme suit :
Y (i) = max
sj : Vj 3 i
Lj = Lmin
θj = θ˜1 . . . θ˜Nθ
σd(j) (3.52)
Par construction, ce filtre permet d’e´valuer la pre´sence de structures line´aires en
chaque pixel par rapport aux hypothe`ses de contraste avec l’environnement proche et
d’homoge´ne´ite´ interne (dans le cas de structures larges). L’e´valuation de ces hypothe`ses
repose sur des mesures statistiques, utilise´es ge´ne´ralement pour le t-test de Student
connu pour eˆtre adapte´ aux petits e´chantillons (i.e. dans noˆtre cas, des petits ensembles
de pixels). Il a e´galement l’avantage de pouvoir eˆtre utilise´ pour diffe´rents types de
re´seaux, la largeur et la longueur minimale des segments e´tant modulables. Tout autre
filtre adapte´ a` la de´tection de structures line´aires est utilisable ici et peut eˆtre combine´
au filtre que nous venons de de´crire dans un cadre de fusion de donne´es.
3.2.3 Noyau de proposition fonde´ sur les donne´es
Dans le paragraphe 3.2.1, nous avons propose´ un pre´-calcul du potentiel d’attache
aux donne´es pour diffe´rentes orientations en chaque pixel de l’image. Nous proposons
ici d’exploiter ces pre´-calculs pour construire un noyau de proposition fonde´ sur les
donne´es. La proposition de nouveaux segments se fait alors en fonction d’une mesure
non homoge`ne fonde´e sur des cartes de probabilite´s de pre´sence de structures line´aires
en chaque pixel. Par l’utilisation d’un tel noyau, nous e´vitons de nombreuses proposi-
tions de segments non pertinentes qui seront rejete´es dans la phase de rejet/acceptation
mais qui couˆtent autant de temps de calcul qu’une proposition pertinente. L’algorithme
d’optimisation devrait donc converger nettement plus rapidement que dans le cas d’une
“naissance et mort uniforme”.
Que ce soit pour le calcul du potentiel d’attache aux donne´es ou pour le calcul de
la sortie du filtre de de´tection de structures line´aires propose´ dans le paragraphe 3.2.2,
les pre´-calculs que nous avons construits nous fournissent un indice d’appartenance
d’un pixel a` une structure line´aire. Ici, nous cherchons a` de´finir des probabilite´s qu’un
pixel corresponde au centre d’un segment. La proce´dure de pre´-calcul s’en trouve sim-
plifie´e. En effet, il suffit de stocker pour chaque pixel i et chaque orientation θ˜k de la
discre´tisation, le potentiel vd(i, θ˜k) = vd(s) correspondant au segment s = (p, Lmin, θ˜k)
dont le centre est p est positionne´ au niveau du pixel i (i.e. au centre du pixel i). Nous
obtenons ainsi, pour chaque orientation, une carte Ck de´finissant un noyau de naissance
non homoge`ne :
Ck(i) =
m− vd(i, θ˜k)
Npix∑
j=1
(m− vd(j, θ˜k))
, i = 1, . . . , Npix (3.53)
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ou` Npix est le nombre de pixel de la grille et m est une constante choisie telle que
Ck de´finisse une mesure de probabilite´ strictement positive. Par exemple, on pourra
prendre :
m = Vmax + 1
ou` Vmax correspond a` la borne supe´rieure du potentiel de´fini par l’e´quation (3.44). Plus
le potentiel associe´ a` un pixel i sera faible, plus la probabilite´ Ck(i) de proposer le centre
d’un segment a` l’inte´rieur de ce pixel sera forte. La proce´dure de proposition d’ajout
d’un nouveau segment u selon les cartes C1, . . . , CθN est la suivante :
• la longueur et l’orientation du nouveau segment θu et Lu sont tire´es uniforme´ment
dans l’espace des marques M = [Lmin, Lmax]× [0, pi] ;
• un pixel i est alors tire´ selon la carte Ck, correspondant a` l’orientation la plus
proche de θu : k = argminj [|θu − θ˜j |] ;
• le centre du segment pu est alors tire´ uniforme´ment dans le carre´ de F correspon-
dant au pixel i de l’image.
Remarque 13 Le tirage ale´atoire du centre pu dans le pixel i n’est pas re´alise´ en
pratique puisqu’une diffe´rence de position sous-pixe´lique n’induit pas de diffe´rence de
potentiel d’attache aux donne´es. La diffe´rence e´nerge´tique est donc ne´gligeable.
Pour la mort, un segment est retire´ uniforme´ment de la configuration. Cette diffe´rence
de syme´trie dans le noyau “naissance et mort” fonde´ sur les donne´es (NMD) est contre-
balance´e par le taux de Green qui de´pend de la carte correspondant a` l’orientation la
plus proche du segment conside´re´.
Pour calculer le taux de Green nous utilisons la meˆme mesure syme´trique que pour
le noyau “mort et naissance uniforme” pour de´river la mesure piQNMD ou` le noyau
QNMD est de´fini comme suit :
QNMD(s→ A) = pbD QbD(s→ A) + pdD QdD(s→ A) (3.54)
ou` QbD = Qb est le noyau associe´ a` la mort uniforme et QdD correspond au noyau
associe´ a` la naissance non homoge`ne et peut s’e´crire comme suit :
QbD(s→ A) =
∫
M
Npix∑
i=1
Ckθ(i)
∫
[i]⊂F
1A(s ∪ s) dp|[i]| dPM (L, θ) (3.55)
ou` kθ = argminj [|θ− θ˜j |] et [i] est le carre´ de F correspondant au pixel i. Si l’on suppose
que tous les pixels sont repre´sente´s par des carre´s de meˆme taille dans F , l’aire de ce
carre´ est alors e´gale a` : |[i]| = |F |
Npix
. La somme des inte´grales sur les carre´s composant
F pouvant s’e´crire comme une inte´grale sur F , l’e´quation 3.55 devient :
QbD(s→ A) =
∫
F×M
Npix Ckθ(ip)
|F | 1A(s ∪ s) dp dPM (L, θ) (3.56)
ou` le pixel ip correspond au pixel ou` le point p est situe´.
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Dans le cas d’une naissance d’un segment s = (p, L, θ) fonde´e sur les cartes Ck, la
de´rive´e de Radon-Nikodym de piQNMD par rapport a` ψ, donne´e par l’e´quation (3.30),
est alors :
D(s, s ∪ s) = f(s) pbD Npix Ckθ(ip)
λ |F | (3.57)
ou` λ est l’intensite´ du processus de re´fe´rence. Dans le cas d’une mort, la de´rive´e est
donne´e par :
D(s, s \ s) = pdD f(s)
n(s)
(3.58)
Finalement, les taux de Green respectivement associe´s a` une naissance et une mort
d’un segment s = (p, L, θ) sont :
R(s, s ∪ s) = f(s ∪ s)
f(s)
pdD
pbD
λ|F |
Npix Ckθ(ip) (n(s) + 1)
(3.59)
R(s, s \ s) = f(s \ s)
f(s)
pbD
pdD
Npix Ckθ(ip) n(s)
λ|F | (3.60)
De la meˆme fac¸on que pour la “naissance et mort uniforme”, la “naissance et mort
fonde´es sur les donne´es” permet de ve´rifier, dans le cas ou` les probabilite´s Ck(i) sont
strictement positives, la convergence ergodique de la chaˆıne. S’il existe des pixels
tels que Ck(i) = 0, ce noyau ne pourra pas garantir la convergence a` lui seul, puisque
l’espace d’e´tat ne pourra eˆtre comple`tement explore´ (on perd donc l’irre´ductibilite´ de
la chaˆıne).
L’utilisation d’un tel noyau est pertinente pour l’e´chantillonnage a` tempe´rature
faible (i.e. densite´ pique´e) d’un processus spe´cifie´ par la densite´ comple`te hT (s) =
(hp(s) hd(s))
1
T , et donc pour la recherche de la configuration de segments qui maximise
la densite´ comple`te. En effet, les segments bien place´s sont propose´s plus souvent que
les autres et sont accepte´s dans les cas ou` ils vont dans le sens de l’a priori (i.e. s’ils
ne sont pas mal situe´s par rapport aux autres segments de la configuration) car le
rapport de densite´ est pre´ponde´rant par rapport a` la division par la probabilite´ Ck(i)
de proposer un segment dont l’orientation est proche de θ˜k au niveau du pixel i. Par
contre, a` tempe´rature haute, les propositions de naissance seront souvent refuse´es et les
propositions de mort souvent accepte´es puisque dans ce cas le rapport des densite´s est
proche de 1. Une ide´e serait alors de changer de mesure de re´fe´rence µ : une mesure
non homoge`ne fonde´e sur les donne´es permettrait de n’e´liminer que tre`s rarement les
segments re´pondant bien aux donne´es, et cela, meˆme a` tempe´rature faible.
3.3 Re´glage des parame`tres
Afin d’extraire le re´seau line´ique pre´sent dans les donne´es, nous avons a` estimer la
configuration de segments sˆ qui maximise la densite´ comple`te du processus f :
sˆ = argmax
s∈E
f(s)︸︷︷︸
hp(s)hd(s)
(3.61)
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ou` E =
⋃∞
n=0En, avec En de´fini comme l’ensemble des configurations compose´es de
n segments, hp est la densite´ a priori et hd est le terme d’attache aux donne´es. Le
proble`me du choix des parame`tres de´finissant hp et hd se pose alors. Nous distinguons
les parame`tres de type “physique” ou “radiome´triques” des parame`tres de ponde´ration.
Les parame`tres physiques sont des parame`tres utilise´s dans la de´finition des ob-
jets du processus, dans la de´finition d’interactions entre objets et dans la construction
du terme d’attache aux donne´es. Plus pre´cise´ment, on entend par parame`tres physiques :
• les parame`tres de´finissant l’espace des marques : Lmin et Lmax ;
• les parame`tres de seuillage permettant de de´finir une relation (ex : ², pour la
connexion) ou permettant de diffe´rencier des interactions de´finies par rapport a`
la meˆme relation (ex : τc, pour la connexion) ;
• les parame`tres utilise´s pour la de´finition du masque de pixels associe´ a` un segment.
Ces parame`tres de´pendent directement du re´seau que l’on cherche a` extraire ou de cer-
taines conside´rations plus ge´ne´rales, et sont relativement faciles a` fixer. Par exemple,
le nombre de bandes internes du masque associe´ a` un segment de´pend directement de
la largeur du re´seau dans l’image, i.e. de la re´solution de l’image et du type de re´seau
d’inte´reˆt (route, chemin ou rivie`re). Le parame`tre ² doit eˆtre infe´rieur a` Lmin/2 pour
une bonne de´finition de la relation de connexion. S’il est pris infe´rieur a` 1 pixel, le
re´seau ne sera pas tre`s flexible puisque les connexions seront concentre´es sur 1 pixel.
De plus, plus le parame`tre ² est petit, moins les connexions sont probables par rapport
a` la mesure de re´fe´rence et on aura donc tendance a` souvent refuser le prolongement
du re´seau a` tempe´rature haute. En ge´ne´ral, nous prenons ² entre deux et cinq pixels
selon la re´solution de l’image.
Nous entendons par parame`tres radiome´triques les parame`tres de seuillage du
terme d’attache aux donne´es. Ceux-ci pourront eˆtre choisis en fonction du contraste du
re´seau avec son environnement proche. Nous e´tudierons leur robustesse dans le para-
graphe 3.6.
Le choix des parame`tres de ponde´ration est plus de´licat. Ce sont a` ces pa-
rame`tres que font re´fe´rence les me´thodes d’estimation de parame`tres, les parame`tres
physiques e´tant suppose´s fixe´s. Dans le cas de donne´es comple`tes (i.e. connaissant
sˆ), [Stoica, 2001, van Lieshout et Stoica, 2001] proposent d’estimer les parame`tres du
mode`le a priori par un algorithme de gradient stochastique. Celui-ci converge vers un
optimum local situe´ dans le voisinage de la parame´trisation initiale. Cette me´thode reste
d’application limite´e, e´tant donne´ que l’objectif principal est, en ge´ne´ral, de trouver la
configuration sˆ qui maximise la densite´. Dans le cas de donne´es incomple`tes (sˆ inconnu),
on cherche a` la fois a` estimer sˆ et les parame`tres wi des diffe´rents termes. L’algorithme
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d’estimation le plus populaire est l’algorithme EM (Expectation - Maximisation), repo-
sant sur la maximisation de l’espe´rance de la log-vraisemblance. Cependant, il n’est pas
toujours adapte´ : il ne re´sout pas le proble`me de la fonction de partition et ne garantit
pas la convergence vers le maximum de vraisemblance, tout comme les variantes de
l’EM permettant de travailler avec des densite´s non connues a` un facteur pre`s. Nous
proposons une alternative a` l’estimation des parame`tres en proposant de choisir les
parame`tres de ponde´ration a` l’aide de la me´thode des boˆıtes qualitatives [Azencott,
1992]. Cette me´thode permet de fournir des estimations grossie`res, souvent suffisantes,
des parame`tres. On utilise des spe´cifications locales afin d’obtenir un jeu d’ine´galite´s.
Sur la base de conside´rations heuristiques, on obtient un syste`me d’ine´quations line´aires
qui fournit un ensemble de parame`tres admissibles. Cet ensemble peut eˆtre vide si le
mode`le est trop restrictif. Nous donnons deux exemples de calibrage des parame`tres
de ponde´ration de la densite´ comple`te avec une densite´ a priori hp de type “Quality
Candy” : le premier exemple concerne une approche par champ externe, le deuxie`me
concerne une approche baye´sienne.
3.3.1 Calibrage des parame`tres pour une approche par champ ex-
terne.
A la sortie de l’algorithme d’optimisation, nous souhaitons obtenir une configuration
ve´rifiant les proprie´te´s suivantes :
1. Pas de segment libre
2. Pas de paire de segments simples non connecte´s au reste du re´seau
3. Pas d’interruption dans le re´seau qui pourrait eˆtre comble´e par l’ajout d’un seg-
ment double si n’induisant pas de points de forte courbure (gc(si, ·) ≤ 0) et
n’interagissant pas avec un segment proche (si 6∼p ·)
4. Pas de branches compose´es de plusieurs segments conse´cutifs aberrants par rap-
port aux donne´es (vd(i) = Vmax)
5. Toute branche doit eˆtre prolonge´e au maximum : pas de fin de branche pou-
vant eˆtre prolonge´e par un segment si de bonne qualite´, i.e. tel que vd(i) ≤ 0,
gc(si, ·) ≤ 0 et si 6∼ ·
6. Pas de segments trop proches
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Rappelons que la densite´ comple`te du mode`le “Quality Candy” avec une approche
par champ externe est donne´e par les e´quations (3.11) et (3.39) :
h(s) = exp−
[
ωβn+ ωfnf + ωsns + ωc
∑
gc(si, sj) + ωp
∑
gp(si, sj) + ωd
∑
vd(i)
]
︸ ︷︷ ︸
U(s)
avec
{
ωβ = log(β)
ωf , ωs, ωc, ωp, ωd > 0
(3.62)
ou` U(s) est l’e´nergie de la configuration s. Les proprie´te´s sur la configuration finale
peuvent eˆtre traduites par les contraintes suivantes sur les parame`tres e´nerge´tiques :
1. L’e´nergie d’un segment libre s1 doit eˆtre plus e´leve´e que l’e´nergie de la configu-
ration vide. Le cas extreˆme ve´rifiant cette contrainte est celui ou` vd(1) est e´gal a`
−1. D’ou` l’ine´galite´ suivante :
ωβ + ωf − ωd > 0 (3.63)
2. L’e´nergie de deux segments simples s1 et s2 doit eˆtre plus e´leve´e que l’e´nergie de
la configuration vide. Conside´rant le cas extreˆme ou` vd(1), vd(2) et gc(s1, s2) = 1,
on a :
2ωβ + 2ωs − ωc − 2ωd > 0 (3.64)
3. L’e´nergie doit de´croˆıtre par l’ajout d’un segment double si reliant deux segments
simples tel que les potentiels de connexion associe´s gc(si, ·) soit infe´rieurs ou` e´gaux
a` ze´ro et n’interagissant pas selon la relation de proximite´. Le cas extreˆme pour
lequel cette condition est ve´rifie´e est atteint pour gc(si, sj) = 0 pour tout segment
sj connecte´ avec si et pour un potentiel d’attache aux donne´es maximal : vd(i) =
Vmax. L’expression de cette contrainte est alors :
Vmax ωd + ωβ < 2ωs (3.65)
Nous imposons ne´anmoins une augmentation d’e´nergie quand les connexions sont
de mauvaise qualite´ : gc(si, ·) = 1. On a donc e´galement :
2ωc + Vmax ωd + ωβ > 2ωs (3.66)
4. L’e´nergie doit augmenter par l’ajout de deux segments doubles conse´cutifs qui
ont un potentiel e´gal a` Vmax. En conside´rant le cas extreˆme ou` les potentiels de
connexion sont e´gaux a` −1, on obtient :
−3ωc + 2Vmax ωd + 2ωβ > 2ωs (3.67)
5. L’e´nergie doit diminuer par l’ajout d’un segment simple si a` un autre segment
simple sj si gc(si, sj) ≤ 0 , vd(i) ≤ 0 et si 6∼ · :
ωβ < 0 (3.68)
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A l’inverse, elle doit augmenter si vd(i) = Vmax :
ωβ − ωc + Vmax ωd > 0 (3.69)
6. La dernie`re proprie´te´ (pas de segments trop proches) est ve´rifie´e de`s que ωp > 0
du fait de l’utilisation d’un potentiel de type “hard core” e´liminant les couples
de segments proches et quasiment paralle`les. Le poids ωp agit uniquement sur les
interactions de type proximite´ dont l’orientation est suffisamment grande. S’il est
pris grand par rapport aux autres poids, les interactions de type proximite´ seront
fortement pe´nalise´es, et d’autant plus que l’angle forme´ sera faible.
Les e´quations (3.67), (3.64) et (3.68) impliquent la contrainte suivante sur le poten-
tiel maximal d’attache aux donne´es :
Vmax >
1
ωd
(ωs − ωβ + 3ωc
2
)
Vmax >
1
ωd
(ωs + ωβ − ωc
2︸ ︷︷ ︸
>ωd
−2ωβ + 2ωc︸ ︷︷ ︸
>0
)
Vmax > 1
Nous fixons alors le parame`tre Vmax a` 2 par soucis de simplification du syste`me d’ine´quations :
Vmax = 2 (3.70)
Les ine´quations ci-dessus permettent de de´finir les encadrements des parame`tres tels que
ceux-ci de´finissent des densite´s qui atteignent leur maximum pour des configurations
respectant chacune des contraintes e´nonce´es ci-dessus. En posant ωd = x ωc, on obtient
les encadrements donne´s dans la table 3.1 ou` a, b et c sont des constantes positives.
Plus le coefficient x est grand, plus le poids des donne´es sera grand par rapport a` la
qualite´ des connexions. Un exemple est donne´ avec la contrainte supple´mentaire que
le potentiel d’un segment libre soit plus grand ou e´gal au potentiel de deux segments
simples connecte´s par une connexion de qualite´ positive (dans le cas ou` l’on conside`re
des segments re´pondant correctement aux donne´es) afin d’accepter souvent la naissance
dans le voisinage des segments libres :
2ωs + ωβ ≤ ωf (3.71)
3.3.2 Calibrage des parame`tres pour le mode`le baye´sien
De meˆme que pour l’approche par champ externe, on peut de´finir des contraintes
sur l’e´nergie a posteriori dans un cadre baye´sien. L’e´nergie a posteriori est donne´e par
l’e´quation suivante :
U(s/Y ) = Up(s) + λd (Y (i)− S(i))2 (3.72)
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Vmax = 2 ωp ωβ x ωs ωc ωd ωf
Encadrement > 0 −a > 2 b > (3x+ 52)a 2b+a2(x+1) < c < 2b−2a2x+1 xc > xc+ a
Exemple 200 −1 4 33 7 28 67
Tab. 3.1 – Choix des parame`tres e´nerge´tiques du mode`le “Quality Candy” avec incor-
poration des donne´es par champ externe par la me´thode des boˆıtes qualitatives.
ou` Up est l’e´nergie a priori, Y correspond aux donne´es (sortie du filtre de de´tection
de structures line´aires), S est la silhouette de s sur la grille de pixel, et λd est un
poids positif de´rivant de la variance d’un processus de bruit. Nous cherchons a` mini-
miser l’e´nergie U(s/Y ) avec un mode`le a priori de type “Quality Candy”. Celle-ci doit
ve´rifier des contraintes sur la forme de re´seau que nous de´sirons obtenir.
Tout d’abord un segment libre ne doit pas apparaˆıtre a` la fin de la configuration
a` moins que son masque soit compose´ d’un nombre de pixel supe´rieur a` nmin fixe´ par
l’utilisateur. Nous avons donc la contrainte suivante sur les parame`tres e´nerge´tiques du
mode`le a posteriori avec un mode`le a priori de type “Quality Candy” :
ωf + ωβ − nmin λd ≥ 0 (3.73)
ou` ωf est le poids positif associe´ a` un segment libre, ωβ le poids (positif ou ne´gatif)
associe´ a` tout segment. L’e´quation (3.73) se justifie car nous ne travaillons ici qu’avec
des valeurs comprises entre 0 et 1 (ce qui implique que la diffe´rence Y (i) − S(i) est
supe´rieure ou e´gale a` -1).
La meˆme ine´galite´ s’impose pour deux segments simples connecte´s :
2ωs + 2ωβ − ωc − λd nmin ≥ 0 (3.74)
ou` wc est le poids positif associe´ a` la fonction de potentiel gc a` valeurs dans [−1, 1]
de´finie pour les paires de segments connecte´s.
Nous souhaitons de plus favoriser un prolongement du re´seau. L’e´nergie doit alors
de´croˆıtre par l’ajout d’un segment double reliant deux segments simples tel que les
potentiels associe´s aux connexions avec ce segment soient ne´gatifs ou nuls. Nous ne
conside´rons que les segments de masque de taille infe´rieure a` nmin et ne ve´rifiant pas
une relation de mauvaise orientation avec un autre segment de la configuration s.
nmin λd + ωβ ≤ 2ωs (3.75)
Un segment simple re´pondant correctement aux donne´es ajoute´ a` l’extre´mite´ non
connecte´e d’un autre segment simple fera diminuer l’e´nergie si le potentiel associe´ a` la
clique est ne´gatif et s’il n’y a pas de relation de mauvaise orientation entrant en jeu :
ωβ ≤ 0
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Par contre, si ce segment est situe´ sur le fond de l’image (potentiel positif), l’e´nergie
doit augmenter :
ωβ ≥ 0
Il vient donc :
ωβ = 0 (3.76)
Dans le cas d’un mode`le baye´sien, nous pouvons imposer la contrainte supple´mentaire
que deux petits segments simples connecte´s entre eux par une connexion de qualite´
maximale sont e´quivalent a` un long segment libre u s’il induisent la meˆme silhouette
sur l’image que u. Dans ce cas, ils induisent le meˆme potentiel d’attache aux donne´es
que u puisque celui-ci est calcule´ a` partir de la silhouette. Ceci permet d’introduire la
contrainte suivante :
2ωs − ωc = ωf (3.77)
Remarquons que, sous la contrainte (3.77), les e´quations (3.73) et (3.74) sont e´quivalentes
et impliquent l’e´quation (3.75) en prenant un potentiel ωβ nul.
Pour re´duire l’espace des parame`tres admissibles, nous imposons qu’un segment
libre u soit accepte´ si l’ajout de u implique une diminution de l’e´nergie d’attache aux
donne´es supe´rieure a` nmin λd. Ceci implique :
ωf = nmin λd (3.78)
Finalement, avec un calibrage des parame`tres selon la table 3.2, la densite´ atteindra
son maximum pour des configurations pre´sentant de bonnes proprie´te´s. Un exemple est
donne´ pour un nombre minimal de pixels nmin fixe´ a` 40.
ωp ωβ ωs ωc ωf nmin λd
Encadrement ]0,∞[ 0 ]0,∞[ ]0, 2ωs[ 2ωs − ωc >> 1 ωfnmin
Exemple 10 0 7 4 10 40 0.25
Tab. 3.2 – Choix des parame`tres e´nerge´tiques du mode`le baye´sien de type “Quality
Candy” par la me´thode des boˆıtes qualitatives.
3.4 E´valuation quantitative des re´sultats
Afin de mieux comparer les re´sultats fournis par diffe´rents algorithmes, il est im-
portant de de´finir des mesures de performance quantitatives par rapport a` un re´seau
de re´fe´rence (extraction manuelle, ve´rite´ terrain ou carte ge´ographique), comme cela
est propose´ dans [Harvey, 1999, Sampe`re, 2001]. De plus, ces mesures quantitatives
peuvent eˆtre inte´gre´es dans un syste`me de mise a` jour cartographique automatique.
Par exemple, dans [Hivernat et al., 1999], une qualification automatique des re´sultats
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permet d’ame´liorer ite´rativement la qualite´ d’une mise en correspondance entre un
re´seau routier issu d’une carte et un re´seau extrait d’une image satellitaire, avant de
fournir des informations utiles pour la mise a` jour cartographique.
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Tronçons de référence
Tronçons détectés
Aire entre les tronçons appariés
Surdétections
Fig. 3.13 – Mise en correspondance du re´seau extrait par l’algorithme avec le re´seau
de re´fe´rence.
Ainsi, dans les cas ou` nous disposons d’un re´seau de re´fe´rence, nous proposons une
e´valuation quantitative des re´sultats par rapport au re´seau de re´fe´rence extrait ma-
nuellement. Les segments fournis par l’algorithme sont mis en correspondance avec les
branches de la re´fe´rence (fournie sous forme de lignes brise´es). Un segment est apparie´
a` la re´fe´rence si chacune de ses extre´mite´s est a` une distance du re´seau de re´fe´rence
infe´rieure a` un seuil fixe´ par l’utilisateur (on pourra prendre, par exemple, un seuil e´gal
a` dix pixels). Cet appariement, illustre´ par la figure 3.4, permet le calcul de :
• la longueur L0(sref ) des tronc¸ons du re´seau de re´fe´rence sref qui ont e´te´ omis par
l’extraction automatique ;
• la longueur LS(s) des tronc¸ons du re´seau extrait s automatiquement qui corres-
pondent a` des fausses alarmes ;
• l’aire A(sref , s) comprise entre les branches apparie´es du re´seau de re´fe´rence sref
et du re´seau de´tecte´ s, comme illustre´ par les zones hachure´es de la figure 3.4.
Trois crite`res d’e´valuation du re´seau extrait, de´rivant de ces calculs, seront utilise´s
pour comparer quantitativement les re´sultats obtenus par les diffe´rents algorithmes
d’extraction du re´seau line´ique :
0 , le pourcentage d’omissions par rapport a` L(sref ), la longueur totale du re´seau
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de re´fe´rence :
O = 100
L0(sref )
L(sref )
(3.79)
S , le pourcentage de surde´tections par rapport a` la longueur totale du re´seau de
re´fe´rence :
S = 100
LS(s)
L(sref )
(3.80)
D , une erreur ge´ome´trique correspondant a` la distance D entre les tronc¸ons ap-
parie´s e´gale a` l’aire comprise entre ces tronc¸ons divise´e par la longueur des
tronc¸ons de la re´fe´rence qui ont e´te´ apparie´s :
D =
A(sref , s)
L(sref )− L0(sref ) (3.81)
3.5 Choix du mode`le a priori
Nous nous sommes tout d’abord inte´resse´, dans le cadre de l’extraction non super-
vise´e du re´seau line´ique, au cas le plus largement e´tudie´ dans la litte´rature, celui de l’ex-
traction du re´seau routier. Nous proposons de mode´liser le re´seau d’inte´reˆt par un pro-
cessus Markov objet ou` les objets sont des segments interagissant entre eux. Les re´seaux
routier sont ge´ne´ralement caracte´rise´s par une faible courbure, de longues branches bien
distinctes, continues et relie´es entres elles. Les mode`les a priori, de´finis dans le para-
graphe 3.1, ont e´te´ construits pour incorporer ces fortes contraintes ge´ome´triques et
topologiques. Les performances du mode`le “Candy”, introduit par [Stoica, 2001], pour
la simulation et l’extraction des re´seaux routiers ont de´ja` e´te´ montre´es : les re´sultats
sont prometteurs, pre´sentant relativement peu de fausses alarmes et d’omissions pour
une me´thode comple`tement automatique. Notre premier objectif a e´te´ de de´terminer si
l’incorporation de mesures de qualite´ des interactions entre segments dans les densite´s a
priori ame´liorait les re´sultats et, si oui, de quelle fac¸on est-il pre´fe´rable de les incorporer.
Nous conside´rons ici une approche par champ externe. Les donne´es sont donc incor-
pore´es par le terme d’attache aux donne´es de´fini par l’e´quation (3.39) ou` le potentiel
associe´ a` chaque segment est donne´ par l’e´quation (3.44). Les seuils τ1 et τ2 associe´s a`
ce potentiel sont choisis en fonction du contraste entre le re´seau et son environnement.
Nous re´alisons l’optimisation de chaque mode`le par un recuit simule´ sur un algorithme
MCMC a` sauts re´versibles utilisant un noyau de “naissance et mort” uniforme pour
l’exploration de tout l’espace d’e´tat et des noyaux pertinents pour une exploration effi-
cace : “naissance et mort” dans un voisinage par rapport a` la relation de connexion et
des petites perturbations de segments : rotation, translation et dilatation.
La figure 3.14 pre´sente les re´sultats de l’extraction du re´seau routier sur une image
satellitaire par un recuit simule´ avec une de´croissance ge´ome´trique de la tempe´rature :
Tt+1 = c Tt avec c = 0.99999. L’image traite´e est une image SPOT Panchro de moyenne
re´solution (10 me`tres), de taille 256× 256 pixels. Les routes principales pre´sentes dans
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(a) Image 1 (b) Extraction manuelle
(c) “Candy” (d) “Quality Candy”
(e) “IDQ”
Fig. 3.14 – Re´sultats de l’extraction du re´seau routier par recuit simule´ a` partir d’une
image SPOT de 256 × 256 pixels fournie par le Centre National d’Etudes Spatiales
(CNES) pour les trois mode`les a priori.
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cette image sont rectilignes et contrastent fortement avec le fond de l’image. Par contre,
le re´seau secondaire est sinueux et certaines parties pre´sentent un tre`s faible contraste
(l’extraction manuelle en est rendue de´licate). Le choix empirique des seuils τ1 et τ2
pour cette image est le suivant : τ1 = 4 et τ2 = 8.
Les re´sultats obtenus avec les mode`les “Candy” et “Quality Candy” sont satisfai-
sants : ils pre´sentent peu de surde´tections et l’on peut constater que l’image pre´sente
effectivement des structures line´aires au niveau de ces surde´tections ; les omissions sont
principalement dues au fait que le re´seau secondaire est sinueux pas endroit et tre`s
faiblement contraste´. Nous verrons par la suite qu’en diminuant les seuils τ1 et τ2 on
peut re´duire fortement ces omissions. L’utilisation de potentiels continus fonde´s sur des
mesures de qualite´ des interactions dans le mode`le “Quality Candy” permet d’obtenir
un re´seau de meilleure qualite´ que celui obtenu avec le mode`le “Candy” : la courbure
locale du re´seau est plus faible (en ge´ne´ral), la distance entre les extre´mite´s connecte´es
est sous-pixe´lique, et le croisement des deux routes principales est de meilleure qualite´.
Ces deux re´sultats ont e´te´ obtenus en un temps e´quivalent : un peu plus de 12 minutes
pour le “Candy” mode`le et un peu plus de 11 minutes pour le “Quality Candy” mode`le
avec un processeur Pentium III, 1 GHz, et 1 Go de me´moire vive.
Le re´sultat correspondant au mode`le “IDQ” montre qu’il ne suffit pas qu’un mode`le
fournisse des e´chantillons de bonne qualite´ par un e´chantillonnage sans information
radiome´trique, pour eˆtre adapte´ a` l’extraction du re´seau routier. Le re´seau extrait en
utilisant le mode`le “IDQ” est, en effet, de qualite´ me´diocre alors que les e´chantillons
correspondant au mode`le a priori “IDQ” pre´sente´s dans le paragraphe 3.1.6 sont de
meilleure qualite´ que ceux du mode`le “Candy”. De nombreux segments libres sont
pre´sents a` la fin de l’algorithme induisant de nombreuses surde´tections et des inter-
ruptions sont visibles au niveau des deux routes principales. Ceci s’explique par la
de´finition de l’intensite´ de connexion (moyenne des nombres de groupes d’objets en
interaction auxquelles un objet appartient). Celle-ci correspondant a` une moyenne sur
toute la configuration, la pre´sence de segments libres est contrebalance´e par la pre´sence
de segments connecte´s a` plus de deux segments. De plus, la qualite´ des interactions
intervient dans le mode`le “IDQ” au travers d’un potentiel positif auxquels les segments
libres ne participent pas, et se voient donc pe´nalise´s. La diffusion, i.e. la proportion
d’objet connecte´s dans la configuration courante, permet de limiter la pre´sence de seg-
ments libres mais un poids trop fort par rapport a` la qualite´ induira un re´seau de
mauvaise qualite´. Enfin, nous avons constate´ que, dans les cas ou` le poids de la qualite´
de connexion est fort par rapport a` celui de l’attache aux donne´es, l’algorithme avait
du mal a` proposer de nouvelles branches de qualite´ correctes mais infe´rieure a` la qualite´
des branches de tre`s bonne qualite´ de´ja` de´tecte´es, ces nouvelles branches faisant baisser
la qualite´ moyenne de la configuration. Ces constatations nous ame`nent a` pre´fe´rer un
mode`le faisant intervenir des potentiels locaux plutoˆt que globaux. De plus, ce re´sultat
a e´te´ obtenu en plus de 17 minutes, ce qui est bien plus long que le temps ne´cessaire a`
l’obtention du re´seau en utilisant les deux autres mode`les.
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(a) Image 1 c© CNES (b) “Candy”
(c) “Quality Candy” (d) “IDQ”
Fig. 3.15 – Re´sultats de l’extraction du re´seau routier avec une de´croissance rapide de
la tempe´rature.
La figure 3.15 pre´sente les re´sultats de l’extraction du re´seau routier obtenus sur la
meˆme image mais avec une de´croissance plus rapide de la tempe´rature (c = 0.99999).
Cela permet d’obtenir des re´sultats beaucoup plus rapidement comme cela est montre´
dans le tableau 3.3 : en moins de 6 minutes pour le mode`le “Candy”, moins de 4 mi-
nutes pour le mode`le “Quality Candy” et moins de 16 minutes pour le mode`le “IDQ”.
Cependant, dans le cas du mode`le “Candy”, le re´seau obtenu est moins complet que
le re´seau obtenu avec une de´croissance plus lente (figure 3.15). Notamment, toute une
section d’une route principale est omise. En effet, il existe (au moins) une tempe´rature
critique par laquelle il est important de passer lentement pour atteindre le maximum
global de la densite´, ou au moins une bonne approximation de ce maximum global.
Le re´seau obtenu en utilisant le mode`le “Candy” correspond a` un optimum local tre`s
loin du maximum global. Par contre, les deux autres mode`les sont moins sensibles a`
la vitesse de de´croissance de la tempe´rature que le mode`le “Candy” : la qualite´ des
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re´sultats est similaire a` celle de ceux obtenus avec une de´croissance de la tempe´rature
plus lente (figure 3.15).
“Candy” “Quality Candy” “IDQ”
de´croissance
rapide
1.9× 106 ite´rations
5 min 31 s
1.6× 106 ite´rations
3 min 56 s
6.1× 106 ite´rations
15 min 21 s
de´croissance
lente
3.6× 106 ite´rations
12 min 28 s
4.5× 106 ite´rations
11 min 17 s
7.2× 106 ite´rations
17 min 30 s
Tab. 3.3 – Temps de calcul du recuit simule´ sur l’image 1 selon la vitesse de de´croissance
de la tempe´rature pour chaque mode`le.
Finalement, nous avons choisi d’utiliser le mode`le “Quality Candy” en tant que
mode`le a priori. L’e´tude comparative mene´e dans [Lacoste et al., 2002] nous a conforte´
dans ce choix et nous a permis, a` partir de re´sultats obtenus sur des images satellitaires
et ae´riennes, d’e´tablir le classement, donne´ dans le tableau 3.4, des trois mode`les a
priori selon le temps de calcul, le lissage induit par l’utilisation du mode`le (i.e. faible
courbure, continuite´), et les taux d’omissions et de surde´tections. Globalement, les
mode`les “Candy” et “Quality Candy” fournissent de bons re´sultats avec relativement
peu de fausses alarmes et de surde´tections, e´tant donne´ qu’aucun point d’amorce n’est
fourni par un ope´rateur (l’algorithme e´tant initialise´ avec la configuration vide). Le
mode`le “Quality Candy” donne des re´sultats de meilleure qualite´ en moins de temps,
ce qui justifie l’utilisation de potentiels continus fonde´s sur des mesures de qualite´s. Par
contre, le mode`le “IDQ”, dont la densite´ est fonde´e sur des valeurs moyennes, n’est pas
adapte´ a` l’extraction des re´seaux, mis a` part pour les re´seaux en forme de grille. De
plus, le temps de calcul a pratiquement double´ par l’utilisation d’un tel mode`le, duˆ a`
une convergence bien plus lente.
“Candy” “Quality Candy” “IDQ”
Temps de calcul + + −−
Lissage − ++ ++
Exhaustivite´ + ++ −
Fausses Alarmes + ++ −−
Tab. 3.4 – Re´sume´ des performances pour chacun des mode`les. (−) de´signe de mau-
vaises performances et (+) de bonnes performances.
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3.6 Robustesse des parame`tres
Nous conside´rons dans ce paragraphe un mode`le complet issu d’une approche par
champ externe ou` le mode`le a priori est le mode`le choisi dans le paragraphe pre´ce´dent,
a` savoir le mode`le “Quality Candy”. L’extraction des re´seaux line´iques consiste alors
a` chercher la configuration de segments maximisant la densite´ comple`te du mode`le.
La densite´ comple`te de´pend de nombreux parame`tres plus ou moins faciles a` fixer.
Les parame`tres physiques, tels que la longueur maximale d’un segment ou la diffe´rence
d’orientation tole´re´e entre deux segments proches, sont faciles a` fixer. De plus, mis a` part
les bornes Lmin et Lmax associe´es a` la longueur d’un segment, la distance de connexion
², tous les parame`tres physiques restent identiques entre deux images. Finalement,
la difficulte´ re´side dans le choix des parame`tres e´nerge´tiques ωi et des seuils τ1 et
τ2 correspondant aux parame`tres de l’attache aux donne´es. Nous ve´rifions dans ce
paragraphe que :
• un meˆme jeu de parame`tres e´nerge´tiques est utilisable pour diffe´rentes images ;
• une faible variation des seuils τ1 et τ2 ne modifie que faiblement les re´sultats ;
• on peut utiliser les meˆme seuils pour des images pre´sentant des re´seaux line´iques
de meˆme contraste.
Nous avons choisi d’utiliser la parame´trisation donne´e a` titre d’exemple dans le ta-
bleau 3.1. Celle-ci devrait fournir des configurations de segments pre´sentant de bonnes
proprie´te´s (pas de segment libre, pas de proximite´, etc.). Nous avons tout d’abord teste´
cette parame´trisation sur des images 300×300 extraites d’une image satellitaire (SPOT
XS2, de 20 me`tres de re´solution) de la Guine´e-Conakry. Cette image a e´te´ fournie par
le Bureau de Recherche Ge´ologique et Minie`re (BRGM) qui a participe´ financie`rement
a` ces travaux. Le BRGM a en outre participe´ a` la phase de validation des re´sultats ob-
tenus sur l’extraction du re´seau hydrographique. L’item cartographique recherche´ est
le re´seau hydrographique. Ce dernier est repe´rable par les arbres pre´sents au niveau des
rivie`res. E´tant donne´ le caracte`re sinueux de ce type de re´seau, la relation connexion est
de´finie pour toute diffe´rence d’orientation entre les segments concerne´s. Apre`s plusieurs
expe´rimentations sur la premie`re image, nous avons choisi les valeurs 3 et 7 pour les
deux seuils τ1 et τ2. Les re´sultats du recuit donne´s par la figure 3.16 montrent que les
parame`tres sont robustes pour des images de radiome´trie similaire concernant le meˆme
re´seau. En effet, les parame`tres sont identiques pour les trois images, fournissant a`
chaque fois des re´sultats satisfaisants. De plus, une petite perturbation des parame`tres
τ1 et τ2 conduit a` un re´seau contenant la meˆme structure principale (voir (a) et (c)
comparativement a` (b) dans la figure 3.16).
Les parame`tres sont e´galement robustes par rapport a` la taille de l’image, comme le
montre le re´sultat pre´sente´ dans la figure 3.17. Celui-ci concerne l’extraction du re´seau a`
partir d’une image extraite de la meˆme image mais plus grande que les trois premie`res.
Avec les meˆmes parame`tres que pre´ce´demment, on obtient un re´seau de bonne qualite´.
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(a)
(b)
(c)
Fig. 3.16 – Re´sultats de l’extraction du re´seau hydrographique a` partir de trois images
(300×300 pixels) extraites d’une image satellitaire (SPOT XS2) fournie par le BRGM,
en utilisant les parame`tres e´nerge´tiques donne´s dans la table 3.1 et pour diffe´rentes
valeurs des seuils τ1 et τ2 associe´s au terme d’attache aux donne´es : (a) τ1 = 2 et
τ2 = 7, (b) τ1 = 3 et τ2 = 7, (c) τ1 = 3 et τ2 = 8.
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Omissions ∼ 16% - Surde´tections ∼ 11% - Distance ∼ 1.7 pixels
(a) Image 2 c© BRGM (b) Extraction manuelle (c) Extraction automatique
Fig. 3.17 – Re´sultat de l’extraction du re´seau hydrographique a` partir d’une image
satellitaire (SPOT XS2) de taille 682×674 pixels, avec τ1 = 3 et τ2 = 7. Une extraction
manuelle du re´seau nous a e´te´ fournie par un expert du BRGM et nous permet d’e´valuer
quantitativement le re´sultat par rapport a` ce re´seau.
Omissions ∼ 4% - Surde´tections ∼ 20% - Distance ∼ 1.0 pixels
(a) Image 1 c© CNES (b) Extraction manuelle (c) Extraction automatique
Fig. 3.18 – Re´sultats de l’extraction du re´seau routier a` partir d’une image SPOT
(Panchro) de taille 256× 256 pixels, avec τ1 = 3 et τ2 = 7.
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Enfin, le meˆme jeu de parame`tres e´nerge´tiques a e´te´ teste´ sur une image SPOT de
taille 256×256 pixels (Panchro et de re´solution 10 m) ou` l’item cartographique recherche´
est le re´seau routier. Le seul changement concerne le seuil τc de la relation de connexion
duˆ a` la diffe´rence de ge´ome´trie entre les re´seaux routiers et les re´seaux hydrographiques.
Les seuils du terme d’attache aux donne´es sont les meˆmes que pre´ce´demment, i.e. τ1 = 3
et τ2 = 7. La principale difficulte´ ici est de de´tecter les chemins sinueux passant a`
travers les champs, qui ne sont pas rectilignes et ne contrastent que faiblement avec
leur environnement. Un re´sultat de l’extraction avait de´ja` e´te´ fourni dans la figure 3.14
avec τ1 = 4 et τ2 = 8 dans lequel les chemins n’avait pratiquement pas e´te´ de´tecte´s.
La figure 3.18 montre la pertinence de l’utilisation des seuils choisi empiriquement
pour la de´tection des foreˆts galeries quand l’objectif est de de´tecter tout le re´seau. Le
re´sultat, obtenu en moins de 5 minutes avec un processeur Pentium de puissance 1
GHz, correspond a` un re´seau continu et avec un taux d’omissions infe´rieur a` cinq pour
cent mais aussi un taux de surde´tections de l’ordre de vingt pour cent. Ces importantes
surde´tections sont a` mode´rer par le fait que l’image pre´sente effectivement des structures
line´iques au niveau de ces surde´tections. Peut-eˆtre est-ce la re´fe´rence qui comporte des
omissions ? Pour une e´valuation quantitative plus pertinente, il serait inte´ressant de
conside´rer plusieurs extractions manuelles.
3.7 Re´sultats de l’extraction du re´seau line´ique par pro-
cessus de segments
3.7.1 Approche par champ externe
La me´thode d’extraction propose´e ici repose sur la de´finition d’un processus de
segments par la densite´ comple`te donne´e par :
hp(s) ∝ hp(s) hd(s) (3.82)
ou` hp(s) est la densite´ a priori donne´e par l’e´quation (3.7) et hd(s) est le terme d’attache
aux donne´es donne´s par l’e´quation (3.39). L’optimisation est re´alise´e via un recuit
simule´ sur un algorithme de type MCMC a` sauts re´versibles utilisant un noyau de
“naissance et mort” uniforme et des noyaux pertinents pour une exploration efficace :
“naissance et mort” dans un voisinage par rapport a` la relation de connexion et des
petites perturbations de segments. La de´croissance de la tempe´rature est ge´ome´trique :
Tt+1 = c Tt
avec une constante c tre`s proche de 1 (en ge´ne´ral, c = 0.999999). Ce paragraphe pre´sente
les re´sultats de l’extraction du re´seau line´ique (routes, rivie`res) a` partir d’images (haute
et moyenne re´solution, satellitaires et ae´riennes, optique et radar) sans utilisation de
pre´-calculs.
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(a) Image 3 c© IGN
(b) Extraction manuelle
Fig. 3.19 – Image ae´rienne de la re´gion d’Altkirsh en Alsace de taille 1784×1304 pixels
et de 50 centime`tres de re´solution fournie par l’Institut Ge´ographique National.
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Performance de la me´thode en imagerie haute re´solution
L’image pre´sente´e dans la figure 3.19 est une image ae´rienne de la re´gion d’Alt-
kirsh en Alsace fournie par l’IGN. La haute re´solution de cette image (50 centime`tres)
induit un bruit ge´ome´trique, beaucoup plus difficile a` prendre en compte dans les
mode`les pixe´liques usuels que les bruits provenant du capteur. En effet, certains arbres
interfe`rent avec la bonne de´tection de certaines portions de route ; certains champs
sont de meˆme niveau de gris que les routes ; et les textures de certains champs sont
en ade´quation avec les hypothe`ses de contraste avec l’environnement proche et d’ho-
moge´ne´ite´ interne sur lesquelles est fonde´ le potentiel d’attache aux donne´es. On voit
la` tout l’inte´reˆt d’avoir un bon a priori.
Omissions ∼ 16% - Surde´tections ∼ 4% - Distance ∼ 1.6 pixels
Fig. 3.20 – Re´sultats de l’extraction sur une image ae´rienne (figure 3.19).
Les re´sultats sont globalement tre`s satisfaisants en termes de limitation des surde´tec-
tions et de pre´cision : nous obtenons moins de 4% de surde´tections et les branches bien
de´tecte´es sont a` une distance de l’ordre du pixel du re´seau extrait manuellement. La
surde´tection majeure correspond a` une branche passant sur un baˆtiment et reliant
deux routes quasi-paralle`les. Or nous avons construit le mode`le pour qu’il relie de telles
branches. Si nous ne l’avions pas fait, nous n’aurions pu traiter les larges occlusions
des routes dues a` la pre´sence d’arbres a` proximite´. Nous observons un taux d’omissions
d’environ 16%. La figure 3.20 re´ve`le que se sont en majorite´ les routes secondaires qui
ont e´te´ omises. Cela peut s’expliquer par le fait que ces routes sont courtes et d’une
courbure plus importante qu’au niveau des grands axes routiers, ce qui ne correspond
pas au mode`le a priori choisi. Remarquons aussi que la de´tection est difficile au niveau
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des intersections a` angle aigu : ceci est duˆ a` la de´finition de la connexion par rapport
aux extre´mite´s des segments (et non d’une extre´mite´ par rapport au reste du re´seau)
et a` la pe´nalisation de la relation de proximite´. A cela s’ajoute un faible contraste des
routes avec leur environnement, au niveau des deux croisements ou` les routes n’ont pas
e´te´ de´tecte´es.
Performance de la me´thode en imagerie radar
La majorite´ des images que nous avons traite´es sont des images optiques, mais
nous avons e´galement teste´ la me´thode en imagerie radar. Nous pre´sentons dans la
figure 3.21 un re´sultat obtenu sur une image radar ERS de Mexico de taille 525× 546
pixels. Le bruit de chatoiement associe´ a` ce type d’image rend la de´tection du re´seau
proble´matique. Le re´sultat obtenu montre que le terme d’attache aux donne´es permet
la de´tection de routes dans les images tre`s bruite´es. De plus, le potentiel de connexion
permet d’e´viter les ruptures dans le re´seau.
(a) Image 4 c© ESA (b) Extraction automatique
Fig. 3.21 – Re´sultats de l’extraction sur une image radar ERS (525 × 546 pixels)
c© European Space Agency.
Des re´sultats prometteurs pour l’extraction des re´seaux sinueux
Ce mode`le s’adapte aussi au cas des re´seaux plus sinueux de fac¸on encourageante,
comme nous l’avons montre´ dans le paragraphe 3.6 par les re´sultats obtenus sur une
image satellitaire (SPOT XS2, de 20 me`tres de re´solution) de la Guine´e-Conakry ou`
l’item cartographique recherche´ est le re´seau hydrographique (figures 3.16 et 3.17). Nous
montrons dans la figure 3.22 le meilleur re´sultat que nous avons obtenu sur l’image 2.
Les re´sultats (obtenus en 40 minutes) sont prometteurs puisque nous obtenons un
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Omissions ∼ 13.7 %- Surde´tections ∼ 9.6 %- Distance ∼ 1.5 pixels
(a) Image 2 c© BRGM (b) Extraction manuelle (c) Extraction automatique
Fig. 3.22 – Re´sultat de l’extraction du re´seau hydrographique a` partir d’une image
SPOT de taille 682× 674.
re´seau continu avec des taux de surde´tections et d’omissions infe´rieurs a` quinze pour
cent malgre´ la difficulte´ de l’image (pre´sence de zones peu contraste´es, re´seau tre`s
sinueux). Cependant, l’effet de lissage du potentiel de la clique de connexion, tre`s utile
dans le cas de l’extraction du re´seau routier, pre´sente ici un inconve´nient puisque cela
fournit un re´seau moins sinueux que la ve´rite´ terrain. De plus, le fait d’utiliser un
terme d’attache aux donne´es fonde´ sur des potentiels en chaque segment plutoˆt que
globalement ne nous permet pas de de´tecter les parties tre`s sinueuse du re´seau. En
effet, la taille d’un segment ne peut eˆtre trop re´duite, car, dans ce cas, les mesures de
contraste et d’homoge´ne´ite´ ne seraient pas pertinentes. Bien que Lmin soit fixe´e a` 5
pixels pour cette image, cela ne suffit pas a` suivre parfaitement le re´seau.
Performance de la me´thode comparativement a` une me´thode d’extraction
fonde´e sur les champs de Markov sur Graphe
Comparer la me´thode propose´e avec des me´thodes existantes est difficile e´tant
donne´ que la plupart des me´thodes d’extraction du re´seau line´ique performantes sont
en ge´ne´ral semi-automatiques ou reposent sur une exploitation de donne´es externes
comme les donne´es ge´ographiques. Les syste`mes d’interpre´tation se situent quand a`
eux a` un niveau au dessus, exploitant une information se´mantique et re´alisant l’extrac-
tion en combinant les re´sultats de diffe´rents algorithmes d’extraction et en incorporant
des composants d’auto-e´valuation. Nous nous situons dans une approche de plus bas
niveau qui pourrait tout a` fait s’inte´grer dans un tel syste`me. Parmi les me´thodes les
plus proches des approches par processus Markov objet, on peut citer les approches
par champ de Markov sur graphe pre´sente´es dans le paragraphe 1.3.2. Rappelons que
ces approches consistent a` minimiser l’e´nergie de´finie sur un graphe construit par une
pre´-de´tection des structures line´aires, ou` chaque noeud correspond a` une portion de
route.
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Fig. 3.23 – Extrait de 700 × 380 pixels d’une image Landsat de la ville St. Johns
(Canada), de 25 m de re´solution c© Governement of Canada with permission from
Natural Resources Canada.
Nous comparons ici noˆtre me´thode a` la me´thode par champ de Markov sur graphe
propose´e par [Ge´raud, 2003]. L’initialisation du graphe est de tre`s bonne qualite´ du fait
de l’utilisation d’une approche re´gion : une me´thode de “ligne de partage des eaux” est
applique´e a` une image de potentiel (potentiel mesurant l’appartenance aux structures
curvilignes a` de´tecter) filtre´e par une fermeture d’aire pour une suppression des minima
locaux. [Ge´raud, 2003] a applique´ cette me´thode sur une image extraite d’une image
Landsat de la ville St. Johns (Canada), de 25 m de re´solution et de 7 bandes spectrales.
L’image utilise´e est une image en niveau de gris donne´e dans la figure 3.23.
La figure 3.24 pre´sente le re´sultat obtenu par [Ge´raud, 2003] et deux re´sultats obte-
nus par processus de segments, le premier correspondant a` un seuil de contraste τ2 plus
e´leve´ que le second. Globalement les trois re´sultats sont bons, fournissant les routes
principales sans interruptions malgre´ la mauvaise qualite´ de l’image traite´e : seulement
30 niveaux de gris sont utilise´s. De plus, il n’y a pratiquement pas de fausses alarmes
dans les trois cas. Les images (a) et (b), correspondant au re´sultat obtenu par [Ge´raud,
2003] et au premier re´sultat obtenu par processus de segment, pre´sentent des re´seaux
de qualite´ similaire, l’extraction e´tant relativement se´lective par rapport au contraste
entre le re´seau et son environnement. L’image (c), correspondant a` un terme d’attache
aux donne´es moins se´lectif par rapport au contraste entre le re´seau et son environne-
ment, fournit un re´sultat plus exhaustif que les deux premiers. On observe quelques
fausses alarmes qui pourraient facilement eˆtre e´limine´es par un post-traitement. Les
omissions correspondent a` des sections tre`s peu contraste´es (pratiquement non visible
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(a) champ de Markov sur graphe
(b) processus de segments avec τ1 = 2 et τ2 = 7
(c) processus de segments avec τ1 = 2 et τ2 = 6
Fig. 3.24 – Re´sultats de l’extraction du re´seau line´ique sur l’image donne´e dans la figure
3.23 obtenus par champ de Markov sur graphe (en rouge) et processus de segments (en
vert). Les lignes blanches, obtenues par un algorithme de ligne de partage des eaux,
correspondent aux noeuds du graphe initial. Les points jaunes correspondent aux arcs
du graphe.
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a` l’oeil nu) et au niveau des routes ou` les habitations pre´sentes a` proximite´ induisent
une intensite´ tre`s e´leve´e et rendent la de´tection, via une e´valuation de diffe´rence de
moyenne, impossible. On remarque que certaines branches de´tecte´es dans l’image (c),
correspondant bien au re´seau re´el, n’e´taient pas pre´sentes dans l’initialisation du graphe
(en blanc , dans l’image (a)) et n’ont pu eˆtre de´tecte´es par optimisation sur ce graphe.
C’est un inconve´nient des me´thodes par champs de Markov sur graphe, pour lesquelles
l’initialisation est une e´tape cruciale. Au contraire, le re´sultat de l’algorithme MCMC a`
sauts re´versibles ne de´pend pas de l’initialisation. En pratique, ce n’est pas vraiment le
cas puisque nous ne respectons pas la de´croissance logarithmique de la tempe´rature. De
plus, la qualite´ de l’initialisation joue sur la vitesse de l’algorithme : plus l’initialisation
est bonne, plus on peut se permettre de partir a` une tempe´rature faible et donc de
proposer un algorithme plus rapide. Ici, nous ne nous sommes pas inte´resse´s a` cet as-
pect et l’initialisation de notre algorithme est re´duite a` la configuration nulle. Les deux
re´sultats pre´sente´s en (b) et (c) ont e´te´ obtenus en 50 minutes pour le premier et en
une heure pour le second avec un processeur de 1 GHz. Le re´sultat obtenu par [Ge´raud,
2003] sur une image originale de taille 2× 106 pixels prend moins de 20 secondes avec
un processeur de 1.7 GHz. Nous re´sumons les qualite´s et de´fauts des deux approches
dans le tableau 3.5. Le principal de´faut de notre algorithme est donc le temps de calcul
ne´cessaire a` l’optimisation. Nous donnons dans le prochain paragraphe quelques astuces
pour re´duire fortement ce temps de calcul.
Processus de segments Champ de Markov sur graphe
Temps de calcul −− ++
Exhaustivite´ + −
Fausses Alarmes + +
Connectivite´ ++ ++
Pre´cision ++ ++
Tab. 3.5 – Performances relatives entre l’approche par champs de Markov sur Graphe
propose´e par Thierry Ge´raud et l’approche par processus Markov objet que nous pro-
posons. (−) de´signe de mauvaises performances et (+) de bonnes performances.
3.7.2 E´valuation de l’apport des pre´-calculs
Dans ce paragraphe, nous pre´sentons les re´sultats obtenus en utilisant des pre´-calculs
pour le terme d’attache aux donne´es, donne´ par l’e´quation 3.47. Comme pre´ce´demment,
l’optimisation est re´alise´e par un recuit simule´ sur un algorithme MCMC a` sauts
re´versibles. Nous avons tout d’abord utilise´ le noyau de´crit pre´ce´demment que nous
noterons Q1. Puis, pour plus d’efficacite´ nous avons remplace´ la “naissance et mort”
uniforme (NMU) par une “naissance et mort” fonde´ sur les donne´es (NMD). Nous no-
terons ce nouveau noyau Q2.
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O ∼ 24% - S ∼ 4% - D ∼ 3.2 O ∼ 22% - S ∼ 3% - D ∼ 3.3
(a) noyau Q1 [NMU] (b) noyau Q2 [NMD]
Fig. 3.25 – Re´sultats de l’extraction du re´seau routier a` partir de l’image 3 donne´e
dans la figure 3.19 avec pre´-calcul des potentiels d’attache aux donne´es. Le noyau Q1
utilise un sous-noyau de type NMU qui est remplace´ par un sous-noyau de type NMD
dans le noyau Q2.
La figure 3.25 fournit les re´sultats de l’extraction a` partir de l’image ae´rienne donne´e
dans la figure 3.19. Les re´sultats sont satisfaisants. Ils pre´sentent moins de 5% de
surde´tections. Les routes principales sont toutes pre´sentes, et de fac¸on comple`te, dans
le re´seau de´tecte´. Nous observons ne´anmoins un taux d’omissions important : plus de
20%. De plus, la pre´cision est faible comparativement au re´sultat obtenu sans pre´-calcul
donne´ dans la figure 3.20. Comparativement, c’est donc le mode`le sans pre´-calcul qui
fournit le meilleur re´sultat mais le temps de calcul ne´cessaire a` l’obtention de ce re´sultat
est relativement important : 23 minutes contre 19 minutes avec pre´-calcul et le meˆme
noyau, et seulement 14 minutes quand nous ajoutons la naissance selon les cartes pre´-
calcule´es (cf. tableau 3.6). Ces re´sultats montrent qu’il est tre`s inte´ressant d’utiliser le
pre´-calcul de l’attache aux donne´es pour proposer de fac¸on pertinente la naissance d’un
segment puisque les re´sultats (a) et (b) de la figure 3.25 sont d’une qualite´ e´quivalente
a` la fois visuellement et quantitativement.
La figure 3.26 fournit les re´sultats de l’extraction avec pre´-calcul sur l’image de foreˆt
galerie (image 2). Ces re´seaux obtenus sont de qualite´ e´quivalente a` celle du re´sultat
de l’extraction sans pre´-calcul donne´ dans la figure 3.22 mais le temps de calcul est
nettement plus faible dans le cas d’un pre´-calcul (cf. tableau 3.7). Cela peut s’expliquer
par le fait que la longueur moyenne d’un segment est tre`s proche de la longueur minimale
utilise´e pour le pre´-calcul. L’approximation est donc beaucoup moins grossie`re que dans
le cas du re´seau routier a` haute re´solution.
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Sans pre´-calcul Avec pre´-calcul Avec pre´-calcul
sous-noyau NMU sous-noyau NMD
Pre´-calculs - 8 8
Recuit simule´ 23 11 6
Total 23 19 14
Tab. 3.6 – Temps de calcul de l’extraction du re´seau routier (figure 3.19).
O ∼ 15% - S ∼ 11% - D ∼ 1.5 O ∼ 15% - S ∼ 9% - D ∼ 1.6
(a) noyau Q1 [NMU] (b) noyau Q2 [NMD]
Fig. 3.26 – Re´sultats de l’extraction du re´seau hydrographique a` partir de l’image 2
donne´e dans la figure 3.22 avec pre´-calcul des potentiels d’attache aux donne´es.
Sans pre´-calcul Avec pre´-calcul Avec pre´-calcul
sous-noyau NMU sous-noyau NMD
Pre´-calculs - 3 3
Recuit simule´ 40 11 5
Total 40 14 8
Tab. 3.7 – Temps de calcul de l’extraction du re´seau hydrographique (figure 3.22).
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3.7.3 Approche baye´sienne
Ce paragraphe pre´sente les re´sultats de l’extraction du re´seau line´ique par une ap-
proche baye´sienne, dont l’objectif est d’extraire la configuration maximisant la densite´
a posteriori :
hp(s|Y ) ∝ hp(s) hd(Y/S) (3.83)
ou` hp(s) est la densite´ a priori donne´e par l’e´quation (3.7) et hd(Y |S) est la vraisem-
blance de l’image filtre´e Y donne´e par l’e´quation (3.47), S e´tant la silhouette de s sur
la grille de pixels. Comme pre´ce´demment, l’optimisation se fait par un recuit simule´ sur
un algorithme MCMC a` sauts re´versibles.
Ici, nous proposons d’ajouter, paralle`lement au sche´ma de de´croissance de tempe´rature,
un sche´ma de de´croissance sur le poids de l’attache aux donne´es ωd. Soit ω
∗
d =
ωf
nmin
le
poids de l’attache aux donne´es choisi selon la re`gle de calibrage donne´e dans la table 3.2,
qui a e´te´ e´tablie pour obtenir une configuration finale pre´sentant de bonnes proprie´te´s.
Soit ωd(t) la valeur de ce poids a` l’ite´ration t. Nous commenc¸ons l’algorithme avec un
poids ωd(0) plus grand que ω
∗
d et proposons une de´croissance ge´ome´trique par plateau
(avec une constante ge´ome´trique tre`s proche de 1) de ωd(t) jusqu’a` l’ite´ration tf telle
que ωd(tf ) = ω
∗
d. De cette fac¸on, un grand nombre de segments libres, en ade´quation
avec les hypothe`ses radiome´triques e´mises sur le re´seau d’inte´reˆt, peuvent eˆtre accepte´s
au de´but de l’algorithme, comme autant de points d’amorces ; alors que la contrainte
sur l’absence de petits segments libres bien attache´s peut eˆtre ve´rifie´e a` la fin de l’al-
gorithme. Remarquons que cet algorithme n’est plus a` proprement parler un recuit
simule´ permettant d’estimer le maximum a posteriori. C’est une fac¸on de trouver une
bonne initialisation pour faire un recuit a` basse tempe´rature tf . Concernant le noyau
de proposition de l’algorithme, nous utilisons le noyau le plus efficace construit jusqu’a`
pre´sent, i.e. un noyau compose´ d’une “naissance et mort” fonde´e sur les donne´es, une
“naissance et mort” dans un voisinage par rapport a` la relation de connexion, et un
sous-noyau compose´ de perturbations de segments de´pendant de l’e´tat du segment a`
perturber.
Nous pre´sentons tout d’abord deux re´sultats de cette approche sur des images
moyenne re´solution : le premier concerne l’extraction du re´seau routier a` partir d’une
image SPOT Panchro de 10 me`tres de re´solution (figure 3.27) ; le second concerne
l’extraction du re´seau hydrographique a` partir d’une image SPOT XS2 de 20 me`tres
de re´solution (figure 3.28). Nous avons utilise´ le meˆme filtre de de´tection de structures
line´aires pour ces deux images. Ce filtre correspond au filtre de de´tection propose´ dans le
paragraphe 3.2.2. Il repose sur le calcul de valeurs de confiance, traduisant la possibilite´
qu’un segment soit positionne´ sur une structure line´aire de l’image, pour des segments
de taille minimale Lmin, e´gale ici a` 5, et de 8 orientations diffe´rentes. Le masque associe´
au segment est choisi d’e´paisseur 1 (une seule bande interne), donc seul le contraste
est e´value´ entre la bande interne et les deux bandes externes (d’e´paisseur 3 pixels). Les
deux seuils intervenant dans la mesure de confiance (ou mesure de contraste), donne´e
par l’e´quation 3.51, sont τ1 = 2 et τ2 = 9. L’image filtre´e a` e´te´ obtenue en moins de 10
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seconde pour l’image 1 de taille 255 × 255, et un peu plus d’une minute pour l’image
2 de taille 682 × 674 avec un processeur de 2 GHz. Le filtre de de´tection fournit une
image tre`s bruite´e : on voit apparaˆıtre des segments ou` les re´ponses ont e´te´ optimales.
On voit ici que l’hypothe`se d’un bruit non corre´le´ n’est pas valide. Or, graˆce a` l’utili-
sation de la me´thode des boites qualitatives, les re´sultats de l’extraction sur les images
filtre´es sont de tre`s bonne qualite´, e´quivalente voire supe´rieure a` la qualite´ des re´sultats
obtenus par l’approche par champ externe. De plus, le temps de calcul est relativement
faible : en moins de 5 minutes pour chacune des deux images avec un processeur 2 GHz.
(a) Image 1 c© CNES (b) Image filtre´e
(c) Extraction manuelle (d) Extraction automatique
O ∼ 3% - S ∼ 33% - D ∼ 1.0 pixels
Fig. 3.27 – Re´sultat de l’extraction du re´seau routier a` partir d’une image SPOT de
taille 255× 255 et de re´solution 10 me`tres en utilisant le mode`le baye´sien.
Le re´sultat de l’extraction du re´seau routier (figure 3.27) pre´sente ne´anmoins 33% de
surde´tections par rapport a` l’extraction manuelle. Mais, visuellement, les surde´tections
correspondent a` des branches contraste´es avec leur environnement. Ce ne sont donc
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peut-eˆtre pas des surde´tections par rapport a` la sce`ne observe´e. De plus, un simple post-
traitement fonde´ sur une mesure de contraste permettrait de supprimer ces branches.
Remarquons, de plus, qu’il n’y a que 3% d’omissions ce qui est le´ge`rement infe´rieur au
meilleur taux d’omissions (4%) obtenu par l’approche par champ externe (figure 3.18).
(a) Image 2 c© BRGM (b) Image filtre´e
(c) Extraction manuelle (d) Extraction automatique
O ∼ 11% - S ∼ 0% - D ∼ 1.7 pixels
Fig. 3.28 – Re´sultat de l’extraction du re´seau hydrographique a` partir d’une image
SPOT de taille 682× 674 et de re´solution 20 me`tres en utilisant le mode`le baye´sien.
Concernant l’extraction des foreˆts galeries, l’approche baye´sienne ame´liore les re´sultats
de l’extraction de´ja` prometteurs par une approche par champs externe e´tant donne´
le faible contraste de l’image 2 et le caracte`re sinueux du re´seau. En effet, les taux
d’omissions et de surde´tections obtenus par l’approche par champ externe sont respec-
tivement de 14% et 10% sans pre´-calculs (figure 3.22) et de 15% et 9% avec pre´-calcul
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(figure 3.26). Aucune fausse alarme et seulement 11% d’omissions sont observe´es dans
le re´sultat obtenu par l’approche baye´sienne (figure 3.28). On observe ne´anmoins une
le´ge`re perte en pre´cision.
(a) Image 3 c© IGN (b) Image filtre´e
(c) Extraction manuelle (d) Extraction automatique
O ∼ 28% - S ∼ 0% - D ∼ 1.1 pixels
Fig. 3.29 – Re´sultat de l’extraction du re´seau routier a` partir d’une image ae´rienne
de taille 1784 × 1304 pixels et de 50 centime`tres de re´solution en utilisant le mode`le
baye´sien.
Bien que cette approche donne de bons re´sultats sur les deux pre´ce´dents re´seaux, il
n’en est pas de meˆme pour les re´seaux dont un bruit ge´ome´trique perturbe fortement
la de´tection. En effet, le mode`le baye´sien ne permet pas de combler de larges occlusions
du re´seau comme le re´sultat obtenu sur une image ae´rienne haute re´solution pre´sente´
dans la figure 3.29. Ceci s’explique par le fait que plus une zone d’occlusion est grande,
plus la probabilite´ d’accepter l’ajout d’un segment sur cette zone sera faible puisque
le de´tecteur de structures line´aires a une re´ponse nulle dans les zones occlusions. Il est
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ne´anmoins possible de combler ces occlusions en augmentant le poids de l’a priori, mais,
dans ce cas, nous prolongeons e´galement le re´seau la` ou` il n’y a rien. De ce point de
vue, ce re´sultat est moins bon que ceux obtenus par champ externe. En effet, dans tous
les re´sultats obtenus par champ externe nous avons pu combler les omissions dues a` la
pre´sence d’arbres. Ceci s’explique par le fait que l’ajout d’un grand segment re´pondant
mal aux donne´es est aussi pe´nalisant que l’ajout d’un petit. C’est pourquoi nous pou-
vons, graˆce a` l’utilisation d’un jeu de parame`tres e´nerge´tiques ade´quate, de´tecter les
longues occlusions. En contrepartie, dans le cas ou` nous de´tectons les longues occlusions,
nous pouvons e´galement relier des routes qui ne le devraient pas. Deux routes ont effecti-
vement e´te´ relie´es par un segment passant sur une maison dans les re´sultats donne´s dans
les figures 3.20 et 3.25. Finalement, le re´sultat obtenu en utilisant le mode`le baye´sien
n’est pas a` rejeter puisqu’il respecte plus les donne´es dont nous disposons. Ainsi, le
re´sultat pre´sente´ dans la figure 3.29 ne pre´sente aucune fausse alarme et les jonctions
du re´seau y sont mieux de´tecte´es que dans les re´sultats obtenus par champ externe. Du
point de vue de l’efficacite´, la convergence est atteinte en 20 minutes sur un processeur
2 GHz, ce qui est supe´rieur au temps de calcul des re´sultats obtenus par champ externe.
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Chapitre 4
Extension aux lignes brise´es
Nous proposons dans ce chapitre une mode´lisation du re´seau par une collection de
lignes brise´es de´crites par un nombre inconnu de segments. Le mode`le a priori est un
processus de lignes brise´es incorporant des contraintes sur la forme des lignes brise´es
et leur agencement dans la sce`ne. Ainsi, les longues lignes brise´es caracte´rise´es par une
faible courbure sont favorise´es. De plus, la de´finition de deux interactions permet de
pe´naliser les lignes qui ne sont pas relie´es au reste du re´seau et de limiter les superposi-
tions partielles de lignes brise´es. Les proprie´te´s radiome´triques sont incorpore´es via la
construction d’un terme d’attache aux donne´es fonde´ sur une mesure du contraste du
re´seau avec son environnement proche et une mesure d’homoge´ne´ite´ entre deux sections
successives du re´seau. La complexite´ des objets du mode`le rend ne´cessaire l’utilisation
de perturbations approprie´es dans l’algorithme d’e´chantillonnage. Ainsi, diverses per-
turbations sont propose´es afin d’acce´le´rer la convergence et sortir des maxima locaux.
Les re´sultats expe´rimentaux montrent que la principale contribution de cette nouvelle
mode´lisation est la possibilite´ de de´tecter de fac¸on tre`s pre´cise les re´seaux sinueux.
4.1 Motivations
Dans le chapitre 3, nous avons propose´ une mode´lisation du re´seau line´ique par
processus objet ou` les objets sont des segments interagissant entre eux et de´crits par
leur centre, leur orientation et leur longueur. La performance de cette mode´lisation a pu
eˆtre ve´rifie´e sur de nombreux exemples, notamment pour l’extraction du re´seau routier.
Ne´anmoins, nous avons pu observer :
• une de´tection impre´cise des branches sinueuses (figures 3.22, 3.26, et 3.28) ;
• une de´tection difficile au niveau des intersections en “Y” (figure 3.20).
Nous proposons ici d’e´tendre cette mode´lisation a` des objets plus complexes, comme
cela est fait par [Rue et Hurn, 1999] pour un proble`me de reconnaissance de cellules
dans les images biologiques. [Rue et Hurn, 1999] proposent une mode´lisation par un
processus objet, le nombre de cellules e´tant inconnu, ou` les objets sont mode´lise´s par
des mode`les de´formables de re´solution variable, qui correspondent a` des polygones a` n
coˆte´s, ou` n est inconnu.
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Dans ce chapitre, nous proposons un nouveau processus objet pour l’extraction
du re´seau line´ique (axe central des routes ou des rivie`res) ou` les objets sont des lignes
brise´es compose´es d’un nombre inconnu de segments. Ainsi, la connexion entre segments
est directement incorpore´e dans la de´finition des objets du processus. Celle-ci pourra
donc eˆtre exacte contrairement a` la connexion de´finie dans les mode`les pre´ce´dents.
Nous espe´rerons donc gagner en continuite´. De plus, les jonctions entre les routes ou les
rivie`res peuvent eˆtre mode´lise´es de fac¸on simple via la de´finition d’une interaction entre
deux objets du processus. Enfin, nous espe´rons pouvoir de´tecter avec plus de pre´cisions
les re´seaux sinueux via la de´finition d’un terme d’attache aux donne´es adapte´.
4.2 Processus de re´fe´rence
Le mode`le que nous proposons dans ce chapitre est un processus objet dans lequel
les objets sont des lignes brise´es compose´es d’un nombre inconnu de segments. Chaque
ligne brise´e est de´crite par les variables suivantes :
• son point initial p1 = (x, y) ∈ F ⊂ R2 ;
• son e´paisseur e ∈ [emin, emax] ;
• un nombre de segments n ∈ {1, . . . , nmax} ;
• les longueurs des segments lj ∈ [Lmin, Lmax], j = 1, . . . , n ;
• les directions des segments αj ∈ ]− pi, pi], j = 1, . . . , n.
Un exemple pour n = 3 est donne´ dans la figure 4.1.
p1
l2
l1
α2
l
3
α1
α3
 
n=3
 
e 
Fig. 4.1 – Objet type du processus
Remarque 14 Dans le cas des re´seaux routiers, caracte´rise´s par des branches de tre`s
faible courbure, on pourra conside´rer une direction initiale α1 et les diffe´rences des
directions successives {∆αj}j=1,...,n−1 comprises dans ] − pi/2, pi/2], a` la place des di-
rections successives {αj}j=1,...,n des segments composant la ligne brise´e. Un tel choix
permettra de gagner en rapidite´.
Mode`le a priori 129
Comme pour les processus de segments, nous choisissons de conside´rer le processus
de re´fe´rence le plus simple possible : un processus de Poisson homoge`ne. Sous
la loi de ce processus, le nombre de lignes brise´es suit une loi de Poisson d’espe´rance
λ|F | et les parame`tres sont uniforme´ment distribue´s dans leur espace d’e´tat respectif.
La mesure µ associe´e a` ce processus est donne´e par l’e´quation (2.5), avec une mesure
d’intensite´ ν = Λ⊗ PM ou` :
• Λ est la mesure de Lebesgue multiplie´e par λ ;
• PM est la mesure de probabilite´ associe´e aux marques et dont l’expression est
donne´e par l’e´quation suivante :
PM (B) =
nmax∑
n=1
1
nmax
∫
[emin,emax]
∫
V n
1B(e, v1, . . . , vn)
dn(v1, . . . , vn) de
|V |n (emax − emin) (4.1)
ou`B est un ensemble de la tribu associe´e a` l’espace des marquesM = [emin, emax]×
nmax⋃
n=1
V n, ou` V = [Lmin, Lmax]×]− pi, pi] et V n = V × . . .× V (n fois).
Pour introduire un a priori sur la forme des lignes brise´es et les interactions entre
lignes brise´es, nous spe´cifions un processus par une densite´ hp par rapport a` cette
mesure µ. L’expression de cette densite´ est donne´e dans le paragraphe 4.3 apre`s une
description des connaissances a priori sur la forme d’une ligne brise´e injecte´es dans le
mode`le et des interactions possibles entre les lignes brise´es.
4.3 Mode`le a priori
4.3.1 A priori sur la forme d’une ligne brise´e
Nous introduisons tout d’abord un a priori sur le nombre de segments d’une ligne
brise´e. Ceci se fait au travers d’un potentiel U11 qui est d’autant plus faible que le
nombre de segments n augmente :
U11(n) =
Mn
(n+ 1)2
(4.2)
ou` Mn est le poids (constant) associe´ a` ce potentiel. L’utilisation de ce potentiel en-
traˆıne une pe´nalisation des branches forme´es d’un petit nombre de segments.
Pour favoriser les longs segments, nous introduisons un potentiel U12 sur la lon-
gueur l d’un segment de´fini comme suit :
U12(l) =Ml
Lmax − l
Lmax − Lmin (4.3)
ou` Ml est le poids (constant) associe´ a` ce potentiel.
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Pour favoriser la faible courbure des branches composant le re´seau, nous intro-
duisons le potentiel U13 sur la courbure des lignes brise´es au travers d’un potentiel U13
sur les diffe´rences entre les directions successives d’une ligne brise´e :
U13(αj , αj+1) =Mα
(
1
2
− cos(αj+1 − αj)
)
(4.4)
ou` Mα est le poids (constant) associe´ a` ce potentiel.
Enfin, nous introduisons un potentiel, de type “hard core”, qui interdit l’intersection
d’une ligne brise´e avec elle-meˆme.
L’e´nergie a priori sur la forme d’une ligne brise´e c compose´e de n segments est alors
de´finie comme suit :
U1(c) =

+∞ , si deux segments de c s’intersectent
U11(n) +
n∑
j=1
U12(lj) +
n−1∑
j=1
U13(αj , αj+1) , sinon
(4.5)
4.3.2 Interactions entre les lignes brise´es
Nous conside´rons deux types d’interactions.
La premie`re interaction est fonde´e sur une relation de proximite´ ∼p entre lignes
brise´es. Cette relation se de´finit comme suit :
u ∼p v ⇔
(
∃j ∈ {1, . . . , nu} : d(pju, v) < dmax et d(pj+1u , v) < dmax)
)
ou
(
∃j ∈ {1, . . . , nv} : d(pjv, u) < dmax et d(pj+1v , u) < dmax)
) (4.6)
ou` d correspond a` la distance euclidienne, nu correspond au nombre de segments com-
posant la ligne brise´e u, et pju de´signe le point de controˆle nume´ro j de´crivant u. Au-
trement dit deux lignes sont dites proches, si deux points conse´cutifs de l’une des deux
lignes sont a` une distance infe´rieure a` dmax de l’autre ligne. Un exemple de deux lignes
ve´rifiant cette relation est donne´e dans la figure 4.2. Cette interaction est interdite par
l’assignation d’un potentiel de type “hard core” aux lignes ve´rifiant cette relation.
Ceci permet d’e´viter un recouvrement partiel de lignes brise´es.
La seconde interaction correspond a` la connexion d’une ligne brise´e, via une de ses
extre´mite´s, a` une deuxie`me ligne brise´e (pas force´ment au niveau des extre´mite´s de la
deuxie`me ligne). Elle est fonde´e sur la distance euclidienne entre une extre´mite´ pku (k = 1
ou n+1) d’une ligne brise´e u et une ligne brise´e v appartenant a` l’ensemble {c\u∪Γ(F )},
compose´ des lignes de la configuration c (autres que u) et de la ligne brise´e, note´e Γ(F ),
correspondant au contour de la feneˆtre d’observation F . Si la distance d(pku, v) entre p
k
u
et v est infe´rieure a` un seuil ², alors u est dite connecte´e a` v par son extre´mite´ pku. Soit
Vc,F (p
k
u) l’ensemble des lignes brise´es voisines de u via une connexion par p
k
u :
Vc,F (p
k
u) = {v ∈ {c \ u ∪ Γ(F )} : d(pku, v) < ²}
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cercles de rayon dmax
u
v
Fig. 4.2 – Relation de proximite´ entre deux lignes brise´es. u ∼p v car deux points de
controˆle conse´cutifs de la ligne brise´e v sont a` une distance infe´rieure a` dmax de u.
On de´finit trois e´tats d’une ligne brise´e u selon la cardinalite´ des deux ensembles
Vc,F (p
1
u) et Vc,F (p
n+1
u ). Une ligne brise´e u est dite :
• libre si u n’est connecte´e par aucune de ses deux extre´mite´s, i.e. :
Vc,F (u) = Vc,F (p
1
u) ∪ Vc,F (pn+1u ) = ∅
• simple si u est connecte´e par une seule de ses extre´mite´s, i.e. :
Vc,F (u) 6= ∅ , ∃k : Vc,F (pku) = ∅
• double si u est connecte´e par ses deux extre´mite´s, i.e. :
Vc,F (p
1
u) 6= ∅ , Vc,F (pn+1u ) 6= ∅
Ces trois e´tats sont illustre´s dans la figure 4.3. Nous proposons alors de ge´rer la connec-
tivite´ du re´seau au travers d’une pe´nalisation des lignes brise´es libres et simples
par des potentiels constants ωf et ωs :
U21(u|Vc,F (u)}) =

ωf , si Vc,F (u) = ∅
ωs , si Vc,F (u) 6= ∅ , ∃k : Vc,F (pku) = ∅
0 , si Vc,F (p
1
u) 6= ∅ , Vc,F (pn+1u ) 6= ∅
(4.7)
Remarque 15 Le fait de conside´rer le contour de la feneˆtre F comme une ligne brise´e
a` laquelle les lignes de la configuration courante peuvent eˆtre connecte´es revient a`
conside´rer qu’une extre´mite´ est force´ment connecte´e a` une partie du re´seau situe´e a`
l’exte´rieur de F . Une ligne “sortante” pourra donc eˆtre conside´re´e comme connecte´e
via une extre´mite´ proche de Γ(F ) et ne sera donc pas pe´nalise´e outre mesure.
Nous incorporons e´galement au mode`le un potentiel mesurant la qualite´ des connexions.
La mesure de qualite´ est fonde´e sur la distance de connexion. Plus celle-ci sera faible,
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Fig. 4.3 – E´tats des lignes brise´es par rapport aux interactions de connexion.
plus la qualite´ sera proche de 1. Soit u une ligne brise´e connecte´e a` v par pku. La qualite´
de la connexion correspondante < u, v >pku est donne´e par :
σ(< u, v >pku) =
1
²2
(
1 + ²2
1 + d2(pku, v)
− 1
)
(4.8)
ou` ² est le seuil de connexion (il y a connexion si d(pku, v) < ²). Nous associons alors,
a` chaque ligne brise´e u de la configuration, un potentiel fonde´ sur les qualite´s des
connexions engendre´es par ses deux extre´mite´s :
U22(u|Vc,F (u)) = −
∑
k = 1, n+ 1
v : d(pku, v) < ²
σ(< u, v >pku) (4.9)
Les distances faibles de connexion sont ainsi favorise´es par un potentiel ne´gatif.
L’e´nergie a priori sur les interactions d’un objet u, avec les autres lignes brise´es de
la configuration c ou le contour de la feneˆtre Γ(F ), est alors de´finie comme suit :
U2(u | {c \ u}) =

+∞ , si ∃ v ∈ c : u ∼p v
U21(u|Vc,F (u)) + U22(u|Vc,F (u))
(4.10)
ou` U21 et U22 sont les potentiels de connexion donne´s par les e´quations (4.7) et (4.9).
4.3.3 Densite´ a priori
Finalement, la densite´ a priori du processus de lignes brise´es peut s’e´crire sous la
forme suivante :
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hp(c) ∝ exp
[
−
N∑
i=1
U1(ci) + U2(ci | {c \ ci})
]
(4.11)
ou` c = {c1, . . . , cN} est une configuration compose´e de N lignes brise´es, U1 est le terme
e´nerge´tique injectant un a priori sur la forme de chaque ligne brise´e (e´quation (4.5)), et
U2 est le terme e´nerge´tique injectant un a priori sur l’agencement des lignes brise´es dans
la sce`ne observe´e (e´quation (4.10)). Cette densite´ spe´cifie un processus de lignes brise´es
localement stable du fait de l’utilisation du potentiel de type “hard core” assigne´ aux
paires de lignes ve´rifiant la relation de proximite´. En effet, l’utilisation de ce potentiel
induit (presque suˆrement) un pavage maximal de tout borne´ F par un ensemble de
lignes brise´es : si une ligne est ajoute´e a` cet ensemble alors la relation de proximite´
sera ve´rifie´ et la densite´ s’annulera. Il existe donc un seuil B tel que l’ajout d’une ligne
brise´e ne puisse entraˆıner plus de B connexions : la diminution de U2 est donc borne´e.
Le terme U1 e´tant borne´ infe´rieurement, la densite´ de Papangelou h(c ∪ c)/h(c) est
donc borne´e.
4.4 Terme d’attache aux donne´es
Nous proposons une approche par champ externe pour incorporer les proprie´te´s
radiome´triques des donne´es : l’image est utilise´e en tant que champ externe permettant
l’e´valuation de la qualite´ de chaque ligne brise´e de la configuration c compte tenu des
deux hypothe`ses usuellement faites en de´tection de re´seau :
(H1) le niveau de gris du re´seau est localement homoge`ne ;
(H2) le re´seau contraste fortement avec son environnement.
Pour le calcul du terme d’attache aux donne´es, nous associons a` chaque ligne brise´e
u un masque de pixels compose´ d’un ensemble de pixels V correspondant a` la projection
de u dans l’image et de deux ensembles de pixels R1 et R2 correspondant au fond proche
de u dans l’image. Ces deux re´gions sont positionne´es a` une distance fixe´e d de V pour
tole´rer une le´ge`re variation de la largeur d’une branche donne´e. Rappelons que, bien
que l’e´paisseur des lignes soit de´sormais une marque, i.e un parame`tre variable, elle est
suppose´e constante pour une ligne brise´e donne´e. Chaque masque est ensuite divise´ en
sections compose´es d’un nombre de pixels fixe´, comme cela est illustre´ par la figure 4.4.
La ve´rification des hypothe`ses H1 et H2 se fait alors par la ve´rification des deux
hypothe`ses suivantes :
(H ′1) la variation de niveau de gris entre deux sections internes successives V
j et
V j+1 est faible ;
(H ′2) la variation de niveau de gris entre Vj et les re´gions externes correspondantes,
Rj1 et R
j
2, est importante.
L’ade´quation avec l’hypothe`se d’homoge´ne´ite´ est e´value´e pour chaque couple de
sections internes successives {V j , V j+1} par le calcul de la valeur tjh du t-test de Student
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Fig. 4.4 – Masque de pixels associe´ a` une ligne brise´e.
(e´quation 3.40) entre V j et V j+1. On proce`de ensuite a` un seuillage empirique de tjh
entre 1 et τh, suivi d’une transformation line´aire de [1, τh] vers [−1, 1] pour obtenir le
potentiel Uh(j, j + 1), d’autant plus faible que {V j , V j+1} est en ade´quation avec H ′1 :
Uh(j, j + 1) =

−1 si tjh < 1
1− 2τh − t
j
h
τh − 1 si 1 ≤ t
j
h ≤ τh
1 si tjh > τh
(4.12)
L’ade´quation avec l’hypothe`se de contraste est e´value´e pour chaque section M j =
{V j , Rj1, Rj2}. La valeur statistique tjc associe´e a`M j est le minimum des deux valeurs du
t-test de Student entre la section interne V j et les deux sections externes Rj1 et R
j
2. On
proce`de ensuite a` un seuillage de tjc entre τ1 et τ2, suivi d’une transformation line´aire
de [τ1, τ2] vers [−1, 1] pour obtenir le potentiel Uc(j), d’autant plus faible que M j est
en ade´quation avec H ′2 :
Uc(j) =

1 si tjc < τ1
1− 2 t
j
c − τ1
τ2 − τ1 si τ1 ≤ t
j
c ≤ τ2
−1 si tjc > τ2
(4.13)
Finalement, le potentiel d’attache aux donne´es associe´ a` une ligne u ∈ c est de´fini
comme suit :
Ud(u) = ph
J−1∑
j=1
Uh(j, j + 1) + pc
J∑
j=1
Uc(j) (4.14)
ou` I est le nombre de sections composant le masque de pixels associe´ a` la ligne brise´e
u, ph et pc sont des poids positifs respectivement associe´s aux potentiels Uh et Uc
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d’homoge´ne´ite´ et de contraste. Notons que pc devra eˆtre nettement supe´rieur a` ph
pour ne pas de´tecter les routes dans les zones tre`s homoge`nes. L’e´nergie d’attache aux
donne´es est alors de´finie comme la somme des potentiels Ud sur chaque ligne brise´e
appartenant a` c. Le terme d’attache aux donne´es hd est donc donne´ par :
hd(c) ∝ exp
(
−
∑
ci∈c
Ud(ci)
)
(4.15)
ou` Ud est donne´e par l’e´quation (4.14).
4.5 E´chantillonnage approprie´
Nous proposons d’utiliser un algorithme de type Metropolis-Hastings pour re´aliser
l’e´chantillonnage de ce processus. La complexite´ des objets mis en jeu rend la de´finition
de perturbations pertinentes ne´cessaire. En effet, on comprend bien qu’une naissance
uniforme d’une ligne brise´e ne pourra en aucun cas permettre la ge´ne´ration de branches
comple`tes et bien positionne´es. L’utilisation de ce seul noyau ne pourra donc eˆtre uti-
lise´ que dans le cas d’une tempe´rature e´leve´e (densite´ non pique´e). C’est pourquoi
nous avons de´fini une “naissance et mort” de ligne brise´e ne contenant qu’un segment.
Lorsque nous disposons d’informations de localisation pre´-calcule´es, nous proposons une
naissance fonde´e sur les donne´es pour proposer des points d’amorces correctement po-
sitionne´s. Nous combinons ce sous-noyau a` un sous-noyau permettant le prolongement
de ces points d’amorces qui consiste en l’ajout ou la suppression de segments au de´but
ou a` la fin de la ligne brise´e. Nous utilisons e´galement des petites perturbations de
ligne brise´e tre`s utiles quand une ligne brise´e est approximativement bien positionne´e :
modification de l’e´paisseur d’une ligne brise´e ; perturbation syme´trique d’un point de
controˆle ; “fusion et division” de segments. Enfin, nous utilisons deux sous-noyaux per-
mettant la fusion de lignes brise´es, ce qui permet de sortir aise´ment d’optima locaux ou`
deux lignes brise´es sont positionne´es sur la meˆme branche du re´seau re´el. Tous ces mou-
vements sont de´crits dans les paragraphes suivants. Pour chaque mouvement, un taux
de Green est calcule´ de la meˆme fac¸on que cela est de´crit en de´tail dans le paragraphe
2.5.2 pour la naissance et mort uniforme d’un point de fac¸on a` assurer la re´versibilite´
de la chaˆıne ainsi construite. Comme pour le mode`le “Quality Candy”, l’ape´riodicite´
et l’irre´ductibilite´ suffisent donc a` montrer l’ergodicite´ de la chaˆıne ainsi construite. En
effet, on peut montrer qu’il existe un nombre maximal NM de lignes brise´es positionne´es
dans la feneˆtre F tel qu’aucune interaction de type “hard core” ne soit ve´rifie´e. Toute
configuration c telle que N(s) > NM sera donc de densite´ nulle. La chaˆıne est donc
construite sur un espace petit et il suffit donc de ve´rifier la re´versibilite´, l’ape´riodicite´
et l’irre´ductibilite´ pour converger ergodiquement vers la mesure d’inte´reˆt.
4.5.1 Naissance et mort uniforme
La “naissance et mort” uniforme (NMU) d’une ligne brise´e consiste a` proposer un
ajout uniforme d’une ligne brise´e dans F ×M ou un retrait uniforme d’une ligne brise´e
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dans la configuration courante c. La naissance uniforme consiste a` :
• ge´ne´rer un point initial uniforme´ment dans F ;
• ge´ne´rer une e´paisseur e dans [emin, emax] ;
• choisir uniforme´ment un nombre de segments n entre 1 et nmax ;
• et ge´ne´rer ensuite les parame`tres de´crivant chaque segment (longueur et direc-
tion), uniforme´ment dans V n.
Les taux de Green associe´s a` une mort et une naissance sont alors les meˆmes que
ceux associe´s a` une NMU pour l’e´chantillonnage d’un processus de segments sur F :
R(c, c ∪ u) = pd
pb
λ|F |
N(c) + 1
h(c ∪ u)
h(c)
(4.16)
R(c, c \ u) = pb
pd
N(c)
λ|F |
h(c \ u)
h(c)
(4.17)
ou` h est la densite´ non normalise´e du processus par rapport a` µ, la mesure du processus
de Poisson uniforme d’intensite´ λ.
Ce noyau ne sera utilise´ qu’avec une probabilite´ tre`s faible ou ne sera pas utilise´ du
tout. En effet, ce noyau peut eˆtre remplace´ par l’utilisation des deux noyaux pre´sente´s
dans les paragraphes 4.5.2 et 4.5.3 et qui permettent, par leur combinaison, d’assurer
l’irre´ductibilite´ de la chaˆıne.
4.5.2 Naissance et mort de lignes brise´es re´duites a` un segment
Le deuxie`me noyau de type naissance et mort correspond a` la proposition d’une
naissance d’une ligne brise´e n’ayant qu’un seul segment avec la probabilite´ pb1s et la
proposition d’une mort d’une ligne brise´e ne contenant qu’un seul segment avec la
probabilite´ pd1s = 1 − pb1s. La proposition de mort ne sera donc effectue´e que si la
configuration courante contient des lignes contenant exactement un segment.
Dans le cas de l’e´chantillonnage du processus sans information radiome´trique, la
naissance correspond a` une naissance uniforme : le segment propose´ est ge´ne´re´ uni-
forme´ment dans le compact Z = F × [emin, emax] × [Lmin, Lmax]×] − pi, pi]. La mort
est e´galement uniforme : un segment est tire´ uniforme´ment dans l’ensemble E1(c) des
lignes brise´es pre´sentes dans la configuration courante c compose´es d’un unique seg-
ment. Dans le cas d’une naissance d’une ligne compose´e d’un segment, le taux de Green
est alors donne´ par :
R(c, c ∪ u) = pd1s
pb1s
λ|F |
nmax (](E1(c)) + 1)
h(c ∪ u)
h(c)
(4.18)
ou` ](E1(c)) de´signe le nombre de lignes brise´es compose´es d’un unique segment dans
la configuration c. De meˆme, dans le cas d’une mort de u ∈ E1(c) :
R(c, c \ u) = pb1s
pd1s
nmax ](E1(c))
λ|F |
h(c \ u)
h(c)
(4.19)
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Dans le cas ou` l’on dispose de cartes de probabilite´s de pre´sence de structures
line´aires en chaque pixel, nous proposons la naissance de nouvelles lignes compose´es d’un
seul segment en fonction d’une mesure non homoge`ne fonde´e sur ces cartes pre´-calcule´es
de la meˆme fac¸on que cela a e´te´ propose´ dans le paragraphe 3.2.3. Soit C1, . . . , CNθ
les cartes de probabilite´s associe´es a` chaque orientation θ˜k ∈ [0, pi[, k = 1, . . . , Nθ.
La proce´dure de proposition d’ajout d’une nouvelle ligne brise´e u selon les cartes
C1, . . . , CθN est la suivante :
• l’e´paisseur est ge´ne´re´e dans [emin, emax] ;
• la longueur l et la direction α du premier (et unique) segment sont ge´ne´re´es
uniforme´ment dans [Lmin, Lmax]×]− pi, pi] ;
• un pixel i est alors tire´ selon la carte Ckα , correspondant a` l’orientation θ˜kα la
plus proche de α [pi] : kα = argminj [|α [pi]− θ˜j |] ;
• le point initial p de u est alors tire´ uniforme´ment dans le carre´ de F correspondant
au pixel i de l’image.
Le mouvement inverse consiste a` retirer uniforme´ment une ligne brise´e dans E1(c).
Les taux de Green respectivement associe´s a` une naissance et une mort d’une ligne
brise´e u = (p, e, l, α) sont :
R(c, c ∪ u) = pd1s
pb1s
λ|F |
Npix Ckα(ip) nmax (](E1(c)) + 1)
h(c ∪ u)
h(c)
(4.20)
R(c, c \ u) = pb1s
pd1s
Npix Ckα(ip) nmax ](E1(c))
λ|F |
h(c \ u)
h(c)
(4.21)
ou` Npix est le nombre de pixels dans la grille, ip correspond au pixel de la grille ou` le
point p se projette.
4.5.3 Ajout et retrait d’un segment
Le mouvement “ajout et retrait” d’un segment consiste a` proposer l’ajout ou la
suppression d’un segment en fin ou en de´but de ligne. Premie`rement, une ligne u est
choisie selon une loi uniforme sur la configuration courante. Deuxie`mement, le choix
du type de mouvement est fait selon une probabilite´ de´pendant du nombre de seg-
ment composant c. Si la ligne est compose´e d’un seul segment, alors seul l’ajout d’un
segment supple´mentaire sera propose´. De meˆme, si elle est compose´e d’un nombre
maximal de segments nmax, seul le retrait d’un segment sera propose´. Dans les autres
cas, le retrait et l’ajout d’un segment sont propose´s avec une probabilite´ uniforme.
Une fois le mouvement choisi, une extre´mite´ de ligne est choisie avec la probabi-
lite´ 1/2. Dans le cas d’un ajout, une longueur l et une direction α sont tire´es uni-
forme´ment dans V = [Lmin, Lmax]×] − pi, pi]. Soit u = (p, e, l1, α1, . . . ln, αn) la ligne
brise´e choisie. Si l’extre´mite´ choisie est le point initial p = (x, y), alors la ligne perturbe´e
est donne´e par u′ = (p′, e, l, α, l1, α1, . . . , ln, αn) ou` le nouveau point initial est p
′ =
(x− l cos(α), y− l sin(α)). Si l’extre´mite´ choisie est le point final, la ligne perturbe´e est
donne´e par u′ = (p, e, l1, α1, . . . , ln, αn, l, α). Dans le cas d’un retrait, si l’extre´mite´ choi-
sie est le point initial, alors la ligne perturbe´e est donne´e par u′ = (p′, e, l2, α2, . . . , ln, αn)
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ou` p′ = (x+ l1 cos(α1), y + l1 sin(α1)) et, sinon, u
′ = (p, e, l1, α1, . . . , ln−1, αn−1).
Dans les cas ou` la ligne brise´e choisie est compose´e d’un nombre de segments compris
entre 2 et nmax − 1, le taux de Green est donne´ par le rapport des densite´s :
R(c, c′) =
h(c′)
h(c)
(4.22)
ou` c′ est la configuration obtenue par la perturbation de la configuration courante c.
Dans le cas d’un ajout d’un segment a` une ligne compose´e d’un seul segment et
comme celui d’un retrait d’un segment a` une ligne compose´e de nmax segments, le taux
de Green est donne´ par :
R(c, c′) =
h(c′)
2 h(c)
(4.23)
Le facteur 1/2 intervient car l’ajout d’un segment a` une ligne brise´e contenant 1 seg-
ment (resp. le retrait d’un segment d’une ligne brise´e contenant nmax segments) se fait
avec la probabilite´ 1 et que le mouvement re´ciproque, i.e. le retrait d’un segment d’une
ligne contenant 2 segments (resp. l’ajout d’un segment a` une ligne brise´e contenant
nmax − 1 segments) est choisi avec la probabilite´ 1/2.
La combinaison de ce noyau avec un des deux noyaux de type “mort et naissance”
de lignes brise´es compose´es d’un seul segment de´crits pre´ce´demment permet d’assurer
l’irre´ductibilite´ de la chaˆıne de Markov ge´ne´re´e par l’algorithme MCMC. Cette com-
binaison permet ainsi de remplacer le noyau NMU qui, dans un cadre d’optimisation,
n’est pas pertinent : une naissance de ligne brise´e compose´e de plusieurs segments est
alors majoritairement rejete´e.
Soit q1 le noyau de type “naissance et mort” de lignes compose´es d’un seul segment
sans information radiome´trique et q2 le noyau “ajout et retrait” d’un segment. Ve´rifions
le bon fonctionnement de l’algorithme MCMC utilisant le noyau Q = 1/2q1+1/2q2 pour
l’e´chantillonnage d’un processus de Poisson uniforme de lignes brise´es compose´es d’un
nombre ale´atoire de segments compris entre 1 et 10. Nous posons λ|F | = 100. L’algo-
rithme MCMC, initialise´ par la configuration nulle, est ite´re´ jusqu’a` un crite`re d’arreˆt
correspondant a` la de´tection de convergence des moyennes empiriques de quantite´s me-
surables sur la configuration courante, comme cela est de´crit dans le paragraphe 2.5.6).
Les quantite´s choisies ici sont N , le nombre total de lignes brise´es dans la configuration
courante, et {Ni}i=1..10 le nombre de lignes brise´es contenant i segments. Les moyennes
sont calcule´es a` partir d’un nombre fixe´ I0 d’ite´rations (ici, I0 = 30000). A partir de ce
nombre I0, nous prenons 1 e´chantillon toutes les P ite´rations (ici, P = 5000). Ceci per-
met de re´duire l’effet de la forte corre´lation entre e´chantillons proches. La convergence
est conside´re´e atteinte si la diffe´rence des valeurs empiriques est suffisamment faible sur
5 e´tapes successives.
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Fig. 4.5 – Moyennes empiriques du nombre total de lignes brise´es et du nombre de
lignes brise´es par taille en fonction du nombre d’ite´rations de l’algorithme MCMC a`
sauts re´versibles.
L’algorithme a converge´ en moins de 34 secondes avec un processeur 2 GHz (3.5×106
ite´rations). Notons que le crite`re de convergence a e´te´ choisi tre`s dur pour ne pas
commettre d’erreur de diagnostic ; nous aurions pu nous arreˆter entre 1 et 2 millions
d’ite´rations comme le montre la figure 4.5. A la convergence, l’erreur empirique faite
sur l’espe´rance du nombre de points est faible : elle est de l’ordre de 0.2 pour une valeur
the´orique E(N) = λ|F | = 100. De plus, les valeurs empiriques de l’espe´rance du nombre
de lignes de taille i (i = 1, . . . , N) sont toutes proches de la valeur the´orique obtenue
par l’hypothe`se d’une loi uniforme sur le nombre de points d’une ligne brise´e :
P (i) =
1
10
∀i = 1..10 ⇒ E[Ni] = E[N ]
10
= 10 ∀i = 1..10
4.5.4 Translation d’un point de controˆle
Nous utiliserons e´galement le noyau de proposition q3 qui consiste a` proposer une
translation d’un point de controˆle d’une ligne brise´e. La translation correspond a` une
transformation syme´trique Ta parame´tre´e par un vecteur a tire´ uniforme´ment dans un
compact centre´ autour de l’origine. Le point de controˆle e´tant choisi uniforme´ment dans
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la configuration, le taux de Green est re´duit au rapport des densite´s :
R(c, c′) =
h(c′)
h(c)
(4.24)
4.5.5 Division et fusion de segments
En plus de la translation, l’ajout et le retrait d’un point de controˆle au sein d’une
ligne brise´e permettent de perturber de fac¸on pertinente une ligne brise´e approximati-
vement bien positionne´e. Ces mouvements de´finissent un mouvement re´versible appele´
“division et fusion” de segments illustre´ par la figure 4.6.
z
~
U(     )
Division Fusion
h
b
l
Fig. 4.6 – Division et fusion de segments.
a) Division
Soit s = (pj , pj+1) le segment dont les extre´mite´s correspondent a` deux points
de controˆle conse´cutifs d’une ligne brise´e de la configuration. Pour que s puisse eˆtre
divise´, nous imposons que celui-ci soit de longueur l strictement supe´rieure a` 2Lmin et
qu’il n’appartienne pas a` une ligne brise´e compose´ de nmax segments. Nous utilisons
une variable auxiliaire Z de´finie ci-dessous pour obtenir deux nouveaux segments s′1 =
(pj , p′) et s′2 = (p
′, pj+1) tels que p′ soit situe´ dans le rectangle de longueur l − 2Lmin
et de largeur 2Lmin et dont l’axe principal correspond au segment initial. Remarquons
que nous sommes ainsi assure´s que les longueurs des nouveaux segments soient dans
[Lmin, Lmax]. La variable auxiliaire Z correspond a` une ge´ne´ration uniforme d’un point
dans le rectangle de longueur l − 2Lmin et de largeur 2Lmin :
Z =
[
H ∼ U([−Lmin, Lmin])
B ∼ U([Lmin, l − Lmin])
]
(4.25)
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ou` l est la longueur de s. Du vecteur ge´ne´re´ z = (h, b), on peut passer aux parame`tres
v1 = (l1, α1) de´crivant le segment s
′
1 par le diffe´omorphisme de´fini par :
v1 = ηv(h, b) =
[ √
h2 + b2
α+ arctan(h
b
)
]
(4.26)
ou` les parame`tres v = (l, α) du segment s sont conside´re´s fixe´s. Ensuite, on obtient les
parame`tres v2 = (l2, α2) de´crivant le segment s
′
2 a` partir de v1 et v = (l, α) de la fac¸on
suivante :
v2 = T (v, v1) =
 √(l sin(α)− l1 sin(α1))2 + (l cos(α)− l1 cos(α1))2
arctan(
l sin(α)− l1 sin(α1)
l cos(α)− l1 cos(α1))
 (4.27)
b) Fusion
Soit sj = (p
j , pj+1) et sj+1 = (p
j+1, pj+2) deux segments conse´cutifs d’une ligne
brise´e, ou` pj , pj+1 et pj+2 sont les trois points de controˆle conse´cutifs de´crivant ces
deux segments. La fusion de ces deux segments consiste a` remplacer sj et sj+1 par le
segment s′j = (p
j , pj+2). La fusion de deux segments ne sera propose´e que dans le cas ou`
le point interme´diaire pj+1 est situe´ dans le rectangle qui pourrait eˆtre associe´ a` sl,l+1
pour une proposition de division. Les conditions a` ve´rifier sont donc les suivantes :
• les deux points extre´maux pj et pj+2 sont a` une distance comprise entre 2Lmin
et Lmax ;
• le point interme´diaire pj+1 est a` une distance infe´rieure a` Lmin de s′j = (pj , pj+2) ;
• le point correspondant a` la projection orthogonale de pj+1 sur (pj , pj+2) est situe´
a` une distance b de pj comprise entre 2Lmin et l − Lmin.
c) Noyau de proposition
Soit c la configuration courante. Il y a ND(c) segments pouvant eˆtre divise´s dans
cette configuration et NF (c) couple de segments pouvant eˆtre fusionne´s. Il y a donc
NT (c) = ND(c) + NF (c) transformations possibles de type “division et fusion” de
segments. La premie`re e´tape consiste a` tirer uniforme´ment une transformation parmi
les NT (c) transformations. Si celle-ci est une division, nous proce´dons comme indique´
en a) ; si celle-ci est une fusion, nous proce´dons comme indique´ en b). Le noyau de
proposition QDFS est donc donne´ par :
QDFS(c→ A) =
ND(c)∑
i=1
qDi (c, A)
NT (c)
+
NF (c)∑
i=1
qFi (c, A)
NT (c)
(4.28)
ou` qDi (c, A) correspond a` la division du segment i et q
F
i (c, A) correspond a` la fusion du
couple i. La partie “division” qDi (c, A) s’e´crit comme suit :
qDi (c, A) =
∫
Σi
1A(Di(c, z))
dz
2Lmin (li − 2Lmin) (4.29)
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ou` Σi = [−Lmin, Lmin]×[Lmin, li−Lmin] est le compact dans lequel la variable auxiliaire
Z est ge´ne´re´e et Di(c) est une configuration de lignes brise´es ou` les parame`tres (li, αi)
du segment i ont e´te´ remplace´s par (l1, α1) = ηi(z) et (l2, α2) = T (i, ηi(z)). La partie
“fusion” qFi (c, A) du noyau de proposition est donne´e par :
qFi (c, A) = 1A(Fi(c))) (4.30)
Fi(c) est une configuration de lignes brise´es ou` les parame`tres du couple i sont rem-
place´s par les parame`tres du segment re´sultat de la fusion de i.
d) Calcul du taux de Green
La mesure syme´trique ψ sur E × E choisie pour de´river la mesure piQDFS est la
suivante :
ψ(A,B) =
∫
A
∑
si∈S(c)
∫
Σi
1B(Di(c, z))
dz
|V | dµ(c)
+
∫
A
∑
(si,si+1)∈C(c)
1B(Fi(c)) |Jφ−1(vi, vi+1)| dµ(c)
(4.31)
ou` S(c) de´signe l’ensemble des segments pouvant eˆtre divise´s, C(c) de´signe l’ensemble
des segments conse´cutifs pouvant eˆtre fusionne´s, V = [Lmin, Lmax]× [−pi, pi] est l’espace
d’e´tat des parame`tres de´crivant un segment, et φ est le diffe´ormophisme permettant de
proce´der au changement de variable suivant :
(v1, v2)
φ←− (z, v)
ou` (v1, v2) correspondent aux parame`tres des deux segments obtenus par la division
du segment de parame`tre v en utilisant la variable auxiliaire z. Plus pre´cise´ment, ce
diffe´omorphisme est donne´ par :
φ(z, v) = (ηv(z), T (v, ηv(z)) (4.32)
ou` ηv et T sont donne´s par les e´quations (4.26) et (4.27). Le de´terminant du jacobien
de la fonction re´ciproque φ−1 est donne´ par :
|Jφ−1(v1, v2)| =
l1 l2√
(l1 cosα1 + l2 cosα2)2 + (l1 sinα1 + l2 sinα2)2
(4.33)
ou` le de´nominateur correspond a` la longueur l du segment re´sultant de la fusion de v1
et v2 :
|Jφ−1(v1, v2)| =
l1 l2
l
(4.34)
Finalement, dans le cas d’une division d’un segment de longueur l en deux segments de
longueurs l1 et l2, le taux de Green est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
Lmin(l − 2Lmin)
pi (Lmax − Lmin)
l
l1 l2
h(c′)
h(c)
(4.35)
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Dans le cas d’une fusion de deux segments de longueurs l1 et l2 en un segment de
longueur l, le taux de Green est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
pi (Lmax − Lmin)
Lmin(l − 2Lmin)
l1 l2
l
h(c′)
h(c)
(4.36)
4.5.6 Division et fusion de lignes brise´es
Nous proposons deux types de perturbations permettant la division d’une ligne
brise´e et la fusion de deux lignes brise´es. Ces deux perturbations sont illustre´es par la
figure 4.7. La premie`re perturbation (DFL1) consiste en l’ajout d’un segment reliant
deux lignes brise´es et le retrait d’un segment d’une ligne brise´e. La deuxie`me pertur-
bation (DFL2) consiste a` briser une connexion entre deux segments conse´cutifs et a` en
cre´er une par un mouvement d’un point initial ou final d’un ligne.
(DFL1) (DFL2)
Fig. 4.7 – Perturbations de type “division et fusion” de lignes brise´es.
4.5.6.1 Perturbation DFL1
Soit Dj,δe la transformation qui divise une ligne par retrait du segment j d’une ligne
brise´e d’e´paisseur e compose´e d’au moins trois segments et qui permet de de´finir deux
lignes brise´es dont les e´paisseurs sont e´gales a` e+ δe et e− δe :
Dj,δe(p, e, v1, . . . , vn) = {(p1, e+ δe, v1, . . . , vj−1), (pj+1, e− δe, vj+1, . . . , vn)} (4.37)
La variation de largeur δe est ge´ne´re´e uniforme´ment dans un compact tel que les deux
nouvelles e´paisseurs soient dans [emin, emax] :
δe ∼ U([−M(e),M(e)]) , ou` M(e) = min{e− emin, emax − e} (4.38)
La transformation re´ciproque F concerne les couples de lignes brise´es (ci, cj) dont
le point final pni+1i de ci et le point initial de cj ve´rifient :
Lmin ≤ d(pni+1i , p1j ) ≤ Lmax (4.39)
De plus, la somme des segments les composant (ni + nj) doit eˆtre infe´rieure a` nmax :
ni + nj < nmax (4.40)
La fusion F se de´finit de la fac¸on suivante pour ci = (p
1
i , ei, (v
k
i )k=1..ni) et cj =
(p1j , ej , (v
k
i )k=1..nj ) :
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F (ci, cj) = (p
1
i ,
ei + ej
2
, (vki )k=1..ni , vij , (v
k
i )k=1..nj ) (4.41)
ou` vij correspond aux parame`tres du segment (p
ni+1
i , p
1
j ).
Le proble`me de la de´finition initiale pour la “division” est que la “fusion” ne peut
s’appliquer que sur les couples de lignes brise´es dont un point final et un point initial
ve´rifie la condition de proximite´ (4.39). Or, il serait e´galement inte´ressant de fusionner
les couples dont les deux extre´mite´s initiales ou les deux extre´mite´s finales ve´rifient
cette condition de proximite´. Une premie`re solution est de proposer un mouvement
d’inversion de lignes brise´es. Nous proposons ici d’inte´grer ce mouvement d’inversion
au noyau QDFL1. Ainsi, pour une division Dj,δe quatre paires de lignes brise´es pourront
eˆtre propose´es avec une probabilite´ uniforme :
D1j,δe(p
1, e, v1, . . . , vn) = {(p1, e+ δe, v1, . . . , vj−1), (pj+1, e− δe, vj+1, . . . , vn)}
D2j,δe(p
1, e, v1, . . . , vn) = {(pj , e+ δe, v′j−1, . . . , v′1), (pj+1, e− δe, vj+1, . . . , vn)}
D3j,δe(p
1, e, v1, . . . , vn) = {(pj , e+ δe, v′j−1, . . . , v′1), (pn+1, e− δe, v′n, . . . , v′j+1)}
D4j,δe(p
1, e, v1, . . . , vn) = {(p1, e+ δe, v1, . . . , vj−1), (pn+1, e− δe, v′n, . . . , v′j+1)}
(4.42)
ou` v′j = (lj , αj −pi) si αj > 0 et v′j = (lj , αj +pi) sinon. Soit {pki , plj} une paire de points
extre´maux pouvant engendrer une fusion de deux lignes ci et cj par l’ajout d’un segment
les reliant. De meˆme que pour la division, deux lignes pourront eˆtre propose´es de fac¸on
e´quiprobable : une ligne c′ = F 1
{pki ,p
l
j}
({ci, cj}) pour laquelle le nouveau segment est
(pki , p
l
j) et une ligne c
′′ = F 2
{pki ,p
l
j}
({ci, cj}) pour laquelle le nouveau segment est (plj , pki ).
Soit ND le nombre de segments pouvant eˆtre supprime´ pour une division de ligne
et NF le nombre de paire de points extre´maux de lignes brise´es pouvant eˆtre relie´s
pour une fusion de lignes brise´es (i.e. ve´rifiant les conditions (4.39) et (4.40)). Une
perturbation est alors propose´e de fac¸on uniforme parmi le nombre total NT = ND+NF
de perturbations de division et fusion. Le noyau de proposition QDFL1 s’e´crit donc de
la fac¸on suivante :
QDFL1(c→ A) =
∑
s
j
i∈D(c)
1
NT (c)
4∑
k=1
1
4
∫ M(ei)
−M(ei)
1A((c \ ci) ∪Dkj,δe(ci))
dδe
2M(ei)
+
∑
{pki ,p
l
j}∈F(c)
1
NT (c)
2∑
m=1
1
2
1A((c \ {ci, cj}) ∪ Fm{pki ,plj}({ci, cj}))
(4.43)
ou` sji de´signe le segment j de la ligne brise´e ci d’e´paisseur ei, p
k
i de´signe le point k de
la ligne brise´e ci, D(c) est l’ensemble des segments de la configuration c qui, par leur
retrait, peuvent engendrer une division de ligne brise´e, et F(c) est l’ensemble des paires
de points qui, par l’ajout d’un segment les reliant, peuvent engendrer une fusion de lignes
brise´es. Remarquons que la fusion d’une paire de lignes brise´es {ci, cj} peut se faire
par quatre paires de points extre´maux : {pi, pj}1 = {p1i , p1j} ; {pi, pj}2 = {p1i , pnj+1j } ;
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{pi, pj}3 = {pni+1i , pnj+1j } ; {pi, pj}4 = {pni+1i , p1j}. Le noyau de proposition peut donc
s’e´crire de la fac¸on suivante :
QDFL1(c→ A) = 1
8NT (c)
∑
ci∈c
1
M(ei)
ni−1∑
j=2
4∑
k=1
∫ M(ei)
−M(ei)
1A((c \ ci) ∪Dkj,δe(ci)) dδe
+
1
2NT (c)
∑
{ci,cj}∈c
4∑
k=1
2∑
m=1
1A((c \ {ci, cj}) ∪ Fm{pi,pj}k({ci, cj}))
(4.44)
La mesure ψ sur E × E choisie pour de´river la mesure piQDFL1 est une mesure
syme´trique concentre´e sur
⋃∞
n=0{{EN × EN+1} ∪ {EN+1 × EN}}. Soit A et B des
ensembles de la tribu associe´e a` E tels que A ⊆ EN et B ⊆ EN+1. La mesure φ est
alors donne´e par l’e´quation suivante :
ψ(A,B) =
∫
A
N∑
i=1
ni−1∑
j=2
4∑
k=1
∫ M(ei)
−M(ei)
1B((c \ ci) ∪Dkj,δe(ci)) dδe dµ(c)
ψ(B,A) =
∫
B
N∑
i=1
N∑
j = 1
j 6= i
4∑
k=1
nmax(emax − emin)
2dk(ci, cj)λ|V | 1A((c \ {ci, cj}) ∪ Fk(ci, cj))dµ(c)
=
∫
B
∑
{ci,cj}
2∑
m=1
4∑
k=1
nmax(emax − emin)
2dk(ci, cj)λ|V | 1A(c \ {ci, cj}) ∪ F
m
k ({ci, cj})dµ(c)
(4.45)
ou` c = Fk(c1, c2) est la ligne brise´e re´sultant de la fusion de c1 et c2 par la paire
d’extre´mite´s {p1, p2}k et dont les parame`tres de la ligne re´sultat sont ceux de c1 suivi
de ceux de c2. Σ et V de´signent respectivement l’espace d’e´tat associe´ a` l’e´paisseur
d’une ligne et l’espace d’e´tat associe´ aux parame`tres d’un segment, et λ est le fac-
teur d’intensite´ du processus de mesure µ. Le facteur 12dk(ci,cj) , ou` dk(ci, cj) de´signe la
distance entre les deux extre´mite´s < p1, p2 >k, intervient du fait du changement de
variable suivant :
(e1, e2, p
′)←− (e, δe, lj , αj)
ou` e1 et e2 sont les e´paisseurs de (c1, c2) obtenues par retrait du segment j d’une ligne
d’e´paisseur e, et p′ correspond au nouveau point initial ainsi ge´ne´re´.
Finalement, le taux de Green, correspondant a` une division d’une ligne brise´e
d’e´paisseur e par le retrait d’un segment de longueur l, est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
8 l λ |V | min(e− emin, emax − e)
nmax(emax − emin)
h(c′)
h(c)
(4.46)
ou` |V | = 2pi(Lmax − Lmin). Le taux de Green, correspondant a` une fusion de deux
lignes brise´es engendrant, par l’ajout d’un segment de longueur l, une nouvelle ligne
d’e´paisseur e, est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
nmax(emax − emin)
8 l λ |V |min(e− emin, emax − e)
h(c′)
h(c)
(4.47)
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4.5.6.2 Perturbation DFL2
La deuxie`me perturbation de fusion de lignes brise´es a e´te´ construite pour permettre
la fusion de deux lignes brise´es proches dont les deux extre´mite´s ne satisfont pas la
condition de distance ne´cessaire a` la proposition d’un segment entre ces deux extre´mite´s.
Nous proposons ici une fusion par le retrait du premier ou dernier segment d’une ligne
brise´e suivi de la fusion des deux lignes par rajout d’un segment les reliant. L’e´paisseur
de la nouvelle ligne est e´gale a` la moyenne des e´paisseurs des deux lignes fusionne´es. Pour
un couple de lignes brise´es ve´rifiant ni+nj ≤ nmax, nous avons donc huit possibilite´s de
nouvelles lignes brise´es non ordonne´es comme cela est montre´ dans la figure 4.8. Parmi
ces huit possibilite´s, seules les propositions de segments ayant une longueur comprise
entre Lmin et Lmax permettent la fusion de lignes brise´es bien de´finies. Ainsi, nous
e´vitons de proposer de nombreuses fusions a` rejeter. Pour une fusion donne´e, deux
lignes brise´es compose´es des meˆmes segments mais dans un ordre diffe´rent pourront
eˆtre propose´es de fac¸on e´quiprobable.
Remarque 16 L’exemple donne´ dans la figure 4.8 n’est pas repre´sentatif des couples de
lignes brise´es que nous de´sirons fusionner mais permet de bien visualiser les diffe´rentes
fusions possibles. Un couple de lignes brise´es pour lequel la fusion est pertinente est
donne´ figure 4.7. Remarquons qu’il ne peut pas eˆtre fusionne´ par une proposition du
noyau DFL1 alors que DFL2 permet la fusion.
La division concerne les lignes compose´es d’au moins deux segments. Un point de
controˆle pji est choisi uniforme´ment parmi les points de controˆle (p
2
i , . . . , p
ni
i ) d’une ligne
de´crite par ni+1 points de controˆle. La ligne est alors coupe´e au niveau de ce point de
controˆle. Nous obtenons deux lignes dont les e´paisseurs sont e´gales a` e + δe et e − δe,
ou` la variation de largeur δe est ge´ne´re´e uniforme´ment dans un compact [−M(e),M(e)]
de´fini dans l’e´quation e´quation (4.38) pour que les deux nouvelles e´paisseurs soient
dans [emin, emax], e e´tant l’e´paisseur de l’ancienne ligne. Pour une des deux lignes, choi-
sie avec la probabilite´ 1/2, le point de controˆle choisi sera rege´ne´re´ par la ge´ne´ration
uniforme dans v d’une longueur l et d’une direction α. Comme pre´ce´demment, quatre
lignes brise´es ordonne´es pourront eˆtre ge´ne´re´es par inversion de l’ordre des deux lignes
ainsi obtenues. Nous distinguons donc huit divisions a` partir d’un point de controˆle pji
propose´es de fac¸on e´quiprobable (une fois l et α choisis).
Soit NF (c) le nombre de couples de points de controˆle permettant la fusion de
deux lignes pre´sentes dans c et ND(c) le points de controˆle permettant la division
d’une ligne pre´sente dans c. Une perturbation sera alors choisie uniforme´ment parmi
les NT (c) = NF (c) + ND(c) perturbations possibles. Le noyau de proposition s’e´crit
alors :
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Fig. 4.8 – Fusions possibles pour une paire de lignes brise´es. Seulement cinq seront
propose´es, les autres ne ve´rifiant pas la condition de l’ajout d’un segment de longueur
infe´rieure a` Lmax.
QDFL2(c→ A) =
∑
ci∈c
ni∑
j=2
1
NT (c)
8∑
k=1
1
8
∫ M(ei)
−M(ei)
∫
V
1A((c \ ci) ∪Dkj,δe(ci))
dv dδe
|V | 2M(ei)
+
∑
{ci,cj}∈c
8∑
k=1
1
NT (c)
2∑
m=1
1
2
1A((c \ {ci, cj}) ∪ Fm(pi,pj)k({ci, cj}))
(4.48)
Le taux de Green, correspondant a` une division d’une ligne brise´e d’e´paisseur e via
le remplacement d’un segment de longueur l, est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
16 l λ |V |min(e− emin, emax − e)
nmax(emax − emin)
h(c′)
h(c)
(4.49)
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Le taux de Green, correspondant a` une fusion de deux lignes brise´es via le remplacement
d’un segment initial ou final par un nouveau segment de longueur l, est donne´ par :
R(c, c′) =
NT (c)
NT (c′)
nmax(emax − emin)
16 l λ |V |min(e− emin, emax − e)
h(c′)
h(c)
(4.50)
4.6 Re´sultats
Nous pre´sentons dans ce paragraphe les re´sultats de l’extraction du re´seau via la
mode´lisation par un processus de lignes brise´es spe´cifie´ par la densite´ comple`te donne´e
par :
hp(c) ∝ hp(c) hd(c) (4.51)
ou` hp(c) est la densite´ a priori donne´e par l’e´quation (4.11) et hd(c) est le terme d’at-
tache aux donne´es donne´ par l’e´quation (4.15). L’optimisation est re´alise´e par recuit si-
mule´ sur un algorithme d’e´chantillonnage de type Metropolis-Hastings. Meˆme si les per-
turbations de´finies dans le paragraphe 4.5 permettent d’acce´le´rer la convergence et de
sortir des minima locaux, l’obtention de l’inte´gralite´ du re´seau ne´cessite un de´croissance
tre`s lente de la tempe´rature. C’est pourquoi nous utilisons ici une de´croissance adap-
tative de la tempe´rature qui permet de diminuer la tempe´rature le plus vite possible
tout en restant proche de l’e´quilibre. Le sche´ma de de´croissance utilise´ est de´crit dans
le paragraphe 2.6.3.
Le temps de calcul reste ne´anmoins important comparativement au proces-
sus de segments. Cela est principalement duˆ a` un calcul de l’attache aux donne´es sur
l’inte´gralite´ de la ligne brise´e a` chaque proposition de perturbation de cette ligne brise´e
meˆme si la perturbation ne concerne qu’un ou deux segments. Nous proce´dons ainsi car
le calcul du terme d’attache aux donne´es ne correspond pas a` une somme de potentiels
e´value´s sur les segments composants les lignes brise´es mais sur des sections issues d’un
de´coupage uniforme du masque d’une ligne brise´e. Plus les lignes brise´es seront longues
dans la configuration, plus le temps de calcul sera long. Ainsi, le couˆt d’une ite´ration
est e´leve´ a` la fin de l’algorithme, et d’autant plus que les routes ou les rivie`res pre´sentes
dans l’image sont longues et nombreuses.
En contrepartie, l’utilisation d’un tel proce´de´ pour calculer le terme d’attache aux
donne´es nous permet de de´tecter avec pre´cision les re´seaux sinueux comme le montrent
les re´sultats pre´sente´s dans les figures 4.9 et 4.10. En effet, nous avons de´sormais la pos-
sibilite´ d’utiliser des segments de taille tre`s re´duite. Ainsi, nous posons Lmin = 3 pour
la de´tection des rivie`res sur une image de 20 me`tres de re´solution et Lmin = 5 pour la
de´tection du re´seau routier sur une image de 10 me`tres de re´solution. L’e´valuation du
potentiel d’attache aux donne´es se fait dans les deux cas sur des sections de taille 20
pixels.
De plus, la de´tection des jonctions est meilleure par processus de lignes brise´es
que par processus de segments comme le montrent les figures 4.10, 4.11 et 4.12 . Ceci est
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(a) donne´es c© BRGM (b) segments (c) lignes brise´es
300× 300 pixels obtenu en 5 min. obtenu en 45 min.
Fig. 4.9 – Extraction d’un re´seau hydrographique a` partir d’une image SPOT XS2 de
20 me`tres de re´solution : (b) par processus de segments ; (c) par processus de lignes
brise´es.
duˆ a` l’utilisation d’une interaction de connexion favorisant la connexion de lignes brise´es
avec le reste du re´seau. De plus, la distance de connexion est minimise´e via l’utilisation
d’un potentiel de connexion continu. Dans le cas des processus de segments, seule la
connexion entre extre´mite´s de segments est prise en compte. Les longues branches sont
donc favorise´es mais les jonctions entre ces branches ne sont pas favorise´es explicite-
ment. Ne´anmoins, des jonctions peuvent se former via la connexion avec une extre´mite´
proche. Ceci explique en partie la mauvaise qualite´ de la jonction entre les deux routes
sinueuses et une route principale dans la figure 4.10 : la connexion entre extre´mite´s
de segments a eu la primeur sur la qualite´ de l’attache aux donne´es. Cette mauvaise
qualite´ s’explique e´galement par la pe´nalisation des segments proches.
L’interaction de proximite´ intervenant dans la mode´lisation par processus est en
effet a` revoir : elle induit une pe´nalisation des intersection en Y et interdit que deux
segments, dont les centres sont a` une distance infe´rieure a` la demi-longueur maximale
des deux segments, soient quasiment paralle`les. Cette interdiction ne permet donc pas
de de´tecter des routes proches. L’interaction de proximite´ entre lignes brise´es est
mieux de´finie : les intersections a` angle aigu ne sont pas pe´nalise´es et elle autorise
que deux sections soient paralle`les si elles sont situe´es a` une distance supe´rieure a` d.
En prenant d petit, on peut donc de´tecter des routes tre`s proches tout en interdisant
les superpositions de segments. Cela est illustre´ par le re´sultat pre´sente´ dans la figure
4.12, ou` deux routes quasiment paralle`les ont pu eˆtre de´tecte´es par processus de lignes
brise´es alors qu’une seule a pu eˆtre de´tecte´e par processus de segment.
Du point de vue des omissions et des surde´tections, les processus de lignes brise´es
fournissent une extraction de qualite´ e´quivalente a` une extraction obtenue pas processus
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(a) Image 1 c© CNES (b) segments (c) lignes brise´es
256× 256 pixels obtenu en 7 min. obtenu en 1 h et 15 min.
Fig. 4.10 – Extraction d’un re´seau routier a` partir d’une image SPOT Panchro de 10
me`tres de re´solution : (b) par processus de segments ; (c) par processus de lignes brise´es.
de segments. Une ide´e serait alors de combiner les deux approches en utilisant le re´sultat
de l’extraction obtenu par processus de segments en tant qu’initialisation d’une extrac-
tion par processus de lignes brise´es. Ce serait une fac¸on d’obtenir un re´sultat pre´cis en
un temps de calcul raisonnable.
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(a) processus de segments
(b) processus de lignes brise´es
Fig. 4.11 – Re´sultats de l’extraction sur une image ae´rienne (figure 3.19) : (a) par
processus de segments : les segments rouges re´pondent bien aux donne´es (potentiel
ne´gatif) contrairement aux segments bleus (potentiel positif), les pixels verts sont les
pixels utilise´s pour l’e´valuation du contraste avec le fond proche ; (b) par processus de
lignes brise´es : visualisation du masque associe´ aux lignes brise´es en vert (partie interne)
et bleu (partie externe) et des connexions de lignes brise´es en rouge.
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(a) processus de segments
(b) processus de lignes brise´es
Fig. 4.12 – Re´sultats de l’extraction sur une image radar ERS (figure 3.21) : (a) par
processus de segments : les segments rouges re´pondent bien aux donne´es (potentiel
ne´gatif) contrairement aux segments bleus (potentiel positif), les pixels verts sont les
pixels utilise´s pour l’e´valuation du contraste avec le fond proche ; (b) par processus de
lignes brise´es : visualisation du masque associe´ aux lignes brise´es en vert (partie interne)
et bleu (partie externe) et des connexions de lignes brise´es en rouge.
Chapitre 5
Extension a` l’extraction de
re´seaux hie´rarchiques
Ce chapitre concerne l’extraction d’un re´seau hie´rarchique constitue´ de fleuves et de
leurs aﬄuents a` partir d’une image radar de type ERS. Nous proposons un algorithme
comple`tement automatique pour la de´tection d’un re´seau hydrographique ayant une
structure d’arbre. L’extraction du surfacique (branches de largeur supe´rieure a` trois
pixels) est re´alise´e par par un algorithme efficace fonde´ sur une mode´lisation par champ
de Markov. Ensuite, l’extraction du line´ique se fait par un algorithme re´cursif fonde´ sur
la de´finition d’un processus de lignes brise´es par rapport a` ce qui a de´ja` e´te´ de´tecte´.
Nous obtenons des re´sultats prometteurs en terme d’omissions et de surde´tections.
5.1 Exemple de re´seau hie´rarchique
Nous nous inte´ressons ici a` l’extraction du re´seau hydrographique a` partir de donne´es
de te´le´de´tection dans une perspective d’aide a` la mise a` jour cartographique. En ef-
fet, l’imagerie satellitaire constitue pour les cartographes un outil tre`s important pour
optimiser le temps passe´ sur le terrain tout en ame´liorant la pre´cision du document
cartographique final. L’extraction du re´seau sera mene´e sur une zone situe´e en Guyane,
ou` les mauvaises conditions me´te´orologiques (nuages) rendent l’extraction du re´seau a`
partir de l’imagerie optique difficile, comme cela est illustre´ par la figure 5.1. Nous
proposons donc d’utiliser l’imagerie radar (de type radar a` synthe`se d’ouverture, RSO),
dont le principal avantage est son inde´pendance aux sources d’illumination exte´rieures.
Les capteurs radar sont ainsi ope´rationnels de jour comme de nuit et quelles que soient
les conditions me´te´orologiques, d’ou` l’appellation capteurs tout-temps. De plus, en ima-
gerie radar, les surfaces lisses pre´sentent une radiome´trie faible, alors que les surfaces
rugueuses pre´sentent une radiome´trie e´leve´e. Ce type d’images se preˆte donc bien a` la
de´tection des fleuves, ceux-ci correspondant a` des zones sombres dans un fond clair.
Ainsi, notre objectif est l’extraction non supervise´e du re´seau hydrographique a` partir
de l’image radar ERS donne´e dans la figure 5.2, en e´tant le plus exhaustif possible tout
en limitant les fausses alarmes. Bien que la me´thode propose´e n’utilise qu’une seule
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(a) (b)
Fig. 5.1 – Sensibilite´ de l’imagerie optique aux conditions me´te´orologiques : (a) image
SPOT de la Guyane prise le 2 juillet 2001 ; (b) image Landsat de la meˆme zone prise
le 2 septembre 2002. Ces images nous ont e´te´ fournies par le BRGM.
image en entre´e, ce travail pourrait facilement eˆtre e´tendu a` un cadre de fusion de
donne´es pour be´ne´ficier de l’apport des diffe´rents capteurs disponibles. Les donne´es sa-
tellitaires, ainsi qu’une extraction manuelle du re´seau (figure 5.3), nous ont e´te´ fournies
par le Bureau de Recherche Ge´ologique et Minie`re (BRGM).
Le re´seau a` extraire est constitue´ de deux fleuves et de leurs aﬄuents. Pour l’ex-
traction d’un tel re´seau, nous nous devons de proposer une autre mode´lisation que celle
propose´e pour l’extraction de l’axe central des routes ou des rivie`res. En effet, ce re´seau
n’est plus caracte´rise´ par des branches de largeur constante mais par des branches ou`
l’on observe une augmentation progressive de la largeur de la source a` l’embouchure.
Dans un cadre de ge´ome´trie stochastique, cette caracte´ristique devra eˆtre incorpore´e a`
la forme des objets du mode`le. Ainsi, un fleuve pourra eˆtre mode´lise´ par un polygone
dont la largeur diminue (ou augmente) progressivement du point initial de l’axe central
de ce polygone cense´ repre´senter l’embouchure du fleuve (ou la source) jusqu’au point
final de l’axe central de ce polygone repre´sentant la source (ou l’embouchure). De plus,
les branches sont relie´es entre elles selon une structure arborescente : chaque fleuve prin-
cipal constitue le tronc d’un arbre et les aﬄuents de ce fleuve peuvent eˆtre assimile´s
a` des branches a` partir desquelles d’autres branches peuvent naˆıtre. Cette structure
d’arbre pourra eˆtre exploite´e de fac¸on pertinente en proposant un algorithme re´cursif
permettant la ge´ne´ration de nouvelles branches sachant ce qui a de´ja` e´te´ de´tecte´. En
effet, en supposant qu’un fleuve ait e´te´ de´tecte´, la ge´ne´ration des aﬄuents peut se faire
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Fig. 5.2 – Image radar ERS de la Guyane fournie par le BRGM. La taille de l’image
est 1709× 1825 pixels avec une re´solution de 12.5 me`tres.
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Fig. 5.3 – Extraction manuelle du re´seau hydrographique fournie par le BRGM.
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de fac¸on efficace a` proximite´ du fleuve.
5.2 Segmentation par champ de Markov
Avant de proposer une mode´lisation par processus objet, qui est une approche
se´duisante mais qui peut s’ave´rer tre`s lourde en temps de calcul, notamment lorsque
des objets complexes sont manipule´s, nous proposons une mode´lisation pixe´lique de
l’image dans un objectif de classification en deux classes : l’une correspondant au fond de
l’image, l’autre correspondant au re´seau hydrographique. Dans cette optique, nous pro-
posons une mode´lisation par champ de Markov [Winkler, 2003] dans un cadre baye´sien.
En effet, ces mode`les, connus pour leur robustesse au bruit, permettent d’introduire
explicitement des connaissances a priori sur la structure spatiale des images analyse´es,
au travers de probabilite´s conditionnelles locales, conjointement a` la mode´lisation des
me´canismes de de´gradation des donne´es.
5.2.1 Mode`le a priori
L’image cache´e X est conside´re´e comme la re´alisation d’un champ ale´atoire X =
{Xs}s∈S , ou` S est l’ensemble des sites de l’image (les pixels). Le champ X est un champ
de Markov si :
P (Xs = xs|xt, t 6= s) = P (xs|{xt}, t ∈ Ns)
ou` Ns est l’ensemble des sites voisins du site s. Une autre caracte´ristique importante
vient du the´ore`me de Hammersley-Clifford qui stipule qu’un champ de Markov
tel que P (X = x) > 0 pour tout x, est un champ de Gibbs de´fini par :
P (X = x) =
1
Z
e−U(x)
ou` Z est la constante de normalisation, appele´e fonction de partition et U est une
fonction d’e´nergie de´finie par :
U(x) =
∑
c∈C
V (c)
ou` C est l’ensemble des cliques correspondant au voisinage choisi. Ici, nous conside´rons
un voisinage d’ordre 1 (Ns est re´duit aux 4 plus proches voisins) et des cliques d’ordre 1
et 2 (singletons et voisins deux a` deux). Pour obtenir des zones homoge`nes dans l’image,
l’e´nergie a priori est de´finie de fac¸on a` favoriser les pixels voisins ayant le meˆme label.
Par exemple, celle-ci peut simplement correspondre au nombre de cliques < s, t > ayant
des labels diffe´rents (mode`le de Potts) :
U(x) =
∑
<s,t>
δxs 6=xt (5.1)
ou` δxs 6=xt est e´gal a` 1 si xs 6= xt et a` 0 sinon. Le proble`me d’un tel choix est qu’il
induit une pe´nalisation des contours des objets. En utilisant un terme simple de lissage
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assignant un potentiel positif aux paires de sites voisins ayant des labels diffe´rents, nous
aurons par conse´quent bien du mal a` pre´server les e´le´ments line´iques. Afin de re´cupe´rer
l’essentiel du re´seau nous proposons de de´finir un champ boole´en de contour. Ce champ,
introduit par [Geman et Geman, 1984] pour la restauration d’image, repre´sente expli-
citement la pre´sence ou l’absence de discontinuite´s et vient donc rompre l’hypothe`se
de lissage faite par les me´thodes classiques de re´gularisation. Le champ de contour est
de´fini sur la grille duale de la grille pixe´lique S sur laquelle sont de´finis X et Y comme
le montre la table 5.1.
o + o + o
+ + +
o + o + o
+ + +
o + o + o
Tab. 5.1 – Grille pixe´lique S : o, grille contour Sb : +
[Geman et Geman, 1984] conside`re le champ de contour inconnu, et propose d’esti-
mer celui-ci paralle`lement au champ cache´ X. Ici, dans un souci d’efficacite´ en terme de
temps de calcul, nous proposons de conside´rer ce champ connu. Pour l’obtenir, nous uti-
lisons un filtre de “Canny-Deriche” [Canny, 1986, Deriche, 1987] applique´e a` une image
filtre´e par un filtre me´dian afin de re´duire l’effet du bruit de chatoiement de l’image. Ce
filtrage est suivi d’une extraction des maxima locaux (contours fins) et d’un seuillage
par hyste´re´sis, consistant a` un seuillage bas suivi d’un chaˆınage des pixels et une conser-
vation des chaˆınes contenant au moins un maximum local supe´rieur a` un seuil haut.
L’e´nergie a priori sur le champ cache´ X peut alors s’e´crire comme suit :
U1(X) =
∑
<s,t>
δxs 6=xt (1− b<s,t>) (5.2)
ou` b<s,t> de´signe la valeur du champ de contour B au site de la gille de contour S
b
situe´ entre deux sites voisins s et t sur la grille S. Celle-ci est e´gale a` 1 si un contour
est pre´sent en ce site et a` 0 sinon. Ce terme favorise donc les zones homoge`nes tout en
pre´servant les discontinuite´s (i.e. les contours).
5.2.2 Vraisemblance des observations
Bien que le bruit des images radar soit corre´le´, nous supposons que les valeurs de
l’image Y sont conditionnellement inde´pendantes sachant X et que le niveau de gris ys
ne de´pend que de la classe a` laquelle il appartient, i.e. de la valeur xs. Bien qu’errone´e,
cette hypothe`se nous permet de de´finir simplement la vraisemblance des observations
et, surtout, de gagner en efficacite´, ce qui est l’objectif premier de la me´thode d’ex-
traction propose´e dans ce paragraphe. Nous pouvons alors e´crire la vraisemblance des
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observations de la fac¸on suivante :
f(Y |X) =
∏
p∈S
g(ys|xs) (5.3)
ou` g(ys|xs) est la vraisemblance de ys sachant xs, i.e. sachant les parame`tres d’un
mode`le de fond, si xs est la valeur correspondant au fond, ou les parame`tres d’un mode`le
associe´ aux fleuves sinon. Les deux mode`les choisis sont des distributions gaussiennes
de moyennes distinctes mF et mO et de meˆme variance σ
2. L’e´nergie d’attache aux
donne´es peut alors s’e´crire comme suit :
U2(Y |X) = 1
2σ2
∑
s
(ys −ms)2 (5.4)
ou` ms = mF si s appartient au fond de l’image (xs = “fond”) ou ms = m0 sinon (xs =
“fleuve”).
Remarque 17 Nous avons e´galement teste´ l’algorithme de classification avec une hy-
pothe`se de bruit multiplicatif, the´oriquement plus adapte´ a` l’imagerie radar. Mais les
meilleurs re´sultats ont ne´anmoins e´te´ obtenus avec une vraisemblance gaussienne.
5.2.3 Optimisation
Si X est mode´lise´ par un champ de Markov de syste`me de voisinage {Ns, s ∈ S}
et d’e´nergie a priori U1, alors compte tenu de l’inde´pendance des ys|X , on sait que le
champ a posterioriX|Y est un champ de Markov de meˆme voisinage queX et d’e´nergie :
U(X|Y ) = U1(X) + U2(Y |X) (5.5)
Un candidat naturel pour X est la valeur qui maximise la densite´ a posteriori P (X|Y ) :
XˆMAP = argmax
X
P (X|Y ) = argmin
X
U(X|Y ) (5.6)
Plutoˆt que d’estimer ce maximum a posteriori par un recuit simule´ sur un e´chantillonneur
de Gibbs, nous proposons d’utiliser un algorithme ICM (Iterated Conditionnal Mode)
[Besag, 1986]. Cet algorithme est un algorithme de´terministe dans la mesure ou` il n’y
a aucun tirage ale´atoire. L’ICM ne comporte pas la caracte´ristique essentielle du recuit
simule´ qui est de visiter plusieurs puits d’e´nergie avant de se stabiliser dans l’un d’entre
eux. Il ne re´alise qu’une descente dans un puits d’e´nergie de´termine´ par la configuration
initiale et le balayage. En ce sens, il ne peut eˆtre adapte´ a` des e´nergies pour lesquelles
on ne peut disposer d’une configuration initiale convenable. Ne´anmoins, cet algorithme
reste une bonne solution si l’on veut gagner en efficacite´. En effet, le nombre d’ite´rations
ne´cessaire pour un ICM est nettement infe´rieur au nombre ne´cessaire pour un recuit
simule´.
Paralle`lement a` l’estimation du champ cache´ X, se pose le proble`me de l’estimation
des parame`tres : σ, mF et m0. Remarquons qu’il aurait e´te´ plus rigoureux d’ajouter
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un poids au terme a priori, mais, comme nous ne proposons pas d’estimer σ mais de
le fixer empiriquement, cela est inutile. σ est alors vu comme un poids permettant de
re´gler l’importance du terme d’attache aux donne´es par rapport au terme a priori.
Les deux parame`tres mF et m0, correspondant aux moyennes du niveau de gris du
fond et du niveau de gris des fleuves, sont mis a` jour au cours de l’algorithme par
une estimation empirique de ces deux moyennes apre`s chaque balayage de l’image.
Partant de la constatation que l’intensite´ des fleuves est infe´rieure a` celle du fond, nous
initialisons mF et m0 par les valeurs suivantes : mF = 160 et m0 = 100. L’initialisation
de X se fait par maximum de pseudo-vraisemblance :
xs =
{
“fond” si g(ys|mF ) > g(ys|m0) , i.e. si ys > 130
“fleuve” sinon
(5.7)
ce qui nous permet d’avoir une configuration initiale proche de la configuration opti-
male. L’algorithme d’optimisation est donne´ dans la table 5.2.
Initialisation de mF , m0 empiriquement.
Initialisation de X0 par maximum de pseudo-vraisemblance (e´quation 5.7)
Au temps n, Xn = X
1. Estimation des parame`tres mF et m0 par yFs et y
O
s :
yFs =
∑
s∈S ys 1fond(xs)∑
s∈S 1fond(xs)
, y0s =
∑
s∈S ys 1fleuve(xs)∑
s∈S 1fleuve(xs)
2. Si les valeurs mF et m0 calcule´es a` l’ite´ration courante n sont e´gales a`
celles calcule´es a` l’ite´ration n− 1 et n− 2, arreˆt de l’algorithme.
3. Estimation du champ X : Balayer l’ensemble des sites et en chaque
site s, calculer la diffe´rence e´nerge´tique conditionnelle :
∆U (s) = U(xs = fond | ys, {xt}, t ∈ Ns)−U(xs = fleuve | ys, {xt}, t ∈ Ns)
Si ∆U (s) < 0, xs = fond. Sinon, xs = fleuve.
4. Si le nombre d’ite´rations maximal est atteint, arreˆt de l’algorithme.
Sinon, retourner en 1.
Tab. 5.2 – Algorithme ICM pour un e´tiquetage en deux classes.
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5.2.4 Re´sultat de l’extraction du re´seau par champ de Markov
Nous avons teste´ l’algorithme ICM sur l’image originale et sur une image a` re´solution
re´duite correspondant a` l’image originale filtre´e par un noyau Gaussien. Les re´sultats
obtenus sont e´quivalents, voire meilleurs sur l’image re´duite, le bruit y e´tant plus faible.
De plus, le re´sultat de l’algorithme ICM a e´te´ obtenu en moins de 10 secondes sur l’image
re´duite par quatre (taille 911 × 853) contre 26 secondes sur l’image originale de taille
1709×1825. La figure 5.4 montre le re´sultat obtenu sur l’image re´duite. Celui-ci est sa-
tisfaisant dans le sens ou` la majeure partie du re´seau a e´te´ de´tecte´e. Les quelques
surde´tections peuvent eˆtre facilement supprime´es par un post-traitement morphologique
comme le montre la figure 5.5. Ce post-traitement consiste en une fermeture par un
e´le´ment structurant line´aire suivi d’une extraction des grandes composantes connexes
(i.e. contenant plus de 10000 pixels) en 8-connexite´. Nous obtenons deux composantes
connexes, respectivement repre´sente´es en gris et en blanc dans l’image 5.5. Chacune
des deux composantes correspond a` un fleuve et ses aﬄuents pre´sents dans l’image 5.2.
Ne´anmoins, une large partie du re´seau line´ique, i.e. de largeur infe´rieure a` trois
pixels, a e´te´ omise et ceci n’est pas duˆ a` l’utilisation d’une image de taille re´duite par
rapport a` l’image originale. En effet, cette omission est e´galement ve´rifie´e pour l’image
originale du fait de la non de´tection des contours par le filtre de Canny au niveau des
branches fines. En pratique, un filtre me´dian est ne´cessaire avant l’application du filtre
de de´tection de contour si on veut e´viter les nombreuses fausses alarmes dues au bruit
de chatoiement. Les lignes fines de l’image disparaissent ou sont fortement atte´nue´es par
ce premier lissage. Le mode`le a priori ne pourra donc pas pre´server les discontinuite´s
au niveau de ces lignes. Il est vrai que le mode`le pre´sente´ ici est un des plus simples
que l’on puisse proposer pour segmenter une image. Mais, nous avons e´galement utilise´
un autre mode`le, appele´ le chien-mode`le, construit pour pre´server non seulement les
contours, mais aussi les lignes. Ce mode`le a e´te´ introduit par [Descombes et al., 1995]
pour la restauration d’images binaires. Un re´sultat obtenu avec le chien-mode`le est
donne´ dans la figure 5.6. L’extraction est meilleure : on arrive a` de´tecter plus loin dans
la hie´rarchie du re´seau mais ce n’est pas encore optimal.
On voit la` les limites des champs de Markov, qui ne permettent la de´finition des
contraintes qu’a` travers des interactions locales. S’il est vrai que ces contraintes peuvent
s’ave´rer globales, elles doivent eˆtre de´finies localement. De`s lors, certaines contraintes
ge´ome´triques sont difficiles a` prendre en compte. Par exemple, la forme des objets ou la
forme des re´gions lors d’une segmentation sont difficilement mode´lise´es par des interac-
tions locales. Ceci motive une approche par processus ponctuels, dans laquelle ce type
d’informations ge´ome´triques peut eˆtre pris en compte. Ne´anmoins, les approches par
processus objet peuvent s’ave´rer tre`s lourdes en temps de calcul de`s que l’on manipule
des objets complexes. Or, la mode´lisation par champ de Markov permet de re´aliser en
peu de temps le gros du travail. Pourquoi ne pas l’exploiter en tant qu’initialisation d’un
algorithme fonde´ sur une mode´lisation par processus objet ? C’est ce que nous propo-
sons dans le paragraphe suivant en nous restreignant a` la mode´lisation du line´ique par
processus de lignes brise´es, le surfacique ayant e´te´ pre´alablement de´tecte´ par champ de
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Fig. 5.4 – Classification obtenue par un ICM - Le´gende : NOIR = fleuves - GRIS = fond
- BLANC = bords obtenus par un filtrage de Canny suivi d’un seuillage par hyste´re´sis.
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Fig. 5.5 – Post-traitement : fermeture morphologique ou` l’e´le´ment structurant est une
ligne de 6 pixels, oriente´e selon 4 orientations, suivie de l’extraction des grandes com-
posantes connexes (8-connexite´). La plus grande composante connexe est en gris. La
deuxie`me est en blanc.
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Fig. 5.6 – Classification obtenue par recuit simule´ sur un e´chantillonneur de Gibbs, en
utilisant le chien-mode`le en tant que mode`le a priori.
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Markov.
5.3 Mode´lisation du re´seau par processus objet
5.3.1 Mode´lisation hie´rarchique du re´seau
Comme nous l’avons de´ja` explique´ dans le paragraphe 5.1, une mode´lisation ex-
ploitant le caracte`re hie´rarchique ou fractal du re´seau peut s’ave´rer pertinente. Nous
proposons donc une fonde´e sur la de´finition de processus ponctuels a` diffe´rents niveaux ;
le niveau 0 correspond aux fleuves principaux, le niveau 1 a` leurs aﬄuents directs, le
niveau 2 aux aﬄuents de ces aﬄuents, etc. Cette repre´sentation par niveau est illustre´e
dans la figure 5.7.
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Fig. 5.7 – Mode´lisation hie´rarchique du re´seau.
Plutoˆt que de chercher a` mode´liser le re´seau dans sa globalite´, nous proposons de
mode´liser chaque niveau conditionnellement aux niveaux infe´rieurs. Cette mode´lisation
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se fait via la de´finition d’un processus objet dans le voisinage d’un objet de la confi-
guration d’un niveau infe´rieur. Les objets correspondent a` des polygones repre´sentant
un fleuve dans sa totalite´. La mode´lisation hie´rarchique du re´seau se de´finit comme suit :
• Au niveau 0 de la hie´rarchie, nous de´finissons un processus C0 dans la feneˆtre
d’observation F . Le niveau 0 correspond aux fleuves principaux observables dans
F .
• Au niveau 1 de la hie´rarchie, le niveau 0 est conside´re´ comme connu. Condi-
tionnellement a` {C0 = {c1, . . . , cn}}, on de´finit n processus “descendant” de la
configuration “ascendante”. Un processus descendant d’un objet ci est un pro-
cessus objet dans la zone d’influence V (ci) ⊂ F de l’objet ci, correspondant a`
un voisinage de ci disjoint des zones d’influence des autres objets. Ce processus
correspond aux aﬄuents d’un fleuve de´crit par le polygone ci. Remarquons que
seuls les points du processus, qui correspondent aux points d’amorce des aﬄuents,
sont de´finis dans la zone d’influence. Les objets, de´crits par un point d’amorce
(position) et des marques (forme), peuvent de´border de la zone d’influence ou` vit
le processus.
• Au niveau 2 de la hie´rarchie, les niveaux 0 et 1 sont connus. Pour chaque configu-
ration c du niveau 1, un processus descendant est de´fini dans une zone d’influence
V (c ⊂ F ), et ainsi de suite.
Cette structure arborescente permettra de ge´ne´rer chacun des fleuves (niveau 0), de
leurs aﬄuents (niveau 1), des aﬄuents de ces aﬄuents (niveau 2), et ainsi de suite, de
fac¸on re´cursive. Le proble`me auquel nous risquons de nous heurter en choisissant une
telle mode´lisation est le temps de calcul ne´cessaire pour obtenir les premiers niveaux.
En effet, la manipulation d’objets e´pais, voire tre`s e´pais au niveau des embouchures
des fleuves, ne´cessite un temps de calcul important a` chaque proposition de pertur-
bation, l’attache aux donne´es faisant alors intervenir un grand nombre de pixels. Une
approche envisageable serait ne´anmoins de calculer ce terme d’attache aux donne´es a`
diffe´rentes re´solutions de l’image, obtenues par filtrages gaussiens successifs. Bien que
se´duisante, ce n’est pas l’approche que nous avons choisi d’adopter ici. En effet, l’e´tude
mene´e sur l’extraction du re´seau hydrographique par champ de Markov montre qu’il est
possible d’extraire rapidement (environ 10 secondes) les branches de largeur supe´rieure
a` trois pixels. De plus, le post-traitement propose´ nous assure d’e´liminer toutes les
surde´tections. Nous proposons donc d’utiliser le re´sultat donne´ dans la figure 5.5 pour
initialiser le re´seau. Nous conside´rons alors que l’ensemble du re´seau surfacique (de lar-
geur supe´rieure a` 3 pixels) est connu. Nous revenons ainsi a` des objets line´iques, dont
les perturbations seront nettement moins couˆteuses en temps de calcul.
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5.3.2 Processus de´finis dans le voisinage d’un objet de´ja` de´tecte´
Soit C, l’ensemble des objets de´ja` de´tecte´s. Mis a` part pour le processus du niveau
0, chaque processus intervenant dans la mode´lisation hie´rarchique est de´fini dans le voi-
sinage d’un objet de c ∈ C, conditionnellement a` C. Nous donnons, dans ce paragraphe,
la de´finition d’un tel processus de´fini dans le voisinage d’un objet c de´crit par son axe
central (ligne brise´e) et sa projection sur l’image S(c). Nous noterons Ec l’e´quivalent
en continu de la projection discre`te S(c) de c sur l’image. L’espace Ec est alors de´fini
comme un compact inclu dans F ⊂ R2 de´limite´ par les bords de l’objet c.
Le processus de re´fe´rence Xc par rapport a` c est un processus ponctuel marque´
dont les points suivent une loi de Poisson sur V (c), un sous-ensemble de F correspon-
dant a` zone d’influence de c. La zone d’influence V (c) se de´finit comme suit :
p ∈ V (c)⇔

d(p, c) < dmax
p /∈ EC =
⋃
c∈C
Ec
c = argmin
C
d(p, c)
(5.8)
ou` d(p, c) de´signe la distance entre le point p et les bords de l’objet c. Sur l’image,
cette zone d’influence est de´finie par l’ensemble des pixels situe´s sur une bande fine
situe´e a` proximite´ de la silhouette de l’objet c, tels que ces pixels n’appartiennent pas
a` la silhouette de l’ensemble C des objets de´ja` de´tecte´s, et qu’ils ne soient pas plus
proches d’un autre objet. Les zones d’influence associe´es a` chaque objet de C sont donc
disjointes. La figure 5.8 illustre cette de´finition des zones d’influence associe´es a` un
ensemble d’objets.
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Fig. 5.8 – Zones d’influence associe´es aux objets de´ja` de´tecte´s (en uni : les objets ; en
hachure´ : les zones d’influence).
Les objets d’une configuration du processus Xc sont de type lignes brise´es ou`
l’e´paisseur n’est pas prise en compte. En effet, la projection de la ligne sur l’image est
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suppose´e varier de 1 a` 3 pixels puisque les lignes plus e´paisses appartiennent par hy-
pothe`se aux niveaux supe´rieurs. Nous proposons alors de ne conside´rer que l’axe central
de la ligne brise´e. La projection de l’axe sur l’image correspond a` une chaˆıne de pixel
(e´paisseur = 1). La variation de l’e´paisseur entre 1 et 3 pixels est prise en compte au
travers de l’ajout ou non des pixels voisins a` cette chaˆıne en 4 connexite´ selon le rapport
de vraisemblance entre une vraisemblance gaussienne de moyenne mF et variance σF
(fond) et une vraisemblance gaussienne de moyenne mO et variance σO (fleuve) ou` les
parame`tres mF ,m0, σF et σO ont e´te´ estime´s a` partir du re´sultat de l’ICM apre`s post-
traitement. Ainsi, l’e´paisseur de la ligne est prise implicitement en compte au travers
de la projection de cette ligne sur l’image qui est entie`rement de´termine´e par son axe
central. Les objets du processus Xc sont donc de´finis par :
• un point initial p1 = (x, y) ∈ V (c) ;
• un nombre de segments n ∈ {1, . . . , nmax} ;
• les longueurs des segments lj ∈ [Lmin, Lmax], i = 1, . . . , n ;
• la direction initiale α1 ∈]α0 − pi, α0 + pi] de la ligne brise´e, ou` α0 correspond a` la
direction de la normale a` l’axe central de c passant par p1.
• les directions des segments αj ∈ ]− pi, pi], j = 2, . . . , n.
La ge´ne´ration de la direction initiale α1 proche de la direction normale a` l’axe de c nous
permet d’e´viter la ge´ne´ration d’aﬄuents a` l’inte´rieur du fleuve.
Une e´nergie a priori est ensuite construite afin d’introduire un a priori sur la forme
des lignes brise´es et des interactions entre lignes brise´es. Le terme e´nerge´tique sur la
forme des lignes brise´es est du meˆme type que celui de´crit pour le processus de lignes
brise´es pre´sente´ dans le chapitre 4. Ainsi, les branches forme´es d’un petit nombre
de segments sont pe´nalise´es via l’utilisation du terme U11 donne´ par l’e´quation (4.2).
La faible courbure du re´seau est favorise´e au travers d’un potentiel U13 fonde´ sur
les diffe´rences entre les directions successives d’une ligne brise´e. En outre, ce potentiel
induit l’interdiction des angles trop aigus. Son expression est la suivante :
U13(αj , αj+1) =
{
+∞ si cos(αj − αj−1) < −0.8
U13(αj , αj+1) (e´quation 4.4) sinon
(5.9)
Ce terme s’applique a` tous les couples d’orientations successives de la ligne brise´e et au
couple (α0, α1) ou` α0 est la direction normale a` l’axe central du germe g au niveau du
point initial de la graine.
De plus, nous interdisons toute superposition de plus de 50% du masque pixe´lique
correspondant a` un segment s d’une ligne brise´e x avec le reste du re´seau, c’est-a`-dire
la projection sur l’image de l’ensemble C et de la configuration courante x prive´e du
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segment s. L’e´nergie a priori associe´e a` une ligne brise´e x compose´e de n segments est
alors de´finie comme suit :
U1(x) =

+∞ , si ∃s ∈ x : |S(s) ∩ S(C ∪ x \ s)| > |S(s)|
2
U11(n) +
n−1∑
j=0
U13(αj , αj+1) , sinon
(5.10)
Finalement, l’e´nergie a priori associe´e au processus Xc, de´fini par rapport a` c ∈ C, se
de´finit ainsi :
Up(x) =
∑
x∈x
U1(x) (5.11)
5.3.3 Incorporation des proprie´te´s radiome´triques
L’incorporation des proprie´te´s radiome´triques se fait par un terme d’attache aux
donne´es fonde´ sur une mesure locale du contraste de la silhouette de la configuration
courante x avec son environnement proche.
La silhouette de la configuration courante se de´finit comme l’union des silhouettes
des segments composant les lignes brise´es de x. La silhouette d’un segment est com-
pose´e :
• du segment discre´tise´ obtenu par la me´thode de Bresenham [Bresenham, 1965],
me´thode efficace de trace´ d’un segment sur une image fournissant une chaˆıne de
pixels entre les deux extre´mite´s du segment telle que le segment passe par tous
les pixels de la chaˆıne.
• de l’ensemble des pixels voisins du segment discre´tise´ dans la direction normale
au segment et tels que la valeur v du niveau de gris du pixel ve´rifie :
g(v|m0, σO) > g(v|mF , σF ) (5.12)
ou` g(.|m,σ) est la fonction de vraisemblance gaussienne de moyenne m et de
variance σ. m0 et σO correspondent a` la moyenne et la variance empiriques du
niveau de gris de la silhouette de l’ensemble des objets de´tecte´s par l’algorithme
d’initialisation. mF et σF correspondent a` la moyenne et la variance empiriques
du fond de l’image. La condition (5.12) revient a` ve´rifier que le rapport de log-
vraisemblance des parame`tres m0 et σO associe´s aux objets par rapport aux
parame`tres mF et σF associe´s au fond de l’image est positif :
log(
σF
σ0
) +
(v −mF )2
2σ2F
− (v −mO)
2
2σ2O
> 0 (5.13)
La largeur des lignes brise´es est ainsi prise en compte de fac¸on implicite a` partir des
observations.
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Fig. 5.9 – Masque adaptatif associe´ a` chaque segment composant les lignes brise´es de
la configuration.
La mesure de contraste locale utilise´e est fonde´e sur l’e´valuation du contraste
entre la silhouette S d’un segment s et l’ensemble de pixels F , repre´sentant le fond
proche de S. Cet ensemble F est compose´ de deux ensembles connexes de pixels, situe´s
de part et d’autre de la silhouette, comme cela est illustre´ par la figure 5.9. Chacun
de ces deux ensembles est compose´ des pixels voisins du segment discre´tise´ n’ayant pas
ve´rifie´ la condition (5.13) et de deux chaˆınes de pixels successives coline´aires au segment
discre´tise´. Le contraste entre S et F est e´value´ par la mesure statistique t, donne´e par
l’e´quation (3.40), qui est ge´ne´ralement utilise´e pour effectuer un test de Student (test
statistique de l’hypothe`se de moyennes e´gales pour deux groupes disjoints). De plus,
le fleuve e´tant cense´ eˆtre de radiome´trie infe´rieure a` celle du fond, nous annulerons la
valeur du contraste dans le cas ou` S, la moyenne du niveau de gris sur S, est supe´rieure
a` F , la moyenne du niveau de gris sur F . Finalement, la mesure locale du contraste
associe´ au masque (S, F ) est donne´e par :
v(S, F ) =
{
t(S, F ) si S < F
0 sinon
(5.14)
ou` t est donne´ par l’e´quation (3.40).
Nous choisissons d’incorporer les proprie´te´s radiome´triques des donne´es en utilisant
les donne´es en tant que champ externe pour l’e´valuation de mesures de contraste locales,
en chaque segment de la configuration. L’approche par champ externe classique consis-
terait a` de´finir l’e´nergie de la configuration comme la somme des potentiels fonde´s sur
les mesures de contraste e´value´es sur chaque segment de la configuration. Un de´faut
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de cette de´finition est que l’ajout d’un segment dont la silhouette est comple`tement
superpose´e a` la silhouette de la configuration courante pourra faire fortement baisser
l’e´nergie s’il est bien place´. Or, un tel ajout est redondant. Nous proposons ici une ap-
proche par champ externe non redondante. Celle-ci se rapproche d’une approche
baye´sienne dans laquelle l’attache aux donne´es est directement e´value´e sur la silhouette
de la configuration : un pixel ne comptera donc qu’une seule fois. Pourquoi alors ne pas
utiliser directement une approche baye´sienne ? C’est l’approche que nous avons initiale-
ment teste´e avec l’hypothe`se de deux mode`les gaussiens : un pour le fond, l’autre pour
les objets. Cette hypothe`se s’est re´ve´le´e trop simplificatrice. En effet, bien que le fond
paraisse homoge`ne a` premie`re vue, on peut observer quelques zones homoge`nes dont
l’intensite´ se rapproche plus de celle du fleuve. Lors des tests, nous avons pu observer
une formation de serpentins dans ces zones. De plus, dans le cas ou` les bords de l’objet
sont mal de´tecte´s (l’initialisation, faite a` basse re´solution, ne fournit qu’une de´tection
approximative), une ligne brise´e peut eˆtre ge´ne´re´e le long du fleuve.
L’approche utilise´e est la suivante : pour une configuration donne´e, nous associons
un masque adaptatif Ms a` chaque segment s de la configuration, auquel est associe´e
une valeur vs mesurant le contraste de ce masque. L’ensemble de pixels conside´re´ pour
calculer le terme d’attache aux donne´es est alors l’union de tous les masques de pixels
ainsi cre´e´s. Autrement dit, cet ensemble est constitue´ de la silhouette S(x) de la confi-
guration x et du fond proche F (x) de cette silhouette. Chacun des pixels de S(x)∪F (x)
peut appartenir a` un ou plusieurs masques de segments. On assigne alors au pixel p le
minimum des valeurs de contraste associe´es aux masques M1, . . . ,MN incluant le pixel
p :
Vc(p) = min
i=1,...,N
vi (5.15)
ou` vi est la valeur de contraste du masque Mi = (Si, Fi) : vi = v(Si, Fi), ou` v est
donne´ par l’e´quation (5.14). Rappelons que cette valeur est d’autant plus grande que
le contraste entre Si et Fi est e´leve´. Finalement, l’e´nergie d’attache aux donne´es
est donne´e par l’e´quation suivante :
Ud(x) =
∑
p∈S(x)∪F (x)
uc(p) (5.16)
ou` Uc(p) est un potentiel fonde´ sur la mesure de contraste Vc(p). Ce potentiel est donne´
par :
Uc(p) =

2 si Vc(p) < τ1
1− 2 Vc(p)− τ1
τ2 − τ1 si τ1 ≤ Vc(p) ≤ τ2
−1 si Vc(p) > τ2
(5.17)
ou` τ1 et τ2 sont des seuils positifs a` fixer selon le contraste entre les fleuves et leur
environnement dans l’image. Pour la de´tection des fleuves dans l’image 5.2, nous avons
choisi empiriquement les valeurs suivantes : τ1 = 4 et τ2 = 8.
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5.4 Extraction du re´seau par une mode´lisation hie´rarchique
Nous pre´sentons, dans ce paragraphe, un algorithme d’extraction du re´seau hydro-
graphique fonde´ sur la mode´lisation hie´rarchique propose´e dans le paragraphe 5.3. La
partie surfacique du re´seau (branches d’e´paisseur supe´rieure a` trois pixels) est rapide-
ment obtenue par une segmentation par champ de Markov, suivie de post-traitements
visant a` obtenir une repre´sentation objet de la sce`ne. Cette phase d’initialisation est
de´crite dans le paragraphe 5.4.1. Ensuite, l’extraction du line´ique se fait par un algo-
rithme re´cursif fonde´ sur la de´finition de processus de lignes brise´es par rapport aux
branches pre´ce´demment de´tecte´es. Cette phase de ge´ne´ration de nouvelles branches est
de´crite dans le paragraphe 5.4.2.
5.4.1 Initialisation du re´seau
L’initialisation du re´seau est fonde´e sur le re´sultat de l’extraction du surfacique
obtenue par une mode´lisation par champ de Markov. Nous proposons ici d’extraire de
ces donne´es pixe´liques le re´seau sous forme d’une foreˆt de lignes brise´es, chacun des
arbres de la foreˆt correspondant a` une des composantes connexes obtenues apre`s le
post-traitement morphologique applique´ au re´sultat de l’ICM. Cette e´tape de passage
du pixe´lique a` une repre´sentation de la sce`ne par une collection d’objets est ne´cessaire
si l’on veut pouvoir extraire le re´seau complet sous forme d’une collection d’objets,
chaque objet correspondant a` un fleuve observe´. La phase d’initialisation est constitue´e
de deux e´tapes : la premie`re e´tape concerne le passage de l’information pixe´lique a` la
foreˆt de lignes brise´es ; la deuxie`me e´tape consiste a` prolonger toutes les feuilles des
arbres de la foreˆt.
E´tape 1 : du pixel a` l’objet
Pour passer des pixels aux objets, nous proposons un algorithme en deux sous-
e´tapes :
1. De´tection du squelette de chaque composante connexe :
Le squelette correspond aux lignes de creˆtes de l’hypersurface D de´finie par la
distance de Hausdorff aux bords, e´value´e en chaque pixel de l’objet conside´re´
(i.e. de la composante connexe). Cette distance est calcule´e apre`s de´tection des
bords et propagation de la distance vers l’inte´rieur de l’objet en quatre connexite´.
Le squelette est obtenu par amincissements successifs pre´servant la connexite´ du
squelette (8-connexite´). On proce`de aux amincissements par retrait des pixels a`
chaque niveau de distance D = 0, 1, 2, . . . si ceux-ci n’appartiennent pas a` une
ligne de creˆte. On entend par retrait d’un pixel, un assignation de la valeur 0 a`
ce pixel. En outre, la valeur 0 est attribue´e au fond de l’image. Si, au contraire, il
appartient a` une ligne de creˆte, la valeur 1 lui est assigne´e. Pour tester si un pixel
p appartient a` une ligne de creˆte, nous proce´dons a` une analyse sur une feneˆtre
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Fig. 5.10 – Retrait du pixel p en fonction de l’e´volution du nombre de composantes
connexes constitue´es de pixels “retire´s”.
de taille 3 × 3 centre´e en p. Pour cela, il suffit de compter le nombre de com-
posantes connexes (en 4-connexite´) constitue´es de pixels ayant la valeur 0 dans
cette feneˆtre. Si le retrait de p induit la diminution du nombre de composantes
connexes, alors p fait partie de la ligne de creˆte et celui-ci n’est pas retire´. Ceci est
illustre´ dans la figure 5.10. Remarquons que cette proce´dure ne marche pas pour
les pixels terminaux (feuilles de l’arbre) car il n’y a alors qu’une seule composante
connexe, constitue´e de pixels ayant la valeur 0, pre´sente dans la feneˆtre. Avant la
proce´dure d’amincissement, nous incorporons donc au squelette les pixels appar-
tenant aux lignes terminales d’e´paisseur 1. Le re´sultat de l’algorithme est donne´
dans la figure 5.11.
2. Passage du squelette a` un arbre de lignes brise´es :
Nous proce´dons, premie`rement, au passage du squelette a` un arbre binaire com-
pose´ de chaˆınes de pixels. La racine de l’arbre est initialise´e au point culminant de
l’hypersurface D. Nous proce´dons, ensuite, au chaˆınage des pixels jusqu’au pre-
mier point d’embranchement de´tecte´. A partir de ce point, la racine correspond a`
cette premie`re chaˆıne et deux descendants de cette racines sont initialise´s par les
deux directions possibles. Une mise en oeuvre re´cursive nous permet d’obtenir la
totalite´ de l’arbre.
Chaque chaˆıne de pixel est ensuite vectorise´e sous forme d’une ligne brise´e. Une
largeur, obtenue par la valeur de la distance au bord D, est assigne´e a` chaque
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Fig. 5.11 – Squelette des composantes connexes.
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point de controˆle.
Nous proce´dons, enfin, au passage de cet arbre binaire a` un arbre n-aire de lignes
brise´es. La branche principale est initialise´e par la vectorisation de la racine a`
laquelle est concate´ne´e :
• F1, son descendant le plus proche au sens de la largeur et de la diffe´rence
d’orientation entre le vecteur final de l’ascendant et le vecteur initial du des-
cendant ;
• puis F2 , le descendant de F1 la plus proche de F1 ;
• et ainsi de suite jusqu’a` l’une des feuilles de l’arbre.
Les descendants mis de coˆte´ correspondent a` autant de de´but de branches des-
cendantes de la racine qui sont prolonge´es de la meˆme fac¸on que la racine.
E´tape 2 : prolongement des branches par recuit simule´
Le passage du pixel aux objets nous fournit les lignes brise´es correspondant a` la par-
tie surfacique des fleuves pre´sents dans la sce`ne observe´e. La repre´sentation des objets
de´tecte´s n’est alors que partielle. En effet, comme on peut le voir sur la figure 5.12, les
terminaisons des fleuves (i.e. a` proximite´ de la source) ne sont pas de´tecte´es. Ceci est
duˆ au fait qu’elles correspondent a` des e´le´ments line´iques dans l’image. Nous proposons
alors de re´aliser le prolongement de ces objets par recuit simule´ sur un algorithme de
Monte Carlo par chaˆıne de Markov [Robert, 1996].
Nous parcourons l’arbre de fac¸on re´cursive et pour chaque branche c = (p, v1, . . . , vn),
ou` vi correspond aux parame`tres de´crivant le segment i, nous proposons d’estimer les
parame`tres finals (vn+1, . . . , vn′) qui maximisent la densite´ de la configuration a` la-
quelle appartient x conditionnellement a` tout ce qui a e´te´ de´tecte´. En outre, nous
conside´rons les parame`tres initiaux comme fixe´s. Nous cherchons donc les parame`tres
finals v̂ = (v̂n+1, . . . , v̂n′) qui minimisent l’e´nergie associe´e a` la nouvelle branche cv̂ =
(p, v1, . . . , vn, v̂) obtenue par l’ajout de ces parame`tres :
v̂ = argmin
v
U1(cv) + ∑
p∈(Mn+1,...,Mn′ )
Uc(p)
 (5.18)
ou` U1, donne´ par l’e´quation (5.10), correspond a` l’e´nergie a priori sur la forme d’une
ligne brise´e et son agencement par rapport au reste du re´seau ; Uc, donne´ par l’e´quation
(5.17) , au potentiel d’attache aux donne´es fonde´ sur la mesure du contraste en p ; et
Mi est le masque de pixels associe´ au segment i.
Remarque 18 En pratique, nous ne cherchons pas a` cre´er des masques associe´s aux
objets surfaciques (obtenus par la phase d’initialisation) pour le calcul de Vc(p). Pour le
calcul de Vc(p), nous ne conside´rons que les masques des nouveaux segments contenant
le pixel p. Nous imposons, lors de la construction de ces masques, qu’ils ne comprennent
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Fig. 5.12 – Arbre n-aire repre´sentant la premie`re composante connexe (en blanc dans
la figure 5.5). La ligne rouge correspond a` la racine de l’arbre ; les lignes vertes corres-
pondent aux filles de la racine ; les lignes bleues aux filles des lignes vertes ; les lignes
violettes aux filles des lignes bleues. Les lignes blanches repre´sentent les largeurs des
lignes brise´es au niveau de chaque points de controˆle.
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pas de pixel appartenant a` la silhouette des objets surfaciques, i.e. les pixels appartenant
aux composantes connexes de´tecte´es dans la phase d’initialisation.
L’optimisation est re´alise´e sur chaque branche par un recuit simule´ sur un al-
gorithme d’e´chantillonnage avec une de´croissance adaptative (voir paragraphe 2.6.3).
L’algorithme d’e´chantillonnage est un algorithme de type Metropolis-Hastings com-
prenant uniquement des propositions de perturbations de la ligne brise´e a` prolonger
qui ne modifient pas les parame`tres initiaux de cette ligne. Contrairement au cas des
processus de lignes brise´es de´crits dans le chapitre 4, la proposition de ces perturba-
tions n’induit pas un calcul de l’attache aux donne´es sur toute la ligne brise´e, mais
uniquement sur les nouveaux segments propose´s par la perturbation. Nous gagnons
ainsi en temps de calcul. Nous utilisons deux types de mouvements re´versibles. Le pre-
mier concerne l’ajout et le retrait d’un segment a` la ligne brise´e. Le deuxie`me est une
translation d’un point de controˆle de la ligne brise´e, ou` le vecteur de translation est tire´
uniforme´ment dans un carre´ centre´ autour de l’origine (0, 0).
Une fois le prolongement effectue´, nous retirons de l’arbre les branches de longueur
re´duite, conside´re´es comme des fausses alarmes.
Les figures 5.13 et 5.14 montrent respectivement le re´sultat de l’algorithme sur
chacun des deux arbres obtenus par l’e´tape 1 de la phase d’initialisation. Le re´sultat
du prolongement des huit branches du premier arbre a e´te´ obtenu en trois heures et
dix sept minutes (avec un processeur 2GHz), soit une moyenne de 25 minutes par
branche. Une branche compose´e d’un seul segment n’a pas e´te´ prolonge´e. Elle est par
conse´quent retire´e de l’arbre final. Le re´sultat du prolongement des trois branches du
deuxie`me arbre a e´te´ obtenu en une heure et vingt minutes. La branche racine (en
rouge) ayant e´te´ comple`tement de´tecte´e dans la premie`re e´tape, aucun segment n’est
rajoute´ a` la fin de l’optimisation. Pour cette branche, une seconde a suffi pour atteindre
la convergence. Les deux autres branches n’ayant pratiquement pas e´te´ de´tecte´es dans
la phase d’initialisation sont obtenues en plus d’une demi-heure. Mis a` part le temps de
calcul, ces re´sultats sont tre`s satisfaisants e´tant donne´ le bruit de chatoiement pre´sent
dans l’image d’entre´e et le faible contraste des fins de branches comme le montre la figure
5.15. On notera cependant qu’une des lignes du premier arbre n’a pu eˆtre prolonge´e
correctement (la plus grande ligne verte sur la figure 5.13). Ceci est duˆ a` un contraste qui
s’atte´nue fortement lorsque l’on se rapproche de la source du fleuve. Peut-eˆtre serait-il
judicieux d’incorporer au terme d’attache aux donne´es d’autres informations telles que
l’homoge´ne´ite´ d’une branche, une diminution du contraste en fin de branche, ou encore
des informations provenant d’autres capteurs.
5.4.2 Ge´ne´ration de nouvelles branches
La phase d’initialisation nous permet d’avoir une repre´sentation objet du re´seau sur-
facique. Plus exactement, le re´seau est constitue´ de plusieurs arbres d’objets. Chaque
objet est de´crit par une ligne brise´e et une silhouette sur l’image issue de la segmenta-
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Fig. 5.13 – Prolongement du premier arbre par recuit sur un algorithme de type
Metropolis-Hastings.
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Fig. 5.14 – Prolongement du deuxie`me arbre par recuit sur un algorithme de type
Metropolis-Hastings.
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donne´es e´tape 1 e´tape 2
Fig. 5.15 – Zoom permettant de visualiser les re´sultats de l’e´tape 1 (passage des com-
posantes connexes aux lignes brise´es) et de l’e´tape 2 (prolongement des lignes brise´es)
sur la fin d’une branche dont l’extraction est de´licate : un faible contraste s’ajoute au
bruit de chatoiement de l’image radar ERS utilise´e.
tion par champ de Markov. Plus pre´cise´ment, chaque pixel p des composantes connexes,
obtenues apre`s post-traitement du re´sultat de l’ICM, est assigne´ a` la silhouette de l’ob-
jet le plus “proche”. L’objet le plus proche d’un pixel p est l’objet o dont la distance
entre p et un des segments de´crivant o, moins la largeur de o au niveau de la projection
orthogonale de p sur ce segment, est minimale.
La mode´lisation hie´rarchique du re´seau nous permet de comple´ter le re´seau par-
tiel, obtenu graˆce a` la phase d’initialisation, par un algorithme re´cursif permettant la
ge´ne´ration de nouvelles branches a` partir des branches pre´ce´demment obtenues. Cet
algorithme s’applique a` chacun des arbres initiaux. Il est re´sume´ dans la table 5.3.
Initialisation : c est la racine de l’arbre.
1. Ge´ne´ration des nouveaux ascendants de c par recuit simule´. On
obtient la configuration x constitue´e des anciens et nouveaux descendants
de c.
2. Pour chaque xi ∈ x, poser c = xi et aller en 1.
Tab. 5.3 – Algorithme de ge´ne´ration de nouvelles branches.
Pour ge´ne´rer les nouvelles branches, il nous faut tout d’abord de´finir une zone d’in-
fluence pour chaque objet dans laquelle nous pourrons ge´ne´rer de nouvelles branches
via la de´finition d’un processus dans cette zone. Pour plus de simplicite´, nous optons
pour une construction pixe´lique de cette zone d’influence. Pour un objet de niveau 0
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(racine), la zone d’influence est donne´e par l’ensemble des pixels voisins de la silhouette
de l’objet conside´re´. Pour un objet de niveau N , la zone d’influence est donne´e par les
pixels voisins de la silhouette de l’objet conside´re´ qui n’appartiennent pas a` la silhouette
des objets de niveau infe´rieur.
Une fois la zone d’influence de´finie pour un objet donne´, la ge´ne´ration des nouveaux
descendants se fait conditionnellement a` tout ce qui a e´te´ de´tecte´. Nous cherchons donc
a` estimer la configuration x, contenant les lignes brise´es pre´-de´tecte´es, qui minimise
l’e´nergie U :
x̂ = arg min
x⊇ci
[Up(x) + Ud(x)] (5.19)
ou` ci est la configuration initiale compose´e des lignes brise´es pre´-de´tecte´es, Up est
l’e´nergie a priori donne´e par l’e´quation (5.11) et Ud est l’e´nergie d’attache aux donne´es
donne´e par l’e´quation (5.16). Pour cela, nous utilisons un recuit simule´ sur un algo-
rithme MCMC a` sauts re´versibles [Geyer et Møller, 1994, Geyer, 1999, Green, 1995].
La de´croissance de la tempe´rature est adaptative et l’arreˆt de l’algorithme se fait
lorsque l’e´nergie n’est plus modifie´e pendant un nombre fixe´ d’ite´rations. L’algorithme
d’e´chantillonnage est un algorithme de type Metropolis-Hastings dont le noyau de
proposition est compose´ d’une naissance et mort de lignes brise´es contenant un seul seg-
ment et des meˆmes perturbations que celles utilise´es pour le prolongement des branches
dans la phase d’initialisation : mouvement d’un point de controˆle ; ajout/retrait d’un
segment a` la ligne brise´e.
L’algorithme de ge´ne´ration des nouvelles branches a e´te´ teste´ sur les deux arbres
obtenus par la phase d’initialisation.
Le re´sultat de cet algorithme applique´ a` l’arbre initial donne´ dans la figure 5.13
est pre´sente´ dans la figure 5.16. Il a e´te´ obtenu en moins de 20 minutes avec un pro-
cesseur 3 GHz. Le re´sultat est satisfaisant dans le sens ou` une seule branche extraite
manuellement n’a pu eˆtre de´tecte´e par notre algorithme. De plus, il ne pre´sente pra-
tiquement pas de fausses alarmes : une seule des branches de´tecte´es par l’algorithme
n’est pas pre´sente dans l’extraction manuelle. Enfin, on ne constate pratiquement pas
de surde´tections du a` un prolongement excessif d’une branche : seules deux branches
sont trop prolonge´es, dont une des deux nous semble plus correcte que le trace´ ma-
nuel comme le zoom pre´sente´ dans la figure 5.16. Outre la branche qui n’avait pu eˆtre
prolonge´e dans l’e´tape 2 de la phase d’initialisation, une seule branche n’a pu eˆtre pro-
longe´e correctement. La` encore, cela est duˆ a` un affaiblissement du contraste lorsque
l’on se rapproche de la source du fleuve.
Aucun nouveau descendant n’a e´te´ ge´ne´re´ pour l’arbre initial donne´ dans 5.14. Il
n’y avait effectivement pas de nouveaux aﬄuents a` extraire.
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(a) extrait des donne´es (b) extrait de la re´fe´rence (c) extrait du re´sultat
(d) re´sultat sur l’arbre 1
Fig. 5.16 – Ge´ne´ration de nouvelles branches a` partir du premier arbre. Les images
(a), (b) et (c) correspondent a` un zoom sur une partie du re´seau pour laquelle le re´seau
extrait automatiquement (b) semble plus exhaustif que celui extrait manuellement (c).
Conclusion
Nous avons aborde´ des proble`mes de mode´lisation du re´seau line´ique (en particu-
lier, re´seaux routiers ou hydrographiques) dans les images satellitaires et ae´riennes.
Nous avons de´veloppe´ un ensemble de me´thodes originales pour l’extraction non super-
vise´e du re´seau dans un cadre de ge´ome´trie stochastique. Dans cette conclusion, nous
pre´sentons une synthe`se des travaux effectue´s, puis nous esquissons des perspectives
dans le prolongement de cette e´tude.
Synthe`se des travaux effectue´s
Les principales contributions de nos travaux concernent l’exploitation des proprie´te´s
radiome´triques des donne´es et des caracte´ristiques ge´ome´triques et topologiques des
re´seaux d’inte´reˆt pour une extraction non supervise´e des re´seaux routiers et hydrogra-
phiques. Pour ce faire, nous avons opte´ pour une mode´lisation du re´seau par processus
objet. Plus pre´cise´ment, trois types de mode´lisation ont e´te´ propose´s :
• une mode´lisation des routes et des rivie`res de largeur constante par processus de
segments (la largeur e´tant suppose´e constante sur tout le re´seau) ;
• une mode´lisation des routes et des rivie`res de largeur constante par processus de
lignes brise´es (la largeur pouvant varier d’une branche a` l’autre du re´seau) ;
• une mode´lisation hie´rarchique des fleuves et de leurs aﬄuents fonde´e sur la mode´lisation
des aﬄuents d’un fleuve par un processus de lignes brise´es.
Nous avons pu montrer, au travers de la construction des diffe´rents mode`les, que
les processus objets constituent un outil puissant pour la de´finition d’un mode`le a
priori incorporant de fortes contraintes ge´ome´triques et topologiques. La pertinence
de cette mode´lisation a pu eˆtre ve´rifie´e sur de nombreux exemples. Dans leur en-
semble, les re´sultats expe´rimentaux sont tre`s encourageants. En effet, le re´seau ob-
tenu est ge´ne´ralement constitue´ de longues branches continues et de faible courbure,
et pre´sente relativement peu de surde´tections et d’omissions, e´tant donne´ le caracte`re
comple`tement automatique de la me´thode.
Une contribution non ne´gligeable de ces travaux se situe au niveau de la construction
de l’algorithme d’e´chantillonnage. Si la structure ge´ne´rale de l’algorithme d’e´chantillonnage
reste identique pour chacun des mode`les, il n’en est pas de meˆme pour les diffe´rents
sous-noyaux de proposition de perturbation. Il est, en effet, essentiel de de´finir des
perturbations adapte´es au mode`le utilise´. L’ajout de perturbations pertinentes nous a
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ainsi permis d’obtenir des re´sultats en un temps raisonnable. Ne´anmoins, cette approche
reste lourde en temps de calcul, notamment si les objets manipule´s sont complexes.
Contribution de la me´thode d’extraction par processus de segments
La mode´lisation du re´seau par processus de segments nous a permis de de´velopper
une me´thode d’extraction du re´seau line´ique sous forme de vecteurs, comple`tement
automatique, a` partir d’images ae´riennes ou satellitaires. Le mode`le a priori “Quality
Candy” s’est ave´re´ particulie`rement approprie´ au cas de l’extraction du re´seau routier.
En effet, l’utilisation de coefficients relatifs a` la qualite´ pour la relation de connexion
conduit a` l’obtention d’un re´seau de faible courbure et continu. Ce mode`le s’adapte
de fac¸on encourageante au cas des re´seaux plus sinueux comme cela a e´te´ montre´ par
les re´sultats obtenus sur les foreˆts galeries. De plus, le terme d’attache aux donne´es
propose´ peut eˆtre utilise´ pour diffe´rents types de donne´es : moyenne et haute re´solution,
optique et radar. Les re´sultats ont montre´ l’inte´reˆt d’utiliser un pre´-calcul de l’attache
aux donne´es en terme d’efficacite´, notamment lorsqu’il est combine´ avec une naissance
de´pendant de ce pre´-calcul. Une le´ge`re perte en qualite´ est cependant observe´e lors de
l’utilisation d’un pre´-calcul. L’approche baye´sienne s’est ave´re´e plus performante que
l’approche par champ externe sur des images de re´solution moyenne, non perturbe´es
par un bruit ge´ome´trique. Par contre, du fait d’un respect plus important des donne´es
et d’une mode´lisation tre`s simple du bruit, elle est plus sensible au bruit ge´ome´trique
que les approches par champ externe.
Contribution de l’extension aux lignes brise´es
Les re´sultats expe´rimentaux ont montre´ que la principale contribution d’une mode´lisation
par lignes brise´es est la possibilite´ de de´tecter de fac¸on tre`s pre´cise les re´seaux sinueux.
De plus, les intersections en Y sont mieux de´tecte´es graˆce a` une mode´lisation des jonc-
tions du re´seau au travers d’une interaction de connexion. En terme d’omissions et de
surde´tections, les re´sultats sont e´quivalents a` l’approche par processus de segment. Le
principal inconve´nient de cette mode´lisation est le temps de calcul ne´cessaire a` l’extrac-
tion du re´seau.
Contribution de la me´thode d’extraction d’un re´seau hie´rarchique
La mode´lisation par champ de Markov s’est re´ve´le´e tre`s efficace en terme de temps
de calcul et pour la de´tection comple`te de la partie surfacique du re´seau hydrographique
sur une image ERS en Guyane. Ne´anmoins, la mode´lisation par champ de Markov ne
permet pas d’extraire facilement les branches fines du re´seau. Nous avons montre´ sur cet
exemple que les processus ponctuels marque´s apporte une solution lorsque les limites des
approches markoviennes sont atteintes. En effet, cette mode´lisation objet nous permet
de de´tecter tous les fleuves pre´sents dans l’images et de prolonger comple`tement la
plupart des aﬄuents. Ceci est re´alise´ de fac¸on efficace graˆce a` l’utilisation du re´sultat de
la segmentation obtenue par champ de Markov et graˆce a` l’exploitation de la structure
arborescente du re´seau hydrographique.
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Perspectives
Les perspectives que nous envisageons dans le prolongement de ces travaux de the`se
s’articulent autour de trois axes de recherche. En premier lieu, il nous semble inte´ressant
de poursuivre dans le domaine de la mode´lisation de la sce`ne observe´e par processus
ponctuels marque´s. D’autre part, un travail important reste a` entreprendre au niveau
de l’optimisation, le temps de calcul e´tant le principal inconve´nient de la me´thode.
Enfin, ce travail ne constitue pas une fin en soi pour la mise a` jour ou la production de
donne´es cartographiques : il reste a` de´velopper des outils permettant l’exploitation de
ces re´sultats par un cartographe ou leur inte´gration dans des syste`mes d’interpre´tation.
Mode´lisation de la sce`ne observe´e par processus ponctuels
Tous les processus de re´fe´rence utilise´s lors de cette e´tude sont des processus de
Poisson homoge`nes. Il serait inte´ressant de tester l’approche en utilisant un processus
de re´fe´rence non homoge`ne, dont la mesure d’intensite´ est fonde´e sur les donne´es. Ainsi,
l’acceptation des objets bien place´s pourra se faire de fac¸on naturelle au de´but de l’al-
gorithme. De meˆme, la loi de probabilite´ associe´e aux marques des objets a e´te´ choisie
uniforme. Une piste a` explorer serait de proposer des lois plus proches des connaissances
a priori sur la forme des objets. Par exemple, pour les lignes brise´es, il serait sans doute
plus pertinent de de´finir la densite´ de probabilite´ de l’orientation d’un segment en fonc-
tion de l’orientation du segment pre´ce´dent (par exemple, une densite´ gaussienne centre´e
sur la valeur de l’orientation pre´ce´dente).
Les processus de segments ne permettent pas, pour l’instant, de mode´liser correc-
tement les re´seaux a` largeur variable, comme, par exemple, un re´seau routier com-
pose´ de routes et d’autoroutes. Pour l’extraction d’un tel re´seau, il serait inte´ressant,
comme cela est de´ja` fait pour les lignes brise´es, de rajouter une marque correspondant
a` l’e´paisseur d’un segment dans le mode`le. L’e´paisseur d’une branche e´tant suppose´e
varier de fac¸on progressive (rivie`re), voire pas du tout (route), une ide´e serait alors de
prendre en compte la diffe´rence d’e´paisseur de deux segments connecte´s dans le poten-
tiel de connexion. Pour ce qui est des lignes brise´es, une largeur variable au sein d’une
meˆme ligne brise´e serait sans doute plus adapte´e a` la mode´lisation des rivie`res et fleuves
qui sont de largeur plus fine a` la source qu’a` l’embouchure.
Concernant l’exploitation des proprie´te´s radiome´triques des donne´es, nous n’avons,
pour l’instant, utilise´ qu’une seule source d’information. Dans le cas d’une approche
par champ externe sans pre´-calculs, les informations utilise´es sont les donne´es ra-
diome´triques issues d’une seule image. Dans le cas d’une approche par champ ex-
terne avec pre´-calculs et dans le cas de l’approche baye´sienne, les informations uti-
lise´es proviennent d’un de´tecteur de structures line´aires applique´ a` une seule image.
Afin d’ame´liorer la qualite´ du re´seau extrait par l’algorithme, nous envisageons dans
un futur proche de travailler dans un cadre de fusion de donne´es et donc de be´ne´ficier
de l’apport de plusieurs sources : donne´es multi-capteurs, multi-bandes, multi-dates,
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multi-re´solutions. De plus, il serait suˆrement pertinent de combiner plusieurs types de
de´tecteurs (de´tecteurs de lignes, d’intensite´, etc.) pour ame´liorer la qualite´ des extrac-
tions fonde´es sur des pre´-calculs.
A plus long terme, nous pre´voyons une mode´lisation comple`te de la sce`ne ob-
serve´e, via l’introduction de diffe´rents types d’objets dans le mode`le, correspondant
par exemple aux routes, rivie`res, maisons et arbres pre´sents dans l’image.
Enfin, cette mode´lisation du re´seau line´ique pour l’extraction du re´seau routier et
hydrographique pourrait eˆtre adapte´e a` d’autres applications telles que :
• la de´tection de contours, en modifiant le terme d’attache aux donne´es ;
• la de´tection de re´seaux subsurfaciques a` partir d’images radar ERS ;
• la reconnaissance des discontinuite´s physiques de l’espace ge´ologique ;
• l’extraction des vaisseaux sanguins a` partir de donne´es volumiques.
Optimisation
Nous avons vu que le principal de´faut de l’approche propose´e est le temps de calcul
ne´cessaire a` la convergence du recuit simule´. En effet, pour espe´rer obtenir un re´seau
complet, il est important de ne pas de´croˆıtre trop vite en tempe´rature au niveau de
certaines tempe´ratures critiques. Le choix d’une de´croissance adaptative se fondant sur
le comportement de l’algorithme, semble donc pertinent pour ne passer lentement qu’au
niveau des tempe´ratures critiques. Le sche´ma adaptatif que nous avons utilise´ est un
des plus simples propose´s dans la litte´rature et une e´tude plus pousse´e doit eˆtre mene´e
dans ce domaine pour une acce´le´ration importante de la convergence, sans perte de
qualite´ au niveau du re´sultat de l’extraction.
Mis a` part pour l’extraction du re´seau hie´rarchique, tous les algorithmes d’extrac-
tion ont e´te´ initialise´s avec une configuration vide. Ce choix a e´te´ fait pour montrer que
l’extraction n’e´tait pas sensible a` l’initialisation. Mais il est e´vident que pour gagner en
efficacite´, une initialisation pertinente pourrait eˆtre judicieuse. Nous espe´rerons ainsi
pouvoir partir a` tempe´rature basse et obtenir un re´sultat plus rapidement.
Afin de gagner en efficacite´, il pourrait e´galement eˆtre inte´ressant de proposer une
optimisation de´terministe a` partir d’une certaine tempe´rature.
Production et mise a` jour cartographique
L’application finale de ces travaux pourrait eˆtre la production ou la mise a` jour de
cartes. Pour en arriver la`, de nombreux aspects restent a` explorer.
Pour faciliter l’exploitation de ces re´sultats, il est essentiel de de´velopper des ou-
tils d’auto-e´valuation du re´seau extrait permettant la re´alisation d’un post-traitement
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et permettant a` un utilisateur de se concentrer sur les parties ambigue¨s du re´seau.
Ceci pourra eˆtre fait par une analyse des proprie´te´s radiome´triques et de texture des
diffe´rentes zones de chaque partie du re´seau, conjointement a` une analyse des ca-
racte´ristiques ge´ome´triques et topologiques des diffe´rentes branches obtenues. Certains
crite`res nous permettront ainsi de proposer des fusions de branches qui n’ont pu eˆtre
re´alise´es lors de l’extraction automatique et de retirer certaines fausses alarmes. Ces
crite`res pourront e´galement eˆtre utilise´s pour indiquer le degre´ de confiance accorde´ a`
telle ou telle partie du re´seau.
Pour la mise a` jour cartographique, il faut tout d’abord se poser la question de la
mise en correspondance du re´seau avec la carte ge´ographique existante. Ce proble`me
est loin d’eˆtre e´vident, e´tant donne´ les distorsions introduites par les cartographes dans
un souci de ge´ne´ralisation. Il sera important de de´finir des mesures de performance.
Elle pourront, d’une part, eˆtre utilise´es pour ame´liorer ite´rativement la qualite´ de la
mise en correspondance et, d’autre part, fournir des informations utiles pour la mise a`
jour cartographique.
Enfin, il reste a` e´tudier la possibilite´ d’incorporer des informations cartographiques
dans l’algorithme d’extraction. On pourra, par exemple, initialiser l’algorithme par le
re´seau issu de la carte et proposer une optimisation en prenant en compte une mesure
de distance entre le re´seau courant et le re´seau issu de la carte.
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Re´sume´
Cette the`se aborde le proble`me de l’extraction non supervise´e des re´seaux line´iques (routes,
rivie`res, etc.) a` partir d’images satellitaires et ae´riennes. Nous utilisons des processus objet, ou
processus ponctuels marque´s, comme mode`les a priori. Ces mode`les permettent de be´ne´ficier
de l’apport d’un cadre stochastique (robustesse au bruit, corpus algorithmique, etc.) tout en
manipulant des contraintes ge´ome´triques fortes. Un recuit simule´ sur un algorithme de type
Monte Carlo par Chaˆıne de Markov (MCMC) permet une optimisation globale sur l’espace des
configurations d’objets, inde´pendamment de l’initialisation.
Nous proposons tout d’abord une mode´lisation du re´seau line´ique par un processus dont
les objets sont des segments interagissant entre eux. Le mode`le a priori est construit de fac¸on
a` exploiter au mieux la topologie du re´seau recherche´ au travers de potentiels fonde´s sur la
qualite´ de chaque interaction. Les proprie´te´s radiome´triques sont prises en compte dans un
terme d’attache aux donne´es fonde´ sur des mesures statistiques.
Nous e´tendons ensuite cette mode´lisation a` des objets plus complexes. La manipulation
de lignes brise´es permet une extraction plus pre´cise du re´seau et ame´liore la de´tection des
bifurcations.
Enfin, nous proposons une mode´lisation hie´rarchique des re´seaux hydrographiques dans la-
quelle les aﬄuents d’un fleuve sont mode´lise´s par un processus de lignes brise´es dans le voisinage
de ce fleuve.
Pour chacun des mode`les, nous acce´le´rons la convergence de l’algorithme MCMC par l’ajout
de perturbations adapte´es.
La pertinence de cette mode´lisation par processus objet est ve´rifie´e sur des images satelli-
taires et ae´riennes, optiques et radar.
Mots-cle´s : Ge´ome´trie stochastique, processus ponctuels marque´s, recuit simule´, MCMC a`
sauts re´versibles, extraction de re´seaux line´iques, images satellitaires et ae´riennes.
Abstract
This thesis addresses the problem of the unsupervised extraction of line networks (roads,
rivers, etc.) from remotely sensed images. We use object processes, or marked point processes,
as prior models. These models benefit from a stochastic framework (robustness w.r.t. noise,
algorithms, etc.) while incorporating strong geometric constraints. Optimization is done via
simulated annealing using a Reversible Jump Markov Chain Monte Carlo (RJMCMC) algo-
rithm, without any specific initialization.
We first propose to model line networks by a process whose objects are interacting line
segments. The prior model is designed to exploit as fully as possible the topological properties
of the network under consideration through potentials based on the quality of each interaction.
The radiometric properties of the network are modeled using a data term based on statistical
measures.
We then extend this model to more complex objects. The use of broken lines improves the
detection of network junctions and increases the accuracy of the extracted network.
Finally, we propose a hierarchical model of hydrographic networks in which the tributaries
of a given river are modeled by a process of broken lines in the neighborhood of this river.
For each model, we accelerate convergence of the RJMCMC algorithm by using appropriate
perturbations.
We show experimental results on aerial and satellite images (optical and radar data) to
verify the relevance of the object process models.
Key-words: Stochastic geometry, marked point processes, simulated annealing, RJMCMC,
line network extraction, aerial and satellite images.
