The nature of the post-merger remnant of the first binary neutron star coalescence observed by the Advanced Laser Interferometer Gravitational Wave Observatory (Advanced LIGO) and Advanced Virgo, GW170817, is unknown. Searches have been carried out for short ( 1 s), intermediate ( 500 s), and long (∼ days) signals using various algorithms without yielding a detection. We describe an efficient frequency tracking scheme based on a hidden Markov model to search for long-duration transient signals from a neutron star remnant with spin-down time-scale in the range ∼ 10 2 s-10 4 s. It was one of the methods used in the search for signals from a long-lived remnant of GW170817. We validate the method and estimate its sensitivity through Monte-Carlo simulations on the same data set as used in the GW170817 search. We describe the search configuration, procedure, and follow-up step by step. The methodology of the hidden Markov model is described fully to ensure that future analyses of this kind can be reproduced by an independent party.
I. INTRODUCTION
On August 17, 2017, the Advanced Laser Interferometer Gravitational Wave Observatory (Advanced LIGO) and Advanced Virgo detectors observed their first binary neutron star coalescence (GW170817) at a luminosity distance of 40 +8 −14 Mpc and localized within a 90% credible sky region of 16 deg 2 [1, 2] . The initial masses of the two components in the binary are inferred to lie between 1.00M and 1.89M , consistent with the masses of known neutron stars. The total mass of the system is measured to be 2.73 +0.04 −0.01 M [2] . This gravitational-wave event was followed by a short gamma-ray burst (GRB 170817A) observed by the Fermi Gamma-ray Burst Monitor ∼ 1.7 s later at the same sky location, providing the first direct evidence that binary neutron star mergers are associated with short gamma-ray bursts [3] . Subsequent observations of X-ray, ultraviolet, optical, infrared and radio counterparts support the hypothesis that this event was produced by a binary neutron star merger in the galaxy NGC 4993 [4, 5] .
The stellar remnant of GW170817 remains unknown. There are four likely possibilities: (1) a promptly formed black hole, (2) a hypermassive neutron star collapsing into a black hole within ∼ 1 s, (3) a supermassive neutron star collapsing into a black hole within ∼ 10-10 4 s, and (4) a stable neutron star [6] . Searches were conducted for short-duration ( 1 s) gravitational-wave signals using the Coherent Wave Burst (cWB) algorithm [7] , and for intermediate-duration ( 500 s) signals using both cWB and the Stochastic Transient Analysis Multi-detector Pipeline (STAMP) [8] . No signal is detected. The best 50% detection efficiency upper limits on the root-sum-square strain amplitude are reported * lssun@caltech.edu as h 50% rss = 2.1 × 10 −22 Hz −1/2 , 8.4 × 10 −22 Hz −1/2 , and 5.9 × 10 −22 Hz −1/2 for unmodeled short-duration signals, intermediate-duration millisecond magnetar signals, and intermediate-duration bar-mode signals, respectively [6] . An independent short-duration analysis using the BayesWave algorithm [9] , which models the post-merger signal from a hypermassive neutron star as a superposition of wavelets, searched 1 s of data around the coalescence time and placed upper limits on strain amplitude ∼ 3.5-15 times higher than analytic expectations derived from simulations using different equations of state with source parameters determined from the pre-merger analysis. The strain amplitude upper limits correspond to radiated energy about 12-215 times larger than expectations [2] .
Searches for long-duration signals were also carried out in 8.5 days of data from the coalescence to the end of the second observing run (O2). Four pipelines, STAMP [8] , Hidden Markov Model (HMM) tracking [10, 11] , Adaptive Transient Hough [12] [13] [14] , and FrequencyHough [15] [16] [17] [18] , participated in this analysis. Together they yield a 90% confidence lower limit on distance of ∼ 1 Mpc for an event like GW170817, corresponding to energy radiated in gravitational waves of ∼ 8M c 2 [19] .
HMM tracking provides a computationally efficient strategy for detecting and estimating a quasimonochromatic continuous gravitational wave (CW) signal, whose frequency is unknown and evolves due to secular stellar braking and stochastic timing noise [10, 11] . A HMM was applied to data from the first observing run of Advanced LIGO to search for continuous waves from the brightest low-mass X-ray binary, Scorpius X-1, tracking spin wandering caused by fluctuations in the accretion torque [20] . It yields a 95% confidence frequentist upper limit on strain amplitude of h 95% 0 = 4.0×10 −25 at 106 Hz, assuming an electromagnetically-restricted source orientation. A modified HMM that simultaneously tracks secular stellar braking and stochastic timing noise was developed in arXiv:1810.03577v1 [astro-ph.IM] 8 Oct 2018
Ref. [11] for young supernova remnant searches. The latter algorithm is well suited to searching for a longtransient, quasimonochromatic signal from a binary neutron star post-merger remnant, like GW170817 [1] , if the spin-down time-scale is in the range 10 2 s τ 10 4 s. In this paper, we describe fully the methodology of an HMM-based post-merger remnant search in order to ensure that future analyses of this kind can be reproduced by independent parties. 1 The results from a run on the first binary neutron star coalescence ever observed, GW170817, are published in Ref. [19] . For the convenience of the reader, we reproduce the HMM results from Ref. [19] in this paper.
The structure of the paper is as follows. In Sec. II, we describe the modifications made to the CW HMM in order to search for long-duration transient signals. In Sec. III, we define the detection statistic, discuss the search configuration, and conduct Monte-Carlo simulations to calculate detection threshold and estimate sensitivity. In Sec. IV B, we describe the data set, parameter space, and set-up of the GW170817 search. Details of the results and follow-up studies are provided. In Sec. IV C, we describe how the upper limits presented in Ref. [19] are obtained from this analysis. A summary of the conclusions is given in Sec. V.
II. REVISED HMM
A HMM is a memoryless automaton composed of a hidden state variable q(t) ∈ {q 1 , · · · , q N Q } and measurement variable o(t) ∈ {o 1 , · · · , o N O } sampled at time t ∈ {t 0 , · · · , t N T }. The most probable sequence of hidden states given the observations over total observing time T obs is computed by the classic Viterbi algorithm [21] . A full description can be found in Refs. [10] and [11] . In this section, we revise the HMM in Sun et al. [11] to search for post-merger gravitational waves from GW170817.
Let f gw (t) be the gravitational-wave frequency at time t, we track q(t) = f gw (t). The discrete hidden states are mapped one-to-one to the frequency bins in the output of a frequency-domain estimator G(f ) (defined below) computed over an interval of length T drift , with bin size ∆f . We choose T drift to satisfy
for 0 ≤ t ≤ T obs , whereḟ gw is the first time derivative of f gw . We aim to search for signals with spin-down timescale in the range 10 2 s τ 10 4 s and f gw 2 kHz, such thatḟ gw satisfies |ḟ gw | ≈ f gw /τ 1 Hz s −1 in most of the parameter space. Given T drift = 1 s and a frequency bin width of ∆f = 1 Hz, Eqn. (1) is satisfied when |ḟ gw | ≤ 1 Hz s −1 . In the full frequency band B analyzed, we have N Q = N O = B/∆f and N T = T obs /T drift . The post-merger signal has a much shorter spin-down time-scale τ than a normal continuous-wave signal described in Ref. [11] . The motion of the Earth with respect to the solar system barycenter (SSB) can be neglected during the interval [t, t+T drift ], unlike in searches based on the F-statistic [22] . Hence the HMM emission
is calculated from the running-mean normalized power in short Fourier transforms (SFTs) with length T SFT = T drift = 1 s. We normalize the SFT power in each frequency bin by the average power in a window with width 3∆f = 3 Hz centered on the bin to reduce the impact caused by variation of the power spectrum density (PSD) in a wide frequency band 100 Hz-2 kHz. We write
where i indexes the SFT frequency bin, X indexes the detector, and the repeated index i on the right-hand side does not imply summation. We assume that the autocorrelation time-scale of timing noise is much longer than T drift , and hence adopt the HMM transition probabilities
with all other A qj qi being zero. These choices of A also imply that the signal frequency is approximated by a negatively biased random walk, consistent with a potential rapidly spin-down post-merger remnant (cf. the unbiased random walk in searches for low-mass X-ray binaries where the frequency drift is dominated by spin wandering [10, 20] ). Since we have no independent knowledge of f gw , we choose a uniform prior, viz.
We assume that the remnant spins down rapidly with [23] 
where f gw0 is the initial signal frequency at t = 0, and n is the braking index defined viaḟ gw ∝ f n gw . The gravitational-wave strain amplitude is given by [23] h 0 (t) = 4π 2 G c 4
Injected fgw(t) (blue curve) and optimal Viterbi path (green curve) for waveform (6) . Parameters: fgw0 = 1 kHz, τ = 10 4 s, n = 2.5, = 10 −3 , D = 40 Mpc, cos ι = 0, √ S h = 2 × 10 −27 Hz −1/2 , T drift = 1 s, and T obs = 4096 s.
source. The waveform (6) is consistent with signals from a magnetar, which is distorted by its strong magnetic field [24] .
In most continuous-wave searches, we have τ T obs . Hence the best sensitivity is obtained, when T obs equals the full duration of an observing run. For the post-merger remnant, however, it is better if T obs equals the time when the signal drops below the detection limit; longer values of T obs merely accumulate noise without improving the signal-to-noise ratio (SNR). The strain amplitude h 0 in (6) decreases significantly for t τ . Hence the SNR decreases for T obs τ . Figure 1 shows an example for a magnetar signal injected into Gaussian noise, with parameters f gw0 = 1 kHz, τ = 10 4 s, n = 2.5, = 10 −3 , D = 40 Mpc, cos ι = 0, where ι is source inclination angle, and noise amplitude spectral density (ASD) √ S h = 2 × 10 −27 Hz −1/2 . We track the spin down accurately for T obs 3 ks then lose it for T obs 3 ks. For the last 1200 s, the secular decrease of the estimated f gw is because of the negatively biased random walk with A qi−1qi = A qiqi = 1/2 in (3), as expected when one attempts to "track" pure Gaussian noise. Monte-Carlo simulations show that choosing T obs ∼ τ yields the best sensitivities for signals with h 0 near the detection limit. A detailed list of optimal T obs as a function of τ , n, andf gw0 is given in Sec. III D. Figure 2 presents a tracking example in real interferometer noise. Panels (a) and (c) show G(f ) spectrograms for 100 Hz ≤ f ≤ 2000 Hz and 0 ≤ t ≤ 200 s, without and with an injected signal into instrumental noise, respectively. Loud instrumental lines are removed before tracking by setting G(f i ) = 1 if frequency bin i is con-taminated by lines, corresponding to the dark blue, horizontal strips in (a) and (c). Each 1-s-wide vertical strip is computed from one SFT at discrete times t 0 , · · · , t 200 . The initial injected signal frequency is f gw0 = 481 Hz in panel (c). We can hardly see any difference between the spectrums (a) and (c) because the injection is weak. The red curves in (b) and (d) represent the optimal Viterbi paths by tracking N T = 200 steps using the data in (a) and (c), respectively. The detection statistic of path (b) is below threshold, consistent with a noise path; again, the frequency decreases due to the negatively biased random walk. The blue curve in (d) represents the injected signal path f gw (t). The red curve in (d) recovered by the HMM overlaps most of the blue curve, and the detection statistic lies above the threshold. We define the detection statistic, calculate the threshold, and estimate the sensitivity in Section III.
III. IMPLEMENTATION

A. Detection statistic
In most continuous-wave searches using HMM tracking, a detection score is defined and calculated in each 1-Hz sub-band, where the noise PSD can be regarded as flat, and the F-statistic in G(f ) is normalized by the noise PSD [11, 20] . For post-merger remnants, however, we analyze SFTs rather than the F-statistic, and the signal can wander across a wide frequency band ∼ 10 2 Hz over a short observing time, in which case the variation of the noise PSD is not negligible. Hence we define a new detection statistic P, given by
where the integer i(t n ) indexes the SFT frequency bin corresponding to q * (t n ) on the optimal Viterbi path Q *
We determine the detection threshold P th for a given false alarm probability α f and T obs through Monte-Carlo simulations. Data sets containing pure noise are searched. For each value of T obs , we simulate 1000 noise realizations by using 1000 randomly scrambled 1-s SFT sequences from the real interferometer data, i.e., generating noise sequences by randomly permuting the SFT timestamps. The value of P which yields a fraction α f of positive detections is then P th . We list P th (α f = 1%) for 200 ≤ T obs /(1 s) ≤ 9688 in the whole search band 100-2000 Hz together with GW170817 search results in Table IV (Sec. IV B). 
C. Waiting time
The initial spin-down rate |ḟ gw0 | of a signal with τ 10 3 s can be too high (i.e., |ḟ gw0 | > 1 Hz s −1 ) for Eqn. (1) to be satisfied with T drift = 1 s. Table I shows the |ḟ gw0 | values of waveforms like (6) given various f gw0 , τ , and n, and the estimated waiting time t wait , after which |ḟ gw | decreases such that Eqn. (1) is satisfied. We start the search after waiting for a time t wait after the merger. Alternatively, we can choose shorter T drift (i.e., T drift ≤ḟ −1/2 gw ) and take t wait = 0 for all waveforms. However, the sensitivity degrades because the frequency resolution ∆f > 1 Hz is relatively coarse for T drift < 1 s. In Table I , t wait is rounded to the nearest 50 s, because in reality we do not know the exact t wait , and Monte-Carlo simulations show that the impact on sensitivity caused by rounding is negligible. In a search without prior knowledge of the exact signal waveform, we cover the parameter space 500 Hz ≤ f gw0 ≤ 2 kHz and 2.5 ≤ n ≤ 7 for 10 2 s τ 10 4 s using seven discrete t wait values in the range 0 ≤ t wait ≤ 400 s. The selection of t wait is further discussed and justified in Sec. IV B.
D. Sensitivity
Given the threshold P th determined in Sec. III B (see Table IV ), we evaluate the strains yielding 50% and 90% detection efficiencies (i.e., 50% and 10% false dismissal rates), denoted by h 50% 0 and h 90% 0 , through Monte-Carlo simulations. The injection parameters are drawn from τ = 10 2 s, 10 3 s, 10 4 s, n = 2.5, 5, 7, and f gw0 = 1 kHz, 2 kHz. For each parameter set (τ, n, f gw0 ), we generate waveforms from (6) with fixed = 0.01 and I zz = 10 45 g cm 2 at various distance D. We set random initial phase, inclination and polarization angles, and sky location of NGC4993 (right ascension 13.1634 hrs, declination 23.3815 • ), where GW170817 is located. The synthetic signals are injected into scrambled interferometer noise SFT sequences (randomly permuting the SFT timestamps) in the search band 100-2000 Hz. We run the HMM with T drift = 1 s, t wait drawn from Table I , and various observing time 200 ≤ T obs /(1 s) ≤ 9688. The optimal T obs yielding the best sensitivity is listed in Table II for each waveform. as a function of f gw for each waveform given (τ, n, f gw0 ) and the optimal T obs . Blue dots, green squares, and red triangles represent τ = 10 4 s, 10 3 s, and 10 2 s, respectively. The horizontal and vertical bars correspond to f gw and h 0 ranges during T obs , respectively. For the injected signals described above with unknown inclination cos ι at the sky location of GW170817, the best mean 2 strain amplitudes we obtain are h 50% 0 = 4.1 × 10 −23 and h 90% 0 = 7.4 × 10 −23 . In CW searches, the integration time is always long enough to average out the sensitivity variation to sources at different sky locations because of Earth's rotation. In postmerger remnant searches, the orientation of the source with respect to the detector's antenna pattern impacts the SNR significantly for signals with duration less than a day. Hence the sensitivity needs to be recalculated for a source at a different sky location through analytic calculations or Monte-Carlo simulations.
IV. GW170817 ANALYSIS
For the convenience of the reader, we reproduce the HMM results from Ref. [19] in this paper, and describe the search configuration, procedure, and follow-up step by step.
A. Data
In the search presented in Ref. [19] , we analyze 9688 seconds of data from Advanced LIGO's second observing run after the merger of GW170817 (GPS time 1187008882 to 1187018570) with optimized t wait in Table I and T obs in Table II for different τ , n, and f gw0 . We do not analyze a longer time series because (1) several intervals in the data after GPS time 1187018570 are not in analysable science mode (i.e., either the detectors were not in observing mode or the data quality is not good enough for conducting a search), and (2) signals with 10 2 s τ 10 4 s drop below the sensitivity limit after ∼ 10 4 s; observing longer merely accumulates noise without improving the SNR. We generate 9688 SFTs (T SFT = 1 s) with Hann windowing [25, 26] and input them into the search. Frequency bin i is cleaned by setting G(f i ) = 1 before the search if loud, persistent instrumental lines lie in bin i. A full list of SFT bins cleaned is given in Table III .
B. Results
We search the data described in Sec. IV A in the frequency band 100-2000 Hz. As we have no prior knowledge of signal parameters, 18 values of T obs and seven values of t wait are used to cover the ranges 10 2 s ≤ τ ≤ 10 4 s, 2.5 ≤ n ≤ 7, and 500 Hz ≤ f gw0 ≤ 2 kHz, and allow small deviation from waveform (6) due to uncertainties in signal models. Observing T obs > 10 3 s yields better sensitivity for signals with τ > 10 3 s than those with τ < 10 3 s (see optimal T obs in Table II ). If a signal with τ < 10 3 s can be detected using T obs > 10 3 s, it should also be detected with higher P using T obs < 10 3 s. The initial spin-down rates of signals calculated from Eqn. (5) for τ 10 3 s and f gw0 ≤ 2 kHz are moderate, e.g., |ḟ gw0 | < 1 Hz s −1 . Hence we set t wait = 0 for T obs > 10 3 s. Table IV lists all T obs and t wait configurations and the resulting P. No candidate is found with P ≥ P th . The loudest trigger is right below the threshold where a candidate is deemed significant enough for further study, cor-responding to false alarm probability 0.01.
Although no candidate exceeds the threshold, one trigger approaches it closely, with P = 2.6749 cf. P th = 2.6750 for T obs = 200 s and t wait = 0. We expect that T obs = 200 s is an optimal observing time for shortduration signals with τ ∼ 10 2 s, which require t wait ∼ 10 2 s for |ḟ gw | to decrease before the frequency can be correctly tracked. In other words, signals detectable with t wait = 0 satisfy Eqn. (1) right after the merger. From Monte-Carlo simulations (Table II) , the optimal T obs exceeds 200 s for signals with |ḟ gw0 | < 1 Hz s −1 . Hence if a signal yields P close to P th for T obs = 200 s and t wait = 0, we should obtain P P th using longer T obs > 200 s and t wait = 0. But no P value for 300 s ≤ T obs ≤ 1000 s with t wait = 0 is close to P th . Hence we do not expect P = 2.6749 (T obs = 200 s, t wait = 0) to be of astrophysical origin.
C. Upper limits
We now convert h 90% 0 from Sec. III D into astrophysical upper limits. The full results are presented and discussed in Ref. [19] . Here we describe the steps of obtaining these upper limits. We focus on a scenario where the spin down of the remnant is dominated by gravitational-wave emission from a static quadrupole deformation, i.e., n = 5 in Eqns. (5) and (6) . Without a detection, we calculate the 90% detection efficiency source distance, denoted by D 90% . The total energy radiated in the form of gravitational waves upto time t is given by [27] 
We can rescale D 90% to the distance to GW170817 (40 +8 −14 Mpc) [1] and derive the 90% confidence upper limit on total energy at t → ∞, denoted by E 90% gw . The calculation proceeds as follows.
A full set of simulations is carried out by generating waveforms with τ ∈ {10 2 , 10 3 , 10 4 } s, f gw0 ∈ {500, 750, 1000, 1250, 1500, 1750, 2000} Hz, fixed n = 5, = 0.01, I zz = 10 45 g cm 2 , and the sky location of NGC4993. For each combination of (τ, f gw0 ), synthetic signals at various D values with resolution 0.001 Mpc ≤ ∆D ≤ 0.05 Mpc are injected into randomly permuted 1- Fig. 7 in Ref. [19] .
s SFT sequences from interferometer data within 9688 s after the merger (200 injections for each D). The initial signal phase, inclination and polarization angles of the source are randomly set. Searches are conducted as described in Sec. III. We record the D value for each (τ, f gw0 ) that yields 90% detection efficiency. We then rescale the sensitivity to obtain D 90% for maximum allowed and I zz = 4.337 × 10 45 g cm 2 , a fiducial value preferred by the posteriors derived from the inspiral [2] . The maximum allowed is calculated from energy conservation, i.e., the total energy emitted in gravitational waves E gw (t → ∞) cannot exceed the initial rotational energy of the system 0.5π 2 I zz f 2 gw0 [27] . Figures 4 and 5 display D 90% and E 90% gw as a function of f gw0 , respectively. Blue dots, green squares, and red triangles correspond to signals with τ = 10 4 s, 10 3 s, and 10 2 s, respectively. The vertical bars indicate the uncertainty. Some of the error bars are too small to be seen by eye. They are equivalent to Fig. 7 in Appendix A of Ref. [19] . The best D 90% we obtain is 0.86 +0. 16 −0.16 Mpc (one to two orders of magnitude closer than GW170817), assuming maximum allowed = 7.33 × 10 −2 and unknown source orientation, corresponding to E 90% gw = 6.51M c 2 at D = 40 Mpc. Given the system mass is 2.73 +0.04 −0.01 M , the constraint E 90% gw obtained from the search exceeds total energy of the system and hence is unphysical. Upper limits on energy at 90% confidence, E 90% gw , as a function of fgw0 for maximum allowed , unknown orientation, and Izz = 4.337 × 10 45 g cm 2 (α f = 1%). Blue dots, green squares, and red triangles represent the results obtained in this search for signals with τ = 10 4 s, 10 3 s, and 10 2 s, respectively. Vertical error bars indicate uncertainties. Some of the error bars are too small to be seen by eye. This figure is equivalent to Fig. 7 in Ref. [19] .
V. CONCLUSION
In this paper, we describe how to revise the HMM tracking method used in CW searches to search for longtransient gravitational wave signals from a binary neutron star merger in order to ensure that the GW170817 search results described in Ref. [19] can be fully reproduced and future analyses of post-merger remnants can be conducted by independent parties. For an event like GW170817, mean gravitational-wave strain sensitivities h 50% 0 = 4.1 × 10 −23 and h 90% 0 = 7.4 × 10 −23 at 50% and 90% confidence are obtained through Monte-Carlo simulations for unknown source orientation.
No candidate is found above the detection threshold in data spanning 9688 s after the coalescence in the run on GW170817 in Advanced LIGO O2 [19] . The 90% confidence lower limit on source distance obtained from the analysis is D 90% = 0.86 +0. 16 −0.16 Mpc at the same sky location as GW170817 for n = 5, = 7.33 × 10 −2 and I zz = 4.337 × 10 45 g cm 2 . This corresponds to an energy upper limit of E 90% gw = 6.51M c 2 at the true distance of GW170818, 40 Mpc. The full results from this analysis are presented in Ref. [19] , together with the results from the STAMP, Adaptive Transient Hough, and Frequency-Hough analyses.
Assuming that the loss of rotational energy of the star since its birth is dominated by gravitational radiation, the indirect age-based wave strain upper limit is given by [28] h age 0 = 2.2×10 −24 1 kpc D 1 kyr τ 1/2 I zz 10 45 g cm 2 1/2 . (9) By substituting D = 40 Mpc and τ = 10 4 s in Eqn. (9) , we obtain h age 0 = 1.0×10 −25 , which is about two orders of magnitude below the sensitivity of the HMM, consistent with the search results. Although h age 0 is much higher for an extremely short τ ∼ 1 s, the spin down is too rapid for the HMM to track. The search will benefit from improved sensitivities at high frequencies in the existing detectors and third-generation interferometers [29, 30] . The method described in this paper is verified and applicable to any similar events which may be observed in upcoming observing runs.
