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Summary
Satellite resource management efficiency has been identified as one of the key factors in the 
commercial success of mobile satellite systems, since optimisation of all link budget elements 
is crucially important in order to make the most out of the satellite limited resources (band­
width, power) which in turn have a direct impact on the cost of the system. The compensation 
techniques used in order to overcome the fading effects experienced in the link are generally 
applied by considering the worst-case channel conditions, resulting in inefficient utilisation of 
the transmission power as well as frequency spectrum. There is no dynamic control adaption 
used in current mobile satellite systems except simple power control. In addition, a single 
scheme is neither capable of providing an optimum solution for fade mitigation nor closing the 
link budget at all times. Therefore, it is necessary to use more than one technique at a time 
which offers the best solution in terms of spectrum and power efficiency. The efficiency of 
conventional systems, therefore, can be improved if it has the ability to match the effective user 
bit rate to the channel conditions by using a hybrid scheme. Hence, the aim of our work is ' 
to develop a physical layer by using a hybrid scheme, which results in higher throughput un­
der favourable channel conditions. This technique also introduces a reduction of the data rate 
during bad channel conditions without the need to increase the transmitted power significantly.
The novelty of this research work is centred on the switching mechanism used for such adapta­
tions. For the first time, we propose an adaptive system based on the Rice factor variation. The 
suitability of this parameter for the proposed adaptive system is investigated first by consider­
ing the real time variation in the environment. We are proposing a feed back type of system 
in which the receiver estimates the Rice factor and sends it to the transmitter. Upon receiving 
this information, the transmitter selects the optimum modulation and coding scheme for the 
transmission in order to improve spectral and power efficiency of the system.
In order to develop an adaptive physical layer, the main issues related to mobile satellite sys­
tems should be identified. Therefore, the key differences between the tenestrial and satellite 
mobile communication systems are presented at the beginning. A brief description about T/S- 
UMTS and the air interfaces proposed for standardisation of S-UMTS are presented and com­
pared in the following chapter. Subsequently, a suitable baseline model was chosen and the 
simulation aspects are presented. The following chapter presents some of the parameters that 
have to be estimated in order to develop an adaptive physical layer. The performance evaluation 
of adaptive modulation and coding is presented in the last chapter.
Key words: S-UMTS, SW-CDMA, Adaptive modulation and coding. Rate matching, SNR 
estimation, modulation detection. Rice factor estimation, Histogram comparison. Re-encoding
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Chapter 1
Introduction
1.1 Overview of mobile satellite systems
Mobile satellite services began to operate in the 1970’s with advances in technology. The first 
satellite dedicated to the provision of mobile services was MARIS AT, launched by COMSAT 
in February of 1976 [11]. The aim was to provide services to the United States Navy and other 
maritime customers. In the early 1980s the Europeans launched the MARECS series to provide 
similar services. In 1979 the United Nations International Maritime Organization sponsored the 
establishment of the International Maritime Satellite Organization (INMARSAT) in a similar 
way to International Telecommunications Satellite Organisation (INTELSAT) for fixed satellite 
services. INMARSAT initially leased the MARIS AT and MARECS satellite transponders, but 
in October 1990 it launched the first of its own satellites, INMARSAT IIF-1. INMARSAT has 
used geostationary orbit (GEO) satellites and its initial main aim was to provide voice and low 
data rate services for ships at sea.
Although aeronautical satellites were proposed in the mid-1970s, the first commercial aeronau­
tical services were introduced only in 1991 using INMARSAT II. T h ^  were initially conceived 
as a method of providing telephone service and traffic-monitoring services on ships at sea. The 
journalist with a briefcase phone has been ubiquitous for some time, but it was the Gulf War 
which brought this technology to the public eye.
The size of the antenna for INMARSAT II terminals was around 0.3 which was not very
1
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attractive [12]. At the beginning of the 90s, some of the new regional satellite systems with 
higher gain antennas were proposed, permitting smaller mobile terminals. American Mobile 
Satellite Corporation’s AMSC/TMI MSat satellite system (1995, for mobile services), the Aus­
tralian OPTUS system (1994, for fixed services) and the Mexican Sodalidaridad system (fixed 
services) are some examples of regional GEO systems. Inmarsat’s version of satellites with 
regional (rather than earth coverage) beams, INMARSAT III, was launched in 1996 enabling 
global coverage with the help of four satellites, to satellite terminals.
INMARSAT is now building its fourth generation of satellites in order to meet the growing 
demand from the mobile satellite users for high-speed Internet access and multimedia connec­
tivity. It will support the new Broadband Global Area Network (B-GAN), to be introduced in 
2004 to deliver Internet and intranet content and solutions, video on demand, videoconferenc­
ing, fax, e-mail, phone and Local Area Network (LAN) access at speeds up to 432 kbps almost 
anywhere in the world. B-GAN will also be compatible with third-generation (3G) cellular 
systems. The satellites will be 100 times more powerful than the present generation and B- 
GAN will provide at least 10 times as much communications capacity as today’s INMARSAT 
network [13].
Unsurprisingly, the Internet boom of the latter half of the last decade had a major impact on 
broadband satellite systems. One of the leading GEO broadband systems is the Spaceway sys­
tem by Hughes communications, which aims to provide coverage to North and Latin America, 
Asia Pacific, Europe, Africa and the Middle East. Its ’bandwidth-on-demand’ capability will 
provide data rates of up to 6  Mbps. This Ka band system is due to be launched in 2003 [14]. 
Société Européene des Satellites (SES), the operator of the Astra system, is pursuing Ka-band 
systems that can offer data rates of up to 38 Mbps. Eutelsat’s ’EasySat’ provides Internet ser­
vice rates up to 2 Mbps in France using Ka-band. In addition to these systems, WEST (Wide­
band European Satellite Telecommunications) system also aims to provide broadband services 
in Europe. Although these satellite systems are mainly for fixed services they include some 
limited mobility looking towards providing a wider range of services to mobiles a services of 
GEO mobiles has recently appeared in the Asian region. Asia cellular System (ACeS) pro­
vides services using the GARUDA satellite, a commercial satellite built by Lockheed, which 
enables communication in the region via satellite and Global System For Mobile communica­
tions (GSM) global roaming. It also claims to have the World’s smallest satellite phone [15].
1.1. Overview o f mobile satellite systems
Thuraya, another GEO mobile system covers Europe, central and north Africa, the Middle East 
and Asia and will have a dual-mode GSM/satellite terminal and cover 40 % of the world and 
its most populated region [16]. Alenia Spazio’s EuroSkyWay is planned to be Europe’s first 
satellite network for the delivery of two-way broadband communications to users equipped 
with simple terminals and small antennas. It is planned to be operational from 2003, using 
a constellation of five geostationary satellites that carry 20/30 GHz Ka-band digital on-board 
processing payloads. The PC-based EuroSkyWay user terminals will be able to receive up to 
32 Mbps of data. EuroSkyWay’s first satellite will be launched in early 2003, followed by a 
second spacecraft one year later. These two satellites will cover Europe and the Mediterranean 
Basin. The coverage area subsequently will expand to Africa, Eastern Europe and Asia with 
the launch of three other EuroSkyWay spacecraft [17]. In addition. Shin satellite of Thailand 
intend to launch their ipSTAR satellite in 2003 to provide personal broadband services in the 
region [14]. Again these latter cellular systems are aimed mainly at fixed services with limited 
mobility.
Through the development of launcher technology, small-spot beam satellites were deployed 
and services were provided to hand-held terminals using low earth orbit (LEO) and medium 
earth orbit (MEG) satellites. Several companies have committed themselves to providing a 
version of this, using satellites in LEO. These recent systems aie in orbits at about 1000 km. 
Iridium, sponsored by Motorola, was one of the first mobile satellite systems that was launched 
into LEO. Iridium, consisting of 6 6  satellites, expected to provide communications services to 
hand- held telephones in 1998. In addition rival systems, Globalstar (using 48 conventional 
LEO satellites) commenced since 1999 and ICO (a MEO system) is in the planning stage. 
However, the failures of Iridium and ICO’s Chapter 11 filing have dramatically changed the 
popular perception of Mobile Satellite Systems (MSS). The experience of Iridium is of great 
importance for the success of future mobile satellite systems. Some recommendations for 
success based upon recent listing are as follows [18];
• Avoid use of satellite specific components and designs, in favour of mass market com­
ponents and alignment with global standards
• Business cases should be based on the roles for which satellite solutions are optimum: 
(i.e.broadcast/multicast, vehicular and other truly mobile users, remote thin-route areas
Chapter 1. Introduction
sure to remain unserved by terrestrial networks)
Current and future mobile satellite systems aim to provide broadband services in order to attract 
the market. For instance, Teledesic is a broadband satellite system planing to operate in Ka- 
band with 288 satellites. Teledesic is developing what the company calls a global, broadband 
Tntemet-in-the-sky’, which it says will provide, ’affordable, world-wide access to fibre like 
telecommunications services such as broadband Internet access, video conferencing and inter­
active multimedia’ [19]. Skybridge, another broadband project backed by Alcatel and Loral is 
designed to operate in Ku-band with 80 LEO satellites, that has now been put on hold.
The multimedia services anytime/anywhere concept in Universal Mobile Telecommunication 
System (UMTS) provides satellite systems with a new dimension as a collaborative part to 
the Terrestrial UMTS (T-UMTS) rather than as a stand alone system. In other words satellite 
systems will be complementary, rather than competitive to their terrestrial counter-parts. They 
can complement either in terms of coverage or services. It is clear that without satellite systems, 
complete coverage is impossible to achieve.
It is also essential for standardisation bodies such as International Telecommunication Union 
(ITU) to strongly support the satellite community. 3G mobile systems were standardised in 
1999 [20]. These include International Mobile Telecommunications 2000 (IMT 2000), which 
was standardised within ITU-Radio (ITU-R) and includes the UMTS-European standard from 
European Telecommunication Standardisation Institute (ETSI), the United States derived Code 
division multiple access (CDMA) 2000 and the Japanese NTT DoCoMo Wideband-CDMA 
(W-CDMA). The Primary ITU objectives for IMT 2000 are flexible/seamless global provision, 
improved operational efficiencies, particularly for data and multimedia services and cost ef­
fective access to users. To fulfil this vision of anywhere/anytime communication, 3G systems 
should be capable of providing services to multiple environments with different systems such 
as terrestrial, satellite etc. The terrestrial networks will serve indoor, urban, suburban and some 
rural areas. However, these terrestrial networks will have a limited coverage (forecast to be 
less than 2 0 % of world-wide land area [2 1 ]) and satellite networks will cover and serve the 
remaining areas including rural, remote, air and sea. Satellite based services to certain regions 
are a lot less expensive than laying down a wire-line system. In other words, satellites are 
able to provide service in areas where terrestrial networks are environmentally, technically, and
J.2. Problem îdentiGcation
economically limited. In addition to the universal mobility, satellite systems also enhance the 
service capability of 30  systems. Multicast/broadcast of multimedia services gave satellite sys­
tems a new dimension as a collaborative part of the T-UMTS rather than a stand-alone system. 
Satellite’s broadcast nature and ubiquitous coverage offer a natural way to multicast data over 
a large area. Their wide footprint coverage enables mobility and flexibility. In this way mo­
bile satellite broadcast systems can become a very efficient service complement (in addition to 
coverage complement) to teixestrial mobile networks, removing their asymmetric load and pro­
viding them with fai* more point-to-point equivalent capacity for far less investment cost. The 
definition of UMTS cleaily identifies a satellite component alongside the more widely recog­
nised teiTestrial component [22]. Therefore, the integration of the satellite component with 
the terrestrial mobile communication system plays a vital role in 3G personal communication 
systems.
1.2 Problem identification
CDMA technology has been widely validated in the second generation terrestrial systems and 
has been chosen as the key technology for thhd generation cellular networks. Wideband wire­
less access based on WCDMA is currently under development world-wide for application of 
the IMT-2000 systems in the terrestrial environment [23],[24],[25],[26],[27].
ITU recommendation M.818-1 §6.0 [28] recommends a compatible multiple access scheme for 
the terrestrial and satellite components. Although, it may not be possible to have an identical 
air interface for both tenestrial and satellite environments [2 2 ], it is important to adopt and 
optimise a similar technology in the satellite component which will have a great impact on cost 
effective, compact, dual-mode terminal design. Since Satellite-UMTS (S-UMTS) is derived 
from T-UMTS, S-UMTS specifications closely follows the tenestrial counterpart [22] and, 
therefore, CDMA technology will most likely be the multiple access technology for the satellite 
component of the future generation mobile satellite communication systems.
However due to the differences between terrestrial and satellite channel characteristics, some 
modifications to the terrestrial standards are necessaiy [22]. The choice requires consideration 
of the broad technical, as well as non-teclmical characteristics, so as to cover the most important
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Figure 1.1: Important physical layer parameters in a mobile communication system
aspects that may effect the performance of the system. The air interface is one of the essential 
technical sub-systems which needs to be considered carefully .
System requirements are the starting point of an air interface design. For instance, bearer ser­
vice requirements for S-UMTS can be found in [29]. Although, the channel is not included 
within the air interface, it needs to be carefully considered as the channel conditions place con­
straints on the system. Available frequency bands, complexity aspects, signalling requirements, 
synchronisation constraints, power constraints and harmonisation with the other air interfaces 
are some of the other issues that have to be taken into consideration. Fig. 1.1 shows some of 
the important physical layer parameters and system requirements of an air interface design.
The key functions associated with a CDMA air interface are the following [30],[31]:
I. Multiple access technique 2. Modulation technique
3. Coding 4. Interleaving
5. Frame structure 6 . Spreading
7. Bit rate flexibility 8 . Diversity
9. Hand over lO.Power control
I I .Synchronisation
1.3. Aim and outline o f the thesis
For an efficient air interface, optimisation is required in terms of the following areas as well.
1.Spectrum efficiency 2. Power efficiency
3.Quality of Service (QoS) 3. Implementation Complexity
The efficient use of spectrum is one of the main considerations of IMT-2000 air interfaces due 
to the limited bandwidth available. The spectrum efficiency describes the system efficiency 
in terms of the amount of traffic that can be transmitted in a given bandwidth. Generally, the 
minimum required quality parameters are defined by the standards evaluation bodies. It is 
necessary to meet these requirements while designing the air interface. Some of the important 
parameters are: processing and transmission delay, average bit error rate (BER) and maximum 
supported bit rate.
Within the air interface, each parameter can be optimised separately. Many of the parameters 
are, however, interdependent and there is a trade-off between them. Therefore, whilst optimis­
ing the air interface, all the parameters have to be considered together, rather than individually.
One of the major problems in mobile communications is the time varying nature of the propa­
gation channel. Even if some of the parameters aie optimised for a particular channel condition, 
they may not be the optimum paiameters for all time. Hence the efficiency of the system is not 
optimum all the time.
1.3 Aim and outline of the thesis
Transmitted power is a critical consideration in the design of mobile satellite communication 
systems. The limited life span of the mobile terminal battery and limited satellite on-board 
power introduce constraints on the transmission power in mobile satellite systems. Moreover, 
in CDMA systems, an increase in transmission power results in a higher interference. There­
fore, it is important to maintain a reliable communication link using the lowest possible signal 
power. Similarly, the spectrum efficiency is also of primary concern since the cell size is much 
larger than in a terrestrial system. In addition, the radio spectrum available for wireless seivices 
is extremely scarce.
Satellite resource management efficiency has been identified as one of the key factors in the 
commercial success of mobile satellite systems, since optimisation of all the elements of link
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budgets is crucially important in order to make the most of the satellite limited resources (band­
width, power) which has a direct impact on the cost of the system. The compensation tech­
niques (e.g. an increased link margin and channel coding with interleaving) used in order to 
overcome the fading effects experienced in the link are generally applied by considering the 
worst-case channel conditions, resulting in inefficient utilization of the transmission power as 
well as the frequency spectrum. In other words, more favourable conditions are not taken ad­
vantage of. The efficiency of such a system can be improved if the system has the ability to 
match the effective user bit rate to the channel conditions. Therefore, the aim of our work is 
to develop a physical layer which results in higher throughput under favourable channel con­
ditions and introduces a reduction of the data rate during bad channel conditions without the 
need to increase the transmitted power significantly.
An adaptive air interface for mobile satellite systems has been identified as one of the extremely 
critical items for the future research and development requirements for increased spectral and 
power efficiency in the steering panel meeting of the task force on advanced satellite mobile 
systems [32]. In addition, it has also been identified as one of the key aspects for the systems 
beyond 3G [33].
Within the physical layer, many of the parameters can be optimised separately in order to 
increase the power efficiency. However, many of the parameters in the physical layer are inter­
dependent and therefore, they have to be considered collectively and a trade-off analysis has 
to be carried out. Modulation and coding have a direct impact on the power and spectrum 
efficiency of any wireless communication system. Therefore adaptation of coding rate and 
modulation order are chosen for the development of the adaptive transmission system.
In existing communication systems, where there is adaptation of coding and modulation at the 
transmitter, this is usually based on the estimation of the channel quality at the receiver. This 
channel quality information has to be sent to the transmitter in order to perform the adaptation. 
Due to inherent round-trip delays associated with satellite communication systems, the use of 
a control system with a feed-back loop is greatly limited. Therefore the adaptation mechanism 
has to be based on a parameter that has a slower variation in the real environment. In other 
words, the variation of the chosen parameter has to be slower than the control command rate in 
order to make use of the adaptation.
1.4. Contributions o f this thesis
It is also important to investigate a decision mechanism for changing the parameters. It was 
found [34] that the system performance depends heavily on the channel Rice factor and the 
fading rate of the propagation channel. In addition, the variation of the Rice factor is slow 
even in the worst-case scenarios. Hence, adaptation of the modulation and coding rate of the 
proposed system is based on the Rice factor. In order to implement this idea, estimation of the 
Rice factor is thus needed.
Although some work has been carried out on adaptive transmission techniques in the terrestrial 
segment [6],[35],[36],[3], this approach is relatively new for the satellite environment.
In this work we propose, for the first time, an adaptive modulation and coding system applicable 
to third-generation mobile satellite communication systems based on the Rice factor.
1.4 Contributions of this thesis
Research work based on this thesis has won the ‘2000 Inmarsat prize for research excellence’ 
in an open competition held in the Centre for Communication Systems Research (CCSR) in 
March 2001.
The list of original work presented in this thesis is:
• A novel Rice factor estimation algorithm is developed based on re-encoding method 
(modulation error rate).
• An analytical expression is obtained for the envelope of the received signal with faded 
and corrupted with additive white Gaussian noise (AWGN). Based on this derivation, 
another Rice factor estimation algorithm was developed.
• The thesis proposes an approach to improve the spectrum and power efficiency of a 
mobile satellite system by making the system adaptive to the Rice factor. The benefits of 
the adaptive coding and modulation is clearly demonstrated.
• A novel method is also introduced to make the adaptive system more flexible for different 
fading conditions with the help of power control/signal quality estimation that operates 
much less frequently than the conventional schemes.
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1.5 Organisation of the thesis
The organisation of the thesis is illustrated in Fig 1.2
This introductory chapter, (chapter 1) briefly overviews the history of mobile satellite systems 
and introduces the problem of the existing conventional non-adaptive type of mobile satellite 
systems. It also presents the objectives of this research work and the original achievements of 
this thesis.
Chapter 2 gives an overview of 3G terrestrial and satellite systems. It then gives a description 
of WCDMA physical layer. The technical characteristics of a number of different proposals of 
the third generation mobile-satellite air interfaces are detailed. The parameters that have been 
compared in this chapter are divided mainly into two classes, general system level parame­
ters and physical layer parameters. Finally it outlines the main differences between T-UMTS 
(WCDMA) and S-UMTS (SW-CDMA) systems. This comparative review is used to establish 
a baseline system that has been used for the work presented in this thesis.
It is essential to identify the major parameters of a mobile-satellite system for the development 
of a mobile satellite air interface. The first step in this task would be to identify the main differ­
ences between the satellite and the terrestrial system. Key differences between the terrestrial 
and satellite mobile communication systems are examined, categorised and discussed in chap­
ter 3. All the differences are explained under three categories; (a) system level (b) propagation 
environment level and (c) air interface level.
Chapter 4 presents a more detailed description of the necessity and benefits of adaptive trans­
mission. It then presents a literature review of current adaptive modulation and coding systems. 
Based on the literature review, we introduce an efficient switching metric applicable to such 
systems in the satellite environment.
A  description of the generic simulation platform is presented in chapter 5. A system corre­
sponding to the SW-CDMA (as proposed for S-UMTS standardisation by ESA [29]), with 
appropriate assumptions, has been considered as the baseline system in this work. A detailed 
description of the mobile satellite channel model is also described in this chapter. Performance 
evaluation of the coding, interleaving, rate matching algorithms and complete systems is pre­
sented, which helps to justify the accuracy of the models used for the simulations.
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Chapter 6 , presents different parameter estimation algorithms together with the simulation re­
sults. Firstly, two novel Rice factor estimation algorithms are presented based on the modula­
tion error rate and the pdf of the received signal. An analytical expression is presented for the 
envelope of the received signal in order to develop the latter Rice factor estimation algorithm. 
Both the Rice factor estimation algorithms presented assume the noise power or signal-to-noise 
ratio (SNR) is a known parameter. Thus, in the last section, a suitable SNR estimation algo­
rithm is presented
The performance of the adaptive mobile satellite system is presented in chapter 7. Having 
explained the methodology of the adaptive physical layer, a blind modulation detection tech­
nique is described in order to identify the modulation scheme used by the transmitter. Finally, 
a performance evaluation of the proposed system is presented under line of sight (LOS) and 
shadowing conditions.
Finally, in chapter 8 , the main contributions and achievements of the thesis are summarised and 
conclusions are drawn. Areas in which future research could be carried out are also proposed 
in this chapter.
Appendix A provides a guide to related papers produced during the period that the work for 
this thesis was carried out. A short description of the bit error rate calculations is provided 
in Appendix B. Mathematical derivations of the pdf of the envelope of the received signal is 
presented in C. Appendix D provides a list of Abbreviations used in the thesis. References 
supporting statements in this thesis are then listed.
1,6 Summary
This introductory chapter has briefly overviewed the history of mobile satellite systems. It 
has introduced and discussed the nature of the problems and challenges which exists for con­
ventional mobile satellite systems, and moreover it discussed the need for optimisation of the 
satellite air interface. The latter section presented the the main contributions of this thesis, and 
finally summarises its structure.
Chapter 2
An overview of mobile 
communications
An overview of mobile communication systems is presented in this chapter. It gives a gen­
eral description of the nature of T-UMTS and S-UMTS systems, and the WCDMA physical 
layer. In addition, a comparison of S-UMTS proposals that have been submitted to the ITU for 
the standardisation of S-UMTS is given. Finally the chapter outlines the differences between 
WCDMA and SW-CDMA systems.
2.1 Evolution of terrestrial mobile communications (1-2G)
The early single cell terrestrial systems were introduced in the early 1950s and were severely 
constrained by restricted mobility, low capacity, limited service and poor speech quality. The 
equipment was heavy, bulky, expensive and susceptible to interference. With the first gen­
eration (IG) introduction, the mobile market showed annual growth rates of 30 to 50 percent, 
rising to nearly 20 million subscribers by 1990 [37]. These 1G cellular systems still transmitted 
only analog voice information. The development of second generation (2G) cellular systems 
was driven by the need to improve transmission quality, system capacity and coverage.
Among 2G cellular systems were GSM, Digital-Advanced Mobile Phone Service (D-AMPS), 
CDMA and Personal Digital Communication (PDC). Many standards were supported within
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one region and most were incompatible. GSM was the most successful family of cellular stan­
dards (GSM900, GSM-railway, GSM1800, GSM1900 and GSM400), supporting some 250 
million of the world’s 450 million cellular subscribers with international roaming in approxi­
mately 140 countries and 400 networks. GSM went tlirough different phases of standardisation: 
(a) Phase 1 in 1990; (b) Phase 2 in 1995 and (c) Phase 2+ in 1996, by ETSI further enhancement 
of GSM to incorporate 3G capabilities.
2.2 IMT-2000 and UMTS (3G)
The 3G systems, known collectively as IMT-2000, are a single family of compatible standards. 
It is an initiative of the ITU to provide wireless access to global telecommunications infras­
tructure through both satellite and terrestrial systems, serving fixed and mobile phone users via 
both public and private telephone networks.
UMTS, the Universal Mobile Telecommunications System, is a member of the ITU’s IMT- 
2000 global family of 3G mobile communications system. It is being developed by Third- 
Generation Partnership Project (3GPP), a joint venture of ETSI (Europe), Association of Ra­
dio Industries and Business/Telecommunication Technology Committee (ARIB/TTC) (Japan), 
American National Standards Institute (ANSI) T-1 (USA), telecommunications technology as­
sociation (TTA) (South Korea) and Chinese Wireless Telecommunication Standard (CWTS) 
(China). To reach global acceptance, 3GPP is introducing UMTS in phases and annual re­
leases.
UMTS is expected to offer [38]:
• New and better services : high-quality speech from UMTS, together with advanced data 
and information services such as multimedia,video telephony and video conferencing.
• Fast access : expected to support data rates up to 2 Mbps. It is also being designed to 
offer data rate on demand, which, in combination with packet data, will make operation 
of the system much cheaper.
• Friendly and consistent service environment : UMTS services are based on common 
capabilities throughout all UMTS user and radio environments. When roaming from his
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network to other UMTS operators, a personal user will experience a consistent set of 
services thus feeling to be on his home network (Virtual Home Environment or VHE). 
VHE will ensure the delivery of the service provider’s total environment, including for 
example a corporate user’s virtual work environment, independent of the user’s location 
or mode of access (satellite or terrestrial). VHE will also enable terminals to negotiate 
functionality with the visited network, possibly by a software download and home-like 
services will be provided with full security and transparency across a mix of access and 
core networks.
• Mobility and coverage: Multi-mode terminals capable of operating via 2G systems will 
roam among different networks, such as: (a) private network; (b) picocellular/microcellular 
public network; (c) wide area macrocellular network and (d) satellite network, with min­
imal break in communication.
2.2.1 Spectrum issues for 3G
In earlier generation terrestrial mobile has operated in 900/1800/1900 MHz and satellite mobile 
is 1500/1600 MHz region of the spectrum. 3G systems move to the 2 GHz band and spectrum 
availability in the mobile satellite band is key to provision of S-UMTS services. If integrated 
T/S-UMTS systems are to be economic spectrum availability should be close to that allocated 
for T-UMTS. The cost and lack of spectrum could be a major barrier to the development of the 
mobile multimedia market. Insufficient spectrum to meet the needs of the market-place will 
result in the access network becoming a service bottleneck. Under these circumstances, prices 
for market access would rise and service development would be suppressed. For these reasons, 
the long-term spectrum demand was identified by the UMTS Forum at the ITU level [39]. The 
World Administrative Radio Conference (WARC) 1992 identified the frequency bands 1885- 
2025 MHz and 2110-2200 MHz for future IMT-2000 systems, with the bands 1980-2010 MHz 
and 2170-2200 MHz intended for the satellite part of these future systems [40]. World wide 
frequency allocation according to WARC 1992 is shown in Fig 2.1.
During the WRC 2000, the additional bands 2500-2520/2670-2690 MHz were given to the 
development of satellite component of IMT 2000 [1]. Frequency bands allocation according to 
WRC 2000 is shown in Fig 2.2
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The WRC 2000 conference decided on [41]:
• Continued stability for the existing core bands identified by WARC-92; Identification 
of the additional spectrum for IMT-2000 world-wide in a similar way as the core bands 
(frequency bands: 1710-1885MHz and 2500-2690MHz). These will be the main bands 
from which administrations will fulfil their additional IMT-2000 spectrum requirements;
• Identification of IG and 2G mobile bands below IGHz to provide an opportunity to 
migrate these bands to IMT-2000 in the longer term;
• Identification of further existing MSS bands below 3 GHz for IMT-2000 to allow equi­
table opportunities for all the MSS satellite operators and a long term evolution towards 
an IMT-2000 satellite component complementary to the terrestrial component;
An opportunity for IMT-2000 base stations on High Altitude Platforms (HAPs) to use 
frequencies in the core bands in the context of the terrestrial component;
2.3 IMT 2000 terrestrial segment
In total, proposals for 16 different IMT-2000 standards were submitted to ITU by June 1998 
[39]; 10 proposals for terrestrial systems and 6  for MSSs. After evaluation of the proposals, 
all 16 have been accepted by ITU as IMT-2000 standards. The specification for the Radio 
Transmission Technology (RTT) was released at the end of 1999.
There are five terrestrial radio interfaces (Fig 2.3) that have been approved for the terrestrial 
component of IMT-2000 [22];
• UTRA WCDMA - CDMA direct sequence; as the successor to GSM
• CDMA 2000 - CDMA multi-carrier; as the interim standard 95 (IS-95) successor
• UTRA TDD - TD-SCDMA single carrier/CDMA TDD;
• UWC 136 - TDMA single carrier;
• DECT - FDMA/TDMA.
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UMTS Terrestrial Radio Access (UTRA) WCDMA, submitted by ETSI, is the most favourable 
candidate amongst them. This is a direct sequence CDMA with the bandwidth of 5 MHz and 
chip rate of 3.84 Mcps. Bearer services support real-time, non real-time applications and sup­
port circuit switched and packet switched services. UTRA time division duplex (TDD), again 
by ETSI, is based on a fundamental Time Division Multiple Access (TDMA) structure with a 
spreading feature, a hybrid of TDMA and CDMA. This means that more than one burst can 
be transmitted within a time slot, each with a separate spreading code. It is also more suitable 
for handling asymmetric traffic such as web browsing. UTRA TDD spreads information over 
approximately a 5 MHz bandwidth with a chip rate of 3.84 Mcps. The TDD mode is optimized 
for public micro and pico cells and unlicensed cordless applications. The FDD mode is opti­
mized for wide-area coverage, i.e., public macro and micro cells. Both modes offer flexible 
and dynamic data rates up to 2 Mbps. CDMA 2000 and Universal Wireless Communications 
(UWC)-136 candidate submissions to the ITU by United States (US) are evolutions from IS 
95 (CDMA based second generation standard) and UWC 136 (TDMA based second genera­
tion standard) standards respectively. CDMA 2000 is a multicarrier system with a bandwidth 
of 1.25 MHz. The specifications for UWC 136 have been developed by Universal Wireless 
Consortium and have a maximum commonality with GSM/GPRS. Digital enhanced cordless 
telecommunications (DECT) is based on a ETSI project, which aims to provide services to 
indoor and pedestrian environments. DECT is a TDMA radio interface with TDD. It has a 
wide cell radii ranging from a few metres to several kilometres, depending on application and
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environment and provides telephony quality voice services and a broad range of data services, 
including Integrated Services Digital Network (ISDN) and packet data. It supports symmet­
ric and asymmetric connections as well as connection and connectionless oriented message 
services.
2.3.1 WCDMA and UTRA
In early 1998 a major push forward was achieved when ETSI decided to select UTRA WCDMA 
as its UMTS radio technology. This was also supported by the largest Japanese operator, NTT 
DoCoMo. The core network technology was agreed to be developed on the basis of the GSM 
core network technology. European ETSI and Japanese standardisation bodies (Telecommuni­
cation Technology Committee (TTC) and Association of Radio Industries and Business, ARIB) 
agreed to make a common UMTS standard resulting in establishment of 3GPP organisation 
in December 1998 [42]. The collaboration agreement brings together a number of telecom­
munications standards bodies (refer to Fig 2.4) which are known as Organizational Partners. 
The current Organizational Partners are ARIB, TTC/Japan, China Wireless Telecommunica­
tion Standard Group (CWTS)/China, ETSI, Standardisation Committee T1 Telecommunica­
tions,US and Telecommunication Technology Association (TTA)/Korea.
The original scope of 3GPP was to produce globally applicable Technical Specifications and 
Technical Reports for a 3rd Generation Mobile System based on evolved GSM core networks 
and the radio access technologies that they support (i.e., Universal Terrestrial Radio Access 
(UTRA) both Frequency Division Duplex (FDD) and Time Division Duplex (TDD) modes). 
[43].
The first specification released by 3 GPP, Release 99 (also called 3 GPP R99 or 3GPP R3) has a 
strong "GSM presence”. The next release, was known as 3GPP ROO, was scheduled into two 
specification releases: (a)3GPP R4:defines the major changes in UMTS core network circuit 
switched side and introduces mechanisms/arrangements for multimedia including Internet Pro­
tocol (IP) based transport option (b) 3GPP R5: introduces IP concepts into the UMTS network 
[42].
WCDMA uses a chip rate of 3.84 Mcps leading to a carrier bandwidth of approximately 5 
MHz. It supports FDD and TDD modes as duplex methods. Operation of asynchronous base
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stations means no global timing reference is required. It employs coherent detection on up 
link (UL) and down link (DL) using pilot symbols. WCDMA is also designed to be used in 
conjunction with GSM permitting hand over (HO) between GSM and WCDMA. It has a radio 
frame of 10 ms length which consists of 15 slots.
UTRA FDD physical layerrUp link
Data stream coming from higher layers is transmitted over the air with transport channels, 
which are mapped into different physical channels. There are two types of transport channels:
(a) dedicated transport channel; intended for a particular user and (b) common transport chan­
nel; reserved for all the users in the cell. A Transport Format Indicator (TFI) accompanies each 
transport channel. When the transport channels are mapped into physical channels, TFI from 
different transport channels are combined and form Transport Format Combination Indicator 
(TFCI). In the physical layer, data from higher layers is mapped into physical data channels 
called Dedicated Physical Data Channel (DPDCH) whereas; control information (including 
TFCI) is mapped into physical control channels called Dedicated Physical Control Channel 
(DPCCH). The bit rate of DPCCH is constant while the bit rate of DPDCH can vary from
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frame to frame. Fig 2.5 illustrates the interface between higher layers and the physical layer.
Once the transport blocks from higher layers arrive at the physical layer, they are coded and 
multiplexed before being mapped into physical channels. Channel coding includes error detec­
tion/correction, rate matching and interleaving. The following two sections describe the coding 
and multiplexing procedure.
The first operation in the physical layer is Cyclic Redundancy Check (CRC) attachment for 
error detection. The data stream is then fragmented into transmission time intervals, TTI, (10 
ms, 20 ms, 40 ms and 80 ms) in order to fit tliese transport blocks into code blocks as defined by 
the encoder. The encoding of code blocks are performed either using convolutional coding (1/2 
or 1/3 with constraint length 9) or using Turbo coding. The Turbo coding scheme is a Parallel 
Concatenated Convolutional Code (PCCC) with 1/3 rate. Radio frame size equalisation is 
performed (by padding) so that the output bits can be segmented into equal size blocks when 
transmitted over more than a single 10 ms radio frame. This process is available only in the UL. 
There are two interleaving stages in the system. First is a block interleaver (with inter-column 
permutations), which performs inter-frame interleaving. It has different options depending on 
the TTI. Radio frame segmentation is then performed for the bit stream. Rate matching is 
applied by means of puncturing or repeating in order to match the input bit rate into allocated 
dedicated physical channel bit rate. The number of bits to be punctured or repeated is calculated 
using the rate-matching attribute, which is defined by the higher layers. Rate matching may 
vary on a frame-by-frame basis. Radio frames are then serially multiplexed every 10 ms to 
form a composite transport channel. Following the multiplexing, discontinuous transmission
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bits are inserted in order to indicate when the transmission should be turned off. Subsequently 
second interleaving also called intra-frame interleaving is performed. The second interleaver is 
a block interleaver with intercolumn permutations applied to the 30 columns of the interleaver. 
When more than one physical channel is used, the input bit stream is segmented and mapped 
into different physical channels following the second interleaving operation. In the UL, the 
physical channels used are either completely filled with the bits or they are not used at all.
UL frame structure is shown in Fig. 2.6 DPDCH is filled with data bits whereas DPCCH 
consists of Pilot, TFCI, feed back information (FBI) and transmit power control (TPC) bits.
Once the data stream is mapped into the physical channels, each channel is spread using dif­
ferent Orthogonal Variable Spreading Factor (OVSF) codes or channelization codes(C^ in Fig 
2.7). The spreading factor may vary from 4 to 256 depending on the bit rate and the final 
chip rate after spreading is 3.84 Mcps. In the UL channelization codes are used to separate
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DPDCH and DPCCH from the same terminal. After channelization, the spread signals are 
weighted by gain factors, bn- The transmission of two parallel channels, DPDCH and DPCCH, 
leads to multicode transmission (since they are spread by two different codes), which increases 
peak-to-average power ratio. This power ratio has to be minimised by suitable power allo­
cation between DPDCH and DPCCH in order to reduce the amplifier back-off requirements. 
Moreover, for higher bit rates the power of DPCCH is higher, enabling more accurate channel 
estimation which in turn improves E^/No performance. This different power allocation for 
DPDCH and DPCCH is controlled by the gain factor, which is performed by the network. 
The power difference has been quantified to 4 bit words, i.e. 16 different values. At every 
instant in time, at least one of the gain values hi and 62 has the amplitude 1 .0  and the other 
value has the amplitude between 0 and 1. The data symbols from different physical channels 
are then multiplexed and I and Q branches are formed as shown in Fig 2.7. This procedure is 
called I-Q/code multiplexing or dual-channel QPSK modulation.
The power level difference in DPDCH and DPCCH, due to the different rates, may cause 
interference. This problem can be overcome by subsequent scrambling operation. Scrambling 
does not change the chip rate and it separates the tenninals from each other. Fig 2.8 illustrates 
the spreading and multiplexing procedure for UL.
UTRA FDD physical layer:Down link
With a few exceptions, the same UL procedure is applied to the DL. Radio frame equalization 
(padding) is not required in the DL since the rate matching guarantees the input bit sequence 
can be fragmented into equal-sized radio frames. Rate matching is performed just after encod­
ing. Unlike UL, DL physical channels do not need to be completely filled with bits. Moreover, 
QPSK is used for data modulation in DL.
Fig 2.9 illustrates the spreading operation for the DL. Data and control information is time 
multiplexed and serial-to-parallel converted in order to map to the I and Q branches. Unlike in 
the UL, in DL the same channelization code is used to spread I and Q branches coming out of 
the serial to parallel converter. DL frame structure is shown in Fig 2.10
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2.3,2 Current status of 3G
The launch of the world’s first commercial 3G network by NTT DoCoMo of Japan occurred in 
October 2001 with the initial service area covering Greater Tokyo. The services offered include 
voice, video and circuit switched data at 64 kbps, packet data at 384 kbps DL, short messag­
ing services (SMS) and Internet connectivity [44]. Meanwhile in Europe, trials of WCDMA 
technology are continuing, with the latest announcement being from Poland where local GSM 
operator PTC recently demonstrated a UMTS call using equipment supplied by Siemens and 
NEC. There have now been seven successful WCDMA trials carried out by European op­
erators and two networks, those in Monaco and the Isle of Man, are officially described as 
pre-commercial. The first public 3G video call over the network was made on the 15th May. 
The video call was made using an NEC palm-sized image. On the 29th June, the minister of 
state for the principality made the first 3G voice call over the Monaco network [45].
From the vendor perspective, both Ericsson and Nokia have successfully demonstrated 3GPP 
Release 99 compliant WCDMA equipment making both circuit and packet switched end-to- 
end voice and data calls [45]. Over 100 3G licenses have now been secured worldwide via 
a combination of auctions, beauty contests, ’’sealed bid” competitions and automatic awards 
[46].
The availability of services that meet genuine market requirements will be absolutely key to the 
success of UMTS/3G. Unlike 2G, where services were specified in the standard, 3G standard­
ises services capabilities, which will enable the creation of customised and operator specific 
services that will generate new revenues streams [47].
The varying degrees of urgency to deploy 3G systems, different expectations, as well as differ­
ent degrees of market liberalisation have substantially lead to distinct approaches to standardi­
sation in Europe, Japan and the US [44].
Although the global mobile industry is currently experiencing a difficult period, mainly due to 
the high cost of licences and the uncertainty over the potential market for mobile Internet type 
applications, SMS usage continues to grow rapidly. Around 50 billion text messages were sent 
worldwide in the first three months of 2001 and the pace is picking up. Analysts have been 
predicting that SMS traffic would reach 200 billion messages a month during 2002 and that 
figure looks likely to be exceeded at a much earlier date [45].
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2.4 IMT 2000 satellite segment
Major advances in technology have led to a boom in satellite system investment and devel­
opment. Current satellite systems, such as Iridium, ICO and Globalstar, are first generation 
Satellite Personal Communication Networks (SPCNs) that provide speech and low data rate 
services. In the future, users of satellite communications can expect better and more capable 
multimedia type of services at lower prices. Most of the 3G systems aiming to provide S- 
UMTS services have target bit rates of around 144 kbps. Some of the other broadband systems 
under development (such as Teledesic, Skybridge, Spaceway, Astrolink) will deliver data rates 
in excess of 2 Mbps, however, at the expense of terminal size and the reduced mobility [48].
In the past few years, a number of projects and activities have taken place in Europe. Projects 
such as SAINT (integration of the satellite in to the 3G mobile networks), SINUS (univer­
sal S-UMTS test bed), SUMO (advanced S-UMTS test bed for mobile multimedia applica­
tion services), SATIN (new S-UMTS access network architectures with emphasis on point-to- 
multipoint service provision and efficient IP access for multimode (T/S-UMTS) mobile termi­
nals), ROBMOD (Robust Modulation & Coding for Personal Satellite Communications aims 
at developing and testing a hardware test bed for S-UMTS systems), ATE (Advanced TestBed, 
a follow on of ROBMOD to provide a packet oriented demonstration), VIRTUOUS (Virtual 
Home UMTS on Satellite aims at identifying, designing and demonstrating a feasible, prag­
matic, smooth migration path towards terrestrial and satellite UMTS), GEOCAST (multicast 
over geostationary EHF satellites) and BRAHMS (Broadband Access High Data Rate Multi- 
media Satellite aimed to define and develop a universal user access interface for broadband 
satellite multimedia services, which is open to different satellite system) have made signifi­
cant technical contributions in the field. However, the S-UMTS has not been standardised yet 
mainly because the major interest is in T-UMTS due to market considerations.
Inter-operability (can occur at terminal level, network level and service level) and the common­
ality between tenestrial and satellite systems are essential in order to provide global coverage. 
Therefore, the architecture definition of T-UMTS will influence that of S-UMTS architecture. 
Due to the growing popularity of the Internet and IP-based applications, it is important to have 
a more efficient treatment of data traffic in the future wireless communication systems. Due to 
high costs and the shortages of the T-UMTS spectrum, operators are now looking into provi-
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Figure 2.11: Illustration of S-UMTS system
sion of integrated broadcast/multicast services via hybrid broadcast-UMTS systems. S-UMTS 
can play a vital role in efficient delivery of broadcast/multicast type of applications.
As shown in Fig 2.11, S-UMTS can be divided into three segments [16], space segment, user 
segment and ground segment. The space segment consists of a satellite constellation with 
a various numbers of satellites with or without inter satellite links (ISL) depending on the 
constellation type and a satellite control centre managing the payload telemetry, tracking and 
command. The user segment consists of user terminals or mobile earth stations. The ground 
segment comprises gateways and network control centres.
2.4.1 Role of S-UMTS
Until recently, mobile satellite systems and terrestrial mobile communication systems operated 
independently. However, the multimedia services anytime/anywhere concept in UMTS gave 
satellite systems a new dimension as a collaborative part of the terrestrial UMTS (or to extend 
availability of terrestrial services) rather than a stand-alone system. In other words satellite
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systems will be complementary, rather than competitive to their terrestrial counter-part. They 
can complement either in terms of coverage or service extension. It is clear that without satellite 
systems, anywhere characteristic is impossible to achieve. For instance, coverage extensions 
to T-UMTS, rapid deployment capability, disaster-proof availability (areas lacking terrestrial 
communication due to damaged/destroyed or not yet built networks) and provision of global 
roaming are some of the key opportunities for S-UMTS to play an important role.
It is important to concentrate on system and service strategies that take advantage of the unique 
and complementary service characteristics offered by satellite systems such as wide-area cover­
age, efficient broadcasting and multicasting. A complementary role could be played in different 
ways; (a) geographical complement (b) service complement and (c) early service proposition 
[10].
In order to be commercially successful, next generation mobile satellite systems should [16];
• develop a convincing business plan;
• be flexible with alternative technologies such as GSM, general packet radio service 
(GPRS), enhanced data rates for GSM evolution (EDGE), digital audio broadcasting 
(DAB), digital video broadcasting-terrestrial (DVB-T) etc.;
• meet expectations in terms of quality;
• target suitable markets;
• develop attractive user terminals;
• have sufficient spectrum allocation;
• minimize the technological risks;
Despite recent failures of some of the mobile satellite systems, there have been a number of 
niche markets in which the satellite systems will be able to dominate. For instance they will 
be able to provide services to maritime and aeronautical applications (such as navigation, po­
sition reporting, passenger services) and areas not yet served by T-UMTS (e.g. rural areas) 
and all applications benefiting from the satellite wide coverage advantage (e.g multicasting 
and broadcasting service provision including satellite-DVB (S-DVB), satellite-DAB (S-DAB),
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news, weather) will be a key role of S-UMTS. An evolutionary approach to the current systems 
is more desirable since it enables the re-use of the existing infrastructure, which will reduce 
the cost and the risk of the system. This will enable the commercial success of the system, as 
traffic tariffs will be an important factor in the competitive market. From the user’s view point, 
having a unique dialling number with a highly integrated terrestrial/satellite compact terminal 
will be a key requirement and will be a technical challenge for satellite terminal manufacturers. 
If the satellite component is to be a part of an integrated UMTS family, it is important to have 
as common an air interface as possible based on T-UMTS. On the other hand if the satellite 
component is going to provide broadcast/multicast applications, modifications/optimisations 
are required in order to support both service groups in cost efficient manner.
Although an evolutionary path is an advantage from a technological view point, it is also nec­
essary to identify the risks in service technology and time scales. In accordance with a realistic 
growth forecast, there is likely to be an increase in spectrum demand and, hence, possible 
spectrum allocation issues need to be investigated.
Limited coverage in urban areas due to the blockage of the radio link and limited in-building 
coverage are main drawbacks in mobile satellite systems. The concept of placing an interme­
diate module is found to be one of the best possible solutions to solve this problem and extend 
the coverage. [16],[1]. An intermediate module or gap filler is a one way repeater/amplifier 
placed with a direct link to the satellite which receives the signal in S-UMTS band from the 
satellite and transmits it towards the terminal, which changes the modulation and the frequency 
of the signal depending on the requirement. This concept will allow provision of the additional 
services for those areas where S-UMTS has problems. However, issues such as repeater func­
tionality, complexity, spectrum allocation and reusability of the terrestrial terminal need to be 
investigated further. Scenario 3 in Fig 2.12 illustrates this concept.
2.4.2 Access scenarios
A number of different access scenarios (see Fig 2.12), such as direct access to the satellite 
and indirect access to the satellite using an intermediate module repeater (individual or collec­
tive), have been defined based on the service perspective in [49]. All these scenarios support 
conversational, interactive and distribution services.
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• Scenario 1-Direct access to satellite: In this scenario the system uses mono (S-UMTS) or 
dual mode (S/T-UMTS) terminals which receive signals directly from the satellite. The 
transmission from the terminal goes through terrestrial network to the appropriate gate­
way functionality. Global coverage will be available, however it has a limited coverage 
in the indoor environment.
• Scenario 2-Indirect access to satellite-individual configuration: The system requires a T- 
UMTS standard terminal equipped with a short-range wireless interface (e.g.Blue-tooth) 
and booster which allows the communication with the satellite. Ideal example is vehicle 
use.
• Scenario 3-Indirect access to satellite-collective configuration: This is similar to the pre­
vious case with the booster replaced with an intermediate module (gap filler). This sys­
tem is well suited for providing communication for on board ferries, trains and isolated 
villages.
In addition to the above mentioned cases, broadcast oriented scenarios are defined in two cat­
egories; (a) direct access to satellite and (b) indirect access to satellite. These two cases are 
similar to those first and third items explained above which are generally well suited for broad­
cast/multicast applications.
2.4.3 Satellite services and market aspects
Identification of the real market potential as well as realistic market forecast studies are vital in 
order to make money out of a satellite system. Whether they should address the mass market 
or target specific niche markets is a question closely related to their positioning with respect to 
terrestrial systems providing similar sets of services.
In the case of S-UMTS, there is agreement within the satellite community that S-UMTS ser­
vices will only become widespread around the world if they can invade the mass market -an 
opinion that is stated and justified in [50] and [9] as well. It is not expected to close the gap 
between terrestrial and satellite system costs in the years to come, hence it is obvious that only 
selected fringes of the mass market will be concerned by S-UMTS services. However, this does 
not mean that any potential to penetrate into the niche markets should be neglected.
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Figure 2.12: S-UMTS access scenarios
Wealth is likely to be the key factor to consider when assessing potential markets, especially in 
developing countries. Since these countries do not possess sufficient infrastructures, satellite is 
likely to be the only way to provide users with telecommunication services and/or mobility. In 
this way, if the cost considerations are overlooked, total potential users will mostly belong to 
developing countries due to the added value offered by S-UMTS (S-UMTS is the only oppor­
tunity). S-UMTS services may be divided into two categories:
• (a) satellite specific applications covering traditional satellite markets : telephony for
maritime and aeronautical users, news gathering and database access, tele-diagnosis in 
emergency cases and other telemetry applications
(b) non-satellite specific applications that may benefit from the extended geographic 
coverage offered by an S-UMTS system : (1) location based services; (2) broadcast/multicast 
applications
A short description of each specific segment is provided in the following three subsections.
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Table 2.1: NICHE APPLICATIONS
Existing niche applications Potential S-UMTS niches
wide area paging/messaging users 
passenger services 
fleet management (cars, trains, 
trucks, ships/cruise/ferry), 
radio-navigation 
operational & administrative services 
location at ground level for 
emergency/distress services
remote surveillance-public, private 
or governmental security services 
tele-joumalism - journalists
construction industry support- 
public buildings and works sector 
tele-medicine
(a) Ilraditional niche markets
These are the market segments currently served primarily by INMARSAT (maritime/aeronautical 
users) and OMNTTRACKS/EUTELTRACKS (fleet management). The systems may be global 
or regional and are already well established. Niche applications for S-UMTS are shown in 
Table 2.1. They are grouped into two categories:
• existing niche markets: already covered by S-UMTS competitors with better-known mar­
kets where satellite solutions already exist. The users are maritime/aeronautical users, 
military organisations and international business travellers
• potential niche markets: the emerging generation of services which will take mobile 
satellite communications into new market segments and opportunities
(b.l) Location/Positioning aspects
Localisation is one of the most powerful ways to personalise services and provide added value 
for the end-user [51]. Locating a mobile terminal may be extremely useful in cases of emer­
gency, while users’ location may be used by the network operator to provide differentiated 
billing. It is easy to predict that location-based services and applications will become one of 
the new critical dimensions in both T- and S-UMTS.
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Specific satellite systems that currently exist, INMARSAT, SARSAT, ORB COMM, are already 
providing users with dedicated services. More are about to be launched [10]:
• Positioning systems for general applications (GPS, Galileo);
• Localisation of vehicles for fleet management (Eutelsat’s EUTELTRACS service);
•  Weather display (SARSAT);
• Paging systems and non-real time low data rate messaging (Orbcom);
• Emergency/distress services for rescue operation (ARGOS);
Location-based services provide another tier of customer knowledge that allows Internet busi­
nesses to deliver ’’context” specific services that also deliver added value to the customer:
• Navigation/reservation/ordering depending on user’s actual location
• Home/local/travel information depending on user’s actual location
• Translation services depending on cellular/roaming information
• Up-link for satellite-based interactive services (e.g. via DAB-S, DVB-S)
• End user assistance services: low usage services designed to provide end users with 
safety networks for difficult situations such as roadside assistance and emergency ser­
vices.
• Monitored person location: includes data for health care, emergency calls and prisoner 
tagging
• Third party tracking services for both corporate and consumer markets. Information 
regarding the location of a third party is provided for use in fleet management, asset 
tracking and people finding
• Trigger services are automatically initiated when end users enters a pre-determined area. 
Examples include location-based billing and advertising services
• Billing models dependent on the location of the source and destination of actual commu­
nications (e.g. family/friends, mobile workers, corporate mobile users).
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(b.2) Multicast/Broadcast aspects
Delivery of conventional audio/video programmes (e.g. entertainment, news, sports events) 
lasting for hours requires the introduction of broadcasting concepts in UMTS as well as the 
introduction of multicast-IP technologies: the program is delivered on the UMTS network 
once for multitude or class of users. In the last five years the DVB community in Europe has 
been investigating multimedia concept delivery by the digital broadcasting networks [52].
IP multicast is an Internet protocol that enables transmission of data packets to a group of 
receivers. IP multicast makes efficient use of bandwidth by setting up a mid-point between 
unicast traffic (one-to-one) and broadcast IP traffic (one-to-many). It transmits a single copy 
of a message to a group of interested receivers and scales well with increasing number of 
receivers. It is also more efficient than IP broadcasting, since a copy of a message is sent only 
to the interested users and not to all of them (as in broadcasting).
In less than five years the Internet has grown from 16 million to over 190 million users [53]. 
There is a growing belief among network experts that the IP multicast transport technique will 
inevitably be a core part of the next generation Internet. More recently, IP has been gaining 
acceptance as a platform for delivery of multimedia services. Since mid-1999, UMTS specifi­
cation work has been driven by a shift towards an all-IP UMTS network architecture. This shift 
formed the basis for the Release 00 specifications, that replaced the circuit-switched transport 
technologies used in UMTS Release 99 by packet switched and introduced multimedia support 
in the UMTS core network [1].
Satellite systems may offer a complementary solution, with a possible long-term impact to the 
way in which multicast data is delivered over the Internet. Satellite’s broadcast nature and 
ubiquitous coverage offer a natural way to multicast data over a large cell. Their wide footprint 
coverage enables mobility and flexibility. In this way mobile satellite broadcast systems can 
become a very efficient complement to terrestrial mobile networks, removing their asymmetric 
load and providing them with far more point to point equivalent capacity for far less investment 
cost.
By combining satellite and terrestrial repeater deployment, infrastructure cost could be drasti­
cally reduced, providing the system with a global and complete coverage and allowing distri­
bution cost to really fit price constraints of multimedia business.
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Table 2.2: S-UMTS POTENTIAL SERVICE REQUIREMENTS [9]
Service media Type Applications BER Max end-end 
delay [ms]
User data rate 
[kbps]
Terminal type
speech real time telephony 1 0 -3 400 up to 8 hand-held,portable,
transportable,
vehicular
data non real time «Internet access,news 
distribution, email 
with attachments,fax, 
broadcast applications 
(telebanking,ecommerce)
1Q-® 
to 1 0 -3
500 up to 64 on 
forward link 
up to 16 on 
return link
handheld
text non real time short message 1 0 -6 500 9.6 hand-heId,portable,
transportable,
vehicular
video real time video telephony 
video conference
1 0 -6 400
...
64 hand-held,portable,
transportable,
vehicular
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Table 2.3: CLASSIFICATION OF MULTICAST APPLICATIONS [10]
Topology Applications Bandwidth Delivery mode
One-to-
many
Audio/Video broadcast 
Data distribution/monitoring 
Software updates 
Stock quotes
High
Low
Medium
Low
Real-time
Non-Real-time
Non-Real-time
Real-time
Many-to
-one
Data collection (survey) 
Auctions 
Polling 
Multimedia conferencing 
Concurrent processing
Medium
Medium
Medium
High
High
Real-time
Non-Real-time
Non-Real-time
Real-time
Real-time
Many-to
many
Shared distributed databases 
Distance learning 
Distributed interactive 
Simulations,multiplayer games
High
High
High
High
Non-Real-time
Real-time
Real-time
Real-time
Further to S-UMTS services, five potential service categories have been identified [9]. Table
2.2 shows a summary of applications with the principal characteristics for each one. Table 2.3 
shows the multicast applications.
2.5 Brief comparison of IMT 2000 satellite systems proposals
S-UMTS standardisation is currently well behind that of T-UMTS. Among the six radio in­
terface proposals that have been considered for IMT-2000 [29], two were submitted by ESA 
based on W-CDMA and W-C/TDMA which are not constellation specific, while the remaining 
proposals are as follows, INX system by Iridium Operating LLC which is also not constella­
tion specific, SAT-CDMA system with LEO constellation by Telecommunication Technology 
Association (TTA), S.Korea, ICO Radio Transmission Technology (RTT) with medium earth 
orbit (MEO) constellation by ICO Global Communications and Horizons system with GEO 
constellation by Inmarsat.
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Table 2.4: SUMMARY OF IMT-2000 SATELLITE PROPOSALS
Parameter ICO SW-CDMA Iridium SW-C/TDMA SAT-CDMA Horizon
Min. frequency band 2 X 15 2 x 5 2 X 7.5 2 x 5 2 x 5 2 X 15
required to deploy MHz MHz MHz MHz MHz MHz
Duplex method FDD FDD FDD & TDD FDD or F/TDD FDD FDD
RF channel spacing 25 kHz 2.5/5 MHz 2-2.6/4-5.2 MHz lOMHz • 100 kHz
No slots per frame 6 16 4 8 16 18
Multiple access/ FDMA DS-CDMA TDM A& DL:W-0-C/TDM DS-CDMA F/TDMA
Multiplexing method &TDMA DS-CDMA UL:W-0-C/TDMA BPSK/ TCM 8PSK
Modulation OMSK/ BPSK/ BPSK&QPSK QPSKORdual QPSK (U L & D L )
UL/DL QPSK.BPSK QPSK,dual-BPSK (U L & D L ) BPSK(UL& DL)
Channel coding CC (voice 1/3, 1/3CC, 1/3 CC, 1/2,1/3 CC Turbo
date 1/2) Turbo Turbo RS
Max bit rate(kbps) 38.4 144 144 64 128 144
Space diversity multiple multiple supported multiple multiple 2 satellites
satellites satellites satellites MRC
Constellation MEO 12 not specific LEO/MEO not specific LEO 48 GEO 3/4
(km) 10390 2000 35786
The following sections of this chapter gives a brief comparison of all the IMT-2000 satellite 
proposals. Table 2.4 shows the summary of the literature review. The parameters to be com­
pared are divided mainly into 2 classes; general system level parameters and physical layer 
parameters.
2.5.1 System level issues 
Constellation types
Although, the ESA proposals are independent of the constellation type, there are many param­
eters (e.g.diversity, HO) within these two proposals that depend on the type of constellation. 
The INX system (by Iridium LLC), proposes either LEO or MEO constellations whilst the re-
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maining systems have designed and optimised their air interfaces to a specific constellation (i.e 
ICO by ICO global communications-MEO, SAT-CDMA by TTA-LEO, Horizons by Inmarsat- 
GEO)
Elevation angle distribution
Elevation angle distribution has a great impact on availability and blockage in a satellite system. 
The elevation angle also influences the link budget in terms of path losses and link margin 
dimensioning. Blockage probability of the satellite decreases with increasing elevation angle.
Generally LEO systems have low mean elevation angle and must rely on satellite diversity. 
SAT-CDMA system (LEO) has a minimum elevation angle of 17.5° (for service link) and 
does not depend heavily on satellite diversity. Simulation results [29] concluded that in a dual 
satellite diversity environment, maximum ratio combining becomes more effective than equal 
gain combining , as the difference in elevation angles of the two satellites increase. Although 
GEO systems provide consistent availability at lower latitudes, they are not good for higher 
latitudes nor for providing satellite diversity. ICO (MEO) provides minimum and average 
elevation angle 25° and 50° respectively for regions between 20° to 50° of latitude. It also 
has two or more satellites visible for at least 90% of the time. Iridium has a minimum user 
elevation angle of 15°.
Diversity
To make use of the Rake receiver architecture in the satellite environment, path delays are 
deliberately introduced by the BS such that when the signal arrives via two visible satellites 
(in dual satellite diversity scenario) the Rake receiver at the receiving station can coherently 
combine the signals. Satellite diversity is an essential part of S-UMTS in order to implement 
the soft HO (when the signal quality falls below a threshold, connection to another satellite is 
made before terminating the connection with the current service satellite) and to improve the 
quality and availability of the system particularly under shadowed conditions.
Satellite diversity is provided by all the proposals (for LEO constellations in ESA and Iridium 
proposals) except the Horizons system which is a GEO system.
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Frequency diversity techniques have not been used by any of the proposals to compensate 
medium impairments. This is due to the short delay spreads associated with the satellite channel 
not providing much improvement.
Adoption of satellite diversity is very difficult in a TDMA system such as ICO as it needs very 
precise timing advances. A large amount of signalling would be required if satellite switching 
is to be used in order to identify how to swap from one satellite to another. Moreover, termi­
nal complexity will also increase unlike the CDMA based mobile terminal (MT) where Rake 
architecture can be implemented to exploit diversity.
Multiple access technique
The W-C/TDMA proposal is more suitable to the employment of multi user detection to in­
crease the capacity (compared to W/CDMA proposal) since the number of codes to be pro­
cessed simultaneously is less.
Full frequency reuse is allowed in both the ESA proposals simplifying the frequency planning 
compared to TDMA and FDMA proposals such as ICO (FDMA & TDMA) and Horizons 
(F/TDMA). In the ICO system, a 4-cell frequency re-use pattern is implemented such that the 
given frequency is never available simultaneously to two beams with insufficient isolation. The 
frequency plan is also adaptive to the traffic variation and the evolution of the constellation.
Both ESA proposals use randomisation codes (optional for SW-CDMA) to make adjacent beam 
and inter-satellite interference appear noise like. Since a common code is used in the synchro­
nisation burst, the DL acquisition becomes simpler. If a minimum mean square error (MMSE) 
interference mitigation technique is not used, very large m-sequences are used as randomisation 
codes. Short codes can be used in the presence of MMSE detection.
The Iridium system intends to use both TDMA and CDMA multiple access techniques and 
both FDD and TDD modes in order to increase the efficiency of spectrum utilisation. The 
performance of a CDMA system depends heavily on the effectiveness of the power control 
loop. Long round-trip delay associated with satellite systems introduces limitations to accurate 
power control. The CDMA air interface is used for applications such as data services in which 
the environment is more stable and where the power control can be effective. The TDMA
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interface is used for mobile voice types of service in which the environment and hence the 
signal level changes rapidly. However, adoption of two different air interfaces increases the 
complexity in the MT as well as the payload. The air interface is able to support the required 
bandwidth for users by aggregation of multi-time slot, multi-codes and/or multi-carrier due to 
the employment of two different air interfaces.
Duplex method
Among all the proposals, only the INX (Iridium LLC) system considers pure TDD mode of 
operation. The W-C/TDMA (ESA) proposal considers F/TDD operation which reduces the 
terminal complexity as it requires less demanding antenna duplexers compared with FDD (but 
will need complex filters). The rest of the proposals consider only the FDD mode of operation. 
This is mainly due to the symmetric frequency allocation for S-UMTS.
2.5.2 Physical layer issues 
Framing and interleaving
The frame size of all the proposals varies between 10 ms to 48 ms. In the SW-CDMA proposal, 
10 ms is chosen for the frame size. This is desirable because it is also the frame duration 
chosen by the ETSI UTRA proposal, which has finer granularity in terms of bit rates and 
interleaving. For real time services, interleaving is limited to at most 20 ms. Hence interleaving 
cannot be spanned over many frames due to time constraints. The super frame length (600 
ms) of SW-C/TDMA is different from its terrestrial counterpart, is (720 ms) however, it is a 
integral multiple of the GSM super frame which is 120 ms. SAT-CDMA (S .Korea) has a similar 
proposal to that of the ESA approach in terms of framing aspects (10 ms duration). ICO and 
Iridium considers only intra-burst interleaving which gives almost no additional delay due to 
interleaving. However, performance with interleaving is limited due to the small interleaving 
depths allowable. Being a GEO system. Horizons Considers a frame duration of 48 ms with 18 
time slots per frame. Since it is a TDMA system, guard timing requirements are more crucial 
than CDMA based systems. Therefore a longer frame length is considered in order to obtain a 
higher efficiency in terms of overhead.
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Power control
In the W-C/TDMA proposal, only closed loop power control is considered. If a LEO constel­
lation is used, only one power control command per frame is proposed to be sent. Although, 
open loop power control could be useful to overcome slow shadowing caused by trees etc., it is 
not always suitable to mitigate multipath fading since sufficient fading correlation between DL 
and UL cannot be guaranteed at all times. ICO also proposes closed loop power control with 
two power control cycles per second to control a dynamic range of 16 dB with the step size of 
1 dB. SW-CDMA utilises multilevel power control (2 bits) with the step size of 0.25-1 dB to 
control a dynamic range of 20 dB. The rate at which the power control commands are sent is 
50 to 100 Hz. Iridium has a step size of 2 dB for TDMA and 0.5 dB for CDMA with 2 to 20 
Hz for a dynamic range of more than 16 dB.
SAT-CDMA uses open loop power control for initial power setting. The signal-to-interference 
ratio (SIR) based closed loop power control scheme with a variable step size (0.25 & 1 dB) 
with 2 bit power control information is used to adapt to the propagation environment. It was 
found that the variable step size approach is much more effective than a single step size [54].
Hand over
In W-C/TDMA, although, soft HO is considered, fast hard HO (as soon as the signal quality 
falls below a threshold, HO is performed and connection to the current satellite is terminated) 
strategy is proposed. Fast hard HO is also advantageous in terms of channel resource require­
ments since it does not require two links simultaneously (unlike soft HO). Moreover, it is more 
suitable for vehicular terminals operating at higher mobile speeds since the overlapping area 
between beams may occur only for a short duration. However, this HO strategy may not be 
suitable for a MT operating solely in F/TDD mode due to its inability to provide large enough 
peak power to support two links simultaneously. Sharing the time resources between two links 
may be a good solution for such a case. Only hard inter-frequency HO is supported by SW- 
CDMA. This HO can be either inter-gateway or intra-gateway. Inter/Intra-gateway HO can be 
initiated by the FES and two carriers may either belong to the same gateway or two different 
gateways. For beam HO and inter-satellite HO, soft HO strategy is supported. Although ICO 
is not based on CDMA, a soft HO strategy is proposed with the HO decision made by the
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MT. However, it has a time gap of 80 ms (2 frame duration). Implementation of soft HO for a 
TDMA based system is quite difficult, as it requires precise timing control. Iridium supports 
both soft and hard HO strategies initiated by the network with the assistance of the MT.
LEO systems such as SAT-CDMA have the drawback of increased orbital speed requiring fre­
quent inter-satellite HOs. ISLs are very useful to avoid call dropping yet they increase complex­
ity. An efficient adaptable routing algorithm, which is capable of handling the traffic without 
much overhead, plays an important role as far as the network is concerned. SAT-CDMA will 
support mobile-assisted network-dedicated HO. In addition to inter-beam and inter-satellite 
HO, it also supports inter-FES HO.
Synchronisation
In ESA proposals, preambles (without any dedicated channel) are used to achieve the syn­
chronisation in the UL. However in the DL, two dedicated channels (broadcast on every radio 
frequency (RF) channel) are used for this purpose to reduce complexity and delay.
In W-C/TDMA, the system time and frequency is assumed to be virtually located in the satel­
lite. In the feeder UL (fixed earth station (FES) to satellite) of a transparent transponder, the 
base station (BS) offsets its transmit times and frequencies whereas in the service UL (MT to 
satellite) the BS controls timing of the MT such that the signal arrives at the satellite in syn­
chronism (quasi-synchronism in service UL) with the system time and frequency. However, 
this requires variable delay units, clocks and oscillators in the BS in addition to a knowledge 
of the exact position of the satellite and the velocity of the satellite. The same randomisation 
code is used in all of the beams of the same satellite by offsetting the transmission by a cer­
tain number of chips among different beams. The BS controls this procedure. System wide 
synchronisation is assumed (in the order of ms) among all satellites of the same satellite radio 
access network (SRAN) either with ISLs or via a terrestrial network (for a transparent payload). 
It should be noted that ISLs are considered only for non-GEO constellations
Compared to CDMA based systems, TDMA systems require more precise timing and syn­
chronisation procedures. For example, ICO being a FDMA/TDMA system, requires a timing 
accuracy of 1 ms.
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2.5.3 Modulation and coding
Both of the ESA proposals use dual binary phase shift keying (BPSK) for lower bit rates (i.e. 
less than 4800 bps) since it is less sensitive to phase errors at such low bit rates. Although 
under perfect coherent detection, both dual-BPSK and QPSK schemes perform equally well 
in the case of partial coherent detection with carrier phase perturbations, dual BPSK performs 
slightly better in terms of energy efficiency. However, if MMSE interference mitigating detec­
tors are adopted, quadrature phase shift keying (QPSK) outperforms dual BPSK. Dual BPSK 
also reduces the number of spreading codes available since two different codes are applied to I 
and Q branches. In the W-C/TDMA UL, 7t/4—Q P S K  is used for carrier modulation to reduce 
the envelope variation allowing the MT to use more power efficient non-linear amplifiers.
In contrast to the use of BPSK/QPSK modulation schemes, ICO (Gaussian minimum shift 
keying (GMSK) for UL) and Horizons (trellis coded modulation (TCM)) propose completely 
different modulation schemes. Horizons also intends to use Turbo coded 16 Quadrature Ampli­
tude Modulation (QAM) scheme with channel spacing of 100 kHz. It should be noted that the 
specifications for Horizons are subject to change. GMSK, which is being used for GSM, has 
highly desirable features for mobile communication. Most importantly it produces a constant 
envelope which allows it to use simple and power efficient non-linear amplifiers in the MT. Fur­
thermore, relatively narrow bandwidth (gives good spectrum efficiency) and low out of band 
radiation (low adjacent channel interference) are among other advantages of using GMSK.
In W-C/TDMA, standard quality services (BER < 10“ ^) are supported by 1/3 convolutional 
coding and by changing either the number of slots per frame or the spreading factor with bit 
repeating and puncturing. However, the spreading factor and the slot assignment is kept fixed 
during a session for variable bit rate services while the convolutional coding rate is continu­
ously adapted in the range from 1/2 down to 1/8 with repeating and puncturing. This is done 
on a burst-by-burst basis with a fixed spreading factor without significant penalty in terms of 
Eb/No.
The SAT-CDMA systems use convolutional coding (rate=l/3, constraint length=9) for standard 
services (BER of 10“ ^) and concatenated coding for high quality services (BER of 10"®) 
which has . convolutional coding (R=l/2, K=9) as inner coding scheme. Variable data rates 
are supported by varying the spreading factor and/or using the multi-code option rather than
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varying the coding rate.
From this literature review, it was found that SAT-CDMA and SW-CDMA systems (if LEO 
constellation is used) share many attributes It should be noted that some of these parameters 
from the proposed systems are subject to change. All the original proposals consider bit rates of 
up to 144 kbps (except ICO and SW-C/TDMA) which is adequate for multimedia applications 
based on the H.320, H.323 and H.234 standards. In contrast to the rest of the proposals ICO, 
SW-C/TDMA and Horizons consider bit rates of up to 38.4 kbps, 64 kbps and 384 kbps re­
spectively. As far as modulation schemes are concerned, QPSK seems to be the most favoured 
scheme amongst all the proposed candidates, except for Horizons. Multiple satellite coverage 
is considered by all the LEO constellation systems.
2.5.4 Physical and logical channels
Both ESA and SAT-CDMA proposals maintain the basic logical and physical channel structure 
according to the ITU recommendation (ITU-R M.1035). The same channel structure is also 
used by the ETSI UTRA proposal. Thus commonality between satellite and terrestrial segments 
is maintained.
1. Both ESA proposals have a high penetration channel in the DL to alert the user. This 
channel has about 20 dB additional power compared to a normal data channel.
2. In W-CDMA : The high penetration paging channel will complement the normal paging 
channel in the Common Control Physical CHannel (CCPCH).
3. In W-C/TDMA : A separate physical channel called High Penetration Common Control 
Physical CHannel (HP-CCPCH) is used.
4. These channels are allocated to a special slot in the Common Control frame with no 
other channels assigned to the same slot, allowing the total power available per spot 
beam to be used for this channel. This approach has two drawbacks; 1) high power flux 
density on the earth may exceed the limits specified by the Radio regulations. 2) In a 
multi-satellite coverage with non-synchronised BSs and 100% frequency re-use one may 
experience excessive co-channel interference when HP-CCPCH is activated. Moreover,
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reducing the transmission rate by allocating more than one time slot for HP-CCPCH, is 
also considered to achieve a higher link margin. However, reducing the infoimation rate 
results in the reduction of coherence time relative to the information rate
For packet data transfer, in W-C/TDMA a dedicated channel is assigned only if the frequency 
of packets for the same destination is high. Otherwise they are transferred in frame #0, Since 
connectionless packet data transfer does not allow power control, a high link margin has to 
be allocated for this purpose. Therefore, frame #0 should not be overloaded to save satel­
lite power. However, allocating a dedicated channel requires signalling overhead which also 
requires additional satellite energy and reduces capacity.
In SAT-CDMA, two pilot channels (index pilot channel and beam pilot channel) are transmitted 
at all the times from the satellite on each active DL CDMA channel, in order to achieve fast 
beam search. Index pilot channel pseudo noise (PN) code (whose period is shorter than that of 
the beam pilot period) aligns the timing of the satellite and the beam pilot channel and reduces 
the number of beam pilots to be searched. The beam pilot PN code (whose period is equal to I 
frame length) provides the frame timing information.
2.6 Differences between W-CDMA and SW-CDMA
WCDMA and SW-CDMA are the most favourable candidates amongst all the proposals sub­
mitted to the ITU. Since S-UMTS is derived from T-UMTS, SW-CDMA specifications closely 
follow that of UTRA. However, due to the differences between terrestrial and satellite channel 
characteristics, it is not possible have a common air interface for S-UMTS and T-UMTS. Some 
modifications to the T-UMTS standards are necessary since channel characteristics play a key 
role in the air interface definition. The T-UMTS channel is typically affected by lognormal 
long-term shadowing and by Rayleigh short term multipath fading. In contrast, due to the large 
free space loss and on-board power limitations mobile satellite systems are forced to operate 
under LOS propagation conditions. Limited RF on-board power is insufficient to overcome 
shadowing from hills, trees (up to 10-20 dB) and buildings. Therefore, S-UMTS operates in a 
Rice fading channel with a Rice factor typically varying between 7 and 15 dB [22].
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The following section presents the main differences between T-UMTSAV-CDMA and S-UMTS/SW-
CDMA systems [22],[29].
2.6.1 System level differences
1. In mobile-satellite CDMA systems, implementation of Rake receiver architecture is not 
straightforward and not very effective due to the smaller delay spreads associated with 
such environments [55]. This also means that the fading is non-selective, preserving the 
orthogonality of the spreading codes and minimising intra-beam interference.
2. In satellite systems, the dynamic range of the received power is much smaller than that 
of terrestrial systems (goes up to 80 dB). This is due to the reduced path loss variation 
within each satellite beam (in order of 3-5 dB).
3. Spot beam size is much larger in satellite systems (compared to a cell size in terrestrial 
systems) resulting low bps / H z / Kvn?.
4. Contrarily to T-UMTS, the forward link represents the capacity bottleneck due to the 
on-board power constraints.
5. The Doppler shift complicates the signal acquisition and spectrum management proce­
dures. In IMT-2000, the large frequency separation between UL and DL (i.e. 190 MHz) 
induces different Doppler shifts in the UL and DL for a particular speed of a moving 
user. The Doppler shift experienced due to the satellite movements in GEO systems are 
generally limited to about 1 kHz and software in the user terminal compensate for this 
effect. Doppler precompensation techniques are used for the center of beam location
2.6.2 Physical layer differences
1. Permanent satellite path diversity can be exploited for mobile users. In terrestrial systems 
where multiple base-station simultaneous connection duration is limited in time and in 
terms of cell area to avoid capacity reduction. In the forward link satellite diversity 
must be forced by sending the same signal to different satellites through highly directive 
antennas. Due to the quasi-omnidirectional antenna in the MT diversity can be easily
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implemented in the return link. It was found that satellite diversity provides a practical 
way to reduce the blockage effect with little or no impact on capacity compared to a 
system based on line-of-sight operations [56].
2. Introduction of a lower chip rate option (1.92 Mcps) in addition to the basic chip rate 
(3.84 Mcps) to favour band sharing between different users in multi operating environ­
ments where bandwidth limitations may arise. The frame size corresponds to the lower 
chip rate is 20 ms. . ■ »
3. Only FDD operation is considered. Unlike T-UMTS, the frequency allocation for S- 
UMTS is a paired band.
4. A dual-BPSK option is added to minimise degradation at very low data rates (less than 
8 kbps) in DL. BPSK or Dual BPSK is less sensitive to frequency and phase errors at 
lower bit rates (i.e.2.4 kbps^. It was found [56] that use of QPSK can be envisaged to sim­
plify MT hardware implementation at the expenses of about 1 dB link loss compared to 
dual-BPSK. It was found that QPSK is more sensitive to non-linearity than dual-BPSK. 
However, dual-BPSK requires double the number of spreading codes and potentially has 
inferior performance in conjunction with interference mitigation techniques.
5. Instead of UTRA’s long scrambling code (38400 chips long) when no DL mitigation 
techniques are adopted, an optional use of short scrambling codes (extended Gold codes 
of length 256 chips) is available in order to enable MMSE based interference mitigation 
at the user terminal receiver.
6. Synchronous Word (SW) field is available on DL pilot channel to resolve time ambiguity 
for satellite diversity operation.
7. DPCCH embedded pilot symbols are not required in the DL i.e. reduction of overhead 
due to the use of common pilot channel.
8. Addition of high penetration* paging channel (HPPCH) to complement the normal pag­
ing channel. This allows paging of users within building where LOS attenuation of up 
to 20 dB can be encountered and is used only when normal paging fails. Due to the 
power limitations, only one HPPCH per beam (and per satellite) can be active at any one 
moment.
48 Chapter 2. An overview o f mobile communications
9. Different scrambling codes assigned to different satellites in the DL. Different cyclic 
shift of the same code assigned to adjacent beams of the same satellite. Therefore, dif­
ferent beams of the same satellites are distinguished by the different offset of the same 
scrambling code. This is the case with single LES per satellite.
10. Reduced power control rate at one command per frame (instead of one command per slot 
in UTRA). Therefore a slightly different organisation of DPCCCH.
11. Unique word (UW) symbols are inserted in the UL control channel to support extended 
range ambiguity resolution for satellite diversity operation.
12. A longer preamble sequence with 48 symbols (instead of 16 in UTRA) for the random 
access channel in the return link. The preamble is spread by a binary code which is 
randomly selected between a limited set of codes for random access.
2.7 Summary and conclusions
S-UMTS has thus far remained in the background of the standardisation of the IMT-2000 fam­
ily of which T-UMTS has been the forerunner. The latter is now well established and its imple­
mentation in the core network is moving to an IP base [22]. Inter-operability and commonality 
between terrestrial and satellite systems are essential in order to provide the multimedia ser­
vices and the anytime/anywhere concept in UMTS. Satellite systems will be complementary 
to, rather than competitive with their tenestrial counter-parts. They can complement either 
in terms of coverage or services. It is clear that without satellite systems, global coverage 
is impossible to achieve. The rise in interest and demand for multimedia multicast/broadcast 
services has highlighted the difficulties of such provision in a terrestrial infrastructure. Coin- 
cidently the broadcast coverage nature of satellites fits these requirements very well. Hence, 
S-UMTS can play a vital role in efficient delivery of broadcast/multicast type applications. 
Moreover, an evolutionary approach to the current system is more desirable since it enables 
the re-use of the existing infrastructure which will reduce the cost and the risk of the system. 
Limited coverage in urban areas due to the blockage of the radio link and limited in-building 
coverage can be overcome by using a gap-filler or intermediate module concept. However, 
more research needs to be carried out in order to demonstrate the flexibility of such schemes.
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Out of sixteen system proposals which were submitted to the ITU, five terrestrial and six satel­
lite radio interfaces have been considered for IMT-2000. Among these six proposals, two were 
submitted by ESA based on W-CDMA and W-C/TDMA, which are not constellation specific. 
Other proposals were the INX system by Iridium Operating LLC, which is also not constel­
lation specific, the SAT-CDMA system with LEO constellation by TTA, S.Korea, ICO RTT 
with MEO constellation by ICO Global Communications and the Horizons system with GEO 
constellation by Inmarsat. Due to the symmetrical frequency allocation for S-UMTS, all the 
proposals consider FDD or F/TDD. Most of the systems consider CDMA technology except 
ICO and Horizons, which consider TDMA.
Since S-UMTS is derived from T-UMTS, SW-CDMA specifications closely follow those of 
UTRA. However, due to the differences between terrestrial and satellite channel characteris­
tics, it is not possible have a completely common air interface for S-UMTS and T-UMTS. 
Therefore, some modifications to the T-UMTS standards are necessary and are presented in the 
final section of this chapter. There is on going work (March 2002) within the standards bodies 
(ETSI-Satellite Earth Stations and Systems (SES) and ITU) in order to harmonise the S-UMTS 
air interface and provide a satellite standard for incorporating into IMT 2000.
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Chapter 3
Differences between satellite and 
terrestrial mobile communication
systems
It is essential to identify the major parameters of a mobile-satellite system for the development 
of a satellite air interface. The first step in this task would be identifying the main differences 
between the satellite and the terrestrial system. This chapter focuses on the key differences 
between the two systems. All the differences are explained under three categories: at (a) system 
level (b) propagation environment level and (c) air interface level. The differences in the air 
interface result from the differences in the system and propagation environment. Table 3.1 
summarises the differences that are discussed in this chapter.
3.1 System level differences
Mobile satellite systems typically differ from terrestrial cellular systems in several ways. Some 
of the system level differences are expressed in Table 3.1.
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Table 3.1: SUMMARY OF DIFFERENCES BETWEEN TERRESTRIAL AND SATELLITE 
SYSTEMS
system propagation environment air interface
coverage and services path loss modulation scheme
constellation blocking and shadowing coding scheme
frequency planning Doppler shift multiple access scheme
interference multipath delay duplex method
terminal size propagation delay Antenna type
portability diversity
pricing power control 
hand over 
code synchronisation 
interleaving 
frame structure
3.1.1 Coverage and services
It would not be practical or economical to cover the entire globe with terrestrial cellular sys­
tems. The use of micro and pico-cells allows terrestrial systems to provide high-density local 
coverage. The antenna aperture fundamentally limits the ability for satellites to provide small 
cells of higher traffic density. Terrestrial systems are best suited for supplying traffic hot spots 
of urban areas while satellites can serve wide expanses of low density traffic areas including 
remote land or ocean areas where terrestrial coverage is just not economic or at all possible. 
Thus, a satellite beam can be seen as the top level cell in a multi-cell hierarchy [57],[58],[59]. 
However, terrestrial cellular stations have limited area coverage even though they have high ca­
pacity per unit area. Therefore, many terrestrial stations are required to cover a wide area using 
a terrestrial system, which needs more real estate and landlines. On the other hand, satellite 
systems have limited in-building penetration, which will restrict their usefulness in the urban 
office and domestic environment. Therefore, satellite services are required to be fully inte­
grated into the overall UMTS environment in order to provide direct global access to UMTS 
services. It is therefore, important that the regulatory environment does not present any barriers
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to the integration of UMTS satellite services.
As a direct consequence of their coverage properties, satellite systems provide increased effi­
ciency when addressing multiple users. The broadcasting nature of satellites and their ubiqui­
tous coverage offer a natural way to provide multicast data over a large cell. The wide foo^rint 
coverage enables mobility and flexibility. Moreover, the network load does not increase in 
proportion with the users to be served. As long as the users are in the same coverage area, 
greater number of users can access the data almost at the same time. In addition, so called 
narrow casting, a selective multicasting in which only authorised users can receive data, can be 
implemented more efficiently via satellite systems.
3.1.2 Constellation
The constellation type influences the duration of a communication within a spot beam of a 
single satellite. Long calls may require several spot-beam hand overs and a few inter-satellite 
hand overs (depending on the type of constellation) leading to relatively high in-call signalling 
load. Reduction of this signalling load through the use of an accurate positioning algorithm has 
been investigated in [2]. In the case of real-time services, the constellation type is a significant 
issue due to the inherent propagation delay. However, most data applications do not introduce 
strict requirements of interactivity, allowing satellite-based systems to offer most of the UMTS 
services without significant impairment.
There are four principle types of orbits currently in use They are LEO, MEO, GEO and highly 
elliptical orbit (HEO) (refer to Fig. 3.1). Each of these orbits provides different elevation angle 
distributions. Availability is heavily dependent on the elevation angle probability distribution. 
The elevation angle also influences the link budget in terms of path losses and link margin di­
mensioning. LEO systems will suffer from skyline blockage as they have low mean elevation 
angles and must rely on satellite diversity to improve coverage. GEO systems are not very suit­
able for providing services at higher latitudes (frequent blocking of LOS occurs from buildings, 
trees and hills) or for providing satellite diversity. For a GEO system to work in such an envi­
ronment the satellite effective isotropic radiation power (EIRP) has to be increased which may 
affect the size and the cost of the satellite. Similarly, as the mobile terminal has limited EIRP, 
large antennas may be required on the satellite to increase the receiver sensitivity, which again
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Figure 3.1: Types of orbits
has an impact on the cost and the size of the satellite. In such a case, only very low bit rate 
services are possible. However, in cities, T-UMTS speech services are likely to be available, 
therefore, in-building and city coverage may not be essential. MEO systems give much better 
elevation distributions [60] at all latitudes and give good satellite diversity advantages.
A large number of satellites are required for a system operating in LEO. Although, the power 
requirements are less severe as the satellite is closer to the mobile terminal, the larger number 
of satellites complicates management and operations. Furthermore, LEO satellites will, for 
much of the time, produce multipath environment at the MT. The additional satellite EIRP 
and receiver sensitivity to compensate for multipath losses are achieved with a much smaller 
antenna on a LEO spacecraft (compared to GEO spacecraft) because of the reduced altitude. 
Diversity techniques may offset some of multipath effects [61].
In a GEO system, complexity is much reduced as it requires fewer satellites i.e. typically 3 are 
required to cover the whole world (except for the poles). Call routing in GEO systems is there­
fore straightforward. However the limited power available on the satellite makes the system 
complicated. Unlike LEO/MEO, in GEO fixed tracking is more feasible hence the antenna gain 
can be several decibels higher than for the other constellations [62]. GEO satellites also make
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the system simpler and hence less expensive and yield more robust space and ground systems 
and user terminals [57]. On the network aspect, LEO systems require a network access sta­
tion for each coverage zone; typically 100 to 200 stations globally and this makes call routing 
and roaming more complex. Inter-satellite links can reduce this number for LEO systems but 
with increased satellite costs, increased delays and the added complexity of the inter-satellite 
link network itself as drawbacks [21]. However, individual satellites are smaller, lighter and 
less expensive. Moreover, fewer, and simpler, satellites in space mean more gateways on the 
ground.
The LEO systems will need replacements more often than will MEO satellites, which can 
expect to operate for around 6-8 years. However, the cost of launching a smaller satellite into a 
lower orbit will be less than for heavier, higher-altitude MEO satellites. The still-heavier GEO 
satellites intended for regional systems generally cost the most to launch and build, but are 
designed for longer life spans of 12-15 years.
The period of a HEO satellite varies from 8 to 24 hours and the shape of the orbit is highly 
elliptical. They have perigees and apogees approaching 500 km to 50000 km respectively. 
During the HEO satellite’s orbit, it comes very close to the planet for part of its orbit, causing 
its velocity to increase. Then it travels very far away from the Earth and its orbital velocity 
decreases. As a result it spends much of its time in the portion of the orbit that is at a very high 
altitude. The satellite is placed in an orbit in such a way that it will spend the greatest amount 
of time over a specific area of the planet. One example of HEO satellites is Global Positioning 
System (GPS) which uses a fleet of HEO satellites to provide constant coverage of the entire 
planet and which are capable of providing precise location data to any point on the surface of 
the Earth. HEO constellations have been used in Molnya and Tundra systems [63].
An adoption of hybrid constellations such as LEO-GEO, MEO-GEO could be more advanta­
geous than using a single constellation. However, different problems may arise when several 
operators operate in the same frequency band.
3.1.3 Frequency planning and interference
Frequency planning for satellite systems is different from that of cellular systems. Co-channel 
interference is one of the dominant factors in limiting the capacity of the cellular systems and is
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a function of terrain and the propagation attenuation/distance law. On the other hand, in satellite 
systems, co-channel interference between satellite beams is a major issue and is a function of 
antenna side lobe structure. Spreading operation (in a CDMA system) and beam isolation 
helps to keep the random like self-noise from the adjacent beams to below an acceptable level. 
The level of inter spot-beam interference depends on the number of users in each spot beam. 
This implies that a spot-beam surrounded by under-loaded spot beams will encounter less inter 
spot-beam interference, and hence will be able to support more users than the average number 
of users calculated from the link budgets (soft capacity) [64]. In satellite systems, due to the 
fact that all the spot beams are generated at the same location on the satellite from a number 
of radiating elements, the acceptable interference level can be larger compared to the cellular 
systems. Side lobes of individual elements interfere with the desired signal. For a satellite 
system (especially for a GEO system) frequency re-use options are not flexible, as they have to 
be performed on a global basis.
3.1.4 Terminal size and portability
The size of the terminal and its portability are two important issues in personal communica­
tions. An inevitable mismatch between the terminal size and technical limitations leads to users 
being prepared to accept some trade-offs between size/portability and functionality/service 
type. It is likely that UMTS services delivered via satellite will fall into two different ter­
minal types. One will provide services limited to voice and low speed data but incorporating 
dual mode (terrestrial/satellite) in a hand-held terminal. The other will provide full UMTS mul­
timedia services to the minimum wide-area data rates but with a portable terminal rather than a 
hand-held (which will also be capable of acting as a base station providing hand-held services 
in a localised area). In the case of a dual mode handset, the UMTS network will search first 
for a terrestrial signal and if this is not available, then it will automatically switch to a satellite 
[21]. For satellite systems, the need for high data rate depends on the services to be offered 
and the user mobility conditions. The lower the mobility, the higher the data rates could be 
desirable. Most of the satellite users will be satisfied with broadcast services (typical services 
which can be delivered more efficiently by satellite systems). Terminals for such services may 
use S-UMTS for DL and T-UMTS for UL resulting in a T-UMTS transceiver together with a 
S-UMTS receiver. This will reduce the terminal complexity, and hence, the cost due to the
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Table 3.2: UMTS OPERATIONAL ENVIRONMENTS
Operational environment T-UMTS S-UMTS
Maritime X V
Aeronautical X V
Open-Highway V V
Suburban V V
Urban V X
Indoor V X
omission of satellite transmitter in the MT.
3.1.5 Pricing
Pricing of the services will be a key factor in the growth of UMTS. Pricing of basic satellite 
UMTS services will be higher than that for the terrestrial UMTS services due to the inherent 
cost involved in the satellite service provision. However, the difference in price would be 
relatively proportional to that between current terrestrial mobile and fixed line communications 
[21].
3.2 Propagation environment differences
The terrestrial-mobile channel can be modelled by frequency-selective Rayleigh fading and 
log-normal short-term power fluctuations whereas the mobile-satellite channel is characterised 
by Ricean fading (when there is a LOS) and otherwise log-normal shadowing. Due to the power 
constraints and the large propagation loss associated with the satellite channel, operating under 
LOS avoids large multipath and shadowing margins.
The propagation environment can be categorised in seven main classes as shown in Table 3.2 
[65]
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3.2.1 Path loss
Unlike the terrestrial cellular system, the overall range of earth-satellite systems is very large 
with orbital heights varying from 500 km to 36000 km depending on the type of the orbit used. 
This leads to a very large free-space loss component. Therefore, compared to the terrestrial 
system, a higher power is needed to be transmitted from the satellite, earth station and the MT 
to overcome this loss. Limitations stem from the MT (health reasons, battery size and lifetime) 
as well as from the satellite payload (amplifier power and antenna size). Link margins have a 
major impact on the system cost. A 3 dB excess margin would almost double the user charges 
[61]. Although the use of larger antennas with higher gain would reduce the transmitted power 
requirements, the maximum antenna size that a payload can carry is limited by technology of 
deployable carriers (around 2001).
3.2.2 Blocking and shadowing in the channel
The satellite channel consists of two ground based systems (FES and MT) connected through 
two radio links (UL and DL). Blocked and shadowing states occur due to the combination of 
the relative motion of the satellite in terms of elevation angle variation, the terminal speed and 
the type of environment. As the power margin is limited, the link quality can fluctuate rapidly 
from high quality to failure during a conversation. The propagation channel fluctuations have a 
large impact on the link quality and several algorithms must be implemented in the transceivers 
in order to prevent blocking and shadowing [2]. In mobile satellite systems, the elevation angle 
from the MT to the satellite is much larger than for terrestrial systems, with the minimum 
elevation angles in the range of 8° to 25°. Shadowing effects due to clutter, therefore, tend 
to result mainly from the clutter in the immediate vicinity of the mobile [66]. As the mobile 
moves along the street, multipath attenuation may change relatively rapidly since the buildings 
contributing to this process change rapidly. Another consequence of this effect is that there 
may be rapid and frequent transitions between LOS to non line of sight (NLOS) states in the 
satellite-mobile case. On the other hand, terrestrial systems involve elevation angles of order 
of 1° or less, therefore, a large number of buildings along the path are significant. The rate of 
change of shadowing is, therefore, smaller.
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3.2.3 Doppler shift
The Doppler shift and the rate of change of Doppler is significantly larger for satellite systems, 
due to the fast moving nature of the satellites in LEO/MEO/HEO constellations. The largest 
Doppler shifts can be expected in LEO systems (i.e.50 kHz at 2000 MHz)[60]. The Doppler 
shift complicates the signal acquisition and spectrum management procedures. For LEO and 
MEO orbits, the shift may need to be individually corrected for each mobile using frequency 
compensation procedures with the knowledge of the satellite’s motion and the MT’s position.
Although Doppler compensation procedures reduce the Doppler shift, the rate of change of 
Doppler remains unchanged and relatively fast. In IMT-2000, the large frequency separation 
between UL and DL (i.e. 190 MHz) induces different Doppler shifts in the UL and DL for a 
particular speed of a moving user.
3.2.4 Multipath delay
As far as multipath is concerned, low elevation angles of the urban environments have been 
found to be the most hostile environment, whereas, open environments with higher elevation 
angles have hardly any multipath. Fig 3.2 shows a power delay profile of one such urban envi­
ronment at the elevation angle of 45°. It can be observed that even in the urban environment, 
all the resolvable echoes arrive very close to the LOS signal. As shown in Fig 3.2, there are 
only 2 major multipath components. Due to such a low delay spread, the propagation channel 
can be considered as a non-frequency selective channel for a signal bandwidth not exceeding 
10 MHz [2] (see section 3.3.6). Therefore, in satellite systems, multipath delays are often short 
enough to be ignored as they are much smaller than the bit duration due to the comparatively 
high elevation angle of the radio path (except for aircraft and ships).
3.2.5 Propagation delay
!
One of the major problems with the satellite channel is the large propagation delay. Total iIround-trip delay is about 250-280, 110-130 and 20-25 ms for GEO, MEO and LEO systems |
respectively. Furthermore, this propagation delay is not the same for all the spot beams due I
to the large coverage area in a GEO system. Satellite beams are an order of magnitude larger
60 Chapter 3. Differences between satellite and terrestrial mobile communication systems
0 0.2 0.4 0.6 0.8 1.0 1 2  1.4 1.6 1.8 2.0
Excess delay (|is)
Figure 3.2: Power delay profile (L-band, elevation angle=45° in urban environment) [2]
than macro cells in cellular systems. Hence, differential time delays between users in the 
beam are also much larger than that for cellular systems. These long delays are annoying 
especially for voice communications and makes the synchronisation procedure complex as the 
delay is not fixed across all the spot beams. For a LEO system, although the propagation 
delay is much less, on-board processing delay and inter satellite links can increase the delay 
significantly. Propagation delays cause constraints on the coding schemes which themselves 
have some processing delay. Delay consR-aint in a LEO system is not as high as in a MEO or 
GEO system, therefore, small delays in coding, processing etc. can be tolerated.
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3,3 Air interface differences
3.3.1 Modulation techniques
The modulation technique has a great impact on the capacity of the system. The modulation 
choice determines the bandwidth efficiency of a single physical channel in terms of b/s/Hz. A 
simple, low cost, bandwidth and power efficient modulation technique is the ideal choice for a 
mobile-satellite system. Although higher order modulation techniques are bandwidth efficient, 
they are difficult to implement and need more power depending on the order. Moreover, non- 
linearities in the payload amplifier imposes restrictions on higher order modulation schemes. 
QPSK is widely accepted for satellite communication because of simplicity and many other 
desirable features.
3.3.2 Coding techniques
The choice of channel coding technique influences the number of channels by reducing the 
carrier-to-interference ratio (C/I) level. For the choice of channel coding the following features 
should be considered;
1. Low redundancy
2. Good operation at low C/I
3. Processing delay
4. Implementation ease and cost.
Turbo coding has recently been receiving great attention due to its improved BER performance. 
This scheme has already been considered for some of the future mobile-satellite air interfaces. 
Although, the increase of constraint length in convolutional coding eases the power require­
ments, the number of states in the trellis grows exponentially as does the decoding complexity 
[67]. Therefore, trade-off analysis has to be considered between the performance and complex­
ity.
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Hardware complexity of the decoder can be reduced by having a constant bit rate at the channel 
coder input. Repetition of the information bits may be used for low bit rate services to keep 
the bit rate constant. In this way the same error correcting code (i.e. same protection for all 
information bits) can be used for all services. This avoids the use of different coders/decoders 
for different services.
3.3.3 Multiple access choice
The multiple access technique has a major impact on a mobile communication system in terms 
of capacity. In a satellite system, the signalling has to be minimised to optimise the capacity as 
the on-board power is limited.
In terms of system and radio resource management complexity, CDMA offers simpler solutions 
compared to that of TDMA, which requires a more complex frequency planning between the 
satellite spot-beams (similar to a clustering), in order to avoid high co-channel interference 
levels [68]. Moreover, CDMA can be relatively easily adapted from one constellation type to 
another. The CDMA system is also more independent of the type of constellation and less 
sensitive to the Doppler shift than TDMA or FDMA [69],[68]. However, the estimation of 
the bandwidth required for a CDMA transmission is somewhat more complicated as it also 
depends on the multiple access interference (MAI) arising from the non-orthogonality of the 
spreading waveforms. The MAI encountered in each spot-beam depends on the traffic in the 
surrounding beams and the required bandwidth will be extremely sensitive to the traffic and 
power distribution across the coverage area [64].
The MAI generated by the non-orthogonality of the spreading sequences reduces the spec­
trum efficiency of conventional asynchronous-CDMA (A-CDMA) [70]. On the other hand, 
synchronous-CDMA (S-CDMA)S-CDMA drastically reduces the MAI, which increases the 
capacity for a given QoS as it fully exploits the auto-correlation and the cross-correlation prop­
erties of the spreading sequences and reduces the power control requirements. S-CDMA is 
not desirable for a terrestrial cellular system since the multipath interference makes the syn­
chronisation process difficult. Although perfect synchronisation cannot be achieved in satellite 
systems, adoption of quasi-synchronisation itself gives a better performance than A-CDMA. 
Under perfect power control, the performance of S-CDMA is very close to that of the single
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Figure 3.3: FDD and TDD schemes
user bound which is better than A-CDMA [64]. However, in non-GEO systems, synchronisa­
tion can still be difficult to achieve.
3.3.4 Duplex method
The ability of a user to transmit and receive simultaneously is called duplexing. It can be done 
either in frequency domain or in time domain (see Fig 3.3). In FDD operation, the UL and 
DL transmissions perform on separate frequency bands. In contrast, the TDD option, uses the 
same frequency band for UL and DL. Hence the impulse response of both the links is nearly 
the same, resulting in a high correlation between the UL and DL [71].
FDD has less flexibility for supporting asymmetric services because different frequency band- 
widths and RF circuits are required to divide an FDD system into asymmetiic UL and DL. For 
TDD, the degree of correlation between UL and DL also depends on the duration of the time 
slot allocated for a channel and on the type of constellation used. The longer the time slot or the 
higher the constellation altitude, the lower the correlation. The reciprocal nature of the channel 
provides a number of advantages. Firstly, there is the ability to use open loop power control. 
Secondly, in a TDD system, fast fading of the multipath channel can be predicted to a certain 
extent based on the received signal. Therefore, the transmitted signal can be pre-matched for 
the channel [72]. Despite the several advantages of using the TDD mode, the FDD technique 
is better suited for the satellite systems since the available bandwidth for S-UMTS is a paired
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portion in UMTS spectrum allocation. Moreover, the TDD needs strict system synchronisation. 
The frame lengths and guard times for the air interface may restrict the maximum cell size in 
a terrestrial system. Generally, the maximum round trip delay and the hardware delays have 
to be considered when deciding on the guard time interval between UL and DL transmissions. 
Therefore, in a TDD system to compensate for the loss due to guard times, it is necessary to 
increase the f r ^ e  duration.
3.3.5 Antenna type
The power limitation of the satellite requires the use of an antenna with high gain and low noise 
front-end RF circuits than an omnidirectional antenna used in terrestrial systems. In terrestrial 
MTs, mono-pole antennas with vertical polarisation are used and the radiation pattern of the an­
tenna lies in the horizontal plane. However, in mobile-satellite systems, circular polarisation is 
used with a hemispherical radiation pattern. The antenna radiation pattern should be designed 
by considering the systems orbital characteristics, the pattern shape of the satellite antenna 
and the possible orientation of the MT in use. The required pattern should have elevational 
directivity to compensate for propagation losses experienced at different elevation angles, om­
nidirectionality in the azimuth plane and circular polarisation. Quadrifilar helix antennas are 
very likely to be a successful approach for a mobile-satellite terminal [73]. The type of satellite 
constellation and the frequency used is very important from the MT antenna viewpoint and is 
vital with respect to the performance, the size the reliability and finally the commercial success 
of the MT.
3.3.6 Diversity
In the terrestrial wide band CDMA system, multipath fading can be overcome using Rake 
receiver architecture, allowing signals arriving with different propagation delays to be inde­
pendently received and combined to provide an additional gain. This is possible only if the 
chip rate, 1/Tc, is greater (where Tc  is the chip duration) than the coherence bandwidth. 
B e  ~  1/Td (where Td is the delay spread). It has been demonstrated in mobile-satellite chan­
nels that the average delay spread has a value less than 100 ns [55]. Therefore, to make use 
of the spreading in order to avoid the multipath fading, the system would have to spread by
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at least an amount greater than the coherence bandwidth, i.e. lOMHz or more. Furthermore, 
such faded signals generally arrive at less than 20 dB below the LOS signal level (even in the 
urban environment), which implies that even if the multipath signal is resolved and combined, 
no significant multipath diversity gain would be experienced. Therefore, in mobile-satellite 
CDMA systems, implementation of Rake receiver architecture is not straightforward and not 
very effective due to the smaller delay spreads associated with such environments.
However, the Rake receiver can be used to exploit satellite diversity in the mobile-satellite 
channel by introducing sufficient path delays in the form of satellite diversity from different 
satellites to a given mobile terminal. This would ensure that the difference in the arrival times of 
the signals from the two satellites, transmitting to any given mobile, is greater than the duration 
of one chip of the spreading sequence, allowing effective employment of Rake combining 
architecture. The mobile user must experience a dual satellite diversity which is also common 
to a FES [64]. The loss of service due to the blockage of LOS can be avoided by offering 
potential visibility to more than one satellite. Furthermore, satellite diversity can also be used 
to improve the QoS from poor channels (e.g. two satellites shadowed by light foliage).
Figure 3.4: The dual diversity scenario [2]
Although the adoption of satellite diversity requires sophisticated detection techniques, the low 
Eb/No requirement at the receiver and the reduction of the transmission power both from the 
satellite and the MT are important advantages which also help to increase the capacity of a 
CDMA system. Due to the omnidirectional characteristics of the MT antenna, path diversity is 
easily achieved in the UL whereas the DL, FES use different antennas directed to each satellite
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[65]. The complexity associated with the adoption of satellite diversity in a CDMA system 
depends on the path delay differences between satellites. It is desirable to have a low residual 
delay between two paths in order to reduce memory requirements in the terminal and to reduce 
the length of the spreading sequence used in the pilot channel [2].
The MT receiver will need to have independent channel estimators to provide the delay and 
the weighting factors for each Rake arm as the FES will transmit through two satellites (In 
a dual diversity scenario). Similarly, the FES will have two reception chains including two 
independent channel estimators to receive two different signals (i.e. with different frequency 
carriers) from two satellites.
The use of circular polarisation in a CDMA based satellite system enables the use of polari­
sation diversity i.e. reuse of the entire bandwidth on the two opposite senses of circular po­
larisation [74]. However, in practice cross-polarisation imperfections give rise to additional 
interference resulting in a lower effective re-use factor. Nevertheless, a significant capacity 
improvement can be achieved [64].
3.3.7 Power control
The power control ensures that the desired BER is achieved with a minimum power consump­
tion. With respect to the terrestrial systems, a slower power control loop is implemented in the 
satellite systems [75]. Extra transmitted power will waste power and increase the interference 
in CDMA systems. In the satellite environment, because of the limited fast (untraceable) fading 
dynamic power variations, the power control is much less severe than for terrestrial networks 
[29]. Moreover, the near-far effect is not trivial in the satellite systems compared to the terres­
trial systems. However, the power control must be implemented in order to save power and to 
increase the system capacity especially for CDMA systems which are much more sensitive to 
power control enors.
Power control in a LEO system can compensate more quickly for propagation impairment 
than power control in a GEO system because of the propagation delay. The propagation delay 
affects the ability of the system to implement closed loop power control. Only closed loop 
power control can compensate for the fast multipath fading phenomena. For a LEO system, 
power control commands can be sent on a per frame basis whereas for MEO or GEO system
3.3. Air interface differences 67
the command can be sent on every ’x’ frames. In other words the rate of power control should 
vary depending on the constellation. For a transparent satellite payload, the power control 
commands are sent via FES. As the power control commands cannot be sent as frequently as in 
a terrestrial system, the FES measures the received signal and filters out the rapid fluctuations 
by averaging over a period of time and sends back the control signal to the MT. This control 
command is adopted by the MT until a new command is sent via the FES.
The large frequency separation between UL and DL makes the correlation between the links 
low, consequently the open loop power control becomes ineffective. However, open loop power 
control is used for initial power setting during call set-up phase. Combinations of open loop 
and closed loop procedures in which the closed loop adjusts the power reference level used by 
the open loop gives better results in terms of mean error value and error variance. An adaptable 
power control algorithm which can vary parameters (i.e. power control command rate, step 
sizes and the number of power control command bits) to give the optimum performance for a 
given constellation is very suitable for the satellite environment [2]. Experiments have shown 
that closed-loop power control can accurately track shadowing variations with a bandwidth of 
about 0.1 Hz or less and the power control residual error is only slightly dependent on the 
satellite altitude [29]. Predictive algorithms (rather than adaptive algorithms) and multilevel 
power control loops are more desirable for the satellite environment mainly due to the long 
propagation delay.
3.3.8 Hand over
In a satellite system, as the coverage area is large, HO rates are not as high as for a terrestrial 
system. In a terrestrial system there are mainly two types of HO mechanisms (i.e. inter­
frequency HO and intra-frequency HO) performed between either cells or sectors. On the 
other hand, in a satellite system, HO considerations are much greater and more complex than 
in the terrestrial systems. They include inter-spot beam HO, inter-satellite HO, inter-segment 
HO (i.e. HO between terrestrial and satellite system).
In a satellite system, the constellation type influences the duration of a communication within 
a spot beam of a single satellite. Long calls may require several spot-beam hand overs and 
few inter-satellite hand overs (depending on the constellation) leading to relatively high in-call
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signalling load. For a GEO system HO during a call is almost unnecessary as the coverage 
is static and wide whereas for a LEO system frequent HO is required. When HO takes place 
in a LEO system, path length jumps and the Doppler shift jumps take place. It is possible to 
minimise the path length jump but the Doppler shift jump cannot be reduced. It is advantageous 
to implement digital beam forming networks at the payload to provide steerable beams keeping 
fixed ground footprints and thus reducing the HO rate of a LEO system. Soft HO can be 
obtained by using a Rake receiver whose fingers demodulate the signal coming from different 
spots or satellites.
3.3.9 Code synchronisation
Synchronisation is a critical issue in mobile satellite systems due to the propagation delay. This 
is more critical in the up link. The re-acquisition may become unfeasible due to long propa­
gation delay. On the up link of the satellite CDMA system, preambles without any dedicated 
channel are used to achieve the synclironisation. However in the down link two dedicated chan­
nels (broadcast on every RF channel) are used for this purpose to reduce the complexity and 
delay.
1. A pilot channel is used to acquire synchronisation and to track the carrier in order to 
perform coherent demodulation, (short code length of the pilot channel eases the syn- 
clironisation but leads to code length ambiguity).
2. A synchronisation channel resolves the pilot channel code length ambiguity and carries 
necessary elements to access system information.
In unsynchronised gateway stations, there is no clock distribution and the spreading sequences 
have short periods. The period of the pilot channel has, thus to be long enough,
a) to provide different addressing codes for different spot-beam satellite links
b) to determine the relative delay of one path with respect to the other.
On the other hand, the period of the pilot channel should be short enough to reduce the acqui­
sition time. In practice, the code length must be greater than twice the maximum path delay 
difference between the two satellites [64].
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In synchronised gateway stations, all the gateways share a common clock distribution. Long 
spreading sequences are used as pilot channels which are offset in time with other channel 
sequences. The time offset between the different code sequences must be similarly greater 
than twice the maximum path difference delay for the channel estimator to be able to estimate 
the relative delay between the two paths [64].
3.3.10 Interleaving
The purpose of the interleaver is to rearrange the order in which the coder output symbols are 
transmitted so that bursts of transmission errors will not appear as bursts at the decoder input 
because they are reordered by the de-interleaving operation in the receiver.
Although the transmission scheme becomes more efficient with the increase of interleaving 
depth, complexity and delay will also increase as a result. In other words, there is a trade off 
between interleaving depth and delay. For a GEO system, in particular where delay is a critical 
factor, alternative methods (i.e increasing the coding rate etc.) have to be considered to improve 
the transmission quality instead of increasing the depth of interleaving process. Alternatively, 
algorithms with variable interleaving depths can be adopted to suit the different constellations.
3.3.11 Frame structure
Smaller frame lengths i.e. 10 ms allow higher flexibility for the air interface and give higher 
granularity in terms of interleaving depth (multiples of 10 ms) in addition to providing shorter 
end-to-end delays in the system. It is also important to consider the frame length of the ter­
restrial system while deciding a frame length for the satellite air interface. On the other hand, 
longer frame durations i.e. 20 ms are clearly more efficient in terms of overhead, and support 
higher system capacity compared to the smaller frame lengths.
3.4 Summary and conclusions
In this chapter, an extensive comparison of terrestrial and satellite mobile-communication sys­
tems has been carried out. Differences can be categorised in three areas: (a) system level (b)
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propagation environment level and (c) air interface level. System level differences have a great 
impact on the architecture of the satellite system design while the remaining two have a great 
impact on the terminal design viewpoint.
Coverage, interference and terminal size are some of the key system level differences. The 
propagation environment differs in terms of path loss, delay, multipath, interference, blocking, 
shadowing and Doppler shift. In the air interface, diversity options, power control, HO, syn- 
clironisation procedures and choice of antennas are different. These differences also influence 
the choice of modulation and coding scheme, multiple access scheme, duplex method and the 
frame structure.
Special attention should be given to the following issues when designing the physical layer for 
S-UMTS:
• A good compromise between interleaving depth and interleaving delay
• Slower power control command rate compared to terrestrial systems
• The LOS component in mobile satellite channel makes it more suitable for power hungry 
higher order modulation schemes
• The use of higher order modulation schemes keeping in mind the nonlinearities of the 
payload
• Coding scheme with low decoding delay and complexity
• Multipaths with low delay spread and power (compared to terrestrial systems) prevents 
the use of Rake receivers to obtain multipath diversity gain. For non-GEO constellations 
satellite diversity can be employed in order to mitigate shadowing effects
• Frequency non-selective fading in mobile satellite channel preserves code orthogonality 
enables tlie use of orthogonal codes
Despite some commonalities between satellite and terrestrial mobile systems, the use of a com­
mon air interface for both the systems is not possible. However, maximum commonality be­
tween two air interfaces or minimal deviation from terrestrial systems (air interface, terminals 
and service network) is necessary in order to reduce the complexity of the dual mode terminals.
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Therefore, while designing an air interface for mobile satellite systems, it is essential to con­
sider the terrestrial system specifications closely. This is important in order to make the mobile 
satellite systems more successful.
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Chapter 4
Adaptive data transmission over 
vrireless channels
4.1 Introduction
Wireless communications are rapidly overtaking fixed in total numbers of conununications. 
However, the limited available spectrum is proving to be a major constraint. Power is another 
critical constraint for mobile systems. The time varying nature of wireless channels impose 
a need for an adaptive solution to increase both power and spectrum efficiency. The use of 
channel state information in order to dynamically optimise the transmitted signal in wireless 
communication systems has attracted substantial research attention in recent years.
This chapter discusses adaptive transmission techniques applicable to wireless mobile commu­
nication systems. Firstly, a brief introduction to the problem faced by existing types of com­
munication systems and the necessity for adaptive transmission schemes for future systems are 
discussed. Although some work has been carried out on adaptive transmission techniques in 
the terrestrial sector, this approach is new for the mobile satellite environment. It is important 
to identify the main issues since some are common to both satellite and terrestrial situations. 
Therefore a brief review of adaptive transmission techniques that have already been carried 
out/proppsed is presented in the second section of this chapter. In existing systems only simple 
adaptive transmission scheme is employed. The adaptation is mainly dependent on given pa­
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rameters (i.e. SNR, fading rate etc.) that vary rapidly in real time. This approach is not suitable 
for mobile satellite systems due to the inherent propagation delay. The novelty of this research 
work is centred on the switching mechanism used for such adaptations. For the first time, we 
propose an adaptive system based on a characteristic of the radio channel, the Rice factor. In 
the final section of this chapter, we will explain the suitability of the Rice factor for adaptation 
by considering the variation of the Rice factor in real propagation environments.
4.2 The need for adaptive transmission
Adaptive transmission implies that the transmission rate is adjusted according to the channel 
variations and operational conditions in order to increase the power and spectral efficiency 
without sacrificing the BER. In this research work, the rate adaptation is performed as a func­
tion of the time varying nature of the channel conditions so as to maintain the QoS whilst 
efficiently utilising the radio resources.
The rapid growth in demand for wireless communication systems has motivated research into 
both power and spectral efficient air interfaces in order to meet the requirements of user capac­
ity and new services in restricted radio spectrum. Within 3G systems, mobile satellite systems 
aie also expected to support multimedia applications that require a higher and a wider range 
of data rates. In order to support different services with different quality of services, the need 
of the adaptive transmission is apparent as a service-motivated requirement [76]. There are 
other issues, which motivate the development of adaptive transmission techniques, which are 
presented below.
One of the major problems in wireless communications is the time varying nature of the propa­
gation channel. Even if some of the parameters are optimised for a particular channel condition, 
they may not be optimum for all time. Hence the efficiency of the system is not optimum at 
all times. Transmitted power is a critical consideration in the design of mobile satellite com­
munication systems. The limited life span of the mobile terminal battery and limited satellite 
on-board power introduce constraints on the transmission power in mobile satellite systems. 
Moreover, in CDMA systems, an increase in transmission power results in higher interference 
to other users. Therefore, it is important to maintain a reliable communication link using the
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lowest possible signal power. Similarly, the spectmm efficiency is also of primary concern 
since the cell size is much larger than in a terrestrial system. In addition, the radio spectrum 
available for wireless services is extremely scarce.
The need to develop adaptive air interfaces for future mobile satellite systems has recently been 
identified as a critical research issue by the European ASMS-TF [32]. In addition, it has also 
been identified as one of the key aspects for the systems beyond 3G [33].
In the past, the following techniques were used for fade compensation:
A allocating a large link margin
B power control (UL, DL power control and on-board beam forming)
C adaptive transmission (coding, modulation or data rate)
A. Link margin
The conventional way to overcome channel fading conditions is by allocating a link margin. 
A typical link margin for a GEO based mobile satellite system is shown in Table 4.1. The 
following assumptions of seiwice performance requirements are derived/extrapolated from the 
different S-UMTS studies available (combination of completed ESA contracts or Alcatel Space 
R&D sources [1]). The nominal bit rate assumed in the Forward Link is 384 kb/s for no­
madic/vehicular class reception. This link budget presents typical state of the art conditions 
today. The link margin needed for QoS/availability requiring for typical services can be of the 
order of 10 dB. Thus a comparison indicates that we could be around 3 dB short of closing the 
budget. This illustrates the need for adaptive system.
As seen in the link budget calculations, a link margin always has to be accommodated in order 
to mitigate the severe fading conditions. These conditions occur randomly and in an unpre­
dictable manner. Despite the allocation of a ’’worst case”link margin, it is still not always 
possible to close the link budget due to the non availability of power and/or sufficient capacity 
to make the system economic. Moreover, when the channel conditions are better, allocation 
of a fixed link margin wastes resources. It is also, not cost efficient or simply not possible to 
include a large power margin from a technical view point. Therefore, allocating a large link
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Table 4.1 : LINK BUDGET FOR A SERVICE DOWN LINK
Frequency of operation 2.5 (GHz)
Satellite EIRP / traffic code 57 (dBW)
Free Space Losses 20 deg elevation 192.5 (dB)
Polarisation + Pointing Losses 1 (dB)
Terminal G/T -23 (dB/K)
Terminal Antenna Gain 2 (dBi)
Terminal System Temperature 300 (K)
Thermal Noise Density -204 (dBW/Hz)
Interference Density -209 (dBW/Hz)
Downlink Eb/(No+Io) 12.2 (dB)
Overall Link Eb/(No+Io) 11.5 (dB)
Required Eb/(No+Io) incl. 1 dB implementation loss 4.5 (dB)
Link Margin 7 (dB)
margin is an ineffective and sometimes impossible way to overcome the severe channel fading 
conditions experienced in mobile satellite systems.
B .Power control
Power control can be implemented: (a) at the earth station (power of the transmitting earth 
station is matched to the channel condition in the case of a transparent payload) or; (b) on­
board satellite transmitter power can be adjusted. On-board beam shaping consists of changing 
the antenna radiation pattern as a function of propagation channel conditions. Although, the 
transmitted power does not need to be increased with this technique, it may be expensive due 
to the lack of maturity of on-board technology. Moreover, due to the large propagation delay 
in the satellite systems, the use of power control is greatly limited.
C. Adaptive transmission
This technique can be implementing by using:
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• adaptive coding: where the coding rate is varied according to the channel conditions. 
The extra redundancy added to the information bits leads to a reduction in the required 
energy per information bits. This could be done in two ways: (a) employ a separate 
code for each data rate;(b) use of ’’punctured” codes which permit the selected bits to 
be erased before transmission, the decoder being able to recover the original set of data 
via the knowledge of puncturing pattern. For satellite communications, the propagation 
channel often produces burst errors on the signal rather than independent random eiTors. 
Therefore, in order to use FEC codes (which are optimised for correcting random errors), 
interleaving has to be used in order to make the errors independent.
The drawback of decreasing the code rate is the reduction in the transmission data rate. 
In addition, it is not possible to use large interleaving depths due to the delay constraints 
to randomise the bits sufficiently in all cases and, hence, the use of adaptive coding alone 
is not an optimum way to tackle the problem.
• adaptive modulation: implement more robust modulation techniques requiring less bi­
nary symbol energy in case of fading and use higher order modulation techniques when 
the channel conditions are favourable. The purpose of the adaptive modulation technique 
is to decrease the required Eb/No which corresponds to a given BER at the expense of 
band width. Similarly, by employing adaptive modulation alone the increase in bit rates 
is achieved step by step rather than by a gradual increase. This will complicate or in some 
cases make it impossible to map the number of bits into frames. The number of bits in 
a frame is always a fixed quantity and depends on the spreading factor which is decided 
by the higher layers. Repetition/puncturing of some bits is required in order to map the 
number of bits into the frame structure. As explained in Section 5.6 a high puncturing 
ratio results in increased BER and high repetition ratio reduces the bandwidth efficiency.
Since each of these techniques has pros and cons and a stand alone technique will not always 
be capable of closing the link budget, it is more obvious to consider using a combination of 
different techniques to tackle the problem. This also has the added advantage of achieving 
more granularity on bit rates due to the availability of a greater number of combinations. This 
makes it easier to map bits into frames, preventing the use of a higher puncturing/repeating 
ratios. Modulation and coding also have a direct impact on the power and spectral efficiency of
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any wireless communication system. For these reasons we investigate the possibility of imple­
menting adaptive coding and modulation together to improve power and spectmm efficiency 
of 3G mobile satellite system.
In summary, satellite resource management efficiency has been identified as one of the key fac­
tors in the commercial success of mobile satellite systems, since optimisation of all link budget 
elements is cmcially important in order to make the most out of the satellite limited resources 
(bandwidth, power) which in turn have a direct impact on the cost of the system. The compen­
sation techniques (i.e. increased transmitted power and channel coding with interleaving) used 
in order to overcome the fading effects experienced in the link are generally applied by consid­
ering the worst-case channel conditions, resulting in inefficient utilisation of the transmission 
power as well as frequency spectmm. There is no dynamic control adaption used in current 
mobile satellite systems except simple power control. In addition, a single scheme is neither 
capable of providing an optimum solution for fade mitigation nor closing the link budget at all 
times. Therefore, it is necessary to use more than one technique at a time which offers the best 
solution in terms of spectmm and power efficiency. The efficiency of conventional systems, 
therefore, can be improved if it has the ability to match the effective user bit rate to the channel 
conditions by using a hybrid scheme. Hence, the aim of our work is to develop a physical 
layer, which results in higher throughput under favourable channel conditions and introduces 
a reduction of the data rate during bad channel conditions without the need to increase the 
transmitted power significantly.
4.3 Review of the adaptive transmission systems
It is important to investigate studies related to terrestrial adaptive transmission systems, since 
some of the issues are common to both satellite and terrestrial segments. Therefore, a brief 
review of adaptive transmission techniques that have been carried out/proposed in terrestrial 
systems is presented in the following section.
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4.3.1 Adaptive transmission in terrestrial mobile systems
Webb and Steele in 1995 [3] mention the importance of informing the receiver about the modu­
lation level used for the transmission without being corrupted by the channel in order to perform 
the demodulation in their variable QAM modulation scheme. In their work (block diagram is 
shown in 4.1), the data is divided into blocks, and the first few symbols in each blocks are 
reserved for signalling with QPSK modulation. The optimum size of the block is related to 
the MT velocity. They assumed that the channel does not change significantly over the block 
duration. For the TDD case the receiver estimates the channel and selects the QAM level for 
transmission based on the channel condition. In contrast, in the FDD case since the UL and 
DL experience a different channel due to the frequency separation, the receiver estimates the 
channel and sends the information to the transmitter. In this case there is a delay between esti­
mating the number of levels required and transmitting with this number of levels compared to 
TDD. Consequently the MT speed in FDD must be halved to that in TDD for equivalent per­
formance. Demultiplexing is performed at the receiver to separate QPSK modulated signalling 
and data. This is followed by QAM demodulation to yield the recovered data. The switching 
levels were selected to achieve a specific BER resulting in a variable data throughput. It was 
found that there was a significant improvement in the performance of the adaptive modem over 
the fixed modem for mobile speeds up to almost 20 m/s. The gains are particularly significant 
at low mobile speeds suggesting that such a system would be most useful for communications 
to pedestrian and slow moving vehicles. The length of the block size is also important. If the 
block length is too long, the channel will have changed significantly during the transmission of 
the block and if the block size is too short, then unnecessarily level changing information will 
be sent which will reduce the overall throughput. The authors have used a technique which 
decreases the switching thresholds as the block size decreases in order to maintain the average 
throughput.
An M-level quadrature amplitude modulation (M-QAM) adaptive modulation/TDMA/TDD 
system that controls the modulation level (M=4/16/64/256) according to both received signal 
level and delay spread has been proposed by Otsuki [77]. In such a system, accurate estimation 
of modulation level at the receiver is a key requirement since the transmitter dynamically selects 
the modulation level according to the channel conditions. The authors have proposed a novel
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modulation level estimation scheme that uses a Walsh function as codeword. In a TDD system 
if the time interval between UL and DL is sufficiently small, fading variation of the transmitted 
signal can be estimated using received delay profile variations due to the high correlation be­
tween UL and DL. Ue, Sampei and Morinaga have shown that the proposed novel modulation 
level estimation scheme improves the performance by 8 dB in Rayleigh fading environments 
and has 4 times larger delay spread immunity than conventional QPSK. However, the dynamic 
range of this system is not sufficient to cover that of the fading variation. Moreover, the de­
lay spread immunity cannot be improved in such a system since the delay spread immunity is 
closely related to the symbol rate [4]. The authors in [4], proposed a system which controls 
modulation level as well as symbol rate according to the channel conditions in order to achieve 
a wide dynamic range and hence overcome some of the problems in [77]. In this system the 
symbol transmission rate, Rmax^ is always constant regardless of the selected symbol rate. The 
burst format is shown in Fig 4.2. The lower symbol rates are achieved by symbol repetition of 
multi-level QAM symbols. Therefore, the system has an advantage as it requires only one low 
pass filter (LPF) whose bandwidth is equal to Umax at both transmitter and receiver.
Upper bound performance of an adaptive QAM system in slow rayleigh fading environments 
is presented in [78] by making use of the correlation property of UL and DL. Correct decoding 
of the control bits, which carry the information about the employed modulation scheme, is one 
of the important factors to be considered in such a system. Failure to correctly decode these 
control symbols would result in loosing the current frame [35]. Torrance and Hanzo have used 
a novel approach to transmit the control signals, which contains modulation level information, 
using uneven error protection. It uses one symbol from 5PSK constellation to indicate no 
transmission/BPSK/QPSK/16QAM/64QAM modulation schemes that have been used for data 
modulation. The 5PSK constellation points are not equally distributed around the circle and so 
called ’’uneven error protection”.
The advantages of adaptive modulation over fading channels are illustrated in terms of power 
efficiency in [5]. The authors claim that their technique is novel since they optimise both trans­
mission rate and power to maximise spectral efficiency, while satisfying average power and 
BER constraints. The block diagram of the proposed system is shown in Fig 4.3. They have 
used MQAM modulation technique which adapt to the channel variation. Their technique is 
also sensitive to channel estimation errors and to estimation and feedback path delay which
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must be taken into account in any practical implementation. In addition, they have determined 
how fast the transmitter must change its constellation and power as a function of the channel 
Doppler frequency. According to their evaluation, in the single user case, an adaptive mod­
ulation scheme can provide a gain of about 5-10 dB over a fixed system using only power 
control. They also suggest that if the channel varies rapidly and cannot be accurately esti­
mated, non-adaptive transmission may be the best alternative. However, their proposed system 
is applicable to only systems without frequency reuse. In their approach, the channel estima­
tion is performed at the transmitter (to determine the transmit power and constellation size) and 
at the receiver (to determine the power and constellation size used by the transmitter). They 
also assume that the feedback path does not introduce any errors and this is assured using an 
automatic repeat request (ARQ). Since the transmitter decides the power and constellation size 
based on estimated parameters rather than actual values, the system is highly sensitive to es­
timation errors and delay. Therefore, this approach may work with the terrestrial systems but 
not with satellite systems due to the larger propagation delay.
The system performance of the EDGE concept using adaptive modulation and coding is anal­
ysed in [79]. It is shown that the system achieves significant increase of spectrum efficiency 
using a combination of modulation and coding for packet data transmission in which there is 
no requirement for constant delays or constant data rates. An error free data transmission is 
assured by retransmitting erroneous blocks of data using an ARQ protocol. The system adap­
tively chooses one from eight different coding and modulation schemes according to the time 
varying link quality. The packets that cannot be immediately transmitted are queued and sent 
as soon as resources become available.
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An alternative technique, a multi-carrier modulation concept where the modulation on each 
sub-carrier varies adaptively, based on the channel fading estimates fed back from the receiver, 
is presented in [80]. They use M-QAM (M=0,2,4,16,64) for a system where maximum Doppler 
frequency is less than 6 Hz (900 MHz indoor channel with a walking speed mobility). However, 
the time-varying nature of the channel, which results in different channel conditions at the time 
of the data transmission than at the time of channel estimation, complicates the»use of this 
technique.
In [6], a hybrid adaptive scheme is proposed which supports simultaneous voice and data over 
fading channels with the respective delay, data rate and BER requirements. These authors have 
used BPSK on the Q channel for voice and M-level amplitude shift keying (M-ASK) on the I 
channel for data. The block diagram is shown in Fig 4.4. For bad channel conditions, most of 
the power is allocated to voice transmission to ensure continuous and satisfactory transmission. 
As the channel conditions improve, more power is reallocated to high data rate tiansmission. 
This approach ensures high average spectral efficiency for data communication while meeting 
the delay requirements of speech communications. Based on the channel CNR estimate and 
on the available power, the decision device at the receiver selects the signal constellation size 
M to be transmitted on the I channel, configures the demodulator accordingly and informs the 
transmitter about that decision via feedback path. The transmitter, upon receiving the feedback 
information, allocates suitable power for the data bits and uses the selected constellation size 
for data transmission. Although the proposed scheme suffers a spectral efficiency penalty com­
pared to M-QAM [3],[81], the authors claim that this scheme is advantageous because of its 
simple design. In this work only slow fading channel conditions (where the channel remains 
constant over hundreds of symbols) were considered where the channel remains constant over 
hundreds of symbols.
An accurate channel quality estimation/prediction at the receiver as well provision of a reliable 
feed-back between the receiver and the transmitter is also a key requirement in adaptive sys­
tems [5],[82]. The latter reference also contains a good review of previous work on adaptive 
transmission techniques over wireless terrestrial channels. However, channel prediction relies 
on an accurate knowledge of the autocorrelation function of the channel fading process, which 
is generally not available at the transmitter [80].
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As mentioned earlier, a high correlation between current channel state and fed-back channel 
state information is very important in order to achieve the expected performance gain. One way 
to provide such high correlation between consecutive channel states is to increase the transmit­
ted channel symbol rate [36]. However, increase of symbol rate might change the channel char­
acteristics from frequency-flat fading to frequency-selective. In the frequency-selective fading 
channel, communication performance depends on the level of delay spread and the shape of the 
channel impulse response. They have proposed an adaptive coded modulation system in the 
multipath fading channel (urban environment with six multipaths). They have also obtained 
path diversity gain using an equalizer and obtained substantially improved performance.
Qiu and Chawla [83] have proposed a general framework to study the throughput perfor­
mance and gain that may be achieved by combining adaptive modulation and power control 
in Rayleigh fading environments. Based on their work, the authors made the following conclu­
sions: (a) adaptive modulation without power control provides a significant throughput advan­
tage over using SINR-balancing power control that ensures all the co-channel users have the 
same SINR. In this case the best possible constellation size is chosen according to the available 
SINR. In other words, the appropriate modulation is used on a user-set basis, rather than per­
user basis, (b) combining adaptive modulation and power centrol leads to a significant higher 
throughput as compared to using no power control or using SINR-balancing power control. 
They have simulated the schemes for interference-limited scenarios (i.e.ignoring the thermal 
noise). They also mentioned that adjusting the modulation level without changing the trans­
mission power requires far fewer measurements and feedback compared to the SINR-balancing
4.3. Review o f the adaptive transmission systems 85
power control. Hence, it is significantly easier to implement.
A summary of rate adaptation for packet data services in 2G and 3G cellular standards is shown 
in Table 4.2 [84].
IS95-B system uses code aggregation (i.e.up to 8 codes may be assigned) when higher data rates 
are needed, whereas cdma2000 uses code aggregation and variable spreading/coding in order to 
support higher data rates. GPRS and enhanced-GPRS (EGPRS) specify the use of incremental 
redundancy (decreasing the coding rate as the channel becomes worse) to support variable 
data rates. In addition, EGPRS uses time slot aggregation, adaptive modulation (GMSK and 
8PSK) and coding (punctured convolutional coding) as well [84]. GPRS 136 uses adaptive 
modulation (8 PSK and 7t/ 4 DQPSK) in response to slow variations in path loss and fading. In 
UMTS-WCDMA a variable rate traffic channel is proposed using variable spreading and code 
puncturing (from 1/3 rate) [29]. The transport format indicator, assigned for each physical 
channel, indicates the format of the services that are combined. The method of channel quality 
feedback is based on any of the following; pilot strengths, SINR, or bit and block error rate. 
The network uses the measurement control message to specify to the mobile what events it 
should report and also the measurement metrics that are to be included in the measurement 
report [84].
The identification of the switching metric is one of the main requirements in an adaptive trans­
mission system. Topically it is done based on instantaneous SNR using fixed switching thresh­
olds. Authors in [85] proposed an adaptive learning scheme that is capable of dynamically 
adjusting the switching thresholds between modulation schemes in order to dynamically max­
imise the throughput. They have used convolutional encoded QPSK, 16QAM and 64QAM 
sources and a single path flat slow Rayleigh fading channel with the Doppler frequency set to 
5 Hz. Since the channel fades slowly, the channel is monitored once at the beginning of each 
frame. The appropriate modulation scheme is chosen based on the measured instantaneous 
SNR, with the scheme maintained for the entire frame of data. At the receiver, after data recov­
ery, frame error information is fed back to the transmitter. To apply a learning automation as 
an adaptive modulation controller,from frequency-flat fading its output is regarded as a set of 
switching thresholds. That is, the thresholds are partitioned into a number of combinations, its 
number being equal to the number of automation output actions. The environment represents
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Table 4.2: A SUMMARY OF RATE ADAPTATION FOR PACKET DATA SERVICES IN 2 0  
AND 30  CELLULAR STANDARDS
System/
standard
Method of 
adaptation
Method of 
indicating format
Channel quality 
feedback
IS-95
Revision-B
M supplemental code 
channels
Supplemental 
channel assignment 
message (SCAM)
Supplemental 
channel request 
pilot strength 
measurement message
cdma2000 Variable-rate 
supplemental code 
channel, variable 
spreading and coding 
(1/2,1/3 convolutional)
SCAM, blind 
rate detection
Supplemental channel 
request message,pilot 
strength measurement 
message,power control 
bits (800 Hz)
UMTS-
WCDMA
Variable-rate traffic 
channel, variable 
spreading and coding
Transport format 
combination indicator 
(TFCI) identifies format 
of each frame
Measurement report 
Pilot strength, 
SINR, BER,BLER
GPRS Time slot aggregation 
adaptive coding
Separately coded 
field ’Stealing bits’
Measurement reports in 
ARQ status message: 
Signal & interference, 
BER, signal variance
TDMA 136+ 
(GPRS 136)
Time slot aggregation 
adaptive modulation & 
incremental redundancy
Separately coded 
data field type
Channel quality feedback 
UL:ARQ status message 
DL:packet 
channel feedback
EGPRS Time slot aggregation, 
adaptive modulation 
& coding,incremental 
redundancy
Separately coded 
field ’Stealing bits’
Measurement reports in 
ARQ status message; 
Signal & interference,
 ^ BER,Fading rate
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the operating environment of the modulation selector. The task of the automation is to choose 
an action that gives the best performance function by interacting with the environment. Initially 
all the actions of the automation are selected with the same probability. At any iteration or trial 
only one action is chosen. The environment acts as a referee and gives a feedback to the au­
tomation via the chosen automation function. Based on the feedback only, the automation uses 
a learning algorithm to update the output probability vector that governs the choice of action, 
or switching threshold at the next iteration. At each trial, only if the average FER returned is 
below the target the chosen action will be rewarded and classified to belong to the ’’qualified” 
set. The automation then concentrates on the ’’qualified” set to identify the best action that 
gives the highest throughput while also satisfies the FER limit.
4.3.2 Adaptive transmission in mobile satellite systems
Although some work has been carried out on adaptive transmission techniques in the terrestrial 
sector, this approach is new for the satellite environment. In [86],[87],[88] adaptive transmis­
sion systems for Ka-band satellite air interfaces are proposed to counter-act rain fade effects. 
These authors have used SNR as a switching metric for adaptation of the system.
Rain attenuation is one of the most significant factors degrading satellite link quality particu­
larly in Ka-band. Adaptive transmission techniques are used to compensate rain attenuation in 
order to achieve high link quality availability in [86]. Occurrence of rain events are not uniform 
and seasonal deviation is very high. Authors derived a new model for describing dynamic char­
acteristics of rain attenuation by using a measured attenuation data by the 12.25 GHz beacon 
signal from Koreasat-1, which is the first domestic communication and broadcasting satellite 
in Korea. They have presented a functional block diagram and mentioned that adaptive coding 
can be implemented (using Turbo codes) in order to evaluate the performance. In [88] authors 
from the same institute as [86], have extended their work and discussed a rain fade compensa­
tion scheme including a simple carrier recovery scheme for a DS-CDMA satellite system. The 
proposed algorithm adaptively selects the transmission scheme based on the estimated signal 
quality so that the required QoS can be maintained and thus, the outage probability can be 
significantly reduced. They also introduce a simple carrier frequency detection algorithm for 
Doppler shift compensation.
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An adaptive data rate reduction technique has been designed in the framework of the OLYM­
PUS PROJECT to counteract propagation fading. The OLYMPUS satellite launched in 1989 
has fixed satellite service transponders for experiments at Ku-band and Ka-band. Under this 
framework, the codec rate is reduced from 2048 Mbps (norminal rate) to 1024, 512 and 256 
Kbps when fading increases resulting in possible gains of 3, 6 and 9 dB [89]. A Constant data 
rate is used under clear sky conditions whilst data rate reduction is introduced (with a higher 
spreading factor) in the presence of fading.
L.Castanet [89] has investigated fade mitigation techniques applicable to fixed satellite ser­
vices operating under Ka-band. He has applied adaptive coding, adaptive power control and a 
combination of power control and adaptive coding into a generic Ka-band GEO satellite com­
munication system. Castanet’s simulations demonstrated that it is best to use a combination of 
different techniques in order to achieve the best compromise among performance (availability, 
dynamic range) user data rate, satellite capacity and interference reduction. Accordingly, the 
joint power control-adaptive coding scheme designed in the frame work of his study offers the 
best solution.
Rosmansyah et al. [87] also mention the importance of implementing an adaptive solution in 
order to counteract the rain attenuation and to increase overall throughput. They propose an 
SNR adaptation scheme, and hence investigate different SNR estimation techniques applicable 
to AWGN channels.
However, none of these authors have presented the performance evaluation of the adaptive 
transmission system nor compared it with a non adaptive system. Moreover, they have consid­
ered systems for fixed satellite services.
4.3.3 Summary
In summary most of the previous work focuses on: (a) in terrestrial systems:
• modulation level selection rule
• transmit signal power control policy
• symbol rate switching criteria
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•  classification of the demodulation level
• the effect of channel estimation errors, feedback delay and mobile speed
• performance analysis of throughput and delay
(b) in satellite systems:
• fixed satellite systems mainly to overcome rain fading effects in Ka-band systems 
The main issues identified from the literature survey are as follows:
• In a feed back adaptive communication system, the rate of adaptation should be fast 
enough to make sure that the channel parameters at the transmitter aie not outdated. 
Although, in theory, adaptive modulation demonstrates significant throughput gains over 
non-adaptive transmission systems, it is limited in practice as a result of the variation of 
the fading channel due to the channel estimation and signal transmission.
• The information about the adapted parameter (i.e.modulation level/coding rate) has to be 
transmitted very efficiently to the receiver.
• The accurate estimation of the parameters that are adapted at the transmitter is a key 
requirement.
• Adjusting the modulation level without changing the transmission power reduces the 
complexity.
• Combining adaptive modulation and power control leads to a higher throughput as com­
pared to systems that: (a) use SINR-balancing power control, or (b) do not use power 
control at all.
• Pilot strength measurements, SINR, BER and block error rate are some of the metrics 
that have been used for estimating the channel quality in order to perform the adaptive 
rate transmission.
• All of these adaptive schemes attempt to use both power and spectrum more efficiently 
in order to realize a higher bit rate transmission without sacrificing the BER.
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• Most importantly, we have shown that single scheme is neither capable of providing 
an optimum solution for fade mitigation nor closing the link budget at all times. Joint 
schemes offer the best solution in terms of performance (availability, dynamic range) 
user data rate, satellite capacity and interference reduction.
In order to implement adaptive transmission, channel quality has to be estimated at the receiver 
and sent back to the transmitter via a feedback channel. Thus, feedback delay and overhead, 
processing delay and practical constraints on modulation and coding have to be taken into 
account. For terrestrial mobile systems the propagation delays are small and the channel pa­
rameters can be adapted in shorter times. In the adaptive transmission systems, proposed for 
terrestrial mobile systems parameters such as signal-to-interference plus noise ratio (SINR), 
BER, fading rate and pilot signal strength have been used as switching metrics. Since these 
parameters vary rapidly with time, they are not suitable as a switching metric for an adaptive 
system intended for mobile satellite systems due to the increased delay.
Due to the inherent propagation delay associated with the satellite systems, the use of a control 
system with a feedback loop is also greatly limited. Simulation results confirm that in S-UMTS 
power control is unable to track fading fast power variations [22]. So far only simple power 
control has been used as an adaptive mechanism. The aim of power control is primarily to 
minimise transmit-power consumption of the mobile and satellite and to reduce co-channel 
interference whilst maintaining adequate quality of the signal over the radio channel. The 
near-far effect is not trivial in satellite systems compared to terrestrial systems.
Though power control is effective in tracking slow power variations of the channel, it has 
difficulty in tracking the relatively fast variations associated with rapid channel fading [90], 
[54],[91], Slow power variations resulting from the satellite motion (path loss changes), satel­
lite and user antenna gain variations shadowing, MT speed changes and time varying co­
channel interference have the potential to be tracked and compensated.
In order to realize the potential of adaptive transmission in the mobile satellite systems, it is 
important to identify a suitable switching metric for such systems. The adaptation mechanism 
has to be based on a parameter that has a slower variation in the real environment. In other 
words, the variation of the chosen parameter has to be slower than the control command rate in 
order to make use of the adaptation. With the delays associated with mobile satellite systems
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it is impossible to adapt to rapid variations in the channel. Only much slower variations can 
be followed. The satellite channel is characterised by Ricean rather than Rayleigh statistics 
and thus it is pertinent to consider whether the Rice factor itself could be used as a switching 
metric. This formed the basis of our initial investigation described in the following sections.
4.4 Variation of the Rice factor
The propagation effects in a mobile satellite channel link differ from those of a fixed satellite 
service channel mainly due to the greater significance of local environment and terrain effects. 
The link reliability and quality is directly related to the type of environment in which the MT 
operates at any given instant. It is necessary to quantify the effects on signals to be transmitted 
through channels in different environments. A series of mobile satellite channel propagation 
measurements have been undertaken in the past for this purpose. Experiments have been carried 
out under a variety of environments e.g. rural, suburban, open, frosted and urban to examine 
the channel effects. As distinct from the terrestrial situation, the elevation angle of the satel­
lite was considered to be an important parameter for mobile satellite channel studies. Local 
environment is another factor which contributes significantly to the signal quality [92].
In our work, we have used the results of a measurement campaign conducted by CCSR, Uni­
versity of Surrey, using a wideband channel sounder [7]. The ultimate objective of any channel 
measurement would be to model the channel behaviour in as appropriate a fashion as theoreti­
cally and practically possible. The experimental propagation measurements show that: (a) the 
signal strength is dependent on the elevation and generally increases with it [93]; (b) the signal 
strength measurements under the LOS conditions followed a Ricean distribution [94] and; (c) 
that the Rice factor is dependent on elevation angle [95]. Therefore, it should be possible to 
define the relationship between the elevation and the Rice factor. Such a relationship for dif- 
ferent'local environments is found using curve fittings with measured data [7] and is shown in 
Fig. 4.5.
A Simulation Package of Orbit Constellation (SPOC) was used to obtain the elevation angle 
distribution of typical satellite constellations with respect to time for different satellite constel­
lations. Variation of the elevation versus time for a LEO 66 constellation system (as seen from
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Figure 4.5: Rice factor vs elevation angle for different environments [7]
London) is shown in Fig. 4.7. When the user is in the centre of the foot print (position of user 
A in Fig 4.6), the satellite passes right above the user and, hence, experiences the maximum 
elevation angle. This is the reason for the appearance of the peak between time interval 8000 
to 9000 s in Fig 4.7. Similarly, when the user is off the centre of the foot print (position of 
user B in Fig 4.6) one experiences a lower elevation angle compared to the user in the centre 
of the foot print. SPOC also performs HO to a satellite with a higher elevation angle when the 
elevation angle falls below a certain value. This is why the elevation angle bounded out the 
lower end.
user B
satellite
movementuser A
foot print
Figure 4.6: satellite foot print
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Figure 4.7; Variation of elevation angle as seen from London (LEO-66) [8]
Equations used for plotting curves for Rice factors in Fig 4.5 aie a function of elevation angles. 
Using these equations and elevation angles (Fig 4.7), the vaiiation of the Rice factor in different 
environments can be plotted (Fig. 4.8) with respect to time. The highest variation of Rice factor 
was observed in the lightly wooded environment.
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Figure 4.8: Variation of Rice factor [7]
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Table 4.3: MEAN RATE OF CHANGE OF RICE FACTOR
Heavily wooded Lightly wooded Open Sub urban Urban
rate of 
change (dB/s)
0.0074 0.0171 0.0098 0.0053 0.0160
time for 1 dB 
vaiiation (s)
135.48 58.57 101.56 187.11 62.48
As we have already stated, in order to realize the potential of adaptive transmission in the 
mobile satellite systems, it is necessary to investigate the rate of change of the Rice factor. 
Since this paiameter varies according to the environment, we have to consider the worst case in 
order to design a successful air interface. For this reason the rate of change of the Rice factor 
is obtained by taking the time derivative of the curve. The maximum rate of change of Rice 
factor is observed in the lightly wooded environment and is shown in Fig. 4.9.
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Figure 4.9: Rate of change of Rice factor (lightly-wooded environment)
Table 4.3 shows the mean variation of the Rice factor in different environments. This data was 
obtained for the time period of 60 hours. From this table it is clear that the maximum rate 
of change occurs in the Lightly wooded environment and on average it takes approximately 1 
minute to change the Rice factor by 1 dB.
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Figure 4.10: Rate of change of Rice factor at different elevation angles [7]
However, it would be more useful to see the rate of change of Rice factor with respect to 
elevation angle. Fig 4.10 shows the rate of change of the Rice factor with respect to elevation 
angles. The rate of change of elevation angle and, hence the rate of change of Rice factor does 
not depend on the location. Therefore, Fig 4.10 presents a general case applicable to all the 
locations. The curve is compressed at lower elevation angles indicating that the probability that 
the satellite is seen at a lower elevation angles is higher than that of the satellite being seen at a 
higher elevation angles. For a large proportion of the time the variation is less than 0.05 dB/s. 
SPOC, assumes that when the elevation angle falls below a certain threshold, HO to a different 
satellite takes place resulting in a change of elevation angle.
As mentioned earlier, the maximum rate of change of the Rice factor can be experienced in the 
Lightly wooded environment. From a total of 200000 (approximately 60 hours) data samples 
collected from such environment, it was found that approximately 94.3% of the time the rate 
of change of the Rice factor lies below 0.023 dB/s. Nevertheless, the maximum rate of change 
can be considered to be less than 0.2 dB/s (Fig 4.9). It can be concluded that the variation of 
Rice factor is relatively slow even for LEO satellites and will be really slow for Geostationary 
orbits. From this analysis, it can be seen that the variation of the Rice factor is slow for all 
satellite constellations. This is a result which had not hitherto been reported and is the essence
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of our proposed adaptive system.
In addition, It was found [34] that the system performance depends heavily on the channel Rice 
factor and the fading rate of the propagation channel. Hence, adaptation of the modulation and 
coding rate of our proposed system is based on the Rice factor variation. In this research work, 
for the first time, an adaptive modulation and coding technique is proposed that is applicable 
to 3G mobile satellite communication systems based on the estimation of the Rice factor.
4.5 Summary and conclusions
This chapter presents the need for adaptive transmission over wireless mobile systems by point­
ing out the drawbacks of existing conventional communication systems.
Although some work has been carried out on adaptive transmission techniques in the terrestrial 
sector, and for fixed satellite systems to compensate for rain attenuation, no appreciable work 
has been done for mobile satellite systems. However, it is important to identify the main issues 
related to the adaptive transmission system since some of the issues are common to both satel­
lite and terrestrial purposes. Therefore, a brief review of rate adaptation techniques that have 
been used for achieving higher data rates in the terrestrial mobile communication systems is 
presented in the final section. Some of the main issues identified so far are as follows:
• In a feed back adaptive communication system, the rate of adaptation should be fast 
enough to make sure that the channel parameters at the transmitter are not outdated. 
Although, in theory, adaptive modulation demonstrates significant throughput gains over 
non-adaptive transmission systems, it was limited in practice as a result the variation of 
the fading channel due to the channel estimation and signal transmission.
• The accurate estimation of the modulation level at the transmitter is a key requirement.
o
• The modulation level information has to be transmitted very efficiently to the receiver.
# Adjusting the modulation level without changing the transmission power reduces the 
complexity.
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• Combining adaptive modulation and power control leads to a higher throughput as com­
pared to systems that: (a) use SINR-balancing power control, or (b) do not use power 
control at all.
• Pilot strength measurements, SINR, BER and block error rate are some of the metrics 
that have been used for estimating the channel quality in order to perform the adaptive 
rate transmission.
• All of these adaptive schemes attempt to use both power and spectrum more efficiently 
in order to realize a higher bit rate transmission without sacrificing the BER.
Single scheme is neither capable of providing an optimum solution for fade mitigation nor 
closing the link budget at all times. Therefore, it is necessary to use more than one technique 
at a time which offers the best solution in terms of performance (availability, dynamic range) 
user data rate, satellite capacity and interference reduction.
Due to inherent round-trip delays associated with satellite communication systems, the use of 
a control system with a feedback loop is greatly limited. Moreover, parameters that have a 
large dynamic rate are not suitable for adaptive system design applicable to mobile satellite 
systems. This chapter explains the suitability of the Rice factor for such systems by presenting 
the variation of the Rice factor in real mobile satellite systems. Therefore, for the first time, the 
Rice factor is identified as a suitable switching mechanism mainly due to:
• the variation of the Rice factor is slow even in the worst-case scenarios. It was found 
that the maximum rate of change of Rice factor is approximately 0.2 dB/s (observed in a 
lightly-wooded environment with a system operates in LEO constellations).
• performance of a satellite communication system depends heavily on the elevation angle 
distribution, which can be represented as a Rice factor
Therefore, in order to implement the idea of adaptive transmission, Rice factor estimation is a 
requirement.
98 Chapter 4. Adaptive data transmission over wireless channels
Chapter 5
System elements and simulation model 
development for S-UMTS
This chapter presents a full description of the standard S-UMTS air interface and the generic 
models used later for the simulation of the adaptive physical layer. First, it presents the full 
S-UMTS system used for simulations. It is very important to validate the accuracy of the 
individual models before combining them. Therefore, a description of the important models 
such as mobile satellite radio channel, modulation, encoding, interleaving and rate matching 
models is presented together with the performance comparison with the theoretical/expected 
results. Having justified the accuracy of these models, a complete system is then developed 
by combining these individual models. The performance of the air interface is evaluated and 
presented for a fixed air interface at the end of this chapter. No previous evaluation of the S- 
UMTS air interface was available at the start of this work and thus it was considered necessary 
to produce such an evaluation with respect of latter work for adaptive air interface.
5.1 Generic S-UMTS simulation model
Fig. 5.2 shows the S-UMTS system as modelled. A system corresponding to the SW-CDMA 
(as proposed for S-UMTS standardisation by ESA [29]), has been considered as a reference 
system.
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T=10 ms
slot I slot 14slotO
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TFCI pilotdata
Figure 5.1: Down link frame structure used for simulations
Firstly, the data stream is passed through a convolutional encoder after adding tail and CRC 
bits. 1/2 rate with the polynomials 561o, 753o and 1/3 rate with polynomials 557o, 663<,, 711o 
are used with constraint length 9. Rate matching is applied by means of puncturing or repeating 
in order to match the input bit rate into allocated dedicated physical channel bit rate. Interleav­
ing is then performed on the whole frame duration. The interleaver is designed according to the 
specifications given in [96]. Control and data channel bits are then time-multiplexed. Unlike in 
UTRA, the number of control channel bits considered is fixed and occupy 20% of the slot dura­
tion. In Fig. 5.2, DPDCH and DPCCH denotes dedicated physical data channel and dedicated 
physical control channel. As described in the UMTS specification [97], a 10 ms frame duration 
was considered with 15 slots in each frame. The frame structure used for the simulations is 
shown in Fig. 5.1. The bit stream is then modulated with either QPSK or 8PSK. The I and Q 
branches are then spread to the chip rate with the same Orthogonal Variable Spreading Factor 
(OVSF) channelization code. It should be noted that perfect filtering has been assumed at the 
transmitter and at the receiver.
A correlated Ricean channel based on Jake’s model is used as the fading channel [98]. A 
Ricean process, ^(i), can be defined by [98] taking the absolute value of a nonzero mean 
complex Gaussian process, Pp{t),
Pp{t) =  p( t )  -F m{t)  
=  \lJ-p{t)\
(5.1)
(5.2)
where, p{t )  =  is a zero-mean complex Gaussian noise process with uncorrelated
real components and variance Var{//(<)} =  2Wav{pi{t)}  =  2a  ^ and the Line Of Sight (LOS)
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Figure 5.2: Generic simulation model
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component is taken into account by a time variant mean value of the form;
m(t) ~  m i  (t) +  j m 2 (t) = pexpU(27rfpt +  0p)] (5.3)
Amplitude, Doppler frequency and phase of the direct component are denoted by p, fp and 9p 
respectively. In a Ricean channel, the Rice factor is defined as the power ratio between the 
LOS component and the composite multipath output. When K is zero the channel is Rayleigh 
whereas when K is infinite the channel is Gaussian. Due to low rms delay spread, the propaga­
tion channel can be considered as a non-frequency selective channel for a signal bandwidth not 
exceeding 10 MHz [2]. Therefore, it is reasonable to assume that the channel is narrowband 
and this is assumed to be used for the simulations. Performance evaluation in shadowing con­
ditions has been carried out using a nonstationary model based on a two state Markov model
[99] in which the fading process is switched between a Rice process (good channel state) and 
a Rayleigh-lognormal process (bad channel state).
AWGN is added to the received signal prior to de-spreading. Following the soft demodulation, 
the control and data channel bits are de-multiplexed. The data stream is then passed through 
the de-interleaver and soft output Viterbi decoder before calculating the BER. A description of 
the BER calculation is presented in Appendix B
Rice factor estimation is performed at the receiver approximately at every 100 frames. This 
information is then sent to the transmitter. Upon receiving the information on the channel 
condition, the transmitter uses a look up table to determine the optimum coding and modulation 
combination for the transmission. A detailed description of the adaptive system is presented in 
the Chapter 7.
It is very important to validate the accuracy of the individual models before combining them. 
Therefore, a full description of the important models such as mobile satellite radio channel, 
modulation, encoding, interleaving and rate matching is presented in the following sections. 
The performance comparison with the theoretical/expected results is also included.
5,2 The mobile satellite radio channel
In the following sections, the development of a narrow band correlated Ricean channel model 
based on Jake’s method has been described. In order to validate the model, It is essential to
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compare some of the statistics of the processes involved in the channel (i.e.complex Gaussian 
process and the Ricean process) with the theoretical results.
5.2.1 Introduction
Generally, In satellite to mobile communications, there exists a strong LOS component in ad­
dition to the diffuse component. The spectral and statistical properties of both components are 
influenced by shadowing caused by obstacles. An analytical model for a land mobile satel­
lite channel that takes into consideration various kinds of shadowing situations is presented in
[100]. In this model, the frequency of the direct component is assumed to be Doppler shifted 
due to the movement of the MT. Moreover, in-phase and quadrature components of the com­
plex Gaussian process are assumed to be correlated in order to match the real-world situations. 
Such a cross correlation corresponds to an asymmetrical Doppler power spectral density (psd). 
The channel model used in this thesis is based on such a model as explained in [100].
More often, the white Gaussian noise process is realised using a filter that has a transfer func­
tion equal to the square root of the Doppler psd of the fading process. Alternatively, this can 
be done by a finite sum of weighted sinusoids with equally distributed phases [101]. Fig 5.3 
shows these two methods for the realisation of a real Gaussian processes. The development 
and performance evaluation of a simulation channel model using a finite sum of sinusoids are 
explained in the following sections.
cos(27ifi t + 01 ) 
cos(2 uf2t + 8 2 ) —
WON
C 0 S (2 7 lfN t +  0 n)
H(f)
(a) (b)
Figure 5.3: Realization of real Gaussian processes (a) by filtering white Gaussian noise (WGN) 
(b) using finite sum of weighted sinusoids
The scattered components of the received signal are represented by a zero-mean complex Gaus-
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sian noise process, with cross-correlated real components =  1,2 and variance
Var{^i(f)} =  2c7^ .
p{t) = pi{t) +JP2{t) (5.4)
The time varying LOS component mp{t) has the following form
mp{t) =  rripiit) 4- jmp2 {t) = expj{2irfp{t) + Op) (5.5)
where fp and 6p denote the Doppler frequency and phase of the LOS component respectively. 
As a result of shadowing, measurements have revealed that the amplitude of the time varying 
component, p{t) follows a lognormal distribution [95]. This lognormal process, with zero 
mean and unit variance according to.
p{t) = exp{si^{t) -f m) (5.6)
where s and m  are two quantities, which are strongly dependent on the type of shadowing 
environment. It is assumed that the power spectrum of i/(<) is confined to a relatively slowly 
varying function of time resulting in the process p{t) which is a slowly varying function of 
time. Furthermore, the two Gaussian noise processes =  1,2 and i'{t) are statistically
independent, and then it follows immediately that the lognormal process p{t) is uncorrelated 
with the complex Gaussian process p(t).
From the above equations, the process ri{t) with underlying cross-correlated inphase and quadra­
ture components can be developed and used as an appropriate stochastic model for modelling 
the statistics of the received signal in the mobile satellite channels.
rj{t) =  pp{t) =  y [ p i { t )  +mpi{t)  4- ^P2 { t ) m p 2 {t) (5.7)
5.2.2 The simulation model parameters
The generation of a real Gaussian processes using a finite sum of sinusoids is explained in [98], 
In this method, the real Gaussian process, pi{t) can be expressed as follows:
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Ni
^  Q,n cos(27tfi^nt +  i ~  1,2 (5.8)
n=l
where Ni is the number of sinusoids of the function fi,n and ûi^n denotes the simula­
tion model parameters which are adapted to the desired Doppler psd function and are, therefore, 
called Doppler coefficients, discrete Doppler frequencies and Doppler phases respectively.
cos(2jifjy + 0jj) 
cos(2;^jjr4-0j,j)
cos(2îçfj^j/ ^
sin(2i^jjr 4-0J j) ----—>"
s in (2 ^ y + 0 jj )  ---- >"(^) >
sin (2îîfj,„j/+ >
co5[2;^ jf 4-^^j)---- — >•
c o sL 2 ^ jf+ ^  j) -
5in(2#44-e^)
Figure 5.4: Structure of the simulation model
Fig 5.4 shows the general structure of the corresponding simulation model. 
As explained in [100] simulation parameters can be expressed as follows;
fi,n — fr Sin 7T2M  C  2 Ti — 1 ,2 , . . .  , N  j (5.9)
where N[,~  A^i7t/(2 arcsin Ko). Ko is a real parameter in the interval (0,1] if Ko =  1, then the 
classical Jakes Doppler psd is obtained Similarly, / 2 ,n are obtained by finding the zeros of
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=  0, n  =  l , 2 , . . .  ,AT2 (5.10)f^ojmax
The corresponding Doppler coefficients, c*,  ^are given by
(Jo^/ÿNÏ^ i =  1Ci,a= < (5.11)
Goy/2/N 2, i =  2 for n  =  1 , 2 , . . .  , Ni
finally, the Doppler phases, 9i,n are combined to a vector 6i = {6i^i,0ip,. . .  ,9i,Ni), where 
the elements of this vector are identified with a permutation of the elements of the vector 
0 i  =  [27r/(iVj +  1), 27T2/(JVi +  1) , . . .  , 2vNil(Ni + 1)1 for i =  1,2.
5.2.3 Simulation results
We present an example here with typical parameters for the mobile case. In the example pre­
sented below, the following parameters have been chosen. A maximum Doppler frequency 
fmax of 91.73, which corresponds to a mobile speed of 113 km/h at a carrier frequency of 870 
MHz. For the number of sinusoids, N\  and /Vg, the values N\ = N 2  — 10 have been selected. 
The number of samples considered were 500 x 10  ^ at the sampling rate of 10 x 10^. The 
remaining parameter values are as follows Oo =  0.86, k© =  0.28, s =  0.19, m  — 0.067 and
f  p  ~
The simulated and theoretical curves of pdf of the real Gaussian random process, is shown 
in Fig 5.5. The autocorrelation function of the Gaussian processes is shown in Fig. 5.6. Level 
crossing rate (LCR) and average fade duration (AFD) of the process r), namely Nj^{r)/fmax 
and Tjj(r) are shown in Fig. 5.7 and Fig. 5.8. The pdf of the Ricean process is shown in Fig. 
5.9.
The parameters for a shadowed case corresponding to a Rural area are shown in Table 5.1. The 
output signal envelope of the simulated model, 77(f), is presented for light shadowing and heavy 
shadowing in Figs 5.10 and 5.11. These simulation results show the excellent conformity of 
the statistical properties of the analytical model with the results and thus verify its use.
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Figure 5.6: Autocorrelation function (cTq =  I, fmax = 9lHz)
5.3 Channel coding
In this work, convolutional coding is used as the FEC code. Fig. 5.12 shows the block dia­
gram of the simulation model used for the performance evaluation of the convolutional coding 
algorithm. Bits are quantised into 8 levels before sending to the Viterbi decoder. Figs 5.13 and
108 Chapter 5. System elements and simulation model development for S-UMTS
T ï ï T ï ï ï ï ï ï ï ï i n T ï ï T ï ï i ï ï ï ï ï ï ï ï ï ï ï ï ï ï ï ï ï ï i l ï ï ï ï ï ï ï ï T ï ï ï ï I ï ï ï ï T
—  Simulation 
  Theory
I :::: I in:!;; " i i i i i i i i i i i i ' i i i i i r ;
Ii Êixi i i i i i l i iÉi i i i i i i i ' xxH:
- 2 5 -20 -10
Reference Level [dB]
- 5
Figure 5.7: LCR of the log-normal process (fmax =  QlHz)
10'
—  Theory
— • Simulation
io'
It
9
- 1 5 0 10- 2 5 -20 -10 - 5 5
Reference Level (dB)
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5.14 show the performance of QPSK and 8PSK in AWGN channel. 1/2 rate (561o, 753o) and 
1/3 rate (557o, 663o, 711o) are considered with constraint length 7 and 9. In order to emulate 
a real system, a block of data (with 600 bits) is considered at a time. QPSK is used as data 
modulation. The comparison of these results with the theoretical values shows that they lie
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Table 5.1: PARAMETERS OF THE TWO-STATE MODEL FOR RURAL AREAS
Shadowing 5 ( 0
Light
Heavy
0.4473
0.2927
0.6731
0.6865
0
0.5569
0.0208
-1.8138
within the acceptable range. For instance, 1/2 rate and 1/3 rate performance with constraint 
length 7 gives coding gain 4.5 dB and 4.1 dB respectively. These values are within an accuracy 
ofO.SdB [102],[103],[104].
Convolutional coding is effective only when the errors caused by the channel are statistically 
independent. This is the case for the AWGN channel. However, the fading channel has some 
correlation between adjacent channel states and the errors that occur from these channels ex­
hibit bursty characteristics. An effective method for dealing with burst error channels is to 
interleave the encoded data in such a way that the bursty channel is transformed into a channel 
having independent errors [102]. The interleaver error bursts are spread out in time so that 
errors appear to be independent. The performance also depends on the interleaving depth. Ide­
ally the depth of the interleaver has to be longer than the fade duration and the interleaving
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Figure 5.11: simulation of the envelope r}{t) for heavy shadowing
length is usually taken in the order of the code memory length [105]. In these simulations, the 
interleaving length is chosen as 30 encoded bits as specified in the UMTS documentation [106]
The performance of the system with convolutional coding in the Rice fading channel is pre­
sented in Fig 5.15 and 5.16. Performance improvement (i.e. reduction in Ei/No  requirements)
5.4. Modulation 111
4 —  AWGNComparison BERcomputation
VIterbI
decoding
QPSK
modulationData
Soft
demodulation
Convolutional
encoding
Quantisation
Figure 5.12: Block diagram of the simulation model (for convolutional coding)
is clearly shown in these plots due to the increase in the interleaving depth. For instance, when 
the Rice factor is 10 dB, E i / N q of 6.2 dB is required to achieve BER of 10“  ^ with the in­
terleaver size 40 X 30 whereas only 4 dB is required when the interleaver size is 60 x  30. A 
detailed description about performance of the interleaving in fading channel is given in section 
5.5
5.4 Modulation
QPSK and 8PSK are considered as modulation schemes Fig. 5.17 shows the block diagram 
of the simulation model used for the performance evaluation of the modulator. Figs 5.18 and 
5.19 depict the BER performance of QPSK and 8PSK modulated signal in the presence of a 
Ricean fading channel. Theoretical equations are obtained from [107]. It can be seen that the 
simulation results match well with the theoretical equations. It can be observed that the E^/No 
requirements decrease with the increase of the Rice factor. As expected 8PSK requires a higher 
Eb/No to achieve same BER compared to QPSK. Nevertheless, the spectrum efficiency of 
8PSK is higher than that of QPSK.
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Figure 5.14: Performance of 8PSK with convolutional coding in AWGN channel
5.5 Interleaving
Due to the inherent propagation delay associated with the satellite environment, it is very im­
portant to keep the processing delay as low as possible. As interleaving introduces delay con-
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Figure 5.16: Performance of QPSK with 1/3 rate convolutional coding in the fading channel 
(interleaver size=60 x 30)
straints to the delay budget, it is essential to identify and use the optimum interleaving depth, 
IDopt, for the channel conditions. Under certain channel conditions, if a smaller interleaving
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Figure 5.17: Block diagram of the simulation model (for modulation)
depth (ID) is used without degrading the performance, an extra delay can be allocated to high 
processing delay schemes (e.g. Turbo coding) in order to achieve a higher gain. The ID  opt is 
the minimum interleaving depth required to achieve similar performance as maximum allow­
able interleaving depth, IDmax- The delay in IDopt is less than the delay in IDmax-
The block diagram of the simulation model used for the performance evaluation of the in­
terleaver is shown in Fig 5.20. The simulation parameters are 8PSK modulation, 1/3 rate 
convolutional coding and a spreading factor of 32.
Fig 5.21 depicts the interleaving gain versus interleaving depth in different environments. It 
shows that the interleaving gain is different in different environments and that the interleaving 
depth has a significant influence on the performance. A larger interleaving depth leads to 
improved performance because the error burst is spread over the interleaving period.
From this analysis, it was found that the interleaver becomes more effective in environments 
corresponding to lower Rice factors (lower elevation angles). For instance, when interleaving 
depth is 15 slots, the interleaving gain is 12.2 dB and 3.7 dB for a Rice factor of 3 dB and 
10 dB respectively. When the interleaving depth is increased from 5 slots to 15 slots duration, 
interleaving gain improvement is 2.1 dB for a Rice factor of 10 dB, whereas it is 5.6 dB for 
a Rice factor of 3 dB. Therefore, it is not reasonable to use higher interleaving depth in the 
situations corresponding to higher Rice factors. Moreover, the use of a lower interleaving 
depth reduces the processing delay significantly. From Fig 5.21 IDopt can be chosen as 5 slots
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Figure 5.19: Performance of 8PSK in Ricean fading channel
and 15 slots for a Rice factor of 10 dB and 3 dB respectively. Once IDopt has been identified 
for different environments, the adaptive interleaver can be implemented with the help of the 
Rice factor and the maximum Doppler frequency.
So far only intra-frame interleaving (interleaving bits within one frame) has been considered.
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Inter-frame interleaving (interleaving bits among several frames) is also offered in S-UMTS 
(refer to [106]) which enables interleaving operation over a 10 ms period for delay tolerable 
applications. In this case another interleaving stage has to be added just before the existing 
one. It can perform interleaving over 10 ms, 20 ms, 40 ms and 80 ms, which corresponds to 
1, 2, 4 and 8 frames respectively. Figs 5.22, 5.23, 5.24, 5.25 and 5.26 show the performance 
of inter-frame interleaving. In this case the intra-frame interleaving was fixed to 80 encoded 
bits; 1/2 rate coding is used with QPSK modulation. Spreading and Rice factor are 32 and 6 
dB respectively. In these Figs fdMax denotes the maximum Doppler frequency.
Figs 5.22 and 5.23 show the BER curves for maximum Doppler frequencies of 35 Hz and 
70 Hz respectively. It again shows the performance improvement as the interleaving duration
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Figure 5.22: Inter-frame interleaving (fdMax — 35Hz)
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Figure 5.23: Inter-frame interleaving (fdMax = 70Hz)
increases.
The maximum Doppler frequency has a significant influence on the interleaver design. Slow 
fading channels or a slowly moving user results in a large coherence time. The lower Doppler 
frequency resulting in such cases requires an increased interleaving depth. Therefore, slow fad-
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Figure 5.24; Inter-frame interleaving (TTI=10 ms)
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Figure 5.25: Inter-frame interleaving (TTI=20 ms)
ing channels require an increased interleaving depth. In other words, the finite size interleaver 
is not capable of randomising slow fading effects. Performance comparison in the presence 
of different maximum Doppler frequencies is shown in Fig 5.24 and 5.25. The transmission 
time interval (TTI) durations considered are 10 ms and 20 ms respectively. The time duration
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Figure 5.26: Inter-frame interleaving {Eb/No=5dB)
in which the data stream is fragmented (i.e. 10 ms, 20 ms, 40 ms and 80 ms) in order to fit 
into code blocks as defined by the encoder is called TTI. Performance degradation is observed 
as the maximum Doppler frequency decreases (i.e. user velocity decreases). Fig. 5.26 shows 
the average BER versus interleaving duration at E^/N q-S  dB. It can be seen that the BER 
reduction due to the interleaver is distinct for different fading environments or for different 
user velocities. A higher BER reduction can be observed at lower velocities. This implies that 
the interleaving is more effective in slow fading environments. It can also be seen that the 
performance starts to level off as the interleaving depth is increased. The curve corresponding 
to /dMax=140 Hz is almost flat after 40 ms. However, the curve corresponding to fdMax=^^ 
Hz has a gradient which decreases slowly without levelling out. This, as explained earlier, 
relates to the coherence time of the channel. When the interleaving depth reaches the order 
of the coherence time of the channel, the performance improvement cannot be observed even 
if the interleaving deptli is increased. The curve corresponding to /dMoa:=140 Hz is a good 
illustration of this.
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5.6 Rate matching
UMTS can support different services and data rates, or a combination of services in the case 
of higher bit rates. Bit streams from these different services are fragmented into blocks and 
serially multiplexed in order to have a single bit stream. Before multiplexing, the bit rate has 
to be adjusted in order to match the input bit rate into allocated dedicated physical channel bit 
rate. This procedure is called Rate matching and is performed by means of puncturing and 
repeating of the encoded bits. The number of bits employed is calculated using the rate match­
ing attribute, which is defined by the higher layers. The punctured bits at the transmitter are 
filled with zeros at the receiver and, hence, the information is considered to be lost. Therefore, 
high puncturing ratio results in increased BER. Similarly, repeated bits at the transmitter are 
deleted at the receiver causing no loss of information. Nevertheless, high repetition ratio is not 
desirable as it reduces the bandwidth efficiency. The repetition and puncturing positions are 
identified by the rate matching algorithm.
The number of input bits to the rate matching stage is mainly dependent on:
• User Bit Rate (UBR): UBR is the factor that specifies the number of information bits 
in a transmission block called TTI. In SW-CDMA, UBRs are specified as 7.5, 15, 30, 
60, 120 kbps and so on. This can induce the undesirable case of a higher repetition 
or puncturing ratio. A high puncturing ratio increases the BER causing a large amount 
of information to be lost, and a high repetition ratio means that the UBR will be low
compared with the maximum allowable bit rate of the transport block, causing a waste
of the bandwidth. According to the above statement UBR should be chosen so that the 
repetition or puncturing ratio will be minimum.
• CRC bits: CRC parity bits are added to the end information bits. The length can be 0, 8, 
12, 16 or 24 bits.
• Tail bits: Tail bits are added just before the encoder in order to reset the encoder’s regis­
ters.
• Coding: In order to choose a UBR which gives the lowest repetition or puncturing ratio, 
the coding rate should be assumed. The output of the encoder is the input to the rate
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matching, assuming the ideal case where no rate matching is required. This happens if 
the number of input bits to and output bits from the rate matching stage are equal.
For the rate matching simulations, a complete system as shown in the Fig 5.2 is used. The 
rate matching algorithm is implemented according to the specifications given in [106]. As it is 
shown from the Figs 5.27 and 5.28, the system without rate matching requires a lower E^/No 
than the same system with puncturing. In Fig. 5.27 Pun 11/91 denotes 11 bits are punctured in 
every 91 bits. The increase in BER occurs due to the puncturing: specific number of bits are 
removed before transmission, and they are replaced by zeros at the receiver. It can be seen that, 
the higher the number of bits that are punctured (higher puncturing ratio), the higher the BER,
Unlike puncturing, when repetition is performed there is no change in the BER. This is because 
the transmitter transmits all the bits in addition to repeating some bits. Fig. 5.29 illustrates an 
example of a repetition case. In this case there is no loss of bits. However, a higher repeti­
tion ratio results in a reduction in spectrum efficiency. Therefore, it is desirable to keep the 
puncturing or repetition ratio as low as possible.
—w— No RM 
-Q  Pun 11/91
cc
Eb/No (dB)
Figure 5.27: Rate matching performance (1/3 rate, QPSK with spreading factor=256,K=6 dB)
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Figure 5.28: Rate matching performance (1/3 rate, QPSK with spreading factor=128,K=6 dB)
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Figure 5.29: Rate matching performance (1/3 rate, QPSK with spreading factor=32,K=6 dB)
5.7 Performance for a iion-adaptive (fixed) system
Having, Verified the accuracy of the models individually, the complete physical layer has been 
built up using these models. In order to justify the system model, a test scenario is simulated
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Table 5.2: PARAMETERS OF THE TEST SIMULATION SCENARIO (Fig 5.30)
Chip rate 2.048 Mcps
Doppler shift 140 Hz
Coding rate 1/3, a: =  9
Frame length 20 ms
Interleaving 20 ms
Rice factor 10 dB
Modulation QPSK
Bit rate 64 kbps
with the parameters given in Table 5.2. According to [56], a BER of 10“  ^ requires an Eb/No 
of about 4 dB. It was also mentioned that their simulation results could be up to 1 dB worse 
due to overhead and channel estimation errors. Therefore, the results obtained with simulation 
model developed in this chapter (Fig 5.30) are within the range of those of ESA.
43 3.51.5 2 2.51
E b/N o  (dB)
Figure 5.30: BER performance of integrated SW-CDMA system
Finally, performance evaluation has been carried out using this S-UMTS systems and BER 
performance is shown in Figs 5.31 and 5.32. Simulation parameters correspond to these sce­
narios are shown in Table 5.3. It is clearly seen that: (a) Eb/No requirements are different for
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Table 5.3: PARAMETERS OF THE SIMULATION OF S-UMTS SYSTEM (Figs 5.31 and 
5.32)
Chip rate 3.84 Mcps
Doppler shift 140 Hz
Frame length 10 ms
Spreading factor 32
Interleaving 10 ms
Coding 1/2 rate
Modulation QPSK/8PSK
Bit rate 96/144kbps
different environments; (b) for a particular BER, Eb/No requirements decrease as Rice factor 
increases. These Figs clearly justify the need of adaptive air interface in order to efficiently 
utilise the system resources.
—4— K=3 dB 
K=5 dB 
- e -  K=7dB 
K=9 dB 
K=i11 dB10-'
10“
Eb/No (dB)
Figure 5.31: BER performance (1/2 rate,QPSK)
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Figure 5.32: BER performance (1/2 rate,8PSK)
5.8 Summary and conclusions
A detailed description of the channel model used for the simulations is presented in this section. 
It can be seen that the results obtained with the channel model give a very good match to the 
theoretical results.
Performance evaluation of convolutional coding (1/2 rate and 1/3 rate) and modulation (QPSK 
and 8PSK) is presented and the results obtained are compared with the theoritical/expected 
results in order to justify the accuracy of the individual models used.
In rate matching, a higher repetition ratio results in a reduction in spectrum efficiency. Simi­
larly, a higher puncturing ratio results in increase of BER. Therefore, it is desirable to keep the 
puncturing or repetition ratio as low as possible.
After testing the main simulation blocks individually, the complete physical layer is built using 
these models. A description of the end-to-end physical layer including the perfoimance eval­
uation is given in the last section of this chapter. This simulation model will be used later to 
evaluate the performance of the adaptive transmission. BER Performance of a fixed system in 
the presence of a Rice fading channel is shown at the end of the chapter. The required Eb/No 
to achieve the same BER for different environments is clearly demonstrated.
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Chapter 6
Parameter estimation for adaptive 
physical layer
As shown in chapter 4, there is a necessity of an adaptive S-UMTS air interface to retain 
QoS over a wide range of channel conditions. This is achieved by changing the level of the 
modulation order and coding rate. In the same chapter we also introduced a novel switching 
metric based on the Rice factor and investigated its validity. In chapter 5 we modelled such a 
scheme, and now in this chapter we estimate the parameters required for the development of 
this technique. This chapter presents two novel Rice factor estimation algorithms with their 
performance evaluation. Both of the Rice factor estimation algorithms presented assume the 
noise power/ SNR is a known parameter. Thus, in the last section, a suitable SNR estimation 
algorithm is presented.
6.1 Rice factor estimation
6.1.1 Introduction
It was shown in chapter 4 that the Rice factor variation is relatively slow even in LEOs that 
are considered to be the worst case. It has been found that in this case the maximum rate of 
change of Rice factor is around 0.2 dB/s [108]. Therefore, it is not necessary to estimate the 
Rice factor very frequently.
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Direct determination of the Rice factor, i.e., physically isolating the direct wave from the mul­
tipath components, is a complicated task. Although some Rice factor estimation techniques 
(using higher order moments of the received signal) have been reported in the past [109],[110], 
these methods are only valid when the received power is very high. Moreover, these techniques 
may not be very suitable for the satellite environment as a real-time estimation of higher order 
statistics is computationally difficult [111].
6.1.2 Rice factor estimation using re-encoding 
Estimation algorithm
The channel BER is related to the carrier-to-noise level as well as the Rice factor. At low BER 
values many errors must be detected in order to obtain a good statistical accuracy. Moreover, 
when we come to estimate the Rice factor using the calculated BER, we will need to use 
the analytical expressions, which are not available in the coded case(i.e. for the coded case 
only eiTor bounds are available). The technique presented here overcomes these problems 
by converting results to those where no coding is used. Firstly at the receiver, the reference 
transmitted data stream is obtained by re-encoding the decoded data stream (see Fig 6.1). The 
uncoded BER can then be calculated by comparing the re-encoded data stream with the original 
channel data stream.
Although the sequence that is decoded and then re-encoded contains errors, the probability of 
the encoder producing an error is much lower than the uncoded error rate and, hence, will not 
have much impact on the Rice factor estimation. Eb/No is estimated using a simple Least 
Mean Square (LMS) algorithm. Once BER and Eb/No are known, they can be mapped to a 
point (point ”x” in Fig 6.2) on the plot of analytical BER family curves. The estimated Rice 
factor corresponds to the curve that mapped with point ”x”.
The average estimated Rice factor is plotted against the actual value in Figs 6.3 and 6,4. Fig 
6.4 depicts the performance of the estimator for a Rice factor of 3 dB and 6 dB for different 
Eb/No. Gray coded QPSK modulation with half rate convolutional coding (constraint length 
9) has been used for all simulations. It should also be noted that each point in Fig. 6.3 and 6.4 
represents the average performance over 100 sets of 100 frames. The algorithm works well for
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low Eb/No values, i.e. close to 5 dB. It was also found that the accuracy of the estimated Rice 
factor increases with the estimation length.
Fig 6.5 is a histogram, which shows the frequency of the estimated Rice factor value (corre­
sponding to a Rice factor of 8 dB). For 96.9% of the time the Rice factor is estimated in the 
range 7.7-8.3 dB (i.e.with accuracy of ±0.3 dB).
Demodulator Quantizer Decoder
y  V,
BER for K 
estimation Comparison Encoder
Figure 6.1: Principle of re-encoding
► data 
estimation
O)
:=8dB
Point "X''
Figure 6.2: Estimating the Rice factor using BER curves
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Figure 6.3: Performance of the algorithm for different Rice factor
Comments
It should be noted that when the system operates at low BERs, a large number of samples needs 
to be received in order to provide an accurate estimate of Eb/No and, hence, of Rice factor. 
The Rice factor estimation technique presents two main advantages: (a) the scheme can be 
applied to any transmission link, which includes a forward error correction (EEC) code; (b) it 
is simple and its implementation complexity is low. In order to minimise the complexity, the 
decoder can be modified to output for the best path, not only the information bits, but also the 
corresponding re-encoded bits.
6.1.3 Rice Factor estimation using pdf
The Rice factor estimation method (6.1.2) using modulation errors is successful and simple. 
However, BER curves, for different Rice factors, are very close to each other at low Eb/No 
values. Since the method of Rice factor estimation using re-encoding depends on the BER val­
ues, it works succgssfully only when the BER curves for different Rice factors are sufficiently 
separated. The higher the Eb/No value the fiirther apart the curves are. Moreover, for the same 
BER value, 8PSK requires a higher Eb/No value than does QPSK. Therefore, for the same
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Figure 6.4: Performance of the algorithm for different Eb/No
BER, 8PSK curves are sufficiently far apart only at the higher Eb/No values compared to those 
of QPSK. Hence, for a given Eb/No value, this technique does not perform equally well for 
QPSK and 8PSK.
Therefore, an alternative technique was investigated to work efficiently irrespective of the mod­
ulation scheme. A random process can be defined by its pdf and thus we investigate an esti­
mation method based on the pdf, as follows. Firstly, a probability distribution is produced for 
the received signal. It is then compared with a library of known probability distributions. The 
Rice factor is determined using the one which is closest to the probability distribution of the 
received signal.
This method is based on the soft outputs produced by the quantiser. The block diagram of the 
receiver is shown in the Fig 6.6. There are two types of quantisers: normal and extended. For 
the normal quantiser, the lowest and the highest quantisation thresholds are placed between 
zero and the mean of the received signal. In contrast, the lowest and the highest quantisation 
thresholds in the extended quantiser are placed between 0 and twice the value of the mean. 
Since the extended quantiser outperforms the normal quantiser [112], in this work the perfor­
mance is evaluated only using the extended quantiser.
Within the observation duration, the frequency of hits for every quantisation level are accumu-
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Figure 6.5; Performance of the Rice factor estimation algorithm
lated. A normalised histogram is then plotted using this data. It has been found that the pdf 
of the received signal varies with the Rice factor value. A quantised pdf library can be devel­
oped as a function of different Rice factors to be used as a lookup table. The histogram of the 
received signal is then compared with this quantised pdf (or probability mass function) library 
and the Rice factor can be established from the quantised pdf curve that matches closest with 
the histogram of the received signal.
The comparison of the histogram with the quantised pdf library is performed in the following
Received
sam ples
Demodulator Quantiser Decoder
Data
Histogram
computation
Noise
estimation
Q uantised pdf 
computation r Histogrammatching Ricefactor
Figure 6.6: Block diagram of the estimator
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manner. There are several ways to measure the distance between the two curves. One of the 
simplest methods is the measure, for each curve k in the library, of the square of the Euclidean 
distance [111];
M
d{q,Pk) =  -  P jk f  (6.1)
where M  is the number of quantisation levels, pk = {pik^P2 k • >-PMk) is the quantised pdf of 
the library curve k and g =  (gi, % -  . 9M) is the pdf of the histogram.
Alternatively the weighted Euclidean distance can also be used for the same purpose;
M
d{q,Pk) = X2 -  PJk)^ (6.2)
j= i
where Wj is the weighting factor. For all the simulations in this thesis, weighted Euclidean 
distance is used.
The pdf model library
In this technique, the size of the established quantised pdf library is an important issue. The 
choice of different library models depends on the accuracy required for the estimated Rice 
factor. As an example, an accuracy of 1 dB is sufficient for the development of the adaptive 
communication system as described in this report. Since the variation of the Rice factor lie 
between 3 and 12 dB [113], the library model contains around 10 different curves. The number 
of models in the library also has an impact on the delay of the estimation algorithm. The larger 
the number of curves, the more time the estimation takes since the algorithm has to perform 
comparisons with more curves. Moreover, since sudden variations of the Rice factor do not 
occur, the number of comparisons can be restricted to those few values around the current 
estimated Rice factor.
The model library can be developed using either the measured data or by deriving an analytical 
expression. An analytical approach has been considered in this work.
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The propagation channel
It is reasonable to assume that the mobile satellite channel is flat with frequency (refer to Sec­
tion 5.1) and multipath fading can be modelled at base-band level as a simple multiplicative 
stochastic process with complex values «(Q x exp{jip{t)) where o:(f) and ip{t) are the ampli­
tude and the phase of the multipath fading process. Due to the assumption of perfect channel 
estimation, full knowledge of the phase information is available at the receiver. The amplitude 
can be assumed to have a Ricean distribution with a pdf given by
f i a )  =  2a(l + K ) ■ exp (-a ^{K  + 1 ) -  if )  • /„ (2 a - /( if  +  1)K) a > 0  (6.3)
where /o(*) is the order zero modified Bessel function of the first kind and K  is the Rice factor 
defined as the power ratio between the direct and the diffuse components of the received signal. 
It should be noted that the stochastic fading process has been normalised so that E[a^{t)] — 1. 
This implies tliat the gain of the multipath fading channel is equal to one.
In reality, the received signal is corrupted by AWGN and, hence, it is essential to consider the 
received signal together with this noise. The AWGN has a pdf of
where a a  is the variance of the AWGN.
In view of the existence of I and Q components at the receiver, it would appear that a solution 
would be more easily achieved by assuming the Ricean and Gaussian processes to be inde­
pendent real random processes since this would allow the results for the Q component to be 
deduced from that for the I component. Therefore, such an assumption leads to the following 
expression:
f w M  =  • 2{w -  y){l +  K )  ‘ e x p { - K )  J  e x p { ~ ^ ^ )
e x p { - { w  -  y)^{K  -I-1)) • Io{2{w -  y)^ /{K  -j- l)K )dy  (6.5)
(see appendix C.l for derivation) for which the author has been unable to find a closed^form 
solution and believes that no such solution exists.
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Figure 6.7: pdf of the received signal using (6.5) {Eb/No — IQdB, M=64)
In contrast, when we consider a complex Gaussian process, and allow for both I and Q compo­
nents, a closed form solution is achieved [114] (see appendix C.2 for derivation):
U r )  =  ^  • e x p (  2^ , r  > 0 (6.6)
is the mean power of the diffused components, 5^/2 is power in the direct component, a g 
is the variance of the AWGN, a f  = + Oq and the Rice factor is defined as S ^ /  (2(jJ).
Evidently both equations (6.5) and (6.6) are a function of the Rice factor and ao- Since it was 
not possible to find a closed form solution for equation (6.5), the integration was performed 
with sufficient accuracy using numerical methods. The variance of AWGN, ctg, is related to 
the SNR and, hence to Eb/No. An LMS algorithm can be used to estimate Eb/Ng. Therefore, 
once Eb/No is fixed, a set of curves for different Rice factors can be obtained for the model 
library.
Simulation results
Simulation results for the estimator based on equation (6.5) are as follows,
Figs 6.7(a) and 6.7(b) show the simulation results of the Rice factor estimator using (6.5). The 
Eb/No, number of quantisation levels and maximum Doppler frequency, fdmaxj are assumed 
to be 10 dB, 64 and 140 Hz respectively. p(x) is the pdf evaluated at x for the analytical curve
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Figure 6.8: pdf of the received signal using (6.6) {Eb/No — SdB, M=64)
and, in the case of simulation curve, it is a fixed proportion of the observed frequency value for 
a fixed adjacent range. Figs 6.8(a) and 6.8(b) show similar results using (6.6). It can be seen 
that in both the cases, the analytical equation matches well the histogram of the received signal 
obtained from simulations. Unlike the estimation method based on the re-encoding method 
(section 6.1.2), this method works equally well for QPSK and 8PSK modulation schemes.
For the following simulations, an SNR estimator, as explained in the section 6.2, is used. The 
performance of the estimator for different Eb/No is shown in Fig. 6.9. Each point represents 
the average performance over 100 sets of 100 frames of 1/2 rate QPSK modulated symbols. 
The estimator performs well over a large range of Eb/No values.
Fig 6.10 depicts the estimator performance over a range of different Rice factors. C2M4, C3M4 
and C2M8 denote 1/2 rate QPSK, 1/3 rate QPSK and 1/2 rate 8PSK respectively. Each point 
represents the average performance over 100 sets of 100 frames. The Eb/No is fixed to 8 dB. 
It can be seen that the estimator works well irrespective of modulation and coding schemes.
Fig 6.11 is a histogram, which shows the frequency of the experienced estimated Rice factor 
value (corresponding to a Rice factor of 8 dB). 93.6% of the time Rice factor is estimated in the 
range 7-6-8.4 dB (i.e.with accuracy of 0.4 dB). The following results were obtained by incor­
porating equation (6.6) in to the Rice factor estimator algorithm. The number of quantisation 
levels was assumed to be 64. Figs 6.12(a) and 6.12(b) depicts the estimator performance over a 
range of different Rice factors. C2M4, C3M8 and C2M8 denote 1/2 rate QPSK, 1/3 rate QPSK
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Figure 6.11: Performance of the Estimator(£'(,/iVo=10 dB)
and 1/2 rate 8PSK respectively. Each point represents the average performance over 100 sets
of 100 frames. The Ef,/No is fixed to 8 dB. It can be seen that for both the cases and for all thé
selected modulation and coding schemes, the estimator works very well. The performance of
the estimator for different Eb/No is shown in Figs. 6.13(a) and 6.13(b). The excellent accuracy
of the estimator is still maintained over the range of Eb/No considered. Finally Figs 6.14(a)
and 6.14(b) are histograms which show the frequency of the experienced estimated Rice factor
value (corresponding to a Rice factor of 8 dB). It can be seen that the accuracy of the estimator
increases with the increase of the number of frames considered. It can be seen that 96.1% of
the time Rice factor is estimated in the range V.6-8.4 dB (i.e.with accuracy of 0.4 dB) when 
 ^ <•the frame window is 100. The percentage is reduced to 82.4% when the frame window was 
reduced to 50.
Since (6.6) is a closed form analytical expression, it is used in preference to (6.5) for the rest 
of the thesis.
Finally Fig. 6.15 shows the real time variation of the Rice factor in the lightly wooded environ­
ment and the performance of the K estimator. The estimation is performed every 100 frames 
(1 second). Each estimated point is the average of 10 estimated values. It is clear that such a 
variation is tracked very accurately by this estimator. Since the Rice factor variation is very
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Figure 6.15: K estimator performance in real environment
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slow, linear prediction (prediction of a future value using known values through linear regres­
sion) can be applied for the estimated values.
When the prediction is performed using 2 known samples it was found that the predicted curve 
is an excellent match with the estimated value mainly due to very slow variation of the Rice 
factor. It was found that the error between actual and estimated Rice factors lies below 0.15 dB 
most of the times.
6.2 Signal and noise estimation
Since both of these Rice factor estimation algorithms explained above assume noise power/SNR 
is a known parameter, it is necessary to estimate it. The following section presents a SNR esti­
mation technique based on the LMS algorithm.
6.2.1 Introduction
Signal and noise estimation is important for radio resource management algorithms such as 
power control, HO and dynamic channel allocation in mobile communication systems. Many 
such works assume perfect estimation of signal and noise power. The Rice factor estimation 
algorithms described in section 6.1 assume that noise power is a known parameter. In this 
section, a SNR estimation algorithm is described together with the performance evaluation.
6.2.2 Algorithm
In mobile satellite systems, the received signal has been subject to Ricean fading and has been 
corrupted by AWGN. The power of this signal plus noise, Ps n  ^has the form
PSN  — P sN i  +  P s Nq
_  1  f  I , 2  ,  1  f  I , 2
i = l  i = l
where Psn  ^ and Psnq denote the power of the inphase and quadrature components respec­
tively. Xi and yi denote instantaneous received signal samples in the inphase and quadrature
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components. N  denotes the number of samples. From 6.7, noise power, P n  can be calculated 
as follows;
Pjv =  PsN — Ps (6.8)
Where P$ is the signal power. Estimation of Ps is explained in section 6.2.3. Total received 
signal power, Ps n  can be calculated from the received signal samples. From this information, 
SNR, P s / P n > and hence Eb/Np  can be evaluated.
6.2.3 Noise cancellation
Fig. 6.16 shows a block diagram of the noise canceller [115]. This is used to detect the signal 
buried in noise. A delayed version of the input signal is processed by a transversal filter and is 
compared with the actual input signal to produce an error signal e(n). In the Fig, A, denotes 
the decorrelation delay [115]. The error signal, e(n), is used to actuate the LMS algorithm for 
adjusting the M tap weights of the transversal filter. The LMS algorithm is a linear adaptive 
filtering algorithm that consists of two basic processes [115]:
• A filtering process, which involves (a) computing the output of a transversal filter pro­
duced by a set of tap inputs, and (b) generating an estimation error by comparing this 
output to a desired response.
• An adaptive process, which involves the automatic adjustment of the tap weights of the 
filter in accordance with the estimation error.
In the Fig. 6.16, mu denotes the step size parameter. The convergence of the algorithm is highly 
dependent on this parameter [115]. When mu is large, the convergence is faster but the error is 
higher. The tap weights {W (i) =  (Wq, VFi,. . .  , Wm) at time i) are calculated as follows:
W (n  +  1) =  W (n)-f-m u • u(n) • e(n) (6.9)
The noise cancellation algorithm filters out the AWGN and produces y(n),a  noise-free version 
of the input signal u(n). In other words y{n) is equivalent to the signal samples before corrup­
tion by AWGN. In this way signal power, Ps can be obtained by squaring the instantaneous 
samples values and summing over the considered estimation window.
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e(n)«(«)
Figure 6.16: Block diagram of the noise canceller 
6.2.4 Performance of the Eb/No estimation algorithm
Fig. 6.17 presents variance of the estimation error variance versus the size of the estimation 
window. For all the simulations 1/2 rate convolutional coding with QPSK modulation has been 
considered. Each frame consists of 1200 symbols. It is clear from the graph that the error 
variance decreases with the increase of estimation window. Sample variance was calculated as 
follows:
1 iv
variance =  ~
i—l
1/2 (6.10)
where yi are the instantaneous samples produced by the filter and y = ^  is the mean
value of the received samples.
Figs 6.18 and 6.19 show that the estimator performs well over a wide range of Eb/No values 
. and Rice factors. Each point on these two graphs represents an average performance over 100 
sets of 25 frames. Finally, Figs 6.20 and 6.21 are histograms which depict the frequency of 
the experienced estimated Eb/No value. It is evident that when the number of frames (i.e. 
estimation window) increases, the accuracy of the estimated value increases.
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6.3 Summary and conclusions
Since the switching metric for the adaptive system proposed in this thesis is based on the Rice 
factor, knowledge of this parameter is a key requirement at the receiver. Two novel Rice factor 
estimation algorithms are presented in the first section of this chapter. Both of these Rice factor 
estimation algorithms assume that noise power is a known parameter. The preceding section 
describes a SNR estimation technique based on LMS algorithm.
The following conclusions are made based on the work presented in this chapter;
• The Rice factor estimation algorithm based on the re-encoding method is a simple and 
accurate technique. However, at low BERs a large number of samples are needed to 
provide an accurate estimation. Moreover, it does not perform very well at the lower 
Eb/No values of higher order modulation schemes.
• An analytical expression is derived for the pdf of the faded and corrupted received sig­
nal. A Rice factor estimation algorithm is developed based on the comparison of the 
analytical expression and the histogram of the received signal. This algorithm performs 
efficiently irrespective of the modulation scheme.
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• Since the Eb/No estimation is performed using a large number of symbols, the algorithm 
performs well and accurately over a large range of Rice factors. It is also found that the
estimation error decreases with the increase of estimation frame window.
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Chapter 7
Performance evaluation of adaptive 
modulation and coding
7.1 Introduction
This chapter presents the performance evaluation of the proposed adaptive physical layer. 
Firstly, the methodology is illustrated. The receiver estimates the Rice factor based on the 
received signal and sends it to the transmitter using a feedback channel. Upon receiving the 
feedback information, the transmitter selects the optimum modulation and coding scheme for 
transmission. Thus, the receiver should be aware of the coding and modulation combination 
that has been used by the transmitter. Coding and modulation parameters used by the transmit­
ter can be sent to the receiver using the control channel. Since the decoding operation follows 
demodulation, the decoder can use the information sent in the control channel. At the receiver, 
control information is only available after the demodulation and, therefore, a blind modulation 
detection algorithm is required in order to identify the modulation scheme. A modulation de­
tection algorithm is presented together with its performance evaluation in the following section. 
Finally, the performance evaluation of the adaptive physical layer is presented and the benefits 
are illustrated.
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Table 7.1 : CODING RATE AND MODULATION ORDER BIT PATTERN
coding rate QPSK 8PSK
1/2 00 01
1/3 10 11
7.2 Methodology
Fig 7.1 illustrates the block diagram of the system. Rice factor estimation is performed at the 
receiver (with the help of SNR estimation) at approximately every 100 frames. This informa­
tion is then sent to the transmitter. Upon reception of the information on the channel condition, 
the transmitter uses a look up table to determine the optimum coding and modulation combi­
nation for the transmission. At the receiver, modulation detection and coding rate detection is 
performed every 100 frames. A blind modulation detection algorithm is used for the demod­
ulator. In addition, power control bits are replaced with coding rate information every 100th 
frame. Since power control is performed less frequently, the replacement of power control bits 
with coding rate information will not introduce problems. The modulation order information 
obtained from the control channel and detection algorithm is then compared in order to verify 
that the demodulator performs correctly. Coding rate information obtained from the control 
channel is used for decoding.
The control bits for modulation and coding rate information are transmitted in the following 
manner; The least significant bit (LSB) is used for the modulation information whereas the 
most significant bit (MSB) is used for the coding rate information. The bit pattern used in 
the control channel is illustrated in Table 7.1. The modulation information obtained from the 
modulation detection algorithm is compared and verified using the information obtained from 
the control command field.
However, this control information is available only after demodulation. Therefore, it is neces­
sary to implement a blind modulation detection algorithm in order to identify the modulation 
scheme used for the transmission. After demodulation, the estimated modulation order from 
the detection algorithm can be compared with the modulation order information obtained from 
the control channel (as explained above) in order to justify the estimation.
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Figure 7.1: Block diagram of the system
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The following section explains the blind modulation detection algorithm used.
7.3 Modulation detection
In order to implement the adaptive transmission system, an automatic modulation recognition 
algorithm is required. The transmitter selects and applies a suitable modulation scheme. The 
information about the selected modulation scheme can be sent to the receiver via one of the 
control channel bits. This is not a suitable approach for the down link since the control bits and 
data channel bits are time multiplexed before modulation. Therefore, at the receiver, control 
channel bits are available only after demodulation. Moreover, extra control bits have to be 
reserved in order to send the information about the modulation scheme. Therefore, a blind 
modulation detection scheme has been investigated.
Modulation detection has to be performed on every frame since at the receiver the demodulation 
is performed on a frame-by-frame basis. Therefore, the algorithm has to be both simple and 
fast. Since the phase distributions are unique in PSK modulation schemes, the blind detection 
algorithm is based on the statistical characterisation of the phase distribution of the received 
signal. However, at the receiver the signal is faded and corrupted by AWGN. The detection 
algorithm should be robust and be able to determine the constellation of such a faded and 
corrupted signal. The phase distributions of the transmitted and the received signal are shown in 
Figs 7.2 and 7.3. It is known that for QPSK there are four different phase levels (±7r/4, db37r/4) 
whereas for 8PSK there are eight different phase levels (±7t / 8 , ± 37t / 8 , ± 57t / 8 , ± 77t / 8). The 
total number of symbols in one frame is 1200.
The modulation detection algorithm is developed as follows. It is important to mention that 
only the baseband signal is considered in this work. Therefore, the exact timing and carrier 
recovery of the unknown signal is assumed to be attained in advance. Firstly the probabilities 
that the unknown signal belongs to each of several pre-determined referenced phases are com­
puted. The quantisation bin structure is shown in Fig 7.4. The phase of each received symbol 
is quantised and put into tlie respective bin. At the end of the frame, the frequency of each 
bin is computed. Hence the frequency of four QPSK bins and eight 8PSK bins are summed 
separately and normalised. Then the total normalised QPSK bin value is compared with that of
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8PSK. If the modulation scheme used is QPSK, then the total normalised QPSK bin value is 
expected to be higher than that corresponding to 8PSK. This procedure is performed at the end 
of every frame in order to determine the modulation scheme.
QPSK 8PSK
vA  - >
- V .V - y . V
- y - y s ) y % y
1 V
y y
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Figure 7.4: Constellation diagrams and quantisation bin structure
Since the constellation for 8PSK is denser than that of QPSK, it is more difficult to produce 
distinct phase distributions for 8PSK. Therefore, the detection for the QPSK scheme is better 
than the detection for 8PSK. Nevertheless, this accuracy is good enough for the implementation 
of an adaptive communication system since the change of modulation scheme does not occur 
very often. In practice it happens less frequently than every 100 frames. It can also be seen that 
the accuracy of the algorithm increases with the increase of E t/No and Rice factor.
To test the scheme, a real time classification of modulation schemes was performed. A simple 
technique using the phase distribution of the received signal was developed. Table 7.2 shows 
the percentage of the accurate detections of the modulation scheme. These results were ob-
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Table 7.2: PERFORMANCE OF THE MODULATION DETECTION ALGORITHM
QPSK 8PSK
(dB) % %
5 99.2 91.6
10 99.3 93.2
15 100 99.4
tained using 1000 faded and corrupted test, frames. Modulation estimation was performed on 
every frame. It is clear that the accuracy increases with the Eb/No value.
7.4 Performance evaluation of the adaptive physical layer
7.4.1 Under LOS conditions
As in the first case, a scenario is assumed whereby a user is in a lightly wooded environment. 
In such an environment a gradual transition can be observed with the Rice factor varying from 
approximately 4 dB to 12 dB [108]. In these simulations, the Rice factor is varied by 0.1 dB 
every 10 seconds. Even though the system is capable of operating in environments where the 
Rice factor varies faster than this, a slower variation is considered in order to more accurately 
calculate the BER (as explained in Appendix B). Fig. 7.5 shows the Eb/No requirements 
for the selected coding and modulation combinations to obtain a B E R  =  10“ ® when the 
maximum Doppler frequency, fdmax is 140 Hz and the spreading factor is 32.
Table 7.3 summarises the performance of the adaptive transmission system. In this Table, 
C stands for coding and the following number C, e.g. 2 or 3 denotes half rate or third rate 
respectively. Similarly M stands for modulation with order 4 or 8 (QPSK and 8PSK). The 
Eb/NoReq[dB) denotes the required Eb/No in order to obtain a BER of 10“ ®. In this case a 
fixed power level is assumed to be transmitted which has a corresponding Eb/No at the receiver 
of 8.1 dB. As the Rice factor increases, the channel conditions become more favourable and 
hence the user bit rate can be increased without changing the power requirements. In this case, 
the transmitter initially uses 1/3 rate QPSK as the coding and modulation combination. When
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Table 7.3: PERFORMANCE OF THE SYSTEM WITH OPTIMUM PARAMETERS
K
(dB)
Cod/Mod E\)lNoReq
(dB)
Bit rate 
(kbps)
3 C3M4 8.8 64.5
5 C2M4 8.4 96
7 C2M4 6.4 96
8 C2M8 9.0 144
9 C2M8 8.3 144
11 C2M8 7.4 144
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Figure 7.6: Performance of the system with a fixed E^/No value of 8.1 dB
the Rice factor becomes 5 dB the coding and modulation combination is switched to 1/2 rate 
QPSK and similarly at a Rice factor of 8 dB is switches to 1/2 rate 8PSK.
For a conventional system, Eb/No of 8.8 dB and 3.7 dB would be required (using the 1/3 rate 
QPSK scheme) in order to achieve a B E R  = 10“  ^at Rice factors 3 dB and 11 dB respectively. 
These power requirements would be maintained via power control. Thus the dynamic range 
in Eb/No is 5.1 dB. However, in this adaptive approach, the received Eb/No requirements are 
kept constant which reduces the dependency on power control. In addition, in a fixed system 
the average throughput is 64.5 kbps whereas, using the adaptive system, this value can be 
increased to 110.3 kbps (see Fig. 7.6). Furthermore, when we consider our average BERs over 
the whole range of Rice factors, we obtain an overall average of 7.74 x 10“ “^ which is close to 
our target of 10“ ^.
However, since a constant power level is transmitted, and since the corresponding Eb/No is 
different to the Eb/No value required to achieve B E R  = 10~^, a variability is observed in the 
BER. This variability in the average BERs over the range of Rice factors seen in Fig. 7.6 can 
be reduced by operating the system with a power control or signal quality estimation scheme 
which operates much less frequently than a conventional power control scheme.
A further case was simulated in order to show how to reduce the variability in BER using 
a slower power control scheme. The Eb/No requirements to achieve a B E R  =  10“  ^ and
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the power levels (in terms of Eb/Ng values at the receiver) are shown in the Fig 7.7. The 
maximum Doppler frequency, fdmax and the spreading factor were assumed to be 70 Hz and 
32 respectively. Fig 7.8 shows the BER and user bit rates. It can be seen that the variability 
of the BER is much less than in the previous case. In this case, the overall average BER was 
found to be 7.67 x 10“ .^ In this case the average throughput is improved from 64.5 kbps (in 
a fixed system) to 106.125 kbps (in the adaptive system). The dynamic power range is 4 dB 
whereas it is 7.5 dB for a non adaptive system.
Another case has been simulated with a different set of parameters and the Eb /No requirements 
for B E R  =  10“  ^ for this case is shown in the Fig. 7.9. In this case, the maximum Doppler 
shift and the spreading factor were assumed to be 70 Hz and 64 respectively. User bit rates 
corresponding to 1/3 rate QPSK, 1/2 rate QPSK and 1/2 rate SPSK are 28, 42 and 64 kbps 
respectively. As in the previous case, the user is assumed to be in a lightly wooded environment 
where the maximum rate of change of Rice factor is observed. The received power levels (in 
terms of Eb/No) is shown in the same figure.
Fig 7.10 shows the final result of the implemented adaptive physical layer. For this simulation, 
rate matching has also been included. However, puncturing is avoided and a very low repetition 
factor was considered in order to keep the power and spectrum efficiency high.
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For a conventional system E^/No of 12.8 dB and 5.1 dB vyould be required in order to achieve 
a B E R  — 10"^ at Rice factors 3 dB and 11 dB respectively. The dynamic range of the power 
control is 7.7 dB. The user bit rate corresponding to a fixed system is 28 kbps whereas, using 
the adaptive system, this value can be increased to 46.75 kbps (see Fig. 7.6). Furthermore, 
when we consider our average BERs over the whole range of Rice factors, we get an overall 
average of 7.8 x 10“  ^which is close to our target of 10“ .^ Moreover, the dynamic range of 
the power is 4 dB, which is approximately half as much as that of a non adaptive system.
7.4.2 Performance evaluation in shadowing conditions
Long term variation or slow variations of the local mean is referred to as shadowing. The mag­
nitude of the mean is described by a log-normal pdf. These shadow effects are due to trees, 
small buildings, and other obstructions. Due to the larger free space loss and on-board RF 
power scarcity, mobile satellite systems are forced to operate under LOS propagation condi­
tions, at least for medium-to-high data rates [22].
The parameters in Table 7.4 have been extracted from measurements performed in a real 
land mobile satellite channel [100]. These L band measurements were obtained by using IN­
MARSAT’S MSAT-A satellite. The curve 7.11 shows the envelope variation in a suburban area.
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where the streets were bordered by one- and two -storey homes and the curve 7.12 corresponds 
to a non forested rural area.
So far the channel considered is based on a stationary stochastic process with fixed parameters. 
Lutz et el. have introduced a nonstationary model based on a two state Markov model [99] 
in which the fading process is switched between a Rice process (good channel state) and a 
Rayleigh-lognormal process (bad channel state). They are denoted by SI and S2 (see Table 
7.4). The BER curves corresponding to good states and bad states in rural and suburban areas 
are presented in the Fig. 7.13. It should be noted that the E^/No requirements when the 
user is in shadowed areas are much higher than the requirements for the non shadowed case. 
Therefore, the coding and modulation combination which has the best power efficiency (i.e. 
1/3 rate, QPSK) has to be used when the user is in a shadowed area. Alternative techniques 
such as diversity may also have to be used in order to reduce the Eb/No requirements.
When the user is in an environment as discussed above, the efficiency of the adaptive physical 
layer mainly depends on the time duration that the user is in the unshadowed area. As soon 
as the user comes out of the shadowed area, the received signal power increases significantly. 
The receiver then staits estimation of the Rice factor which takes approximately 100 frames 
and sends it to the transmitter. Even in such circumstances, the adaptive approach is still 
advantageous over fixed systems due to the fact that it estimates the received signal strength 
and uses the optimum coding/modulation combination suited for that channel conditions.
The adaptive system proposed in this thesis is well suited for LEO systems which have a re­
duced propagation delay. However, the adaptive approach is still beneficial for MEG/GEO 
cases since the variation of the Rice factor is slower. This allows the system to use the se­
lected modulation and coding combination for a longer time leading to a reduced complexity 
by avoiding a frequent change of modulation and coding schemes.
Fig 7.14 shows user bit rate as a function of the time duration where the user is in an unshad­
owed conditions. Total time duration considered is 10 seconds. In this case, when the user is in 
a shadowed area, 1/3 rate QPSK (corresponding bit rate is 28 kbps) is used while 1/2 rate 8PSK 
(corresponding bit rate is 64 kbps) is used when the channel is considered to be a good state. 
For instance, time 4 in unshadowed area means that the user transmits using 1/2 rate 8PSK for 
4 seconds while he uses 1/3 rate QPSK for the remaining 6 seconds since he is in a shadowed
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Table 7.4: PARAMETERS OF THE TWO-STATE MODEL FOR SUBURBAN AND RURAL 
AREAS
Area Si g(0
Suburban
Suburban
51
52
0.3219
0.1640
1.0000
1.0000
0.5705
0.1652
-6.4040
-0.1637
Rural
Rural
51
52
0.2288
0.3503
0.3925
0.3774
0.4038
0.0232
-1.3215
-0.2985
area. It should be noted that in a non adaptive type of communication system the user bit rate 
would always be 28 kbps irrespective of the time when user is in an unshadowed area.
The Rice factor estimation algorithm can assess the channel quality in terms of the LOS com­
ponent strength with respect to the diffused counterpart. As mentioned earlier, in the absence 
of the LOS component, the most power efficient coding and modulation combination has to 
be used (at the expense of bandwidth) in order to satisfy the Eb/No requirements. In some 
special cases, alternative techniques, such as diversity schemes, have to be used depending on 
the degree of shadowing. Although it is considered to be beyond the scope of this research 
work, it is interesting to evaluate the impact of the degree of shadowing in the selection of the 
optimum combination of modulation and coding schemes under shadowing conditions. This is 
a topic that needs to consider in future work.
7.5 Summary and conclusions
In this chapter, the benefits of an adaptive physical layer are investigated. The improvement 
of the spectrum efficiency is clearly demonstrated. In addition, the following conclusions are 
made from the results obtained;
• Modulation detection is performed based on the statistical characteristics of the phase 
distribution of the received signal. Evaluation is for the worst possible case: where 
modulation detection is performed for every frame and even for this case the accuracy is 
generally above 90%. The accuracy increases with the increase of Eb/Np as well as the
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estimation frame window. Since the 8PSK constellation is denser than that of QPSK, the 
algorithm performs better with the latter.
• When the Eb/No requirements for different coding and modulation combinations have 
a small dynamic range, a constant power can be transmitted. This greatly reduces the 
power control requirements. This is a typical case for a fast moving user. The con­
stant power (or the corresponding Eb/No) value can be found by averaging the Eb/No 
requirements for different combinations of coding and modulation.
• For a slowly moving user, the dynamic range requirements of Eb/No increases. Vari­
ability of BER can be observed in such situations.
In adaptive systems the dynamic range of the power required is less than that of a non !
adaptive system. This is a major advantage in an adaptive system and greatly eases the 
implementation compared to the non adaptive system with conventional power control.
• In order to overcome the variability of BER, a power control or signal quality estimation 
scheme which operates much less frequently than conventional schemes can be con­
sidered. This is still much more convenient compared to conventional power control 
schemes. In this case the power control bits can be replaced with the coding and modu­
lation information which are sent approximately every 100 frames.
• When the user is in a shadowed area, the system performance depends on the time dura­
tion that the user is in the unshadowed area.
• The efficiency of the adaptive system also depends on the type of constellation used. In 
GEO systems the variation of the Rice factor is much slower than that of a non-GEO 
system which means less frequent change of modulation and coding schemes.
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Chapter 8
Conclusions and future work
8.1 Implications of the research work
This is the first time an adaptive physical layer has been proposed for mobile satellite systems 
based on the Rice factor estimation suitability metric.
It has been shown that adaptive modulation and coding is a realistic mechanism to increase 
spectral and power efficiency. A reduction in the complexity/dependency of power control has 
also been demonstrated in this approach.
The development of an adaptive air interface for mobile satellite systems has been identified as 
one of the key items for future research and development requirements for the increase in spec­
tral and power efficiency in the steering panel meeting of the task force on advanced satellite 
mobile systems [32]. The research work reported in this thesis is the first in depth look at such 
adaptive air interface for mobile satellite systems to our knowledge. Although not providing 
a complete solution in all environments it does introduce a novel idea and demonstrate that it 
works in most environments. As such it can be built on for future work.
Another very important contribution from this research work is the development of a generic 
link level simulator. C programming language is used for this purpose. The perforaiance of 
different standard air interfaces can easily be evaluated since the simulator is developed in such 
a way that it can be adapted/modified according to specifications of the system that is necessary
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to evaluate. With minor modifications it can also be used as a link level simulator to evaluate 
terrestrial mobile systems as specified in 3GPP.
The generic S-UMTS simulator presented herein is a very useful simulation platform for future 
research work to be carried out in the area of mobile satellite systems and in particular in further 
optimisation of the air interface, for example in current ETSI/ITU standards harmonisation. 
It has been shown that existing S-UMTS proposals (particularly, SW-CDMA by ESA) could 
benefit from some modifications in tlie physical layer in order to take advantage of this method.
The work will also be important for terminal designers, since the terminal for an adaptive air 
interface should not cost much more than that of a fixed type system. Resource allocation will 
also be influenced by this adaptive air interface since the allocation must be performed more 
frequently and has more impact on the terminals. It will also be possible to modify power 
control/signal quality estimation algorithms and use much less complex algorithms since the 
dependency and the dynamic range of the transmitted power can be reduced by implementation 
of this scheme.
8.2 Conclusions
Transmitted power and spectmm efficiency are two very important, interdependent parame­
ters in mobile satellite communication systems. The compensation techniques (i.e. increased 
link margin, channel coding with interleaving) used in order to overcome the fading effects 
experienced in the link are generally applied by considering the worst-case channel conditions, 
resulting in inefficient utilisation of the transmission power as well as the frequency spectrum. 
The efficiency of such a system can be improved if the system has the ability to match the effec­
tive user bit rate to the channel conditions. Hence, an adaptive physical layer, that can vary its 
modulation and coding schemes in order to improve the system efficiency, has been proposed 
in this thesis. Since modulation and coding have a direct impact on the power and spectrum 
efficiency of any Wireless communication system, these two parameters have been chosen for 
the development of the adaptive transmission system. A lower coding rate produces a higher 
gain whilst the spectrum efficiency decreases. Similarly, higher order modulation provides a 
higher spectrum efficiency at the expense of power.
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Another key factor in an adaptive physical layer is the decision mechanism for changing the 
parameters. In existing communication systems, in which there is adaptation of coding and 
modulation at the transmitter, this is usually based on the estimation of the channel quality 
at the receiver. This channel quality information has to be sent to the transmitter in order to 
perform the adaptation. Due to inherent round-trip delays associated with satellite communi­
cation systems, the use of a control system with a feed-back loop is greatly limited. Therefore 
the adaptation mechanism has to be based on a parameter that has a slower variation in the 
real environment. In other words, the variation of the chosen parameter has to be slower than 
the control command rate in order to make use of the adaptation. The system performance of 
satellite communication system depends heavily on the channel Rice factor and the variation of 
the Rice factor has been shown to be slow even in the worst case scenarios. Hence adaptation 
of the modulation and coding rate of the proposed system is based on the Rice factor.
Moving to implementations. Rice factor estimation is a requirement in order to investigate the 
performance of the adaptive system. Two novel Rice factor estimation techniques have been 
proposed in the chapter 6. The first algorithm, which is based on the re-encoding method, is a 
simple and accurate technique. However, at low BERs, a large number of samples are needed to 
provide an accurate estimation. Moreover, it does not perform very well at lower Eb/No values 
of the higher order modulation schemes. As the starting point of the second algorithm, an 
analytical expression was derived for the pdf of the faded and corrupted received signal. A Rice 
factor estimation algorithm was developed based on the comparison of the analytical expression 
and the histogram of the received signal. This algorithm performs efficiently irrespective of the 
modulation scheme. Both of these algorithms assume Eb/No is a known parameter. Therefore, 
Eb/No estimation is another requirement. Since the Eb/No estimation is performed using a 
large number of symbols, the algorithm performs well and accurately over a large range of Rice 
factors. It was also found that the estimation error decreases with the increase of estimation 
frame window.
Modulation detection is performed based on the statistical characteristics of the phase distri­
bution of the received signal. Evaluation was performed for the worst possible case, detection 
every frame and even for this case the accuracy is above 90% for most cases. The accuracy 
increases with the increase of Eb/No as well as the estimation frame window. Since the con­
stellation of 8PSK is denser than that of QPSK, it out performs 8PSK.
170 Chapters. Conclusions and future work
Following the development of a generic S-UMTS simulation platform (a system corresponding 
to the SW-CDMA, as proposed for S-UMTS standardisation by ESA [29]) has been considered. 
Benefits of the adaptive solution have been illustrated in chapter 7. Lightly wooded environ­
ments using a LEO system was found to be the most hostile environment. Therefore, this worst 
scenario has been considered for the simulations. From the analysis, it was clear that the im­
provement in throughput using an adaptive communication system was a definite advantage. 
The variability of the BER observed can be overcome by using a power control or signal qual­
ity estimation scheme which operates much less frequently than conventional schemes. This is 
still much more convenient compared to the conventional power control schemes. In this case 
the power control bits can be replaced by the coding and modulation information which are 
sent approximately every 100 frames.
It was also clear that in adaptive systems the dynamic range of the power required is less than 
that of a non adaptive type of system. This is a big advantage in an adaptive system and greatly 
eases the implementation compared to the non adaptive type of system with conventional power 
control.
When the user is in a shadowed area, the system efficiency depends on the time duration that 
the user is in the unshadowed area. Rice factor estimation algorithm can assess the channel 
quality in terms of the LOS component strength with respect to the diffused counterpart. In the 
absence of the LOS component, the most power efficient coding and modulation combination 
has to be used (at the expense of bandwidth) in order to satisfy the Eb/No requirements.
The efficiency of the adaptive system also depends on the type of constellation used. Large 
inherent propagation delay associated witli GEO systems impose constraints for a feed back 
type of system. However, in GEO systems the variation of the Rice factor is much slower 
than that of a non-GEO system which means less frequent change of modulation and coding 
schemes.
8.3 Future research directions
With the adaptive approach as described in the thesis, a large variability in the average BERs 
over the range of Rice factors is observed for slowly moving users. Operating the system with
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a power control scheme or an equivalent signal quality estimation scheme, which performs 
much less frequently than conventional power control, can reduce this variability. Therefore, it 
is worth investigating a suitable signal quality estimation scheme and the performance evalua­
tion of the adaptive modulation and coding together with a signal quality estimation or power 
control scheme.
It is found that the performance of the interleaver will vary in different channel conditions and 
user velocities. As interleaving introduces delay constraints to the delay budget, it is essential 
to identify and use the optimum interleaving depth, for different channel conditions. It is also 
important to consider the type of constellation while deciding the interleaving depth. Under 
certain channel conditions, if a smaller interleaving depth is used without degrading the perfor­
mance, an extra delay can be allocated to high processing delay schemes (i.e. Turbo coding) 
in order to achieve a higher gain. Further improvement of the system can be obtained by im­
plementing an adaptive interleaver. Interleaving depth can be varied in order to obtained the 
optimum results. A velocity estimation algorithm needs to be developed in order to implement 
such as adaptive interleaving scheme.
Since the variation of Rice factor is much slower in the GEO satellite system. Prediction can 
be performed for the Rice factor in order to avoid the feedback loop. However, in such a case 
the received power variation occurs mainly due to the changes in the local environment. It 
is beneficial to implement an environment detection algorithm in order to improve the system 
performance.
It is also important to investigate the adaptive Turbo coding scheme in conjunction with the 
modulation scheme. The delay introduced by the interleaving procedure will impact on the 
quality of service provided to real-time services. Hence, it is very important, especially in a 
GEO satellite environment, to derive Turbo coding schemes with interleaving depths as low as 
possible. Interleaver design is an important issue in the Turbo coding.
Another key area to be investigated is the application of higher order modulation schemes such 
as 16QAM. Even though QAM provides very good spectrum efficiency, complexity of the 
demodulator is higher than PSK demodulation schemes.
It is also important to consider the interference effects and make the system adaptive to such 
conditions in addition to the channel conditions. Even though, the interference is not a critical
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issue in the forward link, it has a great impact on the system in the reverse link.
In shadowing conditions alternative techniques, such as diversity schemes, have to be used de­
pending on the degree of shadowing in order to satisfy the Eb/No requirements. It is therefore 
interesting to evaluate the impact of this parameter (degree of shadowing) in the selection of 
the optimum combination of modulation and coding schemes. Hence, it is necessary to develop 
an algorithm for estimating the extent of shadowing.
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Appendix B
BER calculation
Throughout this thesis, all the BER calculations are performed by comparing the transmitted 
bits with the corresponding received bits after the Viterbi decoder. A simple block diagram 
illustrating this mechanism is shown in fig. B.l.
Transmitted
bits
Received bits 
after decoding' r
Comparison — ^ BERcomputation
Figure B.l: calculation of BER
When the simulations are carried out in the fading channel, the length of the simulation time 
has to be long enough for the channel to be represented as a fading channel. In other words, 
the number of wave lengths should be large enough so that the statistical characteristics of the 
fading channel are properly represented. The higher the number of simulated channel samples, 
the higher the accuracy. It was found that at least 500 wave lengths have to be simulated in 
order to get a good accuracy.
In order to get a good statistical accuracy while calculating the average BER, a large number of 
bit errors have to be considered. However, in order to get a high number of bits in error, a large 
number of bits have to be transmitted resulting in increase of simulation time. It was found that 
1000 error bits is a reasonable amount.
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In conclusion, both these conditions have to be met before calculating the BER value.
Following is an example of a simulation parameters used to simulate a particular case; Assume 
a simulation scenario where maximum Doppler shift, fdmax is 140 Hz. Total simulation time 
considered is 10 s. The corresponding user velocity. Vu is given by
K  =  ( B . l )
Jc
where C and /c are speed of light (3 x 10® m/s) and carrier frequency (2 GHz) respectively. 
If fdmax is 140 Hz, from (B.l) the Vu is 75.6 Km/h or 140 A/s. Where A is the wave length. 
Since the simulation time is 10 s, in total 1400 wave lengths are simulated which is well above 
500 and is good enough.
If the fdmax is 70 Hz, then the Vu is 37.8 Km/h or 70 A/s. Now if the simulations are carried 
out for 10 s, in total 700 wave lengths are simulated which is still good enough. However, in 
order to maintain consistency, 20 s simulation period is considered when the fdmax -  70 Hz. 
Resulting in the total number of simulated wave lengths to be 1400, which is the same as the 
fdm ax  = 140 Hz case.
Appendix C
Received signal envelope derivation
C.l Derivation of equation 6.5
When we consider base band signal, the received signal has a form
r{t) = A a  + n{t) (C.l)
Where A is the amplitude, a  is the Ricean fading component and n{t) is zero mean AWGN 
with variance ao- We can assume A equals to one (equivalent to a stream transmitted in the 
common pilot channel in UMTS). When there is a LOS the amplitude of the received signal 
can be assumed to have a Ricean distribution with a pdf given by
= a > 0  (C.2)
^^d ^d
where / o ( - )  is the order zero modified Bessel function of the first kind, cr^  is the mean power 
of the diffused components and 5^/2 is power in the direct component. When the stochastic 
fading process is normalised so that E[a^{t)] = 1, gain of the multipath fading channel is 
equal to one, it can be written as
f i a )  = 2a{l.+  K ) ■ e x p ( - a ^ { K  +  1) -  K)  ■ h { 2 a ^ ( K  +  1)K) a > 0  (C.3)
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K  =  5^/(2(7j)  is the Rice factor defined as the power ratio between the direct and the diffuse 
components of the received signal.
In reality, the received signal is corrupted by AWGN. The AWGN has a pdf of 
where ac  is the variance of the AWGN with zero mean.
If W is a random variable equal to the sum of two independent random variables X and Y 
{W ~  X  + Y),  the pdf of W is the convolution of their individual density functions [116];
f M  = f{x)  * f{y)  (C.5)
or
/ oo
f Y { y ) f x { w - y ) d y  (C.6)
-OO
The two random processes considered here (i.e. Rice and Gaussian) are statistically indepen­
dent, so (C.3) and (C.4) can be substituted into (C.6), to obtained
1fw(w)  =  J  +  K)  • exp{-{w  -  y Ÿ { K  +  1) -  AT)
■ h { i { w - y W { K  + l )K)dy  (C.7)
By taking the constant terms outside the, integral, equation (C.7) can be written as
1 /"OO 1/2fw{w)  ~  =  • 2(1 -f K)  • exp{~K)  / {w ~ y) • eæ p(-—- r )acv^TT J-oo 4 (7^
e x p { - { w  -  y f { K  -f-1)) • Io{2{w -  y ) y / {K  +  l )K)dy  (C.8)
The author has found no analytical solution of this integral after extensive research and believes 
that no such a solution exists. Therefore numerical methods were used to obtain a solution.
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C.2 Derivation of equation 6.6
If signal considered in the pass band, the received signal has a forai [114]
r(t) = A a  cos 2nfct  +  n{t) (C.9)
Where A is the amplitude, a  is the Ricean fading component, fc is the carrier frequency and 
n{t) is zero mean AWGN with variance ac- We can assume A equals to one (equivalent to a 
stream transmitted in the common pilot channel in UMTS).
When we consider a complex Gaussian process, and allow for both I and Q components, n{t) 
can be written as
n{t) =  nj  cos 2ivfct — nq  sin 27r/ct (C. 10)
The pdf of those can be expressed as
variance of both nj  and nq  equal to œq 
By simplifying (C.9) can be written as
r{t) = R  cos{2Trfct + 0) (C.13)
where R is the envelope and 0 is the phase of the received signal. New random variables are 
defined as
X — d -i- n j  = R  cos 0,y — nq = R s in0. (C. 14)
if a  and nj  are independent, then the density of x  equals the convolution of then respective 
density [116],
f {x)  = f { a ) * f { n i )  (C.l 5)
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Substituting (C.2) and (C .ll) into (C.15), we get
f  a  • exp(-fca^) • e x p { ^ )  ■ / o ( ^ ) d o :  (C.16) Jo
Given independent pdfs of two random variables x and y, fR^e{r, 9) is given by [116],
/it,0 (7’,^) =  f { x  = rcos9,y  = rs in 0 ) |J | (C.l 8)
Substituting (C.16) and (C.17) into (C .l8) and simplifying, we get
r  /  \  r°°
[ 2 4  + ^ 0  /  “ ■ •
e ^ p C - ^ ) . I„ {Ë ^)d a  (C.19)
f n { r ) — [  fR,Q(r^6)dS (C.20)J —If
y. .  y .2  ^2 V r o o) y„ “ ■ ) •
A ( ^ )  r  (C.2 I)(Td J-n  ^ '
Using the identities [117](pp.958eq.8.431.3)
1 r7o(z) =  Y ï i j i y  J  Gæp(d:zco8 ^ )dg (C.22)
where ?(•) is Gamma function and r(l/2) =  /^7  ^ [102]. Now exp(— -)dO in (C.21)
can be replaced with 2/ o( ^ ) 7 t and /it(r) can be written as
' G
,2  ^ 2
/^ (^) “  3 ^  • ^ 0  /  < ^ 'G xp(-W ) '7 o ( - ^ )  ' / o ( - ^ ) d a  (C.23)^ d ^ G  ^ ^  ^G  ^ d  ^ Jo <^ d
c.2. Derivation o f equation 6.6 181
Using the identity [117](pp.699eq.6.633.4), (C.23) can be simplified and finally the pdf of the 
envelope for the received signal can be expressed as follows
V S tf R{ r )  =  • exp(----- ' 7o(“ 2-) r  > 0 (C.24)
where <j| =  <jJ +  Oq and K is defined as S'^/(2cr|).
182 Appendix C. Received signal envelope denvation
Appendix D
Abbreviations
IG First Generation
2G Second Generation
3G Third Generation
A-CDMA Asynchronous Code Division Multiple Access
AFD Average Fade Duration
ARIB Association of Radio Industries and Business
ARQ Automatic Repeat Request
ASMS-TF Advanced Satellite Mobile Systems-Task Force
AWGN Additive White Gaussian Noise
BER Bit Error Rate
B-GAN Broadband Global Area Network
BPSK Binary Phase Shift Keying
BS Base Station
CDMA Code Division Multiple Access
D-AMPS Digital Advanced Mobile Phone Service
DS-CDMA Direct Sequence-Code Division Multiple Access
CC Convolutional Coding
CCSR Centre for Communication Systems Research
CCTrCH Common Control Transport Channel
C/I Carrier to Interference Ratio
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COMSAT US Signatory to INTELSAT
CRC Cyclic Redundancy Check
CWTS China Wireless Telecommunication Standard Group
DAB Digital Audio Broadcasting
DL Down Link
DECT Digital Enhanced Cordless Telecommunications
DPCCH Dedicated Physical Control Channel
DPDCH Dedicated Physical Data Channel
DQPSK Differential Quadrature Phase Shift Keying
DS-CDMA Direct Sequence Code Division Multiple Access
DSP Digital Signal Processing
DTX Discontinuous Transmission
DAB-T Digital Video Broadcasting-Terrestrial
Energy per bit over Noise spectral density ratio
EDGE Enhanced Data Rates for GSM Evolution
EGC Equal Gain Combining
EGPRS Enhanced-General Packet Radio Service
EIRP Effective Isotropic Radiation Power
ESA European Space Agency
ETSI European Telecommunication Standardisation Institute
FBI Feed Back Information
FDD Frequency Division Duplex
FEC Forward Error Correction
FES Fixed Earth Station
FDMA Frequency Division Multiple Access
F/TDD Frequency Time/Division Duplex
F/TDMA Frequency Time/Division Multiple Access
FOA Frequency Of Arrival
GMSK Gaussian Minimum Shift Keying
GPRS General Packet Radio Service
GPS ■ Global Positioning System
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GSM Global System For Mobile communications
GEO Geostationary Earth Orbit
HEG Highly Elliptical Orbit
HO Hand Over
HP-CCCH High Power Common Control Channel
IMT-2000 International Mobile Telecommunications 2000
ID Interleaving Depth
I  Djxiax Maximum Interleaving Depth
Optimum Interleaving Depth
IP Internet Protocol
INMARSAT International Maritime Satellite Organization
INTELSAT International Teleconununications Satellite Organisation
ISI Inter Symbol Interference
ISL Inter Satellite Link
ITU International Telecommunication Union
ITU-R International Telecommunication Union-Radio
LAN Local Area Network
LCR Level Crossing Rate
LEO Low Earth Orbit
LMS Least Mean Square
LOS Line Of Sight
LPF Low Pass Filter
LSB Least Significant Bit
MAI Multiple Access Interference
M-ASK M-level Amplitude Phase Shift Keying
MARECS ESA, Maritime Satellite System
MARIS AT US, Maritime Satellite System
MEO Medium Earth Orbit
MMSE Minimum Mean Square Error
MRC Maximum Ratio Combining
MSB Most Significant Bit
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MS Mobile Station
MSS Mobile Satellite Systems
MT Mobile Terminal
MUD Multi User Detection
NLOS Non Line of Sight
OVSF Orthogonal Variable Spreading Factor
PDC Personal Digital Communication
pdf probability density function
PN Pseudo Noise
psd power spectral density
QAM Quadrature Amplitude Modulation
QoS Quality of Service
QPSK Quadrature Phase Shift Keying
RF Radio Frequency
RM Rate Matching
RMS Root Mean Square
RTT Radio Transmission Technology
SCAM Supplemental Channel Assignments Message
SES Satellite Eailh Stations and Systems
S-DAB Satellite-Digital Audio Broadcasting
S-DVB Satellite-Digital Video Broadcasting
SINUS Satellite Integration into Networks for UMTS Services
SIR Signal-to-Interference Ratio
SINR Signal-to-Interference Plus Noise Ratio
SMS Short Message Service
SNR Signal-to-Noise Ratio ®
SPCN Satellite Personal Communication Networks
SPOC Simulation Package of Orbit Constellation
SRAN Satellite Radio Access Network
S-UMTS Satellite Universal Mobile Telecommunication System
S-CDMA ■ Synchronous-Code Division Multiple Access
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SW-CDMA Satellite Wide Band Code Division Multiple Access
T1 Standardisation Committee T1 Telecommunications (US)
TCM Trellis Coded Modulation
TDD Time Division Duplex
TDMA Time Division Multiple Access
TDM Time Division Multiplexing
TOA Time Of Arrival
TrCH Transport Channel
TTA Telecommunication Technology Association
TTC Telecormnunication Technology Committee
TTI Transmission Time Interval
T-UMTS Terrestrial Universal Mobile Telecommunication System
UBR User Bit Rate
UMTS Universal Mobile Telecommunication System
UL Up Link
UN United Nations
US United States
UTRA Universal Mobile Telecommunication System Terrestrial Radio Access
UWC Universal Wireless Communications
WARC World Administrative Radio Conference
W-CDMA Wide Band Code Division Multiple Access
W-C/TDMA Wide Band Code/Time Division Multiple Access
W-O-C/TDM Wide Band-Orthogonal- Code/Time Division Multiplexing
W-O-C/TDMA Wide Band-Orthogonal- Code/Time Division Multiple Access
WON White Gaussian Noise
WH Walsh-Hadamard
WSSUS Wide-Sense Stationary with Uncorrelated Scatters
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