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FIRST COHOMOLOGY, RIGIDITY AND DEFORMATIONS
OF ISOMETRIC GROUP ACTIONS
DAVID FISHER
Abstract. In 1964, Weil gave a criterion for local rigidity of a homo-
morphism from a finitely generated group Γ to a finite dimensional Lie
group G in terms of cohomology of Γ with coefficients in the Lie algebra
of G. This note announces a generalization of Weil’s result to a class
of homomorphisms into certain infinite dimensional Lie groups, namely
diffeomorphism groups of compact manifolds. This gives a criterion for
local rigidity of group actions which implies local rigidity of: (1) all
isometric actions of groups with property (T ), (2) all isometric actions
of irreducible lattices in products of simple Lie groups and (3) a cer-
tain class of isometric actions of a certain class of cocompact lattices in
SU(1, n).
1. A cohomological criterion for local rigidity and
applications
In 1964, Andre´ Weil showed that a homomorphism pi from a finitely gen-
erated group Γ to a Lie group G is locally rigid whenever H1(Γ, g) = 0. Here
pi is locally rigid if any nearby homomorphism is conjugate to pi by a small
element of G, g is the Lie algebra of G, and Γ acts on g by the composition
of pi and the adjoint representation of G. Weil’s proof also applies to G an
algebraic group over a local field, but in all cases, his use of the implicit
function theorem forced G to be finite dimensional. This note announces
the following generalization of Weil’s theorem to some cases where G is an
infinite dimensional Lie group.
Theorem 1.1. Let Γ be a finitely presented group, (M,g) a compact Rie-
mannian manifold and pi : Γ→ Isom(M,g)⊂Diff∞(M) a homomorphism. If
H1(Γ,Vect∞(M)) = 0, the homomorphism pi is locally rigid as a homomor-
phism into Diff∞(M).
The proof of Theorem 1.1 generalizes Weil’s argument, with Hamilton’s im-
plicit function theorem in place of the standard implicit function theorem
[Ha1, Ha2]. To apply Hamilton’s theorem, I work with a tame exponen-
tial map from Vect∞(M) to Diff∞(M) which is a local diffeomorphism.
This exponential map is defined by taking a vector field V to the map
Exp(V )(x) = expx Vx where expx : TMx→M is the Riemannian exponen-
tial map. It is important not to use the map defined by flowing to time
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one along V , as this has bad geometric properties, e.g. [Ha1, I.5.5.2]. Much
of the proof of Theorem 1.1 does not require that the original action pre-
serve a metric, see Theorem 2.1 below. That result is more difficult than
Weil’s, since we need to work with a more delicate implicit function theo-
rem and since our exponential map is not equivariant. The main technical
difficulty in proving Theorem 1.1 from Theorem 2.1 is producing the tame
splittings required by Hamilton’s theorem. Tameness is an assumption on
Frechet manifolds and maps between them that is necessary for Hamilton’s
Nash-Moser implicit function theorem [Ha1, Ha2]. See section 2 for a more
detailed discussion of the proof. Complete proofs of this result and the
applications we now discuss will appear in [F1].
One can interpret Theorem 1.1 more dynamically. The homomorphism
pi defines an action of Γ on M by isometries and we will abuse notation by
using pi for both the action and the homomorphism. Theorem 1.1 says that
any C∞ action pi′ of Γ which is C∞ close to pi (which is equivalent to a
homomorphism pi′ : Γ→Diff∞(M) which is close to pi) is conjugate to ρ by
a small C∞ diffeomorphism. In e.g. [FM1, FM2], this condition is called
C∞,∞ local rigidity of pi. I will use this dynamical language when discussing
applications. The question of whether one could prove local rigidity of a
group action by proving vanishing of H1(Γ,Vect(M)) was first raised in
[Z1], and more explicitly in the paragraph following the initial statement of
Theorem 5.6 in [Z2]. This question has remained open, but many authors
studied conditions under which H1(Γ,Vect(M)) vanished, with a variety of
assumptions on the regularity of the vector fields, see for example [H, Ko, L,
LZ, Q, Z2]. Vanishing of H1(Γ,Vect(M)) was labelled infinitesimal rigidity
in the hope that vanishing of H1 would imply local rigidity. Only the results
in [LZ, Section 4] apply to isometric actions and so only those cohomology
vanishing theorems yield applications of my results. In fact, I give a sharper
version, Criterion 3.1, of Theorem [LZ, Theorem 4.1] in section 3 and will
state below three applications of Theorem 1.1 and Criterion 3.1. In contexts
similar to those considered by the authors listed above, one may be able to
verify the hypothesis of Theorem 2.1 to prove local rigidity results, see [F1]
for further discussion.
In earlier work Benveniste has proven some results on local rigidity of
group actions, also by using Hamilton’s implicit function theorem [Be]. Ben-
veniste’s results are special cases of Theorem 1.2 below. Benveniste uses
the implicit function theorem to show that certain variations of geometric
structures are trivial. These arguments are close in spirit to Weil’s work
in [We1, We2] and to the work of Calabi and Vesentini [C, CV]. My proof
is based on a direct analysis of the space of actions as in Weil’s work in
[We3]. Kanai has also proven local rigidity results by considering variations
of geometric structures, but without using Hamilton’s theorem [Kan]. For
a more detailed history of results on local rigidity see [F3].
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I will now describe several applications of Theorem 1.2, all of which are
proven by showing that H1(Γ,Vect∞(M)) = 0. Using [LZ, Theorem 4.1],
we obtain another proof of:
Theorem 1.2. [FM1] Let Γ be a discrete group with property (T ). Then
any C∞, Riemannian isometric action of Γ on a compact manifold is C∞,∞
locally rigid.
Another, more novel, application is:
Theorem 1.3. Let Γ be an irreducible lattice in a semisimple Lie group
with real rank at least two. Then any C∞, Riemannian isometric action of
Γ on a compact manifold is C∞,∞ locally rigid.
Theorem 1.3 applies to irreducible lattices in products of rank 1 groups.
Not all of these groups have property (T ) and so the theorem has many
applications not covered by Theorem 1.2. For example it applies to actions
of SL(2,Z[
√
(2)]). In fact, Theorem 1.3 applies much more generally than
stated. First, Γ can be an irreducible S-arithmetic lattice in a product of
simple algebraic groups over different fields. Secondly, using a result from
[Md], the result can be extended to apply irreducible lattices in fairly general
products of locally compact topological groups.
For certain cocompact arithmetic lattices Γ in a simple group G, the
arithmetic structure of Γ comes from a realization of Γ as the integer points
in G×K where K is a compact Lie group. In this case it always true that
the projection to G is a lattice and the projection to K is dense. We say a
Γ action is arithmetic if it is defined by projecting Γ to K, letting K act by
C∞ diffeomorphisms on a compact manifoldM and restricting the K action
to Γ. As a consequence of deep results of Clozel [Cl1, Theorem 3.2 and 3.5]
concerning automorphic forms, Theorem 1.1, and Criterion 3.1, one has the
following:
Theorem 1.4. For certain principal congruence lattices Γ < SU(1, n), any
arithmetic action of Γ is C∞,∞ locally rigid.
Interestingly, some cocompact lattices in SU(1, n) have homomorphisms ρ to
Z [Ka, BW], and so have arithmetic actions with deformations provided the
centralizer Z of K in Diff∞(M) is non-trivial. Having centralizer allows one
to deform the action along the image of the homomorphism ρ◦σt : F→Z
where σt : Z→Z is any one parameter family of homomorphisms. This
construction can also be applied to actions of lattices in SO(1, n) where
having a homomorphism to Z is much more common, see e.g. [Lu]. For Γ a
lattice in SU(1, n) I know of no example of a faithful Γ action with trivial
centralizer which is not locally rigid.
On the other hand for lattices in SO(1, n), even faithful, ergodic actions
with trivial centralizer are not locally rigid. For a standard lattice Γ con-
structed using a quadratic form defined over a quadratic extension of Q, one
has a dense embedding of Γ in SO(n+ 1).
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Theorem 1.5. For Γ a standard, arithmetic, cocompact lattice in SO(1, n)
as in the last paragraph, and ρ the Γ action on Sn defined by the dense
embedding of Γ in SO(n+1). Then the space of deformations of ρ is infinite
dimensional.
This construction uses a variant of Johnson-Millson bending and answers a
question in [JM]. It will be discussed in detail in [F2].
2. On the proof of Theorem 1.1
This section outlines the proof of Theorem 1.1 without going through the
background necessary to define a tame splitting or to state Hamilton’s theo-
rem. In the course of the outline, I state a more technical result for arbitrary
actions, Theorem 2.1 below. The end of the section contains an informal
discussion of tameness in the context of Theorem 1.1 and an indication of
how it is checked.
LetM be a compact manifold and Vect∞(M) the graded Frechet space of
C∞ vector fields on M . Given an affine connection ∇ there is an Aff(M,∇)
equivariant, tame exponential map Exp from Vect∞(M) to C∞(M,M) de-
fined by Exp(V )(x) = expx(Vx) where expx is the exponential map defined
by ∇. The map Exp is a diffeomorphism from a neighborhoodW of the zero
vector field to a neighborhood U of the identity in Diff∞(M)⊂Vect∞(M).
Note that if ∇ is not complete, the map Exp may not be defined on all of
Vect∞(M), but this is not relevant to the arguments given here.
For the remainder of this section, fix a finitely presented group Γ and
a presentation of Γ. This is a finite collection S of generators γ1, . . ., γk
and finite collection of relators w1, . . ., wr where each wi is a finite word in
the γj and their inverses. More formally, we can view each wi as a word
in an alphabet on k letters. Let pi : Γ→Diff∞(M) be a homomorphism,
which we can identify with a point in Diff∞(M)k by taking the images of
the generators. We have a complex:
(1) Diff∞(M)
P
// Diff∞(M)k
Q
// Diff∞(M)r
Where P is defined by taking ψ to (ψpi(γ1)ψ
−1, . . ., ψpi(γk)ψ
−1) and Q is
defined by viewing each ri as a word wi in n letters and taking (ψ1, . . ., ψn)
to (w1(ψ1, . . ., ψn), . . ., wk(ψ1, . . ., ψn)). Since Diff
∞(M) is proven to be a
tame Frechet Lie group in [Ha1, Theorem II.2.3.5], it is easy to see that P
and Q are smooth and tame. Letting Id be the identity map onM , it follows
that P (Id) = pi and Q(pi) = (Id, . . ., Id). Also note that Q−1(IdM , . . ., IdM )
is exactly the space of Γ actions. Note that while this is a closed subset of
Diff∞(M)k, it is unclear that it is a manifold even in a neighborhood of any
individual point. (In the finite dimensional setting, this set is an algebraic
variety, and so is a manifold at “most” points.)
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The tangent spaces of Diff∞(M) at any point can be identified with
Vect∞(M). To avoid notational confusion, we let A = Diff∞(M), B =
Diff∞(M)k and C = Diff∞(M)r. Then the complex in (1) becomes:
(2) A
P
// B
Q
// C
and we can also consider the derivative complex of the complex in (2):
(3) TA
DP
// TB
DQ
// TC
It is possible to compute the derivatives DPId and DQpi explicitly where Id
is the identity map on M , and see that the image of DPId is the space of
coboundaries B1(Γ,Vect∞(M)) and that the kernel of DQpi is the space of
cocycles Z1(Γ,Vect∞(M)). Therefore the final hypothesis of Theorem 1.1
means that
Ker(DQpi)
Im(DPId)
= 0.
If Diff∞(M) were finite dimensional, then the implicit function theorem
would immediately imply that in a neighborhood of pi, the image of P maps
onto the set of points in Diff∞(M)k where Q is equal to (Id, . . . Id). In
other words, in a neighborhood of pi, the set of points which correspond to
Γ actions is exactly equal to the set of points in the image of P , i.e. the
conjugates of pi. This would complete the proof and is more or less Weil’s
proof from [We3].
To apply Hamilton’s implicit function theorem in this context, we need
to find a tame splitting of equation (2), and in fact to find a smooth family
of tame splittings over a neighborhood of U of IdM in A. For a statement of
Hamilton’s theorem see [F1] or [Ha1, Theorem III.1.1.1]. The proof is [Ha2,
Section 2]. More precisely, we need to find smooth tame maps V P and V Q
that split the sequence
(4) U×Vect∞(M)
DP
// U×Vect∞(M)k
DQ
// U×Vect∞(M)r
i.e. tame smooth maps V P : U×Vect∞(M)k→U×Vect∞(M) and V Q :
U×Vect∞(M)r→U×Vect∞(M)k that are each linear in the second variable,
such that DP◦V P + V Q◦DQ is the identity on Vect∞(M)k for any x∈U .
Note that the maps P andQ are Diff∞(M) equivariant where Diff∞(M) acts
on A by translation and on B and C by conjugation. Since the Diff∞(M)
action on A is simply transitive, we can use this to reduce the problem of
finding a splitting in a neighborhood U to the problem of finding a splitting
at Id by [Be, Lemma 4.3]. Benveniste’s lemma checks that the smooth, tame
splitting at Id, when translated by the Diff∞(M) action, provides a smooth
tame splitting on all of U . It therefore suffices to find a splitting of the
sequence:
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(5) Vect∞(M)
DPId
// Vect∞(M)k
DQpi
// Vect∞(M)r
This yields the following:
Theorem 2.1. Let Γ be a finitely presented group, M a compact manifold,
and pi : Γ→Diff∞(M) a homomorphism. If H1(Γ,Vect∞(M)) = 0 and the
sequence in line (5) admits a tame splitting, then the homomorphism pi is
locally rigid.
See remarks in [F1] for some potential applications of Theorem 2.1. In the
isometric case, we are assuming that H1(Γ,Vect∞(M)) = 0, so that the
map DPId : Im(DPId)→Ker(DQpi) is surjective. Note that vanishing of H
1
does not necessarily imply that DPId has a tame inverse as there is no closed
graph theorem in the tame Frechet category. To find the splitting at pi and at
Q(pi), we use the fact that Vect∞(M) can be written as a (Hilbertian) direct
sum of pi(Γ) invariant finite dimensional subspaces Vj, see the beginning of
section 3 for more discussion. We can then split the complex in (4) by
splitting each complex in the sequence of complexes:
(6) Vj−→
DP V kj −→
DQ V rj .
Tameness can then be shown using the fact that the Vj are contained in
eigenspaces of the Laplacian, the structure of isometric actions with vanish-
ing cohomology and some estimates on “small divisors” that yield bounds
on the maps used to split the complex in (6).
On tameness: The formal definition of tameness is quite involved, so we
give an informal discussion in this setting. A Frechet space is a complete,
Hausdorff, locally convex, topological vector space. The topology on a lo-
cally convex, topological vector space is always defined by a family of semi-
norms. The Frechet space is called graded when we can choose an increasing
family of semi-norms to define the topology. On Vect∞(M), there is an
increasing family of norms, the Ck norms ‖·‖k on vector fields, that define
the topology. There is another increasing family of norms, theW 2,k Sobolev
norms ‖·‖2,k on vector fields. These two families of norms define the same
topology on Vect∞(M). More is true, if we normalize the metric so that M
has volume 1, then the definitions of the norms combined with the Sobolev
embedding theorems imply that:
(7) ‖v‖2,k≤‖v‖k≤Ck‖v‖2,k+r
for any v∈Vect∞(M) where r = dim(M)2 and Ck is a constant depending on k
and the geometry of M . This statement is exactly the statement that these
two families of norms on Vect∞(M) are tamely equivalent in the language
of [Ha1, Definition II.1.1.3].
More generally, given two graded Frechet spaces (W, ‖·‖Wj ) and (V, ‖ · ‖
V
l )
and a linear map L between them, L : W→V is tame if there are positive
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integers r and b such that:
(8) ‖Lv‖Vj ≤Cj‖v‖
W
j+r
for every v∈W and all j≥b and where Cj is a constant depending on j and
L. This is [Ha1, Definition II.1.2.1].
The complex in line (4) can be split formally by splitting the complexes
in line (6), but we need to see why this splitting is tame and why the maps
constructed preserve smoothness. Since each Vj is contained in an eigenspace
for some eigenvalue λj of the Laplacian on vector fields. Letting I be the
identity on Vect∞(M), and ‖·‖2,k the k-th Sobolev norm, we have:
(9) ‖v‖2,k = ‖(I +∆)
k/2v‖2,0 = (1 + λj)
k/2‖v‖2,0
for every v∈Vj . The first equality is standard, and in fact is an equivalent
definition for the Sobolev norm, and the second equality is obvious from the
fact that v∈Vj.
This reduces the problem of splitting the complex in (2) to the problem
of splitting the sequences in (6) by maps that are bounded by polynomials
in λj . In the context of Theorem 1.1 the bounds are proven using arithmetic
properties of pi(Γ) that we deduce from vanishing of H1(Γ, Vj) in a finite set
of subspaces Vj . Tame estimates on the map V P are proven using the ideas
discussed below in the context of verifying Criterion 3.1(2). Tame estimates
on V Q are much more involved, see [F1].
3. Proving H1(Γ,Vect∞(M)) = 0
For applications of Theorem 1.1, I prove a criterion for the vanishing of
H1(Γ,Vect∞(M)). This criterion is a sharpening of [LZ, Theorem 4.1] and
the proof is similar.
Using that eigenspaces of the Laplacian on vector fields are finite di-
mensional and Isom(M,g) invariant, that Isom(M,g) is compact and the
Peter-Weyl theorem, we see that the space of vector fields splits as an in-
finite direct sum ⊕∞j=1Vj where each Vj is a finite dimensional, irreducible
Γ-module, and contained in an eigenspace for the Laplacian. Let λj be the
eigenvalue for the eigenspace containing Vj . This is a Hilbertian direct sum
in either the L2 topology or the Sobolev W 2,k topology for any value of k.
Since each Vj is contained in an eigenspace for the Laplacian on vector fields,
it consists of C∞ vector fields by a standard elliptic operator argument. Fix
a finite generating set S for Γ and let ‖·‖2 denote the L
2 norm on vector
fields on M .
Criterion 3.1. Let Γ be a finitely generated group, (M,g) a compact Rie-
mannian manifold and pi : Γ→ Isom(M,g) a homomorphism. Then the fol-
lowing are sufficient conditions for vanishing of H1(Γ,Vect∞(M))
(1) H1(Γ, Vj) vanishes for every j and
8 DAVID FISHER
(2) there exist ε > 0 and a non-negative integer α such that for each Vj
which is a non-trivial Γ-module and every vj∈Vj there is γ∈S such
that
‖v − pi(γ)v‖2≥ελ
−α‖v‖2.
Part (1) of the criterion provides the existence of a formal solution for any
cohomological equation coming from H1(Γ,Vect∞(M)). Part (2) guaran-
tees a smooth solution of a smooth cohomological equation and provides
tame estimates on the size of the solution in terms of the size of the coef-
ficients in the equation. Given v∈Vect∞(M), we can write v =
∑
j vj and
then smoothness is equivalent to
∑
j λ
n
j ‖vj‖ <∞ for all positive integers n.
Smoothness of solutions to smooth equations is this fact and condition (2)
in Criterion 3.1.
For all of our applications, Criterion 3.1(2) can be verified by three meth-
ods. The first is to adapt the argument of the appendix of [Do] to our more
general setting, see also [DoKr] for a related computation. The second is to
use instead a deep arithmetic result of Clozel, which implies condition (2)
with α = 0, [Cl1]. More precisely, Clozel’s result implies that all non-trivial
Vj that can arise in this context are outside some neighborhood of the iden-
tity in the Fell topology on the unitary dual of Γ. This uses the fact that all
representations of Γ which occur, when induced to the group G in which Γ is
a lattice, occur in the automorphic spectrum of G. For the generalization of
Theorem 1.3 for lattices in arbitrary products where Clozel’s results do not
apply, the reader should observe that any isometric action factors through
a finite group, in which case verifying condition (2) is trivial. Lastly, we can
show, as is done in [F1], that vanishing of certain H1(Γ, Vj)’s implies certain
arithmetic properties of pi(Γ). These properties are enough to show that
each pi(γ) satisfies some estimate of diophantine type which is more than is
needed to verify (2).
As remarked above, vanishing of H1(Γ,Vect∞(M)) in the context of The-
orem 1.2 was already observed in [LZ]. For Theorem 1.3, Criterion 3.1(1) is
a consequence of Margulis’s superrigidity theorem [Ma, Introduction, The-
orem (3)]. For the more general lattices discussed in [Md] the vanishing
of cohomology follows from the Monod’s criterion for arithmeticity. More
precisely, if the cohomology fails to vanish, Monod’s results imply that Γ
is S-arithmetic and then one can apply Margulis’ result to obtain a contra-
diction. For Theorem 1.4, condition (1) of Criterion 3.1 is a special case of
deep results of Clozel [Cl1, Theorem 3.2 and 3.5] concerning automorphic
forms.
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