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STABILITY AND HOPF BIFURCATION FOR A CELL
POPULATION MODEL WITH STATE-DEPENDENT DELAY∗
MOSTAFA ADIMY† , FABIEN CRAUSTE‡ , MY LHASSAN HBID§ , AND
REDOUANE QESMI¶
Abstract. We propose a mathematical model describing the dynamics of a hematopoietic stem
cell population. The method of characteristics reduces the age-structured model to a system of
differential equations with a state-dependent delay. A detailed stability analysis is performed. A
sufficient condition for the global asymptotic stability of the trivial steady state is obtained using
a Lyapunov–Razumikhin function. A unique positive steady state is shown to appear through a
transcritical bifurcation of the trivial steady state. The analysis of the positive steady state behavior,
through the study of a first order exponential polynomial characteristic equation, concludes the
existence of a Hopf bifurcation and gives criteria for stability switches. A numerical analysis confirms
the results and stresses the role of each parameter involved in the system on the stability of the
positive steady state.
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1. Introduction. The production and regulation of blood cells is a very complex
process, called hematopoiesis. It involves a population of hematopoietic stem cells
(HSCs), able to differentiate and self-renew, in order to maintain an HSC population.
These cells produce by differentiation all blood cell lineages (white cells, red blood
cells, platelets) that mature within several generations and finally give birth to blood
cells that enter the circulating blood.
HSCs are either proliferating or nonproliferating cells. A majority of HSCs is
actually in a quiescent stage [18]. Nonproliferating (or resting) HSCs represent a pool
of stem cells that is used to produce new blood cells. Proliferating HSCs are actively
involved in cell division (growth, DNA synthesis, etc.). The dynamics of HSCs have
attracted the attention of modelers for forty years now, due to their involvement in
major blood diseases, such as leukemias, that originate at the stem cell level [27, 33].
To our knowledge, the first mathematical model of HSC dynamics has been pro-
posed by Mackey [43] in 1978, inspired by Lajtha [40] and Burns and Tannock [17].
Mackey’s model consists in a system of two nonlinear delay differential equations,
describing the dynamics of proliferating and nonproliferating HSCs. The delay, which
is constant, accounts for an average cell cycle duration. Since then, many authors
have tried to improve Mackey’s model, particularly to better take into account cell
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maturity and cell cycle duration’s control in HSC dynamics [1, 8, 46, 47]. This latter
point is of particular interest. Cell cycle durations may vary a lot, and the nature of
the signal that triggers cell division remains mainly unknown.
In 1978, MacDonald [42] focused on this problem and proposed that cell cycle
division times are distributed according to a density function, for instance, a Gamma
distribution. In 1993, Mackey and Rey [45] considered a distribution of cell cycle
durations according to a density function, but their analysis took into account only a
particular case (when the density is a Dirac measure), and then their system exhib-
ited a discrete time delay. For many years, only discrete time delay systems of HSC
dynamics were studied; see, for instance, [7, 25, 46, 47] and the references therein.
Recently, Adimy and Crauste [1], Adimy, Crauste, and Ruan [5, 6], and Bernard,
Be´lair, and Mackey [16] analyzed modified versions of Mackey’s model [43] by assum-
ing a distribution of cell division times. They stressed the influence of the distribution
(some properties of the density function) on solution’s behavior. However, this ap-
proach is not always satisfactory, especially because no biological data can allow us to
precisely determine the nature—the shape—of the age distribution. In 2005, Adimy
and Crauste [2] and Adimy, Crauste, and Pujo-Menjouet [4] proposed a model of HSC
dynamics in which the cell cycle duration depends on the cell maturity. This is a way
of indicating that cell cycles can be shortened for some types of cells, or in particular
situations such as diseases or anemias.
In this paper, we focus on the influence of the number of cells on cell cycle
durations. Low cell counts lead to quick reactions of the organism, in order to produce
enough cells to return to a normal state, and this can then induce shorter cell cycles
(this is observed for red cells, where, following an anemia, immature cells enter the
bloodstream and replace mature cells very quickly [22]). Moreover, cell cycle duration
variability has been the subject of numerous modeling works (see, for instance, Alarcon
and Tindall [12], Fuss et al. [28], and Tyson and Novak [58]) based on the control of
progression through the different phases of the cell cycle by protein concentration. In
[12], the authors consider in particular the influence of extracellular factors (nutrients)
in the regulation of cell cycle duration in budding yeast. These nutrients are consumed
by cells, and this triggers the progression through the cell cycle phases. Considering
that nutrient consumption causes progression through cell cycle likely leads to delay
differential equations of threshold type (see Kuang [38, Chapter 5.4] or Smith and
Kuang [57]) that are close to state-dependent delay equations. Another approach
consists in avoiding introduction of new variables (nutrient concentration, for instance)
and describing cell cycle duration control by means of cell population counts.
A natural way of doing this is to consider that cell cycle durations depend either
on the total population of HSCs or on the population of proliferating HSCs. Yet, pro-
liferating cells are indeed cells committed to divide (once they have passed the G1/S
transition) and consequently one can assume that they no longer consume nutrients.
Hence, they would have no action on factors responsible for durations of cell cycles.
On the contrary, the total population of HSCs, that is, both proliferating and non-
proliferating cells, seems to be appropriate for controlling cell cycle lengths. However,
proliferating HSCs represent only about 5% of all HSCs [18], so their role in cell cycle
regulation can be neglected, and we will assume in this work, for simplicity, that only
nonproliferating cells control cell cycle durations. The control of cell cycle durations
by the total number of HSCs, although more natural and certainly appropriate, will
not be considered in this work. This assumption is comforted by recent works [20, 21]
in which a modified version of Mackey’s model [43], in which the total number of
HSCs negatively controls HSC proliferation (in Mackey’s model [43], only nonprolif-
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erating cells act on HSC proliferation), was studied, and both models were found to
be qualitatively and quantitatively similar. Assuming the number of nonproliferating
cells influences cell cycle durations modifies the nature of the time delay in Mackey’s
model [43] and transforms his system into a state-dependent delay system.
The theory of state-dependent delay differential equations has attracted a lot of
attention over the last twenty years and started earlier in the 1960s. Driver [24],
in 1963, studied existence of solutions, uniqueness, and continuous dependence on
initial conditions for state-dependent delay differential equations, and his work has
been developed and completed by various authors [9, 10, 37, 39, 48, 50, 51, 54, 59]
while investigating periodic solutions for state-dependent delay equations. Nonlinear
semigroups for some class of equations have been analyzed by Louihi, Hbid, and Arino
[41]. The linearization of state-dependent delay equations has been studied by Cooke
and Huang [19], Arino and Sanchez [11], Hartung [30], Hartung and Turi [31], Har-
tung et al. [32], and Walther [60]. A Hopf bifurcation theorem for state-dependent
delay differential equations has been recently obtained by Eichmann [26]. Numerical
methods for solving state-dependent delay differential equations have been investi-
gated by Hofer, Tibken, and Lehn [35], Shampine [56], and the references therein.
Despite the difficulty related to the analysis of state-dependent delay differential equa-
tions, they have been used in some applied works—in cell biology, for instance, by
Be´lair [13], Be´lair, Mackey, and Mahaffy [14], Hbid, Sanchez, and Bravo de la Parra
[34], Hofer, Tibken, and Lehn [36], and Mahaffy, Be´lair, and Mackey [49], but also in
automatic [61].
We propose a complete stability analysis of a nonlinear model of HSC dynamics,
with state-dependent delay. The next section is devoted to the presentation of the
model, which originally takes the form of an age-structured system. This system is
reduced to a system of state-dependent delay equations in section 3. Properties of
the resulting system, such as positivity and existence of steady states, are established
in section 4. We then focus on the stability of the trivial steady state and prove a
sufficient condition for its global asymptotic stability using a Lyapunov–Razumikhin
function in section 5. Next, we linearize the system about the unique positive steady
state, which is shown to appear through a transcritical bifurcation of the trivial steady
state, and perform the analysis of the Hopf bifurcation in section 6. A detailed
numerical analysis, in section 7, allows us to identify the role of each parameter and
the influence of the state-dependent delay in stability switch of the positive steady
state.
2. The model of HSC dynamics. Let us consider a population of HSCs, di-
vided into two compartments: proliferating and resting (nonproliferating) cells. De-
note by n(t, a) and p(t, a) the population densities of resting and proliferating cells,
respectively, which have spent a time a ≥ 0 in their phase at time t ≥ 0.
As soon as a cell enters the proliferating phase, it is committed to divide a time
τ later. We assume that the duration of the proliferating phase depends on the total
population of nonproliferating cells
(2.1) N(t) =
∫ ∞
0
n(t, a)da,
that is, τ = τ(N(t)). This choice (considering cell cycle durations are controlled only
by nonproliferating cells) is justified above, in the introduction (paragraphs 5 and 6).
In [12], nutrients are considered as cell cycle duration regulators. These nutrients
bind to cells and modify intracellular protein concentrations that decide on progres-
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sion through cell cycle phases. Assuming a constant concentration of nutrients, the
cell cycle duration appears as a decreasing function of the available quantity of nutri-
ents for each nonproliferating cell [12, 55] and consequently as an increasing function
of N(t). Hence the function τ is supposed to be bounded, positive, continuously dif-
ferentiable, and increasing (a lack of HSCs is supposed to shorten cell cycles). We
define
τ0 := inf
x≥0
τ(x) = τ(0) and τmax = sup
x≥0
τ(x).
Proliferating cells can be lost by apoptosis (a programmed cell death) at a rate γ ≥ 0,
and, at mitosis, cells with age τ divide into two daughter cells which immediately
enter the resting phase.
Nonproliferating cells are assumed to differentiate at a constant rate δ > 0, which
can also take some natural mortality into account. They are introduced in the pro-
liferating phase with a rate β, which is supposed to depend on the total population
of nonproliferating cells (see Mackey [43, 44], Mackey and Rudnicki [46, 47], or Pujo-
Menjouet et al. [52, 53]), given by (2.1). The function β is supposed to be continuously
differentiable, bounded, and positive. Furthermore, from a reasonable biological point
of view, we assume β is decreasing with limx→+∞ β(x) = 0. Usually, it is believed
that the function β is a monotone decreasing Hill function (see [43]), given by
(2.2) β(x) =
β0θ
r
θr + xr
, x ≥ 0,
with β0 > 0, θ ≥ 0, and r > 0. The parameter β0 is the maximal rate of reentry in the
proliferating phase, θ is the number of resting cells for which β has its maximum rate
of change with respect to the resting phase population, and r describes the sensitivity
of the reintroduction rate with changes in the population.
The evolution of HSC dynamics is described by the following system of age-
structured partial differential equations:
∂n
∂t
+
∂n
∂a
= − (δ + β(N(t)))n, a > 0, t > 0,(2.3)
∂p
∂t
+
∂p
∂a
= −γp, 0 < a < τ(N(t)), t > 0,(2.4)
where N(t) denotes the total population of resting cells, defined by (2.1).
System (2.3)–(2.4) is completed by boundary conditions and initial conditions.
The first ones describe the flux of cells entering each phase: new proliferating cells
are nonproliferating cells introduced with a rate β, and new resting cells come from
the division of proliferating cells that have spent a time τ(N(t)) in the proliferating
phase. Then the boundary conditions of (2.3)–(2.4) are
n(t, 0) = 2p(t, τ(N(t))),(2.5)
p(t, 0) = β(N(t))N(t).(2.6)
Moreover, we suppose that lima→+∞ n(t, a) = 0.
Initial conditions of (2.3)–(2.4) are given by nonnegative L1 functions n0 and p0
such that
(2.7) n(0, a) = n0(a), a ≥ 0, and p(0, a) = p0(a), a ∈ [0, τ(N(0))].
We are now going to check that system (2.3)–(2.4) reduces to a system of differ-
ential equations with state-dependent delay.
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3. Reduction to a state-dependent delay equation. First, we see that using
the method of characteristics (see Webb [62]), the solution p(t, a) of (2.4), (2.6), and
(2.7) is given, for t > 0 and 0 < a < τ(N(t)), by
(3.1) p(t, a) =
{
p0(a− t)e−γt if 0 ≤ t < a,
β(N(t− a))N(t− a)e−γa if 0 ≤ a ≤ t.
Since resting cells are introduced in the proliferating phase with a rate β, then p0(0),
the population of cells introduced at time t = 0 in the cycle, should satisfy the classical
compatibility condition
(3.2) p0(0) = β(N(0))N(0).
This condition ensures the continuity of p(t, a) on the line t = a.
Denote by P (t) the total population of proliferating stem cells,
P (t) =
∫ τ(N(t))
0
p(t, a)da, t ≥ 0.
Then, using (3.1), we deduce
(3.3) P (t)=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
e−γt
(∫ t
0
eγθβ(N(θ))N(θ)dθ +
∫ τ(N(t))−t
0
p0(θ)dθ
)
, t < τ(N(t)),
e−γt
∫ t
t−τ(N(t))
eγθβ(N(θ))N(θ)dθ, t ≥ τ(N(t)).
The variable P (t) is straightforwardly continuous for t ≥ 0, and since τ is continuously
differentiable, P (t) is also continuously differentiable provided that (3.2) holds true.
Integrating (2.3) with respect to the age variable, and using (2.5), we obtain
N ′(t) = −δN(t)− β(N(t))N(t) + 2p(t, τ(N(t))) for t ≥ 0.
Using (3.1), we finally obtain, for 0 ≤ t ≤ τ(N(t)),
(3.4) N ′(t) = −δN(t)− β(N(t))N(t) + 2p0(τ(N(t)) − t)e−γt,
and, for t > τ(N(t)),
(3.5) N ′(t)=−δN(t)−β(N(t))N(t)+2e−γτ(N(t))β(N(t−τ(N(t))))N(t−τ(N(t))).
Moreover, N(0) =
∫∞
0 n0(a)da.
One can notice that problem (3.4)–(3.5) is a nonlinear nonautonomous ordinary
differential equation for t < τ(N(t)), whereas, for t ≥ τ(N(t)), it is a system of
differential equations with state-dependent delay. Let us concentrate on system (3.4)–
(3.5) for t ∈ [0, τmax].
Consider the differential equation
(3.6)
dx
dt
(t)=
⎧⎨⎩
−δx(t)− β(x(t))x(t) + 2p0(τ(x(t)) − t)e−γt, 0 ≤ t ≤ τ(x(t)),
−δx(t)− β(x(t))x(t)
+2β(x(t− τ(x(t))))x(t − τ(x(t)))e−γτ(x(t)), τ(x(t)) < t ≤ τmax,
x(0)=
∫ ∞
0
n0(a)da.
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For a smooth enough function p0 satisfying (3.2), (3.6) has a unique continuously
differentiable solution φ defined on [0, τmax] (see Walther [60]). Then (3.5) becomes
the following delay differential equation for t ≥ τmax:⎧⎨⎩
dy
dt
(t) = −δy(t)− β(y(t))y(t) + 2β(y(t− τ(y(t))))y(t − τ(y(t)))e−γτ(y(t)),
y(θ) = φ(θ), 0 ≤ θ ≤ τmax.
Thus, by making a change of variable N(t) := y(t+ τmax), system (3.4)–(3.5) can be
written as a state-dependent delay differential equation for t ≥ 0,
(3.7) N ′(t)=−(δ + β(N(t)))N(t) + 2e−γτ(N(t))β(N(t−τ(N(t))))N(t−τ(N(t))),
with, for θ ∈ [−τmax, 0], N(θ) = φ(θ + τmax).
Existence and uniqueness of solutions of (3.7) cannot be easily deduced. Equation
(3.7) writes x′(t) = g(x(t), x(t− τ(x(t)))) for t ≥ 0, where the function g : (R+)2 → R
is given by
g(x, y) = − (δ + β(x)) x+ 2e−γτ(x)β (y) y, (x, y) ∈ (R+)2.
This equation can also be written in the general form
(3.8) x′(t) = f(xt) for t ≥ 0,
where xt is defined by xt(θ) = x(t+ θ) for θ ∈ [−τmax, 0], and the function f : C → R
is given, for φ ∈ C, the space of continuous functions on [−τmax, 0], by
f(φ) = g(φ(0), φ(−τ(φ(0)))).
Since the functions β(x) and τ(x) are continuously differentiable on [0,+∞), then
g is also continuously differentiable on (R+)2. Therefore, existence and uniqueness
of a solution of (3.7) defined on [0,+∞) for an initial condition belonging to C1,
the space of continuously differentiable functions on [−τmax, 0], follow from Mallet-
Paret, Nussbaum, and Paraskevopoulos [50]. One may note that it is not reasonable
to expect a well-posed state-dependent delay differential problem from searching for
solutions in C (see Walther [60]).
One can notice that (3.7) does not depend on the proliferating cell population P ,
whereas the converse is not true.
In the next section, we focus on some properties of (3.7), such as positivity and
boundedness of solutions, as well as the existence of steady states.
4. Properties of the model and existence of steady states. In this section
we focus on basic properties of solutions of (3.7), such as positivity and boundedness.
We also concentrate on the existence of steady states. We suppose from now on that
existence and uniqueness of solutions of (3.7) hold for t ∈ [−τmax,+∞).
The solutions of (3.7) represent cell numbers; therefore, it is essential to show
positivity and boundedness. Such properties are straightforwardly obtained (for in-
stance, using a method similar to the one presented in Adimy, Crauste, and Ruan
[5]). They are stated in the following proposition.
Proposition 4.1. The solutions of (3.7) are nonnegative, and, provided that
δ > 0, they are bounded.
The expression of P (t) in (3.3) gives more precise information on the influence
of the behavior of N(t) on the stability and periodicity of the solutions P (t). The
following lemma, which states these results, is immediately obtained by using (3.3).
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Lemma 4.2. Let (P (t), N(t)) be a solution of (3.3) and (3.7). If N∞ :=
limt→∞ N(t) exists, then
lim
t→∞P (t) =
⎧⎪⎨⎪⎩ N∞β (N∞)
(
1− e−γτ(N∞)
γ
)
if γ > 0,
N∞β (N∞) τ(N∞) if γ = 0.
If N(t) is T -periodic, then P (t) is also T -periodic.
In particular, Lemma 4.2 shows the influence of (3.7) on the stability of the entire
system. We now focus on the existence of steady states of (3.7).
Proposition 4.3. Assume δ > 0 and
(4.1) τ0 <
1
γ
ln
(
2β(0)
β(0) + δ
)
.
Then equation (3.7) has two steady states N ≡ 0 and N ≡ N∗ > 0, where
(4.2) (2e−γτ(N
∗) − 1)β(N∗) = δ.
If (4.1) does not hold, then N ≡ 0 is the only steady state of (3.7).
Proof. Define, for N ≥ 0, the function χ(N) := (2e−γτ(N) − 1)β(N). Then
χ(0) = (2e−γτ0 − 1)β(0) > δ and lim
N→+∞
χ(N) = 0.
Consequently, (4.2) has at least one positive solution N∗. Moreover, since τ is in-
creasing, then χ is decreasing, and, provided that χ(N) > 0, N∗ is unique.
In the next section, we concentrate on the asymptotic stability of the trivial steady
state of (3.7).
5. Asymptotic stability of the trivial steady state. In the next theorem,
we give a necessary and sufficient condition for the trivial steady state of (3.7), when it
is unique, to be globally asymptotically stable using a Lyapunov–Razumikhin function
presented in [29].
We recall that δ > 0. From Proposition 4.1 all solutions of (3.7) are then bounded.
Theorem 5.1. Assume
(5.1)
1
γ
ln
(
2β(0)
δ
)
< τ0.
Then the trivial steady state of (3.7) is globally asymptotically stable.
Proof. Consider the Lyapunov function V : R+ → R+ given by V (x) = x2/2. We
have, for x ∈ R+, u(x) ≤ V (x) ≤ v(x), with u(x) = x2/2 and v(x) = x2.
Define p : R+ → R+ by p(x) = xe2ατ(
√
2x), x ∈ R+, with 0 < α < min{γ,
γ − ln(2β(0)/δ)/τ0}. Let N be a solution of (3.7) such that, for t ≥ 0, θ ∈ [−τmax, 0],
(5.2) V (N(t+ θ)) < p (V (N(t))) .
Then, for t ≥ 0, N(t− τ(N(t))) ≤ eατ(N(t))N(t). It follows that, for t ≥ 0,
(5.3)
V˙ (N(t)) = − (δ + β(N(t)))N(t)2
+2e−γτ(N(t))β (N(t− τ(N(t))))N(t− τ(N(t)))N(t)
≤ −δN(t)2 + 2e−γτ(N(t))β(0)eατ(N(t))N(t)2
= − [δ − 2e−(γ−α)τ(N(t))β(0)]N(t)2.
1618 M. ADIMY, F. CRAUSTE, M. L. HBID, AND R. QESMI
LetW : R+ → R be the map defined, for x ∈ R+, byW (x) = [δ−2e−(γ−α)τ(x)β(0)] x2.
From (5.1), W is a positive nondecreasing function. Moreover, (5.3) gives V˙ (N(t)) ≤
−W (N(t)) whenever (5.2) holds true. Since u(r) → ∞ as r → ∞, conditions of [29,
Theorem 5.2] hold, and so does the conclusion.
The global asymptotic stability of N ≡ 0 is obtained in Theorem 5.1 with an
assumption, condition (5.1), that corresponds only to a part of the domain where
N ≡ 0 is the only steady state of (3.7), contrary to what can be noted for a constant
time delay (see, for instance, Adimy, Crauste, and Ruan [5]). We can, however,
complete this result by studying the local asymptotic stability of the steady states.
Next, we analyze the local asymptotic stability of the two steady states of system
(3.7), N ≡ 0 and N ≡ N∗, by studying the sign of the real parts of eigenvalues of the
associated characteristic equations (see [32, 60] for more details about linearization
and stability of state-dependent delay differential equations).
Let J : C1 → R be the map defined, for φ ∈ C1, by J(φ) = φ (−τ (φ(0))). The
derivatives of J have the form
d
dφ
J (φ)ψ = −τ ′ (φ(0))φ′ (−τ(φ(0)))ψ(0) + ψ (−τ(φ(0))) , φ, ψ ∈ C1.
Then, for a steady state x∗ ∈ {0, N∗} of (3.7), the linearized function f of (3.8) around
x∗ is, for ψ ∈ C1,
Df(x∗)ψ = −[δ + β(x∗) + β′(x∗)x∗]ψ(0)− 2γe−γτ(x∗)τ ′(x∗)β(x∗)x∗ψ(0)
+ 2e−γτ(x
∗)[β′(x∗)x∗ + β(x∗)]ψ(−τ(x∗)).
It follows that the characteristic equation associated with the linearization of (3.7)
around x∗ is
(5.4) Δ(λ) = λ+ δ + β + τ ′(x∗)αe−γτ(x
∗) − 2βe−γτ(x∗)e−λτ(x∗),
where
α = 2γβ(x∗)x∗, β = β(x∗) + β′(x∗)x∗.
We easily obtain the following theorem.
Theorem 5.2. The trivial steady state of (3.7) is unstable when (4.1) holds true
and locally asymptotically stable when (4.1) does not hold.
Proof. The characteristic equation (5.4), when x∗ = 0, is given by
Δ(λ) = λ+ δ + β(0)− 2β(0)e−γτ0e−λτ0 .
Let λ ∈ R. We have
dΔ
dλ
(λ) = 1 + 2τ0e
−γτ0β(0)e−λτ0 > 0,
Δ(0) = δ + β(0)− 2β(0)e−γτ0 = δ − (2e−γτ0 − 1)β(0),
and limλ→∞ Δ(λ) = +∞. Then there exists λ0 ∈ R, which is unique, such that
Δ(λ0) = 0. When (4.1) holds, then Δ(0) < 0, so λ0 > 0, which proves the instability
of the trivial steady state.
Conversely, when (4.1) does not hold, Δ(0) ≥ 0 and λ0 ≤ 0. One can show
(see [20], for instance) that all roots λ = λ0 of Δ satisfy Re(λ) < λ0. Consequently,
the local asymptotic stability straightforwardly follows when (4.1) does not hold.
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From Theorems 5.1 and 5.2, we obtain that the trivial steady state N ≡ 0 of (3.7)
is globally asymptotically stable when
1
γ
ln
(
2β(0)
δ
)
< τ0,
locally asymptotically stable when
1
γ
ln
(
2β(0)
β(0) + δ
)
< τ0 ≤ 1
γ
ln
(
2β(0)
δ
)
,
and unstable when
τ0 <
1
γ
ln
(
2β(0)
β(0) + δ
)
.
In the next section we focus on the local asymptotic stability of the steady state
N∗ of (3.7). In particular, we study the existence of a Hopf bifurcation that would
destabilize the steady state and create periodic solutions.
6. Transcritical bifurcation, Hopf bifurcation, and periodic solutions.
This section is devoted to the local asymptotic stability analysis of the positive steady
state N ≡ N∗ of (3.7). We are going to investigate the sign of real parts of eigenvalues
of (5.4) to obtain the existence of a local Hopf bifurcation (see [26]).
Throughout this section, we assume the function τ is given by τ(x) = μτ˜ (x),
where μ is a positive parameter and τ˜ : R+ → R+ is a positive, increasing, bounded,
and differentiable function. Equation (3.7) reads
(6.1)
N ′(t) = − (δ + β(N(t)))N(t) + 2e−γμτ˜(N(t))β(N(t− μτ˜ (N(t))))N(t − μτ˜(N(t))).
Moreover, we assume that condition (4.1) holds to ensure the existence of the positive
steady state N∗ of (3.7). Condition (4.1) is equivalent to
(6.2) β(0) > δ and 0 ≤ μ < 1
τ˜(0)γ
ln
(
2β(0)
δ + β(0)
)
:= μ.
This describes the fact that the maximal introduction rate β(0) has to be larger than
the mortality rate δ, and the cell cycle duration τ cannot be too long for system (6.1)
to exhibit a steady state other than the one describing the cell’s dying out.
The positive steady state N∗ depends then on the parameter μ and is given
implicitly by
(6.3)
(
2e−γμτ˜(N
∗(μ)) − 1
)
β (N∗(μ)) = δ, μ ∈ [0, μ).
Thus, by using the implicit function theorem, N∗ is a decreasing continuously differ-
entiable function of μ. Furthermore, using (6.2) and (6.3), one obtains
(6.4) N∗(μ = 0) = β−1(δ) and lim
μ→μ
N∗(μ) = 0.
Taking μ as a parameter, our purpose is to prove the existence of the local Hopf
bifurcation of (6.1).
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From (5.4), the characteristic equation associated with N∗(μ) is written as
(6.5)
Δ(λ, μ) = λ+ δ + β(μ) + μτ˜ ′(N∗(μ))α(μ)e−γμτ˜(N
∗(μ))
− 2β(μ)e−γμτ˜(N∗(μ))e−λμτ˜(N∗(μ)),
where
α (μ) = 2γβ(N∗ (μ))N∗ (μ) and β (μ) = β(N∗ (μ)) + β′(N∗ (μ))N∗ (μ) .
The next result states the existence of a transcritical bifurcation of the positive
steady state when μ = μ.
Theorem 6.1. When μ = μ, the positive steady state undergoes a transcritical
bifurcation, that is, for μ < μ, μ close to μ, the positive steady state is locally asymp-
totically stable, whereas the trivial steady state is unstable, and for μ > μ the trivial
steady state is locally asymptotically stable and is the only steady state of (6.1).
Proof. The stability of the trivial steady state follows from Theorem 5.2. We
investigate local asymptotic stability of N∗(μ) in a neighborhood of μ.
First, notice that when β(μ) > 0, characteristic roots of (6.5) have negative real
parts. Indeed, assume β(μ) > 0, and consider Δ(λ, μ) as a function of real λ. Then
λ 	→ Δ(λ, μ) is an increasing function such that limλ→+∞ Δ(λ, μ) = +∞ and, using
the above definition of β(μ),
Δ(0, μ) = −(2e−γμτ˜(N∗(μ)) − 1)N∗(μ)β′(N∗(μ)) + μτ˜ ′(N∗(μ))α(μ)e−γμτ˜(N∗(μ)) > 0.
Thus, there exists a unique λ∗ < 0 such that Δ(λ∗, μ) = 0. Separating real and
imaginary parts in (6.5), one can easily show that all characteristic roots λ = λ∗
satisfy Re(λ) < λ∗. The local asymptotic stability of the positive steady state when
β(μ) > 0 immediately follows.
Finally, one has to note that when μ is close to μ, μ < μ, then N∗(μ) is close to
zero (see (6.4)); therefore, β(μ) ≈ β(0) > 0. The conclusion follows.
Local asymptotic stability of the positive steady state when μ = 0 is established
in the following lemma.
Lemma 6.2. Assume β(0) > δ and μ = 0. Then the steady state N∗ of system
(6.1) is locally asymptotically stable.
Proof. Let μ = 0. From (6.5), Δ(λ, 0) = λ + δ − β(0). Then, λ = β(0) − δ is
the unique eigenvalue associated with the characteristic equation. On the other hand,
N∗(0) = β−1(δ) > 0, so λ = β′(N∗(0))N∗(0) < 0. This concludes the proof.
Thus, N∗(μ) is locally asymptotically stable for μ = 0 and the stability can be
lost as μ increases away from 0, with μ < μ, only if purely imaginary characteristic
roots appear. One may note that N∗(μ) is locally asymptotically stable for μ < μ, μ
close to μ (see Theorem 6.1), and so if stability is lost as μ increases away from zero,
a second switch must be observed as μ keeps increasing and reaches μ.
Define, for μ ∈ [0, μ),
b(μ) = δ + β(μ) + μτ˜ ′(N∗(μ))α(μ)e−γμτ˜(N
∗(μ)) and c(μ) = −2β(μ)e−γμτ˜(N∗(μ)).
Then (6.5) becomes
(6.6) Δ(λ, μ) = λ+ b(μ) + c(μ)e−λμτ˜(N
∗(μ)).
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In the following, we investigate the existence of purely imaginary roots of (6.6).
It is obvious that λ = 0 is not a characteristic root of (6.6). Indeed,
b(μ) + c(μ) = δ + β(N∗(μ))
(
1− 2e−γμτ˜(N∗(μ)))
+ β
′
(N∗(μ))
(
1− 2e−γμτ˜(N∗(μ)))N∗(μ)
+ 2γμτ˜
′
(N∗(μ))β(N∗(μ))N∗(μ)e−γμτ˜(N
∗(μ)).
Since δ − (2e−γμτ˜(N∗(μ)) − 1)β(N∗(μ)) = 0, we obtain 1− 2e−γμτ˜(N∗(μ)) < 0 and
Δ(0, μ) = b(μ) + c(μ) > 0.
It follows that λ = 0 is not an eigenvalue.
Let ω > 0. Separating real and imaginary parts, equality Δ(iω, μ) = 0 is equiva-
lent to
(6.7)
{
ω = c(μ) sin(ωμτ˜ (N∗(μ))),
b(μ) = −c(μ) cos(ωμτ˜ (N∗(μ))).
One can note that if iω is a purely imaginary root of (6.6) then so is −iω. A necessary
condition for (6.6) to have purely imaginary roots is
(6.8) | c(μ) |>| b(μ) | .
If no μ ∈ [0, μ) fulfills condition (6.8), then the characteristic equation (6.6) has no
purely imaginary root. Consequently, from Lemma 6.2, all eigenvalues of (6.6) have
negative real parts and the steady state N∗(μ) is locally asymptotically stable for all
μ ∈ [0, μ).
We have already checked that b(μ) + c(μ) > 0. Then, for (6.8) to hold true, it
is necessary that c(μ) > 0, that is, β(μ) < 0. A sufficient condition for (6.8) is then
b(μ) < 0, which is equivalent to
(6.9)
δ + β(N∗(μ)) + β′(N∗(μ))N∗(μ)
+ 2γμτ˜ ′(N∗(μ))β(N∗(μ))N∗(μ)e−γμτ˜(N
∗(μ)) < 0.
We have the following lemma.
Lemma 6.3. Let η : [0,+∞) → (−∞, 0] and σ : [0,+∞) → [0,+∞) be defined,
for y ≥ 0, by η(y) = yβ′(y) and σ(y) = yτ˜ ′(y). Assume the following:
(R1) η and σ are decreasing on the interval [0, β−1(δ)].
(R2) η
(
β−1(δ)
)
< −2δ.
Then there exists a unique μ∗ ∈ (0, μ) such that condition (6.9) is satisfied if and only
if μ ∈ [0, μ∗).
Proof. Let h1 and h2 be the negative functions defined, for μ ∈ [0, μ), by
h1(μ) = η (N
∗(μ)) and h2(μ) = − (δ + β (N∗(μ))) (1 + 2γμσ (N∗(μ))) .
Then, from (6.3), {μ ∈ [0, μ) : condition (6.9) is satisfied} = {μ ∈ [0, μ) : h1(μ) <
h2(μ)}. Since β is decreasing on [0,+∞), N∗ is decreasing on [0, μ), and, from (R1),
η and σ are decreasing on [0, β−1(δ)], we deduce that h1 is increasing and h2 is
decreasing. Moreover, from (6.4), limμ→μ N∗(μ) = 0. It follows that
h1(0) = η(β
−1(δ)) < 0, limμ→μ h1(μ) = η(0) = 0,
h2(0) = −2δ, limμ→μ h2(μ) = −(δ + β(0)).
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From (R2), it follows that h1(0) < h2(0). Consequently there exists a unique μ
∗ ∈
(0, μ) such that {μ ∈ [0, μ) : h1(μ) < h2(μ)} = [0, μ∗). This achieves the proof.
In what follows, we assume there exists μ∗ ∈ (0, μ) such that (6.8) is fulfilled for
μ ∈ [0, μ∗).
System (6.7) is equivalent to
(6.10) cos(ωμτ∗(μ)) = −b(μ)
c(μ)
, sin(ωμτ∗(μ)) =
ω
c(μ)
,
where τ∗ (μ) = τ˜ (N∗(μ)). Therefore, adding the squares of both sides of (6.10),
purely imaginary eigenvalues iω of (6.6), with ω > 0, must satisfy
(6.11) ω =
(
c2(μ)− b2(μ)) 12 .
Thus, in the following, we will think of ω as ω(μ), μ ∈ [0, μ∗). Substituting expression
(6.11) for ω in (6.10), we obtain
(6.12)
⎧⎪⎪⎪⎨⎪⎪⎩
cos
(
μτ∗(μ)
(
c2(μ)− b2(μ)) 12) = −b(μ)
c(μ)
,
sin
(
μτ∗(μ)
(
c2(μ)− b2(μ)) 12) = (c2(μ)− b2(μ)) 12
c(μ)
.
From the above reasoning, values of μ ∈ [0, μ∗) solutions of system (6.12) generate
positive ω(μ) given by (6.11) and hence yield imaginary eigenvalues of (6.6). Conse-
quently, we look for positive solutions μ of (6.12) in the interval [0, μ∗). They satisfy
μτ∗(μ)
(
c2(μ)− b2(μ)) 12 = arccos(−b(μ)
c(μ)
)
+ 2kπ, k ∈ N0,
where N0 denotes the set of all nonnegative integers. We set
μk(μ) :=
arccos
(
− b(μ)c(μ)
)
+ 2kπ
τ∗(μ) (c2(μ)− b2(μ)) 12
, k ∈ N0, μ ∈ [0, μ∗).
Values of μ for which ω(μ) =
(
c2(μ) − b2(μ)) 12 is a solution of (6.7) are roots of the
functions
(6.13) Zk(μ) = μ− μk(μ), k ∈ N0, μ ∈ [0, μ∗).
The roots of Zk can be found using popular software but are hard to determine with
analytical tools [15]. The following lemma states some straightforward properties of
the Zk functions.
Lemma 6.4. For k ∈ N0,
Zk(0) < 0 and lim
μ→μ∗ Zk(μ) = −∞.
Therefore, provided that no root of Zk is a local extremum, the number of positive
roots of Zk, k ∈ N0, on the interval [0, μ∗) is even. Moreover, if Zk has no root on
the interval [0, μ∗), then Zj, with j > k, does not have positive roots.
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Remark 1. The last statement in Lemma 6.4 implies, in particular, that, if Z0 has
no positive root, then (6.7) has no positive solution, and (6.6) does not have purely
imaginary roots.
The search for purely imaginary roots ends up finding positive real roots of real
functions Zk that can mostly be handled numerically. In the following proposition,
however, we establish some properties of purely imaginary roots of (6.6) using a
method described in [38].
Proposition 6.5. Let ±iω(μc), with ω(μc) > 0 and μc ∈ (0, μ∗), be a pair of
purely imaginary roots of (6.6) when μ = μc. Then ±iω(μc) are simple roots of (6.6)
such that
(6.14)
sign
{
dRe(λ(μ))
dμ
}
μ=μc
= sign
{
c3 (μcτˆ
′
c + τ
∗
c ) + c
2c′μcτ∗ − c(b2 (μcτˆ ′c + τ∗c ) + b′ + bb′μcτ∗c ) + c′b
}
,
with τ∗c = τ
∗(μc), τˆ ′c = dτ
∗(μc)/dμ, b = b(μc), c = c(μc), b′ = b′(μc), and c′ = c′(μc).
Proof. Let λ(μ) be a branch of roots of (6.6), so Δ(λ(μ), μ) = 0, such that
λ(μc) = iω(μc). Then,
(6.15)
dλ
dμ
(μ)Δλ(λ, μ) + Δμ(λ, μ) = 0,
where
Δλ(λ, μ) :=
dΔ
dλ
(λ, μ) = 1− c(μ)μτ∗(μ)e−λμτ∗(μ),
and
Δμ(λ, μ) :=
dΔ
dμ
(λ, μ) = b′(μ)− [c(μ) (μτˆ ′(μ) + τ∗(μ)) λ− c′(μ)]e−λμτ∗(μ),
with τˆ ′(μ) = dτ˜ (N∗(μ))/dμ.
Assume, by contradiction, that λ(μc) = iω(μc) is not a simple root of (6.6). Then
Δλ(iω(μc), μc) = 1− μcτ∗c c(μc)e−iω(μc)μcτ
∗
c = 0.
Using (6.6) for μ = μc, we then deduce b(μc)+1/(μcτ
∗
c )+iω(μc) = 0, and consequently
ω(μc) = 0, which gives a contradiction. It follows that all purely imaginary roots of
(6.6) are simple.
In the following, we do not mention the dependence of the coefficients τ∗, τˆ ′, b,
and c (and their derivatives) with respect to μ.
Since Δ(λ, μ) = 0, we deduce eλμτ
∗
= −c/(λ + b). Therefore, from (6.15) we
obtain (
dλ
dμ
)−1
=
c+ cμτ∗(λ+ b)
[c′ − cλ (μτˆ ′ + τ∗)] (λ+ b)− b′c .
Taking the real part of the above equality for μ = μc, we obtain
Re
(
dλ
dμ
)−1 ∣∣∣∣
μ=μc
=
[c2(1+bμcτ
∗
c )(μcτˆ
′
c+τ
∗
c )+μcτ
∗
c c(c
′−bc(μcτˆ ′c+τ∗c ))]ω(μc)2+c(1+bμcτ∗c )(c′b−b′c)
(b′c−c′b−c(μcτˆ ′c+τ∗c )ω(μc)2)2+(c′−bc(μcτˆ ′c+τ∗c ))ω(μc)2
.
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Notice that sign {dRe(λ)/dμ} = sign{Re (dλ/dμ)−1}. Since iω(μc) is a purely imag-
inary root of (6.5), then, from (6.11), ω(μc)
2 = c2 − b2, and we obtain
sign
{
dRe(λ)
dμ
∣∣∣∣
μ=μc
}
= sign
{
c[c3 (μcτˆ
′
c + τ
∗
c ) + c
2c′μcτ∗ − c(b2 (μcτˆ ′c + τ∗c ) + b′ + bb′μcτ∗c ) + c′b]
}
.
As we already noticed, if (6.5) has pure imaginary roots, then necessarily c > 0. We
deduce (6.14), and the proof is complete.
In the next theorem we summarize and prove our results dealing with the asymp-
totic stability of the positive steady state N∗.
Theorem 6.6. Assume (6.2) holds true; β and τ are C2 functions. If no μ ∈
[0, μ) satisfies (6.8), then the positive steady state N∗ of (3.7) is locally asymptotically
stable for μ ∈ [0, μ).
Assume there exists μ∗ ∈ (0, μ) such that (6.8) is fulfilled for μ ∈ [0, μ∗) (for
instance, if (R1) and (R2) are fulfilled). Then, the following hold true:
(i) If Z0, defined in (6.13), has no root on the interval [0, μ
∗), then the positive
steady state N∗ of (3.7) is locally asymptotically stable for μ ∈ [0, μ∗).
(ii) If Z0 has at least one positive root μc ∈ (0, μ∗), then N∗ is locally asymptot-
ically stable for μ ∈ [0, μc) and unstable for μ ≥ μc, μ in a neighborhood of
μc, and a Hopf bifurcation occurs at N
∗ for μ = μc if
(6.16)
c3 (μcτˆ
′
c + τ
∗
c ) + c
2c′μcτ∗c
− c(b2 (μcτˆ ′c + τ∗c ) + b′ + bb′μcτ∗c ) + c′b = 0.
When (ii) holds true, several stability switches can potentially occur for every τ = τc,
roots of Zk functions.
Proof. From Lemma 6.3 we know that N∗ is locally asymptotically stable when
μ = 0. The first statement is straightforwardly satisfied.
Assume there exists μ∗ ∈ (0, μ) such that (6.8) is fulfilled for μ ∈ [0, μ∗). If Z0
has no positive root on the interval (0, μ∗), then the characteristic equation (6.5) has
no pure imaginary root (see Remark 1 and Lemma 6.4). Consequently, the stability
of N∗ cannot be lost when μ increases. We obtain the statement in (i).
Now, if Z0 has at least one positive root, say, μc ∈ (0, μ∗), then (6.5) has a pair
of simple conjugate pure imaginary roots ±iωc for μ = μc. From (6.16) together with
Proposition 6.5, we have either dRe(λ)/dμ(μ = μc) > 0 or dRe(λ)/dμ(μ = μc) < 0.
By contradiction, we assume there exists a branch of characteristic roots λ(μ) such
that λ(μc) = iωc and dRe(λ(μ))/dμ < 0 for μ < μc, μ close to μc. Then there exists
a characteristic root λ(μ) such that Re(λ(μ)) > 0 and μ < μc. Since N∗ is locally
asymptotically stable when μ = 0, applying Rouche´’s theorem [23], we obtain that all
characteristic roots of (6.5) have negative real parts when μ ∈ [0, μc), and we obtain
a contradiction. Thus,
(6.17)
dRe(λ)
dμ
∣∣∣∣
μ=μc
> 0.
Now, let N be a solution of (3.7). Then the function x, defined, for t ≥ 0, by
(6.18) x(t) := N(μt),
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satisfies
(6.19) x˙(t) = ζ(μ, xt),
where ζ : R+ × C → R is given by
ζ(μ, φ) = −μ (δ + β(φ(0))) φ(0) + 2μe−γμτ˜(φ(0))β (φ(−τ˜ (φ(0)))) φ(−τ˜ (φ(0))).
In order to prove the Hopf bifurcation for (3.7), from the change of variable in (6.18),
it suffices to prove the Hopf bifurcation for (6.19). In [26], Eichmann stated some
conditions on the function ζ allowing a Hopf bifurcation to occur at the positive steady
state of (6.19). The function ζ defined above satisfies in particular the assumptions
in [26], which are not recalled here for the sake of clarity.
The characteristic equation associated with the equilibrium N∗ of (6.19) is
(6.20)
Δ˜(λ, μ) = λ+ μ
(
δ + β
)
+ μ2τ˜ ′(N∗(μ))αe−γμτ˜(N
∗(μ))
− 2μβe−γμτ˜(N∗(μ))e−λτ˜(N∗(μ)).
Let λ ∈ C. One can see that Δ˜(μλ, μ) = μΔ(λ, μ) for all μ ∈ [0, μ). Then, for
μ ∈ (0, μ), λ is an eigenvalue associated with (6.20) if and only if λ/μ is an eigenvalue
associated with (6.5). Thus, it is straightforward that (6.20) has a unique pair of
simple conjugate purely imaginary eigenvalues for μ = μc, which satisfy (6.17), since
these properties hold for the characteristic equation (6.5). Then, from [26], a Hopf
bifurcation occurs at N∗ when μ = μc. This concludes the proof.
Remark 2. The asymptotic stability of the positive steady state of (3.7) has been
analyzed with respect to the parameter μ. One may notice that it can, however, be
investigated with respect to every parameter in the model. The role of each parameter
on the stability of the positive steady state is numerically determined in the next
section, which is devoted to numerical simulations of solutions of (3.7).
7. Numerical simulations. Inspired by Mackey [43], Pujo-Menjouet andMackey
[53], and Adimy, Crauste, and Ruan [5], we take β as a Hill function, given by (2.2).
The following values for the parameters are chosen according to [43, 52, 53]:
(7.1) δ = 0.05 day−1, γ = 0.2 day−1, β0 = 1.77 day−1, and r = 3.
The value of θ is set to θ = 1 cell.g−1, which is not relevant for a quantitative analysis,
but does not modify the qualitative behavior of solutions of (3.7).
The delay function τ˜ is chosen as
τ˜ (N) = τ˜0 + (τ˜max − τ˜0) N
N + θτ
,
with τ˜max > τ˜0 > 0 and θτ > 0 (otherwise the delay is constant). Hence τ˜ (N), and
consequently τ(N), is an increasing bounded positive function. One may note that
τ0 = μτ˜0 and τmax = μτ˜max.
We use MATLAB and the solver DDESD [56] for state-dependent delay differen-
tial equations to numerically compute the solutions of (3.7).
In a first example, we fix
(7.2) τ˜0 = 0.1 day, τ˜max = 1 day, and θτ = 1 cell.g
−1.
With values in (7.1) and (7.2), a unique positive steady state N∗(μ) of (3.7) exists
(condition (4.1) holds true) for μ < μ, where computations give μ ≈ 33 (see Figure
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Fig. 7.1. Positive steady state N∗(μ) of (3.7) for μ ∈ [0, μ). The solid line corresponds to stable
values of the steady state, whereas the dotted lines account for unstable values of N∗(μ). Parameters
are given by (7.1) and (7.2).
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Fig. 7.2. Functions Zk. Left: Function Z0, which exhibits two positive roots, μ1 = 3.66 and
μ2 = 5.88. Right: Function Z1, which is negative. Parameters are given by (7.1) and (7.2).
7.1). We also obtain μ∗ = 6.27 and the functions Zk defined in Lemma 6.4. The
function Z0 has two roots in (0, μ
∗), μ1 = 3.66, and μ2 = 5.88, and the function Z1
has no root. This is displayed in Figure 7.2.
According to the results stated in Theorem 6.6, the positive steady state N∗ is
asymptotically stable for μ < μ1 and μ > μ2 and unstable when μ ∈ [μ1, μ2]. In this
latter case, N∗ undergoes a Hopf bifurcation when μ = μ1, and the solutions of (3.7)
periodically oscillate with a period of about 17 days. This is shown in Figure 7.3. Vari-
ations of the delay function τ˜ (N(t)) are also displayed. The same periodic behavior
is observed.
The stability and instability areas, delimited by the roots of the Zk functions, can
be computed as functions of a given parameter. For instance, critical values of μ as
functions of θτ are displayed in Figure 7.4. The stability zone is bounded above by
the value μ. For μ ≥ μ, (3.7) has only one steady state, N ≡ 0. The stability area
decreases as θτ increases. When θτ becomes very large, the instability zone is a strip
with rather constant width, and, as μ increases, one always observes a stability switch
(from unstable to stable) before the positive steady state no longer exists, that is, for
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Fig. 7.3. Left: Periodic solution at the Hopf bifurcation. With parameters given by (7.1) and
(7.2), the solution of (3.7) undergoes a Hopf bifurcation when μ = 3.66, so periodic solutions are
observed. Right: The corresponding delay function τ˜(N(t)).
μ > μ (not shown here). One can also notice that when θτ = 0 a stability switch
appears as μ increases. In this case, the delay is constant, with τ(N) = μτ˜max = τmax.
Hence the instability area appears to be larger when the delay depends on the cell
population than in the constant case with a delay τ = τmax.
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Fig. 7.4. With parameters given by (7.1) and (7.2), except for θτ which varies, the stable and
unstable zones in the (θτ , μ)-plane are obtained.
Critical values of μ, as functions of τ˜0 and τ˜max, are presented in Figure 7.5.
Contrary to θτ , values of τ˜0 and τ˜max for which the positive steady state exists are
limited: τ˜0 must satisfy (4.1) and be less than τ˜max. One can observe that instability
areas are rather small compared to the stability areas, both in the (τ˜0, μ)-plane and in
the (τ˜max, μ)-plane. The dependence of critical values of μ on τ˜max seems strong: one
observes in Figure 7.5 that values of μ for which stability switch occurs drastically
decrease when τ˜max increases. For large values of τ˜max, the positive steady stateN
∗(μ)
is almost always stable. However, for every value of τ˜0, τ˜max, and θτ there exist values
of μ for which the steady state is unstable. This is not the case with all parameters,
as described hereafter.
In Figure 7.6, critical values of μ are displayed as functions of γ and r, defined
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Fig. 7.5. Left: Critical values of μ(τ˜0), with μ < μ(τ˜0), for τ˜0 satisfying (4.1) and τ˜0 < τ˜max.
Parameters are given by (7.1) and (7.2), except for τ˜0 which varies. Right: Critical values of
μ(τ˜max) for τ˜max satisfying τ˜0 < τ˜max. Parameters are given by (7.1) and (7.2), except for τ˜max
which varies.
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Fig. 7.6. Left: Critical values of μ(γ), with parameters given by (7.1) and (7.2), except for γ
which varies. Right: Critical values of μ(r), with parameters given by (7.1) and (7.2), except for r
which varies.
in (2.2), respectively. Critical values of δ (resp., β0) are not shown here, yet they are
qualitatively similar to the ones obtained for γ (resp., r). Differences are mentioned
in the following discussion.
The instability zone is limited in the (γ, μ)- or (δ, μ)-plane and appears rather
small compared to the stability zone. For small values of γ, close to zero, a wide
range of values of μ induces instability of the solution. The influence of γ on the
stability of N∗(μ) seems strong, especially small values of γ, that is, low apoptosis
rates of proliferating cells. High apoptosis rates correspond to a stable steady state.
For small values of β0 and r the positive steady state is always stable. As r
increases (that is, the sensitivity of the introduction rate becomes more important),
the width of the instability area increases. Hence, a large sensitivity r is likely to
induce instability. This is not the case with β0 (not shown here), whose variations do
not increase the instability range.
This numerical study of the stability of the positive steady state N∗(μ) indicates
that three categories of parameters play crucial roles in the stability of the system.
First, all parameters related to the delay function τ˜ (N), that is, τ˜0, τ˜max, and θτ ,
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induce, as they increase, stability switches of the positive steady state. For every
combination of (τ˜0, τ˜max, θτ ) it is possible to find values of μ for which the steady state
is unstable. This is not surprising, since the delay has been shown, in Theorem 6.6,
to lead to instability through the variations of μ. The parameters defining the delay
function are consequently expected to modify the stability of the system.
Second, the apoptosis rate γ was shown to induce stability switches, particularly
for small values. This observation had already been noticed in previous works, with
constant delay. See, for instance, Mackey [43], Pujo-Menjouet and Mackey [53], Pujo-
Menjouet, Bernard, and Mackey [52], and Adimy and Crauste [3].
Finally, the sensitivity r of the introduction rate β(N) was shown to play a signifi-
cant role in the instability of the positive steady state for large values. This sensitivity
is related to the ability of cells to react to stimuli that induce their activation [43].
This indicates that an increase in the ability for a cell to be activated is likely to
trigger periodic behaviors.
Instability of the steady state corresponds to oscillating solutions (since solutions
are bounded). Hence, it appears relevant to investigate the influence of the parameters
involved in the problem on periods and amplitudes of the oscillations observed when
the steady state is unstable.
We first investigate the influence of the parameters related to the delay function,
that is, μ, τ˜0, and τ˜max. We fix all the parameters except the one we focus on,
which ranges in what we shall call its instability range. This is the domain (in what
follows, an interval), associated with the fixed parameter values, in which the free
parameter can range to ensure instability of the steady state. For instance, when
all the parameters are given by (7.1) and (7.2), the instability range of μ is [μ1, μ2],
with μ1 = 3.66 and μ2 = 5.88. For parameters different from μ, the instability range
is easily obtained from Figures 7.5 and 7.6 by fixing μ to a given value (hereafter,
μ = 4.2 is used) and determining on the graph the limiting values of the parameter.
From Figure 7.6, for instance, the instability range of γ is deduced; it is equal to
[0.15, 0.27].
In Figure 7.7, periods and amplitudes of the oscillations are displayed when τ˜0
varies in its instability range. Variations of μ and τ˜max are not shown here, yet they
are similar.
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Fig. 7.7. Periods (solid line) and amplitudes (dashed line) of oscillating solutions, as functions
of τ0. All other parameters are fixed, given by (7.1) and (7.2), and μ = 4.2. Scale of the periods is
on the left axis; scale of the amplitudes is on the right axis.
The three parameters have almost the same influence on amplitudes of the os-
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cillations, with the same variations. One can consider that amplitudes do not really
vary: they quickly reach some plateau, between 2 and 2.5, and finally decrease rapidly
before the stability switch. Their influence on the periods of oscillating solutions is
more important although limited. Three windows appear when looking at the evolu-
tion of periods: a first rapid increase of the periods, then a plateau of about 20–21
days, and then another increase that does not reach high values. Then, even though
the influence of the three parameters related to the delay function on the stability of
the steady state has been noticed above, their contribution to period and amplitude
variations is very limited (especially for amplitude variations).
In Figure 7.8, periods and amplitudes of oscillating solutions are shown as func-
tions of γ and r. Graphs of periods and amplitudes of oscillating solutions as functions
of δ (resp., β0) are not shown here but are similar to the graphs as functions of γ
(resp., r).
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Fig. 7.8. Periods (solid lines) and amplitudes (dashed lines) of oscillating solutions, as func-
tions of γ (left) and r (right). For each figure, all other parameters are fixed, given by (7.1) and
(7.2), and μ = 4.2. Scale of the periods is on the left axis; scale of the amplitudes is on the right
axis.
Two different types of parameters are identified in Figure 7.8: those that tend
to decrease periods and amplitudes of the oscillations, γ and δ, and those that in-
crease them, β0 and r. One has to note that parameters β0 and r are not bounded
above, their instability ranges are not limited, and they can then increase far from
biologically relevant values. However, their positive action on periods and amplitudes
are established, and one can easily check that maximal values obtained with other
parameters (μ, τ˜max, τ˜0) are quickly overtaken. For instance, periods larger than
25 days are obtained as soon as r ≥ 5, and amplitudes are larger than 2.5 for r ≥ 3.
The decreasing action of mortality rates is very significant. Instability usually oc-
curs for small values of mortality rates, and the numerical results in Figure 7.8 clearly
show that qualitative properties of oscillating solutions are also strongly affected by
variations of mortality rates.
Finally, two categories of parameters emerge: those favoring an increase of periods
and amplitudes of oscillating solutions, β0 and r, and those decreasing both periods
and amplitudes, γ and δ. The first category of parameters is associated with cell
proliferation, whereas the second one is formed with mortality rates. The parameters
associated with the delay, that is, μ, τ˜max, and τ˜0, have limited influence. They have
almost no influence on the amplitudes of oscillations, and they act similarly on periods
of oscillations.
CELL POPULATION MODEL WITH STATE-DEPENDENT DELAY 1631
The influence of the parameters on the stability of the unique positive steady
state have already been analyzed by Pujo-Menjouet, Bernard, and Mackey [52] for
the discrete model (that is, with τ constant) with a constant introduction rate β.
They found that β and τ mainly influenced amplitudes of oscillations, and δ and γ
influenced periods of oscillations.
Our results, for a different model in which the nature of the delay modifies the
roles of the parameters, gives different results. The main difference is that parameters
related to the delay have not been found to influence either periods or amplitudes of
oscillating solutions. Yet, they were shown to play an important role in the stability
of the steady state, which was expected from the nature of the delay.
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