Perovskite cobalt oxide LaCoO~3~ exhibits unusual physical properties that have attracted attention for over half a century. Fine balance between crystal field splitting and ferromagnetic Hund's coupling places the Co^3+^ ions to the vicinity of a spin-state transition. In combination with rather covalent Co-O bonds and electron-lattice coupling it makes LaCoO~3~ a complicated physical system. The electrical conductivity and magnetic susceptibility divide the *T*-dependent phase diagram of LaCoO~3~ into three regions with crossovers in-between: diamagnetic insulator (\<80 K), paramagnetic insulator, and paramagnetic metal (\>600 K). Several approaches have traditionally been used to describe the physics of LaCoO~3~: (i) the single-ion picture of low spin (*S* = 0, LS) ground state of the Co^3+^ ion with the intermediate spin (*S* = 1, IS) or high spin (*S* = 2, HS) excitations[@b1][@b2] augmented with spin-exchange between these states on the lattice[@b3], (ii) band structure approaches with electrons interacting via static mean field[@b4][@b5][@b6] and (iii) combination of both in the form of dynamical mean-field theory[@b7][@b8][@b9]. Despite numerous studies, underlying physics of LaCoO~3~ remains an open problem.

The intermediate temperature regime with a paramagnetic susceptibility, a charge gap and no sizeable Co-O bond-length disproportionation is particularly difficult to describe. Existing theories either yield a metallic state[@b5] or exhibit a spin-state order (SSO)[@b2][@b10][@b11][@b12], a periodic arrangement of Co atoms in different spin states necessarily accompanied by Co-O bond-length disproportionation. Recent high magnetic fields experiments[@b13][@b14][@b15], which found metamagnetic transition above 50 T, provide an important clue as to the nature of the intermediate temperature regime. As pointed out by authors of ref. [@b15] the increase of the critical field *h*~*c*~ with temperature *T* is counterintuitive given the fact that increasing temperature promotes population of the magnetic states.

In this paper we show that mobility of IS excitations on the LS background, an aspect missing in existing theories, plays an important role in LaCoO~3~. Estimates based on first principles calculations show that while the HS excitations are essentially immobile, the bandwidth of the IS dispersion is of the order of several 100 meV. The lowest excitation in solid, therefore, may have different character than the lowest single-ion excitation as depicted in [Fig. 1](#f1){ref-type="fig"}. The nature of the low-lying excitations can be probed by the field-induced transition. Immobile excitations favour formation of SSO. Mobile excitations, on the other hand, lead to formation of a homogeneous excitonic condensate (EC). While both SSO and EC can be induced by magnetic field, we show that their *h*~*c*~(*T*) dependencies have opposite slopes.

In the following, we use dynamical mean-field theory (DMFT) to study the minimal model allowing for a spin-state transition[@b16]. We show that both SSO and EC can be induced by an external magnetic field and calculate the temperature dependencies of the critical field *h*~*c*~(*T*) together with other relevant physical observables close to the phase boundaries. To demonstrate the feasibility of the EC scenario, we use density functional band structure analysis to estimate the dispersion of the IS and HS excitations in real material.

Model
=====

We study the two-orbital Hubbard model on a square lattice, which exhibits both the instability towards formation of SSO and EC[@b16]. With an external magnetic field *h* the Hamiltonian reads

where (*c*~*iασ*~) are the fermionic creation (annihilation) operators acting at the lattice site *i*, *α* = {*a*, *b*} represents the orbital index, *σ* = {1/2, −1/2} denotes the electron spin projection on the magnetic-field axis (in units of *ħ* = 1), the 2 × 2 symmetric matrix *t*~*αβ*~ consists of the amplitudes for the usual (intra-orbital, *α* = *β*) and the cross (inter-orbital, *α* ≠ *β*) hopping processes, and the notation 〈*ij*〉 indicates the summation only over nearest-neighbour sites. The local interaction part is chosen to have only density-density contributions,

and in the last term *μ*~*a*,*b*~ = *μ* ± Δ/2, where *μ* is fixed to yield average filling of two electrons per lattice site and Δ is referred to the crystal-field splitting.

We use dynamical mean-field theory (DMFT)[@b17] with the continuous-time quantum Monte Carlo hybridization-expansion (CT-HYB) impurity solver[@b18][@b19] in the so-called segment representation modified to include off-diagonal hybridization important for an account of the excitonic instability close to the spin-state crossover[@b16][@b20]. This approach allows to obtain the Green's functions of the impurity problem, therefore, gives an access to spectral characteristics and corresponding local observables, e.g., the correlators that provide with information on the magnetization (by taking the elements with *α* = *β*) and the EC order parameters (*α* ≠ *β*). In the homogeneous case (single unit cell) we focus on the EC order parameters of the type and and the magnetization with . In case of SSO, we also study the difference in occupations of the *a*-orbital on two neighbouring sites *i* and *j*, .

First, we analyse the phase diagram of EC in the external magnetic field. We start from parameters of ref. [@b20] where the excitonic condensation was found around 850 K. We increase the crystal field so that the transition is suppressed, see [Fig. 2a](#f2){ref-type="fig"}, and choose the crystal field Δ so that the system is in the normal \[N(LS)\] phase, but close to the phase boundary. Then, we apply an external magnetic field *h*. Upon reaching a critical field *h*~*c*~ the system undergoes a transition to the ferromagnetic excitonic condensate characterized by non-zero value of \|*ϕ*^+^\| \> \|*ϕ*^−^\| for positive *h*. The corresponding magnetization curves that are shown below in [Fig. 3a](#f3){ref-type="fig"} exhibit a linear increase with *h* at low fields and have a slope (uniform susceptibility) increasing with temperature. The excitonic condensation is reflected by a kink at *h*~*c*~(*T*) in the *M*(*h*, *T*) curves at constant temperature. The complete *h*-*T* phase diagram in [Fig. 2b](#f2){ref-type="fig"} shows a clear increase of *h*~*c*~ with increasing temperature.

The behavior of the present model is easily understood by considering the strong coupling limit. At *T* = 0 and *h* = 0 the excitation spectrum is described by the exciton band with a finite gap (see [Fig. 1](#f1){ref-type="fig"}). At nonzero field *h*, the exciton band experiences the Zeeman splitting, thus as soon as the gap closes, the condensate starts to develop. At nonzero *T*, a larger *h*~*c*~ is required to form EC in order to overcome the higher entropy of the normal phase, see [Fig. 3](#f3){ref-type="fig"}. The entropy differences are calculated accordingly to the thermodynamic relations and . The increase of the uniform susceptibility in the normal phase with temperature reflects the single-ion physics of thermal population of the spinful states. We point out that even in the presence of an external magnetic field the excitonic condensation is a phase transition in the thermodynamic sense as it breaks the spin-rotational symmetry around the direction of the external field (*z*-axis in the present model).

In order to demonstrate that the field-induced transition is not connected to any significant changes or closing of the one-particle gap we have calculated the one-particle spectra above and below *h*~*c*~. The spectra in [Fig. 4](#f4){ref-type="fig"} show that the Zeeman splitting of the electronic bands is order of magnitude smaller than the charge gap.

Next, we discuss the alternative SSO scenario. To this end we chose the asymmetric hopping parameters of ref. [@b11] and a crystal field Δ close to the "tip of the belly" in [Fig. 5a](#f5){ref-type="fig"}, for which the SSO transition is reentrant and the exciton condensation is suppressed[@b21]. The strong coupling limit provides a simple understanding of the reentrant behaviour[@b11]. Starting from the purely LS state at *T* = 0, atoms in the HS state are generated randomly with increasing temperature. At the lower *T*~*c*~ the concentration of HS sites becomes so high that the HS-HS repulsion[@b21] drives the system into the ordered state that eventually melts at the upper *T*~*c*~. In an external magnetic field *h*, the solid phase expands. This is particularly pronounced for the low-*T* transition from the normal to the solid phase, for which *T*~*c*~ becomes more suppressed with increasing field *h* as shown in [Fig. 5b](#f5){ref-type="fig"}. The sign *dh*~*c*~/*dT* is related to the fact that the transition from the low-*T* (normal) to the high-*T* (solid) phase is driven by the internal energy but not the entropy.

The temperature scales of the SSO and EC transitions are controlled by the values of parameters and *t*~*a*~*t*~*b*~, respectively[@b16]. Varying the ratio *t*~*a*~/*t*~*b*~ one can therefore manipulate the extent of the SSO and EC phases[@b21][@b22]. While the present model captures the essential physics of the field-induced transition, it is too simplified to provide quantitative estimates of transition temperatures for the real material. In particular, the orbital degeneracy in the real material and non-local fluctuations, which are absent in DMFT treatment, reduce the EC transition temperature.

Material
========

The main difference of real LaCoO~3~ from the studied model is the orbital degeneracy, which gives rise to excited states with both *S* = 1 (IS) and *S* = 2 (HS). At low temperatures, when the concentration of excitations is low, the key difference between the IS and HS excitations is their mobility on the LS background. First, we estimate the amplitude for propagation of the IS excitations given by the second-order hopping process shown in [Fig. 1](#f1){ref-type="fig"}. We consider IS excitations with the *T*~1*g*~ orbital symmetry, which have lower excitation energy and higher mobility than their *T*~2*g*~ counterparts[@b23][@b24]. The *T*~1*g*~ excitation can be viewed as a bound pair of the butterfly-shaped *t*~2*g*~ hole and *e*~*g*~ electron rotated by 45°, i.e., *xy* ⊗ *x*^2^ − *y*^2^, *yz* ⊗ *y*^2^ − *z*^2^ and *zx* ⊗ *z*^2^ − *x*^2^. This geometry makes the *T*~1*g*~ excitations mobile in the plane of the orbitals with practically no hopping in the perpendicular direction. The in-plane nearest neighbour hopping amplitude can be estimated as

Here, *t*~*t*~ = −0.45 eV and *t*~*e*~ = −0.16 eV are the electronic *xy* ↔ *xy* and *x*^2^ − *y*^2^ ↔ *x*^2^ − *y*^2^ hopping amplitudes, respectively, in the *x* or *y* directions. The numerical values were obtained from *d*-only Wannier functions calculated in the idealized cubic structure[@b25][@b26][@b27]. The parameter is approximately *U* − 2*J* and we estimate its value for *d*-only model to be in the range of 2--4 eV. This leaves us with *t*~IS−LS~ in the range of 36--72 meV and the bandwidth of IS dispersion indicated in [Fig. 1b](#f1){ref-type="fig"} (considering four in-plane nearest neighbours) in the range of 290--580 meV. Absence of the condensed state for *h* = 0 implies a finite excitation gap and puts the energy of atomic IS excitation to at least half the bandwidth, i.e., 4*t*~IS−LS~. This estimate is consistent with the experimental measurements[@b28] and allows to place the energy of atomic HS excitation 100--150 meV below the energy of atomic IS excitation but still above the bottom of the estimated IS excitonic dispersion.

Finally, we analyse the possibility of condensation of the HS bi-excitons. To this end, we view the HS state as a bound pair of two *T*~1*g*~ IS states with different orbital characters. This leads to each of the three HS orbital states to have a sizeable hopping only along one of the cubic axes with the amplitude roughly estimated by

The upper bound for is obtained assuming and (dictated by the stability of the normal state in the absence of the external field). This yields the bandwidth of the HS dispersion a factor of smaller than that of the IS dispersion. A more realistic assumption yields an order of magnitude difference between the IS and HS bandwidths. Should the field-induced transition involve HS bi-excitons, their low mobility makes EC an unlikely competitor with SSO driven by HS-HS repulsion of the order of 70 meV[@b8].

Therefore, the present results suggest the picture of LaCoO~3~ as a gas of mobile IS excitons on the background of LS ground states interacting via attractive interaction, which leads to formation of immobile bi-excitations, the HS states. The high mobility of the IS excitons allows the lowest excitation of the system to be a wave-like IS state despite the likely order of the atomic excitation energies. Wave-like character of the low-energy excitations may explain the absence of spin-state (and Co-O bond-length) disproportionation in the intermediate temperature range. The fact that these excitations do not carry charge is consistent with the insulating behaviour in this regime. As the thermally induced concentration of IS excitations grows, bi-excitations, HS states, are formed. The on-set of the bad metallic state shall be viewed of melting of the excitons into free electrons and holes. Quantitative investigation of the present scenario is beyond the scope of this paper. We are not aware of any studies that take the high mobility of the IS excitations into account. In particular, DMFT calculations[@b8][@b9] do not include the IS mobility in the normal state, since this involves two-fermion inter-site correlations. Nevertheless, DMFT can capture the field-induced exciton condensation when the correlations become static.

Conclusions
===========

We have used two-orbital Hubbard model to simulate the effect of an external magnetic field on the ordering transition in the vicinity of spin-state crossover. We find that the *dh*~*c*~/*dT* \> 0 slope observed in LaCoO~3~ is consistent with exciton condensation, but inconsistent with SSO. We show that the field-induced transition is of the insulator-to-insulator type. We have estimated dispersion of the IS and HS excitations of the LS ground state and found sizeable bandwidths for the IS excitations of the order of several 100 meV, while the bandwidth of the HS excitations is an order of magnitude smaller. We conclude that the field-induced transition is a Bose-Einstein condensation of the IS excitons. The mobility of IS excitations is a key property of the low-temperature regime that has to be taken into account in description of LaCoO~3~.
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