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Introduction
In recent years, new research has tried to add cognitive capabilities to Geographic Information Systems (GIS). Some approaches use cellular automata and neural networks to enrich GIS with learning capabilities. In this paper, we will present a novell approach to learning in GIS inspired by biological models.
The approach to learning algorithms that is inspired by the models of biological development was first introduced by Vaario [21] and Gruau [12] . This approach is at the exact opposite of the existing trend which presents neural networks as machines that learn by themselves [12] .
Gruau [12] and Vaario proposed a model of "cellular encoding" for building Artificial Neural Networks. Automatic building of neural networks uses an algorithmic description of the problem to be solved [12] . The cellular encoding has been inspired by Lindenmayer systems, a mathematical model of plant development [17] .
Lindenmayer [17] proposed a model of plant development based on rewriting rules or productions. The basic elements of the L-system are an initial word and production rules. The word represents the model and the production rules represent the modification rules for the model [19] . The word is a string of letters (symbols). In each derivation step all letters of the word are changed (rewritten) according to the production rules [19] .
Lindenmayer systems are recursive grammars (context free and context sensitive grammars -there are several subfamilies) designed to mimic biological cell divisions.
The main motivation for the work of Gruau [12] and Vaario [20] was not to simulate biological living systems, but to model processes that create them [23] . The method they proposed is called "cellular encoding" [10] and is significant for modelling biologically inspired neural struc-tures.
Learning is implemented as the growth of a simulated biological system using internal production rules [19] . The developed systems aim to construct intelligence as adaptive behavior based on artificial neural networks [22] . The concept has very close analogy to present understanding of biological nervous systems in trying to uncover complex information processing and knowledge acquisition and transformation that underlies the anatomy and physiology of the nervous system like neural plasticity [19] . Learning based on neural plasticity [19] adjusts the strength of the connections and modifies the connections between elements by creating new ones and deleting old ones.
The benefits of this method of computation are to encode the neural network with explicit knowledge. Vaario, in his work [21] was the first to introduce the idea of modelling the growth of neural networks for animat navigation through rewriting systems. He clearly shows the advantages of the use of neural networks for spatial navigation. This ability to apprehend the spatial structure of real neural networks is based on the developmental models that are capable of development of the complex forms found in living organisms [3] .
In spatial analyses, models based on cellular systems have been proposed by Boots [2] and Gold (see [7] , and [8] ). Their research showed the advantages of cellular systems in spatial analysis; modelling of spatio-temporal processes, interpolation and location optimization [16] . In spatial analysis we have to be able to deal with topology as well as with the geometrical properties of the map objects, and the Voronoi spatial data structure offers a better approach to spatial data handling than traditional raster and vector data models. The Voronoi spatial data structure combines many of the advantages of both the vector and the raster spatial models. The Voronoi diagram is a tessellation of space similar to the raster data models which gives a clear definition of spatially adjacent neighbours (see Figure 1) .
The Voronoi approach, that will be introduced now, combines tiling of the space and spatial object adjacencies that are in part present in raster and vector systems [5] .
The dynamic spatial Voronoi data structure
The Quad-Edge data structure was used for computing the line Voronoi diagram [5] , which is the basis of the dynamic Voronoi data structure for points and line segments. The Quad-Edge data structure was introduced by Guibas and Stolfi [13] as a primitive topological structure for the representation of any subdivision on a two-dimensional manifold. The Quad-Edge data structure is the implementation of an edge algebra [13] , which is the mathematical structure that defines the topology of any pair of dual sub-
Figure 1. A line Voronoi diagram
divisions on a two-dimensional manifold. In the context of the application of the Quad-Edge data structure to the computation of Voronoi diagrams, both a primal planar graph (the Voronoi diagram) and its dual graph (the Delaunay triangulation) are stored in the Quad-Edge data structure -see [13] .
The main advantage of the dynamic Voronoi data structure is its dynamic, incremental and explicit topology, which allows one to automatically keep track of each event and change of map state [9] .
The changes in this data structure are therefore the changes in the spatial adjacency relationships, that is to say the changes in the Delaunay triangulation [16] . Within this data structure, the user's commands are changing the map incrementally and locally, and the map objects and their spatial adjacency relationships are all visualized at any point in time [1] .
The atomic actions on the dynamic
Voronoi data structure
These map state changes are produced by map commands [6] , that are composed of atomic actions. Each atomic action in the map command executes the geometric algorithm for addition, deletion or change of map objects and corresponding Voronoi cells.
The atomic actions are:
• the Split action inserts a new point into the structure by splitting the point nearest to the location in two (see Figure 2 );
• the Merge action deletes the selected point by merging it with its nearest neighbour (see Figure 2 );
• the Switch action is performed when a point moves and a topological event occurs (i.e. the moving point enters or exits a circle circumscribed to a Delaunay triangle, In the following tables the Quad-edge implementations of the atomic actions Switch in the Voronoi spatial data structure are given.
• the Link action adds a line segment 2 between the points obtained after a Split (see Figure 4) . A Link must occur after a Split, and adds a line segment between the point selected for splitting and the newly created point.
• the Unlink action removes the selected line segment (see Figure 4) . The Unlink must occur before the Merge, and removes the line segment between the selected point and its nearest object.
These actions compose the set of atomic actions of the dynamic spatial Voronoi data structure [15] . The map changes produced by the atomic actions on this data structure are the changes in the spatial adjacency relationships among spatial objects. Therefore, the only map state changes of the dynamic Voronoi data structure produced by events are the changes in the Delaunay triangulation/Voronoi diagram preserved in the Quad-Edge structure. These events are ruled by the Delaunay triangulation empty circumcircle criterion.
When a point comes inside a circumcircle or exits from a circumcircle -a "topological event" occurs -the boundary between the two triangles inscribed in the circumcircle "switches" [18] .
Within the dynamic Voronoi spatio-temporal data model, all the operations are local and "kinetic": the addition of a new point is performed by splitting the nearest point into two and moving the newly created point to its destination; and the deletion of an existing point is performed by moving it to its nearest point and merging them. It is easy to see that the two actions described previously are mutually reversible: the reverse of a split being a merge and the reverse of a merge being a split (see Gold [6] ). A Split action takes the Voronoi cell of a "parent" point and splits it into two, generating a "child" point that may then be moved to the desired destination.
A Merge action reverses this process, combining two adjacent cells into one.
Each atomic action produces different changes in spatial topology. The possible changes are:
• the triangle switches (topological events) changing the corresponding Voronoi edges (see Figure 3 ),
• the creation of a new map object (point or line) and the • the inactivation of a map object and the corresponding disappearance of its Voronoi region. Objects and spatial adjacency relationships are not removed, but inactivated, in order to be able to record all the history information.
The atomic actions of the dynamic spatio-temporal Voronoi data structure and their reverse actions have been described above (see Figures 2, 3, and 4) . We introduce the symbols for each atomic action (N for switch, S for split, M for merge, L for link, and U for unlink) that will be used later for specifications of complex map operations. The switch is self-reversible (its reverse is itself). The split and merge are the reverse of each other. The link and the unlink are the reverse of each other.
The topological changes for each atomic action in the map are represented by the numbers of newly created and inactivated spatial adjacency links (i.e. QuadEdges). Each atomic action is uniquely characterized by the numbers of new Quad-Edge (or Voronoi) edges and inactivated Quad-Edge (or Voronoi) edges. This means that from changes in topology we can determine which atomic action was applied, and vice versa. In other words, the actions on the data structure have a deterministic behaviour.
The map construction commands
Atomic actions are the basis upon which map commands have been built. All the map construction commands [6] of this dynamic Voronoi data structure are complex operations composed of atomic actions (illustrated in Figures 3, 2 and Unjoin 2 Lines 8 + 5c 0
Table 2. The changes induced by map commands in Voronoi regions
Proceedings of the 3rd International Symposium on Voronoi Diagrams in Science and Engineering (ISVD'06) 4). The composition of atomic actions into map commands is provided by syntactic rules. The meaning of the word "syntax" is based on the theory of formal languages and grammars [17] . In the theory of formal languages, the semantics of the basic operations that can be applied on the set of objects is described by a grammar. A grammar provides a set of rules, known as production rules, specifying how the sequence of atomic actions will be applied to the elemental map object (currently a point or a line segment).
Rewriting is a useful technique for defining complex objects by successively replacing parts of elemental map objects using a set of rewrite rules or production rules [17] . Given a set of productions we can generate an infinite number of map objects. In the Voronoi spatial data system there is more than one rule we can apply, and the user is given the freedom of selecting the production rule appropriate to the map update needed. Rewriting context is extended from topological context to include geometrical (spatial) context 3 (position). Therefore rewriting is done sequentially at the specific locations (selected by the user or given by coordinates) and not in parallel (simultaneously) at all possible segments as in the L-systems 4 . The implementation of topological and geometrical properties is more suited for spatial representation than for a purely (symbolic) computational representation. For spatial analyses the Voronoi based data structure represents space in a more "intelligent" way 5 
(see [4], and [6]).
A spatial model Gold pioneered (see [5] ) not only has some "intelligence" but, surprisingly, other properties observed in biological organisms:
• The ability to adapt (stolen area, mutual line splitting). Dynamic adaptation requires that the intelligence of the system is not explicitly given as global behaviour rules [21] . By adding and removing the map elements in the structure a behaviour similar to the adaptive responses of organism to change in the environment is achieved.
• The map updates exhibit growth similar to growth functions [14] , that is the ability to learn [19] . Each 3 In context sensitive systems the selection of the production rule is based on the context of the predecessor. A context sensitive system is needed to model information exchange between neighboring elements [21] . 4 The spatial language shows the hierarchical presentation of the production rules and spatial objects. It is similar to interleaved L-systems [21] , where one L-system may have other L-systems as its symbols. For example, the move command is a part of any other production rule described as a map command. Even though it has a lot in common with L-systems, we no longer refer to it as L-systems [21] . 5 rewrite rule (map command) has a "growth function" [15] due to the replication of sequences for line segments.
Therefore, the Voronoi spatial data model as implemented is very similar to the approaches which use developmental systems as a new method of "learning". New models of cellular networks [24] applied to the problems of spatial analyses such as: shortest path, nearest neighbour and navigation showed that the Voronoi data model has a better potential for spatial representation.
Thus, the update of the Voronoi data structure given by map commands can be interpreted as the execution of production rules which constitute a map grammar [17] .
The map construction commands are illustrated in Figure 5 . On the left side of Figure 5 , we can see the map objects on which the map command will be applied, and on the right side, the map objects that have been rewritten. In the graphical illustration of map commands, the topological part of the model is left out for better understanding of the general principle, and also the line-line collisions and their effects are not shown. In Table 1 the reversibility of map commands is shown, and we can see that each map command has its reverse. Furthermore, the map commands can be recognized by the changes between the predecessor (shown in second column of the Table 2 ) and successor map topology states (shown in third column of the Table 2) .
Conclusions
This research shows that the result of the formalization of the operations on the dynamic Voronoi data structure is a spatial language or a map grammar that is deterministic and reversible.
This map grammar resembles the process of development of complex forms found in living organisms, and constitutes a method for cellular encodings of spatial cellular networks. The cellular encoding has been inspired by Lindenmayer systems, a mathematical model for plant modelling [17] . The cellular encodings of spatial cellular networks has been proposed by [21] and [11] , as a new methods for learning algorithms. Such methods based on cellular development have been used in artificial intelligence to build Voronoi based representations of space [24] , [21] , to solve the problems of robot navigation [24] , for pattern recognition, etc.
[2] Boots, N. B., 1973, Some models of random subdivision of space, Geografiska Annaler, 55B, pp. 34-48.
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