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Introduction
Since the late 1980s, the Gröbner basis theory for commutative polynomial algebras and their modules (cf. [Bu1, 2] , [Sch] , [BW] , [AL2] , [KR] ) has been successfully generalized to (noncommutative) solvable polynomial algebras and their modules (cf. [AL1] , [Gal] , [K-RW] , [Kr] , [LW] , [Li1] , [Lev] ). It is well-known that the class of solvable polynomial algebras covers numerous significant algebras such as enveloping algebras of Lie algebras, Weyl algebras (including algebras of partial differential operators with polynomial coefficients over a field of characteristic 0), more generally a large number of operator algebras, iterated Ore extensions, and many quantum (quantized) algebras. In particular, a noncommutative version of the Buchberger algorithm for modules over solvable polynomial algebras (see Algorithm 1 presented in Section 2 of this paper) has been implemented in some well-developed computer algebra systems such as Singular [DGPS] . Due to this practical advantage, in this paper we show that the methods and algorithms, developed in ( [CDNR] , [KR] ) for computing minimal homogeneous generating sets of graded submodules and graded quotient modules of free modules over a commutative polynomial algebra, can be adapted for computing minimal homogeneous generating sets of graded submodules and graded quotient modules of free modules over a weighted N-graded (noncommutative) solvable polynomial algebra, and consequently, algorithmic procedures for computing minimal finite graded free resolutions over weighted N-graded solvable polynomial algebras can be achieved. More precisely, after the preliminary Section 2, we present algorithms in Section 3 for computing n-truncated left Gröbner bases and minimal homogeneous generating sets of graded submodules in free modules over a weighted N-graded solvable polynomial algebra A; in Section 4 we present an algorithm for computing a minimal homogeneous generating set of a graded quotient module M = L/N of a free left A-module L; and in the final Section 5 we present algorithmic procedures for computing a minimal finite graded free resolution of a finitely generated graded A-module M ∼ = L/N.
Throughout this paper, K denotes a field, K * = K − {0}; N denotes the additive monoid of all nonnegative integers, and Z denotes the additive group of all integers; all algebras are associative K-algebras with the multiplicative identity 1, and modules over an algebra are meant left unitary modules.
Preliminaries
In this section we recall briefly some basics on Gröbner basis theory for solvable polynomial algebras and their modules. The main references are [AL1] , [Gal] , [K-RW] , [Kr] , [LW] , [Li1] , and [Lev] .
Let K be a field and let A = K[a 1 , . . . , a n ] be a finitely generated K-algebra with the minimal set of generators {a 1 , . . . , a n }. If, for some permutation τ = i 1 i 2 · · · i n of 1, 2, . . . , n, the set B = {a α = a α 1 i 1 · · · a αn in | α = (α 1 , . . . , α n ) ∈ N n }, forms a K-basis of A, then B is referred to as a PBW K-basis of A. It is clear that if A has a PBW K-basis, then we can always assume that i 1 = 1, . . . , i n = n. Thus, we make the following convention once for all.
Convention From now on in this paper, if we say that an algebra A has the PBW K-basis B, then it means that B = {a α = a α 1 1 · · · a αn n | α = (α 1 , . . . , α n ) ∈ N n }.
Moreover, adopting the commonly used terminology in computational algebra, elements of B are referred to as monomials of A.
Suppose that A has the PBW K-basis B as presented above and that ≺ is a total ordering on B. Then every nonzero element f ∈ A has a unique expression f = λ 1 a α(1) + λ 2 a α(2) + · · · + λ m a α(m) , λ j ∈ K * , a α(j) = a α 1j 1 a α 2j
2 · · · a α nj n ∈ B, 1 ≤ j ≤ m.
If a α(1) ≺ a α(2) ≺ · · · ≺ a α(m) in the above representation, then the leading monomial of f is defined as LM(f ) = a α(m) , the leading coefficient of F is defined as LC(f ) = λ m , and the leading term of f is defined as LT(f ) = λ m a α(m) .
Definition
Suppose that the K-algebra A = K[a 1 , . . . , a n ] has the PBW K-basis B. If ≺ is a total ordering on B that satisfies the following three conditions:
(1) ≺ is a well-ordering;
then ≺ is called a monomial ordering on B (or a monomial ordering on A). If ≺ is a monomial ordering on B, then we call (B, ≺) an admissible system of A.
is well defined on nonzero elements of A, namely, for each a α = a
then we call ≺ a graded monomial ordering with respect to d( ), and from now on, unless otherwise stated we always use ≺ gr to denote a graded monomial ordering.
As one may see from the literature that in both the commutative and noncommutative computational algebra, the most popularly used graded monomial orderings on an algebra A with the PBW K-basis B are those graded (reverse) lexicographic orderings with respect to the degree function d( ) such that d(a i ) = 1, 1 ≤ i ≤ n.
Suppose that the K-algebra A = K[a 1 , . . . , a n ] has an admissible system (B, ≺). If for all a α = a
n ∈ B, the following condition is satisfied:
then A is said to be a solvable polynomial algebra.
Remark Let A = K[a 1 , . . . , a n ] be a finitely generated K-algebra and K X = K X 1 , . . . , X n the free K-algebra on {X 1 , . . . , X n }. Then it follows from [Li2] that A is a solvable polynomial algebra if and only if (1) A ∼ = K X / G with a finite set of defining relations G = {g 1 , . . . , g m } such that with respect to some monomial ordering ≺ X on K X , G is a Gröbner basis of the ideal G and the set of normal monomials (mod G) gives rise to a PBW K-basis B for A, and (2) there is a monomial ordering ≺ on B such that the condition on monomials given in Definition 2.2 is satisfied. Thus, solvable polynomial algebras are completely determinable and constructible in a computational way.
By Definition 2.2 it is straightforward that if A is a solvable polynomial algebra and f, g ∈ A
We shall freely use this property in the rest of this paper without additional indication. The results mentioned in the theorem below are summarized from ([K-RW], Sections 2 -5).
Theorem Let
. . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). The following statements hold. (i) A is a (left and right) Noetherian domain.
(ii) With respect to the given ≺ on B, every nonzero left ideal I of A has a finite left Gröbner basis G = {g 1 , . . . , g t } ⊂ I in the sense that • if f ∈ I and f = 0, then there is a g i ∈ G such that LM(g i )|LM(f ), i.e., there is some
a left Gröbner representation:
(iii) The Buchberger algorithm, that computes a finite Gröbner basis for a finitely generated commutative polynomial ideal, has a complete noncommutative version that computes a finite left Gröbner basis for a finitely generated left ideal I = m i=1 Af i of A (see Algorithm 1 given in the end of this section). (iv) Similar results of (ii) and (iii) hold for right ideals and two-sided ideals of A.
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let
Ae i be a free left A-module with the A-basis {e 1 , . . . , e s }. Then L is a Noetherian module with the K-basis
We also call elements of B(e) monomials in L. If ≺ e is a total ordering on B(e), and if ξ = m j=1 λ j a α(j) e i j ∈ L, where λ j ∈ K * and α(j) = (α j 1 , . . . , α jn ) ∈ N n , such that a α(1) e i 1 ≺ e a α(2) e i 2 ≺ e · · · ≺ e a α(m) e im , then by LM(ξ) we denote the leading monomial a α(m) e im of ξ, by LC(ξ) we denote the leading coefficient λ m of ξ, and by LT(ξ) we denote the leading term λ m a α(m) e im of f .
With respect to the given monomial ordering ≺ on B, a total ordering ≺ e on B(e) is called a left monomial ordering if the following two conditions are satisfied:
(1) a α e i ≺ e a β e j implies LM(a γ a α e i ) ≺ e LM(a γ a β e j ) for all a α e i , a β e j ∈ B(e), a γ ∈ B;
(2) a β ≺ a β implies a α e i ≺ e a β e i for all a α , a β ∈ B and 1 ≤ i ≤ s.
From the definition it is straightforward to check that every left monomial ordering ≺ e on B(e) is a well-ordering. Moreover, if f ∈ A with LM(f ) = a γ and ξ ∈ L with LM(ξ) = a α e i , then by referring to the foregoing (P1) we have
We shall also freely use this property in the rest of this paper without additional indication. Actually as in the commutative case ([AL2] , [KR] ), any left monomial ordering ≺ on B may induce two left monomial orderings on B(e):
(TOP ordering) a α e i ≺ e a β e j ⇔ a α ≺ a β , or a α = a β and i < j;
(POT ordering) a α e i ≺ e a β e j ⇔ i < j, or i = j and a α ≺ a β .
Let ≺ e be a left monomial ordering on the K-basis B(e) of L, and a α e i , a β e j ∈ B(e), where
We say that a α e i divides a β e j , denoted a α e i |a β e j , if i = j and a β e i = LM(a γ a α e i ) for some a γ ∈ B. It follows from the foregoing property (P2) that a α e i |a β e j if and only if i = j and
This division of monomials can be extended to a division algorithm of dividing an element ξ by a finite subset of nonzero elements
Executing this procedure for ξ ′ and so on, it follows from the well-ordering property of ≺ e that after finitely many repetitions ξ has an expression
The element η appeared in the above expression is called a remainder of ξ on division by U, and is usually denoted by ξ U , i.e., ξ U = η. If ξ U = 0, then we say that ξ is reduced to zero on division by
Based on the division algorithm, the notion of a left Gröbner basis for a submodule N of the free module L = ⊕ s i=1 Ae i comes into play. Since A is a Noetherian domain, it follows that L is a Noetherian A-module and the following proposition holds.
Theorem
With respect to the given ≺ e on B(e), every nonzero submodule N of L has a finite left Gröbner basis G = {g 1 , . . . , g m } ⊂ N in the sense that
; moreover, starting with any finite generating set of N, such a left Gröbner basis G can be computed by running a noncommutative version of the Buchberger algorithm for modules over solvable polynomial algebras.
For the use of next section, we recall the noncommutative version of the Buchberger algorithm for modules over solvable polynomial algebras as follows.
The left S-polynomial of ξ i and ξ j is defined as
END END END
One is referred to the up-to-date computer algebra systems Singular [DGPS] for the implementation of Algorithm 1.
Computation of Minimal Homogeneous Generating Sets of Graded Submodules N ⊂ L
Based on Algorithm 1 presented in the last section, in this section we show that the methods and algorithms, developed in ( [CDNR] , [KR] ) for computing minimal homogeneous generating sets of graded submodules in free modules over commutative polynomial algebras, can be adapted for computing minimal homogeneous generating sets of graded submodules in free modules over weighted N-graded solvable polynomial algebras. All notions, notations and conventions introduced before are maintained.
Let A = K[a 1 , . . . , a n ] be a solvable polynomial K-algebra with admissible system (B, ≺), where
A is turned into a weighted N-graded solvable polynomial algebra with respect to d( ). In this case, elements in A p are called homogeneous elements of degree p, and accordingly A p is called the degree-p homogeneous part of A. For every nonzero h ∈ A p , we write d gr (h) for the degree of h as a homogeneous element of A, i.e., d gr (h) = p. Since A is a domain, the degree function d gr ( ) defined on nonzero homogeneous elements of A has the property:
From now on we shall freely use this property without additional indication.
. . , a n ] is a weighted N-graded solvable polynomial algebra with respect to a positive degree function d( ) on A, then every a α ∈ B is a homogeneous
(ii) Given a solvable polynomial algebra A = K[a 1 , . . . , a n ] with admissible system (B, ≺), it follows from Definition 2.2 that
• A is a weighted N-graded solvable polynomial algebra with respect to a given positive-degree function d( ) if and only if for 1
Consequently, if ≺ gr is a graded monomial ordering on B with respect to some given positive-degree function d( ) on A, then it is easy to know whether A is a weighted N-graded algebra with respect to d( ) or not.
In view of the above remark, typical N-graded solvable polynomial algebras are those iterated skew polynomial K-algebras A = K[a 1 , . . . , a n ] subject to the relations
where the positive-degree function on A can be defined by d(a i ) = m i for any fixed tuple (m 1 , . . . , m n ) of positive integers. Such algebras include the well-known coordinate rings of quantum affine n-spaces. Another well-known N-graded solvable polynomial algebra is the coordinate ring
of the manifold of quantum 2 × 2 matrices a b c d introduced in [Man] , which has the defining
where each generator is assigned the degree 1. More generally, let Λ = (λ ij ) be a multiplicatively antisymmetric n × n matrix over K, and let λ ∈ K * with λ = −1. Considering the multiparameter coordinate ring of quantum n × n matrices over K (see [Good] ), namely the K-algebra O λ,Λ (M n (K)) generated by n 2 elements a ij (1 ≤ i, j ≤ n) subject to the relations
is an N-graded solvable polynomial algebra, where each generator has degree 1. The two examples given below provide weighted N-graded solvable polynomial algebras in which some generators may have degree ≥ 2. Moreover, it is also known that the associated graded algebra and the Rees algebra of every N-filtered solvable polynomial algebra with a graded monomial ordering are N-graded solvable polynomial algebras (see [LW] , [Li1] ).
Let A = K[a 1 , . . . , a n ] be a weighted N-graded solvable polynomial algebra with respect to a given positive-degree function d( ) on A, and let (B, ≺) be an admissible system of A.
Ae i is a free left A-module with the A-basis {e 1 , . . . , e s }, then L has the K-basis B( ) = {a α e i | a α ∈ B, 1 ≤ i ≤ n}, and for an arbitrarily fixed {b 1 , .
As with the degree of homogeneous elements in A,
e) and that A is a domain, from now on we shall freely use the following property without additional indication: for all nonzero homogeneous elements h ∈ A and all nonzero homogeneous elements ξ ∈ L,
Convention Unless otherwise stated, from now on throughout the subsequent sections if we say that L is a graded free module over a weighted N-graded solvable polynomial algebra A, then it always means that L has the N-gradation as constructed above.
Let L = ⊕ q∈N L q be a graded free A-module. If a submodule N is generated by homogeneous elements, then N is called a graded submodule of L. A graded submodule N has the N-graded structure N = ⊕ q∈N N q with N q = N ∩ L q , such that A p N q ⊆ N p+q for all p, q ∈ N. Note that monomials in B are homogeneous elements of A, thereby left S-polynomials of homogeneous elements are homogeneous elements, and remainders of homogeneous elements on division by homogeneous remain homogeneous elements. It follows that if a graded submodule N = m i=1 Aξ i of L is generated by the set of homogeneous elements {ξ 1 , . . . , ξ m }, then, running the noncommutative version of Buchberger's algorithm for modules over solvable polynomial algebras (Algorithm 1 in Section 2) with respect to a fixed monomial ordering ≺ e on B( ), it produces a finite homogeneous left Gröbner basis G for N, that is, G consists of homogeneous elements.
In what follows, A = K[a 1 , . . . , a n ] denotes a weighted N-graded solvable polynomial algebra with respect to a given positive-degree function d( ) on A, (B, ≺) denotes a fixed admissible system of A,
and ≺ e denotes a fixed left monomial ordering on the K-basis B(e) of L. Moreover, as in Section 2 we write S ℓ (ξ i , ξ j ) for the left S-polynomial of two elements ξ i , ξ j ∈ L.
To reach our goal of this section on the basis of Algorithm 1, let us point out that although monomials from the PBW K-basis B of a weighted N-graded solvable polynomial algebra A can no longer behave as well as monomials in a commutative polynomial algebra (namely the product of two monomials is not necessarily a monomial), every monomial from B is a homogeneous element in the weighted N-graded structure of A (as we remarked before), thereby the product of two monomials is a homogeneous element. Bearing in mind this fact, the rule of division, and the properties (P1)−(P3) mentioned in Section 2 and the foregoing (P4), the argument below will go through without trouble.
We first show that the algorithm given in ( [KR] , Proposition 4.5.10) can be modified to compute n-truncated left Gröbner bases for graded submodules of free modules over a weighted N-graded solvable polynomial algebra. The discussion on n-truncated left Gröbner bases presented below is similar to the commutative case as in [KR] .
3.1. Definition Let G = {g 1 , . . . , g t } be a subset of homogeneous elements of L, N = t i=1 Ag i the graded submodule generated by G, and let n ∈ N, G ≤n = {g j ∈ G | d gr (g j ) ≤ n}. If, for each nonzero homogeneous element ξ ∈ N with d gr (ξ) ≤ n, there is some g i ∈ G ≤n such that LM(g i )|LM(ξ) with respect to ≺ e , then we call G ≤n an n-truncated left Gröbner basis of N with respect to (B(e), ≺ e ).
Verification of the lemma below is straightforward.
3.2. Lemma Let G = {g 1 , . . . , g t } be a homogeneous left Gröbner basis for the graded submodule
Ag i of L with respect to (B(e), ≺ e ). For each n ∈ N, put G ≤n = {g j ∈ G | d gr (g j ) ≤ n}, N ≤n = ∪ n q=0 N q where each N q is the degree-q homogeneous part of N, and let N(n) = ξ∈N ≤n Aξ be the graded submodule generated by N ≤n . The following statements hold. (i) G ≤n is an n-truncated left Gröbner basis of N. Thus, if ξ ∈ L is a homogeneous element with d gr (ξ) ≤ n, then ξ ∈ N if and only if ξ G ≤n = 0, i.e., ξ is reduced to zero on division by G ≤n ,.
(ii) N(n) = g j ∈G ≤n Ag j , and G ≤n is an n-truncated left Gröbner basis of N(n).
In light of Algorithm 1 (presented in Section 2), an n-truncated left Gröbner basis is characterized as follows.
Proposition Let
Ag i be the graded submodule of L generated by a set of homogeneous elements G = {g 1 , . . . , g m }. For each n ∈ N, put G ≤n = {g j ∈ G | d gr (g j ) ≤ n}. The following statements are equivalent with respect to the given (B(e), ≺ e ). (i) G ≤n is an n-truncated left Gröbner basis of N.
Proof Recall that if g i , g j ∈ G, LT(g i ) = λ i a α e t with α = (α 1 , . . . , α n ), LT(g j ) = λ j a β e t with β = (β 1 , . . . , β n ), and γ = (γ 1 , . . . γ n ) with
≤ n, then it follows from (i) that (ii) holds. Conversely, suppose that (ii) holds. To see that G ≤n is an n-truncated left Gröbner basis of N, let us run Algorithm 1 with the initial input data G. Without optimizing Algorithm 1 we may certainly assume that G ⊆ G, thereby G ≤n ⊆ G ≤n where G is the new input set returned by each pass through the WHILE loop. On the other hand, by the construction of S ℓ (g i , g j ) and the foregoing property (P4) we know that if
Hence, the assumption (ii) implies that Algorithm 1 does not append any new element of degree ≤ n to G. Therefore, G ≤n = G ≤n . By Lemma 3.2 we conclude that G ≤n is an n-truncated left Gröbner basis of N.
Corollary Let
Ag i be the graded submodule of L generated by a set of homogeneous elements G = {g 1 , . . . , g m }. Suppose that G ≤n = {g j ∈ G | d gr (g j ) ≤ n} is an n-truncated left Gröbner basis of N with respect to (B(e), ≺ e ). (i) If ξ ∈ L is a nonzero homogeneous element of d gr (ξ) = n such that LM(g i ) | LM(ξ) for all g i ∈ G ≤n , then G ′ = G ≤n ∪ {ξ} is an n-truncated left Gröbner basis for both the graded submodules
(ii) If n ≤ n 1 and ξ ∈ L is a nonzero homogeneous element of d gr (ξ) = n 1 such that LM(g i ) | LM(ξ) for all g i ∈ G ≤n , then G ′ = G ≤n ∪ {ξ} is an n 1 -truncated left Gröbner basis for the graded submodule
Proof If ξ ∈ L is a nonzero homogeneous element of d gr (ξ) = n 1 ≥ n and LM(ξ i ) | LM(ξ) for all ξ i ∈ G ≤n , then noticing the property (P2) mentioned in Section 2 and the foregoing (P4), we see that every nonzero left S-polynomial S ℓ (ξ, ξ i ) with ξ i ∈ G has d gr (S ℓ (ξ, ξ i )) > n. Hence both (i) and (ii) hold by Proposition 3.3.
3.5. Proposition (Noncommutative analogue of ( [KR] , Proposition 4.5.10)) Given a positive integer n 0 and a finite set of nonzero homogeneous elements
, the following algorithm computes an n 0 -truncated left Gröbner basis G = {g 1 , ..., g t } for the graded submodule
END END END
Proof First note that both the WHILE loops append new elements to G by taking the nonzero normal remainders on division by G. Thus, with a fixed n, by the definition of a left S-polynomial and the normality of g t ′ (mod G), it is straightforward to check that in both the WHILE loops every new appended S ℓ (g i , g t ′ ) has d gr (S ℓ (g i , g t ′ )) > n. To proceed, let us write N(n) for the submodule generated by G which is obtained after W n is exhausted in the second WHILE loop. If n 1 is the first number after n such that S n 1 = ∅, and for some S ℓ (g i , g j ) ∈ S n 1 , η = S ℓ (g i , g j ) G = 0 in a certain pass through the first WHILE loop, then we note that this η is still contained in N(n). Hence, after S n 1 is exhausted in the first WHILE loop, the obtained G generates N(n) and G is an n 1 -truncated left Gröbner basis of N(n). Noticing that the algorithm starts with S = ∅ and G = ∅, inductively it follows from Proposition 3.3 and Corollary 3.4 that after W n 1 is exhausted in the second WHILE loop, the obtained G is an n 1 -truncated left Gröbner basis of N(n 1 ). Since n 0 is finite and all the generators of N with d gr (ξ j ) ≤ n 0 are processed through the second WHILE loop, the algorithm terminates and the eventually obtained G is an n 0 -truncated left Gröbner basis of N. Finally, the fact that the degrees of elements in G are non-decreasingly ordered follows from the choice of the next n in the algorithm.
Let the data (A, B, ≺) and (L, B( ), ≺ e ) be as fixed before. Combining the foregoing results, we now proceed to show that the algorithm given in ( [KR] , Theorem 4.6.3)) can be modified to compute minimal homogeneous generating sets of graded submodules in free modules over A.
Let N be a graded submodule of the N-graded free A-module L fixed above. We say that a homogeneous generating set U of N is a minimal homogeneous generating set if any proper subset of U cannot be a generating set of N. As preparatory result, we first show that the noncommutative analogue of ( [KR] , Proposition 4.6.1, Corollary 4.6.2) holds true for N.
Proposition
Aξ i be the graded submodule of L generated by a set of homogeneous elements U = {ξ 1 , . . . , ξ m }, where
following statements hold. (i) U is a minimal homogeneous generating set of N if and only if
Conversely, suppose ξ i ∈ N i , 1 ≤ i ≤ m. If U is not a minimal homogeneous generating set of N, then, there is some i such that N is generated by {ξ 1 , . . . , ξ i−1 , ξ i+1 , . . . , ξ m }, thereby ξ i = j =i h j ξ j for some nonzero homogeneous elements
where the second equality follows from the foregoing property (P4). Thus
j=1 Aξ j , which again contradicts the assumption. Hence, under the assumption we conclude that U is a minimal homogeneous generating set of N.
(ii) In view of (i), it is sufficient to show that U is a homogeneous generating set of N. Indeed, if ξ i ∈ U − U , then ξ i ∈ i−1 j=1 Aξ j . By checking ξ i−1 and so on, it follows that ξ i ∈ ξ k ∈U Aξ k , as desired.
3.7. Corollary Let U = {ξ 1 , . . . , ξ m } be a minimal homogeneous generating set of a graded submodule N of L, where
, and let ξ ∈ L − N be a homogeneous element with d gr (ξ m ) ≤ d gr (ξ). Then U = U ∪ {ξ} is a minimal homogeneous generating set of the graded submodule N = N + Aξ.
3.8. Theorem (Noncommutative analogue of ( [KR] , Theorem 4.6.3)) Let U = {ξ 1 , . . . , ξ m } ⊂ L be a finite set of nonzero homogeneous elements of L with
Then the following algorithm returns a minimal homogeneous generating set U min = {ξ j 1 , . . . , ξ jr } ⊂ U for the graded submodule N = m i=1 Aξ i ; and meanwhile it returns a homogeneous left Gröbner basis
Algorithm 3 INPUT : U = {ξ 1 , ..., ξ m } OUTPUT : U min = {ξ j 1 , . . . , ξ jr } ⊂ U, a minimal homogeneous generating set for N = m i=1 Aξ i . G = {g 1 , ..., g t }, a homogeneous left Gröbner basis for N,
Proof Since this algorithm is clearly a variant of Algorithm 1 and Algorithm 2 with a minimization procedure, it terminates and the eventually obtained G is a homogeneous left Gröbner basis for N in which the degrees of elements are ordered non-decreasingly. It remains to prove that the eventually obtained U min is a minimal homogeneous generating set of N.
As in the proof of Proposition 3.5, let us first bear in mind that for each n, in both the WHILE loops every new appended S ℓ (g i , g t ′ ) has d gr (S ℓ (g i , g t ′ )) > n. Moreover, for convenience, let us write G(n) for the G obtained after S n is exhausted in the first WHILE loop, and write
respectively for the U min , G obtained after W n is exhausted in the second WHILE loop. Since the algorithm starts with O = ∅ and G = ∅, if, for a fixed n, we check carefully how the elements of U min are chosen during executing the second WHILE loop, and how the new elements are appended to G after each pass through the first or the second WHILE loop, then it follows from Proposition 3.3 and Corollary 3.4 that after W n is exhausted, the obtained U min [n] and G[n] generate the same module, denoted N(n), such that G[n] is an n-truncated left Gröbner basis of N(n). We now use induction to show that the eventually obtained U min is a minimal homogeneous generating set for N. If U min = ∅, then it is a minimal generating set of the zero module. To proceed, we assume that U min [n] is a minimal homogeneous generating set for N(n) after W n is exhausted in the second WHILE loop. Suppose that n 1 is the first number after n such that S n 1 = ∅. We complete the induction proof below by showing that U min [n 1 ] is a minimal homogeneous generating set of N(n 1 ). If in a certain pass through the first WHILE loop,
then we note that η ∈ N(n). It follows that after S n 1 is exhausted in the first WHILE loop, G(n 1 ) generates N(n) and G(n 1 ) is an n 1 -truncated left Gröbner basis of N(n). Next, assume that W n 1 = {ξ j 1 , . . . , ξ js } = ∅ and that the elements of W n 1 are processed in the given order during executing the second WHILE loop. Since G(n 1 ) is an n 1 -truncated left Gröbner basis of N(n), if ξ j 1 ∈ W n 1 is such that ξ j 1 G(n 1 ) = η 1 = 0, then ξ j 1 , η 1 ∈ L − N(n). By Corollary 3.4, we conclude that G(n 1 ) ∪ {η 1 } is an n 1 -truncated Gröbner basis for the module N(n) + Aη 1 ; and by Corollary 3.7, we conclude that U min [n] ∪ {ξ j 1 } is a minimal homogeneous generating set of N(n) + Aη 1 . Repeating this procedure, if ξ j 2 ∈ W n 1 is such that f j 2 G(n 1 )∪{η 1 } = η 2 = 0, then ξ j 2 , η 2 ∈ L − (N(n) + Aη 1 ).
By Corollary 3.4, we conclude that G(n 1 ) ∪ {η 1 , η 2 } is an n 1 -truncated left Gröbner basis for the module N(n) + Aη 1 + Aη 2 ; and by Corollary 3.7, we conclude that U min [n] ∪ {ξ j 1 , ξ j 2 } is a minimal homogeneous generating set of N(n) + Aη 1 + Aη 2 . Continuing this procedure until W n 1 is exhausted we assert that the returned G[n 1 ] = G and U min [n 1 ] = U min generate the same module N(n 1 ) and G[n 1 ] is an n 1 -truncated left Gröbner basis of N(n 1 ) and U min [n 1 ] is a minimal homogeneous generating set of N(n 1 ), as desired. As all elements of U are eventually processed by the second WHILE loop, we conclude that the finally obtained G and U min have the properties: G generates the module N, G is an n 0 -truncated left Gröbner basis of N, and U min is a minimal homogeneous generating set of N.
Remark By the assumption
. . , ξ m }, ξ m has the largest degree n 0 among the elements of U. It follows from the proof above that if we are only interested in getting a minimal homogeneous generating set for the submodule N, then Algorithm 3 can be speed up, that is, if we use the sentence
to replace the corresponding sentence in both the WHILE loops, and then stop executing the algorithm after S n 0 and W n 0 are exhausted, then the resulted U min [n 0 ] is already the desired minimal homogeneous generating set for N, while G[n 0 ] is an n 0 -truncated left Gröbner basis of N. Proof By the assumption, it follows from the second WHILE loop of Algorithm 3 that U min = U.
Corollary
Let U = {ξ 1 , . . . , ξ m } ⊂ L be a finite set of nonzero homogeneous elements of L with d gr (ξ 1 ) = d gr (ξ 2 ) = · · · = d gr (ξ m ) = n 0 (i) If U satisfies LM(ξ i ) | LM(ξ j ) for all i = j,
Computation of Minimal Homogeneous Generating Sets of Graded Quotient Modules M = L/N
In this section, A = K[a 1 , . . . , a n ] denotes a weighted N-graded solvable polynomial algebra with respect to a given positive-degree function d( ) on A, (B, ≺) denotes a fixed admissible system of A, and KR] , Proposition 4.7.24)), our aim of this section is to present an algorithm for computing a minimal homogeneous generating set of the graded A-module M. All conventions and notations used before are maintained.
Since A is Noetherian, N is a finitely generated graded submodule of L 0 . Let N = m j=1 Aξ j be generated by the set of nonzero homogeneous elements U = {ξ 1 , . . . , ξ m }, where ξ ℓ = s k=1 f kℓ e k with f kℓ ∈ A, 1 ≤ ℓ ≤ m. Then, every nonzero f kℓ is a homogeneous element of A such that
Lemma With every
f iℓ e i as fixed above, 1 ≤ ℓ ≤ m, if the i-th coefficient f ij of some ξ j is a nonzero constant, say f ij = 1 without loss of generality, then for each ℓ = 1, . . . , j − 1, j + 1, . . . , m, the element ξ
Proof Since f ij = 1 by the assumption, we see that every ξ
Noticing that
graded A-module. Note that N = N ′ +Aξ j and that ξ j = e i + k =i f kj e k . Without making confusion, if we use the same notation e k to denote the coset represented by e k in M ′ and M respectively, it is now clear that the desired graded A-module isomorphism
Let M = L 0 /N be as fixed above with N generated by the set of nonzero homogeneous elements U = {ξ 1 , . . . , ξ m }. Then since A is N-graded with A 0 = K, it is well known that the homogeneous generating set E = {e 1 , . . . , e s } of M is a minimal homogeneous generating set if and only if
4.2. Proposition (Noncommutative analogue of ( [KR] , Proposition 4.7.24)) With notation as fixed above, the algorithm presented below returns a subset {e i 1 , . . . , e i s ′ } ⊂ {e 1 , . . . , e s } and a subset
Av k , and such that {e i 1 , . . . , e i s ′ } is a minimal homogeneous generating set of M.
Algorithm 4
INPUT : E = {e 1 , . . . , e s }; U = {ξ 1 , ..., ξ m } where ξ ℓ = s k=1 f kℓ e k with homogeneous f kℓ ∈ A, 1 ≤ ℓ ≤ m.
Ae iq with h qj ∈ K * whenever h qj = 0, 1 ≤ j ≤ t INITIALIZATION : t := m; V := U; s ′ := s; E ′ := E; Proposition 5.2. With notation fixed above, the syzygy module Syz(U) of U = {ξ 1 , . . . , ξ m } is generated by
where each 1 × m row matrix represents an element of the free A-module with f i ∈ A, and it follows that HU m×t V t×m = r i=1 f i S i V t×m . Therefore,
This shows that every element of Syz(U) is generated by {S 1 V t×m , . . . , S r V t×m , D (1) , . . . , D (m) }, as desired.
Next, we recall the noncommutative version of Hilbert's syzygy theorem for solvable polynomial algebras. For a constructive proof of Hilbert's syzygy theorem by means of Gröbner bases respectively in the commutative case and the noncommutative case, we refer to (Corollary 15.11 in [Eis] ) and (Section 4.4 in [Lev] ). A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). Then every finitely generated left A-module M has a free resolution
Theorem Let
where each L i is a free A-module of finite rank and s ≤ n. It follows that M has projective dimension p.dim A M ≤ s, and that A has global homological dimension gl.dimA ≤ n. Recall that a minimal graded free resolution of M is an exact sequence by free A-modules and A-module homomorphisms
in which each L i is an N-graded free A-module with a finite homogeneous A-basis E i = {e i 1 , . . . , e is i }, and each ϕ i is a graded A-module homomorphism of degree 0 (i.e., ϕ i sends the degree-q homogeneous part of L i into the degree-q homogeneous part of L i−1 ), such that (1) ϕ 0 (E 0 ) is a minimal homogeneous generating set of M, Kerϕ 0 = N, and (2) for i ≥ 1, ϕ i (E i ) is a minimal homogeneous generating set of Kerϕ i−1 . 
Theorem

