In rodents, olfaction plays a dominant role in the control of behavior. Moreover rats display remarkable facility for learning many complex odor-guided tasks (Otto and Eichenbaum 1992; Slotnick 2001) . In addition, the relatively simple anatomy of the olfactory system of rats and the existence of direct projections from the olfactory cortex to the hippocampal formation has led to the suggestion that the rodent olfactory system provides a fruitful domain in which to investigate the neurobiology of memory (Otto and Eichenbaum 1992) .
The common view of memory supports the idea that long-term memory is the result of long-lasting changes in synaptic efficacy throughout the neuronal network that includes limbic, as well as sensory cortical areas. However, this view has been supported through studies recording from only one brain structure, hindering the understanding of how brain areas within the network may be simultaneously altered with learning (for review, see Martin et al. 2000) . The present study was aimed at investigating learning-induced changes simultaneously at several levels of the olfactory pathways, using changes in evoked field potential signal as a marker of plasticity.
Field potentials have been a useful tool in understanding the plasticity underlying learning. In our study, field potential signals induced by electrical stimulation of the olfactory bulb (OB) were recorded simultaneously in the piriform cortex (anterior part, aPC; posterior part, pPC), the lateral entorhinal cortex (LEC), and the dentate gyrus (DG) before and after associative olfactory learning acquisition. In the learning task, electrical stimulation of the OB was used to mimic an olfactory stimulus (Mouly et al. 1985 (Mouly et al. , 2001 . One of the main advantages of this paradigm was that stimulation of the same OB electrodes used for inducing field potentials also served as a discriminative cue in the learning task.
The OB stimulation evoked field potential is mainly composed of an early component followed in certain conditions of stimulation by a late component corresponding to a massive synchronous discharge of underlying neuronal population (Mouly et al. 1998) . In a recent study using the same technique and learning paradigm as described above, we studied the evolution of the early component of the local field potential in the different recording sites (Mouly et al. 2001) . We showed that learning was associated with a long-lasting potentiation of this early component in the pPC and LEC. In our present work, we focused on the late component of the evoked field potential signal for the following reasons. First, Stripling et al. (1988) and Stripling and Patneau (1999) have shown that repeated high-frequency stimulation of the granule cell layer of the OB was able to induce a selective potentiation of late component in field potentials evoked in piriform cortex without altering the early component. Second, in a previous work using voltagesensitive dye to map piriform cortex activity, we showed that olfactory learning greatly enhanced the occurrence of a late component posterior piriform cortex (Litaudon et al. 1997) . Finally, Chaillan et al. (1999) reported that olfactory associative learning was accompanied by potentiation of a late polysynaptic response recorded in the DG in response to electrical stimulation of the lateral olfactory tract. Taken together these data suggest that potentiation of polysynaptic components could be induced in parallel at several levels of the olfactory pathways during learning. The present work addressed this question using simultaneous recording of late component in field potentials collected in the same animals in the different structures.
RESULTS

General Characteristics of Late vs. Early Components
In both control and trained groups, we measured prelearning amplitude and latency of early and late components in the different recording sites in order to define the general characteristics of these two components before learning. One-way analysis of variance (ANOVA) on the late component amplitude revealed a significant global effect of the recording site (F 3,27 = 11.8; P < 0.001). Further comparisons showed that late-component amplitude was greater in the pPC than in any of the other three sites (Wilcoxon tests; P < 0.005; Table 1 ). Concerning latency of the late component, one-way ANOVA followed by Wilcoxon comparisons showed that the late-component latency was lower in the pPC than in any of the other three sites (F 3,27 = 20.19 ; P < 0.001; Wilcoxon tests, P < 0.01; Table 1 ). In addition latency in the DG was higher than in aPC and LEC (P < 0.01).
Similarly to the late component, the early-component amplitude also showed a significant global effect on recording site as indicated by a one-way ANOVA (F 3,42 = 21.2; P < 0.001). However, further comparisons showed that early-component amplitude was maximal in aPC and showed a significant decrease from rostral to caudal sites (Wilcoxon tests, P < 0.005; Table 1 ). In parallel, latency of the early component was minimal in aPC and increased significantly from aPC to LEC (F 3,42 = 271; P < 0.001; Wilcoxon tests, P < 0.005; Table 1 ). Additional Wilcoxon comparisons carried out for each recording site between earlyand late-component amplitudes revealed that in all the recorded sites except aPC, the late-component amplitude was greater than (pPC, P = 0.01) or at least not different from (LEC, P = 0.5; DG, P = 0.4) early-component amplitude. In summary, whereas the early component presented the greatest amplitude and occurred with the shortest latency in the aPC; the late component presented the greatest amplitude and occurred with the shortest latency in the pPC. Except for aPC, late-component amplitude was at least equal to early-component amplitude.
Effect of Learning on Late-Component Optimal Intensity
The late-component optimal intensity was measured in pPC signals before and after learning in both the trained and control group. In the trained group, two-way (learning × reinforcement) ANOVA for repeated measures showed a significant effect of learning (F 1,19 = 7.09; P = 0.015) but no effect of reinforcement (F 1,19 = 0.044; P = 0.837) or of learning × reinforcement interaction (F 1,19 = 0.238; P = 0.632). Therefore, S+ and S− signals were pooled for further analysis. Wilcoxon comparisons showed that learning induced a significant lowering in late-component optimal intensity value (−33%; mean value before learning: 212 ± 21 µA; mean value after learning: 141 ± 24 µA; P = 0.013) (Fig. 1A) . This effect is illustrated in Figure 1B and represents the signals collected in the same animal before and after learning. Specifically, although the late component was not present before learning, it was clearly observable after learning using the same intensity of stimula- 
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tion. It is noteworthy that for these low intensities of stimulation, early component was barely detectable. In control animals, two-way ANOVA for repeated measures revealed no significant effect of the repeated stimulation (F 1,19 = 0.008; P = 0.93), the stimulation pattern (F 1,19 = 0.522; P = 0.487), or their interaction (F 1,19 = 0.002; P = 0.968) on late-component optimal intensity value (mean value before learning: 230 ± 23 µA; mean value after: 236 ± 32 µA). Thus, in comparison to controls, learning was accompanied by a significant lowering of late-component optimal intensity of stimulation as assessed in pPC.
Effect of Learning on Late-Component Occurrence
The late component's rate of occurrence was measured in the two experimental groups. First, a comparison was made on signals collected after learning for each recording site between control and trained animals, using the lowered intensity of stimulation. The data are presented in Figure  2A . Chi-square comparisons revealed that the late-component occurrence rate was significantly increased in pPC (P = 0.05) and LEC (P = 0.008) of trained rats compared to control rats. The late-component rate of occurrence was then compared between the different recording sites in animals of the trained group either before or after learning, using the optimal intensity of stimulation (Fig. 2B) . The data show that whereas before learning, the late-component rate of occurrence was not significantly different between the recorded sites; after learning it was significantly higher in pPC (P < 0.005, Fisher's test) and LEC (P < 0.025, Fisher's test) than in the remaining two sites. Further comparisons showed that the latter observation can also be explained by a decrease in the late-component rate of occurrence in aPC and DG after learning compared to before learning (P < 0.005).
In summary, in addition to lowering the threshold of occurrence of the late component, learning has also changed its distribution in the network. Following learning, the late component occurring for the lowered intensity of stimulation, is observed preferentially in the pPC and LEC.
Effect of Learning on Late-Component Amplitude
The amplitude of the late component recorded after learning in pPC and LEC was measured and compared to that obtained before learning using one-way ANOVA for repeated measures, followed by Wilcoxon comparisons. No significant change in the late-component amplitude was observed in pPC or LEC signals following learning (Table 2) . Similarly, in control animals, the late-component amplitude in pPC and LEC remained stable after the stimulation paradigm. Furthermore, the late-component amplitude was al- ) of the optimal intensity of the late component in the posterior piriform cortex (pPC) before and after learning in the control group (n = 7) and in the trained group (n = 11). Learning induces a significant decrease in optimal intensity mean value in trained animals (asterisk, P = 0.013, Wilcoxon Test). (B) An example of individual evoked field potentials (traces are averages of 12 sweeps) collected in a trained rat in the different sites before (light grey line) and after (dark line) learning for the same intensity of stimulation of the olfactory bulb. Following learning, the late component (LC) was clearly observed in the pPC and the lateral entorhinal cortex, whereas it was absent in the same sites before learning.
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ways significantly greater in pPC than in LEC (P < 0.05) for each subgroup.
Learning Reveals a Second Late Component
Observation of individual traces collected after learning in trained animals revealed the presence of a second late component (late component 2, LC2) with a mean latency of 140 msec (LC2; Fig. 3A ). The rate of occurrence of the late component 2 was measured in the two experimental groups (control and trained) on signals collected during the second recording session (after learning). Chi-square comparisons revealed that the occurrence rate of this component was significantly increased in all the recorded sites of trained rats compared to control rats (Fig. 3B ). Further comparisons in trained animals using Fisher's tests showed that, in contrast to what was observed for the first late component (late component 1), the rate of occurrence of late component 2 was similar in all four recording sites. The amplitude and latency of late component 2 was measured in trained rats (Table 3) . One-way ANOVA showed that the amplitude of late component 2 did not differ significantly between the recording sites (F 3,24 = 2.01; P = 0.14). Similarly, the latency was comparable in all four recording sites (F 3,24 = 2.02; P = 0.14).
In summary, late component 2 was observed almost exclusively in trained rats after learning. It occurred with the same amplitude and latency in all four recorded sites.
DISCUSSION
This study was aimed at investigating the consequences of learning on late polysynaptic components of EFP signals recorded in parallel at different levels of the olfactory pathways, namely aPC, pPC, LEC, and DG. The data confirmed previous observation that learning was associated with a lowering in late-component-1 optimal intensity of stimulation in pPC and extended our finding to additional brain areas. Specifically, whereas before learning, late component 1 was rather uniformly distributed among the recorded sites; following learning its expression was facilitated preferentially in pPC and LEC. Furthermore, learning was accompanied by the emergence of a new late component (late component 2), which occurred simultaneously in the four recording sites. These effects were independent of the learned significance of the stimulus because S+ and S− signals exhibited similar results.
Are the Observed Changes Related to Learning? Stripling et al. (1988) and Stripling and Patneau (1999) showed that repeated high frequency (100 Hz) stimulation of the granule cell layer of the olfactory bulb induced a selective potentiation of late components in field potentials evoked in piriform cortex. Although these results may suggest our effects are the result of repetitive OB stimulation (A) Occurrence rate (measured as described in Materials and Methods) was compared between control (n = 7) and trained (n = 11) groups after learning. (*) P Յ 0.05 (2 comparisons): significant difference between trained and control animals in the corresponding recording site. (B) Occurrence rate was compared between the different recording sites either before or after learning in animals of the trained group (n = 11). (*) P < 0.025, (**) P < 0.005 (Fisher's test): significant difference with the anterior piriform cortex (aPC) and the dentate gyrus (DG) measured after learning. (•) P < 0.005 (Fisher's test): significant difference with aPC and DG measured before learning.
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rather than learning, the performance of our control animals suggests otherwise. Specifically, our control group was exposed to the same 50-Hz electrical stimulation as the trained animals but with no association to a reinforcement. Control animals exhibited no changes in late-component parameters. Therefore the above described effects can be ascribed to learning and not to nonspecific effects due to repeated electrical stimulation.
Characteristics of Late vs. Early Component in Naive Rats
The early component presents the lowest latency and the highest amplitude in aPC, followed by decreasing amplitude and increasing latency in more caudal sites. Concerning late component, prelearning recordings only detected late component 1 that occurred with the lowest latency and the greatest amplitude in pPC, suggesting the signal is generated in the pPC, followed by neighboring structures. These data confirm previous observations reported for piriform and entorhinal cortices (Mouly et al. 1998 ) and provide new information concerning late component occurrence in the dentate gyrus. The origin of the early component is rather well understood for structures in the olfactory pathway. In PC and LEC, the early component is ascribed to the mono-and disynaptic depolarization of pyramidal cells (Van Groen et al. 1987; De Curtis et al. 1991; Ketchum and Haberly 1993) . In the DG, the early component seems to reflect the polysynaptic activation of the granule cell dendrites (Wilson and Steward 1978; Habets et al. 1980 ). In contrast, there is less understanding for the origin of the late component. Our previous work showed that late component occurred in an all-or-none fashion and for a limited range of low intensities of stimulation of the olfactory bulb. Indeed, as stimulation intensity increased, the late component disappeared (Mouly et al. 1998 ). In the piriform cortex, other studies have described the occurrence of late component in vivo (Ferreyra Moyano et al. 1984 Stripling et al. 1988; Stripling and Patneau 1999) or in vitro (Chujo 1978; Tseng and Haberly 1989a,b; Sugitani et al. 1994) in the rat. Working on piriform cortex slices, Tseng and Haberly (1989a,b) and Hoffman and Haberly (1991) found that the late excitatory postsynaptic potentials (EPSPs) recorded in superficial pyramidal cells in response to fiber-tract stimulation were in fact synaptically driven from deep cells mainly concentrated in the endopiriform nucleus, a region subjacent to layer III of the PCx. In a recent work, Behan and Haberly (1999) showed that the endopiriform nucleus and the piriform cortex send projections to the same target areas. This led the investigators to propose that synchronous discharge in the endopiriform nucleus could generate depolarization of pyramidal cells throughout the piriform cortex and other olfactory cortical areas. In a previous study (Mouly et al. 1998) , we confirmed that the late component was actually observed in the piriform cortex and the entorhinal cortex but not in the olfactory bulb. In our present study, we show that the late component also spreads to the dentate gyrus, where it occurs with the longest latency. Taken together, these data are in accordance with the described efferent connections of the endopiriform nucleus (Behan and Haberly 1999) .
The comparison between early-and late-component characteristics and their possible origins leads us to propose that these components are the result of two different networks that can be revealed by the use of low-or highstimulation intensities. Both networks share in common the activation of pyramidal cells. The network involved in latecomponent generation is triggered by low intensities of stimulation. It could mainly include the activation of deep cells in endopiriform nucleus in response to moderate depolarization of piriform cortex pyramidal cells. With high intensities of stimulation, the depolarization of pyramidal cells is stronger and the activation of deep multipolar cells could be short-circuited via the recruitment of local inhibitory interneurons. Such a dependence of late-excitatoryevents occurrence on intensity of stimulation has recently been described in perirhinal cortex neurons in the isolated guinea pig brain (Biella et al. 2001 ).
Effects of Learning on Late Components
Learning resulted in a lowering of the first late-component optimal intensity as measured in pPC. Indeed, following learning, late component occurred at intensities lower than those required in prelearning animals. Moreover, at these low intensities, the early component was almost absent. In contrast to optimal intensity lowering, late-component amplitude was not modified by learning. This further supports the assumption that the late component is an all-or-none rather than incremental phenomenon: Once the conditions 
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of its induction are fulfilled, it occurs with a stable amplitude (Mouly et al. 1998 ).
Based on these results, we hypothesized that learning has altered synaptic strengths between network elements responsible for the generation of the late component. Because the late component was observed in the quasi absence of a measurable early component, it can be suggested that learning has potentiated transmission within the latecomponent network. Specifically, perhaps learning strengthened existing excitatory intrinsic connections between multipolar cells of the endopiriform nucleus (Hoffman and Haberly 1993; Behan and Haberly 1999) .
Before learning, late component was induced rather uniformly (albeit with different amplitudes) in all four recorded sites. However, following learning its occurrence at low intensity was specifically facilitated in pPC and LEC. In previous work using voltage-sensitive dye to map piriform cortex activity, we showed that learning greatly enhanced the occurrence of the late component in posterior piriform cortex (Litaudon et al. 1997) . In our present study, the use of parallel recordings at several levels of the olfactory pathways extend our findings to the distribution of the late component in the network. Indeed, the present data indicate that the facilitation of the late component was not restricted to pPC, but occurred also in LEC; whereas it was not observed in the aPC nor in the DG. These data further confirm the existence of a functional dissociation between anterior and posterior piriform cortex with respect to mnesic processes (Mouly et al. 2001 ) and point to a similar involvement of pPC and LEC in this learning paradigm.
Our data do not confirm those of Chaillan et al. (1999) who reported potentiation of a polysynaptic response in the DG during learning. However, it is important to note that in our study, a recording session began 1 h after a training session; whereas Chaillan et al. (1999) recordings were done immediately after the training session. In the latter study, the observed potentiation was maximal just after each training session and decreased to a lower level when measured 24 h later. Therefore, the difference in the recording paradigm could explain the discrepancy in the data obtained in these two studies.
In addition to lowering the optimal intensity of the first late component, learning also revealed the presence of a new late component at longer latency (late component 2). In contrast to late component 1, which occurred preferentially in pPC and LEC following learning, late component 2 was detected in all four recording sites, where it presented the same amplitude and latency. Whether late component 2 is secondary to the facilitation of late component 1 or reflects the recruitment of another polysynaptic circuit cannot be determined based on our data. Chapman et al. (1998) and Trepel and Racine (1998) have shown that repeated daily tetanization of the corpus callosum induces lasting changes in sensorimotor cortex field potential responses, 
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Functional Interpretations
In prelearning animals, late component 1 was observed in parallel at different levels of the olfactory pathways and was induced in response to low-intensity electrical stimulation of the olfactory bulb. It reflects a massive synchronous depolarization of underlying principal cells 50-60 msec after the arrival of a stimulus. If this phenomenon occurs in response to a natural olfactory stimulus, these data could suggest how odors of low concentration are processed within the olfactory pathways. Furthermore, in preliminary experiments we observed that in waking animals, the late-component occurrence seems to be gated by the animal's vigilance state (A.M. Mouly and R. Gervais, unpubl. data). Specifically, the late component is observed during periods of quiet immobility or sleep, thus suggesting preferential neural processing during these particular states of brain activity. Because the olfactory bulb appears to be engaged in posttraining consolidation processes (Mouly et al. 1993) , one could speculate that during sleep episodes that follow a training session, the bulbar neurons recently activated by the to-belearned stimulus maintain a low level of excitation. This might enable the occurrence of synchronous population discharges in the endopiriform nucleus, which in turn generate depolarization of neuronal populations in the different projection sites. As already proposed by Behan and Haberly (1999) and by analogy with the postulated function of sharp waves in the hippocampus (Buzsaki 1996) , such synchronous depolarizations might enable synaptic changes (through the activation of NMDA receptors) at the appropriate nodes of the network, thus participating in the laying down of memory. Theses changes would be responsible for the observed lowering of the late-component-1 optimal intensity in our trained animals and for the emergence of the late component 2, which could reflect reverberating or oscillatory activity within the consolidated network. Recording in parallel at several levels of the olfactory pathways allowed us to pinpoint the differential involvement of the investigated areas in these processes.
MATERIALS AND METHODS
Animals
Eighteen male Wistar rats (280-300 g at the time of surgery) purchased from IFFA-CREDO were used in this experiment. These animals participated in a previous experiment (Mouly et al. 2001) . They were housed individually in clear cages with food and water freely available. During training, access to water was limited to 30 min following each daily session. In strict accordance with French and European guidelines for animal experimentation, all efforts were made to minimize the number of animals used, as well as their suffering.
Electrode Surgery
The animals were anaesthetized with Equithesin (a mixture of chloral hydrate and sodium pentobarbital; 3 mL/kg, I.P.). The level of anesthesia was held constant with regular injections of Equithesin throughout surgery. The animals were fixed in a stereotaxic apparatus with the head flat, and holes were drilled for implantation of two bipolar stimulating electrodes in the left OB (electrode OB1: A/P −5.5 mm relative to the nasofrontal suture, L 1.3 mm relative to bregma; electrode OB2: A/P −7 mm relative to the nasofrontal suture, L 1.3 mm relative to bregma) and four monopolar recording electrodes positioned, respectively, in the aPC (A/P +2.2 mm, L 4 mm relative to bregma), the pPC (A/P −2.3 mm, L 5.4 mm to bregma), the DG (A/P −4.2 mm, L 3 mm relative to bregma) and the LEC (A/P −6.3 mm, L 6 mm relative to bregma) (Fig. 4A) . The bipolar stimulating electrodes consisted of two 100-µm stainless-steel wires (California Fine Wire) with a tip separation of 500 µm in depth. The recording electrodes consisted of single 100-µm stainless-steel wires. The depth of the stimulating electrodes was adjusted at the level of mitral cell layer using electrophysiological monitoring of the characteristic large multiunit mitral cell activity. Accurate positioning of recording electrodes depth was achieved using the field potential profile evoked in each structure in response to electrical stimulation of the bipolar OB electrodes (Fig. 4B) . In aPC, pPC, and LEC, recording electrode tips were positioned in the deep cortical layers (layer III) where the field potential signal presented a large, stable amplitude, which corresponded to the approximate depths of −7 mm, −8 mm, and −6.5 mm, respectively. In DG, the recording electrode tip was positioned at the level of the granular layer, at an approximate depth of 3 mm. One skull screw placed above the contralateral parietal cortex served as a ground and reference electrode for monopolar field potential recordings. The electrode leads were connected to a 9-pin connector and the assembly was embedded in 
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Behavioral Discrimination Task
Rats were required to learn to associate electrical stimulation of one OB electrode (for example, OB1) with sucrose (40 g/L) and electrical stimulation of the other OB electrode (for example, OB2, counterbalanced between animals) with quinine (0.5 g/L). The electrical stimulation consisted in a sine wave (50 Hz in frequency) at an intensity individualized for each rat based on the intensity required to induce sniffing. The resulting values ranged between 7 and 10 µA. Animals respond to this electrical stimulation in a manner similar to natural odor delivery with behaviors such as sniffing, exploration, and rearing. The experimental setup and the training procedure have been described in detail elsewhere (Mouly et al. 2001 ). Briefly, the task was performed in a Plexiglas cage containing two drinking ports that became accessible to the animal approximately every 2 min. The first three daily sessions (familiarization sessions) began with the water-deprived animals being familiarized with the apparatus by providing access to both drinking ports without the preceding stimulation of the OB. Subsequently, the animal was given access to the drinking ports with OB electrical stimulation automatically triggered when the animal interrupted a photobeam placed 2 cm in front of each drinking outlet. At this point, the animal could choose to continue approaching the waterspout or withdraw from it and approach the other waterspout. An animal was considered to have made a choice when it licked one of the waterspouts, which initiated the delivery of the corresponding solution. OB stimulation lasted as long as the rat's head interrupted the photobeam, independent of whether or not the animal was drinking the solution. A choice was scored as correct when the animal licked the sucrose water outlet. In this case the rat was given access to the sucrose solution for 20 sec. Licking the quinine spout was considered an incorrect choice and the rat was negatively reinforced with a drop of quinine solution. The solution-delivery system was constructed to eliminate possible olfactory cues from the sucrose and quinine solutions, forcing the animal to depend upon the OB stimulation cues. Additionally, the position of the sucrose and quinine spouts were randomized from trial to trial to prevent the animal from using position cues. Each daily session was followed by providing the animals with free access to water for 30 min in a holding cage. Learning was considered complete when the animal made at least 16 correct choices out of the 20 trials (80%) within a session on 2 consecutive sessions. Animals generally reached learning criterion within only 3 to 5 sessions, with animals receiving 1 session per day.
Experimental Groups
Two groups of animals were used: a trained group and a control group. In the trained group (n = 11) the rats were conditioned as described above. For 6 of the 11 animals, sucrose was signaled by stimulation of electrode OB1 and quinine by stimulation of electrode OB2, and for the remaining 5 rats it was the reverse. In the control group (n = 7) the animals underwent the same protocol of electrical stimulation as that experienced in the trained group but without access to either quinine or sucrose. Indeed, during a pseudotraining session, 20 trials were performed during which electrical stimulation onset was triggered by the experimenter. In each trial, the duration of electrical stimulation through one OB electrode was similar to that received by a trained rat drinking sucrose (20 sec), whereas the duration of stimulation through the other electrode was similar to that received by a trained rat drinking quinine (2-3 sec). The intensity of stimulation was individualized for each control rat based on the intensity required to induce sniffing. After each session, the rats had free access to water for 30 min.
Recording Procedure
Recordings were done before and after learning in each animal. In previous experiments, we observed that late-component occurrence was greatly facilitated under anesthesia (A.M. Mouly and R. Gervais, unpubl. data), therefore electrophysiological recordings were carried out on anesthetized animals. The first recording session was carried out 1 h after the first familiarization session and constituted the anesthetized baseline response. The second recording session was done 1 h after the last training session (criterion reached). The animal was anesthetized with a single injection of Equithesin (3 mL/kg, I.P.) and placed in a round Plexiglas cage that is markedly different from the one used during conditioning. Recording and stimulating cables were relayed at the top of the cage through a multichannel swiveling electrical connector. The recording cable contained a five-channel JFET headstage.
Electrical stimulation that was used to induce evoked field 
Polysynaptic Potentiation in Rat Olfactory Pathways
www.learnmem.org potentials (EFPs) was delivered through a Master-8 stimulator (AMPI) and a photically isolated constant current unit. The electrical stimulus was a single monophasic square pulse 0.1 msec in duration and 0.1 Hz in frequency. For each animal, the optimal intensity of stimulation for inducing the late component was determined. Each acquisition episode consisted of collecting 12 sweeps in parallel through the four recording electrodes in response to stimulation of each bulbar electrode (OB1 and OB2). For the sake of brevity, we will note the S+ signals as the EFPs induced by stimulation of the OB electrode associated with the delivery of sucrose during training sessions, and the S− signals as the EFPs induced by stimulation of the OB electrode signaling the delivery of quinine.
The signals induced in the four recording sites (Fig. 4B ) in response to OB stimulation were amplified (Grass Model 12, AstroMed), filtered (1-300 Hz), and digitized (sampling frequency: 5 kHz) using a data-acquisition system (Wavebook 512, Iotech) for storage on computer hard disk.
Data Analysis
Off-line, individual EFPs were averaged and analyzed using Dasylab data-acquisition software (Iotech).
In a previous study (Mouly et al. 1998 ) the late component was shown to present the following characteristics. It is an all-ornone phenomenon (i.e., it is not systematically present on individual signals, but when present its amplitude is large and stable). It is induced for a very limited range of low intensities of stimulation, within which it is tuned to an optimal intensity, defined as the intensity at which its frequency of occurrence among the sampled traces is maximal.
In our present study, the late component was therefore characterized according to three criterion. First, its optimal intensity was determined in the pPC signals as the intensity for which late component was observed in at least 8 sweeps of the 12 sampled for further averaging. Detection of late component on individual sweeps was easily achieved due to its all-or-none character. The amplitude threshold for assessing the presence of the late component in pPC signals was set to 100 µV, which represents twice the baseline spontaneous variability in this site. The latecomponent optimal intensity was measured in the pPC signals, compared between the two recording sessions using two-way (learning × reinforcement) ANOVA for repeated measures, and then followed by Wilcoxon matched-pairs signed-ranks tests.
Second, for each recording site, the rate of occurrence of the late component was determined by the percentage of signals on which a late component was observed. For example a rate of occurrence of 80% in pPC indicated that the late component was detected in 80% of the mean EFP signals collected in the pPC. The obtained values were compared either between the recording sites of a given group using Fisher's exact test or between the two groups for a given site using 2 comparisons. Third, the amplitude and latency of the late component were measured on mean signals in each recording site. Mean signals were obtained by averaging individual traces on which a late component was observed. The number of averaged traces could therefore vary from 8 to 12. Late-component amplitude was measured from peak to peak, as indicated in Figure 4B . Late-component latency was determined as the latency to positive peak from the stimulus artifact. The obtained values were compared using oneway ANOVA for repeated measures, followed by Wilcoxon matched-pairs signed-ranks tests. For all the statistical comparisons performed, the significance level was set at 0.05.
Histology
At the end of the experiment, the rats were deeply anaesthetized and perfused intracardially with a 0.9% saline solution, followed by a 10% formalin solution. The brains were dissected, stored in formalin for 1 wk, cut into 40-µm slices, and stained with cresyl violet, and the positions of recording and stimulating electrodes were verified. 
