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a b s t r a c t
Mixed Software Programming refers to a novel software development paradigm resulting
from efforts to combine two different programming approaches: Solo Programming and
Pair Programming. Solo Programming refers to the traditional practice of assigning a single
developer to develop a software module and Pair Programming refers to a relatively new
approach where two developers work simultaneously on developing a module. In Mixed
Programming, given a set of modules to be developed, a chosen subset of modules may be
developed using Solo Programming and the remaining modules using Pair Programming.
Motivated by applications in Mixed Software Programming, we consider the following
generalization of classical fractional 1-matching problem: Given an undirected simple
graph G = (V ; E), and a positive number F , find values for xe, e ∈ E, satisfying the
following:
1. x ∈
{
0, 12 , 1
}
∀e ∈ E.
2.
∑
e∈δ(i) xe ≤ 1 ∀i ∈ V , where δ(i) =
{
e ∈ E:e = (i, j)
}
, i ∈ V .
3. Maximize
{
2
∑
e∈E xe − F
∣∣{i ∈ V :∑e∈δ(i) xe = 1}∣∣
}
.
We show that this problem is solvable in strongly polynomial time. Our primary focus in
this paper is on obtaining the structure of the optimal solution for an arbitrary instance of
the problem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider an undirected simple graph G = (V ; E). Let S =
{
x ∈ {0, 12 , 1}|E| :
∑
e∈δ(i) xe ≤ 1∀i ∈ V
}
, where
δ(i) =
{
e ∈ E : e = (i, j)
}
, i ∈ V . For y ∈ S, let
N1(y) =
{
i ∈ V :
∑
e∈δ(i)
ye = 1
}
, n1(y) = |N1(y)|,
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N 1
2
(y) =
{
i ∈ V :
∑
e∈δ(i)
ye = 12
}
, n 1
2
(y) = |N 1
2
(y)|,
N0(y) =
{
i ∈ V :
∑
e∈δ(i)
ye = 0
}
, n0(y) = |N0(y)|.
For F > 0, we want to consider the following problem: Maximize
{
2
∑
e∈E xe − Fn1(x) : x ∈ S
}
. It is easy to see that for
x ∈ S,∑e∈E xe = 12n1(x)+ 14n 12 (x): each non-trivial component of the graph H(x) = (V ; EH)where EH = {e ∈ E : xe > 0},
is either (i) an edge ewith xe ∈ { 12 , 1}, or (ii) a path/cycle Y = [e1, e2, e3, . . . , en]; n ≥ 2, with xei = 12 , i = 1, 2, . . . , n. The
relationship holds for each such component. Thus, our problem can be equivalently stated as:
ProblemQ : Maximize
{
(1− F)n1(x)+ 12n 12 (x) : x ∈ S
}
. (1)
If F = 0, then this problem is solved by an optimal basic feasible solution to the linear programming (LP) relaxation of the
classical 1-matching problem:
LPM : Maximize
{∑
e∈E
xe :
∑
e∈δ(i)
xe ≤ 1∀i ∈ V ; 0 ≤ xe ≤ 1
}
. (2)
We now describe our motivation for considering Problem Q.
1.1. Pair, solo, and mixed programming in software development
In the following, a software module refers to a specific programming task or functionality that can be feasibly completed
by a single developer (programmer). A software system can be viewed as a set of modules that first need to be individually
created and, later, integrated and tested to work as a whole. Consequently, the activities required to produce the system are
usually decomposed into primary activities such as designing, coding, and testing of individual modules and coordination
activities such as system integration and system testing. The total effort for integrating and testing the entire system is
typically calculated as the sum of the effort needed for each pair of modules that needs to be integrated and tested. Thus, in
this context, a software system can be conceptualized as an undirected graph G(V ; E): the vertex set V is the set of modules;
each edge in E indicates that the development activities of the corresponding pair of modules are related.
Pair programming [2,12] is a relatively new software development practice in which two developers jointly and
simultaneously work on the samemodule. One member of the pair, called the driver, actively works on the task (e.g., writes
down a design, codes a specific functionality, etc.). The other member, called the navigator, observes the work of the
driver and looks for tactical or strategic defects and recommends improvements. The benefits of pair programming include
better code quality, reduced integration and testing time, better trust and teamwork, and better knowledge-transfer and
learning [4]. An interesting feature of pair programming is pair splitting—a practice in which developers work on different
parts of the system as well as with different partners. Thus, a developer may work with one partner to develop a module,
and with a different partner when developing another module. Pair programming together with pair splitting is claimed
to reduce system level faults because the developers are ‘‘more in synch,’’ i.e., possess superior knowledge about the
architectural details of the system as a whole [4,7].
To distinguish it from pair programming, the traditional software development practice in which eachmodule is worked
upon by a single developer is referred to as solo programming. Finally, mixed programming refers to the situation when a
subset of modules is developed by pair programming and the remaining modules are developed by solo programming. It
follows that both pure pair programming and pure solo programming are special cases of mixed programming.
1.2. Commonality of a developer assignment
If two nodes in G are connected by an edge (i.e., the development activities of the corresponding modules are related)
using (one or more) common developers to produce the corresponding pair of modules can reduce the integration and
testing effort required for this pair. For example, the two modules may share code or one module may inherit methods
or attributes from the other. Therefore, having common developer(s) can be expected to reduce the integration effort
required to ensure that the modules correctly work together. This effort economy accruing from assigning common
developers to create, integrate, and test connected modules motivates the following notion of commonality in mixed
software programming [5]:
Given (i) G(V , E), where V is the set of modules and E is the set of edges corresponding to pairs of connected modules,
and (ii) an assignment of at most two developers to each module, the commonality, Ce, of an edge e = (i, j) is the number
of common developers between those assigned at i and j (see Fig. 1). The total commonality of G is C(G) =∑e∈E Ce.
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Fig. 1. Commonality of an edge.
If maximizing commonality is the only requirement for a developer assignment, then a solution is trivial: we can assign
the same pair of developers to each node; this achieves the maximum possible commonality of 2|E|. However, it should be
noted that most projects need to be completed by a deadline. Assigning the same pair of developers to each node is typically
infeasible since the time required to complete the project typically violates the deadline. On the other hand, mandating that
each developer work on a specific subset of modules sacrifices much-needed flexibility in a real environment. A reasonable
trade-off is to allow a developer to work on at most a pre-specified number T of modules [5]. In this paper, we let T = 2.
While achieving high commonality helps in reducing the total development effort, assigning a pair of developers at a node
(i.e., for developing a module by pair programming) incurs a fixed pair formation effort, Kp. Recall that the two developers
assigned to a module work simultaneously on that module. The pair formation effort for a module is the effort incurred by
a pair of developers to establish the mutual understanding to work effectively as a team on that module and includes the
effort required to form a common understanding of the module and to build a consensus on how it should be developed.
Note that the pair formation cost is incurred each time a pair of developers is assigned to a module, irrespective of whether
or not the same pair is assigned to some other module or not. Also, note that the pair formation effort is zero for pure solo
programming.
1.3. An optimization problem
Consider an arbitrary assignment of either one or two developers to each module in G, and let Ce, e ∈ E, denote the edge
commonalities achieved by this assignment. Without loss of generality, we assume that each of the developers assigned
at a node contributes a commonality of at least one at that node (for otherwise, the developer could be removed from
the node without impacting the commonality). Since Ce ∈ {0, 1, 2}, we have Ce2 ∈ {0, 12 , 1}. Also, since T = 2, we have∑
e∈δ(i) Ce ≤ 2∀i ∈ V . The vector 〈 Ce2 , e ∈ E〉 is, therefore, a feasible solution to the LP relaxation of the classical 1-matching
problem (see Problem LPM in Section 1). Thus, for i ∈ V , we have∑e∈δ(i) Ce = 2 if and only if two developers are assigned
at node i (i.e., the corresponding module is developed using pair programming).
Let Kc denote the reduction in effort per unit of commonality. Then, KcC(G) denotes the total reduction in effort due to
the commonality achieved by the assignment. If a total of n1 nodes in V are developed using pair programming, the total
pair formation effort is n1Kp. Then, the total net reduction in effort is KcC(G) − n1Kp = Kc(C(G) − KpKc n1). Maximizing this
net reduction is, therefore, equivalent to maximizing C(G)− KpKc n1. Let y = 〈 Ce2 , e ∈ E〉. Then, for the special case of T = 2,
we have the following:
(i) ye ∈ {0, 12 , 1} ∀e ∈ E.
(ii)
∑
e∈δ(i) ye ≤ 1∀i ∈ V .
(iii) n1(y) = {i ∈ V :∑e∈δ(i) ye = 1}.
Letting F = KpKc , the problem of maximizing the net reduction is effort is that of maximizing the objective
∑
e∈E 2ye− Fn1(y)
subject to the conditions (i) and (ii) above. We thus arrive at Problem Q that was introduced earlier.
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1.4. Our results
We first observe that Problem Q can be solved in strongly polynomial time and then outline the need for understanding
the structure of the optimal solution (Section 2). The main structural analysis (Sections 3 and 4) is presented under three
separate cases: 0 < F ≤ 12 , 12 < F < 1, and F ≥ 1. In each case, we arrive at a detailed description of the components of
the support graph corresponding to the optimal solution. An interesting aside of our analysis is that an optimal solution to
ProblemQ is dependent on F only to the extent of the interval F belongs to: (0, 12 ], ( 12 , 1), or [1,∞). The analysis is Section 4.1
holds for any value of F in the interval (0, 12 ]. The same solution is, therefore, optimal for the entire range. In other words,
the exact value of F does not matter as along as F ∈ (0, 12 ]. Similarly, the optimal solution obtained in Section 4.2 is valid for
any value of F in ( 12 , 1). Finally, a maximum-cardinality matching with edge weights
1
2 maintains its optimality (Section 3)
for any value of F in [1,∞).
2. Polynomial-time solvability and need for a structural analysis
We now show that Problem Q can be formulated as a fractional 2-matching problem and is, therefore, solvable in time
O((|V | log |V |)(|E| + |V | log |V |)) [1,11]. Continuing from the discussion above, since n0(y) + n 1
2
(y) + n1(y) = |V |, the
objective function of Problem Q can be equivalently written as Maximize
∑
e∈E 2ye + F(n0(y)+ n 12 (y)).
To see that ProblemQ can be solved as amaximum-weight fractional 2-matching problem, consider the graphG′(VG′ , EG′)
obtained from G(V , E) by adding a new node v′ for every node v ∈ V and then adding the edges (v, v′), v ∈ V . Thus,
VG′ = V ∪ {v′, v ∈ V } and EG′ = E ∪ {(v, v′), v ∈ V }. The edges of G′ are weighted as follows: we = 1, e ∈ E and
we = F , e ∈ EG′\E. Let bv = 2, v ∈ V and bv = 1, v ∈ VG′\V . It is easy to see that an optimal solution to Problem Q is
provided by a maximum-weight {0, 1, 2} b-matching in G′ (i.e., a b-matching ze, e ∈ E, with ze ∈ {0, 1, 2}). We, therefore,
have the following result.
Theorem 1. Problem Q can be solved in time O((|V | log |V |)(|E| + |V | log |V |)).
Even though the complexity issue of Problem Q is now resolved, for its use in making developer assignments for pair
programming,much can be gained froma structural analysis of the problem. To understand this need, note that the structure
of the software system– themodules (nodes) and the dependencies (edges) – are themselves a result of a design process. The
need to partition the system into modules (i.e., specific programming tasks) arises from an effort to efficiently organize the
software construction activities. Typically, the designers of the system have a reasonable amount of flexibility in deciding
how to partition the system into individualmodules. That is, designers can typically ‘‘break’’ the construction activities of the
entire system in several ways to create individual modules. Thus, the knowledge about the impact that a particular choice
of modules has on the subsequent developer assignments can be profitably used during this design phase. As we will see in
subsequent sections, our structural analysis of Problem Q identifies the nature of the components (e.g., cycles and paths) of
the optimal solution for any arbitrary instance of the problem. Thus, for a given partition of the system intomodules and the
corresponding dependencies (i.e., for a given graph G), designers can examine the suitability of these components that will
result from an optimal developer assignment. In particular, if some of the components are not suitable, then an alternative
partition (i.e., an alternative G) can be studied. Clearly, this task becomes easy if the structure of the optimal solution (for any
value of F ) is well-understood. Of course, since Problem Q is a specific instance of a general maximum-weight 2-matching
problem, its structure is also expected to be special and needs to be uncovered using the unique properties that define the
problem.
3. Preliminary results
For convenience, we recall from Section 1 the problem on an undirected graph G = (V ; E) that we consider in this paper.
ProblemQ : Maximize
{
(1− F)n1(x)+ 12n 12 (x) : x ∈ S
}
where (i) S =
{
xe ∈ {0, 12 , 1}|E|,
∑
e∈δ(i) xe ≤ 1∀i ∈ V
}
, (ii) F is a positive number, and (iii) for y ∈ S, n1(y) =
{
i ∈ V :∑
e∈δ(i) ye = 1
}
, n 1
2
(y) =
{
i ∈ V :∑e∈δ(i) ye = 12}.
Consider any feasible solution xe, e ∈ E, to Problem Q. Based on the value of F , we consider three cases.
• Case 1 (F > 12 ): If in the above solution, xe = 1 for some e ∈ E, then changing the solution to another feasible solution
by reducing xe to 12 , the objective value increases by 2F − 1 > 0. Hence, in this case, no optimal solution will have any
variable equal to 1.
1. Case 1(a) (F ≥ 1): Suppose i ∈ {j ∈ V : ∑e∈δ(j) xe = 1}. Let e be some edge incident at i such that xe > 0. Changing
the solution by reducing xe to zero increases the objective value by at least F − 1 ≥ 0. Hence, in this case, we may
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Fig. 2. 12 < F < 1: No cycles in any optimum solution.
Fig. 3. 12 < F < 1: No paths with three or more edges in any optimum solution.
assume that in an optimal solution {j ∈ V : ∑e∈δ(j) xe = 1} = φ. Consequently, in an optimal solution, the edge set
{e : xe > 0} is a matching in which all edges of the matching have a value equal to 12 and all other edges have a value
equal to zero. Using this and the fact that {j ∈ V :∑e∈δ(j) xe = 1} = φ, we get the result that, in this case, an optimal
solution consists of a maximum-cardinality matching in G and all the variables corresponding to the matching have a
value of 12 . Such a solution can be obtained by a strongly polynomial-time algorithm (see, e.g., [6,10]).
Having resolved Problem Q when F ≥ 1, from now on we will concentrate on cases when F < 1.
2. Case 1(b) ( 12 < F < 1): By a previous remark, in this case, an optimal solution x
∗ has x∗e ∈ {0, 12 } ∀e ∈ E. Let
H(x∗) = (V ; EH)where EH = {e ∈ E : x∗e = 12 }. Thus, each non-trivial component of H(x∗) is either a path or a cycle.
Lemma 1. If 12 < F < 1, then there are no cycles in any optimal solution.
Proof. If we reduce the value for any edge of a cycle to 0, the objective value increases by 2F−1 > 0. See Fig. 2 below:

Lemma 2. Let 12 < F < 1. Then, in any optimal solution, each non-trivial components of H(x
∗) is either a one-edge path
or a two-edge path.
Proof. We have already shown that there are no cycles. If any path of H(x∗) consists of three or more edges, let path
Y = [e1, e2, e3, . . . , en] be one of these. Consider another solution in which P is replaced in H(x∗) by two paths
Y 1 = [e1], and Y 2 = [e3, . . . , en]. The objective value increases by 2F − 1 > 0. See Fig. 3 below: 
3. Case 2 (0 < F ≤ 12 ): Unlike the previous case, an optimal solution x∗ for this case can have variables with value equal
to 1. Let H(x∗) = (V ; EH) where EH = {e ∈ E : x∗e = 12 or x∗e = 1}. As before, H(x∗) consists of paths and possibly
cycles as its non-trivial components.
Lemma 3. Let 0 < F ≤ 12 . Then, there exists an optimal solution in which each non-trivial component of H(x∗) is
either (i) a one-edge path or (ii) a two-edge path or (iii) an odd cycle.
Proof. Consider any path Y = [e1, e2, e3, . . . , en] consisting of three or more edges. If n is odd, then (i) assigning a
value of 1 to the edges of the perfect matching in Y and (ii) assigning a value of 0 to the other edges in Y improves
the objective function value by 1 − 2F ≥ 0. If n is even, then replacing Y by (i) a path with two edges Y1 = [e1e2];
xe1 = xe2 = 12 and (ii) a matchingM1 = {e4, e6, . . . , en}; xe4 = xe6 = . . . = xen = 1, results in an alternative optimal
solution (see Fig. 4(a)). If C = [e1, e2, . . . , en] is an even cycle in H(x∗), then replacing it with a perfect matching
M1 = {e2, e4, . . . , en}; xe2 = xe4 = . . . = xen = 1, results in an alternative optimal solution (see Fig. 4(b)). The result
follows. 
4. Structural analysis of Problem Q
Our analysis in this section is aimed at understanding the structure of an optimal solution to Problem Q. As a byproduct,
we also derive a strongly polynomial-time algorithm for Problem Q. Based on our preliminary analysis in Section 3, we will
handle the two cases, namely 12 < F < 1 and 0 < F ≤ 12 , separately.
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a b
Fig. 4. 0 < F ≤ 12 : There exists an optimum solution with no paths of three or more edges and no even cycles.
A
B
Fig. 5. Components in an optimal solution.
Definitions. We refer to (i) a single edge as a K2 and (ii) a path consisting of two edges as a P2. A node, say i, of H(x∗) is
referred to as Free, Partial, or Full, depending on whether
∑
e∈δ(i) xe is 0,
1
2 , or 1, respectively.
Using the terminology just defined, we formalize our conclusions from Section 3 below.
Theorem 2. 1. For F ≥ 1, an optimal solution to Problem Q is a maximum-cardinality matching in G with edge weights 12 .
2. For 12 < F < 1, every optimal solution x
∗ to Problem Q in such that each component of H(x∗) is either a K2 with edge weight
1
2 or a P2 with edge weights
1
2 (see Fig. 5(B)).
3. For 0 < F ≤ 12 , there exists an optimal solution x∗ to Problem Q in which each component of H(x∗) is either a K2 with edge
weight 1, a P2 with edge weights 12 , or an odd cycle with edge weights
1
2 (see Fig. 5(A)).
4.1. Problem Q with 0 < F ≤ 12
Our solution for this case is based on the following result.
Lemma 4. Let 0 < F ≤ 12 . If x∗ ∈ S simultaneously solves the following two problems:
ProblemQ1 : Maximize
{
n1(x)+ n 1
2
(x) : x ∈ S
}
,
ProblemQ2 : Maximize
{
n1(x)+ 12n 12 (x) : x ∈ S
}
then x∗ solves Problem Q.
Proof. Since x∗ solves both Problems Q1 and Q2, we have
1
2
n1(x∗)+ 12n 12 (x
∗) ≥ 1
2
n1(y)+ 12n 12 (y) ∀y ∈ S (3)
n1(x∗)+ 12n 12 (x
∗) ≥ n1(y)+ 12n 12 (y) ∀y ∈ S. (4)
Multiplying (3) by 2F > 0 and (4) by (1− 2F) ≥ 0, and adding, implies
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Fig. 6. 0 < F ≤ 12 : Possibilities that contradict the optimality ofw∗ .
(1− F)n1(x∗)+ 12n 12 (x
∗) ≥ (1− F)n1(y)+ 12n 12 (y) ∀y ∈ S.
The result follows. 
Thus, to solve Problem Q, we will find x∗ ∈ S that solves both Q1 and Q2. Note that n1(x) + 12n 12 (x) = 2
∑
e∈E xe. Thus,
Problem Q2 is solved by an optimal basic feasible solution, sayw∗, to the LP relaxation of the classical 1-matching problem
(Problem LPM in Section 1). It is well-known thatw∗ can be obtained in strongly polynomial time. It is also well-known that
w∗e ∈ {0, 12 , 1} ∀e ∈ E (see, e.g., [3,8,9]). Thus,w∗ ∈ S.
4.1.1. Analyzing and modifyingw∗
Wewill start withw∗ andmodify it, without decreasing its objective function valuewith respect to ProblemQ2, to obtain
an optimal solution to Problem Q1. Given w∗, we define the sets of Free, Partial, and Full nodes (see the start of Section 4)
with respect tow∗. Let B(w∗) = (V ; EB)where EB = {e ∈ E : w∗e = 12 orw∗e = 1}.
Lemma 5. Without loss of generality, we can assume that (i) n0(w∗) > 0 and (ii) each non-trivial component of B(w∗) is either
a K2 with weight 1 or a P2 with weights 12 or an odd cycle with weights
1
2 .
Proof. Clearly, if n0(w∗) = 0, then w∗ is optimal for Problem Q1 since n1(w∗) + n 1
2
(w∗) = |V |. Thus, Claim (i) follows.
Since w∗e ∈ {0, 12 , 1} ∀e ∈ E, each component of B(w∗) is either a K2 (with edge weight 1) or a path (with edge weights 12 )
or a cycle (with edge weights 12 ). Clearly, a path cannot have an odd number of edges since w
∗ is an optimal basic feasible
solution to the LP relaxation of the 1-matching problem. Consider any path Y = [e1, e2, e3, . . . , en] consisting of an even
number of edges n ≥ 4. Then, replacing Y by (i) a path with two edges Y1 = [e1e2]; w∗e1 = w∗e2 = 12 and (ii) a matching
M1 = {e4, e6, . . . , en};w∗e4 = w∗e6 = · · · = w∗en = 1, results in an alternative optimal solution to the LP relaxation of the
matching problem. Similarly, even cycles can be avoided. Thus, Claim (ii) follows. 
The following possibilities contradict the optimality of w∗ for Problem Q2 and can, therefore, be ignored. For each
possibility, it is straightforward to demonstrate a solutionwith strictly higher objective value; therefore, we avoid providing
a detailed explanation.
• Two free nodes in B(w∗) connected by an edge in G (Fig. 6(A)).
• Partial nodes of two distinct P2 components in B(w∗) connected by an edge e in Gwithw∗e = 0 (Fig. 6(B)).• A free node in B(w∗) connected to a partial node in B(w∗) by an edge in G (Fig. 6(C)).
• The two partial nodes of a P2 component in B(w∗) connected by an edge e in Gwithw∗e = 0 (Fig. 6(D)).• A partial node of a P2 component in B(w∗) connected by an edge in G to a full node of an odd cycle in B(w∗) (Fig. 6(E)).
• A free node in B(w∗) connected by an edge e in G to a full node of an odd cycle in B(w∗) (Fig. 6(F)).
Next, we modifyw∗ while maintaining its optimality for Problem Q2 as follows. For every free node in B(w∗) connected
by an edge e in G to a K2 in B(w∗) (see Fig. 7), the free node is converted to a partial node by increasing w∗e from 0 to
1
2 and
by reducing the weight on the K2 to 12 . Note that this modification maintains the optimality ofw
∗ for Problem Q2.
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K2 P2
Fig. 7. 0 < F ≤ 12 : Modifyingw∗ while maintaining its optimality for Problem Q2 .
A
B
Fig. 8. 0 < F ≤ 12 : Further modifications tow∗ while maintaining its optimality for Problem Q2 .
For convenience, we continue to refer to the modified solution as w∗. Let T2(w∗) ⊆ V denote the set of nodes incident
on P2 components in B(w∗) and let T 12 (w∗) = {i ∈ T2(w∗) :
∑
e∈δ(i)w∗e = 1}. In words, T 12 (w∗) is the set of middle nodes
of the two-edge paths in B(w∗). Also, AG(i) = {j ∈ V : (i, j) ∈ E}. From the optimality of w∗ and the modification above,
we have that a free node in B(w∗) can only be connected (by an edge in G) to middle nodes of one or more P2 component in
B(w∗). We formally state this in the lemma below.
Lemma 6. Let i ∈ N0(w∗). Then, AG(i) ⊆ T 12 (w∗).
Consider a free node, say i, in B(w∗) and suppose i is connected by an edge in G to the middle node of one or more
P2 components in B(w∗). Let x–y–z refer to one such component (see Fig. 8(A)). Thus, (i, y) ∈ G, w∗(i,y) = 0, w∗(x,y) = 12 ,
w∗(y,z) = 12 . From the optimality of w∗, we have that (x, z) 6∈ G. Furthermore, if x is connected (by an edge in G) to a K2 in
B(w∗), then we modify the solution as shown in Fig. 8(A). A more general modification of this type is shown in Fig. 8(B).
We now claim that the solution w∗ resulting from modifications shown in Figs. 7 and 8 is an optimal solution for
Problem Q1. Due to Lemma 5, we assume that n0(w∗) > 0. Consider a free node, say i, in B(w∗). As discussed above, let
i be connected, by an edge in G, with the middle node y of a P2 component x–y–z in B(w∗). Thus, x is a partial node in
B(w∗). As observed earlier, the optimality of w∗ implies that x cannot be connected to another free node in B(w∗) or to
another partial node in B(w∗) or to a full node that is part of a cycle in B(w∗). Thus, if node x is connected to any other node
v ∈ N 1
2
(w∗)∪N1(w∗), then vmust be a middle node of another P2 component, say, u–v–w. Repeating this arguments leads
us to the structure shown in Fig. 9. Note that there may exists edges between two nodes in N1(w∗); for example, the edge
(y, v) in Fig. 9. To summarize, each connected component of G that contains one or more free nodes with respect to the
solutionw∗ is of the type shown in Fig. 9 and is characterized by the following properties:
1. The only type of full nodes that exist in the component are those that correspond to the middle nodes of P2 components
in B(w∗) (e.g., nodes y and v in Fig. 9).
2. Each free node in the component is connected (by edges in G) only to the middle nodes of P2 components in B(w∗)
(e.g., nodes i and j in Fig. 9).
3. Two partial nodes in the component are not connected by an edge in G (e.g., the nodes x and z or the nodes x and u in
Fig. 9).
4. There may exist edges in G connecting the two full nodes of two distinct P2 components in B(w∗) (e.g., the edge (y, v) in
Fig. 9).
5. There may exist edges in G connecting a partial node of a P2 and a full node of another P2. (e.g., the edge (x, v) in Fig. 9).
It is now easy to see that our modified solution w∗ optimizes Problem Q1 for each such component. For simplicity of
exposition, we consider the component shown in Fig. 9. It is beneficial to view the nodes of the component as belonging
to one of two sets: W1, the set of full nodes with respect to w∗ and W2, the set of partial and free nodes with respect to
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Fig. 9. 0 < F ≤ 12 : The structure of a component of G that contains one or more Free Nodes with respect to the solutionw∗ .
w∗. Since no two nodes inW2 are connected in G, the nodes inW2 form an independent set. Then, for any feasible solution
y ∈ S for the component, the objective function n1(y) + n 1
2
(y) of Problem Q1 is bounded from above by 3|W1| since each
node inW1 can contribute a maximum score of 3 towards the objective function. The solution w∗ achieves this bound and
is, therefore, optimal for Problem Q1. Since w∗ simultaneously optimizes Problems Q1 and Q2, it also optimizes Problem Q
(from Lemma 4). We state this result below.
Theorem 3. The solutionw∗, obtained as described above, is an optimal solution to Problem Q when 0 < F ≤ 12 .
4.2. Problem Q with 12 < F < 1
Recall from Theorem 2 (and Lemma 2) the following conclusion for this case: For an optimal solution x∗, each non-trivial
component of H(x∗) is either a K2 with edge weight 12 or a P2 with edge weights
1
2 .
Consider a feasible solution x. Suppose a component of H(x) is a two-edge path (i.e., a P2) incident at node a and the two
remaining nodes of this component are nodes b and c; thus, a is a full node and b, c are partial nodes. Such components are
of two types: Type (i): (b, c) 6∈ E (Fig. 10(A)) and Type (ii): (b, c) ∈ E (Fig. 10(D)). Suppose d is another full node in H(x)
and let the edges incident at d be connected to partial nodes e and f . If either b or c is connected by an edge in G to either e
or f , then x is not an optimal solution for Problem Q; see Fig. 10(A). A new solution (shown on the right) in which all edge
weights are equal to 12 increases the objective value by 2F − 1 > 0.
Furthermore, we can make the following observations about an optimal solution x∗ to Problem Q: (i) no two free nodes
in H(x∗) can be connected by an edge in G (Fig. 10(B)), (ii) A free node in H(x∗) cannot be connected to a partial node in
H(x∗) by an edge in G (Fig. 10(C)), and (iii) a free node in H(x∗) cannot be connected by an edge in G to a Type (ii) full node
in H(x∗) (Fig. 10(D)). For each of these observations, it is easy to obtain a strictly better solution otherwise. We, therefore,
avoid further explanation.
Lemma 7. Suppose 12 < F < 1 and let x
∗ be an optimal solution to Problem Q such that H(x∗) consists of disconnected
components each of which is a K2 or P2. From each P2 if we delete one of its edges, we obtain a matching M∗ in G. We claim
that M∗ is a maximum-cardinality matching.
Proof. Suppose not. Then there is an augmenting path with respect toM∗. The end nodes of this path are free with respect
toM∗. Each edge ofM∗ is either from a K2 or from a P2 inH(x∗). If an edge ofM∗ is from a P2, then the other edge of P2 cannot
be part of this augmenting path except if it is incident at an end node of this path. Thus, there are three cases to consider,
as shown in Fig. 11(A)(i), (B)(i), and (C)(i), depending on the number of such end nodes that are part of P2 in H(x∗). In each
case, we obtain a contradiction to the optimality of x∗; the corresponding solutions that are strictly better than x∗ (with
improvements of 1, F , and 2F − 1, respectively) are shown in Fig. 11(A)(ii), (B)(ii), and (C)(ii). The result follows. 
Unfortunately, the converse of Lemma 7 does not hold. That is, starting with an arbitrarymaximum-cardinality matching
and then extending as many K2 components to P2 components does not necessarily result an optimal solution to Problem Q.
A counter-example is shown in shown in Fig. 12; themaximummatching in Fig. 12(A) can be extended to two P2 components
while that in Fig. 12(B) can only be extended to one P2 component.
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Fig. 10. 12 < F < 1: Possibilities that cannot occur in an optimal solution.
Fig. 11. 12 < F < 1: Proving the optimality ofM
∗ (Lemma 7).
Nevertheless, we will use a maximum-cardinality matching in G as a starting point in our quest for an optimal solution
to Problem Q. We first solve the maximum-cardinality matching problem in G (in strongly polynomial time [6]) and then
convert as many edges of the matching as possible into P2 components. This is done as follows. Let M∗ be a maximum-
cardinality matching in G. Construct a bipartite graph C = (S1 ∪ S2; E ′) as follows. For each edge e ∈ M∗, there is a vertex
ue ∈ S1. For each vertex that is free with respect toM∗ in G, there is a vertex in S2. E ′ = {(ue, v) : e = (i, j) ∈ M∗, v ∈ S2 and
either (i, v) or (j, v) (or both)∈ E[G]}. Solve themaximum-cardinalitymatching problem in C . Let this matching beN∗. Each
edge in N∗ corresponds to a P2 and each vertex in S1 that is free with respect to N∗ corresponds to a K2 in our solution to the
original problem on G. We let q∗ refer to the solution thus obtained for the original problem on G and let H(q∗) = (V ; EH∗)
where EH∗ = {e ∈ E : q∗e = 12 }.
Lemma 8. If n0(q∗) = 0, then q∗ is an optimal solution for Problem Q.
Proof. As discussed above, the solution q∗ is derived from a maximum matching M∗. Consider an optimal solution, say l∗,
to Problem Q. From Lemma 7, deleting one edge of each P2 component in l∗ also provides a maximum matching, say R∗.
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Fig. 12. 12 < F < 1: A counter-example to the converse of Lemma 7.
A
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Fig. 13. 12 < F < 1: Modifications to q
∗ .
It follows that the number of P2 components in any optimum solution is at most y = |V | − 2|M∗| = |V | − 2|R∗|. Let the
number of P2 components in l∗ be x ≤ y. Since there are no free nodes in q∗, the number of P2 components in q∗ is exactly y.
Thus the total objective function value of q∗ for ProblemQ is y(2−F)+ (|M∗|−y)1 = y(1−F)+|M∗| ≥ x(1−F)+|R∗|, the
objective value corresponding to the solution l∗. The validity of the last inequality follows since (1−F) > 0 and |M∗| = |R∗|.

Next, we note the following observations about the constructed solution q∗ in H(q∗). The first three observations follow
from the optimality ofM∗ and the last one follows from the optimality of the bipartite matching in C .
• Two free nodes in H(q∗) cannot be connected by an edge in G.
• The partial nodes of two P2 components in H(q∗) cannot be connected by an edge e in Gwith q∗e = 0.• A free node in H(q∗) cannot be connected to a partial node of a P2 component in H(q∗).• A free node in H(q∗) cannot be connected to a partial node of a K2 component in H(q∗).
Consider a free node, say i, in H(q∗). From the last two observations above, node i can only be connected by an edge in G to
the middle node of one or more P2 components in H(q∗). Let x-y-z refer to one such path (see Fig. 13(A)). Thus, (i, y) ∈ G,
q∗(i,y) = 0, q∗(x,y) = 12 , q∗(y,z) = 12 . From the optimality of M∗, we have that (x, z) 6∈ G. Furthermore, if x is connected (by an
edge in G) to a K2 in H(q∗), then we modify the solution as shown in Fig. 13(A). A more general modification of this type is
shown in Fig. 13(B).
We continue to refer to the modified solution as q∗. We now claim that q∗ is an optimal solution for Problem Q. We
assume n0(q∗) > 0, for otherwise the result follows from Lemma 8. Consider a free node, say i, in H(q∗). It follows from our
discussion above that the component of G containing node i is of the type shown in Fig. 9. Let Nc1(q
∗) denote the number of
full nodes, with respect to q∗, in this component. Since the set of partial and free nodes in H(q∗) form an independent set in
G, the number (2− F)|Nc1(q∗)| is an upper bound on the objective function value of Problem Q for each such component for
any feasible solution. The solution q∗ (illustrated in Fig. 9) achieves this bound for each such component and is, therefore,
optimal. This completes our proof of the optimality of the solution q∗ for Problem Q. We formally state the result below.
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Fig. 14. Difficulties for higher values of the load-balancing upper bound T .
Theorem 4. The solution q∗, obtained as described above, is an optimal solution to Problem Q when 12 < F < 1.
5. Future research directions
Recall from Section 1 that the problem analyzed in this paperwasmotivated by the need to obtain an efficient assignment
of developers to software modules in Mixed Software Programming subject to a load-balancing upper bound T on the
number of different modules that can be assigned to a single developer. In particular, we considered the case where T = 2.
A direct extension of our work is to consider the problem for larger values of T . One encounters two primary difficulties
in following a similar approach for larger values of T .
1. Characterization of feasible assignments: For the case when T = 2, feasible developer assignments are completely
characterized by fractional solutions to the 1-matching problem. That is, every feasible solution to the fractional 1-
matching problem (Problem LPM in Section 1) corresponds to a feasible developer assignment in Mixed Software
Programming and vice versa. For T ≥ 3, the vector of edge commonalities 〈Ce, e ∈ E〉, Ce ∈ {0, 1, 2} (see Section 1.2)
realized by a feasible developer assignment satisfies the following inequalities:
∑
e∈δ(i) Ce ≤ 2(T − 1)∀i ∈ V ; Ce ∈
{0, 1, 2}. Then, for b = T − 1, the vector y = 〈 Ce2 , e ∈ E〉 is a feasible solution to the b-matching problem:∑
e∈δ(i) ye ≤ b∀i ∈ V ; ye ∈ {0, 12 , 1}. However, the converse does not hold. That is, every feasible solution to the b-
matching problem does not necessarily correspond to a feasible developer assignment. A simple example is whenG = K3
and T = 3: there does not exist a feasible assignment of developers corresponding to the feasible 2-matching solution
shown in Fig. 14(A).
2. Characterization of nodeswhere a pair of developers is used:When T = 2, there is an easy characterization ofwhen amodule
is developed using pair programming (as opposed to solo programming) based on the values of the edge commonalities
Ce, e ∈ E. In particular, for a node i ∈ V , we have∑e∈δ(i) Ce = 2 if and only if node i uses two developers. Unfortunately,
there is no such easy identification for T ≥ 3. For instance, when T = 3, if for a node i we have∑e∈δ(i) Ce = 2, then
it is possible to develop the corresponding module using either solo or pair programming; see Fig. 14(B). In general, for
T ≥ 3, knowledge of the total commonality incident at a node is not enough to infer whether the corresponding module
is developed using solo or pair programming. This issue is important because the fixed cost of F is incurred only for the
modules that are developed using pair programming (see Section 1.3).
Thus, the simplest open case is when T = 3. In general, obtaining an efficient solution for arbitrary values of T is a
challenging open problem.
References
[1] R.P. Anstee, A polynomial algorithm for b-matchings: An alternative approach, Information Processing Letters 24 (3) (1987) 153–157.
[2] D. Astels, G. Miller, M. Novak, A Practical Guide to Extreme Programming, Prentice Hall, 2002.
[3] M.L. Balinski, Integer programming: Methods, uses, computation, Management Science Series A 12 (1965) 253–313.
[4] K. Beck, Extreme Programming Explained: Embrace Change, Addison-Wesley, 2000.
[5] M. Dawande, S. Kumar, V. Mookerjee, C. Sriskandarajah, Onmaximum commonality problems: Applications and analysis, Management Science 54 (1)
(2008) 194–207.
[6] J. Edmonds, Paths, trees, and flowers, Canadian Journal of Mathematics 17 (1965) 449–467.
[7] H. Erdogmus, L. Williams, The economics of software development by pair programmers, The Engineering Economist 48 (2003) 283–319.
3720 R. Chandrasekaran, M. Dawande / Discrete Applied Mathematics 157 (2009) 3708–3720
[8] R. Garfinkel, G.L. Nemhauser, Integer Programming, John Wiley & Sons, Inc, New York, 1972.
[9] L. Lovasz, M.D. Plummer, Matching theory, Annals of Discrete Mathematics 29 (1986).
[10] S. Micali, V. Vazirani, An O(
√|V |.|E|) algorithm for finding maximummatching in general graphs, in: Proceedings of the 21st Annual Symposium on
the Foundations of Computer Science, 1980, pp. 21–27.
[11] J.B. Orlin, A faster strongly polynomial minimum cost flow algorithm, in: Proceedings of the 20th Annual ACM Symposium on Theory of Computing,
1988, pp. 377–387.
[12] A. Wood, W. Kleb, Extreme programming in a research environment, Technical Report, NASA Langley Research Center, Hampton, VA, 2002.
