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Statistical description of the error on wind power
forecasts via a Le´vy α-stable distribution
Kenneth Bruninx, Erik Delarue and William D’haeseleer
Abstract
As the share of wind power in the electricity system rises, the limited predictability of wind power generation becomes
increasingly critical for operating a reliable electricity system. In most operational & economic models, the wind power forecast
error (WPFE) is often assumed to have a Gaussian or so-called β-distribution. However, these distributions are not suited to fully
describe the skewed and heavy-tailed character of WPFE data. In this paper, the Le´vy α-stable distribution is proposed as an
improved description of the WPFE. Based on 6 years of historical wind power data, three forecast scenarios with forecast horizons
ranging from 1 to 24 hours are simulated via a persistence approach. The Le´vy α-stable distribution models the WPFE better than
the Gaussian or so-called β-distribution, especially for short term forecasts. In a case study, an analysis of historical WPFE data
showed improvements over the Gaussian and β-distribution between 137 and 567% in terms of cumulative squared residuals. The
method presented allows to quantify the probability of a certain error, given a certain wind power forecast. This new statistical
description of the WPFE can hold important information for short term economic & operational (reliability) studies in the ﬁeld
of wind power.
Index Terms
Error analysis, Le´vy α-stable distribution, Statistical analysis, Stable process, Wind power forecasting, Wind power generation
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I. INTRODUCTION
AS the penetration of intermittent renewables in the grid rises, new operational and regulatory challenges emerge. Oneof the most mature renewable energy technologies is wind power. In this case, the variability and unpredictability of
the wind power generation are two critical aspects in operating a reliable electricity system that need to be addressed. In this
paper, the focus is on the statistical, distribution-based description of the error on wind power forecasts.
Various forecasting methods are being used and even more are under development, ranging from basic persistence methods
to complex statistical and physical models based on weather predictions [1]. None of these forecasting methods can generate a
perfect wind power forecast (WPF). The error on a WPF has various sources: errors on the wind prediction, local effects due
to the terrain, non-uniformity of the wind in a wind park, non-linearity in the dynamics of wind turbines, unplanned outages
etc. [1]–[4]. Detailed knowledge of this error is indispensable when one wants to study or operate an electricity system with
a considerable amount of wind power.
The operational impact of the uncertainty on WPFs in the planning of electricity generation has been studied extensively
[5]–[13]. Makarov et al. [5] study the load-following capabilities of conventional power plants when faced with erroneous
WPF and load forecasts in California. The wind power forecast error (WPFE) is modelled as a truncated normal distribution
and ﬁtted to measured wind power data. Doherty and O’Malley [6] present a probabilistic method to quantify the demand for
reserves in power systems with signiﬁcant wind capacity. The WPFE is modelled as a Gaussian stochastic variable with a zero
mean and a certain standard deviation. Bouffard and Galiana [7] formulate a short-term electricity market-clearing problem in
which the demand for reserves can be (partly) covered by wind power. The WPFE is modelled as Gaussian stochastic variable
with a zero mean and non-zero variance. Bouffard and Galiana justify this assumption via a Central Limit Theorem (CLT)
argument. Methaprayoon et al. [8] incorporate WPF uncertainty in an unit commitment (UC) model via conﬁdence intervals,
based on the assumption of a normal distribution of the WPFE. Ummels et al. [9] investigate the beneﬁts of an optimal UC for
a thermal generation unit. To characterize the WPFE, a Gaussian distribution is assumed. Delarue et al. [10], [11] investigate
the effect of WPFEs on the economic dispatch problem, given a day-ahead unit commitment. A random Gaussian distributed
forecast error (zero mean, predeﬁned standard deviation) is imposed on the wind power forecasts. Bludszuweit et al. [12], [13]
employ the β-distribution to investigate the impact of WPFEs on the needed power ratings of energy storage systems.
Similarly, the economic impact of WPFEs has been studied [14]–[16]. De Vos et al. [14] reviewed the support system to
reduce imbalance costs for offshore wind power generators. Empirical statistical models are used to analyse the imbalance
settlements. Bathurst et al. [15] assess the effect of imbalance prices and uncertain wind generation on the market behaviour
of a generator. They propose a method to determine the optimum level of contract energy to be sold on the advance markets
based on Markov probabilities for a wind farm. Fabbri et al. [16] quantify the cost due to WPFEs. In their analysis, they
employ a β-distribution to describe the WPFE.
A key element in all these studies is the probability density function (pdf) that is assumed for the wind power forecast
error (WPFE). As the shape of the WPFE pdf is dependent on the forecast horizon and method, a proper deﬁnition for this
pdf is hard to ﬁnd. Up to today, mainly the Gaussian distribution [3], [17] and the so-called β-distribution (see Section IV-D)
[12], [16], [18], [19] are employed to describe the WPFE. The analysis presented by Bludszuweit et al. [12] shows that the
Gaussian distribution cannot describe the heavy-tailed character of the WPFE, a statement conﬁrmed by Hodge et al. [20],
[21]. Bludszuweit et al. note that in some cases, the β-distribution is not sufﬁciently heavy-tailed to model the leptokurtosis1
of the WPFE data, leading to an underestimation of the frequency of the largest errors.
In this paper, the Le´vy α-stable distribution is proposed as an alternative to describe the WPFE. In an approach similar to
that of Bludszuweit et al. [12], the method presented permits the quantiﬁcation of the probability of a certain error  given
a certain prediction p∗. The improved performance of the Le´vy α-stable distribution compared to that of the Gaussian and
β-distribution is demonstrated.
Throughout the analysis, a system perspective (aggregated wind farms in for example the control zone of a TSO or the
portfolio of a GenCo) will be maintained, albeit the analysis can be done for a single wind farm or turbine as well. The focus
1The kurtosis is a measure for the peakedness or tail weight of a distribution. It is the fourth standardized moment. Excess kurtosis is the fouth standardized
moment minus the kurtosis of the Guassian distribution (3). Leptokurtic distributions are heavy-tailed compared to the Gaussian distribution (kurtosis > 3,
excess kurtosis > 0).
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is on short term forecasts (forecast horizon up to 24 hours). The effect of the temporal and spatial resolution of the data has
not been taken into account explicitly2.
First, the literature on the statistical description of the WPFE is reviewed. In the following section, the Le´vy α-stable
distribution is introduced. Third, the proposed methodology is presented. Fourth, the feasibility of the stable distribution as a
description of the WPFE is demonstrated. Last, a conclusion is formulated and some possible improvements are outlined.
II. LITERATURE STUDY: STATISTICAL DESCRIPTION OF THE WPFE
The WPFE is often described by means of standard statistical error measures: the normalized mean absolute error (NMAE),
the normalized root mean square error (NRMSE), the bias and the normalized standard deviation (NSTDEV) [1], [23]. To
compare the performance of different WPF techniques, skill scores (relative improvement compared to a reference method)
or the coefﬁcients of determination R2 are used [1]. For a more detailed description of the WPFE, a number of authors have
considered a distribution-oriented approach, based on the joint distribution3 of the forecasts p∗ and the WPFE .
Up to today, mainly the Gaussian distribution (see above and [3], [17]) and the β-distribution [12], [16], [18], [19] are
employed to describe the WPFE. Other distributions have been examined as well, such as the Cauchy distribution [20], the
hyperbolic distribution [21], the γ-distribution [25] and the Weibull distribution [26]. However, WPFE data exhibits heavy tails
(leptokurtosis) and skewness – shape characteristics that are not well captured by Gaussian or β-distributions. A number of
approaches have been proposed to circumvent these shortcomings.
In [3], [17] Lange explores the idea to transform the well-behaved Gaussian distributions of the wind speed prediction errors
into non-Gaussian distributions of the WPFE via Taylor expansions of the power curve of the wind farm. However, this analysis
only takes into account the effect of the power curve on the level of the wind turbine (park), neglecting all other effects.
Pinson [2], [27]–[30] focusses on the description of the WPFE from an operational vantage point. The WPFE is characterized
via a non-parametric method. These characteristics are then employed to estimate and evaluate prediction intervals. Pinson
demonstrates the non-Gaussian character of the WPFE extensively. These results are further employed in the evaluation and
design of ensemble prediction methods. However, one should treat the conclusions in this work with caution as the wind farms
under consideration are relatively small (max. 21 MW) and therefore may not represent all effects present in present-day, large
(aggregations of) wind farms.
Bludszuweit et al. [12] proposes a β-distribution to describe the pdf to describe the WPFE - based on the approach by
Luig et al. [18], [19] and Fabbri et al. [16]. The analysis presented by Bludszuweit et al. shows that the Gaussian distribution
cannot describe the WPFE when the WPFE is heavy-tailed (e.g. when the forecast horizon is shorter). Bludszuweit et al. use a
persistence forecast method to generate wind power time series based on measured wind power production, allowing them to
study the effect of different forecast horizons. Bludszuweit et al. note that in some cases, the β-distribution is not sufﬁciently
heavy-tailed to model the kurtosis of the WPFE data, leading to an underestimation of the frequency of the largest errors.
III. THE LE´VY α-STABLE DISTRIBUTION
In this section, the stable distributions and two important properties (stability or invariance under addition and the Generalized
Central Limit Theorem) are introduced. The goal is to give a brief overview for practical use, not to provide a full overview
or proof of the properties of the stable distributions. For this, the reader is referred to the specialized literature, such as
(amongst others) Nolan [31]–[33], Zolotarev [34], [35] and Smaorodnitsky and Taqqu [36]. For the implementation of the
stable distribution probability density function in MATLAB R©, see Nolan [31].
2In general, the WPFE declines as the number of turbines (or the geographical dispersion) under consideration rises [3], [22] and the forecast horizon is
shorter [2]. The former effect is due to the spatial correlations between wind power generation and WPF. This phenomenon is called spatial smoothing and
vanishes on a length scale of about 750 km [22]. These effects could be taken into account by varying the temporal and/or geographical scope of the data.
3Some authors study the WPFE independently of the forecast. Examples can be found in Hodge et al. [20] and Tewari et al. [24]. In this paper, only joint
distributions are considered. These allow for an more accurate description of the WPFE, as the behaviour of the error is highly dependant on the forecast.
For example, when one forecasts 0 p.u., the error is limited to positive values. On the other hand, if one forecasts 1 p.u. of wind power, only negative values
are possible. This can not be captured in one distribution.
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Fig. 1. The effect of the four parameters in the Le´vy α-stable distribution. In each ﬁgure, one parameter is varied, while the others are kept constant. From
left to right, top to bottom: the effect of α, β, γ and δ in the stable distribution.
A. The Le´vy α-stable distribution and its parameters
The pdf and cumulative probability density function (cdf) of a Le´vy α-stable distribution cannot be expressed in analytical
form. The characteristic function4 φ(u) of a random stable variable X can be parametrized and is most often written as in
Samorodnitsky and Taqqu [33], [36] :
φ(u) = E [exp(iuX)] = (1)⎧⎨
⎩
exp
(−γα|u|α[1− iβ − tan(πα2 ) · sign(u)] + iδu
)
α = 1
exp
(−γ|u|[1 + iβ − 2π · sign(u) · ln|u|] + iδu
)
α = 1
The parameters of this family of distributions S(α, β, γ, δ) are:
α index of stability (0 < α ≤ 2)
β a skewness parameter (−1 ≤ β ≤ 1)
γ a scale parameter (γ > 0)
δ a location parameter (δ ∈ )
4For a random variable X with cumulative distribution function F(x), the characteristic function φ(u) is deﬁned as φ(u) = E [exp(iuX)] =∫∞
−∞ exp(iux)dF (x) with u ∈  and i =
√−1.
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The effect of the various parameters is visualized in Fig. 15. The index of stability α determines the total probability contained
in the tails, thus the kurtosis, of the distribution. The probability in the tails is inversely proportional to α. A positive skewness
parameter β yields a distribution skewed to the right. The degree of skewness is larger as β rises. Similar reasoning applies
to negative β-values. The third parameter γ deﬁnes the scale of the distribution and is linked to the variance σ2 for α = 2.
The location parameter δ coincides with the mean of the distribution for α ≥ 1. For α < 1, the mean of the distribution is not
deﬁned and δ will be some other parameter which describes the location of the distribution6.
The Gaussian (N(μ, σ2) → S(2, β, 2−0.5 · σ, μ)), the Cauchy (scale γ and location δ: C(δ, γ) → S(1, 0, γ, δ)) and Le´vy
distribution (scale γ and location δ: L(δ, γ) → S(0.5, 1, γ, δ)) are all stable distributions that can be described via the
parametrization above. Only in these cases, the probability density function can be expressed analytically.
B. Parameter estimation
This lack of closed form density functions complicates statistical inference for stable distributions, such as parameter
estimation. Multiple methods have been developed. In general, one can distinguish the following methods [37]:
• Sample Quantile Methods: These methods are considered to be the fastest, but as well the least accurate methods. The
best known method is that of McCulloch [38], a robust approach for α ≥ 0.6. This approach has been used in this paper,
see section IV.
• Sample Characteristic Function Methods: Given n independent and identically distributed (iid) random samples, the
sample characteristic function φ∗(u) is deﬁned as 1n
∑n
i=1 exp(itxi) and used as an approximation of the characteristic
function φ(u). Based on that approximative characteristic function, the parameters can be estimated.
• Maximum Likelihood Method In this group of techniques, the log-likelihood function is maximized for a set of
parameters, given an iid random sample. These techniques provide the highest accuracy, but sometimes suffer from
robustness issues and are slower.
Other methods such as Monte Carlo-based schemes or indirect inference-methods and estimators of the tail index α (for
example the Hill-estimator [39]), are not discussed here.
C. Stability or invariance under addition
Stability or invariance under addition can be deﬁned as follows (see Nolan [33]):
Deﬁnition 1. Non-degenerate X is stable if and only if for all n > 1, there exist constants cn > 0 and dn ∈  such that
n∑
i=1
Xi = cnX + dn (2)
where Xi are n iid copies of X . X is strictly stable if and only if dn = 0 for all n.
It can furthermore be shown that the only possible choice for the scaling constant is cn = n
1
α with some α ∈ (0, 2]. This
can be translated in a parametrization of the characteristic function φ(u) for the stable distributions. It can be shown that
this characteristic function has the same form as that of the Le´vy α-stable distribution family (see Nolan [33]). Therefore, by
deﬁnition (Eq. (1)), a Le´vy α-stable distribution is any distribution that is stable. Based on this stability property, any linear
weighted sum of iid stable distributions results in a stable distribution. With the same characteristic exponent α but different
5The Le´vy α-stable distributions is non-zero for (the support of the distribution) [33]
support S(α, β, γ, δ) =
⎧⎨
⎩
[δ,∞) α ≤ 1 & β = 1
(−∞, δ] α ≤ 1 & β = −1
[−∞,∞] otherwise
However, in this paper, the domain of x is limited to −10 ≤ x ≤ 10 (−1 ≤  ≤ 1 for WPFE). The pdf is normalized such that the integral of the pdf equals
1 on the supported domain.
6This can be generalized as follows: the pth moment of a stable random variable is ﬁnite if and only if p ≤ α [37]. Thus, for α < 1, the ﬁrst moment
(mean) is not ﬁnite. For 1 ≤ α < 2 the mean is ﬁnite, but the second moment (variance) is inﬁnite. The variance is ﬁnite if and only if α = 2.
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location, scale and skewness parameters (δi, γi, βi) and weights pi, this yields [40]7:
n∑
i=1
pi · S(α, βi, γi, δi) (3)
= S(α,
∑n
i=1 γi|pi|αβi∑n
i=1 γi|pi|α
,
n∑
i=1
γi|pi|α,
n∑
i=1
piδi)
D. Generalized Central Limit Theorem (GCLT): stable distributions as limiting distributions
The classical central limit theorem states that the normalized sum of iid terms with a ﬁnite variance converges to a normal
distribution. More precise (see [41]):
Theorem 1. Let Xi be n iid random variables with a ﬁnite variance σ2 = E [Xi − E(X)]2. The Central Limit Theorem then
states that
lim
n→∞n
−0.5σ−1
n∑
i=1
(Xi − E [X]) (4)
is a reduced Gaussian variable.
This result is the basis for the presumed occurrence of the Gaussian law in many practical applications, such as the description
of the WPFE. One argues that the sum of a large number of iid variables – such as the various sources of the WPFE – from a
ﬁnite-variance distribution will be (asymptotically) normally distributed. However, this theoretical result has been contradicted
by empirical ﬁndings in many ﬁelds. Often, this is caused by inﬁnite-variance distributed variables. If however the assumption
of a ﬁnite variance is dropped in the CLT, one can show via the Pareto-Doeblin-Gnedenko conditions8 (power law behavior)
and stability arguments (section III-C) that the limit (4) exits in a real sense and that this is the stable law (see section III-C and
[40], [41]). Therefore, if the variance of a large set of random variables tends to inﬁnity, a GCLT-argument may be employed
to justify a Le´vy α-stable distribution as the description of the sum of these variables. This is summarized in the Generalized
Central Limit Theorem (GCLT):
Theorem 2. Let Xi be n iid random variables with a variance σ2. The Generalized Central Limit Theorem then states
that Eq. (4) is a reduced variable that satisﬁes the stability equation. If X has a ﬁnite variance, the limiting distribution
is Gaussian (CLT). If X does not have a ﬁnite variance, the limit is stable non-Gaussian if and only if the conditions of
Pareto-Doeblin-Gnedenko are satisﬁed for some stability index α ∈ (0, 2].
E. Applications of stable distributions
Nolan [31] reports three reasons to employ a stable distribution. First, when there are solid (theoretical) reasons to expect
a non-Gaussian stable model: for example the reﬂection off a rotating mirror, yielding a Cauchy distribution. The second
reason is the Generalized Central Limit Theorem. Many observed quantities are the sum of many small terms, thus could be
described via a stable distribution. The third reason according to Nolan is purely empirical: many data sets show heavy tails
and skewness, properties that are well described by a stable distribution. The hypothesis of stability is however impossible to
prove [31]. No standard, widely-accepted tests for assessing stability is available (see [31], [37] and references herein).
Stable, α-stable, stable Paretian or Le´vy stable laws were ﬁrst introduced by Le´vy [42]. Despite of the lack of closed
expressions for the pdf and the standard stability tests, they have been proposed to model several physical and economic
processes [33]9. For example: the price of a stock [37], [40], [41], [43], multi-variate ﬁnancial portfolios [44], [45], loss
distribution models [46], network trafﬁc [47], wave power [48], engineering [48]–[50] and other ﬁelds [31], [33], [37], [43],
[51]–[53]. For a comprehensive overview of applications of stable distributions, see Nolan [33].
7Eq. (3) only holds for the parametrization of Eq. (1). Other parametrizations will yield other expressions for the β, γ and δ-parameters. Furthermore, if
α = 1, the resulting δ-parameter has to be calculated as
∑n
i=1
piδi − 2π
∑n
i=1
βipiγiln|pi| (see Nolan [33]).
8See Mandelbrot [41]. In the description of the WPFE, it is assumed that these requirements are met.
9The ﬁrst author to propose the stable distribution to describe heavy-tailed ﬁnancial data was Mandelbrot [40], [41]. After initial support in the ﬁrst years
of his publication, Mandelbrots stable distribution hypothesis was questioned. In the mid 1990s the stable distribution has made a dramatic comeback in
economics [37].
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Fig. 2. In the persistence method, the wind power prediction over an interval T is computed as the average of an interval of the same length. The time
difference between the start of the forecast interval and the interval used to calculate the average is the prediction horizon k. T and k have been chosen equal
to 4 hours in the ﬁgure.
F. Stable distributions as a WPFE description
The rationale developed in this paper stems from the similarities that can be found between WPFE data and some ﬁnancial
data, such as the price of a stock. Many of the concepts developed in ﬁnance and WPFE analysis rest upon the assumption
that asset returns follow a normal distribution. The strongest statistical argument for this choice is the Central Limit Theorem.
However, the empirical observations exhibit fat tails (ﬁnancial data: [40], [41], [43], [52], [53], WPFE: [12], [20], [21])
– a characteristic that cannot be described through a normal distribution. Although various distributions could be used as
heavy-tailed alternatives for the Gaussian distribution, the GCLT is invoked to motivate the use of stable distributions. Similar
reasoning applies to the WPFE description. The WPFE is the result of various sources of uncertainty and exhibits fat tails.
Therefore, under the GCLT, the stable distribution is here proposed to describe the WPFE.
IV. METHODOLOGY
First, the persistence method is introduced. This method will be used to generate various forecast scenarios, allowing to test
the performance of the stable distribution as a WPFE description. Second, the methodology used to derive the parameters of
the Gaussian, stable and β-distribution is discussed.
A. Generating forecast scenarios via the persistence method
The persistence method is a very simple method to generate forecasts based on historical data. It is often used as a benchmark
to compare various forecasting methods [1]. Here it is employed to generate forecast-scenarios of various quality from a given
wind power time series. The persistence method estimates the wind power generation on a certain interval [t+ k, t+ k + T ]
as the average of a previous interval [t − T, t] with the same length. This can be expressed for each time step a forecast is
made t as [12]:
∀j ∈ [t+ k, t+ k + T ] : p∗(t+ k + j|t) = 1
T
n∑
j=0
p(t− jΔt) (5)
with
• p∗(t+ k + j|t): the wind power forecast for time step t+ k + j made at time t,
• k: the prediction horizon,
• T : the prediction interval length,
• p(t− iΔt): the historical wind power values for time t and the n previous time steps within T (T = nΔt).
This method is illustrated in Fig. 2. For a more detailed description, we refer to Monteiro et al. [1] and Madsen et al. [23].
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B. Fitting the distributions to the WPFE data
As the behavior of the WPFE is highly dependent on the forecast, we focus on the joint distribution of the WPFE  and the
forecast p∗, further denoted by f(, p∗). This joint distribution can be studied indirectly by focusing on the conditional (here:
the observations given the forecasts f(|p∗)) and the marginal (here: the observations f(p∗)) distributions. The distribution
of the WPFE can hereby be approximated as f(, p∗) ≈ f(p∗) · f(|p∗). This approach is known as the Murphy-Winkler
veriﬁcation framework [54].
The methodology employed in this paper consists of three main steps. First, the conditional WPFE is calculated. In a second
step, the parameters of the various distributions are obtained. Last, the unconditional WPFE pdf ftot() is assembled.
C. Step 1: calculating the conditional error
To obtain an empirical distribution for the WPFE, a similar methodology as in [12] is employed. First, the measured and
forecasted wind power time series are sorted into power classes or bins (index i, set I) with a certain width ω according to their
forecasted value p∗. Then, the WPFE is calculated on each time step (index j, set J). The normalized conditional prediction
error i,j is deﬁned as the difference between the measured and the forecasted wind power:
i,j = pj − p∗j ⇔ lli ≤ p∗j < uli (6)
In this equation, p∗j is the wind power forecast that belongs to power bin i (lower limit lli and upper limit uli) on time step j
and similarly, pj is the measured wind power. With this WPFE time series, the histogram of the error i,j can be obtained for
each forecast bin i. The resolution of this histogram (width of the intervals) is chosen equal tot that of the WPF.
D. Step 2: obtaining the distributions parameters
The Gaussian, β and Le´vy α-stable distributions are used to describe the WPFE. The parameters of all distributions are
optimized for each power bin via a least squares ﬁtting method, applied to the pdf10. The starting values depend on the
distribution:
a) The Gaussian distribution N(μi, σi): The mean μi and the standard deviation σi are calculated directly from the data
sample.
b) The β-distribution B(a, b, pi, qi): The β-distribution according to Johnson [55] is characterized by four parameters.
This distribution yields non-zero values on the interval [a, b], here ﬁxed on [−1, 1]. The parameters pi and qi are restricted to
positive values. The mean μi and the variance σ2i of the data are related to the pi and qi-shape parameters of the β-distribution
via the method-of-moments [55]:
pi =
(1− μi) · μ2i
σ2i
− μi qi = 1− μi
μi
· pi (7)
c) The Le´vy α-stable distribution: The parameters of the stable distribution are estimated via the quantile approach by
McCulloch [38], the equivalent Gaussian and Cauchy distribution. In the latter case, γi has been chosen arbitrary equal to one
while the location parameter δi has been set to the position of the maximum in the empirical histogram.
E. Step 3: assembling the probability density function
To obtain an unconditional pdf for the WPFE, the pdf of each bin fi(i) are combined via the empirical probability that a
wind power forecast will be an element of that bin femp(p∗i ):
ftot(|a1, . . . , ak) =
m∑
i=1
femp(p
∗
i ) · fi(i|a1i , . . . , aki ) (8)
where m is the number of bins deﬁned, k is the number of parameters in the chosen distribution fi(i) and femp(p∗i ) the empirical
distribution of the forecasts over the power bins. In case of the stable distribution, this resulting distribution ftot(|a1, . . . , ak)
10Empirical research has shown that this yields the lowest error in the pdf and the cdf-ﬁt.
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is stable as well under the stability property (see paragraph III-C). If the stability index α is equal for all power bins (or if
this is imposed on the optimization), Eq. (3) can be used to describe the unconditional WPFE via one stable distribution.
V. RESULTS AND DISCUSSION
In this section, the performance of the stable distribution as a WPFE description is compared the performance of the Gaussian
& β-distribution. In two steps, we will demonstrate the higher quality of the WPFE description based on the stable distribution.
In the ﬁrst step, wind power forecasts are simulated via the persistence method, based on a historical wind power generation
time series (section V-A). Second, we take a closer look at the performance of the stable distribution as a WPFE description
in a case study, where we analyse a historical WPFE time series (section V-B).
Wind power data for 2006-2012 was taken from 50Hertz [56]11. Based on these time series, we constructed the historical,
normalized wind power time series (production and forecast errors).
A. Performance of the Le´vy α-stable distribution under persistence forecasts
Three forecast scenarios are generated from the historical wind power generation time series from 50Hertz [56], similar to
the approach in Bludszuweit et al. [12]. In the best case scenario (k = −T ), the forecast is generated as the average of the
measured values on that interval. A scenario with an intermediate forecast performance is generated via the persistence method
without a forecast horizon (k = 0). In the third scenario (k = T ), the forecast horizon increases linearly with the forecast
interval. The forecast interval ranges from 1 to 24 hours. The WPFE increases as the forecast interval is longer and exhibits
characteristics in line with values reported in literature. The performance of the Le´vy α-stable distribution in terms of squared
residuals12 is summarized in Fig. 3. As Bludszuweit et al. [12] do not perform a least-squares ﬁtting, the residuals prior to
optimization are shown as well.
In the k = −T scenario, the normalized root mean square error (NRMSE) rises from about 1% to 10% with increasing
forecast intervals T . Fig. 3a shows that the stable distribution outperforms the other distributions in terms of residuals of the
pdf-ﬁt. On average, the Gaussian distribution yields residuals that are 1.62 times higher compared to the stable distribution. In
case of the β-distribution, this factor rises to 9.4. In absolute values, the residuals are highest for short forecast intervals and
decrease rapidly with increasing forecast intervals. This decrease is the fastest and the strongest for the stable distribution. This
explains the trend of the increasing relative difference in performance between the distributions as the prediction interval is
longer. This can be observed for all forecast scenarios before optimization. In the cdf, the Gaussian and stable distributions are
characterized by very low residuals compared to the β-distribution (Fig. 3c). After optimization, the residuals of the Gaussian
and β-ﬁt again decrease considerably slower than those of the stable distributions – although faster than prior to optimization
–, yielding the high relative differences for forecast intervals between 3 and 6 hours (Fig. 3b). The poor performance of the
stable distribution for low forecast intervals is caused by high residuals in the ﬁrst forecast power bin. The stable distribution
tries to capture the extreme kurtosis (values over 40 are observed) of the data in this power bin. For the pdf, this yields good
results, but leads to poor performance in the cdf-ﬁt (Fig. 3d). For all other forecast intervals, the residuals of the cdf are situated
in the range 0.15 and 0.5. The residuals of the Gaussian and β-distribution for these forecast intervals are considerably higher
than those of the stable ﬁt.
When the WPFE data is generated with a zero prediction horizon, this yields NRSME values between 2.5% and 21.5%.
Before optimization, the stable distribution outperforms the Gaussian and β-distribution by a factor up to 20 (Fig. 3a). The
11The German TSO 50Hertz publishes forecasted wind power levels and actual production levels with a temporal resolution of 15 minutes online as of
2006 [56]. The time horizon of the forecasts used is 24 hours. For the period 2006-2008, only hourly forecast values are reported. The wind power capacity
installed over time is published on the same website and is used to normalize measurements and forecasts. This large data set consists of over 230 000 data
points. The current WPF is based on energy and meteo services: EuroWind, Fraunhofer IWES, meteomedia and WEPROG. The WPF is published at 6 p.m.
for the following day (8 a.m to 8 a.m). No details are given on the wind power forecasting model employed, nor on the methodology of the measurements.
12The residuals visualized here correspond to the sum of the residuals over all power bins:
rescum =
∑n
i=1
∑m
k=1
(
femp(k|p∗i )− fdist(k|p∗i )
)2
,
with n the number of forecast power bins, m the number of error power bins, femp(k|p∗i ) the empirical probability of errors k belonging to error power
bin k and fdist(k|p∗i the probability of that error calculated via a ﬁtted distribution. In Fig. 3, the cumulative residuals of the Gaussian & β-distribution
have been normalized with respect to those of the stable distribution.
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(a) pdf – before optimization
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Fig. 3. The Le´vy α-stable distribution outperforms the Gaussian & β-distribution in terms of cumulative residuals over a wide range of forecast scenarios.
Top left: the residuals of the pdf-ﬁt of the Gaussian and β-distribution, relative to the residuals of the stable distribution before least-squares ﬁt. Top right:
same ﬁgure, after least-squares ﬁt. Bottom left: resulting residuals of the cdf of the Gaussian and β-distribution, relative to the residuals of the stable
distribution before least-squares ﬁt. Bottom right: same ﬁgure, after least-squares ﬁt. The normalized cumulative residuals of the cdf for the β-distribution
before optimization in the cases k = 0 and k = T are not displayed on Fig. 3c as they are higher than 103.
performance of the Gaussian and β-distribution is similar to their performance in the k = −T scenario. In terms of the
cdf (Fig. 3c), the stable distribution outperforms the Gaussian distribution by a factor 8 on average. For the β-distribution,
this factor exceeds 103 (not visible on Fig. 3c), caused by poor performance of the method-of-moments to calculate the
distribution parameters. After optimization, the residuals of the pdf-ﬁt (Fig. 3b) of the stable and Gaussian distribution rise as
the forecast interval T increases. Simultaneously, the performance of the Gaussian and β-distribution converge. Once more, the
β-distribution yields high residuals for short forecast horizons. Looking at the cdf (Fig. 3d), the performance of the Gaussian
and β-distribution is comparable over the whole range of forecast intervals T considered. For all distributions, the residuals
rise with the forecast interval T . The stable distribution outperforms the Gaussian and β-distribution by a factor 17.5 and 23.2
on average respectively.
NRSME values between 5% and 28% are observed in the k = T scenario. Before optimization, the stable distribution yields
the lowest residuals in the pdf and cdf-ﬁt. The residuals of the β-ﬁt in the pdf (Fig. 3a) are high for short forecast interval
and sharply decrease as T increases. The residuals of the stable and Gaussian distribution are in a narrow interval over the
T -range considered. The cdf-ﬁt (Fig. 3c) yields high residuals for the β-distribution (not in visualised range on Fig. 3c). The
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Fig. 4. The majority of the observed values of (squared) skewness and kurtosis in the WPFE data are situated well out of the feasible area of the Gaussian
(kurtosis 3, skewness 0) and β-distribution (grey area). The data of power bin 1 and 37 have been omitted due to their extreme kurtosis values.
stable and Gaussian distributions result in residuals of the same order of magnitude. These residuals increase modestly as the
forecast interval is longer. After optimization, the residuals of the pdf-ﬁt (Fig. 3b) again increase with the forecast interval
T . The performance of the Gaussian and β-distribution is similar. The stable distribution yields the lowest residuals for all
T -values in the pdf (Fig. 3b) and the cdf-ﬁt (Fig. 3d).
B. A closer look at the performance of the stable distribution: a case study
Based on the wind power data (forecasts & measurements) for 2006-2012 from 50Hertz [56], we constructed the historical,
normalized WPFE time series. This section describes the analysis of that data set in detail.
1) Statistical analysis of the WPFE data: The NRMSE varies between 0.018 and 0.19 p.u. The high values for the NRMSE
in certain power bins should be interpreted with caution, as these power bins contain few data points – a remark that holds for
the remainder of this case study. The bias varies from -0.18 to 0 p.u. over the power bins. The average bias amounts to -0.027
p.u. The average standard deviation equals 0.078 p.u. and varies between 0.02 and 0.107 p.u. The skewness, as a measure for
the asymmetry of the data, exhibits positive values in the lower power bins and negative values in the higher power bins, in
line with our expectations. The skewness varies between -4.7 and 5.1. The kurtosis, as a measure of the peakedness of the
distribution, varies here between 2.876 and 55.6. If the extreme kurtosis values of the ﬁrst and the last power bins are excluded,
a maximum kurtosis of 10.2 is observed. These values are in line with the literature [12], [20], [21] and conﬁrm the reported
leptokurtic character of WPFE data.
Note that the non-zero bias implies that the zero-bias assumption in, amongst others, [5]–[7], [9] does not hold. Furthermore,
looking at Fig. 4, it is clear that the β-distribution does not allow to capture all the asymmetry and peakedness of the WPFE
data. The vast majority of the power bins are however characterized by kurtosis values above the feasible range of the β-family.
This is directly visible in the behavior of the tail index of the stable distribution. The estimated13 α is situated between 1.19
and 2 with an average of 1.35.
2) Performance of the stable distribution: The stable distribution is compared against the performance of the normal and
the β-distribution. An example of the ﬁtted distributions is displayed in Fig. 5 for the 10th power bin. The data is clearly
asymmetric (skewness: 0.79) and leptokurtic (kurtosis: 5.18). The β and Gaussian ﬁt do not allow for this behavior, while the
stable distribution does (Fig. 5).
13These values are obtained via the percentile approach by McCulloch [53]. As shown by Weron [57], large datasets (O(106) samples) are needed to
adequately estimate the tail index, especially when the actual tail index is close to 2. Some estimators, such as the log-log regression method or the Hill
estimator, may lead to gross overestimations of the tail index. The McCulloch approach [53] is more robust and will not yield values greater than 2. Results
should however still be regarded as estimates and interpreted with caution.
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(b) Cumulative histogram and ﬁtted distributions (cdf)
Fig. 5. The histogram, the ﬁtted pdf and cdf for the 10th power bin. The β– and Gaussian distribution exhibit a comparable performance. The stable
distribution allows for the best ﬁt. Note the asymmetry of the data: as the 10th power bin contains forecasts between 0.225 and 0.25 p.u., the error must be
in the interval [-0.25,0.775].
The residuals of the least squares ﬁt in each power bin are shown and compared in Fig. 6. In Fig. 6, a general U-shape in the
residuals can be observed. In the lower power bins, residuals are high and decrease with the power bin number. For the higher
power bin numbers, a trend of rising residuals with the power bin number can be observed. As the predicted wind power is
closer to the limits of the physical range of the WPFE ( ∈ [−1, 1]), the empirical histogram exhibits more asymmetry. This is
more difﬁcult to model through any of the distributions, yielding higher residuals. This asymmetry is visible as well in Fig. 5.
Looking at the pdf, the stable distribution outperforms the other distributions in all power bins except power bin 21 and 24.
In these power bins, the β-distribution yields a 2.56% and 0.18% improvement over the stable distribution. The performance
of the β- and the Gaussian distribution is similar, except for the ﬁrst two power bins. As the rise of the residuals in the lower
and higher power bins (the U-shape) is less pronounced for the stable distribution, the highest performance improvements are
observed in these power bins. Residuals of the stable distribution are up to 70 times lower compared to the β-distribution. When
comparing the overall residuals (the sum of all residuals over the power bins), the stable distribution results in an improvement
in performance of 137% compared to the Gaussian distribution and 567% compared to the β-distribution.
The story is somewhat different for the cdf. The stable distribution is here out performed by the Gaussian and β-distribution
in 6 to 8 power bins. However, the differences between the different distributions in performance are rather small. The Gaussian
and β-distribution again show a similar performance, except for the ﬁrst two power bins. In terms of the cumulative squared
residuals, the stable distribution still outperforms all other distributions considered. Improvements of 240% (compared to the
Gaussian distribution) and 284% (compared to the β-distribution) are observed.
3) The Le´vy α-stable distribution: The parameters, obtained via the least-squares ﬁt, are listed in table I. The optimized
tail index α varies between 1.05 and 2, with an average value of 1.6716 (heavy tailed data). However, no clear trend can be
distinguished in the tail index α. The trend of decreasing skewness with rising power bin number observed in the data can
also be found in the values of the optimized skewness parameter β. The location parameter δ exhibits the same behavior as
the bias of the WPFE data: low power bin numbers show a positive bias, while higher power bin numbers are characterized
by a negative bias. The scale parameter (γ) is situated between 0.0027 - 0.0718 and has an average value of 0.0484. The data
in table I shows that the stable distribution is a normal distribution (tail index α → 2) in power bin 21 and 27. The kurtosis of
the data in these power bins equals 3.72 and 3.11 respectively. The skewness is limited to -0.12 and -0.43. These values should
be compared with the skewness (0) and kurtosis (3) of the normal distribution. The standard deviation is 0.11 and 0.0935,
similar to the range standard deviation of the other power bins and is related to the scale parameter γ. The bias equals -0.0271
and -0.0111 and is to be compared with the location parameter δ.
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(c) Residuals (cdf)
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Fig. 6. In terms of squared residuals, the stable distribution outperforms the Gaussian & β-distribution. The values in the ﬁgures on the right are normalized
against the corresponding values for the Le´vy α-stable distribution. Note that no ﬁt is generated for power bins 35 to 40 as they contain too few samples to
adequately represent the distribution in these power bins.
VI. CONCLUSION & FUTURE RESEARCH
Wind power is one of the largest sources of renewable electricity. This form of electricity production is however characterized
by a limited predictability. A correct description of the wind power forecast error (WPFE) holds important information for
short term economical & operational (reliability) studies in the ﬁeld of wind power. The focus of this paper therefore is the
statistical, distribution-based description of the WPFE. To this goal, the relevant literature on statistical distributions used to
model the WPFE has been reviewed.
From the literature and own calculations, it has been shown that WPFE data exhibits heavy tails. In analogy with models
proposed in the ﬁnancial sector, the Le´vy α–stable distribution is proposed as an alternative description of the WPFE. These
distributions allow to model the skewness and kurtosis observed in the WPFE data – in contrast to the Gaussian and β-
distributions currently proposed in the literature. Furthermore, in the GCLT the stable distributions are postulated as the only
possible non-trivial limit distribution of normalized sums of independent and identically distributed random variables, such as
the various sources of the WPFE.
The performance of the Le´vy α–stable distribution is compared to that of the Gaussian and the β-distribution in numerous
WPF scenarios generated via a persistence approach. The effect of the prediction interval and horizon has been investigated. The
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TABLE I
THE PARAMETERS OF THE LE´VY α-STABLE DISTRIBUTION OBTAINED VIA THE LEAST SQUARES FIT.
Power Lower Upper Le´vy α-stable distribution
bin limit limit α β γ δ
[−] [p.u.] [p.u.] [−] [−] [−] [−]
1 0 0,025 1,490956 -0,17701 0,002745 -0,01264
2 0,025 0,05 1,200699 1 0,013463 0,018465
3 0,05 0,075 1,728345 1 0,019416 -0,01628
4 0,075 0,1 1,641842 0,999999 0,025312 -0,00796
5 0,1 0,125 1,648228 0,928762 0,030159 -0,00997
6 0,125 0,15 1,759023 0,98355 0,033693 -0,01261
7 0,15 0,175 1,63697 0,530829 0,035516 -0,01664
8 0,175 0,2 1,805913 -0,0238 0,039359 -0,02792
9 0,2 0,225 1,713584 0,433488 0,042915 -0,02031
10 0,225 0,25 1,773031 0,820393 0,044469 -0,02246
11 0,25 0,275 1,630213 -0,01097 0,0457 -0,03425
12 0,275 0,3 1,778905 -0,02646 0,050355 -0,03861
13 0,3 0,325 1,826589 0,495014 0,052551 -0,03011
14 0,325 0,35 1,703064 0,780857 0,057736 -0,01966
15 0,35 0,375 1,927614 0,982638 0,061633 -0,02776
16 0,375 0,4 1,855012 0,561979 0,060008 -0,03092
17 0,4 0,425 1,307637 0,158414 0,061526 -0,02031
18 0,425 0,45 1,518471 -0,04812 0,063369 -0,03109
19 0,45 0,475 1,781856 0,244511 0,067507 -0,02817
20 0,475 0,5 1,853991 0,569429 0,068698 -0,02717
21 0,5 0,525 2 0 0,071804 -0,04196
22 0,525 0,55 1,709676 0,398764 0,068326 -0,04196
23 0,55 0,575 1,97504 0,916131 0,063813 -0,03455
24 0,575 0,6 1,825685 0,289011 0,064353 -0,02617
25 0,6 0,625 1,834317 -0,14999 0,05863 -0,03763
26 0,625 0,65 1,848721 -0,20268 0,058917 -0,03294
27 0,65 0,675 2 0 0,063434 -0,01222
28 0,675 0,7 1,907413 -0,52005 0,063278 -0,0392
29 0,7 0,725 1,890048 -0,99998 0,058302 -0,0356
30 0,725 0,75 1,461485 -1 0,047861 -0,05625
31 0,75 0,775 1,107461 -0,2942 0,042111 -0,08605
32 0,775 0,8 1,369544 -0,87744 0,042385 -0,05988
33 0,8 0,825 1,050504 -0,79263 0,035065 -0,36706
34 0,825 0,85 1,271564 -1 0,030773 -0,09872
analysis has shown that the Le´vy α–stable distribution outperforms the Gaussian and β-distribution. Partly this improvement
can be explained by the higher number of parameters used in the stable distribution. However, the improvement cannot be
attributed to this fact alone. The results indicate that the data originates from a stable process and thus can best be described
by a stable distribution. The improved performance of the approach presented in this paper has been demonstrated in detail in
a case study of the historical WPFE on the wind farms in the 50Hertz grid.
The improved representation of the WPFE allows researchers and industry to develop improved operational models that
reﬂect the heavy-tailed nature of the WPFE. This can further facilitate the integration of wind power in the power system
through advanced operational techniques, such as dynamic reserve levels and stochastic simulations.
This research may be further strengthened on the following ﬁelds. First, the starting values for the optimization of the
parameters of the stable distribution affect the resulting parameters and thus performance considerably and may require further
attention. Second, the objective function (min. squared residuals) utilized in this paper has merely been chosen to demonstrate
the superiority of the stable distributions in capturing the shape of the WPFE. If one aims to characterize speciﬁc shape
characteristics of the WPFE (e.g. the tails or peaks), this criterion might not be suitable. Third, the effect of the width of the
power bins has not been examined explicitly. This power bin width is a compromise between the level of detail needed to
describe the distribution adequately within a power bin – pushing for a small power bin width – and the amount of data in
each power bin, allowing a statistical analysis, yielding a lower limit for the power bin width. Other power bin widths may
lead to lower residuals.
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