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Abstract 
Snow is an important source of water. However, data is often lacking on water content (snow water 
equivalence – SWE), as well as the extent and depth of the seasonal snow cover. This research 
project aimed to determine the amount of water in a snowpack (SWE) from snow depth and snow 
density measurements in an areal manner using remote sensing and photogrammetry. The potential 
of this method is to allow for the automated estimation of both snow depth and water content at a 
landscape scale. 
 
Current snow depth measurements rely on point samples taken in an ad hoc manner but this can lead 
to a poor estimation since snow depth can be highly variable over an area. This project used high 
spatial resolution digital aerial photography to estimate snow depth in an areal manner and will 
therefore map depth variability. Five field campaigns were undertaken within the Falls Creek Ski 
Resort, over 18 months, to establish a framework of positional points, collect snow data and acquire 
digital aerial imagery. 
 
Two missions of digital aerial photography were flown and captured images in both a snow season 
and during a no-snow period. Photography from both missions had stereoscopic overlap appropriate 
for automated digital elevation model (DEM) generation. The digital aerial photography was captured 
with a Digital Mapping Camera (DMC) and had a ground sample distance (GSD) of 8 cm (scale of 
~1:6700).  
 
In order to accurately geo-reference the photography and validate derived DEMs, GPS surveys were 
undertaken to obtain appropriate positional datasets. One particular GPS survey was completed 
concurrent with the image capture of snow-covered terrain to obtain appropriate validation points of 
the snow surface and to coordinate photo control. A framework of accurate positional points was 
established using static, rapid-static and real time kinematic GPS techniques. Positional data collected 
was in GDA94/MGA94, Zone 55 and AHD elevation. 
 
DEM generation used the automatic image matching algorithms of two software packages. Each 
software suite was used to create multiple DEMs with different input parameterisations. DEMs 
generated of the snow surface resulted in RMSE values of around 0.16 m, from both suites; although 
one exhibited an apparent bias (overestimating elevations) the other suite appeared to have a random 
distribution of differences. The no-snow DEM modelled the tops of vegetation while the GPS surveys 
measured the true ground terrain elevation (bottom of the vegetation) therefore it was more difficult to 
assess the accuracy of the no-snow DEM. However, a subset of validation points in non-vegetated 
areas resulted in a comparable RMSE of 0.16 m. 
 
The difference between each snow DEM and the no-snow DEM allowed the estimation of snow depth 
as a surface. This mapped snow depth over the study area, and is one of the two inputs needed to 
calculate SWE. The other input – snow density, was calculated from manual snow samples collected 
in parallel with in situ spectral measurements. Snow cores, snow grain measurements, snow firmness, 
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snowpack and air temperatures were collected during snow campaigns. The snow core dataset was 
used to calculate snow density (for the surface) and was interpolated into a surface (raster). The snow 
depth raster multiplied by the snow density raster created a SWE raster, therefore mapping SWE over 
an area. The variability of snow depth, snow density and resulting SWE can be observed from the 
resultant rasters. 
 
A parallel dataset was used to characterise the snow (at least for the surface) manually and using  
in situ spectral-radiometry. Spectral reflectance signatures were used to infer the properties of snow, 
such as snow grain size. Both observed reflectance and transformed reflectance spectra were used to 
estimate snow grain size. One prominent absorption feature (~1030 nm) of the snow reflectance was 
found to be highly correlated with grain size (r = +0.71, p <0.05) allowing for the estimation of SWE, at 
least for the snow surface.  
 
The use of remote sensing, photogrammetry and ground field surveys allowed for the areal estimation 
of SWE, and characterisation of snow. This is particularly important in a natural environment that can 
be highly variable over small areas, and even more so over large areas. Using rasters to map snow 
depth, snow density or SWE have potential as they are able to show variability at a landscape scale. 
 
 
 1 
CHAPTER 1   
 
 
Introduction 
 
 
1.1 Background 
Water is an important natural resource, without it, life of any description cannot be sustained. In 
Australia water is both scarce and precious. Snow is significant for two equally important reasons. 
Firstly, it is important in maintaining global heating and cooling of the Earth’s surface due to its high 
reflective properties (National Snow and Ice Data Center (NSIDC) 2008b). Secondly, it provides a vital 
supply of water for irrigated agriculture, industry, power generation and domestic supply (National 
Atlas of the United States (NAUS) 2007). 
 
On a global scale, Australian snow falls are modest. Despite this, snow in Australia is very important. 
Some regions, for example, in the high latitudes in the northern hemisphere, may receive, in a single 
day, the same amount of snow fall as Australia in a snow season. Average snow fall in Australia’s 
alpine region is about two metres (Peterson 2009). The snow season is short, snow extent small and 
is confined to regional areas. Nonetheless, some catchments in Victoria are heavily influenced by 
snow. Victoria is not greatly dependent on snow melt during the warmer months, but given the dry 
climate and deep drought, knowing how much water a snowpack holds in the winter can assist in 
water management schemes.  
 
Water in the Victorian alpine region has been used for electricity generation from hydro-power for 
decades. The Kiewa hydroelectric scheme consists of three power stations that were built from the 
late 1930s to 1961 (Australian Gas Light Company (AGL) 2008). The amount of hydro-power is limited 
by the amount of water that is available and the height difference between the source of the water and 
the hydro turbine. For further details hydro-power generation see (Sims 1991). The Kiewa catchment 
is snow covered for up to five months a year and the water from snow melt sources the Kiewa  
hydro-power station. In addition, another hydro power station is currently under construction in the 
same region which will also draw (snow melt) water from the Victorian alpine region (AGL 2008). 
Determining the amount of water in a snowpack is now more important than ever in the Victorian Alps 
since more infrastructure is dependent on the same source for water.  
 
The amount of snow fall and snow depth is difficult to predict. Peterson (2009) presented actual 
verses predicted snow depths for a part of the Australian alpine region, for the last fifteen years. 
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Typically, snow depth has been over predicted by about 40 cm. Given these results, predicting snow 
depths is not sufficient and the actual measurement of snow depth is required. In addition, snow depth 
can be variable over quite small distances, and highly variable over the entire alpine region. 
 
Currently, in the Australian alpine region, point-based measurements of snow depth and snow water 
equivalence (SWE) are collected during the snow season and are extrapolated to model an area and 
estimate the water content. This research intends to measure snow depth and snow water content 
using area-base measurements. Using remote sensing, area-based methods and computations to 
determine snow depth and SWE should result in better snow water estimates. 
 
Remote sensing and digital photogrammetry have often operated as separate disciplines. Remote 
sensing imagery and aerial digital photography have both, over the past few years significantly 
advanced and converged. A couple of recent advances in digital camera technology are increased 
radiometric depth of camera systems and extended sensitivity of the camera to the near-infrared 
region of the electromagnetic spectrum. Digital photography captured in near-infrared can be 
simultaneous to capturing the ‘regular’ colour (red-green-blue – RGB) image. 
 
Recent advances in digital camera systems will aid in this research. Snow cover or low textured areas 
are known to cause problems when using photogrammetric techniques. The lack of texture and 
remoteness of snow covered areas affects the ability to establish reliable ground control, match 
conjugate points when orientating images and during image matching processes for surface model 
creation (Favey et al. 2002). Current digital camera systems have the capability to capture data in high 
radiometric and spatial resolutions (12-bit radiometric & ~5 cm ground sample distance), both of which 
are important in creating DEMs of snow surfaces and mountainous regions. Previous efforts, for 
example, by Bacher et al. (1999) used aerial film photography to create DEMs of glacial areas, to an 
accuracy of 1-2 m (photo scales between 1:39,000 and 1:52,000). This accuracy is not suitable for 
snow covered regions in Australia, since snow depths rarely exceed 3 m.  
 
Spectral radiometers can record the reflectance of objects or land covers. The near-continuous 
spectral resolution allows for diagnostic absorption features to be observed. Spectral reflectance of 
snow has been used to infer properties of the snow surface. Manual sampling has also been 
conducted concurrent with reflectance measurements, such as snow grain size (Odermatt et al. 2005; 
Painter & Dozier 2004). Many studies of snow and ice have been undertaken in the northern 
hemisphere where temperatures are much colder and snow is drier and have smaller grain sizes  
(Gay et al. 2002; Klein & Barnett 2003; Painter et al. 2003; Semadeni-Davies 1999). The advantage of 
using remote sensing technologies to retrieve characteristics of snow (in particular) is that snow is 
usually located in remote regions of the Earth and is difficult to measure physically. In addition snow is 
very ephemeral and malleable, and actually touching snow will alter it structure and composition, 
therefore possibly affecting snow attribution and measurements. 
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1.2 Research aim, scope and questions 
This research project aimed to incorporate photogrammetric techniques with remote sensing 
technologies and ground based surveys to determine snow depth and SWE. An area-based method 
was used to calculate SWE. The concept entails the use of digital elevation models derived from 
digital aerial photography and field collected reflectance of snow cover. The digital elevation models 
will be used to estimate snow depth. One digital elevation model (DEM) represents the terrain, without 
snow, and one DEM represents snow covered terrain, of the same area. The displacement of the 
snow surface DEM from the bare terrain DEM allows the calculation of snow depth. A parallel task and 
dataset is to derive snow characteristics from spectral reflectance measurements. 
 
The accuracy of the DEMs derived from the aerial photography is limited by the aerial photography it 
is derived from and also the ground control. These two datasets are then limited by the accuracy of 
the equipment used to collect them. Given these constraints the desired project accuracy for the digital 
surface models was <0.20 m (for the vertical component). The GPS survey accuracy was desired to 
be <0.020 m for horizontal, and <0.050 m for vertical.  
 
The scope of this research extends to determining snow depth over the study area using DEMs and 
determining snow characteristics using manual sampling and spectroscopy on a per-point, ground 
basis. SWE was estimated using the resultant snow depth raster (derived from two DEMs) and ground 
based snow samples that were collected and interpolated into a snow density surface. A spectral 
imaging dataset to determine snow density, or snow grain size was not collected due to the failure of 
two campaigns of (aircraft-based) imaging spectroscopy. This limitation did not hinder the calculation 
of SWE over small sample areas, but did hinder the estimation of SWE at a landscape (whole study 
area) scale. 
 
This research adopted sampling methods suited for the northern hemisphere where conditions are 
cooler and snow grains are smaller, but also where snow covered areas are much larger and applied 
modified techniques to suit an Australian context. Spectral measurements of snow have also been 
undertaken repeatedly in the northern hemisphere, many dataset of snow spectra are of snow grain 
sizes <1 mm, while Australian snow, due to the warmer conditions have snow grain sizes up to 4 mm. 
Utilisation of area based modelling methods to determine a land cover that is highly variable should 
provide better estimates of snow depth. Whereas current methods are point based and extrapolated to 
be representative of a very large area. 
 
Four research questions have been formed and will be addressed in this thesis: 
 
1. What level of accuracy can be achieved using a photogrammetrically created surface model, 
over snow covered terrain? This achieved, can a high spatial resolution estimate of snow 
depth be produced. 
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2. Can the retrieval of snow characteristics (grain size) from reflectance measurements be 
accomplished in an Australian context? 
 
3. What is the utility of remote sensing-based methods in estimating snow depth and snow 
characteristics? 
 
4. Can SWE, at the landscape scale, be predicted from two passive remote sensing methods – 
the use of aerial photography and hyperspectral imagery (imaging spectroscopy)? 
 
1.3 Thesis outline 
This section outlines the chapters of this thesis. Chapters 2, 3, 4, 5, 6 and 7 include an introduction to 
the chapter and a summary of key components at the end. Major sub-sections of chapters also include 
short summaries after the section. 
 
Chapter 1: Introduction 
Introduced the topic of this research and described the aim and scope. The chapter also presented 
four research questions that will be answered throughout the thesis. 
 
Chapter 2: Literature review 
This chapter reviews different elements of this research, 1) the environment in which snow and ice 
exist in, on a global (the cryosphere) and local (alpine) scale and 2) the technologies used to acquire 
datasets – digital aerial photography and spectroscopy.  
 
Chapter 3: Methods – Site and positioning selection 
This chapter details the study area and its environment, and then describes the sampling frame and 
stratification of the study area into smaller survey areas. The chapter also describes the general field 
activities undertaken during each field campaign. A brief review of the positioning technology GPS and 
reasoning behind the technology used in this research completes this chapter. 
 
Chapter 4: Methods – Data collection 
This chapter details the individual field activities, and the post-processing of the positional data. There 
were two distinct field activities undertaken to collect the ground-based datasets for the project. One 
dataset was obtained by means of GPS surveys, which were required to support aerial photography 
capture and to obtain a valid positional dataset. The other dataset was in situ spectral-radiometry 
(spectroscopy) and manual snow sampling, collected as a secondary and parallel dataset. 
 
Chapter 5: Methods – Digital aerial photography and photogrammetry 
The chapter describes the digital aerial photography. It includes the flight planning, photo control 
targets, acquired photography and photogrammetric processes undertaken to create DEMs. Desired 
image specifications are proposed and the constraints of the surrounding terrain and camera system 
are given. These constraints transfer to the allowable specifications of the acquired imagery. Prior to 
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the generation of DEMs, analysis of photography to check for its suitability for this application is 
described. The different parameters offered for configuration by software packages for DEM 
generation are listed and described. Two software suites were used to generate DEMs. Finally this 
chapter details the different DEMs created. 
 
Chapter 6: Results, analysis and discussion – DEM validation 
This chapter details the validation process undertaken on the generated DEMs. DEM validation and 
accuracy assessment were undertaken using the two independently field collected datasets, that is, a 
dataset collected of the terrain (during no-snow conditions) and one during snow conditions. In 
addition the latter dataset was collected concurrent to the image acquisition, which the DEMs were 
derived from. All DEMs (created by the two different software packages) were validated and assessed.  
 
Chapter 7: Results, analysis and discussion – Snow depth, snow density and SWE estimation 
The different datasets collected in the field were able to derive snow depth (from GPS observations) 
and snow density (from snow cores) on a per point basis. Snow depth over the study area was 
obtained from the DEMs created in the previous chapter, while a snow density raster was interpolated 
from the snow core samples. A raster depicting SWE was obtained from multiplying the snow depth 
raster by the snow density raster. Limitations of the resulting snow depth (point-based), snow density 
and rasters (snow depth, snow density and SWE) are discussed.  
 
The spectral measurements and snow sample data sets are correlated and analyses to determine if 
snow characteristics can be inferred from reflectance measurements. Measured reflectance was used, 
but was also transformed in order to apply advanced spectral analysis methods. Prior to the statistical 
analysis, spectral data sorting was undertaken to remove noisy spectral measurements.  
 
Chapter 8: Conclusions and recommendations 
This chapter concludes the thesis and summarises the key findings. Research questions are 
addressed, reporting the success or challenges of the research in answering the initial questions. 
Recommendations are presented for other further research that may be considered in the future 
regarding this topic. 
 
1.4 Use of geospatial techniques 
This research project utilises various geospatial techniques: surveying, GPS, remote sensing and 
photogrammetry to derive snow depth, snow density and hence estimate SWE. Figure 1.1 shows the 
major tasks undertaken in this project, the interconnected nature of the research activities, and the 
section where they will be discussed. The two outcomes shown can be coupled, to estimate SWE on a 
landscape scale. In addition, GPS surveys were an important element in this research and were used 
in both aerial photography and spectroscopy. 
 
  
 
Figure 1.1: Geospatial techniques used in this research and the contribution to SWE. 
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CHAPTER 2   
 
 
Literature Review 
 
 
2.1 Introduction 
This literature review provides a background for the many components of this research project which 
include both environmental and technical. This review consists of three parts, 1) the environment 
which this research is located in – the cryosphere and alpine regions, 2) existing snow depth and SWE 
methods and 3) photogrammetric and remote sensing systems and their use in snow hydrological 
applications and studies. GPS technologies, although used considerably during the field work, have 
not been reviewed in this chapter, rather they will be described in chapter 3 to complement field 
methods  
 
The first part of this chapter will describe the importance of water in its solid and liquid form. On a 
global scale, water in its solid form is part of the cryosphere, and once it melts into its liquid form 
becomes part of the hydrosphere. Emphasis is placed on snow and ice. Global alpine regions will be 
reviewed, which will lead into a review of Australian alpine regions. Ecological characteristics of the 
study area will be considered in chapter 3 as the sampling regime was highly influenced by the 
surrounding environment.  
 
The second part of this chapter will review traditional snow sampling methods to measure snow depth 
and SWE. In this context, traditional snow sampling techniques refer to point-based samples, where 
single snow depths or SWE measurements are taken to represent the surrounding area. These snow 
sampling techniques are typically destructive, requiring the physical handling of snow for 
measurement. 
 
In the final part of this literature review, remote sensing methods are evaluated to assess if the same 
characteristics of snow measured via manual sampling methods can be retrieved from reflectance 
observations. Remote sensing techniques have the advantage of being able to provide a full area 
sample and do not require direct contact with the snow (or target feature). Although remote sensing 
methods provide a non-invasive method, manual snow samples are still required to complement 
reflectance measurements for validation purposes. Prior to the evaluation of remote sensing methods 
in snow hydrological applications, the characteristics used to define remote sensing sensor systems 
are described.  
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Aerial photography is used to derive digital elevation models (DEMs) using automated methods. 
Photogrammetric methods are established techniques and can be used to create surface models. 
Digital aerial systems will be detailed and contrasted with traditional film based cameras. Many factors 
can influence the accuracy of aerial photography captured for photogrammetric purposes (film or 
digital). Factors include the method of capture (percentage of overlap, flying height and subsequent 
base/height ratio), the camera system (film or digital, camera focal length lens and refresh rate) and 
the ground control available to geo-reference the capture photography. These factors will be 
addressed. 
 
2.2 The Cryosphere (Global scale) 
The cryosphere is defined as the frozen water part of the Earth’s dynamic system, which 
encompasses land ice and sea ice (NSIDC 2008a; Rees 2006). Snow is part of the cryosphere. The 
measurement and characterisation of the cryosphere has a long history, (Ashton 1980; Male 1980; 
Singh & Singh 2001) and even dating back to the mid-1800s (Raymond 1980). The NSIDC (2008a) 
defines the cryosphere as regions of the Earth’s surface where water is in its solid form, listing six 
aspects 1) snow, 2) ice, 3) sea ice, 4) glaciers 5) ice shelves and icebergs and 6) permafrost 
(perennially frozen ground). The study site for this project is located in an area where snow cover is 
seasonal. Emphasis is therefore placed on snow and ice, while other aspects of the cryosphere are 
addressed. All aspects of the cryosphere are important as they hold a substantial proportion of global 
fresh water and play a major role in the global heat balance.  
 
The cryosphere is a very important element in the Earth’s system. Snow and ice are highly reflective 
surfaces of incident solar radiation, therefore allowing very little solar energy to be absorbed by the 
ground (Stroeve et al. 2005). In contrast, bare ground absorbs approximately four to six times more of 
the sun’s energy than snow covered ground (NSIDC 2008b). For this reason snow plays a vital role as 
a feedback mechanism to the global system. The cryosphere is of importance because these regions 
influence the global climate and are highly sensitive to temperature changes. Snow and ice are also 
important in global water balance (Rees 2006). 
 
The cryosphere is not limited to the Polar regions (Arctic and Antarctic) but also includes mountainous 
regions in the United States and northern regions of China and Canada, and even Mount Kilimanjaro 
in Africa. Snow, for instance, can be found all over the world, including around the equator  
(NSIDC 2008a). The cryosphere is ever changing, as it expands in winter months and recedes in 
warmer months (NSIDC 2008d). 
 
2.2.1 Snow and ice 
Snow crystals form when cold temperatures and high humidity combine in the atmosphere  
(Ahrens 2008). Rees (2006) categorised snow into three different types of cover depending on the 
length of time it remains on the ground, 1) permanent, 2) seasonal and 3) temporary. Permanent snow 
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is retained for many years. Temporary snow lasts for a few days, while seasonal snow will last for a 
few months and replenishes throughout the winter season. Seasonal snow cover is highly variable 
temporally and spatially and there is generally an increase in snowfall and duration of cover with 
increasing altitude and latitude (Male 1980).  
 
The presence and melting of snow on the Earth’s surface is very important. Factors such as rate of 
accumulation, variation of depth during the winter season, length of retention and maximum depth 
affect global patterns of heating and cooling of the Earth’s surface and surrounding air  
(NSIDC 2008b). For example, when snow disappears early in the spring, the solar energy that 
normally would be reflected from the presence of snow, would warm the bare ground and have an 
adverse effect on the Earth’s surface (NSIDC 2008b).  
 
The amount of solar radiation reflected from the surface is termed albedo and is given as a 
percentage of the incoming light (Ahrens 2008). New snow reflects more than 80% of the incident 
solar radiation. However, this reflectance reduces significantly as the snow ages or when impurities 
are present. Older snow with larger grains (or snow that has survived one season – firn), has an 
albedo of around 50% (Partl 1978; Stroeve et al. 2005). In addition, the albedo of snow is influenced 
by porosity (density), grain size and grain shape (Male 1980). Nesje and Dahl (2000) provide seven 
categories of snow, based on the age or the impurities present, and their corresponding albedo 
values. These are shown in Table 2.1, with other land cover types (and clouds) and their albedo value, 
included for comparison. 
 
Table 2.1: Different land cover and cloud types with albedo values, adapted from  
Nesje and Dahl (2000) and Ahrens (2008). 
Snow and ice type Albedo range (%) Land cover type Albedo range (%) 
Dry snow (newly fallen) 80-97 Sand 15-45 
Melting snow 66-88 Grassy field 10-30 
Firn 43-69 Ploughed field 5-20 
Clean ice 34-51 Clouds Albedo range (%) 
Slightly dirty ice 26-33 Thick clouds 60-90 
Dirty ice 15-25 Thin clouds 30-50 
 
Snow crystals form in various shapes and sizes and constantly change through a process called 
metamorphism. Metamorphism is the change in shape, size, structural strength, permeability, thermal 
conductivity and density of snow crystals, whereby larger particles change into a spherical shape and 
smaller particles are eliminated (History of Winter (HOW) 2003; Male 1980). During their formation and 
descent snow crystals can change form, grow and disintegrate as the air temperature and humidity 
change, therefore affecting its density (Chow 1992). The presence of wind can also change the 
structure of the snow, and once it hits the ground it undergoes rapid metamorphism. The introduction 
of water via rain or surface melt causes further changes. The melting process builds rounded grains 
that bond well to one another (Colbeck 1979). A high snow temperature, typically above -10°C, 
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promotes snow crystal rounding. Rounded grains create tightly packed snow which increases strength 
throughout the snowpack (HOW 2003). 
 
Snow crystals that have been broken from wind gusts are about 0.1 mm in diameter, while unbroken 
snow or crystals that have aggregated can range from about 0.1-4 mm (Male 1980). Wiscombe and 
Warren (1980) state that grain sizes of new snow to be 0.05-0.10 mm, and growing to 1 mm for 
melting old snow. Snow grains tend to be larger at lower elevations and on slopes that, due to their 
aspect, receive more solar radiation (Painter et al. 1998). The intensity of the sun’s energy is greatest 
on north-facing slopes in the southern hemisphere (Male 1980), (and south facing slopes in the 
northern hemisphere). 
 
Ice is as important an element in the cryosphere as snow. Ice is a more tightly bonded substance than 
snow (NSIDC 2008a). Lower layers of snow transform into ice, as successive layers of snow fall and 
blanket existing snow. Deeper layers of snow are less permeable, as this transformation occurs and 
density increases (Paterson 1994). Lower portions of the snowpack tend to have higher snow 
densities (Kojima 1964). Depending on the weather conditions as snow reaches the ground and the 
length of time snow is retained, a snowpack will exhibit varying densities. Highly porous layers of snow 
formed during calm conditions can have a relatively low density, about 0.01 g/cm3, while frozen water 
droplets (particularly if affected by winds) form layers with a density as much as 0.50 g/cm3 (Male 
1980). Körner (2003) states that freshly fallen snow has a snow density of 0.10 g/cm3, old snow has a 
density of 0.40 g/cm3 and crusts of ice (formed from thawing and freezing) can have a density of up to  
0.80 g/cm3. Nesje and Dahl (2000) provide different snow densities based on the snow and ice type, 
these are presented in Table 2.2.  
 
Table 2.2: Density of snow and ice types (Nesje & Dahl 2000). 
Snow and ice type Density (g/cm3) 
Fresh, fallen snow 0.02-0.20 
Firn 0.40-0.83 
Glacier ice 0.83-0.91 
Pure ice 0.92 
 
The rate at which snow melts is influenced by the energy balance at and near the surface of the 
snowpack. (Male 1980) provides two methods that are used to describe this balance, the first 
considers the vertical components of the energy and mass fluxes at the surface, that is, the snow-air 
interface. The second, a more complex method, takes into account the snow-air and the snow-ground 
interface. It considers the snowpack as the control volume where energy can be transferred by 
radiation, convection and conduction (Male 1980). Snowpack and snow surface energy balance is not 
directly related to this research, (Fierz et al. 2003; Rees 2006; Stroeve et al. 1997), present detailed 
studies on this topic. 
 
During the melt period snow provides a significant heat sink, due to the relatively high latent heat of 
fusion. Snow absorbs and releases large amounts of energy with little or no change in temperature; 
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this provides a major source of thermal inertia within the global climate system (NSIDC 2008b). Snow 
melt has many practical uses including recreational and aesthetic appeal. When snow melts in the 
spring, the water that flows down streams and rivers into catchments can be used for irrigation, hydro-
power production and domestic water supply in the warmer months (Franz et al. 2008; Sims 1991). 
Knowledge of the amount of water in a snowpack, and therefore amount of water runoff during the 
spring is very important. Insufficient water from snow melt is as critical as too much water. A limited 
supply of water requires water management programs in the warmer months, conversely too much 
water requires flood management in the short term (NAUS 2007). 
 
Remote sensing has been used to map snow extents for the past four decades. Snow covered 
surfaces are easy to detect in remotely sensed images due their high albedo, see Table 2.1. It is 
important to monitor the spatial and temporal variability of snow cover at all scales (Dozier 1998). 
Further details regarding the use of remote sensing for snow monitoring, such as reflectance 
characteristics of snow are found in section 2.7.2. 
 
2.2.2 Other cryosphere aspects 
The other aspects of the cryosphere listed previously as sea ice, glaciers, ice shelves and icebergs 
and permafrost, will be described briefly. For further details of these aspects see Christopherson 
(2009), Knight (1999), Nesje and Dahl (2000) and Rees (2006). 
 
Sea ice 
Sea ice forms from ocean water when temperatures drop below freezing. Most sea ice is formed and 
found in the Polar Regions and provides inhabitants, such as polar bears and seals, with areas to live 
(NSIDC 2008a). Sea ice has a much higher albedo than open water, and it also acts as an insulator 
between the ocean and the atmosphere (Hall & Martinec 1985). The ocean and atmosphere influence 
the growth, decay, drift and thickness of sea ice (Rees 2006). Sea ice is not pure ice, as it contains 
some traces of brine, therefore icebergs and ice shelves, which consist of pure ice, are not considered 
as sea ice (NSIDC 2008d). The amount of brine contained in sea ice depends on the age of the ice, 
for example, newly formed sea ice has a saline concentration of 10-15 parts per thousand, while  
multi-year sea ice has 0.1-0.2 parts per thousand (Hall & Martinec 1985).  
 
Sea ice is highly variable in its extent, and has a great effect on the Earth’s radiation budget  
(Hall & Martinec 1985). Hibler III (1980) illustrates the variability of sea ice in Antarctica where an 
estimated variation of 75% between the minimum (March) and maximum extent (September) occurs. 
The NSIDC (2008d) estimates that for the Antarctic, during late winter sea ice covers about  
17-20 million km2, decreasing to about 3-4 million km2 at summer’s end. The Arctic, has a much 
smaller seasonal difference between late winter and summer, with 14-16 million km2 and  
7-9 million km2, respectively (NSIDC 2008d). 
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Radar remote sensing is able to measure surface roughness and has been used to characterise the 
age of sea ice. As sea ice ages surface roughness increases, this characteristic can therefore be used 
to distinguish between first-year and multi-year sea ice (Hall & Martinec 1985). Active microwave 
remote sensing systems has been used to monitor sea ice because of their ability to record data 
during darkness and through most clouds (NSIDC 2008d). Giles et al. (2007) also detail sea ice 
surveys using laser and radar altimeters. 
 
Glaciers 
Glaciers are thick masses of ice on the land and are formed from the build up of snow and ice over 
many seasons. Glaciers cover 10% of the Earth’s surface and hold 75% of its fresh water resource 
(Knight 1999; NSIDC 2008a). Glaciers provide a dependable supply of fresh water for irrigation and 
hydropower (Knight 1999; Partl 1978). Glaciers move continuously, with faster movements in the 
centre, than at the edges, and decreasing velocity depth (Nesje & Dahl 2000). As glaciers move the 
surrounding land is affected by their weight through carving (NSIDC 2008a). Glacial movement is a 
major study of the cryosphere, further information can be found in Nesje and Dahl (2000), Raymond 
(1980) and Wangensteen et al. (2006), and more recently a study of glacial movement using 
photogrammetry and remote sensing technologies (Maas et al. 2008). 
 
Ice shelves and icebergs 
Rees (2006) defines ice shelves as ice sheets and glaciers that have moved out onto the ocean 
creating a platform over the water which is still connected to the main mass on land. Ice shelves can 
be hundreds to thousands of metres thick (Rees 2006). They surround much of the coast of Antarctica 
and small ice shelves can be found in Greenland. Ice sheets continually adjust to accumulation and 
ablation rates as a result of climatic fluctuations (Paterson 1980). Icebergs are large formations of ice 
that break off (calve) ice shelves and glaciers and drift into the ocean (NSIDC 2008a). Since icebergs 
calve from glaciers and ice shelves they are also comprised of fresh water. Satellite remote sensing 
has been used to track large icebergs (Hall & Martinec 1985). 
 
Paterson (1980) states that the most straightforward method to measure the change in ice thickness is 
to undertake repeated levelling. However, this method is time consuming and requires a high level of 
precision. Paterson (1980) makes reference to Nye et al. (1972) about measuring ice thickness using 
a radio-echo sounder, in this context the thickness of the ice sheet was determined as a function of 
the difference between the emitted pulse and its reflected signal. 
 
Permafrost 
Frozen ground is also known as permafrost. It can include soil, sediment or rock that maintains 
temperatures at or below 0°C for at least two consecutive years (French 2007). There are two types of 
permafrost which occur near the surface soil 1) seasonally frozen ground, is frozen for more than 15 
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days per year and 2) intermittently frozen ground, is frozen between 1 and 15 days per year  
(NSIDC 2008c). Permafrost underlies approximately 25% of the Earths land surface and is most 
common at the poles, in Alaska, Canada, northern Russia and north-east China, although it is also 
present at the mid-latitude in very high mountainous areas (Natural Resources Management and 
Environmental Department 1997). 
 
Permafrost is determined solely by the temperature of the soil or rock, not by snow cover, soil moisture 
or location (NSIDC 2008c). Permafrost is difficult to locate. Historical methods assume that air 
temperature and ground temperature are the same, therefore, if air temperature is constantly at or 
below 0°C, the method assumes that the ground experiences the same conditions and permafrost 
exists. This is an inaccurate approach since ground and air temperatures are usually different  
(NSIDC 2008c). Hall and Martinec (1985) comment on a method that utilises remote sensing methods, 
in particular aerial photography, to indirectly detect the presence of permafrost from identifying surface 
vegetation and land cover types. (Kääb 2008) also proves a detailed assessment of remote sensing 
methods relating to permafrost. 
 
2.2.3 Alpine environments 
Environments that have snow present, permanently or seasonally, are known as alpine or sub-alpine 
regions (Körner 2003). These regions exist throughout the world and can occur at lower latitudes as 
they are usually at high elevations (relative to mean sea level) (Christopherson 2009). The term 
‘alpine’ is used to describe any high mountain areas, although a more strict definition is: areas above a 
certain altitude at which landscapes are treeless due to low temperatures and are denoted by a 
‘treeline’ (Slattery 1998). The treeline recedes to higher elevations in alpine regions closer to the 
equator (Christopherson 2009). In sub-alpine regions only plants that have adapted to the harsh 
environment grow and survive (Slattery 1998). Snow cover strongly influences the distribution of plant 
species in the alpine and sub-alpine zones. Alpine plants have to survive during snow cover periods, 
this may be from a few days to months, or even years. Plants do this by remaining dormant throughout 
the snow covered periods. Alpine plants are also affected by a reduced growth season 
(Christopherson 2009; Körner 2003). Körner (2003) provides an in depth review on alpine vegetation 
in high mountain ecosystems. 
 
2.2.4 Summary: Global cold regions 
The cryoshpere refers to the frozen parts of the world and all its aspects are important. This section 
described the aspects of the cryosphere – sea ice, glaciers, ice shelves, icebergs, permafrost and an 
emphasis on snow and ice. These parts of the earth are highly sensitive to temperature changes, 
therefore are ideal for monitoring of temperatures on a global scale. These regions also contribute to 
the global temperature balance. Alpine environments are also described as an environment that yields 
snow for some duration of time during the year. Flora and fauna that exist have specific characteristic 
to adapt to the alpine environment. 
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2.3 Regional (Australia) and local (Victoria) environments 
The longitudinal (112˚ E and 156˚ E) and latitudinal (11˚ S and 38˚ S) ranges of Australia result in 
many different climates and environments, including dry desert, wet tropical, and alpine regions. 
Alpine (and sub-alpine) regions are localised to two States and one Territory in the southeast of the 
country’s mainland and are almost spatially continuous. For this reason, the alpine and sub-alpine 
environments for ‘regional’ and ‘local’ levels are described as a single entity.  
 
In this section, ecological aspects of alpine and sub-alpine environments are detailed (geology, soils, 
flora and fauna, land use), each sub-section begins with the characteristics for the overall region. 
Discussions regarding specific environmental aspects of the study area are left to chapter 3 to 
complement the selection of sampling areas. 
 
Australia can be divided into different climatic zones, and since rainfall is highly variable in the country, 
it creates many different environments. Northern regions of Australia observe tropical climates, central 
Australia observes arid climates and southern regions of Australia experience temperate climatic 
conditions. Figure 2.1 shows the climate classification of Australia, created by the Bureau of 
Meteorology – BOM (BOM 2008b). Climate is defined by Slattery (1998), as the sum of the daily 
changes in weather, the yearly pattern of temperature and rainfall. Climate influences the types of 
plants and animals that can live in a region. The BOM (2008b), Bridgman et al. (2008) and the CSIRO 
Research for Australia (1986) provide detailed descriptions of the various climate zones and the 
different environment attributes of Australia. 
 
 
Figure 2.1: Australia climate classification (BOM 2008b). 
 
The state of Victoria also has a variety of climatic zones as a result of its elevation range. The low and 
flat north-west is hot and dry, while the north-east, Victoria’s alpine region, experiences seasonal snow 
(BOM 2008a). Seasonal snow is present between approximately June to October (Williams & Costin 
1994). This contrast in climates means that Victoria’s median annual rainfall ranges from less than  
 15 
250 mm (in the north-west) to greater than 1800 mm (in the north-east) (BOM 2008a). Vegetation 
varies greatly across the state, from mallee scrub in the northwest, to irrigated crops in the north 
(where much primary production occurs), to forested mountains in the north-east of Victoria  
(BOM 2008a). 
 
Alpine weather is typically unsettled and hard to predict. Fog, rain and strong cold winds are frequent. 
Thinner air at high altitudes in the alpine region affects the amount of heat retained from the sun; 
therefore, higher alpine areas are cooler despite high sun intensity (Bridgman et al. 2008). Most of this 
precipitation is through snow fall during the winter months, therefore some sub-alpine sites (lower in 
elevation) may only receive about 800 mm, while some areas higher in elevation may receive up to 
2500 mm (Williams & Costin 1994). This variability can also be linked to slope and aspect. When snow 
falls on leeward aspect sites they can receive up to twice as much snow as adjacent windward sites, 
leeward sites also retain snow more effectively (Slattery 1998). 
 
In winter when snow falls and blankets the landscape it is beneficial for plants and animals because it 
protects them from extreme cold weather (Körner 2003). A characteristic of the alpine vegetation is 
that it is springy, and this allows snow to be held above the ground (Slattery 1998). This space, 
between the underside of the snow and the ground, is known as the subnivean space (Pruitt 1957; 
Slattery 1998). Temperature variations below the snow vary much less than temperatures above the 
snow (Geiger 1950; Pruitt 1957).  
 
2.3.1 Alpine region and alpine region National Parks 
In Australia, the alpine region covers a relatively small area, only 0.5% of the mainland (BOM 2008b). 
Slattery (1998) gives figures of 25,000 km2 (2.5 million ha), or 0.3% of the continent, of which, 
approximately 16,000 km2 is National Parks. These regions were setup to conserve and protect the 
valuable ecosystems. The majority of alpine National Park reserves on the mainland are continuous, 
spanning over two states and one territory (see Figure 2.2), and are named according to these 
administrative boundaries. The three major National Parks are: 1) Kosciuszko (New South Wales),  
2) Alpine (Victoria) and 3) Namadgi (Australian Capital Territory). Other smaller National Parks include 
the Mount Buffalo National Park, Baw Baw National Park, in Victoria, which are contiguous from the 
Alpine National Park (Department of Environment and Heritage (DEH) 2006) and Brindabella National 
Park in New South Wales. Tasmania also has a very substantial alpine region (Slattery 1998), 
however it will not be discussed in this review. The study area for this project is located within the 
Alpine National Park which covers 646,000 ha, and is the largest alpine National Park in Victoria. The 
State’s tallest mountains are Mount Bogong, which rises to 1986 m, and Mount Feathertop, which 
rises to 1922 m (DEH 2006), while other peaks in the area exceed 1500 m (BOM 2008a). 
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Figure 2.2: Australian Alpine National Parks (DEH 2006). 
 
The Australian alpine regions are not as high or extensive as those in other parts of the world. The 
region is above 1500 m (mean sea level), and is one of the lowest alpine regions in the world  
(Bicknell & McManus 2006; Department of Sustainability and Environment (DSE) 2008). For example, 
Mount Kosciuszko (in Kosciuszko National Park) rises to 2228 m, while the Matterhorn in 
Italy/Switzerland rises to 4478 m and Mount Everest in Nepal to 8848 m (Slattery 1998). Despite this 
comparatively low altitude, snow in these regions occurs seasonally across a restricted distribution 
(DSE 2008). 
 
The alpine zone occurs at lower altitudes where climate is colder. In Victoria, the alpine zone starts at 
about 1600-1650 m, in Kosciuszko National Park this rises to about 1850 m, and slightly higher in  the 
Namadgi National Park (Slattery 1998). In the Australian alpine region the treeline exists at about 
1600-1800 m. The sub-alpine zone starts at about 1370-1525 m (on the mainland) (Williams & Costin 
1994). In the sub-alpine zones, snow gums are the only tree type present and are stunted in size 
(Slattery 1998). The term alpine will be used in its loose definition (mountain areas) through the rest of 
this literature review, and the term ‘alpine zone’ will be used to describe, specifically, the treeless 
areas caused by low temperatures. 
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2.3.2 Alpine geology and soils 
The alpine region of mainland Australia is part of an uplifted plateau. The bedrocks include Devonian 
granites and gneiss, Carboniferous and Ordovician sediments, and Tertiary basalts (Williams & Costin 
1994). Compared to other alpine regions around the world the Australian Alps are not very high or 
steep as the landscapes were formed by rivers and river erosions, rather than the sharp cutting 
processes of glacial erosion or calving (Slattery 1998).  
 
Metamorphic rocks are sedimentary and igneous rocks that have changed chemically and physically 
from intense heat. There are different types of metamorphic rock depending on the amount of heat the 
original rocks were exposed to. Thin, brittle layered slate, phyllites and quartzites can be found at 
Mount Hotham (Victoria). Other metamorphic rock formed from intense heat are coarse crystalline, 
such as flaky gneisses and schists (Slattery 1998). 
 
Three main sedimentary rocks, sandstone, mudstone and shales, and associated landforms are 
scattered through the Alps of Australia. These are most common throughout the Alpine National Park, 
granite is most common throughout Kosciuszko, and a mixture throughout Namadgi. Within the Alpine 
National Park, rock types change from high grade metamorphic rocks in the Bogong High Plains, to 
weakly metamorphosed sediments in Hotham (Slattery 1998). 
 
Australia has well-formed deep soils, in both low lying areas, and on the top of its highest peaks. The 
Alps are comprised of soils, not rocks like other mountains around the world (Slattery 1998). There is a 
wide variety of soils (with pH values of 3.0 to 4.5) within the alpine region which are nutrient poor, but 
high in organic matter, 10-100% (Williams & Costin 1994). Williams and Costin (1994) list three main 
soil types: 1) lithosols, 2) peats and 3) alpine humas soils. These soils have a high water-holding 
capacity (Slattery 1998).  
 
Alpine soils and their interaction with the vegetation play an important role in water runoff. Plants on 
mountain tops protect soils from wind, rain and ice erosion. The fine soft textures of the alpine soils, 
mean that any bare alpine soil will quickly erode as a result of rain, hail and wind (Slattery 1998). 
Lithosols are formed from plant roots slowing breaking down rocks by growing into rock crevices in 
search of water. Soils on gentle slopes are mostly sandy and are formed from granitic and 
sedimentary parent rock. This sandy soil type is called alpine humus loam, it has a fine texture and 
uniform particle size. Substantial amounts of water can be held between these particles which drains 
slowly into streams (Slattery 1998). This allows the alpine region to be an excellent source of water. 
 
Slattery (1998) describes peat soils which accumulate in areas where drainage is low, such as shallow 
valleys (as a result of undulating terrain). These soils are characterised by the presence of plant 
species that require lots of moisture. An example is the bright green spongy sphagnum moss. Peat is 
formed from the breakdown, decay and accumulation of plants combined with the fine silt and gravel 
washed from surrounding slopes. Alpine bog has a layer of vegetation covering saturated peat soil. 
These soils are able to remain wet all year round maintaining a low, but constant flow of water into 
rivers.  
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Geology and soils did not have a major impact on this project as snow melt runoff modelling was not 
undertaken. The amount of moisture in the ground before snow fall would influence the duration of the 
snow season and the amount of runoff during the melt season (Schreider et al. 1996; Dozier 1998). 
 
2.3.3 Alpine vegetation and animals 
Vegetation in the Australian alpine region varies as a result of soil type, elevation and local climate 
conditions. For example, trees will grow further up slopes if they have a north facing aspect, and 
plants will grow near rocks to gain advantages from the extra heat stored in rock (Slattery 1998). A 
defining feature of the alpine environment are elevations which extends above the physiological 
threshold of trees (Keith 2004). Vegetation in the alpine regions have adapted to the environment. 
Adaptations include seeds lying dormant over the winter, rapid growth periods, early root system 
development, stunted growth to avoid high winds and flexible stems to compensate for the weight of 
the snow (Keith 2004; Slattery 1998). Alpine plants also have similar characteristics to drought tolerant 
plants, in that water is ‘locked’ in snow or ice during winter months, therefore plants can tolerate a very 
limited supply of water (Falls Creek Resort Management (FCRM) 1999; Körner 2003). 
 
Although snow blankets vegetation forcing dormancy and causes stunted growth, snow cover in winter 
seasons actually protects vegetation and animals from the extreme elements. An example is the 
insulation properties of snow with lower snow densities offering more insulation, since air can be 
trapped between the snow crystals (Körner 2003). A snowpack and the subnivean space are usually 
near 0 °C or much warmer than at the surface, due to the surrounding air (HOW 2003). 
 
Alpine ash forests are common around the base alpine mountainous regions, while snow gums are 
the main eucalypts in woodlands around the snowline. In areas above the treeline vegetation becomes 
heathlands, alpine herbfields and grasslands (DEH 2005). Four classes of alpine vegetation are 
recognised by Keith (2004) in the Australian alpine area: two types of heathlands, grasslands and 
freshwater wetlands. These classes of vegetation have specialised characteristics, such as small-
leaves, seasonal dormancy and snow tolerance. Vegetation in the alpine area of Australia includes, 
alpine heaths, alpine fjaeldmarks, alpine herbfields and alpine bogs and ferns. Sub-alpine woodlands 
are dominated by Eucalyptus pauciflora and E. stellulata. Common alpine flora are Epacridaceae 
(native fushia), Asteraceae (daisies), Gentianaceae (gentians), Ranunculaceae (buttercups), 
Caryophyllaceae (grasses), Poaceae (grasses) and Cyperaceae (sedges) (Keith 2004; Williams & 
Costin 1994). Williams and Costin (1994) give a list of vegetation types and main dominants for the 
alpine region from extensive surveys undertaken from the mid-1950s.  
 
The number of animal species declines as altitude increases (Slattery 1998). Animals in the alpine 
region migrate seasonally and occur also in sub-alpine habitats, few species are restricted to the 
alpine complex. Most bird species migrate out of the Alps in cooler months. Common birds include 
Anthus novaseelandiae (Richard’s pipit) and Corvus mellori (raven). Animal species such as the 
Burramys parvus (mountain pygmy possum) feed on Agrotis infusa (Bogong moth) that are abundant 
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during the warmer months (Keith 2004). Amphibians and reptiles are scarce in the alps, two known 
species are classified as endangered (Keith 2004). 
 
The type of vegetation in the study area is significant. Short heathland vegetation is present in many of 
the sample areas. Due to the springy nature of the vegetation, when snow falls and blankets the 
vegetation, there is an uncertainty associated with the amount of compression of the vegetation under 
the snowpack. This therefore can influence the calculations of snow depth and derived SWE 
estimations.  
 
2.3.4 Alpine land use 
Early use of the alpine region was predominately for pastoral grazing (cattle and sheep). There was a 
major expansion of land use between 1834 and 1840. For example, immigration numbers tripled and 
land sales increased eight times (Slattery 1998). Although this expansion occurred many people still 
did not find the abundant supply of open grassland attractive enough, since the mountains were seen 
as a discouraging obstacle (Slattery 1998). In the Alpine National Park (Victoria) grazing began 
around Omeo in 1836, when stock was taken up the foothills. Grazing moved to higher elevations 
during the summer, and shacks were built for storage and shelter during stock mustering (DEH 2005). 
This disturbance caused enormous erosion and damage to alpine vegetation (Keith 2004). Gold 
mining lured people to the Alps between the 1850s and 1900 and the ‘gold rush’ occurred around the 
mid-1800s (FCRM 1999). An increase in demand for alpine timber occurred after the bushfires in 1939 
and the house building-boom after World War II. This resulted in the construction of a network of roads 
across the region (DEH 2005).  
 
Land use activities such as the damming of alpine streams for power generation and irrigation, ski 
resort development that involved construction of roads, ski lifts, tows, car parks and accommodation 
have changes the alpine landscape. Early activities of these sorts did not have any regulation. It was 
not until the integrity of the landscape was threatened that restrictive action was implemented  
(Slattery 1998). Intense land use currently, is during snow seasons. Winter recreation activities include 
down-hill skiing, cross-country skiing, snowboarding and tobogganing. In the summer recreational 
activities are also available, these include fishing, mountain bike riding, horse riding and water sports 
on Rocky Valley Lake (FCRM 1999). 
 
The alpine regions are a vital source for water systems in south-east Australia (Keith 2004; Slattery 
1998). Water from the alpine regions is relatively abundant, compared to the rest of the continent. The 
Alps produce high rates of water runoff per unit area and variability in the amount of runoff is low. 
Rivers originating from the Alps cover a large part of south-east of Australia and provide water, some 
25%, for Victoria’s agriculture, industrial and domestic sectors (Slattery 1998). In the mid-1900s 
interest from engineers increased as the region was seen as an important resource of water. 
Consequently, water storage schemes were developed. The first construction of dams and 
hydroelectricity plants occurred in 1949 with the Snowy Mountain Scheme, in NSW (constructed 
 20 
between 1949 and 1974). The aim of the scheme was to construct a hydroelectricity plant to generate 
power, and to irrigate the western floodplains. 
 
The amount of energy a hydro electricity plant can produce depends on two limiting factors, the height 
difference between the source of the water and the hydro turbine, and the amount of water available to 
flow between them (AGL 2008; Sims 1991). Since most water in the alpine region is derived from 
snow melt, the amount of water in a snowpack during the winter is very important and measurement of 
this amount is crucial in water management plans (AGL 2008). Snow depth and snow characteristics 
(including snow grain size) are key factors in deriving the snow water content of a snowpack. 
 
A study to model runoff in snow-affected catchments in Victoria was undertaken by Schreider et al. 
(1996). A catchment included in the study was the Kiewa basin, which is located in surrounding areas 
of this research project. The Kiewa basin has seasonal variations in water discharge due to snow fall 
in the area. Between August and October, snow melt stream flow yields 50% of the annual discharge, 
while between January to March stream flow contributes to only 7% of the annual discharge 
(Schreider et al. 1996). 
 
The Kiewa hydroelectricity scheme is the largest in Victoria and its sole purpose is to generate 
electricity. It is located in the Victorian alpine area, in the state’s north-east. The main reservoir of the 
hydroelectricity scheme is Rocky Valley Dam. The capacity of the dam is 28 billion litres and has an 
elevation of 1600 m (FCRM 1999). A substantial proportion of water in the dam is derived from the 
seasonal snow cover in the area. Water from this dam will also be used to supply water to a new 
hydroelectricity station being currently constructed in the region, due for completion in 2010  
(AGL 2008). Rocky Valley Dam is located in Falls Creek, to the south of the study area for this 
research project. 
 
The location of the study site was within a ski resort. Buildings and infrastructure in the area influence 
the distribution of snow. For this reason, all sample sites for this project were located far from 
infrastructure. However, infrastructure such as ski lift towers were used as markers or indicators for 
survey areas. Ski lifts also provided faster access to upper regions of the project site. 
 
2.3.5 Summary: Alpine regions 
The Australian alpine environments are an important water resource, many of which feed hydro-power 
generation schemes. Much of the water in alpine environments is held in snowpacks in frozen form for 
part of the year. The amount of water held in the snowpacks is of primary importance for hydro-power 
companies and water resource organisations. Alpine plants and soils have the capacity to retain and 
store a significant amount of water. Soils are very porous and are able to slowly release the stored 
water. Plants, such as sphagnum moss beds, become natural reservoirs as they can retain many 
times their own weight in water. 
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2.4 Traditional snow sampling methods 
Traditional snow sampling involves the direct measurement of snow depth and snow characteristics, 
via manually collected snow samples. In contrast, remote sensing methods through aerial datasets 
and spectroscopy can derive the same information without direct contact with the snowpack (Hall & 
Martinec 1985). Remote sensing in snow hydrology applications are detailed in section 2.7.2. The 
current section details the manual snow sampling techniques: snow cores, snow depth 
measurements, snow grain size and SWE. Snow sampling has a long history, for example, Finnegan 
(1962) describes snow depth and SWE measurements in their study.  
 
There are limited snow sampling techniques described in research literature, but many can be found in 
government agency handbooks, conference proceedings (‘grey’ literature) and web-based information. 
Documents produced by government agencies are typically ‘best practice’ guidelines for snow 
sampling, while conference proceedings describe snow sampling techniques, as methods to support 
and validate other parts of the research, in particular remote sensing methods. In addition, 
proceedings and guidelines regarding snow sampling usually originate from the northern hemisphere 
where the snow grains are generally small and temperatures are very cold when compared to 
Australia’s snow regions. The implications of these differences will be commented upon. 
 
Digging a snow pit is the preferred method to analyse metamorphic changes in the snowpack  
(HOW 2003). Although this project did not utilise snow pits, many of the aspects associated with them 
were applicable to this project. For example, the methods to obtain snow grain sizes or to decide on 
area for sample sites were applicable, while layer sampling or layer identification of a snowpack was 
not relevant to this project. 
 
Snow properties on a slope are heterogeneous both across the surface and vertically within the 
snowpack. This is one factor that makes snow research very demanding and complex (Seidel & 
Martinec 2003). The amount of snowfall and snow cover can vary substantially over relatively small 
areas, and even more over larger regions (United States Army Corps of Engineers (USACE) 1998). 
Furthermore the area of snow cover, even snow depth alone, does not indicate snow water reserves 
in terms of SWE. Manual snow sampling can be time consuming and expensive. Due to the variability 
in snow depth and snow densities, snow sampling requires a dense network of ground samples  
(Seidel & Martinec 2003).  
 
One snow sampling regime makes use of snow courses. Snow courses are established transects set 
out throughout an area where snow depths and SWE are measured, along the transect, at equal 
intervals (Seidel & Martinec 2003). The aim of a snow course is to obtain data representative of an 
area. The selection of snow courses is an important part of snow surveys. Local environmental 
features, exposure, aspect, orientation and ground slope need to be considered. Snow courses should 
also be placed to sample ranges in elevation. Finally, snow courses should sample areas well 
protected from wind, as wind erosion and drifting snow affect snow accumulations (USACE 1998).  
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The USACE (1998) suggest the number of samples along a snow course needs to reflect the terrain 
and meteorological characteristics of the area. Sample points should be placed where variations in 
snow depth, caused by drifting or interception from trees is at its minimum. Well placed snow courses, 
such as those that have considered the above factors, require only five sample points, while in  
non-ideal locations (that cannot be avoided), additional sample points need to be taken to adequately 
sample variability in SWE (USACE 1998). Singh and Singh (2001) suggest, on hilly terrain, the length 
of a snow course vary between 120-270 m, with observations taken at 20-40 m intervals.  
Finnegan (1962) recommends snow courses have 5-15 points, over approximately 30-300 m. 
 
The National Resources Conservation Service (NRCS), part of the United States Department of 
Agriculture, has provided a comprehensive illustrated snow sampling guide. The sampling involves 
snow depth and SWE measurements, along the snow course. The guide also details recording 
procedures crucial for accurate water supply forecasting, since a small error in collection can 
propagate and become a large error in water supply forecasts. The purpose of the guide is to establish 
a uniform and consistent sampling procedure and promote efficient and effective snow surveying 
(NRCS 2006). The National Aeronautics and Space Administration – NASA (2001) also provide 
comprehensive snow sampling protocols that include, snow depth, surface wetness, surface 
roughness, snow pit sampling, snow density profiles, snow grain measurements, temperature and 
underlying soil sampling. USACE (1998) presents a table summarising snow survey techniques.  
 
Attention must be given to the fact that all manual sampling methods described are point samples 
which are used to represent a significantly larger area. For example, Hasholt (1972) comments on 
how a snow course generally represents a drainage area of 250 km2 and Carroll (2001) recognises the 
limitation of one point measurement to characterise a mean areal SWE (across an area of 2-3 miles2). 
This research aims to map the high variability exhibited by snow through the use of areal methods of 
remote sensing and aerial photography  
 
Snow samples and meteorological variables are collected to feed into snow melt runoff models and for 
the verification of data gathered from aerial and satellite platforms (Seidel & Martinec 2003). Snow 
melt modelling is not investigated in this research, therefore only a brief description is given, for more 
detail on snow melt modelling see Seidel and Martinec (2003) and Singh and Singh (2001). The 
relationship between snow depth and water stored in the snowpack is complex and challenging. 
Despite this, snow melt modelling has been used to forecast water stores trapped in snowpacks 
during the winter. Two types of snow melt runoff modelling are described by Schreider et al. (1996):  
 
1) Empirical models are known as degree-day or temperature index models. The assumption of 
this method is that the snow melt rate is linear and related to the difference between air 
temperature and a specified threshold temperature. Below this threshold temperature there is 
no melting. Input data is typically air temperature. 
 
2) Physical snow models require many more variables, such as precipitation, air temperature, 
snow temperature at different levels, snow density, cloudiness and wind direction. Physical 
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models work by modelling the sum of all energy inputs to the snow surface and all energy 
losses. Residual energy is assumed to be used for the melting of snow. Remote sensing has 
also been incorporated in to runoff forecasting and management systems (Dozier 1998). 
 
2.4.1 Measuring snow depth 
Snow depth is the vertical distance from the snow surface to the ground and should not be confused 
with snow thickness, which is measured perpendicular to the slope (Hall & Martinec 1985). Point 
measurements should represent the average snow depth in an area. This is difficult considering the 
variability of snow depths (USACE 1998). Two methods proposed by Seidel and Martinec (2003) were 
1) the placement of permanent snow stakes or electronic depth measures in a representative manner 
throughout an area, and 2) the use of snow courses, which can be time consuming and difficult where 
snow is very deep, or the snow has melted and refrozen forming a hard ice layer. A common error 
when measuring snow depth is mistaking ice lenses as the ground and therefore not observing the full 
depth of the snowpack (NASA 2001). 
 
NASA (2001) state that snow depth measurements need to be observed to the nearest centimetre, by 
placing a graduated probe vertically into the snowpack. This method was also the adopted by 
Yankielun et al. (2004). Graham (2003) documents a snow sampling survey, whereby 21 graduated 
stakes were placed along a 100 m transect. At each stake, snow depth was observed (to the nearest 
centimetre) from the stake and snow temperature was obtained using a probe.  
 
Chow (1992) investigated the use of an ultrasonic level sensing systems to measure snow depth, 
which have been adopted to complement automatic weather stations in snow affected areas. These 
are also point-based measurements, but have the advantage of automated measurements and data 
retrieval (via wireless technologies) after setup (Edey et al. 1987). 
 
2.4.2 Snow density and snow water equivalence 
The depth of snow cannot be the sole measurement in determining SWE. For example, fresh snow 
can contain between 0.1-4.0 in (0.3-13.1 cm) of water to every 10 in (32.8 cm) of snow (NSIDC 2002). 
The amount of water obtained from snow once it has melted varies as a function of the density of the 
snow (NSIDC 2002). Factors that influence the amount of water in a snowpack include wind, rain, 
thawing, refreezing and crystal structure (Male 1980). A snowpack comprised of fresh uncompacted 
snow can typically consist of 90-95% trapped air and therefore a low proportion of water  
(NSIDC 2002). Conversely, snow that has been wind affected or melted and refrozen will have less 
trapped air, and higher water content. Snow density is required to derive SWE (HOW 2003). 
 
SWE refers to the volume of water contained in a snowpack that is sampled and is measured as the 
equivalent depth of water covering 1 cm2 (HOW 2003). SWE can be measured using different 
methods. The most direct method is to utilise a SWE sampling kit that includes a corer and spring 
balance. A vertical core is extracted through the whole snowpack, which is subsequently weighed to 
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obtain SWE. Snow core weights are directly related to SWE as the corer is specifically for SWE 
sampling, and snow density can be derived from the SWE measurement (NRCS 2006). The corer is 
also graduated, therefore a snow depth can be obtained simultaneously (which is required for SWE) 
(USACE 1998).  
 
An indirect method, that still requires a snow core to be extracted, is by measuring snow density of a 
section of the snowpack and multiplying by the snow depth (or snow layer thickness) (HOW 2003; 
NSIDC 2002). The corer is a cylinder of known length and inside diameter; therefore the volume can 
be derived. The volume of the corer and weight of a snow core can be used to obtain snow density. 
The HOW (2003) suggest weighing the snow filled corer and then subtracting the weight of the empty 
corer from the total weight. This method, of weighing the snow core in the corer, requires a spring 
scale in the field. Once the weight of the snow is known the snow density can be derived by dividing 
the weight of the snow core (in grams) by the corer volume. Finally, to calculate SWE, the density is 
multiplied by the layer thickness (HOW 2003). 
 
A method used to determine snow density demonstrated by Graham (2003) was the collection of a 
snow sample using a snow corer and spatula, and storing the sample in a bag. The snow core was 
weighed at a later stage, excluding the use of a spring balance in the field. NASA (2001) sampled 
snow in a snow pit and obtained snow cores at every 10 cm. Cores were weighed (with an electronic 
scale), to obtain snow density. It was not clear if the core was weighed on site, or transported and 
weighed elsewhere. 
 
Manual methods described to measure SWE are time consuming for intensive measurements and 
have considerable uncertainty associated with them (NASA 2001; Seidel & Martinec 2003). SWE 
measurements require more time to gather than those of snow depth. Seidel and Martinec (2003) 
recommend taking multiple snow depths and only one or two snow samples for the derivation of water 
equivalence. A common error when taking SWE samples is the collection of an incomplete sample, 
that is, not extracting a full snowpack sample as a result of the corer not reaching the ground  
(USACE 1998). This results in errors in snow depth and snow core weight. 
 
Other methods to determine SWE that do not require snow coring involve the use of a pressure pillow 
filled with anti-freeze, or a precipitation gauge. These are non-destructive methods, but are not strictly 
considered remote sensing techniques. The instrument measures the pressure on the pillow caused 
by the build up of snow and converts it into a SWE value. This method has the advantage of being 
able to collect data autonomously, after setup, since it is associated with an electronic data logger. 
Data is logged at equal time intervals and is accessed via wireless means. Snow pillow devices are 
most effective in shallow snowpacks and where ice lenses are not common. Ice lenses, a 
consequence of the melting and refreezing of snow, form over snow pillows and cause a bridging 
effect that reduces the amount of pressure on the pillow, therefore giving a false pressure and derived 
SWE value (USACE 1998; Seidel & Martinec 2003). Liquid precipitation gauges are modified to 
measure solid precipitation (snow). The gauge comprises of an orifice, to better ‘collect’ solid 
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precipitation and an inbuilt spring balance. Measurements can be made manually or automatically and 
obtained via wireless means (USACE 1998). 
 
The USACE (1998) also describe the use of radio isotopic gauges to measure the SWE of a 
snowpack. This device utilises the fact that water, in the snowpack, attenuates gamma radiation 
emitted by any source under the snowpack. A device is situated above the snow surface to record 
received gamma radiation. The intensity of the gamma radiation is converted into a value that relates 
to the total SWE of the snowpack. The background gamma radiation level must be known prior to 
snow fall. The gamma radiation can be from artificial or natural sources. Artificial radiation sources 
require much more care to avoid unnecessary radiation exposure.  
 
2.4.3 Snow grain size 
Snow grain size is important in determining the reflection of solar radiation as it influences albedo and 
plays a significant role in regional and global energy balance (Green et al. 1998). Further information 
on the influence of grain size on reflectance is found in section 2.7.3. The determination of snow grain 
size is characterised by a variety of sampling techniques and approaches. There are differences in 
which dimension to measure (smallest or largest), the number of samples per point, and method in 
which to obtain grain size (in field or cold lab), and are discussed below. 
 
Much of the data published regarding snow properties, such as grain size and structure have been 
from measurements of homogeneous snow samples. They are measured on a scale of several 
centimetres and may contain many hundreds of grains (Male 1980). Grains sizes vary with depth, 
however, in the top 10-20 cm of the snow surface grain sizes have been demonstrated to vary by less 
than 50% (Wiscombe & Warren 1980). Generally, larger snow grains hold more water because they 
have been created by the amalgamation of smaller grains and as they grow larger they become fairly 
uniform in size. In addition, over time liquid water replaces air trapped between ice grains, increasing 
effective grain size, amount of water and therefore, density (Wiscombe & Warren 1980). 
 
Snow grain size is the measurement of, typically, the maximum dimension of an individual snow grain 
in millimetres (Colbeck et al. 1990; HOW 2003; NASA 2001). Odermatt et al. (2005) refer to an 
effective grain size to characterise snow, and used the smaller dimension. Gay et al. (2002) states that 
“the minimum dimension is closer to the diameter of an equivalent sphere with the same 
surface/volume ratio”. 
 
A gridded card (or crystal card) and magnifying loupe are the most straightforward method used to 
estimate snow grain size in the field. The following describes different snow grain documentation 
methods. NASA (2001) suggest, when taking snow grain size and type samples (in a snow pit) the use 
of a crystal card which can be gently scrapped across the pit wall to obtain a representative sample of 
snow grains. The size (along the long axis) and type of three grains is then determined using a 
magnifying loupe. The crystal card should be kept cold by storing it in the snowpack to minimise 
melting and crystal changes that occur when observing snow samples (NASA 2001). Basic crystal 
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type or snow grain geometry is also recorded as ‘round’, ‘faceted’ or both, however, grain geometry 
can be time consuming and difficult to characterise (Gay et al. 2002; NASA 2001). 
 
The HOW (2003) suggests at least twenty snow grains are measured along the maximum dimension 
to the nearest 0.5 mm. Measurements were taken using a gridded card and magnifying loupe. Only 
separate snow grains should be measured and if grains are bonded together the aggregate must be 
broken before observations. In the case of wet snow, when individual grain size and shape are lost, 
grains should be recorded by cluster size and not as individual grains (HOW 2003).  
 
Gay et al. (2002) present three methods to capture and document snow grain sizes. Their 
investigation was to propose an objective method to determine snow grain size that would also be 
reliable, repeatable and comparable between different personnel and studies. All methods are based 
on the analysis of digital images of snow grains. The first method involved the use of a chemical called 
isooctane, which prevents the snow grains from further metamorphosis after collection was used. The 
samples were then transported to a cold lab to be digitally photographed with a scale rule. Snow 
grains were separated before capture. The second and third methods used film and digital cameras to 
capture/document snow grains in the field. 
 
Gay et al. (2002) comment that each of the proposed methods have their inherent problems, and 
visually estimates and manual documentation of snow grains in the field may be the best option. In 
field observations will negate possible failure of camera systems (methods 2 and 3) or the loss of 
samples due to incorrect storage procedures during transport (method 1). 
 
Nolin and Dozier (2000) describe two methods to measured snow grain size. The first technique, the 
most diagnostic but also time-consuming technique, to obtain manual snow grain measurements is 
stereology, proposed by Dozier et al. (1987). This method requires snow samples to be extracted from 
the snowpack, placed into a container, and infused with a chemical to fill the pore space. After the 
sample is frozen, snow grains can be laid out for microscopic measurements and photography. 
Stereological analysis is performed to calculate different parameters, including bulk density and grain 
size. The second method is similar to HOW (2003), where snow grain size is measured with the use of 
a gridded card and magnifying loupe. Nolin and Dozier (2000) state that although this is a much 
simpler approach it is able to provide consistent measurements of snow grain size and is sufficiently 
accurate to enable comparisons with grains sizes derived from reflectance observations. 
 
In order to complement spectroscopy measurements Odermatt et al. (2005) manually sampled snow 
pits concurrently. Snow pits were within 15 m of the area where reflectance measurements were 
observed. The top layers of the snowpack were taken to a cold lab to measure grain size. Snow grains 
were separated and were captured with digital photography. A 2 mm grid was used as a reference to 
estimate grain sizes. The minimum grain radii was used to represent the effective grain size (Odermatt 
et al. 2005). 
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2.4.4 Additional snow sampling variables 
The follow sections describe other measurements that can be collected in conjunction with snow 
depth, snow density and SWE. These variables have been taken from “Cold Land Processes Field 
Experiment Plan” (NASA 2001), “The International Classification for Seasonal Snow on the Ground” 
(Colbeck et al. 1990) and “History of Winter – Study of Snow: The Snow Pit” (HOW 2003). 
 
Temperature 
The temperature of the snowpack varies with depth. At the surface, the snow temperature is 
influenced by the air temperature, whereas the temperature deeper in the snowpack is influenced by 
the thermal properties of the ground (NSIDC 2002). Seasonal snow will be particularly influenced by 
the ground, which can heat up during the summer months and retain some heat throughout the winter 
months. 
 
Odermatt et al. (2005) observed snow temperature using a digital thermometer and stated that  
hand-held measurements can be prone to radiation errors, that is, the internal heat of the thermometer 
affecting the measurement. Snow surface temperatures can also be obtained using an infrared 
sensor. NASA (2001) observed snow temperatures throughout a snow pit with a dial stem 
thermometer, making an observation every 10 cm. 
 
The HOW (2003) states that the calibration of thermometers must be completed before observing any 
measurements. The thermometer is placed in a beaker of crushed ice and water (known as a slush 
bath) for approximately five minutes. After this time the thermometer should read 0°C, and if it does 
not, the temperature is recorded and should be considered as the ‘zero’ point, and linear behaviour 
assumed. When measuring the snowpack temperature, the HOW (2003) suggest to allow 
approximately five minutes for the thermometer to equilibrate. NASA (2001) recommends the 
thermometer should be cooled in the snow for at least five minutes before measurements are 
observed and observations of snowpack temperature should be made for two to three minutes. 
Measurements collected at or near the surface, the thermometer should be in placed in the shade for 
observations (NASA 2001). The HOW (2003) recommend that multiple temperatures should be 
recorded, one of air temperature in the shade, and throughout the snowpack: 
 
 Below the litter, on the soil surface 
 Above the litter, but under the snow 
 Every 10 cm to the surface 
 
Hardness Test  
Hardness (g/cm2) is a measure of snow penetrability which can be measured by two techniques. The 
first is a hardness gauge, a device with a scale that indicates hardness. The gauge is slowly pressed 
into the snow and the hardness value recorded when the device begins to enter the snow. The second 
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technique does not require a sophisticated device, but common items that are listed below. The item 
that begins to penetrate the surface of the snow can be used to approximate the snow hardness value 
(HOW 2003). 
 
 Fist – 10 g/cm2 
 Four fingers – 25 g/cm2 
 One Finger – 100 g/cm2 
 Pencil – 500 g/cm2 
 Knife – 1000 g/cm2 
 
Snow Surface Roughness 
Surface irregularities are estimated and recorded. This includes the average amplitude of the 
irregularities, the type of roughness (smooth, wavy, concave furrows, convex furrows or random 
furrows), the distance between furrows (also referred to as wavelength) and orientation. Photographic 
documentation of the snow surface is the most ideal method to characterise these measures  
(NASA 2001). 
 
Surface Wetness 
A snow wetness observation is described by Colbeck et al. (1990), whereby the liquid water content of 
the upper 3 cm of the snowpack is approximated. Liquid water content is determined by observing the 
behaviour of the snow when pressed together. There are five classifications given with a description 
and water content by volume (in brackets):  
 
 Dry (0%), Snow grains have little ability to stick to one another when squeezed. It is difficult to 
create a snow ball. Temperature is usually below 0ºC. 
 Moist (<3%), Snow tends to stick together when compressed, but liquid water is not visible. 
Temperature is typically at zero degrees centigrade. 
 Wet (3-8%), snow sticks together with moderate pressure, conditions perfect for snowball 
making. Water can be seen between the contacts of snow grains with a magnifying loupe. 
 Very wet (8-15%) Water can be squeezed out of the snow with moderate pressure, but there 
is still a considerable amount of air in the snow sample. Cohesion increases when water is 
squeezed out. 
 Slush (>15%) Snow is saturated with water and contains only isolated air bubbles. Water drips 
freely from the sample. 
 
2.4.5 Summary: manual snow sampling 
Manual snow sampling methods have been reviewed. These techniques are point-based and 
destructive sampling methods. Snow is physically sampled which may alter the observation of the 
 29 
snow characteristic since snow is highly malleable, this is particularly relevant for snow grain size 
measurements. Point-based samples are usually collected to represent a large area, within which 
snow depth and snow characteristics can be highly variable. Remote sensing methods enable the 
retrieval of snow characteristics on an area-base (total sample) and in a non-destructive manner.  
 
2.5 Remote sensing and sensor characteristics 
Remote sensing is defined by Lillesand et al. (2004) as the science and art of obtaining information 
about an object, feature, land cover or phenomenon via a device that is not in direct contact with it. 
Remote sensing has the advantage of being able to efficiently map large areas, therefore providing a 
synoptic overview, from above the ground. 
 
There are many aspects to describing a remote sensing sensor. These characteristics are: 1) active or 
passive sensor systems, 2) airborne or spaceborne sensor systems and 3) different resolutions:  
 
 spatial (pixel size), 
 radiometric (grey levels), 
 spectral (wavelength sensitivity) 
 temporal (time) 
 angular (field of view) 
 
These characteristics affect the applications the sensor is suited for. There is usually a ‘trade-off’ 
between the listed sensor characteristics (Olsen 2007), for example, a camera system generally has 
very good spatial resolution, but will lack broad wavelength sensitivity (spectral resolution). Whereas a 
space-borne sensor such as Landsat Thematic Mapper (Landsat TM) has a rather board wavelength 
sensitivity, but its spatial resolution is quite low. 
 
In the past remote sensing and aerial photography were classed separately, even though taking a 
photograph of an area of interest is ‘remote sensing’ because direct contact has not been made. 
Typically, remote sensing referred to imagery collected in a digital format and would usually be 
characterised by low spatial resolution. Whereas, aerial photography was film based (continuous 
medium) and was able to achieve photography at large scales (high spatial resolution). Over the past 
couple of decades, these two streams of remote sensing technologies have converged. Aerial 
photography has slowly shifted to digital systems and have increased their spectral resolution beyond 
the visible region. While remote sensing technologies have increased in the spatial resolution 
characteristics to include surveillance of large scales. In addition, radiometric and spectral resolutions 
have also been enhanced. 
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2.5.1 Sensor system 
Active and passive 
Active sensors emit their own energy, then sense and record the backscatter. Examples of active 
sensors are Light Detection and Ranging (LiDAR) and Synthetic Aperture Radar (SAR), which emit 
laser-light and microwaves, respectively. SAR has been used to map, not only snow cover, but also 
SWE and snow volume. Since SAR is independent of sun illumination and cloud coverage, it has 
become very useful in high latitudes and cloud prone regions (Harrison & Jupp 1989). Although active 
sensors have this advantage over optical sensors, Seidel and Martinec (2003) warn that SAR data has 
an inherently complex radiometry and geometry, and requires specific considerations for extracting 
quantitative measurements. LiDAR and SAR have the capability to observe single return, multiple 
returns or waveform (profiling). Multiple returns or waveform sensors can provide detail about different 
sub-surface layers that can yield important 3D structural information (Lillesand et al. 2004). This can 
be useful in attributing, for example, tree canopies and understory, or a snow pack. Passive sensors 
are those which sense and record natural energy such as energy from the sun. For this reason they 
are usually limited to daytime acquisition. Aerial cameras and the Landsat TM sensor are examples of 
passive sensing systems. 
 
Airborne and spaceborne  
Airborne sensors are fitted out in aircrafts. They are typically utilised to collect data for specific projects 
and needs. Missions and image acquisition using airborne sensors are limited by weather and costs. 
Airborne sensors include: Intergraph’s Digital Mapping Camera (DMC), Leica’s Airborne Digital Sensor 
(ADS40), HyVista’s HyMap and NASA’s Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) 
(Lillesand et al. 2004). Spaceborne sensors orbit the earth in space and collect data constantly along 
the course of their orbit. Data is collected regardless of weather conditions on the Earth or visibility to 
the Earth’s surface. Examples of space-borne sensors include Landsat TM and the Moderate-
resolution Imaging Spectroradiometer (MODIS). 
 
Acquisition mode 
There are three categories of sensor acquisition modes, illustrated by Lillesand et al. (2004) and  
Olsen (2007), to describe remote sensing systems 1) push-broom (along-track), 2) whisk-broom 
(across-track) and 3) frame. Whisk-broom sensors use an oscillating mirror, which is at right angles to 
the flight line, to collect scans of the ground. Successive scan lines slightly overlap each other. Push-
broom scanners consist of a linear array that scans the ground along the flight line. This method is 
more stable than the whisk-broom as there is a fixed relationship between the elements in the sensor. 
Frame-based sensors refer to aerial cameras where an instantaneous snap-shot of the ground is 
taken. Traditional frame based cameras were film-based, whereas modern digital cameras consist of 
charged couple device (CCD) arrays (Ghilani & Wolf 2008).  
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2.5.2 Resolution characteristics 
Spatial resolution 
Spatial resolution relates to the level of detail the sensor can detect, that is, the size of an object which 
can be resolved from its surroundings. Spatial resolution is referred to by the size of the patch of 
ground each pixel represents. For example, the red band for Landsat TM has a spatial resolution of  
30 m (Lillesand et al. 2004) and digital aerial photography (DMC) up to 5 cm (Dörstel 2005). Spatial 
resolution can also be referred to as ground sample distance (GSD). GSD is most commonly used 
when referring to digital aerial photography, whereas the term scale is used when referring to 
conventional film-based aerial photography. 
 
Image scale determines the size of features which can be discerned and to what precision photo 
coordinates can be measured (Walstra et al. 2004). A sensor that has a coarse spatial resolution will 
not be able to detect fine detail. Scale is also an important factor in image matching processes, which 
is particularly relevant in steep or hilly terrain. For remote sensing, spatial resolution affects the 
number of ‘pure’ pixels and ‘mixed’ pixels, which will affect classification outcomes. Pure pixels 
represent a single land cover type, or feature, while mixed pixels represent multiple land cover types 
or features (Lillesand et al. 2004). 
 
The spatial resolution of aerial photography can also be influenced by 1) the focal length of the 
camera lens, 2) flying height and 3) the scanning resolution of the scanner utilised to convert film into 
digital outputs. Imagery at low flying heights have a small GSD and imagery at high flying heights have 
a large GSD. The camera lens on film cameras can be changed, changing the focal length, so that 
high flying heights can still yield large scale photography, but digital cameras have a fixed focal length 
lens (Linder 2003). Film photographs may be taken at a large scale (for example, 1:5,000), however, if 
the scanner’s resolution is poor, this will decrease the level of detail in the subsequent digital images. 
 
Radiometric resolution 
Radiometric resolution, also known as digitisation or quantisation, refers to the maximum number of 
grey levels (the dynamic range) an image can contain have for each channel or band  
(Harrison & Jupp 1989). It defines the contrast of an image (Jones 2008). Typically, sensors have an 
8-bit radiometric resolution, which converts to 256 grey values. However, some sensors have a 10-bit 
(1024 grey values) or 12-bit (4096 grey values) radiometric resolution. With enhanced radiometric 
resolution (for example, 12-bit), it is possible to retrieve detail in low light (Weichelt et al. 2005) or very 
bright areas, as there are more grey levels for the sensor to utilise. This can also extend the 
appropriate hours for image acquisition (Hinz et al. 2001). 
 
A high radiometric resolution is ideal for automated image matching processes, particularly in 
homogenous areas, or areas that exhibit a lot of shadowing, such as mountainous regions. This 
advantage, in relation to photogrammetric processes is discussed further in section 2.6.2.  
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Another aspect of remotes sensing systems is the signal-to-noise ratio, which is described by  
Aspinall et al. (2002) as the precision with which the sensor or spectrometer measures the spectrum 
relative to the detail needed for resolve particular features. A low signal to noise ratio is needed for 
strong or high reflecting (of incident radiation) features while a high signal to noise ratio is need for 
weak or low reflecting features. 
 
Spectral resolution 
Spectral resolution is associated with different aspects relating to the sensitivity of the sensor has to 
the electromagnetic spectrum (spectral range) (Aspinall et al. 2002). Key aspects are the number of 
bands in which radiation can be detected, continuity of bands and width of individual bands. Analytical 
Spectral Devices – ASD (1999) describe spectral resolution as the full width half maximum (FWHM), 
which refers to the sensor’s response to a monochromatic source. FWHM should not be confused with 
spectral sampling, as that refers to the spacing between sample points in the spectrum. Mistaking the 
sampling interval for spectral resolution can overestimate the capability of the instrument (ASD 1999). 
No single senor is sensitive to all wavelengths, therefore, every sensor is limited to particular 
wavelength ranges. The electromagnetic (EM) spectrum is divided into regions. The regions that are 
most utilised by remote sensing systems are the:  
 
 ultraviolet (UV),  
 visible (VIS),  
 infrared, which is further divided into sections: 
♦ near-infrared (NIR) 
♦ infrared (IR) 
♦ shortwave infrared (SWIR) 
 thermal 
 microwave 
 
Spectral resolution is also used to categorise sensors into multispectral or hyperspectral sensors. This 
categorisation depends on the number of bands, the continuity of bands and width of individual bands 
a sensor has to cover a particular range. Generally hyperspectral sensors are described to have more 
than 48 bands, with spectral bandwidths of less than 20 nm (Aspinall et al. 2002). Landsat TM, a 
multispectral sensor has seven bands between 400-13400 nm and most of these bands are discrete 
(for example, band (B) 3: 630-690 nm; B4: 760-900 nm). Conversely, HyMap, a hyperspectral sensor 
has 126 almost-continuous bands covering the wavelength range of 450-2480 nm, with spectral 
bandwidths of approximately 15 nm (Cocks et al. 1998).  
 
The continuous and narrow properties of spectral bands within hyperspectral imagery allow for a 
continuous measurement of the spectrum. High spectral resolution sensors will allow diagnostic 
absorption features to be retrieved and analysed in post processing. In addition, small absorption 
features can be retrieved with hyperspectral sensors, while they may be averaged out when using 
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multispectral sensors. Absorption features are vital in determining the characteristics and condition of 
differing land cover types (Lillesand et al. 2004). Multispectral sensors, such Landsat TM, have 
discrete bands located in the EM targeting particular absorptions or peaks for specific land cover 
types. For example, Landsat TM B5 covers wavelengths 1550-1750 nm, which is a region that is 
highly influenced by chlorophyll concentrations in vegetation (Lillesand et al. 2004). 
 
Aerial camera systems usually capture images in the visible wavelengths, that is, blue, green and red, 
to produce a colour photograph. Film and digital cameras have the capability to also capture in the 
NIR. The limitation of film-based camera systems is that the NIR image has to be captured separately 
to the colour photography with the use of a lens filter. This increases costs since there is more film to 
process, and may include an additional flight. Digital camera systems are able to capture NIR data 
simultaneous to the visible range bands (Dörstel 2005). 
 
Temporal resolution 
Temporal resolution relates to the revisit time of a sensor or how regularly an area is imaged  
(Harrison & Jupp 1989). Space-borne sensors have a defined repeat cycle, a function of the orbit, and 
will acquire data regardless of whether the data is useful or not. Therefore the temporal resolution of 
usable images, such as images that are cloud-free, might be greater (USACE 1998). Airborne sensors 
are usually used on a per project basis therefore, temporal resolution varies with the application 
(Lillesand et al. 2004). In addition, the temporal resolution of airborne sensors is also a function of 
weather and flight costs. 
 
Angular resolution 
Angular resolution refers to the angle at which the lens of the sensor is orientated, and also field of 
view angle (FOV). Large FOV angles allow more of the ground to be imaged, because the swath width 
is increased, but pixels further away from nadir (point directly below the sensor) will become skewed 
(Lillesand et al. 2004). The skewed pixels can be geometrically calibrated. Swath coverage is also a 
function of flying height. Different orientations of the sensor provide multiple look directions. The 
European Remote-Sensing Satellite – Along Track Scanning Radiometer (ERS-ATSR) and Earth 
Observing System – Multi-angle Imaging Spectro-Radiometer (EOS-MISR) acquires multiple images 
in one pass, with different viewing geometry. Sensor systems such as IKONOS, can have the sensor 
orientated to different angles, but do not acquire simultaneous imagery of different look angles (Jones 
2008).  
 
2.5.3 Summary: Remote sensing sensor characteristics 
Remote sensing sensor systems (active/passive, airborne/spaceborne and acquisition mode) and 
resolution (spatial, radiometric, spectral, temporal and angular) characteristics have been described. 
These characteristics affect the datasets sensors can obtain and therefore the applications the 
 34 
datasets are suited for. In addition, no single sensor is appropriate for all applications. Much of the 
terminology is transferrable between what has traditionally been known as remote sensing and aerial 
photography and photogrammetry. This terminology will be used throughout the remainder of this 
thesis.  
 
Previously acting as two separate entities, where remote sensing would yield high spectral and 
radiometric resolution at the expense of spatial resolution, and aerial photography would yield high 
spatial resolution at the expense of other attributes, remote sensing and photogrammetry have 
converged. Over the past decade remote sensing developments have led to high spatial (up to 3 m) 
and high spectral (hyperspectral) data. While aerial photography has shifted to digital mediums and 
expanded the spectral sensitivity of its system to enable acquisition beyond the traditional red, green 
and blue (visible bands). 
 
2.6 Photogrammetry and digital aerial photography 
Photography can be ground-based or aerial, oblique or vertical, film or digital (Wolf & Dewitt 2000). 
This review deals only with vertical aerial photography. The remainder of this section will outline the 
basic principles of photogrammetry to obtain a three-dimensional model and then a surface model. 
The next sections describe digital aerial camera systems, and then the radiometric and geometric 
attributes of digital camera systems that affect the accuracy of derived surface models. Film and digital 
photography will be compared throughout the sections. Lastly, the use of aerial photography in snow 
hydrological applications is reviewed.  
 
Photogrammetry has been defined as the science of obtaining reliable information including 
measurements from photographs (Ghilani & Wolf 2008; Linder 2003). Photogrammetry is a well 
established technique dating back to the early 1900s, with the use of analogue photography  
(Schenk 1999). Ghilani and Wolf (2008), Kraus (2007) and Wolf and Dewitt (2000) provide detailed 
discussions of photogrammetric principles.  
 
Photographs specifically used in photogrammetric processes need to be obtained using calibrated 
camera systems, where any errors (in the film, camera or lens) have a known quantity and can be 
corrected (Linder 2003). The camera lens is calibrated, therefore, any internal errors in the lens are 
known. Aerial camera systems used a fixed (non-zoom) camera lens for stability and provide the 
highest geometric picture quality (Wolf & Dewitt 2000). The selected camera lens should be chosen to 
suit the needs of the application. 
 
When two photographs are taken of the same area from two different locations, the overlap area on 
the photographs can be view stereoscopically. This is the basic principle of stereoscopic viewing 
(Linder 2003). A pair of overlapping photographs creates a stereoscopic model (stereo model). In 
addition, within this overlap area three-dimensional (X, Y and Z) information can be obtained  
(Ghilani & Wolf 2008). The concept of stereo-viewing (three-dimensional representation), to obtain 
height requires displacement along the x-axis (x-parallax), the larger the parallactic angle, the greater 
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the relief. Parallax is defined by Wolf and Dewitt (2000) as the apparent positional displacement of an 
object in an image, which is caused by the change in position of the observation. Displacement in the 
y-axis (y-parallax) indicates poor orientation of photographs in the initial setup of stereo-pairs 
(Konecny 2003). Orientations are described in the next few paragraphs. 
 
Long focal lengths are not ideal for height determination, but have uses such as to increase resolution 
while maintaining a minimum flying height, or to create mosaics because scale variations are 
minimised and altimetric quality loss is not an issue (Egels 2002). In addition, the camera-object 
distance is large and projection rays would be nearly parallel, and displacement near zero  
(Linder 2003). Aerial photos for height determination should be taken with wide-angle camera lens 
(short focal length), therefore showing a relatively high relief displacement. This results in a large 
base-height ratio, which is desired for quantitative applications and is favourable to higher accuracies 
(Wolf & Dewitt 2000). The desired result for the base-height ratio is a value close to 1. The base is the 
distance between two successive exposure stations, and the height refers to the flying height above 
(average) ground. Another important factor is scale (or GSD), as this determines the level of detail that 
can be resolved, although, in terms of accuracy, the base-height ratio is more important (Wolf & Dewitt 
2000). Scale is a function of flying height and focal length. 
 
In order to obtain ground coordinates from aerial photography, three orientations are typically required. 
These orientation are described by Konecny (2003) as 1) interior, 2) relative and 3) absolute. Interior 
orientation uses the camera parameters such as the focal length, lens distortions and fiducial marks. 
Relative orientation involves matching points on one image with conjugate points on an overlapping 
image, to determine the intersecting project rays, which in turn allows for a three-dimension model to 
be formed (Ghilani & Wolf 2008). Absolute orientation relates the photographs (after relative 
orientation) to ground coordinates, using control points. Absolute orientation can also be referred to as 
georeferencing (Kraus 2007). Konecny (2003) and Kraus (2007) provide further details on the 
orientation parameters and equations. 
 
An exterior orientation (EO) can also be implemented for each image. This involves the knowledge of 
six elements, three for the position – X, Y and Z, and three for the attitude of the aircraft – omega, phi 
and kappa (roll, pitch and yaw) angles, at each image capture (Kraus 2007). One method to obtain 
this information is the utilisation of an onboard GPS and inertial measurement Unit (IMU) device, 
which records the X, Y and Z positions and the omega, phi and kappa rotation angles. For vertical 
aerial photos omega and phi will normally be at near zero, and deviations from zero are due to wind 
drift and aircraft movement. Kappa drift is also known as crab and can affect the amount of available 
overlap for stereoscopic tasks (Linder 2003). Another method, where an onboard GPS/IMU device is 
not present, is known as ‘space resection by collinearity’ (Wolf & Dewitt 2000), whereby the six 
parameters are solved numerically. The collinearity condition assumes that the exposure station, 
object on the ground and corresponding image lie on a straight line (Kraus 2007). 
 
Ground control points (GCPs) are needed to undertake an absolute orientation. The accuracy of 
photogrammetric measurements is strongly influenced by GCP accuracy (Schiefer & Gilbert 2007). 
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GCPs are existing features or artificial targets that have known coordinates – X, Y and Z, and can be 
identified on the photography. GCP may be observed before or after image capture. In some areas 
that lack defining features for GCP selection, artificial targets may be used (Wolf & Dewitt 2000). 
These targets must be deployed before image capture and coordinated. Each image overlap area 
(that is, one stereo model) requires at least four well-distributed points, that is, they are not co-linear 
and a spread over the photograph, not clustered (Ghilani & Wolf 2008; Linder 2003). The minimum 
number of GCPs required is three points to yield X, Y and Z coordinates. More points provide 
redundancy and the over determination of parameters  
 
Another image orientation method is aero-triangulation (AT). AT aims to reduce the number of field 
measurements by simultaneously processing the geometry of a set of images. The images are linked 
together by a large set of homologous tie points and are then adjusted to ground control 
measurements, often using least squares (Duquesnoy et al. 2002). AT is ideal for large projects 
whereby dense networks of GCPs or field surveys are not available (due to costs and time 
constraints). Jung et al. (2002) details the AT procedure.  
 
The principles of photogrammetry have not changed between processing scanned film or hard copy 
film, and digital imagery (Heno & Egels 2002). Instead the workflow has become more streamlined. 
Leberl and Szabo (2005) discuss the advantages of using large format digital cameras in aerial 
applications. Advantages of digital photography in the context of workflows include reduced 
processing costs and time as a result of increased automation. Using digital photography in a 
photogrammetric workflow eliminates the scanning process of film, therefore removing the need for 
specialised equipment. Film, film processing (consumables), film shrinking and blemishes are also 
negated (Leberl & Gruber 2003). Other advantages include an increase in radiometric resolution, 
typically from 8-bit (per channel, for example, RGB) scanned film to 12-bit (per channel) digital 
photography. This translates to an additional 3840 available grey values. Digital aerial cameras have 
improved quality as a result of stable geometry from camera systems without moving components 
(Dörstel 2003).  
 
Aerial photography captured for the purpose of creating surface models requires adjacent 
photographs to overlap, by at least 50%, however, 60% overlap is planned for to ensure sufficient 
overlap is obtained in the case of unintentional tilt during flight (Lillesand et al. 2004). Digital systems 
have the ability to capture redundant overlap, at no real extra cost (Leberl & Gruber 2003). Aerial film 
cameras are flown at a 60% overlap but this is not due to a physical limitation of the camera or plane, 
but rather of cost. Having only two images covering an area for stereoscopic tasks, allows only for two 
intersecting projections rays (that is, a point viewed on two images only) and does not offer any 
redundancy (Leberl & Gruber 2003). Redundant overlap refers to overlap of 60% or more, typically 
80%. With an 80% overlap it is possible to have a point on the ground appear in four images, along 
the flight line. This allows more projection rays to be utilised during aero-triangulation and image 
matching to enhance geometry which is compromised by a lower base/height ratio in digital camera 
imagery (Leberl & Szabo 2005). Using multiple image matching methods has been found to increase 
the reliability and accuracy during AT (Toth & Schenk 1993). 
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Aerial photography captured with a stereoscopic overlap can be used to create surface models, which 
are mathematical representations of the earth’s surface of features. Paparoditis and Polidori (2002) 
describe three acronyms typically used to refer to surface models – DTM, DEM and DSM. A digital 
terrain model (DTM) can be defined as a digital representation of the terrain, that is, the ground only. A 
digital elevation model (DEM) is a generic term used to refer to the ground, but also any layer above 
the ground. A digital surface model (DSM) represents the highest elevations from the ground or above 
the ground (for example, buildings and vegetation). 
 
DEMs can be created using automated methods in a digital photogrammetric workflow (DPW). 
Although automated, some human intervention is required at the start of the process to set up 
parameters, and at the end for internal and external validation (Polidori 2002). Generated models may 
also require manual editing. The representation consists of a large amount of three-dimensional point 
coordinates (X, Y and Z). Points can be classified as ‘primary’ which are the input points and may be 
regularly distributed, and ‘secondary’ which are created via interpolation (Linder 2003). 
 
The general process of DEM creation is the utilisation of image matching algorithms. The orientations 
of the photographs need to be achieved before attempting to generate a DEM (Paparoditis & Dissard 
2002). Image matching involves the comparison of cross-correlation coefficient between two 
overlapping images. The algorithm uses (usually) a matrix, also referred to as a patch, of a fixed size 
(for example, 5 x 5 pixels) for image matching, and is limited by another factor referred to as a search 
space. A correlation coefficient of greater than 0.7 indicates a good match has been found between 
the images (Konecny 2003). Once a match is found it is transformed in to object space and the height 
is derived from the parallaxes (Hahn 1989).  
 
The software module Image Station Automatic Elevations (ISAE) from Zeiss/Intergraph (Z/I) Imaging 
Corporation (Z/I Imaging Corporation 2006) utilises individual stereo pairs for image matching to 
generate post heights for a DEM. The stereo-pairs are specified by the user. Bae Systems Socet Set 
uses multiple stereo-pairs to derive a height at a point. The maximum number to stereo-pairs to 
determine the height at a post is specified by the user (Bae Systems 2007). The method adopted by 
Bae Systems (2007) allows for the utilisation of multiple (paired) photographic overlaps, which can be 
easily attained when using digital aerial cameras. This method also provides redundancy in the 
solution to obtain a height value.  
 
2.6.1 Digital aerial cameras 
Over the last decade two types of digital camera systems have been developed (Linder 2003). The 
first retains the central perspective principle and uses rectangular CCD arrays, therefore attempting to 
mimic a large format film-based camera. The second method utilises a linear array sensor to capture 
across the direction of flight, similar to a push-broom sensor described in section 2.5.1. 
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Leberl and Szabo (2005) list the three most common large format digital cameras as 1) Leica ADS40 
(linear array), 2) Intergraph DMC (frame/matrix) and 3) Vexcel UltraCam-D (frame/matrix). The 
UltraCam-D has since been superseded by the UltraCam-X in 2006 (Schneider & Gruber 2008). 
Leica’s ADS40 has also been superseded by the ADS80, in 2008. Specific references to models in the 
following sections refer to the DMC, ADS40 and UltraCam-D since these were the models available 
during data acquisition for this research. The camera system used for this research was a frame 
matrix camera, therefore the linear array (ADS40) scanner is given less emphasis. 
 
The basic concept of the line scanner (such as the ADS40) is that it utilises multiple linear arrays, 
orientated at different look angles – nadir, forward-looking and backward-looking. This means each 
feature or area on the ground is imaged at least three times. They capture in panchromatic, red, 
green, blue and near-infrared in one flight line. The data collected has no internal geometry, so image 
strips must be rectified prior to construction of a photogrammetric image (Leberl & Szabo 2005). The 
GPS/IMU data collected during the flight is a necessity to rectify the data collected from each line 
scanner (Weichelt et al. 2005).  
 
Line scanners have a slightly lower maximum spatial resolution (GSD) due to technical limitations of 
the camera, than CCD aerial cameras (Leberl & Szabo 2005). Pateraki and Baltsavias (2003) 
describes the ADS40 as a transitional sensor between film photographs and high resolution satellite 
data, since the ADS40 was able to cater for applications the required stereoscopic overlap and 
multispectral data with GSD of 15-100 cm. Overview of specifications of the ADS40 include, focal 
length of 62.5 mm, pixel size of 6.5 µm, across track FOV of 64º, single linear array of 12000 pixels, 
and a 14-bit radiometric resolution (Pateraki & Baltsavias 2003). No further detail will be given 
regarding the line scanning camera system (ADS40) as it was not available during the data capture for 
this research. The following refer to frame/matrix array cameras (DMC and UltraCam-D). Table 2.3 
presents a summary of attributes of the two digital frame camera systems. In addition, digital cameras 
can capture in the NIR region of the EM spectrum simultaneous to RGB (Hinz et al. 2001). Film 
cameras are also capable to capture in the NIR with the use of a filter, but this would typically require 
extra film and possibly a second flight. 
 
Table 2.3: Summary of attributes of the DMC (Intergraph Corporation 2006) and  
UltraCam-D (Leberl & Gruber 2003). 
Attribute DMC UltraCam-D 
Pixel size (µm) 12 9 
Image size (pixels) 13824 x 7680 11500 x 7500 
Image size (mm) 165 x 92 103.5 x 67.5 
Total number of CCD arrays 8 12 
Focal length (mm) 120 100 
FOV across track 69.3º 55º 
FOV along track 42º 37º 
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Traditional large format aerial film cameras have a square footprint of 230 x 230 mm (9 x 9 inches) 
captured using a single camera. A digital camera system utilising a single CCD array, covering these 
dimension, therefore mimicking a film-based camera, would be ideal. However, at the moment there 
are both technological and cost factors that prevent this from being achieved (Dörstel 2003; Hinz et al. 
2001). Instead digital frame cameras utilise multiple smaller CCD arrays to create an image. The use 
of multiple CCD arrays results in the utilisation of multiple cameras, and therefore multiple projection 
centres. Although the following specifically refers to the DMC, it describes the general procedure of 
the composite digital frame camera system to increase the final size of the image. Four cameras (and 
CCD arrays) create high resolution panchromatic images, known as sub-images. These sub-images 
are combined into a virtual image (final image) with a central perspective (Dörstel 2003). The tilt and 
position of the individual projection centres of the lenses are precisely known and these parameters 
are absolutely necessary to merge the sub-images into a complete single image (Zeitler et al. 2002). 
In addition, the accuracy and quality of the final image is directly influenced by the validity and 
completeness to calibration data (Heier et al. 2002). Dörstel et al. (2003) and Tang et al. (2000) 
discuss the method to merge four perspective centres into one for the DMC. 
 
The camera system has an additional four cameras, one camera for each of the multispectral bands – 
red, green, blue and near infrared. The multispectral images have the same ground cover as the 
(merged) high-resolution panchromatic image, but at a reduced resolution (Tang et al. 2000). After the 
panchromatic images are merged they are ‘pan-sharpened’ with the multispectral images to produce a 
colour composite for photographic or photogrammetric purposes. The results of a composite image, 
with a central perspective is required for image processing, since current photogrammetric software 
solutions can only process images with a single central perspective centre (Heier et al. 2002;  
Tang et al. 2000). In addition the photogrammetric principles, such as the collinearity condition 
assume a central perspective. Honkavaara et al. (2006)and Kröpfl et al. (2004) provide details of this 
process regarding the UltaCam-D. 
 
Calibration of the eight individual camera heads is outside the scope of this project. In addition, 
calibration is completed during manufacture of the camera. The process is undertaken in a laboratory, 
and is known as ‘geometric and radiometric calibration of a single camera head’. The results from this 
procedure are used to mosaic the sub-images into a final image (Zeitler et al.2002). Zeitler et al. 
(2002) goes into further detail, and concluded that “the mosaicked virtual DMC images were of 
excellent geometric quality”. Heier et al. (2002) provides good discussion on the camera calibration of 
the DMC, and describes that the calibration is undertaken in two steps, both by the manufacturer. 
Firstly, each individual camera is calibrated and radiometric and geometric influences (parameters) are 
stored with each camera. These parameters are used to correct the image in post-processing, that is, 
when creating the virtual image. Once the individual cameras are assembled into the multi-camera 
composite system, a further calibration is performed. This involves the exact spatial positions of each 
camera in the system and radiometric corrections (Heier et al. 2002). Calibration results from one 
camera system are not transferable to other digital cameras since the internal image build-up differs 
significantly. Therefore the specified interior orientation parameters need to be tested for each of the 
different system (Kissiyar et al. 2008). 
 40 
 
The two camera systems are equipped with GPS/IMU device to record the positions and movements 
of the aircraft at each exposure. If for any reason this device fails or the data is not at the required 
accuracy, the imagery can still be used (Weichelt et al. 2005). Additionally, because of the CCD 
matrix, influences from sudden aircraft changes are eliminated because the image geometry is frozen 
at a single point in time, for each exposure (Hinz et al. 2001). Another important specification of the 
frame camera system includes the maximum frame rate, or cycle time of the camera. The cycle time of 
the camera relates to how fast the camera can ‘recharge’ its CCD arrays ready for capture of the next 
frame. The cycle time can be modified slightly with the aid of an electronic forward motion 
compensator (FMC) that is used with the CCD arrays in a time delay integration mode (Intergraph 
Corporation 2006). The FMC allows for a longer duration of time between exposures, permitting long 
exposures in low lighting conditions (Hinz et al. 2001; Leberl & Gruber 2003). The FMC improves 
spatial resolution and geometric accuracy (Weichelt et al. 2005). 
 
The final image output of a digital camera system is a rectangle (whereas, film is square), with the 
short edge along the flight-line. This results in a poorer base-height ratio than film-base photographs, 
with the same flight specifications, since the base distances are shorter (Dörstel 2003). A low  
base-height ratio implies weak geometry, and derived heights are compromised (Walstra et al. 2004). 
A lower base-height ratio reduces the exaggerated relief, which is important when attempting to 
capture subtle changes in ground elevations (Madani et al. 2004). However, in digital camera systems, 
the lower base-height ratio is compensated for by better measurement accuracy in the spatial and 
radiometric parameters of the image, and better system geometry, that is, frame stability and no film 
shrinkage (Madani et al. 2004).  
 
Since these camera systems capture directly in digital form there is no need to convert the image to 
process in a DPW. Digital images are also free from grain noise, scratching, dust and artefacts, which 
adverse effects on film (Alamus et al. 2005). Film, conversely, requires scanning first before softcopy 
photogrammetry processes can be undertaken (Leberl & Szabo 2005). Scanning a film image, which 
is a continuous tone medium, quantises the information into a discrete set of values. This quantisation 
may cause some data to be lost. The number of data values available and the pixel size is based on 
the scanner (Linder 2003).  
 
2.6.2 Digital cameras: radiometric attributes 
The radiometric quality of digital cameras is superior to that of analogue cameras. Radiometric 
properties will enhance the geometric results, in particular in DEM generation, measurements in low 
contrast areas and stereo matching (Honkavaara et al. 2006). The increased radiometric resolution, in 
digital photography enables the ability to match successfully (with a high correlation values) where film 
images can no longer produce a good surface definition, such as in featureless terrain  
(Leberl & Gruber 2003). In homogeneous areas during image matching, an increase in radiometric 
resolution may increase the number of successful matches and decrease the number of mismatches 
since there is a greater range or grey values available for correlations. 
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Weichelt et al. (2005) analysed the distribution of pixel values within a DMC image using a histogram. 
They found that although the DMC offered 12-bit per channel (band) data, only 30-60% of the possible 
4096 values (depending on which band – RGB) were used by 99% of pixels. This result is common 
across remote sensing systems. Even though the entire available range of 4096 values was not utilise, 
the subset of 30-60% of 4096 available values translates to approximately 1225-2455 values, which is 
significantly more than the 256 grey values available in an 8-bit scanned film image. 
 
Low contrast areas can contribute to errors in DEM creation. Automatic digital image matching 
techniques have difficulty matching homogeneous areas, that is, where contrast is poor  
(Walstra et al. 2004). This may cause lower correlation coefficients, or no correlation at all  
(Konecny 2003). Thom (2002) adds that a radiometric attributes may compromise the geometric 
precision. A lower radiometric resolution influences the separation of low contrasted areas, which may, 
in turn, adversely affect the image matching capabilities during automated methods (Thom 2002). The 
increase in spatial and radiometric resolutions is of major advantage for digital cameras, particularly in 
low textured or homogenous land cover types, the geometric accuracy is the most important in 
photogrammetric applications (Heier et al. 2002).  
 
2.6.3 Digital cameras: geometric accuracy 
This section describes some practical geometric accuracy assessments, not camera calibrations, 
which were outlined earlier. The quality and accuracy of the virtual image is dependent on the validity 
of the calibration data (Heier et al. 2002), and therefore affects measurements and coordinate 
information derived from them, and final image. CCD matrix array sensors have a ridged geometry, 
that is, stable pixel positions, and therefore minimum geometric distortions (Weichelt et al. 2005). 
 
Two accuracy assessments are often presented, the first is the results of the AT and second, the 
results of the end-product, in this instance, the DEMs generated from aerial photography. In addition, 
the accuracy assessment is camera specific, due to the different geometry and medium (film or digital) 
each camera exhibits. The remainder of this section describes theoretical and obtained accuracies 
from AT, while the next section details DEM accuracy generated from aerial photography, over snow-
scapes, using different studies as practical examples. 
 
The expected accuracy during AT, for well distributed targeted points in a normal mapping block (film 
photography with 60% overlap and 20% side overlap) is ±3 µm in image space for horizontal 
accuracy, and ±0.03‰
 
of the object distance, as given by Kraus (2007). However, Cramer (2008) 
cautions on the use of the accuracy measure “‰ of flying height” for digital imagery for the vertical 
component, since digital cameras have different geometry, resulting in different flying heights required 
to acquire same GSD as film cameras. This expression therefore is not as meaningful for digital 
camera as it is for film cameras. However, Dörstel (2003) gives expected accuracies for digital images 
to be similar to film photography, which are of ±5 µm and ±0.05‰ for horizontal and height, 
respectively. Alamus et al. (2006) also adopted these expected accuracy thresholds in their study. 
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The equation to calculate the expected horizontal accuracy (σX, σY) is shown in Equation 2.1, and the 
expected height accuracy (σZ) can be computed with Equation 2.2.  
 
 σX = σY = ±σC * image scale 
Equation 2.1 
Where, σC is the image coordinate accuracy, in the example above by Dörstel (2003), this value is  
5 µm. 
 
 σZ = ±x‰ of flying height 
 σZ = x x 10-5 x focal length x scale 
Equation 2.2 
Where, x , in the example above by Dörstel (2003), this value is 0.05‰
 
of flying height. 
 
Investigations by Madani et al. (2004) found that the geometric accuracy of the DMC was either 
comparable or sometimes better than that achievable with analogue camera operating under similar 
conditions. Weichelt et al. (2005) found similar results in a direct comparison of a DMC and a film 
camera (Zeiss – LMK, focal length 150 mm) flown simultaneously with a two camera hole aircraft. 
After relevant processing the results showed higher point position accuracy for the DMC. Results from 
the study were: for the DMC a sigma value of 2.02 µm and for the LMK, a sigma value of  
6.60 µm. 
 
A study undertaken by Honkavaara et al. (2006) used the UltraCam-D to determine system 
parameters, in order to evaluate systematic errors and to assess the geometric accuracy. Their 
investigation found that (at that time), analogue camera gave better results than the UltraCam-D, but 
was optimistic that the development of relevant mathematical models and improvements in digital 
sensor systems may change this status. Honkavaara et al. (2006) found typical accuracies of 2-3 µm 
in horizontal and 0.05-0.09‰ of object distance in height.  
 
During stereoscopic measurements for signalised and well defined points Dörstel (2003) used 
thresholds of ±8 µm for horizontal accuracy and ±0.1‰
 
of flying height for expected X, Y and Z 
accuracy measurements. However, for natural, less defined points the values can become less 
stringent. The values take into account such influences as operator index and uncertainty in the object 
definition. In the Dörstel (2003) study, each point was measured 10 times stereoscopically. The 
expected height accuracies were easily met with DMC images. From these results, Dörstel (2003) 
suggests increasing expected planar accuracy to ±5 µm for horizontal accuracy and height accuracy 
to ±0.08‰ of flying height, for well defined points, using the DMC. The latter value is comparable to 
the accuracies achievable with the RMK Top, film camera (Dörstel 2003). 
 
Passini and Jacobsen (2008) tested four digital cameras – DMC, UltraCam-D, UltraCam-X and 
ADS40, and one analogue camera – RC30. They compared the use of different numbers of 
parameters for bundle block adjustments. The results showed that, the DMC was comparable, or 
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better to the RC30, in X, Y and Z, as was the ADS40. The UltraCam models were also comparable, or 
better, than the RC30, but only in X and Y, and were significantly worse in Z. 
 
2.6.4 Digital elevation model creation for snow and ice monitoring 
Aerial photography has a long history in snow covered landscapes (Hall & Martinec 1985) and is still 
being utilised . This section presents four examples to illustrate previous studies undertaken to create 
digital elevation models from aerial photography over snow affected regions. These examples used 
film based photography and scanned them to be used in a DPW.  
 
The first example is a study undertaken by Bacher et al. (1999). The scope of their study was to 
acquire a set of traditional film photography to derive reference height data, over a glacial region. The 
research was driven by the sub-glacial volcanic eruption in 1996 that caused a break up of glaciers in 
the region and subsequently caused disastrous flooding. The elevation changes of the surface of a 
glacier are a sensitive indicator of future outbreaks of glaciers. 
 
The photography was captured approximately one year after the volcanic outbreak. The size of their 
study area was 100 x 20 km. The camera used was a Leica RC 30, with a 152 mm focal length. The 
scale of photography ranged between 1:52,000 and 1:39,000, depending on the terrain. The film 
photographs were used in a DPW. Film was scanned at a resolution of 25 µm.  
 
The control points used were signalised ground points, some radar reflectors and a GPS survey. The 
GPS survey involved collection of a set of natural control points. The accuracy achieve by the GPS 
surveys was satisfactory for their research. DEM generation was undertaken with the software Bae 
Systems Socet Set. The photography used by Bacher et al. (1999) had a high degree of texture in 
about 80% of the images. 
 
The results of the DEM generation were deemed reasonable by Bacher et al. (1999) for their research 
purposes. Validation processes involved overlaying the stereo model with the contour lines generated 
by the DEM and then checking stereoscopically. The comparison revealed that about 10% of the total 
DEM contained errors. Regions that were affected by errors were caused by weak surface texture, 
cloud or fog cover or very steep slopes with dark shadows. The model was manually edited in problem 
areas, where contour lines did not coincide with the stereo model. This had to be undertaken by an 
experienced stereo operator. The final DEM, of a part of the Vatnajökull glacier in Iceland was 
computed within a 25 m raster in a purely digital manner. The elevation accuracy was estimated to be 
between 1-2 m (this converts to an accuracy of approximately 0.22‰ of flying height, using average 
uncertainty and scale). 
 
The second example was undertaken by Ledwith and Lunden (2001) who used scanned film 
photography to generate DEMs of snow covered areas in Norway. The photography had a scale of 
1:30,000. The film was scanned at 25 µm and at 8-bit (256 grey values) and at 10-bit (1024 grey 
values). The photography was originally captured with a Carl Zeiss RMK TOP 15 camera having a  
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154 mm focal length. Digital images were modified using sharpening and gamma enhancements. 
Horizontal ground control points (GCPs) were obtained from 1:50,000 maps sheets of the region 
(resulting in accuracies of 25 m), and vertical GCPs were obtained from surveyed elevations (resulting 
in accuracies of 1 m). GCPs were obvious landscape features near shorelines. DEMs were generated 
with 10 m or 30 m outputs. In addition, a 10 m contour map was produced which agreed well with 
existing cartographic maps for the region. GPS data was also collected along a transect and achieved 
an average difference of 2.8 m and a standard deviation of 7.8 m, between derived DEMs and GPS 
field measurements (this converts to an accuracy of approximately 0.62‰ of flying height). The large 
differences were attributed to sections of the photography where the terrain was more rugged than the 
glacier surface. In addition, the GPS transect was collected approximately five months prior to the 
capture of the aerial photography (Ledwith & Lunden 2001). 
 
The third example, by Baltsavias et al. (2001) was a study on glacier monitoring using aerial 
photography and laser scanning LiDAR. Emphasis here will be placed on DEMs created from aerial 
photography. The photography was captured at a scale of 1:13,000 with a RC 30 camera having a 
focal length of 152 mm. Overlap between runs varied, either being 60% or 80%. Photographs were 
scanned at 14 µm. This study also evaluated different image matching softwares for different terrain 
types, such as glacial areas and mountainous cliffs. In order to validate created surfaces created from 
automated matching programs, reference datasets were measured using an analytical plotter that had 
estimated accuracies between 0.20-0.40 m for height. Most areas plotted were of the glacier, but one 
encompassed steep mountain cliffs with some shadows. The authors chose this area to compare the 
performance of digital systems in areas known to be problematic during image matching and DEM 
creation. The resulting DEMs had a 10 m cell size. 
 
Prior to automated image matching, Baltsavias et al. (2001) undertook some image pre-processing in 
the form of a Wallis filter, for radiometric equalisation and contrast enhancement. Contrast 
enhancement was needed in homogeneous snow areas and shadowed step cliffs. DEM creation was 
good for lower areas of the glacier where there was sufficient texture to enable image matching due to 
contrast, but poor in the higher parts where snow accumulation is higher. This was expected to be 
problematic by Baltsavias et al. (2001). The RMSE results for the mountain cliff subset were noticeably 
worse than the other subsets representing glaciers. Their project accuracy of 0.5-1.0 m in glacial 
areas was achieved (this converts to an accuracy of approximately 0.26-0.51‰ of flying height). 
 
The fourth example, Schiefer and Gilbert (2007), who undertook a study to utilise historical aerial 
photography to track the morphometric changes in a glacier environment. Their study involved 
calculating volumetric changes using rasters (DEMs) created from aerial photographs. That is, to 
generate multiple DEMs in order to quantify landscape changes over different epochs of time.  
 
Twelve datasets obtained between 1947 and 1997, of small to medium scale aerial photography 
(1:10,000-1:40,000) was used by Schiefer and Gilbert (2007). Film was scanned at 8-bit radiometric 
resolution and scanning resolutions of 7-30 µm, depending on the scale, to obtain a 30 cm spatial 
resolution in resulting digital images. Nine GCPs (natural features) were obtained using GPS, having 
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an accuracy of ±0.1 m, which were used in AT processes. DEMs were generated using automatic 
image matching algorithms. Poorer image correlations were expected by Schiefer and Gilbert (2007) 
in snow accumulation zones of glaciers, due to the low contrast in photographs. The resulting DEMs 
were used to assess morphometric changes, by differencing DEMs derived from old photography from 
DEMs derived from more recent photography. 
 
Schiefer and Gilbert (2007) lacked independent ground check point data, therefore they could not 
validate DEM accuracies. Instead they assessed the DEMs using the residuals of the AT and 
correlation success from the image matching. They found systematic errors in their generated DEMs, 
these errors ranged between <1 m to 1.5 m, (information was lacking, therefore this could not be 
converted to a ‰ of flying height). They also found that the systematic errors were correlated with AT 
residuals, and state the importance of adequate GCP for photogrammetric applications.  
 
LiDAR has also been used to create surface models of snowscapes. As previously mentioned 
Baltsavias et al. (2001) used LiDAR in their study for glacier monitoring and compared LiDAR to aerial 
photography. Some issues the authors found with using LiDAR was the requirement of a low flying 
height, <750 m, the poor planimetric accuracy, and the reflectivity (based on the wavelength used). 
The authors also comment that flight planning was a challenge given the small swath widths of LiDAR 
and the small tolerances for flight deviations, which could cause gaps in data if exceeded  
Baltsavias et al. (2001). Baltsavias (1999) also adds that the need for LiDAR to have GPS on board 
and on the ground as well as requiring at least five satellites at all times. This could be problematic in 
mountainous regions where line of sight to satellites could be obscured. Although digital photography 
also utilises onboard and ground GPS, if the issue arises that GPS cannot be used to rectify the 
imagery, posterior measurements can be used Baltsavias (1999). LiDAR overcomes conventional 
photogrammetric problems to do with the lack of texture or radiometric contrast of the land cover type 
when attempting to create a DEM (Favey et al. 2002; Kääb 2008). However depending on the land 
cover type of interest special consideration must be made when deciding on the wavelength 
(Schaffhauser et al. 2008). 
 
For this thesis LiDAR was considered but not chosen given the issues presented by Baltsavias et al. 
(2001). The availability of the LiDAR sensors (at the time) were limited to 1000 nm and 1500 nm 
wavelengths, both of which fall in a snow spectral absorption feature. Logistically, a flying altitude of 
below 750 m, could not have been achieved due to surrounding terrain (an issue also affecting the 
photography). Poor planimetric accuracy would also affect the validation results since elevations were 
compared using Easting and Northing locations. Positions of validation points were on slopes 
therefore a large displacement in Easting and Northing between the DEM and the validation data 
would translate to a large difference in elevation during comparisons. 
 
2.6.5 Summary: Photogrammetry and DEM creation 
Photogrammetry is a well-established technique to obtain metric information from photographs. 
Industry and researchers have welcomed the shift from film to digital. While the shift in image medium 
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has occurred, the basic principles of photogrammetry still apply. For example, it is still necessary to 
orientate and georectify imagery, although this has been streamlined with the use of GPS/IMU 
devices, usually associated with each camera. Advantages of digital systems over film cameras have 
been described. The increases in radiometric and spatial resolutions have enhanced geometric 
accuracy of digital imagery, which compensates for the weaker base/height ratio. The section also 
presented four examples of aerial photography used to create DEMs of snow covered areas have also 
been given, whereby all studies used film aerial photograph in a DPW. 
 
2.7 Spectroscopy 
Spectroscopy is the science of measuring the electromagnetic radiation reflected or emitted from 
objects or land cover types (Lillesand et al. 2004). Different features have different spectral 
characteristics based on their chemical composition and physical structure which affects the amount of 
reflectance or emission of energy (Aspinall et al. 2002). This review will only be describing the 
collection and analysis of reflectance datasets (an alternative is radiance). Reflectance as calculated 
from the ratio of incident solar radiation reflected from a target and the incident radiation reflected from 
a reference surface (Casacchia et al. 2002). That is, the reflectance of a feature is presented as a 
percentage of incident solar radiation compared to a reference target. The reference target is a 
Lambertian reflector that reflects nearly 100% of incoming solar radiation at all wavelengths  
(ASD 1999). The reflectance of features in multiple wavelengths is recorded by a spectrometer and 
visualised graphically as a spectral signature or spectra (Lillesand et al. 2004).  
 
Spectrometers can be can be used on the ground (in situ) or can be fitted to an aircraft or satellite.  
In situ spectral-radiometry measurements are point-based, while airborne or spaceborne spectroscopy 
are imaging spectrometers that collect spectral data over an area using an array sensor to create 
rasters (van der Meer & de Jong 2003). Imaging spectroscopy is also referred to as hyperspectral 
remote sensing (Aspinall et al.2002). Green et al. (2006) provides a detailed table of existing and 
planned airborne and space-borne imaging spectrometers.  
 
 
2.7.1 Spectrometers and observing spectral measurements 
Spectrometers are generally described by different parameters – spectral range, spectral resolution, 
sampling interval and FOV, which were described in section 2.5.2. The FOV (or angular resolution) 
refers to the angular extent of the fibre optic cable of the spectrometer (expressed in degrees). The 
ground field of view (GFOV) is the size of the area on the ground, included in a single measurement. 
The ground field of view is a function of the FOV and height above the ground (or target), at which 
measurements are collected. If the height above target is a limitation, the FOV angle can be restricted 
using fore-optics (an attachment for the fibre optic cable), therefore reducing the GFOV. The target of 
interest should fill the entire GFOV for a reliable spectral signature. The calculation of GFOV is 
presented in Appendix I. 
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The FieldSpec FR spectrometer has three different sensors, which are sensitive to different regions of 
the electromagnetic spectrum – VNIR (350-1000 nm), SWIR1 (1000-1800 nm) and SWIR2  
(1800-2500 nm) (ASD 1999). The VNIR sensor and SWIR sensor of the instrument have different 
spectral resolution characteristics. The sampling interval for VNIR – 1.4 nm and SWIR – 2 nm, and for 
spectral resolution VNIR – 3 nm and SWIR – 10 nm, which are automatically interpolated to 1 nm 
band intervals (ASD 1999).The sensitivity of these sensors changes with temperature, in particular 
during the warm-up period. It is recommended (by the manufacturer and users) to extend the warm-up 
session to over an hour, to improve instrument stability and repeatability. This will reduce sensitivity 
drift, but will not eliminate it due to the temperature changes under field conditions (Salisbury 1998). 
The VNIR sensor (400-1000 nm) is unstable at the start and end of the recording region, the SWIR2 
sensor (1800 to 2500 nm) is unstable near 1800 nm, while the SWIR1 sensor (1000-1800 nm) is 
extremely stable (Salisbury 1998). The manufacturers utilise the stability of the SWIR1 sensor to 
correct the VNIR sensor at 1000 nm and the SWIR2 sensor at 1800 nm, using the radiometric 
correction program (PCORRECT) (Salisbury 1998). In addition, a reflectance offset may occur 
between the different detectors or sensors, that is, at 1000 nm and/or at 1800 nm. Salisbury (1998) 
attributes this offset to poor observation technique and provides an example of different  
solar-spectrometer-sample geometry for the target and reference panel. The effect of these 
reflectance offsets can be minimised by regularly observing the reference target (lambertian panel).  
 
Casacchia et al. (2002) advise that during the field acquisition of reflectance spectra consideration 
must be given to the geometry between the spectrometer, the target and the sun. Poor geometry may 
lead to unreliable reflectance data especially in the visible wavelengths. Sun elevation is also an 
important factor as it affects the amount of radiant energy that reaches the surface. Low sun 
elevations may result in a low signal in the SWIR ranges and produce noisy reflectance values. 
Casacchia et al. (2002) also suggest, in order to avoid reflectance values exceeding 100% for visible 
wavelengths up to 900 nm, care must be taken to correctly orientate the spectrometer over the panel 
during calibration. Weather conditions, in particular those related to water vapour, will adversely affect 
recorded reflectance values. Wavelengths at approximately 1400 nm and at 1800 nm are known water 
absorption bands (Curran 1989). 
 
When obtaining reflectance measurements, reference measurements of the lambertian panel need to 
be taken systematically before sample measurements (Curtiss & Goetz 1994). This is referred to as 
optimisation, where the reference reflectance spectrum is stored to be used to calibrate the 
reflectance of the target. A second calibration measurement required by the instrument is a dark 
current measurement. The dark current measurement refers to the internal (electronics and detectors), 
systematic noise of the instrument. Dark current is observed while an automatic shutter covers the 
detectors, therefore viewing zero illumination energy. This measurements is automatically stored and 
subtracted from subsequent measurements (ASD 1999). Optimisation activates the dark current 
measurement. 
 
Each spectral recording is an average of multiple readings or scans taken by the spectrometer 
(spectrum averaging). Castro-Esau et al. (2006) utilised a spectral sampling technique of ten scans 
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per dark current, white reference and target samples. Optimisation was undertaken after every one to 
two measurements (recordings). The configuration used by Casacchia et al. (2002) was a 50 scan 
spectrum averaging, 20-30 recordings of reflectance for each target, height above target was 50 cm 
and the instrument was orientated at nadir. 
 
2.7.2 Remote sensing, imaging spectrometers and snow 
hydrology 
Historical uses of remote sensing data, in particular aerial photography, have been to define the 
spatial distribution of snow cover, specifically in remote areas where manual measurements cannot be 
obtained (Hall & Martinec 1985). Aerial photography has also been used to determine snow line 
elevations (USACE 1998), and to detect the presence or absence of snow (Seidel & Martinec 2003). 
Oblique aerial photographs have been taken of specialised snow depth markers as a remote method 
to obtain snow depth (Finnegan 1962). Finnegan (1962) used SWE measurements of preceding years 
and coupled them with snow depths obtained from aerial photography to determine an estimation of 
SWE for the present year. Aerial photography of snow-covered areas, have also been used to validate 
the classification of snow-covered areas as mapped by other remotely sensed data of lower spatial 
resolution. For example, Painter et al. (2003) used 1 m resolution aerial photography to validate a  
17 m classified AVIRIS data set. 
 
Remote sensing techniques are ideal for snow hydrological studies. They provide a non-destructive 
method and allow for a full area sample which is an advantage because of the delicate nature and 
spatial variability of snow. Field measurements of snow properties are usually sparse or infrequent as 
the environments are, typically, subject to harsh and dangerous conditions (Yankielun et al. 2004). 
Data can also be collected on a regular basis, contingent on instrument availability and weather 
conditions. Different sensors spectral resolutions have different uses. Some snow hydrology 
applications require only multispectral datasets, while other applications require the higher spectral 
resolution of hyperspectral data (Dozier & Painter 2004).  
 
Remote sensing in snow hydrology has had some attention over the last few years as connections 
with expected global warming have become apparent (Schiefer & Gilbert 2007; Seidel & Martinec 
2003). Early remote sensing surveys (1970s and 1980s) used spaceborne sensors such as Landsat 
Multispectral Scanner and Landsat TM to derive snow extent. Hall and Martinec (1985) comment on 
the potential to distinguish between snow grain sizes using reflectance measurements. 
 
MODIS part of the EOS platform has also been used to map snow extents and land surface 
properties, including snow cover (NASA 2001; Painter et al. 2009; Seidel & Martinec 2003). Dozier 
and Painter (2004) provide a detailed review of remote sensing technologies in alpine snow hydrology, 
including the use of multispectral and hyperspectral datasets. High resolution data, in particular from 
the AVIRIS sensor, have been used to map snow covered areas on a sub-pixel level  
(Painter et al. 2003), estimate snow grain size (Nolin & Dozier 1993; Painter et al. 1998) and other 
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interpret other snow properties, such as albedo, liquid water, impurities and angular effects  
(Dozier et al. 2009). 
 
The identification of snow in remotely sensed imagery is straightforward since snow and ice are highly 
reflective of the incident solar radiation, than any other natural surface (NSIDC 2008b). Although, in 
rugged and mountainous terrain, where snow can occur in shadowed areas and can seem darker than 
soils or vegetation, even during daylight periods (Dozier 1998). Snow and ice can also be difficult to 
distinguish from clouds in the visible wavelengths due to their spectral similarity. In some cases, thick 
clouds can be as bright as snow, so they cannot be reliably distinguished in the visible region. In 
addition, thermal wavelengths cannot be utilised to reliably distinguish there features, as clouds can 
be either warmer or cooler than the snow surface (Dozier 1998). In order to discern snow and ice from 
clouds, infrared bands therefore need to be utilised (Dozier 1998; Seidel & Martinec 2003). 
 
The Normalised Difference Snow Index (NDSI), like other indices, for example the Normalised 
Difference Vegetation Index (NDVI), is a relative measure of reflectance between two bands, or 
wavelength ranges (Adams & Gillespie 2006). NDSI is a mapping algorithm used to classify snow 
cover pixels on an image. The visible and shortwave infrared sensitivities are used. NDSI works on the 
basis of a typical snow reflectance curve. Snow and ice are much more reflective in the visible than in 
the shortwave infrared, while clouds are similar in the visible, reflectance remains high in the 
shortwave infrared (Seidel & Martinec 2003). NDSI has been used with MODIS and Landsat TM 
datasets (Dozier 1998; Hall et al. 1995). NDSI uses MODIS B4 (545-565 nm) and B6 (1628-1652 nm), 
or Landsat TM B2 (520-600 nm) and B5 (1550-1750 nm) (Seidel & Martinec 2003). The algorithm is 
useful as it has been demonstrated to discern snow and ice from most clouds (Hall et al. 1995).  
 
NDSI can be used on its own to map the presence and absence of snow, where high NDSI values 
indicate snow. A threshold value is set and NDSI values that fall above or below the threshold are 
classed as snow or not snow, respectively. An example is presented by Seidel and Martinec (2003) for 
MODIS datasets. The authors utilised a method in which, a pixel is classified as snow if the NDSI 
value is >0.4, however to make the process slightly more robust, the pixel must also be greater than 
11% in reflectance for B2 (841-876 nm) and greater than 10% in B4 (545-565 nm). 
 
Dozier (1998) uses the normalised band difference of Landsat TM data (TM B2 – TM B5 / TM B2 + TM 
B5). Reflectance in Landsat TM B1 (450-520 nm) or B2 (520-600 nm) is much brighter for snow than 
other natural surfaces and in Landsat TM B5 (1550-1750 nm) clouds are generally more reflective 
than snow. Therefore, when using Landsat TM to map snow cover, the following need to be satisfied:  
 
 Reflectance in Landsat TM B1 >0.16, this threshold allows snow to be distinguished from 
other surfaces, in shadowed areas.  
 Reflectance in Landsat TM B5 <0.20, this discerns snow from clouds, and 
 Normalised band difference <0.4, further criterion to distinguish snow from clouds, bright soils 
and rocks. 
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Nolin and Dozier (2000) outlined studies undertaken using the Landsat TM sensor in the 1990s. One 
study which utilised reflectance in Landsat TM B4 (760-900 nm) to estimate grain size was promising 
and matched field measurements. Landsat TM B5 (1550-1750 nm) and B7 (10400-12500 nm) were 
also investigated to derive estimations of grain size but, were unsuccessful. Although unsuccessful, 
the bands were more sensitive to fine snow, since Landsat TM B4 is highly sensitive to atmospheric 
effects (Nolin & Dozier 2000). The authors also comment on the need for appropriate sensors and the 
development of inversion methods to obtain better quantitative estimates of grain size and, at the 
same time reduce errors from atmospheric effects.  
 
The remote sensing technologies described previously are passive systems and are measurements of 
the snow surface (or near surface). In order to obtain depth-integrated information about liquid water, 
an active microwave remote sensing system must be used (Dozier & Painter 2004). Shi and Dozier 
(2000) investigated the use of SAR to estimate snow water equivalence, by inferring snow density and 
sub-surface properties. SAR (an active sensor) is an all-weather capable instrument, and therefore 
improves the prospects for snow cover monitoring in the mountainous regions (Harrison & Jupp 1989). 
Frequency Modulated Continuous Wave (FCMW), a specialised SAR system, is able to observe the 
electromagnetic stratigraphy of snow and soil (Holmgren et al. 1998). In other words it is able to profile 
the snowpack using a remote method; conversely a snow pit would be the manual destructive method. 
FCMW measures the electromagnetic discontinuities that affect microwave scattering caused by the 
different layers in a snowpack or ground soil (NASA 2001). Schmugge et al. (2002) states that passive 
microwave satellite sensors, such as the Scanning Multichannel Microwave Radiometer (SMMR) and 
the Special Sensor Microwave/Imager (SSM/I) are suited more to regional and large catchment areas 
(>10,000 km2) due to their coarse spatial resolution (>18 km pixel size). Utilisation of passive 
microwave sensors, with coarse spatial resolution in an Australian context is not viable since snow 
covered areas area seasonal and the alpine region is relatively small and heterogeneous 
(approximately 25,000 km2) (Slattery 1998). 
 
Further details of microwave remote sensing and their uses in snow depth and SWE measurements 
are found in Holmgren et al. (1998) and Yankielun et al. (2004). Pardé et al. (2007) detail the use of 
microwave brightness temperature measurements to estimate SWE. Passive microwave systems 
have also been used by Saraf et al. (1998) and Schmugge et al. (2002) to determine snow depth and 
snow cover extent.  
 
2.7.3 Spectroscopy of snow 
This section describes the reflectance characteristics of snow in the visible and infrared regions, 
between approximately 300-2500 nm. The retrieval of snow characteristics in these regions are limited 
to the surface, or near-surface (Dozier & Painter 2004). Longer wavelengths >2500 nm to 15000 nm 
have also been used for the retrieval of albedo, snow cover area, grain size, liquid water, and 
temperature (Dozier & Painter 2004; Hall & Martinec 1985; Rees 2006). The Antarctic snow surface 
can provide fairly large homogenous area, which can allow pure spectral signatures to be obtained. 
These ‘pure’ signatures are ideal as reference reflectance curves (Casacchia et al. 2002). 
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Albedo is known to be a function of grain size and density (Male 1980). In general, the larger the grain 
size the lower the reflectance, with infrared regions influenced the most (Casacchia et al. 2002; Dozier 
1998). Reflectance is also lower for wet snow compared to dry snow, because of the absorption 
coefficient of water and ice, particularly in IR wavelengths (Gerland et al. 1999). Odermatt et al. (2005) 
found that peaks in the near infra-red are more distinctive in dry snow than in wet snow and, for most 
cases, that the albedo of dry surfaces was higher than for wet surfaces at all wavelengths. Warren 
(1982) suggests that the influence of density on albedo is actually a function of grain size since density 
normally increases as grain size increases. In addition, wet snow is typically the result of melting which 
causes snow grains to amalgamate and therefore become larger (Casacchia et al. 2002). 
 
Optical properties, such as reflectance, can therefore be used to derive and infer the physical 
properties of the snow, namely grain size, from the snow surface (Dozier & Painter 2004). Snow grain 
size is important for two reasons, 1) it affects albedo, and therefore global heat balance  
(Hall et al. 1995) and 2) larger grain sizes tend to hold more water (Casacchia et al. 2002). Figure 2.3 
shows reflectance spectra of snow with different grain sizes. A diagnostic absorption feature, which 
enables the retrieval of different grain sizes, is also marked at 1030 nm. In general, as snow grain size 
increases, reflectance decreases (Nakamura et al. 2001). 
 
 
Figure 2.3: Snow spectral signatures of different grain sizes, adapted from Dozier and Painter (2004), 
with diagnostic absorption feature at 1030 nm. 
 
The reflectance of snow is influenced by a number of different parameters including, grain size, snow 
depth, snow water content, the roughness of the surface layer, reflectance data acquisition geometry, 
sun zenith angle and the weather (Casacchia et al. 2002). Absorbing impurities also affect the 
reflectance particularly in the visible wavelengths (Dozier & Painter 2004). Wiscombe and Warren 
(1980) also includes the ratio of diffuse to direct incident radiation as a factor that influences 
reflectance. 
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In the literature, there is agreement that the visible wavelengths penetrate the snowpack to depths of 
up to 50 cm (Dozier & Painter 2004; Zhou et al. 2003). Snow grains are treated as independent 
scatterers in radiative transfer models of snow reflectance and transmittance. Grain sizes and their 
centre-to-centre separations are larger than the wavelength of light. This allows multiple scattering as 
light enters the snowpack. In the blue wavelengths, penetrations of light is restricted to depths up to 50 
cm (Dozier & Painter 2004). 
 
Infrared wavelengths do not penetrate as deep and reflectance is therefore only of the uppermost part 
of the snowpack (Wiscombe & Warren 1980). The depth of infrared wavelength penetration conflicts 
between various authors, the following outlines some of the variations: 
 
 The thickness of the snowpack can also affect the albedo of snow. Over thin snowpacks, 
underlying surfaces contribute to the reflectance. When the snowpack becomes thick enough, 
the effects of the underlying surface become insignificant. Snowpack thickness only really 
influences reflectance in the visible region, where radiation penetrates to greater depths than 
in the near-infrared region (Wiscombe & Warren 1980). 
 
 According to Gerland et al. (1999), albedo in the IR region is influenced mainly by the snow 
grain size within the surface layer, no deeper than 20 cm and in the visible region is influenced 
by soot, dust and other impurities on the surface. 
 
 Reflectance in the NIR is representative of the top 0.5-3.0 cm of the snowpack, due to the 
limited penetration in this region. Within this layer, grain size distribution is more likely to be 
homogenous (Nolin & Dozier 2000). 
 
 Snowpack depth only affects the visible part of the spectrum and only over shallow snow, up 
to 50 cm for coarse-grain snow. The top 5-10 cm have the most influence on spectral 
response. In the near-infrared wavelengths the snowpack is effectively semi-infinite at a depth 
of around 5 cm, that is, the reflectance in this region is the same over deep and shallow 
snowpacks (Zhou et al. 2003). 
 
 Dozier and Painter (2004) stated visible wavelengths can penetrate the snow surface up to  
50 cm, but only a few millimetres in the NIR an IR regions. 
 
Grains sizes vary with depth, however, the top 10-20 cm of the snow surface determines albedo, and 
in this layer grain sizes vary by less than 50% (Wiscombe & Warren 1980). One diagnostic absorption 
feature, located within the near-infrared region, is able to discern snow grain size variability extends 
between 960 nm and 1080 nm and is centred at 1030 nm (see Figure 2.3). This absorption feature is 
therefore representative of the surface (top 0.5-3.0 cm) of the snowpack and within this layer grain 
size distribution is more likely to be homogenous. As depth increases, grain sizes tend to increase 
(Nolin & Dozier 2000). The 1030 nm absorption feature has been used in many instances.  
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An early method investigated by Nolin and Dozier (1993), solely used the reflectance at 1030 nm. The 
authors acknowledged the drawbacks of this method, where the use of a single band can be sensitive 
to sensor noise and also requires definitive knowledge of solar and viewing angles. The reflectance at 
1030 nm is highly sensitive to grain size, this band is of high interest to the snow hydrologist in remote 
sensing (Nolin & Dozier 2000). An additional advantage of using a wavelength in the NIR spectral 
region is that there is little atmospheric scattering or attenuation which ensures noise is at its minimum 
in this region (Nolin & Dozier 1993). Dozier and Painter (2004) extend the wavelength ranges to 
between 1000 nm and 1300 nm, for the sensitivity to grain size. 
 
The collection of snow reflectance data should be accompanied by manual snow sampling for 
validation purposes as the correct interpretation of snow spectra would be very difficult without 
complementary manual snow sampling data (Casacchia et al. 2002). With regards to airborne and 
spaceborne data collection, ground base data needs to be coordinated with image capture for direct 
comparisons and validation. Weather conditions, such as cloud cover and illumination, influence the 
quality of data collected therefore, the collection of ground based data not concurrent with image 
capture, may compromise validation results (Aspinall et al. 2002). In order to validate spectral albedo 
inferred from remote sensing techniques, estimates of grain size are required. Estimates of grain size 
and in situ reflectance measurements need to be achieved almost concurrently due to the constant 
changing nature of snow (Painter et al. 2003).  
 
In order to improve the retrieval of the physical properties of alpine snow cover, in particular from 
remote sensing platforms, further knowledge of the directional reflectance is needed  
(Odermatt et al. 2005). Detailed studies of the hemispherical-directional reflectance of snow (snow 
reflectance at different spectrometer zenith angles and different sun zenith angles) was undertaken by 
Painter and Dozier (2004) and Odermatt et al. (2005). In general, both studies found that anisotropy 
increased with increasing sun zenith angle. In other words reflectance increases as the sun reaches 
the horizon or when the sun is low in the sky. Wiscombe and Warren (1980) also found this and 
further comment that the albedo increases only a few percent in the visible, but as much as 0.2 
(reflectance factor) in the infrared. Haven (1964) and Kondratiev (1964) (both cited in Wiscombe and 
Warren (1980) and in Dubreuil and Woo (1984)) found the opposite trend, where albedo was reported 
to be at its highest at midday (when the sun is high and sun zenith angle is small). Warren (1982) 
concluded that reflectance is higher when zenith sun angles increase (that is, when the sun is lower in 
the sky), when first scattering events of photons occur closer to the surface when sun radiation enters 
the snow at a grazing angle consequently, the light has a higher chance of escaping the snowpack 
without being absorbed. 
 
2.7.4 Spectral analysis methods for hyperspectral data 
The analysis of spectroscopy measurements must consider spurious data. There are many methods 
to analyse reflectance spectra obtained from hyperspectral imaging spectrometers and in situ  
(point-based) spectrometers. Specialised methods have been developed to take advantage of their 
characteristic, high spectral resolution (Aspinall et al. 2002). Two methods that are reviewed here are 
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continuum removed (CR) and derivative analysis (DV), other methods more specifically for data 
derived from imaging spectrometers are spectral unmixing and spectral angle mapper (SAM) analysis, 
which have been used by Nolin and Dozier (2000). 
 
Continuum removed 
CR is a method to normalise a reflectance spectra. This is the spectral transformation required to 
undertake absorption band depth and absorption band area analysis. This allows absorption features 
to be compared and analysed from a common baseline. A CR spectra is calculated by dividing the 
original reflectance values by the corresponding values of the continuum line (Kokaly & Clarke 1999). 
This results in the first and last wavelengths of the CR spectra to yield a value of one. Two methods 
have been adopted to calculate CR. The first method utilises a continuum line which extends over 
single absorption features therefore, isolating diagnostic absorption features for spectra comparison 
(Aspinall et al. 2002; Kokaly & Clarke 1999), Figure 2.4a. The second method utilises a convex hull 
which is fitted over the entire spectrum therefore, a full continuum removed spectra is obtained  
(van der Meer 2004), Figure 2.4b. These two approaches, isolating absorption features and convex 
hull, result in different values for the continuum removed spectra, therefore the method applied must 
be consistent when attempting to compare continuum removed datasets.  
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(a) 
 
 
 
(b) 
 
 
 
Figure 2.4: CR methods for the normalisation of reflectance spectra.  
(a) Isolated absorptions (Kokaly & Clarke 1999) and (b) Convex hull (van der Meer 2004). 
 
Previous spectral analysis methods to determine snow grain size have used the prominent absorption 
feature in the NIR region (between 960 nm and 1080 nm, and is centred at 1030 nm) utilising the CR 
method (Nolin & Dozier 2000). The advantage of the using the CR method for the analysis of snow 
spectra, is it allows grains size estimates to be calculated independent of the absolute magnitude of 
reflected radiance. The measure is therefore not sensitive to topography. Solar illumination also 
influences the amount of reflectance, but does not change the shape or relative depth of the 
absorption feature (Nolin & Dozier 2000). 
 
Two analysis methods utilising the CR transform have been mentioned, 1) absorption band depth and 
2) absorption band area. The first takes the CR value of the centring band for analysis, while the 
second uses the area of the absorption (after CR). Nolin and Dozier (2000) state that scaling an 
absorption feature by a continuum is a valuable approach, but reliance on a single band (method 1) 
can cause results to be adversely affected by the presence of noise in the absorption features. 
Changes in the spectra generated by noise can therefore affect the depth of the feature and cause 
derivation of incorrect grain sizes (Nolin & Dozier 2000). A more robust method, is the absorption band 
area (method 2), which should average out the fluctuations caused by noise and give estimates closer 
to the true value (Nolin & Dozier 2000). Nolin and Dozier (2000) do however acknowledge that the CR 
absorption band area method has limitations. First, is the requirement that the spectrometer has 
sufficient spectral resolution to adequately resolve the absorption feature, that is, use of a 
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hyperspectral sensor. The second limitation relates to imaging spectrometer datasets – the pixel must 
be fully snow covered. 
 
Derivative analysis 
Derivative analysis has been widely used with spectroscopy data (Kutser & Jupp 2006; Smith et al. 
2004; Tsai & Philpot 1998). This analysis technique can highlight subtle changes in slope not visible in 
the original reflectance measurement. Derivatives are calculated by dividing the difference between 
successive values by the wavelength interval separating them. Savitzky and Golay (1964) is a 
commonly used derivative filter. First order derivatives (derivatives applied to original reflectance 
spectra), provide the rate of change or slope in the reflectance, with respect to wavelength  
(Holden & LeDrew 1998). Figure 2.5 shows the original reflectance of coral, with its first order 
derivative, from (Kutser & Jupp 2006). 
 
(a) (b) 
 
Figure 2.5: (a) Original reflectance and (b) Resulting derivative (differentiation interval was not given) 
(Kutser & Jupp 2006). 
 
The differentiation interval, or the number of bands used to calculate derivatives is important 
(Demetriades-Shah et al. 1990). Small intervals will output small differences between successive 
values and may therefore be compromised by random noise, resulting in a noisy derivative spectrum. 
Conversely, a large interval will reduce noise and maximise signal, but important spectral features 
(absorptions or peaks) may be lost. Therefore, the optimal differentiation interval depends on the two 
aspects, 1) the amount of noise in the spectra as noisy spectra will adversely affect the outcomes of 
derivatives, and 2) the spectral bandwidth of the original signal (Demetriades-Shah et al. 1990).  
 
2.7.5 Summary: Spectroscopy and snow 
Spectral reflectance of snow can infer different properties about it, namely snow grain size, without 
coming into direct contact with it. This method of acquiring information is desirable in snow 
hydrological studies due to the remoteness of snowfalls, and its delicate nature. Collecting spectral 
measurements also requires care, since illumination and viewing angles can affect results. 
Reflectance from spectroscopy usually results in high spectral resolution, which requires advanced 
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spectral analysis methods which cater for spurious data. Two methods – continuum removed and 
derivative analysis have been reviewed, and also previously used in other studies. Imaging 
spectroscopy has also been reviewed, and been used in applications such as mapping snow cover 
extent and albedo.  
 
2.8 Summary 
Different aspects of this research were reviewed in this chapter, both environmental and technical. 
Environmental aspects included the cryosphere and its elements. Snow and ice were detailed which 
then led into the alpine regions of the world, with specific detail on Australian alpine region and 
climate. Prior to describing the remote, area methods to estimate snow depth and SWE, traditional 
ground-based methods were discussed and revealed a variety of methods to characterise and 
measure snow. 
 
Nomenclature used to describe remote sensing systems was defined. These included sensor type, 
acquisition mode, and resolution characteristics – spatial, spectral, temporal, radiometric and angular. 
Also discussed is the trad-off between resolutions, for example, a sensor yielding high spatial 
resolution (for example, a camera) usually lacks in broad spectral sensitivity (for example, sensitive to 
wavelengths beyond RGB. However, recent advancements in remote sensing technology have 
allowed spatial resolution to increase, while maintaining a broad spectral sensitive, for example, the 
HyMap sensor.  
 
Aerial photography and digital photogrammetry were reviewed with an emphasis on DEM creation and 
snow applications. Basic photogrammetric principles were presented. The different digital aerial 
camera systems were reviewed with an emphasis on frame-matrix cameras. Radiometric and 
geometric attributes of digital cameras were also reviewed, with geometric attributes having more 
importance. Previous studies using film-based aerial photography of snow covered landscapes to 
create DEMs have also been presented. The final section reviewed traditional remote sensing 
methods such as in situ spectroscopy and imaging spectroscopy with emphasis in snow hydrological 
applications.  
 
This thesis has adopted many methods of determining snow depth (manually) and the collection of 
spectral signatures of snow from studies mainly undertaken in the northern hemisphere. In these 
regions conditions are much colder and generally snow grain sizes are much smaller. The methods 
have been adopted and modified to suit an Australian context since conditions will be different and 
therefore influence the snowpack. Areal-based estimation of snow depth and SWE are also used in 
this thesis to estimate water content in a snowpack, where previous methods have been point based 
and extrapolated. 
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CHAPTER 3   
 
 
Site and positioning selection 
 
 
3.1 Introduction 
This chapter details the ecological aspects of the study area, the selection of survey areas, sampling 
frame, summary of activities undertaken at each field campaign and a small review on GPS 
technologies. The selection of survey areas was aided by local knowledge. Topography, access (in 
particular during the snow season) and environmental aspects influenced the locations of the survey 
areas. Each survey area is described in terms of its topography and snow characteristics (in the snow 
season). The sampling frame within each survey area is described which incorporates GPS transect 
and sampling sites. 
 
Five field campaigns were undertaken within the Falls Creek Ski Resort, over an 18 month period, to 
establish a framework of positional points, collect snow data and acquire aerial imagery. This chapter 
ends with small review on GPS technologies, including the different survey styles and errors they can 
affect GPS observations. The details of the GPS surveys undertaken for this project are in the next 
chapter.  
 
3.2 Study region description 
This study was undertaken in Falls Creek, located in the Alpine region of Victoria, and has a geodetic 
location of approximately 36° 52’ S, 147° 16’ E. Falls Creek is located in north-east Victoria  
(see Figure 3.1) and approximately 365 km from Melbourne. Falls Creek was originally named 
Horseshoe Creek by the early cattlemen and was renamed to what it is now known in 1938  
(FCRM 1999). 
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Figure 3.1: Location of Falls Creek, Victoria. 
 
The Victorian Alps cover about 500,000 ha in the east and north-east of the state. The alpine region is 
covered by snow for about four months of the year. Flora and fauna in the area are unique, as the 
environment is a very demanding and challenging habitat. Vegetation in the area varies with altitude, 
from heathland, grassland and alpine bog in the higher parts to subalpine woodlands in the lower 
alpine regions. Fauna species include the Baw Baw Frog and Mountain Pygmy-possum, both of which 
are at risk of extinction (DSE 2008). A review of the Australian alpine climate, geology and soils was 
provided in section 2.3.  
 
The Victorian alpine region is at a much lower altitude than those in other parts of the world  
(Bicknell & McManus 2006). The highest peak in the region is Mount Feathertop, at 1922 m AHD 
(Note: All elevations stated throughout this chapter are respect to the Australian Height Datum 1971 – 
AHD, unless otherwise stated). As a consequence the air temperatures are higher. The BOM weather 
station at Falls Creek measured an average minimum temperature of -1.3°C in August (winter in the 
southern hemisphere) 2007, with the minimum recorded for 2007 as -6.4°C (BOM 2007). 
 
Different vegetation types exist throughout the study area, and affect snow accumulation in the winter 
and snow melt runoff in the spring. Sub-alpine woodland is present between elevations of  
1200-1400 m and sub-alpine grassy woodland is present above 1400 m (FCRM 2003).  
 
The distribution of fauna is highly influenced by the distribution of flora, that is, vegetation for food. 
Some fauna live beneath the snow in winter months where conditions are more favourable, while 
others hibernate throughout the winter. Birds tend to migrate away from the alpine region to warmer 
conditions, either to lower elevations or northward (Slattery 1998). 
 
Australian alpine vegetation in general was detailed in section 2.3.3. This section will describe specific 
Ecological Vegetation Classes (EVCs) that exist throughout the Victorian alpine region, including the 
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study region Falls Creek. The DSE has created Vegetation Quality Assessment documents for each 
EVC throughout Victoria. This was the most recent and detailed vegetation map available at the time 
of this research. The EVC class 44: Sub-alpine Treeless Vegetation is of interest here. Analysis of the 
EVC data suggested 19 EVC sub-classes occur in the study region (DSE 2006). Identifying specific 
sub-classes proved difficult even in no snow conditions. However 7 EVC sub-categories were noted 
and are discussed here: 
 
Alpine Grassland: Tussock grassland dominating valleys and saddles of high altitude plains such as 
the Bogong High Plains. They grow on free-draining substrates, and usually between heathlands, 
shrublands and wetland vegetation. Species include: Prickly Snow Grass (Poa costiniana) and 
Mountain Gentian (Gentianella diemensis) (FCRM 1999).  
 
Sub-alpine shrubland: This exists in sub-alpine and alpine areas, where snowfall persists during the 
winter months and rainfall is high. This vegetation community generally comprises of a dense 
shrubland often found in sheltered sites with sub-alpine woodland and grow on shallow soils of 
different geologies (DSE 2006). 
 
Alpine dwarf heathland: A low alpine open heathland, up to 20 cm tall occurring on rocky areas with 
limited soils above 1700 m. The heathland is subject to stunted growth due to strong winds, frost and 
high temperatures during the summer months (DSE 2006). Examples of species are Yellow Kunzea 
(Kenzea erecifolia) and Alpine Grevillea (Grevillea australis) (FCRM 1999). 
 
Alpine peaty heathland:  This type of heathland grows in alpine and sub-alpine valley floors of gentle 
slopes where drainage is low. Sphagnum Moss (Sphagnum cristatum), Pineapple grass (Astelia 
alpine) and other bog and marsh forbs and sedges dominate the field layer (DSE 2006). 
 
Alpine Fen: A low open sedgeland of pools within bogs, fen or where valley floor heathlands are 
subject to high rainfall. They grow above 1200 m (DSE 2006). 
 
Sub-alpine wet heathland: Dense layer of low heathy shrubs to 2 m tall, that grow above 1000 m. 
Sedges and rushes grow within the understorey and are able to tolerate periods of snow cover and 
low temperatures (DSE 2006). 
 
Alpine short herbland: A dwarf herbland that grows up to 30 cm tall on wet alpine soils and where 
snow persists the longest, therefore are subject to short growing seasons. They thrive on soils that are 
constantly waterlogged and are dominated by Alpine marsh marigold (Caltha introloba) and Alpine 
wallaby grass (Danthonia nudiflora). They grow between elevations of 1680-1830 m (DSE 2006).  
 
A vegetation map using EVC data was not created since the map data was not available at the time, 
instead an Alpine vegetation map was adapted from Parks Victoria (2003) is shown in Figure 3.2. The 
general classes of heathland, bog and grasslands are also used in this map. Only the subset of 
vegetation covering the study area is shown, and the study area is described in detail in section 3.2.3. 
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This map shows the study area exhibiting six vegetation classes as given by Parks Victoria (2003). 
The majority of vegetation in the survey area is heathland, and ‘disturbed areas’ coincide with areas of 
major ski runs.  
 
 
Figure 3.2: Vegetation map of study area, adapted from Parks Victoria (2003). 
 
3.2.1 Resort characteristics 
The study area was based within Falls Creek Ski Resort. The resort is situated within the Alpine 
National Park, on the northern-edge of the Bogong High Plains and within the East Kiewa catchment 
(FCRM 2003). Falls Creek Ski Resort encompasses about 1535 ha, of which over 450 ha are used for 
skiing during snow seasons. The snow line is at about 1400-1500 m (during winter). Elevation 
differences within the resort area vary from 1210 m at Rocky Valley Creek, to 1830 m on  
Mount Mc Kay. The alpine village is at 1550 m and the reservoir (Rocky Valley Dam) is at 1600 m. The 
study area for the project had an elevation range of between approximately 1600-1750 m  
(FCRM 1999). 
 
The resort has substantial facilities for the manufacture of snow and grooming of snow cover. Falls 
Creek Ski Lifts Pty Ltd have been making snow since 1985, and currently have the largest area and 
capacity of snow making in Victoria – over 100 ha. Snow manufacturing is achieved using specialist 
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snow making machines that force water and compressed air skyward through high pressure snow 
guns in freezing conditions (less than -2°C). ‘Snomax™’, a nucleating substance, is added to water to 
facilitate the formation of snow, when high air temperatures are present and would not normally allow 
for the natural production of snow (Rixen et al. 2003). The machine-made snow falls to the ground in 
the same way as natural snow. The proportion of water and compressed air depends on the weather 
conditions and this proportion can make the snow wetter or drier, therefore affecting SWE. The 
machine-made snow can be changed to suit the surrounding air temperature and humidity. This data 
is gathered from automated weather stations located around the resort. Using this data the optimum 
quality and volume of snow can be manufactured to service the needs of the resort. Water is drawn 
from Rocky Valley Dam (FCRM 1999).  
 
Snow grooming includes spreading accumulated snow from wind fences, machine-made or naturally 
fallen snow, smoothing of bumps, removing excess snow from facilities, covering rocks, relocating 
snow drifts and packing the snow surface (mainly along ski runs). Snow groomers also sculpt and 
reshape ski runs when necessary. Summer grooming consists of slashing and maintaining regrowth of 
vegetation, improvements of trails and intersections (FCRM 1999). 
 
3.2.2 Size and location of study area 
A study area was defined in consultation with local experts and the resort company, and resulted in an 
area of approximately 900 x 1300 m. Figure 3.3 illustrates the study area within the ski resort (rough 
extent), with various points of interest. The size and location of the study area was determined by a 
variety of factors such as: 1) accessibility, 2) personnel and hardware limitations and 3) photographic 
coverage. Areas had to be accessible in a timely and safe manner, especially during the snow 
campaigns. There were a limited number of personnel and hardware units during each field survey. 
Stereoscopic coverage was required for the study area to create DEMs, therefore a small increase in 
ground cover would require more frames to be captured, and as a result increase processing time. 
The format of the image frame is rectangular (as noted in section 2.6.1), with the short edge along the 
flight line and this consequently reduces forward gain. 
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Figure 3.3: Falls Creek Ski Resort and study area, with points of interest. Contours were obtained 
from VicMap (State of Victoria 2002), ortho-photo was generated from aerial photography captured on 
the 20th of August 2007. 
 
3.2.3 Sampling frame 
This section details the sampling frame employed within the study area, justification and details for 
each criterion are detailed in the next section and full details of sampling methods are discussed in  
chapter 4. 
 
A multi-layered sampling frame was implemented in order to capture the various spatial and temporal 
characteristics of the snowscape, see Figure 3.4. The study area (Figure 3.4a) was approximately  
900 x 1300 m and includes both south facing and north facing terrain. The study area was stratified 
into ten survey areas (Figure 3.4b). These ten survey areas had different sizes and shapes which 
were influenced by vegetation cover and topography. Contained in each of the survey areas were at 
least 30 Real Time Kinematic (RTK) GPS points (known as transect points) and ten sample sites 
Figure 3.4b. These RTK GPS transect points were used to validate the derived DEMs from the digital 
aerial photography. Thirty sample points per survey area exceeded the recommendation of the 
American Society for Photogrammetry and Remote Sensing – ASPRS (2004), which stated that at 
least 20 checkpoints be available for each major land cover category. Höhle and Höhle (2009) had a 
similar recommendation. 
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At each sample site (Figure 3.4c), reflectance measurements and manual snow sampling were 
undertaken. At least thirty spectral reflectance measurements were recorded and manual snow 
sampling consisted of: one snow core, five snow grain photographs, thirty in situ grain size 
measurements, one air and one snowpack temperature measurement. Ten sample sites were chosen 
throughout each survey area and were located with an RTK GPS measurement. The size of the 
sample site was influenced by the theoretical pixel size of the hyperspectral imagery desired for this 
research project. Unfortunately no hyperspectral imagery was acquired as the HyMap instrument was 
off-line during all three snow field campaigns. It was assumed that within the 5 x 5 m area the snow 
was homogenous, that is, it would receive the same management practices such as snow grooming. A 
sampling system for SWE and snow depth was proposed by Seidel and Martinec (2003), whereby 
measurements are observed along a snow course or transect at evenly distributed intervals, however 
this method was not adopted for this project. Snow pits were also not adopted, since most survey 
areas were in public skiing areas and therefore concerns about public safety. In addition, there were 
time and personnel constrains. 
 
Figure 3.4 a, b and c: Multi-layered sampling frame. 
 
3.2.4 Site characteristics 
The survey areas were based on aspect (north or south), vegetation cover (slashed, alpine heath or 
alpine bog), snow preparation (groomed or ungroomed) and eventual snow type (machine-made or 
natural). Trees were avoided as they may have influenced the distribution of snow. In addition, trees 
may have affected GPS signals during surveys and also affect the generation of DEMs. Table 3.1, 
summarises the survey areas and their characteristics. Survey areas were stratified to measure all 
major landscape units based on characteristics listed, but also the accessibility and efficiency of 
reaching these areas during the snow season. In addition, many areas were near resort infrastructure, 
Legend 
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as an increase in distance away from them would increase the level of safety requirements. The 
survey areas were biased to the south side of the study area, while other characteristics were 
balanced between landscape attributes. Throughout this section references are made to Campaigns. 
These relate to data collection events which are detailed in section 3.2.6. 
 
Table 3.1: Characteristics of survey areas. 
Survey 
Area 
Aspect 
Snow 
Type 
Snow 
Preparation 
Vegetation 
A1 South Made Groomed Slashed 
A2 South Made Groomed Slashed 
A3 South Made Semi-groomed Heath 
A4 South Natural Semi-groomed Heath 
A5 South Made Groomed Bog 
A6 South Natural Ungroomed Heath 
A7 South Natural Ungroomed Bog 
A8 North Natural Semi-groomed Heath 
A9 North Made Semi-groomed Bog 
A10 North Made Groomed Slashed 
 
Survey areas were defined using the criteria of homogeneity. An ideal survey area would have a 
uniform vegetation type and a constant gradient/slope type. Local snow making and grooming experts 
were consulted in the defining of these areas. Since the primary criterion was having homogeneity, the 
size of the survey areas varied slightly as did their shape. 
 
The locations of the survey areas were chosen during Campaign 1 (no-snow) with the aid of local 
knowledge (Ivanco 2006), particularly with regards to the snow type and snow preparation in the 
winter. Combinations of characteristics were selected that were representative of the area. Not all 
combinations existed, for example, slashed vegetation areas were along main ski runs and therefore 
would always be groomed and machine-made snow would always present in these areas. 
Furthermore, there would not be a combination of ungroomed snow and slashed vegetation areas. 
 
Survey area selection criteria: 
 Aspect 
♦ North facing terrain, ‘sunny’ side terrain (3 survey areas) 
♦ South facing terrain (7 survey areas) 
In the southern hemisphere the ‘sunny-side’ of a mountain is the north side, or north-facing aspect. 
Referring back to the sampling frame, the survey areas were biased to the south side of the study 
area. This was because the south side retains more snow, due to less impact from the natural 
elements, such as wind and sunlight (Slattery 1998). In addition, there would be a higher probability 
that there would be snow in the winter. The following figures are from, Campaign 2 (snow),  
Figure 3.5a shows a south facing aspect survey area and Figure 3.5b shows a north facing aspect 
survey area. The lack of snow during 2006 (Campaign 2) was the result of a poor snow season. 
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During this campaign, it can be seen that the snow cover was by no means equal across the resort. 
Also notable is the north facing terrain in the background of Figure 3.5a.  
 
(a) 
 
(b) 
 
Figure 3.5: (a) 21st August 2006 (Campaign 2), south-facing aspect and  
(b) 23rd August 2006 (Campaign 2), north-facing aspect. 
 
 Snow Type 
♦ Machine-made: Snow from snow making machines (6 survey areas) 
♦ Natural: Fallen snow (4 survey areas) 
Snow type as a characteristic had no discernable visual differences. It was decided not to introduce a 
bias in sampling snow type. Although there were two defined categories, used when setting out survey 
areas during Campaign 1 (no-snow), it was found during snow campaigns that wind-blown  
machine-made snow could travel quite some distance, sometimes into ‘natural’ areas. This resulted in 
a ‘blurring’ of the categories, in particular for two of the ‘natural’ areas. The other two areas in the 
‘natural’ category was a considerable distance from snow machines.  
 
 Snow Preparation 
♦ Groomed snow: Areas where snow is compacted by snow grooming machines  
(4 survey areas) 
♦ Semi-groomed: Areas where snow is groomed by snow grooming machines, if there is 
sufficient snow. (4 survey areas) 
♦ Ungroomed snow: Areas where snow is untouched by snow grooming machines  
(2 survey areas) 
Similar to the snow type characteristic snow preparation exhibited no visual difference between 
groomed and ungroomed surface. Differences in snow preparation were evident when coring, where 
groomed areas were a lot firmer and more compact than ungroomed areas. Groomed survey areas 
were along ski runs and were always groomed. Ungroomed survey areas were off main skiing areas, 
and were untouched and uncompacted (by snow grooming machines). Semi-groomed survey areas 
were groomed only if there was sufficient snow cover. This was decided on an ad hoc basis by the 
resort staff. Another major difference between groomed and ungroomed areas was the stability of the 
snow surface when walking across them.  
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 Vegetation 
♦ Slashed: Grass or disturbed areas, Figure 3.6, (3 survey areas) 
♦ Alpine heath: Small shrubs (up to 1 m), plants and grasses beneath the shrubs, 
Figure 3.7, (4 survey areas) 
♦ Alpine bog: Small shrubs (up to 1 m) or sedges with underlying hummocks of moss 
and varying amounts of water, Figure 3.8, (3 survey areas) 
 
EVCs within the Falls Creek resort were presented in section 3.2. EVCs were not used as vegetation 
categories; rather vegetation is referred to using the broad categories listed above. The greatest visual 
contrast was the vegetation cover type during no-snow periods. Slashed areas are grasses, while 
alpine heath and alpine bog are comprised of small shrubs and plants. It was difficult to distinguish 
between alpine heath and alpine bog, from the surface. An alpine bog area would contain underlying 
water whilst heathy variants contained a solid rocky or soil base. During the snow seasons the 
underlying vegetation would influence snow grooming, as some areas of heath and bog would not be 
groomed if there was not enough snow. This was put in practice to prevent snow grooming vehicles 
from destroying the vegetation (Ivanco 2006). The following series of figures show the large contrast in 
vegetation throughout the survey areas. 
 
(a) A1, Campaign 5. 
 
(b) A2, Campaign 5. 
 
   (c) A10, Campaign 5. 
 
Figure 3.6a-c: Slashed vegetation class, characteristic of survey areas A1, A2 and A10. 
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(a) A3, Campaign 1. 
 
(b) A4, Campaign 1. 
 
(c) A6, Campaign 1. 
 
(d) A8, Campaign 1. 
 
Figure 3.7a-d: Heath vegetation, characteristic of survey areas A3, A4, A6 and A8. 
 
(a) A5, Campaign 1. 
 
(b) A7, Campaign 1. 
 
   (c) A9, Campaign 1. 
 
Figure 3.8a-c: Bog vegetation, characteristic of survey areas A5, A7 and A9. 
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Characteristics of each survey area 
 Survey area: A1, see Figure 3.6a. 
This survey area was on a southerly aspect and during snow conditions, comprised of made and 
groomed snow, over a slashed vegetation base. The area was located at the top of a ski run and had 
a relatively low gradient. Snow was present and continuous during all snow campaigns. 
 
 Survey area: A2, see Figure 3.6b. 
Survey area A2 had the same characteristics as A1 (southerly aspect and during snow conditions, 
comprised of made and groomed snow, over a slashed vegetation base), but had a steeper gradient, 
and was located further down the same ski run. The survey area was narrower in the upper section. 
Snow was present and continuous during all snow campaigns. 
 
 Survey area: A3, see Figure 3.7a 
A southerly aspect survey area, with machine-made snow that was groomed during the snow season 
only if there was enough snow (semi-groomed, that is, grooming was decided by the resort staff). This 
area had underlying alpine heath vegetation. This vegetation type contrasts markedly with vegetation 
in survey areas A1 and A2. The vegetation was patchy in some parts of the survey area with some 
exposed rock. Other parts of the survey area had continuous vegetation cover. Vegetation was 
continuous with an average height of 35 cm, estimated during a no-snow survey. The survey area was 
located adjacent to a main ski run. Snow was present during all snow campaigns, but was patchy and 
had exposed rocks during 2006. 
 
 Survey area: A4, see Figure 3.7b 
This survey area had similar characteristics to A3 (southerly aspect, semi-groomed, alpine heath 
vegetation), but comprised of mostly natural snow. This survey area was located adjacent to the same 
ski run as A3, further down the slope. Vegetation was continuous with an average height of 55 cm, 
estimated during a no-snow survey. Snow was present during all snow campaigns, but had some 
vegetation passing through the snow surface during 2006. 
 
 Survey area: A5, see Figure 3.8a 
This survey area was located at the bottom of a main ski run. Snow was machine-made and groomed. 
Although on a main ski-run, alpine bog was the dominant vegetation type. During the snow season the 
slopes in this survey area were manually crafted creating steep gradients. The underlying terrain was 
more undulating than the snow surface. Vegetation was continuous with an average height of 70 cm, 
estimated during a no-snow survey. Snow was present during all snow campaigns, but had some 
vegetation passing through the snow surface during 2006. 
 
 Survey area: A6, see Figure 3.7c 
Survey area A6 was one of two natural snow and ungroomed survey areas. This survey area had an 
alpine heath vegetation cover. Vegetation was continuous with an average height of 75 cm, estimated 
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during a no-snow survey. This survey area was located lower than A5, off the main skiing areas. Snow 
was present during all snow campaigns, but was very patchy during 2006. 
 
 Survey area: A7, see Figure 3.8b 
This survey area had similar characteristics to A6 (southerly aspect, ungroomed, natural snow), but 
had alpine bog as the dominant vegetation cover. Vegetation was continuous with an average height 
of 50 cm, estimated during a no-snow survey. This survey area was relatively narrow, as it was 
located in a small valley, off the main skiing areas. Similar to A6, snow was present during all snow 
campaigns, but was very patchy during 2006. 
 
 Survey area: A8, see Figure 3.7d 
This survey area was one of three on a northerly aspect. Snow type was natural and semi-groomed, 
with alpine heath vegetation cover. Vegetation was continuous with an average height of 75 cm, 
estimated during a no-snow survey. A8 was located off the main skiing areas, on the upper slope. 
Snow was absent in this survey area during the 2006 snow campaign, in the 2007 snow campaigns 
snow was present and fully covered the area. 
 
 Survey area: A9, see Figure 3.8c. 
This survey area had similar characteristics to A8 (northerly aspect, semi-groomed, natural snow), but 
had alpine bog as the dominant vegetation cover. Vegetation was also continuous and vegetation 
heights estimated during a no-snow survey averaged 45 cm. During the 2006 snow campaign, snow 
was mostly absent (extremely patchy), and any snow present was most likely blown in from A10. In 
the 2007 snow campaigns, snow fully covered the survey area. A9 was located off the main ski run, 
adjacent to A10, on the upper slope. 
 
 Survey area: A10, see Figure 3.6c. 
The last survey was on a northerly aspect with slashed vegetation. Snow was machine-made and 
groomed. The location of this survey area was on the upper slope and on a main ski run. Snow was 
present and continuous during all snow campaigns. 
 
3.2.5 Transects 
Transects were set out through the ten survey areas using RTK GPS. This technology and technique 
was chosen because it was the most efficient method to collect positional information and satisfy the 
accuracy requirements. Major factors that influenced this choice were the nature of the terrain and the 
time available during no-snow and snow conditions  
 
Transects were orientated across the slope. Each survey area was represented by at least three 
transect. There were at least 30 RTK GPS points in each survey area. The number of transects, and 
the spacing of points within them was dependent upon the size, shape and terrain of the survey area. 
For example, areas of steep terrain had points close together, while areas of lower gradient had points 
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further apart. Gradient was not measured; rather it was a visual comparison between areas. 
Distribution of points and transect intervals are shown in Table 3.2. 
 
Table 3.2: Number of points, transects and point spacing per transect. 
Survey 
Area 
Points Transects 
Interval (m) 
(along transect) 
A1 37 3 6,6,6 
A2 33 3 3,5,5 
A3 35 3 3,5,5 
A4 37 3 5,5,5 
A5 35 4 5,5,5 
A6 36 4 5,5,5,5 
A7 34 5 6,6,3,6,5 
A8 31 5 5,5,5,5,5 
A9 33 3 3,3,3 
A10 34 4 5,5,3,5 
 
It was decided that points were to be observed at a considerable distance from trees, as trees affect 
the distribution of snow. Chairlift towers were also avoided as much as possible due to the negative 
effects they may have on GPS signals, for example, multi-path and interference (Van Sickle 2001). 
However, they did serve as convenient visual references marks for start and end of transects. 
 
The majority of no-snow transect points were collected during the initial Campaign. During snow 
season campaigns these points were relocated and measured. Figure 3.9 shows the locations of 
transects within the survey areas. Polygons outlining survey areas, encompassing transect points and 
sample sites, are somewhat arbitrary. The polygons were digitised after the initial selection of sample 
sites. 
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Figure 3.9: Location of survey areas and transects, with control points, overlayed on ortho-photo 
created from photography captured on the 20th August 2007. 
 
3.2.6 Summary of field campaigns 
Five field surveys (Campaigns) were undertaken over 18 months to collect data and provide support 
for image capture. The following sections outline the activities undertaken in each field campaign and 
specific field tasks are detailed in chapter 4. Each field campaign was successful and was required to 
build up knowledge of the terrain and experiences with all the field equipment. The effectiveness and 
efficiency of data collection and tasks required to be carried out in a short period of time during digital 
aerial imagery capture would not have been possible without prior campaigns. 
 
The number of personnel varied for each field campaign. The minimum number of people to complete 
all data collection each day was five. The personnel available were divided into three teams for, GPS 
measurements, spectroscopy and snow sampling. Data collection was undertaken concurrently. The 
teams stayed together for logistical and safety reasons. Spectroscopy measurements would always 
require two people, while GPS measurements and snow sampling were completed in pairs or 
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individually. Since the GPS measurements of transect points were two separate datasets the two 
tasks were able to deviate when required. This was not the case with spectroscopy measurements 
and snow sampling. Reflectance measurements of snow can infer grain size (Dozier & Painter 2004), 
therefore grain size measurements were collected at the same time as reflectance to properly 
correlate with spectral measurements.  
 
Throughout the five campaigns, the techniques for data collection were refined. This was a result of 
personnel becoming more comfortable and experienced with the environment and the equipment, as 
well as refined techniques from analysis of previous campaign data. Refinement of GPS surveys 
resulted in collecting more data for permanent points. General surveying skills improved, for example, 
base station set up time and point collection was noticeably more efficient between the first and last 
Campaigns. 
 
Snow sampling was modified at each snow campaign. The experiences from the previous collection 
methods required refinement of technique. Although snow sampling techniques were adopted from 
Graham (2003) for snow coring, and Gay et al. (2002) and the HOW (2003) for snow grain size, they 
were slightly modified for this project due to the difference in environment. The most modified data 
collection method was for determining snow grain size, since snow grain photos were largely 
unsuccessful. This was due to the warm temperatures of the environment and the immediate melting 
and merging of snow grains when they were on the graticule board.  
 
Unfortunately, not every survey area was sampled during each campaign (RTK GPS survey, or 
spectroscopy and snow sampling), due mostly to time and personnel constraints. The next five 
sections detail each of the Campaigns. “Survey Area” refers to those described earlier and shown in 
Figure 3.9; “RTK GPS” refers to transect point observations; and “SPEC” refers to spectral reflectance 
measurements and snow sampling. 
 
Campaign 1 
Dates: 2006 April 30th – May 6th 
Land cover: No-snow period 
List of activities:  
- Survey Areas and transect set out 
- GPS surveys – static, rapid-static and RTK GPS observations 
- Establishment of survey control marks 
Survey Area A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
RTK GPS           
 
Comments: 
This was the initial study area visit. The aim was to undertake reconnaissance, liaise with the 
Falls Creek Ski Lift Company and FCRM. Control marks were established and survey areas 
were chosen based on the characteristics of the landscape and (eventual) snow cover 
 74 
described earlier. The majority of the accurate positional points were established during this 
campaign. Nine of the ten survey areas were set out. Challenges included inexperience with 
GPS equipment, lack of knowledge regarding the terrain and the unexpected rapid changes in 
weather conditions. For example, fog (or cloud) would constantly shift and therefore 
compromise visibility for personnel. In addition, the limited number of working daylight hours 
was a significant constraint on the survey. No major problems were encountered. 
 
Campaign 2 
Dates: 2006 August 19th – August 25th 
Land cover: Snow period 
List of activities:  
- GPS surveys – static, rapid-static and RTK GPS observations (refined) 
- Further survey area and transect set out 
- Transect stakeout via RTK surveys 
- Snow sampling  
- Spectroscopy measurements 
Survey Area A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
RTK GPS         ½  
SPEC           
 
Comments: 
This was the first with snow cover campaign, and the only one for this snow season. The 2006 
snow season was limited, as illustrated in Figure 3.5b, where no snow was present in parts of 
the study area. This was considered a poor snow season in comparison to other years. The 
data collection and field tasks were successful. 
 
Static GPS surveys strengthened the network of permanent control points, while RTK GPS 
surveys were undertaken on six and a half survey areas to re-observe transect points. An 
additional survey area was set out (first-time measurements) and was re-observed in a  
no-snow campaign (Campaign 5). The ‘half’ sample (A9) was one that had snow blown from 
an adjacent survey area, subsequently only half the survey area was covered with snow. Two 
survey areas were not observed, neither with RTK GPS nor spectroscopy, one, due to safety 
concerns (A7) and the other due to the absence of snow (A8), see Figure 3.5b. Spectroscopy 
was not carried out on A10 due to time constraints. 
 
Spectroscopy and snow measurements were undertaken concurrently with RTK GPS 
surveys. Since this was the first snow campaign it was decided that teams would stay 
together.  
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Campaign 3 
Dates: 2007 July 22nd – July 27th 
Land cover: Snow period 
List of activities:  
- Transect stakeout via RTK GPS survey 
- Snow sampling (refined) 
- Spectroscopy measurements (refined) 
Survey Area A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
RTK GPS           
SPEC  ½         
 
Comments: 
Snow falls during the 2007 season were much better than those of 2006. This allowed for data 
collection to be carried out in areas previously not surveyed, and these survey areas were a 
priority. Campaign 3 was the first of two snow season campaigns for the year. 
 
Some RTK GPS measurements collected during this campaign were of poor quality or 
unusable to derive snow depth. Unfortunately during point collection the RTK base station 
was knocked over. This affected survey areas A6 and A7. Only half of the sample sites of A2 
were snow sampled and had spectral reflectance recorded due to time constraints. A3, A4 
and A5 were not sampled due to time and personnel limitations. 
 
Campaign 4 
Date: 2007 August 19th – August 24th 
Land cover: Snow period 
List of activities:  
- Transect stakeout via RTK GPS survey 
- Snow sampling (refined) 
- Spectroscopy measurements (refined) 
- Ground support for aerial photography capture 
- Aerial photography captured on August 20th 
Survey Area A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
RTK GPS           
SPEC           
 
Comments: 
This campaign was the most successful, in that digital aerial imagery was acquired and all 
concurrent ground validation tasks were carried out, with no major issues. Photo control 
targets were set out and coordinated using the GPS rapid-static technique. Selected transect 
points throughout all survey areas were re-observed concurrent with image capture. A more 
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detailed rationale of the RTK GPS sampling frame is found in section 4.2.6. In addition all 
survey areas were re-observed via RTK GPS throughout the campaign. 
 
During the day of aerial imagery acquisition, all personnel were required to assist with 
positional information capture (GPS surveys) and therefore no spectroscopy or snow sampling 
was undertaken on that day. Spectroscopy measurements and snow sampling were 
undertaken during other days of the campaign in four survey areas.  
 
Campaign 5 
Date: 2007 November 5th and November 6th 
Land cover: No-snow period 
List of activities:  
- Transect stakeout via RTK survey 
- Ground support for aerial photography capture 
- Aerial photography captured on November 20th 
Survey Area A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
RTK GPS           
 
Comments: 
This was the final field campaign. Control targets for digital aerial imagery capture (no-snow 
photography) were placed in six locations and coordinated using rapid-static GPS. The 
opportunistic nature of the image capture meant that there was not a ground team present at 
time of flight; therefore targets were reinforced as they would be subject to the elements, such 
as wind and rain for an unknown period of time. The image capture took place two weeks after 
the placement of the targets. Target composition and locations are detailed in section 5.3. 
 
Campaign 5 also involved re-observation of A10. The transect points for this survey area were 
set out during Campaign 2 (snow) and therefore did not have no-snow terrain reference 
points. This completed the framework of positional points. 
 
3.2.7 Summary: Study area and field campaigns 
The study area was located within Falls Creek ski resort. Within the study are ten smaller, survey 
areas were chosen based on the environmental attributes such as vegetation, but also terrain aspect 
and snow cover characteristics. The sampling frame and scheme was detailed. The characteristics of 
each survey area were described, and justification for the selection was given. Five field campaigns 
were undertaken to collect a suite of data and setup a framework of positional points for this project. 
Digital aerial photography of snow covered terrain was captured during Campaign 4, and necessary 
ground support was fully accomplished. Activities during the snow image capture included deployment 
and coordination of PCTs, setup of a local GPS base station and collection of RTK GPS points (for 
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validation). Campaign 5 was also successful in the deployment and coordination of PCTs for no-snow 
photography. 
 
3.3 Positioning technologies 
There are many different surveying techniques and technologies available to establish position, in X, Y 
and Z or Easting, Northing and elevation. Two surveying methods were considered this project. The 
first was to employ conventional surveying methods – a total station to observe/record horizontal and 
vertical angles and distances. Using such a method would require a direct line-of-sight between 
instrument and target (prism) at all times (Ghilani & Wolf 2008). This method was not considered to be 
viable for this project as it would require multiple station setups throughout the study area due to its 
topography. A stable surface would also be required for each setup, and during the winter season 
Campaigns this would be difficult. In addition, these surveys would still only be relative position and 
require GPS observations to merge them into an existing datum. 
 
The second method was to make use of the GPS technology. GPS surveys were chosen as the 
preferred technology and method to collect a framework of accurate positional points. The main 
advantages of GPS are that it does not require direct line-of-sight between stations and it is all-
weather capable. Firstly, a brief summary will be provided on how GPS works and how position is 
obtained, for a more detailed description of GPS refer to Leick (2004) and Van Sickle (2001). 
 
GPS can be categorised into three segments, space, control and user. The space segment consists of 
the satellites. There are 24 in total, 21 operational and three on standby. The satellites have a mean 
altitude of 20,200 km. There are 6 planes of orbit, spaced at 60° intervals around the equator and 
inclined at 55° to the equator (Ghilani & Wolf 2008). The control segment comprises of 12 ground 
control stations that send and receive data from the satellites about the health of the satellite and 
orbital parameters (El-Rabbany 2006). The user segment describes those using a GPS receiver. In 
the past GPS was used mainly by the military and spatial scientists, but recently has become 
ubiquitous, with the release of mobile mapping and in-car navigation (Ghilani & Wolf 2008). In order to 
obtain a set of coordinates for a three-dimensional position the GPS receiver requires at least four 
satellites simultaneously. The four signals from four different satellites intersect to give X, Y and Z, the 
fourth satellite is required to solve for the receiver’s clock offset (Van Sickle 2001). 
 
3.3.1 GPS quality indicators 
GPS, like other measurement methods, are not error free. Dilution of Precision (DOP) is a quantitative 
value that conveys the quality or uncertainty of the GPS observation. This value is affected by the 
distribution of satellites above the observer’s horizon or the geometry of the satellite configuration. 
DOP concerns the geometric strength of available satellites with respect to each other and the user. 
Low values of DOP are ideal, high values imply bad geometry. Van Sickle (2001) describes six 
categories of DOP, horizontal (H), vertical (V), position (P), time (T), geometrical (G) and relative (R). 
PDOP relates to the dilution in precision in position, as a combination of horizontal and vertical, while 
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the HDOP and VDOP relate to only their individual components. TDOP is the uncertainty in the clock. 
GDOP is the combination of H, V, P and T DOP. GDOP also refers to the geometry of GPS satellites 
in the sky given the survey location. RDOP also takes into account the number of receivers, the 
maximum number of satellites the receivers can track, and the length of observation sessions. 
 
A minimum of four satellites are required for an X, Y and Z position from GPS. However, more than 
four satellites tracked from a location is preferable, resulting in a more reliable position. This is due to 
the increase number of signal intersections. Johnson (2004) provides an example that explains that an 
observation using many satellites does not necessarily ensure a low GDOP. There may be sufficient 
satellites, but if they are all in one part of the sky, or in a straight line, this will increase the GDOP 
value. 
 
3.3.2 GPS surveying errors 
The quality of a GPS survey can be influenced by many factors. Some are external and concern the 
GPS satellites and their constellation, these cannot be avoided. Other factors, associated with the 
GPS survey itself, can be eliminated, or minimised if standard surveying practices are followed. The 
following will discuss some errors that mainly concern GPS surveys which can be avoided, or 
minimised. 
 
GPS does not require line of sight between stations, rather it requires clear overhead unobstructed sky 
and surroundings. Data is collected from satellites, therefore any overhead obstructions, such as 
trees, or nearby tall features, can interfere with the signals from the satellites. One source of error is 
known as multipath. Multipath occurs when part of the signal from the satellites reflects off surrounding 
objects before reaching the receiver. These delayed signals can interfere with the (full) signal that is 
received from the satellites. It is advised to conduct GPS surveys away from structures that are 
reflective, such as tall buildings. Multipath can be avoided or minimised by observing away from 
structures (Van Sickle 2001).  
 
The reliability of GPS surveys can be improved through redundant observations. Achieving redundant 
observations does not only entail multiple observations at the unknown point, but it also involves 
having simultaneous observations with different known points. For example, having two receivers 
occupying two known points will create multiple independent baselines. This allows a more accurate 
result and also a way to easily detect gross errors (Johnson 2004).  
 
Other causes of error are due to the physical set up of the GPS antenna. GPS stations not setup 
correctly, that is, not over the survey mark or not level can cause deterioration in the quality of the 
position, in particular the height component. A seemingly simple error source that can be easily 
overlooked is the measurement of the antenna height. The absence of an antenna height or a poorly 
measured value can adversely affect a GPS survey. Even if redundant measurements are carried out 
and DOP values are at their best, the lack of this crucial value may result in the survey being 
repeated. Even a wrong reading would cause erroneous positional results (Johnson 2004).  
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Van Sickle (2001) suggests measuring the height to multiple reference points on the antenna, or 
measure the height in feet and in metres. Another suggestion would be to have two people measure 
the height. 
 
The antenna height is usually measured from the survey mark (usually on the ground) to a physical 
point on the antenna, known as a reference mark, not the plumb line (vertical height). The reference 
mark, which the height is measured to is important, as there is usually more than one. Common 
antenna reference marks are a slant distance to the edge of the antenna or to the bottom of antenna 
mount, (also known as the Antenna Reference Point – ARP). A non-physical point, within the antenna, 
is known as the antenna phase centre. The ends of GPS baselines are measured to this point. It is 
important to note where the physical height was measure to, since it is corrected to the phase centre 
during post-processing to obtain reliable coordinates (Van Sickle 2001).  
 
3.3.3 GPS surveying styles 
Essentially GPS occupies a position, collects data from satellites about its position, and a set of 
coordinates are derived. The position occupied can be over an already established survey mark, of 
known coordinates, or a new survey mark (temporary or permanent) that requires coordination. A GPS 
receiver may occupy a known mark to check published coordinates, or to assess its use as a 
reference station to conduct other GPS surveys from it. Usually GPS surveys are undertaken to 
coordinate unknown marks, or positions. This research project utilised known surveys marks, as well 
as establishing new survey marks with GPS.  
 
GPS has different surveying styles that vary with precision and observation time. Some survey styles 
require the GPS hardware to not only receive the GPS signals from the satellites but also broadcast 
corrections to other GPS receivers (Van Sickle 2001). Three survey styles 1) static, 2) rapid-static and 
3) RTK GPS, were used to establish positional points for this research project. All methods (styles) 
were capable of obtaining the desired accuracy and contributed to establishing the framework of 
positional points. Static GPS surveying can achieve highest accuracy from the three listed, then rapid-
static followed by RTK GPS. The following outlines the use of the three GPS surveying methods and 
the contribution to the framework.  
 
1) Static GPS involves the GPS receiver/antenna being stationary for the duration of the 
observation. Static observations offer high redundancy, and higher accuracy than other GPS 
survey styles. Redundancy is due to the extended time frame of observation (the longer the 
observation the more data collected) which are necessary to resolve ambiguities and average 
results. Many GPS surveys involving control and geodetic work use this survey style  
(Van Sickle 2001). Johnson (2004) also suggests use of this method if receivers are more 
than 15 km apart, and observations for at least a 1 hour session, so a number of satellites and 
different satellites can be tracked. Achievable accuracy of this method is: 5 mm ±0.5 ppm for 
horizontal component and 5 mm ±2 ppm for vertical component. Static surveys were used to 
coordinate survey control points in this research project. 
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2) Rapid-static allows occupation time of receivers to be reduced significantly compared to static 
surveys, if receivers are less than 15 km apart (Johnson 2004). Within this distance it is 
assumed that the atmospheric effects are nearly identical for each receiver. At least three 
GPS receivers are required, two on fixed points and one ‘roving’ on unknown points. Although, 
rapid static can be achieved by having only one fixed station, two fixed stations allow for 
redundancy and two baselines per unknown point. The time required depends on baseline 
length (distance between receivers), number of satellites and GDOP. Johnson (2004) states 
that 10 minutes is satisfactory, although even five minutes is sufficient if conditions are 
adequate, for example, five or more satellites, baseline length less than 5 km and a GDOP of 
less than eight. Rapid static surveys were undertaken to coordinate PCTs and temporary 
marks for this project. 
 
 
3) RTK GPS uses at least two receivers that have RTK capability. One receiver occupies a 
known point (known as the base station), and broadcasts corrections. Additional receivers, 
known as rovers (or roving receivers) are connected to the base station via radio link to 
receive the corrections, while observing on unknown points. Points collected are relative to the 
base station coordinates; therefore it is imperative that the coordinates are of sufficient quality. 
Real-time coordinates can be achieved using this method and the distance between base 
station and rovers should be limited to 5 km. The reliability of coordinates are based on the 
quality of the base station coordinates, the presence of ‘lock’ between the base radio and 
rover radio and that the DOP values are low (Johnson 2004). The major advantage to RTK is 
the ability to efficiently obtain reliable coordinates of the rover position in real-time. RTK GPS 
has the capability of obtaining ±2 cm accuracy in three-dimensions (Van Sickle 2001). RTK 
GPS was used to determine transect points and validation for this project. 
 
3.3.4 GPS Post-processing services and utilities 
In Victoria, users have access to two public Continuously Operation Reference Station (CORS) GPS 
services. One is a national service that is run and maintained by Geoscience Australia (Geoscience 
Australia 2006), (previously known as Australian Surveying and Land Information Group – AUSLIG). 
The service is named AUSPOS and is an online automated service. The second service is named 
GPSnet and is regional to the state of Victoria. This service is run and maintained by the Land Victoria 
(Land Victoria 2007). GPSnet supplies static GPS files that are used for post-processing by users and 
some stations stream RTK corrections, but the latter function was not used in this research. 
 
Geoscience Australia’s Online Positioning Service (AUSPOS) 
AUSPOS uses GPS data from the Australian Regional GPS Network (ARGN) of GPS stations and 
there are 16 around Australia and external Territories. The ARGN is also part of a larger International 
network – International GNSS [Global Navigation Satellite System] Service (IGS), previously 
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International GPS Service). Due to the sparseness of the stations, the closest ARGN station to the 
survey area could be over 1000 km away, it is necessary to have extended observation times for high 
precision geodetic surveys. Figure 3.10 shows the distribution of ARGN stations. 
 
 
Figure 3.10: ARGN stations around Australia (Geoscience Australia 2008). 
 
AUSPOS, is an online processing service that accepts and processes static dual-frequency data files 
of one hour or more, but recommends a minimum of six hours for <10 mm horizontal and <20 mm 
vertical accuracy (Dawson et al. 2001). The service requires data in a Receiver Independent 
Exchange (RINEX) format, the antenna height and the antenna type. The user submits the file through 
the online processing service and soon after, receives a report with coordinates for the submitted file, 
including residuals and precisions. An AUSPOS report obtained for the control mark CP01_South-Top 
can be found in Appendix II. 
 
AUSPOS was used as an independent check on the quality of the final coordinates derived from the 
network adjustments. Although, this service could have been used to obtain final coordinates for 
survey marks, it was better to utilise a GPS network which had stations much closer to the survey site, 
namely GPSnet. The baseline lengths between AUSPOS stations and the Falls Creek GPS stations 
were very long (up to 235 km), and as a result there were limitations to the accuracy of the positions 
obtained from this service. 
 
Land Victoria’s GPSnet 
GPSnet stations are spread out throughout Victoria. Figure 3.11 shows the locations of GPSnet 
stations (as of March 2009), the study area and highlights the three closest stations (Mount Buller 
(MTBU), Benalla (BENA) and Albury (ALBU) used for post-processing. GPSnet was used to 
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coordinate the control marks in the study area into a larger more established network of GPS stations. 
GPSnet is continually being developed and upgraded.  
 
 
Figure 3.11: GPSnet stations around Victoria and Falls Creek. 
 
When compared to the ARGN network, the GPSnet network is a lot more dense. GPSnet offers two 
services, 1) the user can download static files and use them for post processing, 2) some stations can 
stream RTK corrections, and therefore a user with a GPS RTK enabled receiver can use these 
stations as their base station. The latter method was not available due to the remoteness of the study 
area. 
 
The first method was used and involved downloading GPS data files from the chosen stations that 
coincided with the static surveys. In addition to these files the antenna type, antenna height and 
coordinates of the stations were also retrieved. This information and other attributes of each station 
were found in a supporting webpage. Figure 3.12 illustrates the distances between CP01_South-Top 
(base station set up in this study) and external GPS stations used in post-processing. The baselines 
are much shorter from GPSnet stations to the survey mark, than from AUSPOS stations. 
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Figure 3.12: AUSPOS and GPSnet station distances to CP01_South-Top. 
 
3.3.5 Summary: GPS technology 
GPS technology was chosen over traditional surveying methods due its all weather capability and a 
line of sight between stations is not required. GPS surveying methods reviewed were static, rapid 
static and RTK GPS. These three survey styles were chosen in order to satisfy the positional accuracy 
requirements within the time frame given. GPS has inherent limitations, but can be minimised if good 
survey practices are carried out. Finally, two GPS CORS networks available in Victoria were 
described, both of which are used in the processing of GPS data collected. 
 
3.4 Summary 
The study area was located within Falls Creek Ski resort. Ten survey areas were selected, and their 
locations were influenced by the topography of the study area. Slope aspect, vegetation type and 
snow characteristics were factors used to select survey areas and were described. The sampling 
frame for the survey areas incorporated at least 30 GPS transect points and ten sample sites (for 
snow sampling). 
 
A short review on GPS and the method to obtain an X, Y and Z position was described. GPS survey 
errors were also detailed as were the three methods used in this research. Static GPS requires the 
GPS receiver to be stationary for an extended period of time (hours), this methods is usually used for 
geodetic surveys. Rapid-static allows the observation times to reduce to 10-15 minutes, given 
additional receivers are close by (<15 km). RTK GPS requires both receivers to be dual-frequency and 
have radio capability. All methods have the potential to achieve accuracies of <20 mm in horizontal, 
and <50 mm in vertical component. 
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CHAPTER 4   
 
 
Data collection 
 
 
4.1 Introduction 
The primary motivation of this research was to create DEMs via photogrammetric means to determine 
snow depth over an area (research question 1). However it became evident early in the process that a 
rigorous positioning framework was critical to the success of the project and thus field surveys became 
a key component of this research. Five field campaigns were undertaken within the Falls Creek Ski 
Resort, over an 18 month period, to establish a framework of positional points, collect snow data and 
acquire aerial imagery. General field activities undertaken at each campaign were detailed in the 
pervious chapter. This chapter details the specific field methods to collect the required datasets for this 
project. 
 
GPS surveys were required to establish a framework of positional points using static, rapid-static and 
RTK GPS techniques. Digital aerial photography for the derivation of DEMs was captured specifically 
for this research and required accurate geo-referencing. A small number of positional points were 
used for photo control targets (PCTs), to accurately geo-reference the photography.  
 
Prior to the coordination of these PCTs, permanent control marks were established in the study area 
and coordinated. In order to obtain the best possible coordinates (Easting, Northing and elevation) for 
the control marks, they were used in a network adjustment connected to a larger state-wide GPS 
network. The post-processing and network adjustment procedure undertaken for the GPS data is also 
detailed. These control marks were the basis of all other GPS surveys for this project and were a key 
factor in establishing a framework of accurate positional points. The majority of positional points were 
used to validate DEMs derived from the aerial photography. An important GPS survey was one 
completed concurrently with the image capture of snow-covered terrain to obtain appropriate 
validation points of the snow surface which were independent of the aerial photography. 
 
In order to answer research question 2, a parallel dataset was collected with ground GPS surveys, 
during snow campaigns. Spectral reflectance measurements and snow sampling, via snow coring, 
snow grain measurements and snowpack temperatures were collected. Spectral reflectance 
measurements can infer different snow properties in a non-destructive manner, in particular snow 
grain size. Extraction of snow cores was used to determine snow density, a parameter required to 
 85 
determine SWE. Snow surveys and sampling have been predominately undertaken in the northern 
hemisphere and many sampling techniques were not suited for this project. Although best practice 
snow sampling techniques were adopted they were modified to suit the needs of this project and the 
environment. 
 
4.2 Positioning 
GPS was the survey technology used to establish control and to collect positional point data 
throughout the study area. The accuracy of a point is determined by the GPS method used to survey 
the point. Survey styles have been described in section 3.3.3. The achievable accuracy ranged from 
5-10 mm, in horizontal (Easting and Northing) and 10-25 mm in vertical (elevation – AHD), based on 
method used and equipment specifications. Other factors that will affect accuracy are local terrain 
parameters, satellite availability and operational proficiency. The GPS surveying technique was 
chosen over other conventional surveying techniques based on the terrain, environment and available 
time, while still achieving the desired accuracy of <50 mm in the height component, as stated in 
Chapter 1. 
 
Survey areas were not in line-of-sight of each other. For example, the distance between a survey area 
and one of the two control marks was approximately 750 m, and although a total station can measure 
very accurately over this distance line-of-sight was rarely possible. Another limitation of this method 
was the need to have a stable surface to set up on. During the snow season, when much of the 
surface is unstable, the instrument would need to be stable and level for hours to observe points 
accurately. In addition, there would be few positions where control marks could be placed throughout 
the study area above the snow and therefore viable for use in the snow season. 
 
GPS surveying is a well-established technique that can achieve millimetre accuracy under the right 
surveying method (Johnson 2004; Van Sickle 2001). Static, rapid static and RTK GPS surveying 
methods were used to establish the framework of positional points. The three methods yield different 
accuracies, but each sufficient for different aspects of the project. General surveying procedures were 
based on the best survey practices found in “Standards and Practices for Control Surveys, version 
1.6” published by the Inter-governmental Committee on Surveying and Mapping - ICSM (ICSM 2004). 
Field checks were adopted and performed in all campaigns. The antenna height was measured twice, 
at every static and rapid-static set up. The antenna was also checked to be over the mark before 
leaving the station (for RTK surveys) and upon returning (before retrieval).  
 
The GPS surveying package Trimble Geomatics Office™ (TGO™ 2003) was used to process all of the 
collected GPS data and was also used in the planning stage for each GPS survey. Public GPS 
services were also used in the pre and post-processing of the GPS surveys. Post-processing 
procedures for the GPS surveys are detailed in section 4.4. 
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4.2.1  Planning for GPS surveys 
Prior to each campaign, the mission planning software of TGO™ suite was used to determine if there 
were any times where it would be unsuitable to take GPS measurements. This was an important 
consideration for the RTK GPS surveys and to some extent the rapid static surveys, due to the 
potentially shorter observation times. 
 
Satellite geometry and the number of satellites affect the quality of GPS measurements. The planning 
software uses a satellite almanac. A GPS satellite almanac is a data file that contains the orbital 
parameters (Van Sickle 2001). This almanac is important in the planning stages of a survey, as it can 
show satellite availability, satellite tracking and DOP values, given a location, and period of 
observation. Six categories of DOP have been described previously. TGO™ provides GDOP, PDOP, 
VDOP, HDOP and TDOP, since RDOP factors in ground base variables, such as number of receivers. 
Graphs of DOP, satellite availability and sky plots of satellite movement are produced by the software. 
DOP graphs were used to determine suitable and non-suitable times for GPS surveys.  
 
The elevation mask (or cut-off elevation angle) refers to the angle above the horizontal plane which 
satellites will be tracked above. This value is set to avoid tracking satellites too low in the sky. Satellite 
signals can attenuate through the atmosphere. Satellites with low elevation will have its signal travel 
through more of the atmosphere. The number of satellites, elevation mask and GDOP were the main 
factors of interest in this part of planning, since the values were a combination of PDOP and TDOP.  
 
Timelines of DOP and satellite numbers were produced for each day of each campaign. An example is 
shown in Figure 4.1. Input parameters included the latitude and longitude of Falls Creek (36° 52’ S, 
147° 16’ E), and the time frame of surveys. The time frame set was a 12 hour block between 
0600-1800 hrs (local time), although survey times usually occurred between 0900-1600 hrs (during 
snow campaigns). The elevation mask was set to 13°, for static and rapid-static observations, and 15° 
for RTK GPS surveys. Periods where DOP values were larger than 5 and satellite numbers were less 
than 6 were highlighted. Van Sickle (2001) suggests a minimum of five satellites rather than four, for 
RTK surveys. Occasionally some ‘spikes’ did occur, during these times and as a result observations 
were slightly adjusted, that is, observations were slightly longer than normal. The DOP values and 
satellite numbers in Figure 4.1 satisfy the limits stated. 
 
 87 
 
(a) 
 
(b) 
 
Figure 4.1: (a) Available satellites and (b) DOP values.  
Location: Falls Creek (36° 52’ S, 147° 16’ E), date: 20th August 2007, time (local): 0600-1800 hrs  
(+10 hrs GMT) and elevation cut-off: 15° (TGO™ 2003). 
 
Prior to the GPS surveys, an investigation was undertaken to identify existing permanent marks which 
could be used in this project. This involved using the public service program, Survey Mark Enquiry 
Service (SMES), maintained by Land Victoria (Land Victoria 2005). A search identified many existing 
survey marks; unfortunately they were of unsuitable precision and location for the project. For 
example, survey marks existed within the resort village and were surrounded by many buildings. 
These obstructions would subsequently have an adverse affect on the GPS surveys, due to multi-
path, satellite visibility and radio link interference. Therefore two survey marks were created outside 
the resort village, high in elevation and clear from obstructions (including trees).  
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4.2.2 GPS equipment 
Trimble GPS receivers and antennas were used to collect GPS data. Throughout the five campaigns 
two different sets of GPS receivers were used. This was due to an upgrade in available equipment. 
GPS receivers and antennas used during survey campaigns are listed below: 
 
• Campaign 1 and Campaign 2 
♦ 3 Trimble 5700 receivers 
♦ 1 Zephyr Geodetic antenna 
♦ 2 Zephyr antennas 
 
• Campaign 3 and Campaign 4 
♦ 4 Trimble R8/SPSS880 
 
• Campaign 5 
♦ 3 Trimble R8/SPSS880 
♦ 1 Zephyr Geodetic antenna and Trimble 5700 receiver 
 
All of the receivers used were dual-frequency. Therefore the data received from satellites were 
theoretically the same and potential accuracy did not improve nor diminish between models (or 
Campaigns). The advantage of the upgrade of equipment was reduced setup time and an increase in 
mobility. The next series of figures show a comparison of equipment between Trimble 5700 and 
Trimble R8. 
 
The Trimble 5700 equipment had more components and cables. Figure 4.2a shows the base station 
where a separate radio whip antenna had to be connected to the GPS receiver via cables. Figure 4.2b 
shows the roving GPS antenna, connected via cables to the GPS receiver contained in the backpack. 
The GPS receiver was also connected via a cable to the data logger. This was slightly cumbersome 
and personnel had to be cautious when moving through scrub in case the cables got caught on 
vegetation. 
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(a) 
 
(b) 
 
 
Figure 4.2: (a) Trimble 5700, RTK base station, Campaign 2 and  
(b) Trimble 5700, rover receiver, Campaign 1. 
 
In contrast, the Trimble R8 receivers are almost cable free, the GPS antenna, receiver and radio are a 
single unit, and the unit is linked to the data logger via wireless technologies. The cable in Figure 4.3a 
connects to a battery pack to enhance power supply. The roving GPS receiver shown in Figure 4.3b is 
a single unit and a wireless connection to the data logger eliminates the need for cables. 
 
(a) 
 
(b) 
 
Figure 4.3: (a) Trimble R8, RTK base station, Campaign 4 and  
(b) Trimble R8, rover receiver, Campaign 3. 
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4.2.3 Control marks 
The study area did not contain of any permanent survey marks suitable for this project. Therefore 
permanent marks were established and coordinated. Two survey marks (which were bolts in rock) 
were established. The two locations were chosen based on RTK radio connectivity between the base 
station and the rover, plus the nature of the terrain. One mark was located on the top on the south-
side of the mountain (CP01_South-Top), and the other on the top of the north-side of the mountain 
(CP02_North-Top). Figure 4.4a and Figure 4.4b show GPS receivers setup over the two control points 
and also illustrate the suitability of the locations (that is, no surrounding obstructions). Marks were 
placed in areas of high elevations and well away from buildings and dense tall vegetation.  
 
(a) 
 
(b) 
 
Figure 4.4: (a) Static GPS setup, CP01_South-Top in Campaign 4, August 2007 and  
(b) Static GPS setup, CP02_North-Top in Campaign5, November 2007. 
 
Figure 4.5 shows the location of the control marks within the study area. A single permanent mark for 
a base station to cater for the entire study area was proposed. This implementation and setup would 
have been cumbersome as it would have required local personnel to aid in the setup and removal of 
GPS antennas each day of the campaigns.  
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Figure 4.5: Locations of permanent survey control marks. 
 
A third control mark (CP03_South-Lower) was established in and used during Campaign 2 only. 
Adding another control mark was to implement redundancy. The 2006 snow season was rather poor 
and a location for the third control mark was easy to place due to many rocks being exposed. The 
2007 snow season was much better, and to utilise this survey mark again, would require digging to 
find the mark. In addition, the hole would need to be large enough to fit a tripod in it and for the tripod 
to be stable.  
 
Eventually, two control marks were used in the GPS surveys to cater for the entire study area. In 
contrast, if traditional surveying methods were used for this project then multiple control marks would 
have been be required. That is, at least one per survey area. This would not have been logistically 
possible. 
 
4.2.4 Static surveys 
The static GPS survey method was used to establish coordinates of primary control marks 
(CP01_South-Top and CP02_North-Top) in the study area. A series of static surveys were conducted 
to establish a small network of control points in the study area, namely during Campaign 1 and 
Campaign 2. Observation times (or residency) were more than three hours. Data collected from static 
surveys were post-processed and network adjusted with a larger state-wide GPS network – GPSnet, 
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to obtain the final, quality coordinates. These final coordinates, for both primary control marks, were 
used for the subsequent rapid-static (as fixed points) and RTK GPS (as base stations) surveys.  
 
RTK surveys were not concurrent with static GPS surveys during Campaign 1. This was time 
consuming and inefficient. Another consequence was that minimal sessions for static GPS were 
observed. Static sessions in Campaign 1 included: 1) a two hour simultaneous static GPS session 
with both control marks (and GPSnet), and 2) a five hour observation session was collected for 
CP01_South-Top (also simultaneous with GPSnet). Although the data collected were deemed 
insufficient, it was still possible to use the data collected with GPSnet to derive coordinates from a 
network adjustment.  
 
In Campaign 2, static surveys were undertaken to strengthen and refine the network of primary control 
points in the area. CP01_South-Top and CP02_North-Top were both observed again, simultaneously 
with GPSnet. In this instance the receivers were logging static data as well as broadcasting 
corrections for RTK surveys. This meant that static and RTK GPS surveys were concurrent and the 
amount of static observation data collected increased considerably. As a result, static sessions were 
continuous for six to seven hours. After the post-processing and network adjustments were carried out 
from data collected from Campaign 2, there was no further need to refine or strengthen the network in 
subsequent campaigns. CP01_South-Top and CP02_North-Top were used in all campaigns, while 
CP03_South-Lower was only used in Campaign 2.  
 
Static surveys and image acquisition 
During Campaign 4 a static observation at CP01_South-Top was undertaken to coincide with the 
snow image capture. The acquisition was on the 20th of August 2007. This static survey was 
undertaken to support the on-board GPS/Inertial Measurement Unit (GPS/IMU) system. A local GPS 
station during Campaign 5 was not available. Particular specifications for the GPS station were given 
by the camera operators AAM Hatch Pty Ltd, and are listed below: 
 
• GPS base station specifications: 
♦ Dual-frequency 
♦ 1 second logging interval 
♦ 10° elevation mask 
 
• Post-flight requirements: 
♦ Output file format: RINEX 
♦ Coordinates of GPS base station 
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4.2.5 Rapid-static surveys 
The rapid-static GPS survey method was used to coordinate the PCTs and temporary check points 
(TCPs). This method was used to obtain better quality positions than via RTK. CP01_South-Top and 
CP02_North-Top served as the ‘known’ points for the rapid-static surveys. Observation times ranged 
between 15-20 minutes and achieved a similar accuracy as the static GPS method. Data collected 
was post-processed and network adjusted using the primary control mark information and the static 
GPS data that coincided with the survey. Final coordinates for photo control targets were used the in 
aero-triangulation processes. Final coordinates for the TCPs were used as checks for RTK GPS 
surveys in Campaign 1. 
 
During Campaign 1, temporary marks were placed throughout the study area, with at least one per 
survey area. These points were observed using the GPS rapid-static method, with CP01_South-Top 
used as the known control point. CP02_North-Top was not used due to a receiver hardware problem. 
The TCPs were used to validate the overall RTK GPS survey for Campaign 1. Rapid-static can 
achieve better results than RTK GPS. Therefore the accuracy of RTK survey can be derived by 
comparing the RTK GPS coordinates to the rapid static derived coordinates of common points. The 
TCPs were observed with RTK GPS before the start of the first transect and after the last transect was 
completed. 
 
In snow campaigns, rapid static was not used to coordinate TCPs as time was major constraint on the 
overall survey. In addition, there were no suitable locations throughout the survey areas, as the snow 
surface would be different the next day. In order to validate the snow RTK GPS surveys two TCPs 
located near the base stations were used. The TCPs were observed at the start and end of each 
survey. This was a relative comparison of coordinates between receivers, rather than a known set of 
coordinates. It was noted that this method of validation was not as robust as in Campaign 1. 
 
Rapid-static surveys and image acquisition 
Photo control targets (PCTs) were placed on the ground for aerial image capture and coordinated 
using rapid-static GPS method. PCTs were deployed to provide ground control for the aerial 
photography and aero-triangulation processes. More detail on the location and composition of photo 
targets are found in section 5.3. 
 
During PCT coordination surveys for both snow and no-snow image captures, both control marks 
CP01_South-Top and CP02_North-Top were used as fixed points. A third GPS receiver occupied 
each target location and each session was at least 15 minutes. Each target that was deployed during 
Campaign 4 had one session of rapid-static data observed and as an independent check, an RTK 
GPS measurement was taken. Each target that was deployed during Campaign 5 had two sessions of 
rapid-static data observed, therefore creating a redundant and independent dataset as a check. 
Furthermore, a minimum of 30 minutes of data was recorded for each no-snow target. Figure 4.6a and 
Figure 4.6b show a rapid static setup, during Campaign 4 and Campaign 5, respectively. 
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(a) 
 
(b) 
 
Figure 4.6: (a) Campaign 4, target coordination and (b) Campaign 5, target coordination. 
 
4.2.6 RTK GPS surveys 
RTK GPS surveys were used to collect the majority of positional points. Over 350 RTK GPS points, 
known as transect points, were observed for the no-snow terrain. 183 transect points were observed 
using RTK GPS during the snow photography capture. Points collected were relative to the primary 
control mark coordinates, CP01_South-Top or CP02_North-Top. The rover GPS antenna is in radio 
communication with the GPS base station. RTK GPS has the advantage that it allows the collection of 
many points without requiring direct line of sight between base station and rover. RTK GPS was used 
to derive both bare ground and snow surface elevations. 
 
Two functions were used with RTK GPS 1) a standard ‘measure point’ function, this measures the 
position at a new point and 2) the ‘stake-out’ function. The second, allows the user to navigate to pre-
stored points, either previously measured or manually entered, and re-measure the position. Delta (∆) 
values are given for the deviation from stored position and current position, when using the stake-out 
function. 
 
RTK GPS observation times 
Observation times for no-snow transect points were 60 epochs, (approximately 60 seconds), and for 
snow transect points – 30 epochs (approximately 30 seconds). This was deemed sufficient. A small 
test at the CP01_South-Top proved that the reduction in occupation time did not adversely affect the 
accuracy of the position, in particular the height component, as shown in Table 4.1. The RTK base 
station for this test was CP02_North-Top. The shorter observation time in snow surveys was due to 
time constraints. 
 
 95 
 
Table 4.1: Comparison of various RTK GPS occupation times with static coordinates of  
CP01_South-Top, GDA94/MGA 94, Zone 55. 
Method Duration Easting (m) Northing (m) Elevation (m) 
Static 7 hours 524 879.463 5 919 200.748 1753.132 
 
∆ Easting (m) ∆ Northing (m) ∆ Elevation (m) 
180 epochs -0.002 -0.024 -0.023 
120 epochs -0.006 -0.017 -0.019 
60 epochs -0.002 -0.017 -0.019 
RTK GPS 
30 epochs -0.001 -0.016 -0.023 
 
RTK GPS base station coordinates 
The base station of an RTK GPS survey occupies a known point, therefore the coordinates need to be 
of sufficient quality. The coordinates of the known point are entered and all rover receiver points 
collected are relative to these coordinates. The initial RTK GPS surveys (Campaign 1) did not have 
quality coordinates for control marks (base stations). This was due to the RTK GPS surveys following 
directly from the static surveys and no post-processing or network adjustments could be undertaken. 
Temporary coordinates were obtained from the receiver and used. During post-processing, once 
control points (base stations) had final coordinates, the temporary were replaced with the control 
coordinates and RTK GPS points were transformed to become relative to the new coordinates. 
 
RTK GPS measurements and stake-out (transect points) 
The majority of the RTK GPS points were collected as transect points and were set-out at regular 
intervals with a tape, see Figure 4.7a and Figure 4.7b. At each interval, a point was measured with 
RTK GPS. In addition to the position, the vegetation height at each point was estimated and recorded. 
Over 350 GPS points were observed and these points would serve as the base or reference points to 
subsequent RTK GPS surveys. Furthermore these points would be relocated (that is, ‘staked-out’) and 
measured in the snow campaigns. Referring back to section 3.2.6, survey areas A1 to A9 had points 
measured during Campaign 1 and A10 had points measured during Campaign 2. The 352  
no-snow terrain transect points were also used to validate the DEMs derived from no-snow 
photography.  
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(a) 
 
(b) 
 
Figure 4.7: (a) GPS observation and transect set-out in thick heath during Campaign 1. 
 (b) GPS observation and transect set-out in short heath during Campaign 1. 
 
It was necessary to ensure that the RTK GPS transect points were on the snow surface during snow 
surveys, therefore an additional piece of equipment was required. A board with a hole drilled through 
the middle was used. The tip of the rover pole would sit inside the hole, shown in Figure 4.8a, so the 
tip of the rover pole would coincide with the snow surface. This was essential so that the rover pole 
would not pass through the snow surface, as this would result in false elevation readings because the 
elevation of the snow surface was required, for digital surface model validation. 
 
In some survey areas during snow campaigns, mainly August 2006, vegetation was visible above the 
snow surface, seen in Figure 4.8b. Points that were on or near vegetation were recorded as well as 
any general vegetation visibility over a survey area. 
 
(a) 
 
(b) 
 
Figure 4.8: (a) Rover pole on board and (b) Survey area A4 with visible vegetation in Campaign 1. 
 
Due to the nature of the environment, time constraints, safety issues and snow cover during snow 
campaigns, not all survey areas were ‘staked-out’ and observed. Time constraints, were in a way, set 
by the resort, in that there were set times when survey areas could be accessed. In addition daylight 
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hours were limited due to the winter season. Safety issues related to ungroomed areas, in particular 
surveys areas with bog vegetation characteristic and limited snow cover, see Figure 3.5b. 
 
RTK GPS measurements and spectroscopy 
RTK GPS was also used to position the spectroscopy and snow sampling sample sites. An RTK GPS 
measurement was taken during initial selection. At subsequent campaigns these points were  
‘staked-out’. The ‘stake-out’ of these points did not have to be as precise as those of the transect 
points, within one metre was sufficient. This was acceptable because the sample site was to represent 
a 5 x 5 m area. 
 
RTK GPS surveys and image acquisition 
In order to accurately represent the snow surface, transect points were re-observed and measured 
within a few hours of the image capture. As the snowpack changes rapidly, these point observations 
had to coincide with the flight period to ensure that there was no temporal variation between the 
validation data and the photogrammetrically derived DEMs. It was not possible to observe all survey 
sites fully, that is, all 352 RTK GPS points. The sampling frame of these points was modified from 
Campaign 2, due to the limited time frame, the number of personnel on the field trip, equipment 
available and the task required to be completed. Tasks on the day included, deploying PCTs,  
rapid-static survey of PCTs and RTK GPS stake-out of all survey areas. Each survey area was 
observed at 50% of its total number of transect points; specifically points labelled with an odd number 
were staked-out and measured (the alternative would have been to fully only sample selected survey 
areas). In some locations where the gradient was high all points were observed. This ‘half’ sample 
was adopted for the image capture so that each survey area would have some validation data. There 
were 183 snow surface points were observed throughout the ten survey sites. RTK GPS was also 
used to observe snow PCT, therefore providing an independent check on these coordinates. 
 
4.2.7 Summary: GPS surveys 
The GPS surveys undertaken for this research was required to establish an accurate frame work of 
positional points in GDA94/MGA94, Zone 55. These surveys incorporated static, rapid-static and RTK 
GPS survey styles. Two control marks were established and observed on using static GPS technique. 
From these two control marks, all rapid static and RTK GPS surveys were conducted. During image 
acquisition, photo control targets were present on the ground, which were coordinated using the  
rapid-static technique. A specific RTK GPS dataset was collected concurrent to the snow image 
capture, to obtain an appropriate validation dataset for the derived DEMs. 
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4.3 Spectroscopy and snow sampling 
A parallel dataset was collected alongside the GPS observations. This dataset was collected to 
determine snow characteristics using in situ remote sensing techniques, namely spectroscopy. In 
order to complement the reflectance measurements, a snow core, temperature and snow grain size 
observations were also taken. Snow sampling had the most modifications and refinements to data 
collection technique and are discussed. Sampling techniques were slightly modified based on past 
experiences in previous snow campaigns. Similar to the RTK GPS transect observations, not all 
survey areas were sampled at each campaign due to much the same reasons, of time constraints and 
safety concerns. 
 
The location of each sample site within the survey areas were chosen during the initial snow sampling. 
An RTK GPS observation was taken at each of the sample sites, and in subsequent campaigns, these 
locations were re-located with RTK GPS. Figure 4.9 shows the locations of sample sites, within survey 
areas. 
 
 
Figure 4.9: Locations of sample sites within survey areas. 
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4.3.1 Spectroscopy 
Instrument 
The reflectance characteristics of the snow surface were measured and recorded using a 
spectrometer. All snow spectral reflectance data were collected with an ASD FieldSpec® 3 JR  
(ASD-JR) (Analytical Spectral Devices Inc., 2005, Instrument number: 16011/1). The calibration 
certificates are shown in Appendix I. Its recording wavelength range is between 350-2500 nm. The 
sensitivity of the spectrometer is divided into three sensor arrays, 1) Visible and Near-Infrared (VNIR): 
350-1000 nm, 2) Shortwave Infrared 1 (SWIR1): 1000-1800 nm and 3) Shortwave Infrared 2 (SWIR2): 
1800-2500 nm. Each sensor array of the spectrometer has slightly different response times, as 
reviewed in section 2.7.1. This was evident when viewing spectra post-field trip; more detail in section 
7.4. The operating temperature range of the spectrometer is not stated, although reports and case 
studies are presented using the spectrometer in snow field (ASD 2006). The average air temperature 
during campaigns was 2.4°C (calculated by averaging observed air temperatures from Campaigns 2, 
3 and 4). 
 
The instrument unit consisted of the spectrometer, fibre-optic cable, 8º fore-optic and a battery pack. 
To store reflectance measurements, a laptop was connected to the spectrometer via wireless 
technologies. A lambertian surface (Spectralon panel from Labsphere Inc., calibrated in December 
2005) also accompanied the spectrometer, and was used as the reference standard. An 8º  
fore-optic was used to restrict FOV and therefore limit the ground field of view (GFOV). The bare  
fibre-optic has a FOV of 25º. Appendix I presents the calibration certificate for the lambertian panel, 
and a look up table for GFOVs for fibre-optic cable FOV of 25º and 8º. 
 
Reflectance measurements 
Reflectance measurements required at least two people to collect, one person to carry and use the 
spectrometer, and the other to use the laptop, shown in Figure 4.10a. The fibre-optic cable was held at 
nadir approximately 80 cm above the snow surface (a projected GFOV approximately 11 cm diameter) 
and at an arm’s length. Shadows were avoided and visual condition of the snow surface was noted. 
During Campaign 4, a ski pole was utilised to make height above snow more consistent, as seen in 
Figure 4.10b. 
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(a) 
 
(b) 
 
Figure 4.10: (a) A spectroscopy team and. (b) Recording reflectance measurements. 
 
Spectral measurement collection is influenced by illumination geometry and atmospheric conditions. 
Spectroscopy requires clear blue skies and stable weather conditions. Cloudy and unstable weather 
hindered the collection of reflectance measurements. Reflectance measurements are a ratio based on 
dividing the recorded up-ward welling radiance reflected from the snow surface by the recorded  
up-ward welling radiance from a known reference standard (Green et al. 2006; Nolin & Dozier 2000). 
This method of collecting reflectance measurements are also described in section 2.7.1. 
 
Each measurement of dark current (DC), white reflectance (WR) and target reflectance, is an average 
of multiple scans made by the spectrometer (spectrum averaging). The number of scans is set by the 
user. Taking multiple scans can reduce inconsistencies, Castro-Esau et al. (2006) averaged ten scans 
per spectra for their indoor controlled experiments. For in-field collect spectra there is more influence 
from the environment, therefore for this project the number of scans for dark current was set to 30; for 
white reference set to 25; and for target (snow) reflectance also set to 25. Each sample site recorded 
30 snow reflectance measurements. This translates to approximately 750 snow surface readings for 
each sample site (25 scans x ~30 recordings), and approximately 7500 (25 scans x ~30 recordings x 
10 samples sites) for each survey area.  
 
The number of white reference measurements, or calibration depended on weather conditions. That 
is, if conditions were clear and stable, one white reflectance measurement was taken at each sample 
site before snow reflectance was recorded. If conditions were cloudy and windy, which caused clouds 
to move through the sky constantly, many white reflectance measurements were taken within a 
sample site, since the illumination conditions changed frequently. If illumination conditions change, 
especially between ‘calibration’ and snow surface, measurement, it can dramatically change the 
recorded reflectance values. And in some cases give false values. In addition, reflectance 
measurements were limited to two hours each side of solar noon. 
 
Reflectance measurements are saved in an instrument specific format, and are required to be 
converted into text files to be read and analysed. Text files contain header information and wavelength 
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with reflectance. Header information includes, comments, date and time of DC, WR and target 
reflectance acquisition. 
 
4.3.2  Snow sampling 
Snow Coring 
There is considerable debate in the literature about the best way to characterise snow weight, 
reviewed in section 2.4.2. Weight of snow cores are required for SWE estimate or snow density 
calculation. Two methods of coring were detailed, 1) to obtain SWE directly, using a SWE sampling kit 
comprised of an extended corer (long enough to obtain a full snowpack sample) and spring balance, 
and 2) to obtain smaller cores and determine density and multiply by snow depth. Density was derived 
from snow cores: weight of the snow core, and the dimensions of the corer (for volume) (HOW 2003). 
The second method was used in this project. Commonly used techniques include the implementation 
of snow pits for snow core extraction (HOW 2003; NASA 2001). Hasholt (1972) used a plastic tube 
with an inside diameter of 60 mm, and a length of between 250-500 mm.  
 
For this project a plastic tube with an inside diameter of 50 mm was used, after Hasholt (1972). At 
each sample site one snow core was taken. This equates to ten cores for each survey area. This was 
deemed sufficient as sample sites were 5 x 5 m and would have received the same snow fall, 
preparation and treatment. Snow cores extracted were 150 mm, from the snow surface, Figure 4.11a 
and placed in a zip-lock bag Figure 4.11b. The samples were then kept in an esky to be weighed at a 
later time (at the end of the day). The snow coring collection method remained the same over all snow 
season campaigns.  
 
(a) 
 
(b) 
 
 
Figure 4.11: (a) Snow coring method and (b) A snow core extracted and stored. 
 
A smaller coring tube was considered, as it would be less cumbersome to carry around the study area, 
but this would require a deeper snow core to obtain an adequate snow sample for weight 
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determination. A deeper core would mean more digging to reach the bottom of the core for extraction, 
which would in turn require more time spent at each sample site. A larger plastic tube would require a 
larger spatula when extracting the cores, and would also require extra digging. Many of the sample 
sites were along machine compacted areas and coring in these areas was rather difficult. Snow 
sampling using snow cores of the upper 150 mm was chosen over the use of snow pit for 1) for safety 
issues, since many sample sites were along ski areas during the snow season and 2) spectral 
measurements were representative of only the upper 50-100 mm (Zhou et al. 2003), therefore 
extracting a snow cores throughout a snow pit would not have had a correlating spectral dataset. 
 
Snow cores were weighed with an electronic scale at the end of each day. The scales were an Ohaus 
SP601 Scout with a precision readout to 0.1 of a gram and had a capacity to measure to 600 g. 
Scales were placed on a stable surface when weighing snow cores. Each sample was weighed twice 
as a check. A calibrated weight of 300 g was weighed before and after each survey area suite of 
samples, that is, ten cores.  
 
Temperature 
Air temperature and snowpack temperature were taken at each sample site. Temperature observation 
methods differed slightly between Campaign 2 (2006) and Campaigns 3 and 4 (2007). Methods 
differed as a result of different equipment used. 
 
Methods described in section 2.4.4, used a ‘slush’ bath to equalise the thermometer before observing 
measurements. This method was used for snow pits, where a single location is sampled. The ‘slush’ 
bath method was not viable to be adopted for this project as many locations (sample sites) were 
observed in a short period of time. It was known that outside factors influenced the internal 
thermometer system. For example if the thermometer was carried between sites in ones pocket, the 
increase in temperature from body heat would affect temperature readings. The thermometer was 
carried in the backpack between sample sites. 
 
In Campaign 2, the first snow field visit, a standard thermometer was used to measure air 
temperature, and a generic household thermometer with a flexible probe was used to measure 
snowpack temperature. The air temperature was observed at the end of the sampling tasks at each 
sample site. To observe snow temperature, once the snow core had been extracted the probe was 
placed in the snowpack where the void was created by the core. The probe stayed in the snowpack 
until a constant reading could be obtained or the time it took to take snow grain photos for the sample 
site, about 5 minutes. 
 
In Campaign 3 and 4 a thermometer (RT300) with a stick probe was used to measure the temperature 
of the snowpack, Figure 4.12, the probe was 12 cm long. The temperature is taken at the tip of the 
probe, therefore 12 cm into the snowpack. The accuracy of the probe is stated to be 0.5ºC, and a 
temperature range between -55ºC and +330ºC. The air temperature was measured with the same 
method as in Campaign 2. The probe was stuck into the snowpack upon reaching the sample site and 
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temperature read after coring and grain photographs were complete. The probe stayed in the 
snowpack between six to seven minutes, so temperatures could stabilise. 
 
 
Figure 4.12: Thermometer probe in snow, while snow coring is undertaken, Campaign 4. 
 
The thermometer used during Campaign 3 and 4 had an infrared sensor and could measure 
temperatures remotely. The accuracy of the IR sensor was 1ºC. Snow surface temperatures were 
observed using this functionality, however, these measurements observed were unreliable. When 
taking multiple measurements at a sample site, the observations would fluctuate, often exhibiting large 
negative values such as -15 ºC and -24 ºC. This function was also tested prior to the field campaign. 
Observations using the IR sensor on frost from a refrigerator gave meaningful values, for example, 
0ºC to 2ºC, however it was difficult to test the IR sensor in a snowscape environment prior to the 
campaigns. 
 
Snow grain size 
The method of snow grain size measurement data collection changed the most over the three snow 
campaigns. This dataset was found to be the most difficult to collect reliable and consistent data. The 
method of carried out by Nolin and Dozier (2000) and Gay et al. (2002), whereby snow samples were 
taken back to a cold lab and photographed was not viable for this project. The equipment necessary 
was not available, that is, chemical to ‘suspend’ snow grains from melting. The method used in this 
project was adopted from one of the three proposed by Gay et al. (2002), where snow grain 
photographs were taken in the field.  
 
Challenges were encountered in accurately measuring snow grain size. At some sample sites, snow 
grains were hard to obtain from the snowpack, this was due to the snow surface being recently 
groomed and compacted (usually in the morning). In contrast, at other times the snow was wet and 
clumpy. Another problem was the rapid melting once snow was on the graticule, due to the weather 
conditions. NASA (2001) recommended that crystal cards (gridded cards) be placed in the snow pit 
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wall when not in use to minimise melting during grain size observations. This again was not viable 
because of the movement around the survey areas. In addition, at most sample sites it would have 
been very difficult to have placed the card in the snowpack, for ‘cooling’ before observations, due to 
the compactness of the snowpack. 
 
All campaigns documented snow grain size by taking photographs at each sample site. Snow was 
placed on a matte graticule made of thermally inert cardboard. Every effort was made to avoid 
clustering and clumping before photography, shown in Figure 4.13. Although, clumps of snow were 
difficult to avoid, as dispersing clumps would mean physically touching the snow grains, and therefore 
changing the structure and possibly size of the snow grains. In addition, the general temperature of 
the study area was not as cold as one would expect, averaging about 2.4 ºC.  
 
 
Figure 4.13: A snow grain photo, Campaign 2. 
 
The digital camera used in Campaign 2 was a 5.2 megapixel Konica Minolta DiMage Z20 This was 
assumed to provide ample resolution to extract snow grains and discern individual snow grains. The 
problem with extracting snow grains from the photographs was not due to the resolution of the 
camera, but due to clumping and clustering of the snow, described earlier. In the 2007 snow 
Campaigns a Canon 20D, with 8 megapixel resolution was used. It was thought that the increase in 
resolution would help snow grain extraction. This was not the case, as clumping was still problematic 
and not able to be resolved photographically. 
 
During Campaign 2 only photographs were taken, and no in situ grain size measurements were 
observed, this was due to lack of personnel, and the assumption the snow grain photographs would 
be sufficient. Analysis of the photographs after this campaign found that photographs alone were not 
sufficient to derive reliable snow grain size, and therefore in situ snow grain measurements were 
necessary. Campaigns 3 and 4 incorporated in situ grain size measurements during data collection.  
 
The number of in situ snow grain observations during Campaign 3 was ten, for each sample site. 
Where these observations would complement grain size estimates extracted from photographs. For 
Campaign 4, at least 30 in situ snow grain size estimates were observed, essential ruling out the need 
for estimating snow grain from photographs, although images were still taken, as reference 
photographs. 
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4.3.3 Summary: Field spectroscopy and snow sampling 
Two complementing datasets were collected to characterise the snow surface. Spectroscopy and 
manual snow sampling, in the form of grain size measurements, and snow coring were collected 
together. Air and snowpack temperatures were also recorded at each sample site. Spectroscopy was 
successful, although constant weather changes hindered data collection on some occasions. Field 
techniques relating to the snow sampling, in particular documenting snow grain size was modified and 
refined at each snow campaign.  
 
4.4 Post-processing: GPS measurements 
The GPS surveying package TGO™ was used to process all GPS collected points. Static and rapid-
static GPS data was post-processed and network adjusted, while transect points obtained from RTK 
GPS surveys were transformed, if necessary. Transformation of RTK points was necessary if initial 
base station coordinates were not of sufficient quality (the case in Campaign 1 and Campaign 2).  
 
Land Victoria’s GPSnet and Geoscience Australia’s AUSPOS are CORS services and both were used 
in the post-processing of the collected GPS data. The three closest GPSnet stations were used for 
baseline processing and network adjustments. Even though local coordinates could have been used 
from the GPS data collected, it was decided that it would be advantageous to tie the project control 
marks into GPSnet, that is, a regional network. AUSPOS was used as an independent check on the 
quality of the final coordinates derived from the network adjustments.  
 
4.4.1 GPS baseline processing and network adjustment procedure 
In order to obtain final coordinates for control points and PCTs from GPS surveys, two processes were 
undertaken 1) post-processing, via baseline processing, and 2) network adjustments. Prior to each 
network adjustment, satisfactory baseline processing (GPS post-processing) was achieved.  
Figure 4.14 shows an outline of steps to undertake post-processing. 
 
Network adjustments are often required to merge smaller networks with larger ones, or to bring older 
networks into newer ones. Adjustments are also useful to detect gross errors, and to analyse errors 
present in GPS observations. Random errors will be distributed using the least squares principle. 
Adjustments are also required when transforming between datums. In particular, the GPS data 
collected needs to be transformed from the native datum (World Geodetic System 1984 – WGS84) 
into the local projection datum. A fully unconstrained (‘free net’) adjustment was performed first, to 
check for any gross errors, before undertaking any constrained adjustments.  
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Figure 4.14: GPS post-processing flow-diagram. 
 
Baseline processing is a post-processing method to resolve ambiguities of received signals and was 
undertaken using the baseline software, a module of TGO™. Baseline processing takes into account 
the signals received from the satellites therefore it was important to check the quality of the data 
collected. Sometimes GPS signals become attenuated and may need to be removed before 
processing. GPS satellite tracking timelines are useful to visualise the signal data collected.  
Figure 4.15 shows a satellite timeline for CP01_South-Top, Campaign 5. No segments from this 
dataset were removed. A summary of tracked satellites and observed PDOP are presented in 
Appendix III. 
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Figure 4.15: Tracked satellites during occupation of CP01_South-Top in Campaign 5. 
 
Essentially, the basis of a network adjustment is to hold known points fixed and adjust the unknown 
points. The results of each network adjustment are shown in a report generated by the software. 
These reports are comprehensive and are not shown here. All final coordinates were obtained from 
successful network adjustments. Residuals for each station, from each network adjustment are shown 
throughout the section. Figure 4.16 outlines the steps for a network adjustment. A detailed procedure 
for a network adjustment and details of statistical results are found in Appendix IV.  
 
All adjustments had the same setup configuration. The settings are shown below (taken from a TGO™ 
report (TGO™ 2003)): 
 
• Coordinate System: GDA94/MGA94) 
• Zone: Zone 55 
• Projection Datum: International Terrestrial Reference Frame (ITRF) 
• Geoid model (elevations): AUSGEOID98 (Australia) 
• 99% Confidence Limits (for adjustments) 
• (Statistical result) Residuals are reported using 2.58 σ 
• (Statistical result) Successful Adjustment in 1 iteration 
 
 
  
 
Figure 4.16: Network adjustment flow-diagram. 
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4.4.2 Network adjustments 
In order to obtain final coordinates for survey marks and photo control targets a series of network 
adjustments were performed. GPS stations and settings (fixed or adjusted) for each network 
adjustment and results (presented in residuals) are shown in summary figures (Figure 4.17 and  
Figure 4.20). In the figures, Easting and Northing coordinates are in GDA94/MGA94, Zone 55; h is 
ellipsoidal height and H is AHD height modelled using AusGeoid98, since no AHD benchmark was 
available for a levelling survey. 
 
GPSnet and survey control marks 
The three GPSnet stations closest to the survey site were chosen, Benalla, Albury and Mount Buller, 
see Figure 3.11. Coordinates (Easting, Northing and height/elevation) were determined for each 
station. Although GPSnet provided coordinate information for these stations, initial GPS processing 
gave results that were contradictory and thus unacceptable for the project requirements. 
 
Penna et al. (2005) tested Land Victoria’s GPSnet, by processing three weeks of static data obtained 
during April 2003. It was stated that the final coordinates were of zero order (or local uncertainty). 
Penna et al. (2005) coordinates were presented in GDA94/Cartesian XYZ, therefore they were 
converted to MGA94m, Zone 55 coordinates using ICSM’s “GDA Technical Manual v2.2” (ICSM 2002) 
in particular, ‘redfearn.xls’ and ‘transxyz.xls’. Table 4.2 shows the published GDA94/Cartesian XYZ 
coordinates.  
 
Table 4.2: GDA94/Cartesian coordinates (Penna et al. 2005). 
 
GDA94/Cartesian coordinates 
Station X Y Z 
Benalla -4 253 640.948 2 868 445.370 -3 776 961.405 
Mount Buller -4 243 285.201 2 813 937.241 -3 831 240.457 
 
The projected MGA94 coordinates are shown in Table 4.3. These were adopted for all post-
processing and network adjustments, since they were the best available at that time. Only Mt. Buller 
and Benalla were used for comparison because Albury was not presented by Penna et al. (2005). 
Table 4.3 illustrates the differences (∆) between the Penna et al. (2005) coordinates (taken as ‘true’) 
and GPSnet with the inclusion of Regulation 13 Certificate (Reg 13 Cert) (available after Campaign 2) 
and AUSPOS processed coordinates. Reg 13 Certs for the three GPSnet stations used are presented 
in Appendix V. 
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Table 4.3: GDA94/Cartesian coordinates from Table 4.2, converted to GDA94/MGA94, Zone 55  
(ICSM 2002; Penna et al. 2005), and comparisons to GPSnet and AUSPOS. 
GDA94/MGA94 
Zone 55 
 
Benalla 
 
Mount Buller 
Source Easting (m) Northing (m) Easting (m) Northing (m) 
Converted from 
Penna et al. (2005) 411 050.621 5 955 262.207 451 123.248 5 888 846.229 
 
∆ Easting (m) ∆ Northing (m) ∆ Easting (m) ∆ Northing (m) 
GPSnet with  
Reg 13 Cert 
+0.016 +0.009 +0.005 +0.001 
AUSPOS – 
August 2006 
+0.004 +0.009 -0.001 0.000 
 
Post-processing and network adjustments were undertaken with the coordinates for stations 
presented on the GPSnet website, that is, prior to Reg 13 Certs becoming available. This caused 
some confusion when the residuals calculated from the network adjustment were quite large and not 
suitable for the precision required for the project. Coordinates from Penna et al. (2005) were adopted 
as described and retained for processing even after the Reg 13 Certs became available. 
 
The network adjustments required to merge the primary survey control marks into GPSnet are 
summarised in Figure 4.17. The first network adjustment (Network Adjustment 1) involved only the 
three GPSnet stations, since there was no single source to obtain good quality coordinates. Published 
coordinates found in Penna et al. (2005) (which were available) were used, as well as the ellipsoid 
heights stated in the GPSnet Reg 13 Certs. Missing coordinates (that is, the Easting and Northing for 
Albury GPSnet station, and AHD elevations) were obtained from the network adjustment. 
 
Three further network adjustments (Network Adjustment 2 (a, b and c)) were then undertaken, using 
the Penna et al. (2005) and the final coordinates from Adjustment 1. Network adjustments involved the 
GPSnet stations and individual survey control marks. Two adjustments were performed for 
CP01_South-Top (Adjustment 2a & Adjustment 2b) and results averaged for final coordinates, and 
one adjustment for CP02_North-Top (Adjustment 2c). 
 
 
  
 
 
 
Figure 4.17: Network Adjustments 1 and 2 (a, b and c), merging of survey control points into GPSnet. 
 
 112 
Although two static sessions were observed on CP02_North-Top, the first session of two hours, from 
Campaign 1 was deemed insufficient for network adjustments, due to the long baselines 
(approximately 80-120 km). Only the GPS data collected from Campaign 2 was used to derive the 
final coordinates. Final coordinates obtained from Adjustment 1 and 2 (a, b and c) were adopted in 
subsequent adjustments, and are shown in Appendix VI. 
 
As an independent check of these results the GPS data from each point was processed using 
AUSPOS and the comparisons are shown in Table 4.4. The differences also satisfied the project 
requirements. This indicated that the coordinates obtained from the network adjustments were 
accurate and contained no gross errors. 
 
Table 4.4: Comparisons between final coordinates and AUSPOS (Geoscience Australia 2006) 
processed coordinates. 
GDA94/ MGA94,  
Zone 55 
∆ Easting 
(m) 
∆ Northing 
(m) ∆ h (m) ∆ H (m) Duration 
Benalla  
(August 2006) +0.004 +0.009 -0.026 -0.026 
Mount Buller  
(August 2006) -0.001 0.000 +0.003 +0.003 
Albury  
(August 2006) +0.026 -0.004 -0.011 -0.011 
11 hrs, 
900-2000. 
24 August 
2006, 
GPS Day 
236 
CP01_South-Top  
(Campaign 1, May 2006) -0.003 -0.008 +0.003 +0.003 5 hrs 
CP01_South-Top  
(Campaign 2, August 2006) +0.003 -0.012 -0.026 -0.026 8.5 hrs 
CP02_North-Top  
(Campaign 2, August 2006) +0.006 -0.016 -0.038 -0.038 7 hrs 
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Temporary check points from Campaign 1 
The rapid static survey undertaken in Campaign 1 to coordinate the TCPs only had one fixed station. 
This was unfortunately caused by a hardware failure that restricted the number of GPS receivers. As a 
result, only one baseline to each TCP was available for post-processing. Thus a network adjustment 
was not performed. Figure 4.18 shows the baselines between TCP and the fixed point  
CP01-South-Top. The final coordinates for CP01-South-Top (obtained from Network Adjustment 2) 
were used for the GPS baseline processing of each TCP. The derived coordinates for each TCP are 
shown in Appendix VI. 
 
 
Figure 4.18: Temporary check points from Campaign 1 and GPS baselines. 
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Photo control targets  
The adopted coordinates for the photo control targets (PCTs) were used by the imagery suppliers in 
their post-processing which included an aero-triangulation for this project. Both CP01_South-Top and 
CP02_North-Top were the fixed GPS stations during the rapid static surveys. This meant that each 
PCT had redundant baselines, as a check on the coordinates obtained. The available baselines are 
shown in Figure 4.19a (snow PCTs) and Figure 4.19b (no-snow PCTs).  
 
(a) 
 
(b) 
 
Figure 4.19: (a) Snow photo control targets, fixed points and GPS baselines and  
(b) No-snow photo control target, fixed points and GPS baselines. 
 
The final coordinates for CP01_South-Top and CP02_North-Top (obtained from Network Adjustment 
2) were used for the GPS network adjustment of each PCT. Figure 4.20 summarises the network 
adjustments for PCTs deployed during Campaigns 4 and 5. 
 
 
  
 
Figure 4.20: Network Adjustments 4 and 5, for photo control points. 
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The rapid-static data processed in Network Adjustment 4 (no-snow PCTs) were an amalgamation of 
the two 15 minute observations undertaken in the field, that is, all GPS data collected was processed 
together and therefore each target had 30 minutes of processed data. The final coordinates obtained 
from the Network Adjustments 3 and 4 (Figure 4.20) are shown in Appendix VI. 
 
In order to check these coordinates, snow PCTs were compared to RTK GPS measurements, the ∆ 
values are shown in Table 4.5. For the no-snow PCTs, GPS data was re-processed as two separate 
adjustments, each with a set of 15 minute observations. The differences between the individual results 
compared very well, the largest difference in Easting and Northing was 0.011 m and the largest in the 
height component was 0.007 m. 
 
Table 4.5: Snow PCT, differences (∆) between rapid-static adjusted observations and independent 
RTK observations. 
 
∆ Easting (m) ∆ Northing (m) ∆ H (m) 
PCT_SP01 -0.031 -0.037 +0.016 
PCT_SP02 -0.022 -0.022 +0.001 
PCT_SP03 +0.002 +0.003 +0.010 
PCT_SP04 +0.013 -0.014 +0.025 
 
4.4.3 RTK GPS points 
RTK GPS points were observed relative to the base station coordinates. Once control points had final 
coordinates, obtained from network adjustments see Figure 4.17 they were substituted for the 
temporary coordinates and RTK GPS points were transformed to become relative to the new 
coordinates. The transformation was necessary for RTK points collected during Campaigns 1 and 2 in 
which quality coordinates for the base station were not known. A full list of RTK GPS points (final 
coordinates) are found in Appendix VI. 
 
TCP obtained in Campaign 1, were re-observed with RTK GPS. The coordinates obtained from RTK 
GPS of the TCP were compared to the rapid static post-processed coordinates (detailed within  
section 4.4.2). Table 4.6 shows the differences (∆) between rapid static and RTK GPS observed 
coordinates. Some of the larger differences could be attributed to level of experience of personnel, 
although every effort was made to follow general surveying practices. 
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Table 4.6: Differences (∆) between coordinates from rapid static post-processed and RTK GPS 
observed of TCPs. 
 
∆ Easting (m) ∆ Northing (m) ∆ H (m) 
Check RTK_Rstat_1 0.028 -0.020 -0.023 
Check RTK_Rstat_2 0.007 -0.002 0.038 
Check RTK_Rstat_3 0.003 -0.021 -0.003 
Check RTK_Rstat_4 -0.011 -0.007 0.001 
Check RTK_Rstat_5 0.000 -0.019 -0.012 
Check RTK_Rstat_6 0.073 0.055 0.000 
Check RTK_Rstat_7 0.017 -0.049 -0.003 
Check RTK_Rstat_8 -0.010 -0.025 0.001 
Check RTK_Rstat_9 -0.022 0.024 0.031 
Check RTK_Rstat_10 -0.009 -0.003 -0.008 
Check RTK_Rstat_11 -0.014 -0.012 0.036 
Check RTK_Rstat_12 0.006 -0.023 0.078 
Check RTK_Rstat_13 0.015 -0.021 0.003 
Check RTK_Rstat_14 0.054 0.006 0.069 
 
Another post-field task was to filter RTK GPS points that exceeded the accuracy threshold set for 
stake-out points. In this project it was decided that transect points had to be staked-out and measured 
to within 10 cm of the original measured point, in Easting and Northing. The threshold of 10 cm was 
since it seemed appropriate for the relocation of a point (Silcock 2006). During the stake-out surveys 
the GPS receiver’s data logger gives coordinates in real-time and gives delta (∆) values to the point. 
There was a compromise between time spent at one point and accuracy. The extent that had to be 
covered in a short period of time was also a factor in deciding this threshold.  
 
In Campaign 2, 40% of points were relocated and measured beyond the allowable threshold (±10 cm), 
that is, 60% of points were within the threshold. In the remaining Campaigns (3, 4 and 5) nearly all 
points were relocated and measured within ±10 cm. The increase in precision between the 2006 and 
2007 Campaigns can be attributed to the improved field techniques and perhaps external factors such 
as weather conditions, that is, 2007 campaigns experienced much better weather conditions.  
Table 4.7 shows the number of collected RTK GPS points per stake-out survey. RTK GPS points 
collected in August 2007 have been divided into two groups, 1) ‘fly-day’, are GPS points collected with 
an altered sampling frame, observed concurrent with image capture, and 2) with the normal sampling 
frame. 
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Table 4.7: Number of measured points from stake-out surveys and percentage of points within 
threshold (±10 cm). * Standard deviation (Std. dev.) is of total sample. 
Survey 
Measured  
stake-out points 
Percentage of points 
within threshold 
∆) Std. dev. (m) 
Easting; Northing 
Campaign 2 231 60% 0.09* 0.09* 
Campaign 3 265 100% 0.05 0.04 
Campaign 4 ‘fly-day’ 185 99% 0.04* 0.05* 
Campaign 4 351 100% 0.04 0.04 
Campaign 5 33 100% 0.03 0.02 
 
There were a large percentage of points collected in Campaign 2 that were beyond the threshold. 
Although this was not ideal, it did not adversely affect the outcomes of this project. The main reason 
for observing RTK GPS points on the snow surface was to obtain a dataset to validate DEMs created 
from digital aerial photography that coincided with ground observations. Since the aerial photography 
of the snow covered landscape was obtained only during Campaign 4, the ground dataset that 
coincided with the image capture, “Campaign 4 ‘fly-day’” was crucial. Only two points collected on this 
day were outside the threshold. 
 
4.4.4 Summary: GPS post-processing 
All GPS post-processing and network adjustments were undertaken in TGO™ (TGO™ 2003). Static 
and rapid-static GPS observations were post processed and network adjusted to reach final 
coordinates, in GDA94/MGA94, Zone 55. Before each network adjustment appropriate baseline 
processing was undertaken and results were satisfactory. Static sessions collected of CP01_South-
Top and CP02-North-Top were used with data from Land Victoria’s GPSnet stations (Albury, Benalla 
and Mount Buller) in a network adjustment to obtain high quality coordinates. Coordinates from Penna 
et al. (2005), and Regulation 13 Certificates (Land Victoria 2007) were used in the post processing 
and network adjustments. Network adjustment residuals for CP01_South-Top and CP02-North-Top 
were <±0.003 m for Easting and Northing and <±0.036 m AHD elevation value. Photo control targets 
were also network adjusted, residuals from adjustments were <±0.014 m for Easting and Northing, 
and <±0.026 m AHD elevation, for snow targets. Residuals for no-snow targets were  
<±0.010 m for Easting and Northing, and <±0.025 m AHD elevation. The results from the network 
adjustments for each set of the photo control targets enabled the photography to be accurately  
geo-referenced. 
 
4.5 Summary 
In this chapter the field tasks and some post-processing tasks were detailed. Field tasks included GPS 
surveys, snow sampling and spectroscopy. Overall, most tasks were accomplished successfully – 
GPS surveys, aerial photography ground support, and spectroscopy. Others, most notably, in situ 
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snow grain size measurements and photography, were experimental and less successful. Many 
methods for snow sampling were adopted (Gay et al. 2002; Graham 2003; HOW 2003) and modified 
due to the warmer environments of the Australian alpine region. A full suite of spectral reflectance 
measurements complemented with manual snow sampling were collected. 
 
A series of GPS surveys were undertaken using static, rapid-static and RTK GPS techniques to 
establish a framework of accurate positional points. This framework of positional points consisted of 
two control marks, ten primary photo control targets, 352 no-snow transect points and 183 snow 
surface transect points. GPS collected data was post processed and used in a series of network 
adjustments. Static data collected for control marks were used with a larger regional GPS network – 
GPSnet, to tie local project control marks to more established network. Rapid static data was then 
used with the local control marks in network adjustments to obtain final coordinates. All network 
adjustment results were satisfactory and satisfied the accuracy thresholds set prior to the GPS 
surveys. GPS transects were uses as validation datasets for photogrammetrically derived DEMs. 
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CHAPTER 5   
 
 
Digital aerial photography and photogrammetry 
 
 
5.1 Introduction 
This chapter details the aspects relating to the digital aerial photography. Desired image 
specifications, flight planning, photo control, acquired digital photography and digital photogrammetric 
process undertaken to derive digital elevation models (DEMs) from the digital aerial photography are 
detailed. Results of the AT provided with the imagery are also given and were satisfactory for further 
photogrammetric processes.  
 
Two missions of aerial photography were flown: the first mission during winter captured the study area 
with snow (snow), the second during late spring of the same year, which captured the study area 
without snow (no-snow). Each mission had PCTs deployed on the ground. DEMs were created from 
the aerial photography using the automatic image matching algorithms of two software suites. It was 
possible to estimate snow depth for an area with the two DEMs, that is, one for the terrain and one for 
the snow surface. 
 
Aerial photography has been used to create DEMs for many decades. It is possible to extract 3D (X, Y 
and Z) information from overlapping photographs. The premise of this research is to determine how 
accurate a snow surface DEM can be when generated using digital aerial photography (research 
question 1). The desired accuracy for the snow DEM is 200 mm. Although this appears to be 
ambitious, this stringent requirement is needed due to the limited snow depths experienced in 
Australian Alpine environments. GPS surveys resulted in accuracies of <20 mm in Easting and 
Northing (GDA94/MGA94, Z55) and <50 mm in elevation (AHD). 
 
Comparisons of surface outputs are also presented, while comparisons between surfaces and ground 
points (validation) are detailed in chapter 6. DEMs have been created from aerial photography 
captured from two missions (mission 1: August 2007 – snow; mission 2: November 2007 – no-snow). 
A DEM created from the no-snow photography will be referred to as an nsDEM and any DEM created 
from the snow photography will be referred to as an sDEM.  
 
Three terms are commonly used to describe surface models – DEM, DTM and DSM, and these were 
described in section 2.6. The term DEM has been chosen for this research project, as this is a more a 
generic term used to describe a digital and mathematical representation of ground elevation, but also 
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any layer above the ground (Paparoditis & Polidori 2002). The DTM term has not been used to refer to 
the nsDEM because it was more practical to use a DEM that modelled the tops of shrubs to represent 
the no-snow surface. Justification for this decision is from knowledge that alpine vegetation is ‘springy’ 
and often has flexible stems (Slattery 1998). The amount of compression from the snow is uncertain; 
therefore to incorporate a DTM (bare ground) into a snow depth calculation may result in an  
over-estimation of this value.  
 
Automatic image matching algorithms offered in two software packages have been utilised to generate 
the digital elevation models. The two software packages were Zeiss/Intergraph’s (Z/I) 
Photogrammetric Suite, Image Station (IS), version 5.1 (Z/I Imaging Corporation 2006) and Bae 
Systems Softcopy Exploration Tool (Socet Set – SS), version 5.4 (Bae Systems 2009). The ‘standard’ 
image matching algorithms are based on methods dating back to the 1980s (Ackermann 1983; Hahn 
1989). This method uses an area-based approach (a patch), where a small window in one image is 
matched with a moving window in another overlapping image to find the best statistical match 
(DeVenecia et al. 2007). 
 
Several different parameter sets were experimented with. The different parameters will be described in 
a later section of this chapter. Generally, between the two software packages, IS had an easier 
interface to modify parameters than SS. On the other hand initial project setup was much easier in SS 
than IS. Emphasis is placed on the IS Suite as it was available from the beginning of the 
photogrammetric processing, while SS became available after an initial set of parameter sets were 
experimented with in IS. 
 
The sDEMs were created first since the with snow photography was captured in the first mission, but 
also because part of the overall project was to determine if an increase (from [scanned] film-based 
photography) in radiometric and spatial resolutions would enhance the automatic image matching 
processes of low textured imagery, that is, a snow surface. In the past, image matching and DSM 
creations of snow covered terrain have been difficult and unsuccessful for high accuracy height 
determination (Leberl & Gruber 2003). Previous efforts to use photogrammetry to create DEMs of 
snow (or glaciers) have used a large GSD or small scale photography, and have yielded at best, 1-2 m 
accuracies, in the height component (Bacher et al. 1999). This has limited use in Australia, where 
snow depths rarely exceed 3 m. The desired accuracy for the DEMs based on datasets and 
environment, was 0.20 m. 
 
5.2 Photo coverage and flight planning 
Flight planning for the image capture was a vital task for this project. Specifications for the imagery 
were proposed in advance to the camera operators. Positioning of photo centres was also crucial as 
the photographic dataset was to have DEMs derived from them. Images had to be captured with 
sufficient overlap, and the study area had to have stereoscopic coverage; therefore the actual photo 
coverage exceeded the study area in the west-east direction.  
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An ideal flight plan was formulated taking into account the constraints of the camera, aircraft system 
and the nature of the terrain. The two main photogrammetric aspects required for this project were  
1) high redundancy in overlap and 2) a high spatial resolution (or a small – GSD). The camera system 
chosen for this study was the DMC. The DMC was chosen over other digital systems (offered on the 
market at the time), such the Vexel UltraCam-D and Leica ADS40, because of the availability. 
Furthermore, because alpine environments are unstable and can rapidly change, it was ideal that the 
take-off airstrip be close to the study area. The spatial accuracy of the DMC has also been found to be 
superior to that of the UltraCam-D and ADS40 (Passini & Jacobsen 2008). Camera specifications 
were summarised in section 2.6.1. Flight planning calculations are in Appendix VII. 
 
Since a high spatial resolution image was desired (5 cm GSD), a low flying height was required 
(camera lens is a fixed length). An 80% overlap was also desired, which meant that the camera would 
need to capture images very frequently. Initial flight planning using these parameters (5 cm GSD and 
80% overlap) determined that this was not viable. There were safety concerns about the flying height, 
since surrounding terrain was higher than that of the study area. The highest point in the study area is 
approximately 1760 m, and the highest point in close proximity is 1830 m at Mount McKay, 2.5 km 
away. In addition the CCD array of camera could not recharge in time to provide an 80% overlap, at a 
flight speed of 120 knots and low altitude. 
 
Further calculations and planning for a lower GSD were undertaken and the desired 80% overlap was 
achieved indirectly. An 8 cm GSD, translates to a scale of about 1:6,700. An increase in the flying 
height eased safety concerns about the surrounding terrain, and also allowed more time for the CCD 
array of the camera to recharge. The 80% overlap was achieved by acquiring four runs of 
photography. Two runs, at 60% overlap, covered the study area, and the other two runs followed the 
same flight line, but were offset 120 m. The increased overlap between adjacent frames was desired 
for multi-image matching, rather than increasing stereo-coverage per stereo-pair, as detailed in 
section 2.6. 
 
5.3 Photo control targets 
In order to enhance the accuracy of the aero-triangulation process for the photography, PCTs were 
placed on the ground during both missions of image acquisition. This section details the locations and 
composition of the PCTs during these missions. Coordination of these targets has already been 
detailed within the section 4.2.5. 
 
Each PCT was made from three pieces of corrugated plastic (Corflute®). Each piece was 
approximately 100 x 25 cm, and arranged in a ‘Y’ formation. Corflute® pieces were held down with 
tent pegs, and a metal spike was placed as the centre point. Figure 5.1a shows a PCT during for the 
snow photography capture, and Figure 5.1b shows a PCT during the no-snow photography capture. 
The targets were required to contrast against the surrounding background terrain so that they could be 
easily identified on the imagery. 
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(a) 
 
(b) 
 
Figure 5.1: (a) Campaign 4. Black target on snow and (b) Campaign 5. White target, on bare ground. 
 
During Campaign 4, two groups of targets were deployed, four primary and seven secondary. The four 
primary targets, which were essential to enhance and refine the aero-triangulation process, were 
placed (or as close as possible) at the corners of the study area. Furthermore, the corner locations 
were specified by the camera operators. The secondary targets were placed ad hoc. In addition to the 
11 targets, a GPS station was logging data at CP01_South-Top at the time of image capture. Figure 
5.2a shows the locations of the snow PCTs and GPS station during snow image capture. 
 
During Campaign 5, for the no-snow photography, a different set of photo control targets were set out. 
Six primary targets were set out (that is, two more required than the snow photography), this was 
necessary due to the absence of a GPS base station operating simultaneously with image capture. 
The additional ground targets would add redundancy to the aero-triangulation process. The lack of a 
GPS base station during image capture was due to the opportunistic nature of the mission. Targets 
were set-out and reinforced since they would be exposed to the elements for a long (and unknown) 
period of time. Targets were set out on the 5th and 6th of November 2007 and imagery was captured 
two weeks later on the 20th of November 2007. Figure 5.2b shows the locations of the PCTs for  
no-snow photography. 
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(a) 
 
(b) 
 
Figure 5.2: (a) Distribution of photo control targets during snow season, and location of GPS base 
station and (b) Distribution of PCT during no-snow season. 
 
5.4 Acquired photography 
The digital camera system used was a DMC (Digital Mapping Camera), flown by AAM Hatch Pty Ltd. 
The first mission was flown on the 20th of August 2007 to capture the study area with snow (snow 
photography). The second mission was flown on the 20th of November 2007 to capture the study area 
without snow (no-snow photography). Camera and photography specifications for this project were the 
same for both missions. Table 5.1 shows a summary of the attributes of the acquired photography 
from both missions. For detailed camera specifications and description refer to Hinz et al. (2001). A 
total of 20 frames per mission were captured, see Figure 5.3. The flight direction became important in 
the photogrammetry process. 
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Table 5.1: Characteristics of acquired digital aerial photography from metadata documents 
accompanying imagery (AAM Hatch 2007). 
Attribute No-snow photography Snow photography 
GSD 8 cm 
Scale 1: 6,666 
Overlap 60% 
Side-Overlap 60% 
Sets 2 
Runs per set 2 
Frames per run 5 
Offset between Sets of photography 120 m along flight line 
Achievable overlap using all frames 80% 
Flight direction 
(see Figure 5.3) 
2 runs: west to east; 
2 runs: east to west. 
All runs west to east 
 
      
Figure 5.3: Flight direction and frame numbers. 
 
The attributes of the resulting aerial photographs were the same for each block of photographs, that is, 
snow and no-snow. The ideal 80% overlap was achieved in an indirect manner. Flight planning 
involved calculating for an 80% overlap, in the conventional manner, that is, one frame is taken and 
the next frame will overlap it by 80% and this repeats until the end on the run. Each block of 
photographs has the potential for an 80% overlap.  
 
For each flight line two 60% overlap runs were flown with an offset of 120 m (along the flight line) to 
indirectly obtain photography with an 80% overlap. The 80% overlap of frames between Sets of 
photography would create a high level of redundancy. The 80% overlap was intended for use in  
multi-image matching DEM creation, although this was not possible with the version of software 
available at the time. The 80% overlap photography was not used for standard stereo matching 
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because of the impact on height determination of the weaker base/height ratio when compared to the 
60% overlap photography. 
 
Two pairs of runs were captured for each block (that is, four runs). A pair of runs, having a 60% 
overlap and 60% side-overlap, will be referred to as a Set. Therefore a total of four Sets for both 
blocks of photographs. For example, snow Set 1 consists of photo numbers ‘s1101’-‘s1105’ and  
‘s1206’-‘s1210’; no-snow Set 2 consists of photo numbers ‘ns2101’-‘ns2105’ and ‘ns2206’-‘ns2210’. 
Figure 5.4 illustrates a block of photographs at 80% overlap, and its individual Sets at 60% overlap.  
 
 
Figure 5.4: Block and Sets. 
 
The results from the GPS network adjustments for each PCT were given to the imagery suppliers to 
perform the aero-triangulation, on the respective blocks of photography. Residuals from network 
adjustments were <±0.014 m for Easting and Northing (GDA94/MGA94, Zone 55), and <±0.026 m 
AHD elevation value, for snow PCTs. Residuals for no-snow PCTs were <±0.010 m for Easting and 
Northing (GDA94/MGA94, Zone 55), and <±0.025 m AHD elevation. The results enabled the 
photography to be accurately geo-referenced. Differences between stereo-viewed points and GPS 
target points (supplied with the imagery) are shown in Table 5.2, for no-snow PCTs and Table 5.3, for 
snow PCTs. The attributes shown in these tables were provided in the report under “Data Validation”. 
The average values for both snow and no-snow photography satisfied the respective expected 
accuracies provided in the report. The expected accuracies are also shown in the tables below. Full 
reports can be found in Appendix VIII. 
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Table 5.2: Extracted from report provided by imagery suppliers. Aero-triangulation results for no-snow 
photography (AAM Hatch 2007). 
Point Name dX (m) dY (m) dZ (m) 
PCT_T01 -0.040 0.041 -0.137 
PCT_T02 0.021 0.145 -0.087 
PCT_T03 0.000 -0.156 -0.144 
PCT_T04 -0.021 -0.061 -0.101 
PCT_T05 0.020 -0.020 -0.075 
PCT_T06 0.000 -0.079 -0.075 
Expected 
accuracy 0.07 0.11 
 X (m) Y (m) Z (m) 
Average -0.003 -0.022 -0.103 
RMS 0.022 0.098 0.107 
 
Table 5.3: Extracted from report provided by imagery suppliers. Aero-triangulation results for snow 
photography (AAM Hatch 2007). 
Point Name dX (m) dY (m) dZ (m) 
PCT_SP01 -0.022 0.023 0.005 
PCT_SP02 0.022 0.000 0.000 
PCT_SP03 0.041 0.021 -0.083 
PCT_SP04 0.021 0.019 -0.196 
Expected 
accuracy 0.06 0.07 
 X (m) Y (m) Z (m) 
Average 0.015 0.016 -0.069 
RMS 0.028 0.018 0.106 
 
Dörstel (2003) adopted an expected horizontal accuracy of 5µm and for vertical accuracy ±0.05‰
 
of 
flying height for AT. For this project’s photography 5µm equates to ±3.3 cm (using Equation 2.1) 
±0.05‰ of flying height equates to ±4.0 cm (using Equation 2.2). The results from the AT fail these 
expected accuracy thresholds proposed by Dörstel (2003). The imagery suppliers provided the AT 
results and could not be reprocessed for this project. 
 
Specifically for the snow photography, a close inspection of ‘PCT_SP04’ on the snow photography 
found that the target was partially obscured by surrounding vegetation, causing shadowing. This may 
have affected the ability to place the stereo-cursor in the correct location, therefore causing the larger 
difference in Z. Overall the digital aerial photography was of high spatial and radiometric resolution 
and was assessed as ‘fit for purposes’ for DEM generation. 
 
Thumbnails of all captured photography were created. Printed copies assisted in photo orientation and 
model setup. The following two pages show Set 1 of no-snow photography, Figure 5.5 and Set 1 of 
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snow photography, Figure 5.6. Each set of photography has a 60% overlap and 60% side-overlap. 
The frames shown as Figure 5.6 f to j, have been rotated 180°. These frames were flown east-to-west, 
see Figure 5.3. Set 2 of the snow and no-snow photography are presented in Appendix IX. 
 
 
 
  
(a)  (b)  (c)  (d)  (e)  
(f)  (g)  (h)  (i)  (j)  
Figure 5.5a-j: No-snow photography, Set 1, thumbnails. 
  
(a)  (b)  (c)  (d)  (e)  
(f)  (g)  (h)  (i)  (j)  
Figure 5.6a-j: Snow photography, Set 1, thumbnails.
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5.5 Image analysis 
Image analysis on the captured photography was completed prior to the digital photogrammetric 
process. This was undertaken by viewing the distribution of grey values in the form of a frequency 
distribution (FD) histogram. This histogram presents the number of pixels at each possible value, for 
each colour band (red, green and blue). The digital aerial photography has a radiometric resolution of 
12-bits of a range or 0-4095 grey values. Every photo captured for this project had a FD histogram 
generated for it. Two analyses were undertaken to assess the distribution of pixel values, 1) to 
determine if any pixels were saturated (in particular, the snow photography), and 2) to determine 
which colour band had the greatest range of grey values. Saturation of pixels refers to the pixel having 
the maximum radiometric value available. 
 
This initial analysis was more important for the snow photography than the no-snow photography. 
Since snow is a very reflective surface, this process was to determine if the camera sensors were 
saturated or not, that is, if the majority of pixels were at the maximum grey value. If the camera 
sensors were being saturated this would become problematic in the image matching process during 
DEM generation. The histograms showed that the pixels were not distributed to cluster the very bright 
values (4096). The majority of the snow photographs did not use the entire available range (4096 grey 
values), and the range of values used was approximately 3400 and the maximum grey value 
(average) used was 3696. Figure 5.7 shows the histograms for each colour band, for snow photo 
s1101. 
 
 
Figure 5.7: Image histogram for snow photo s1101. 
 
The second analysis performed determined which colour band had the largest range of grey values, 
the assumption being that this band would be best suited for the image matching process. Image 
matching is based on a single band; therefore the band with the greatest dynamic range is best suited 
for this task. Histogram analysis of each image and band found no considerable differences between 
bands, for snow or no-snow photography. Table 5.4 summarises the histogram statistics for each Set 
of snow photographs. 
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Table 5.4: Summary of image pixel values for each Set of photography 
Colour Band 
Min. 
(average) 
Max. 
(average) 
Mean 
(average) 
Std. dev.  
(average) 
Range 
(average) 
Snow photographs: Set 1 (10 photographs) 
Red 91 3621 2091 622 3530 
Green 233 3708 2216 643 3475 
Blue 237 3770 2320 675 3533 
Snow photographs: Set 2 (10 photographs) 
Red 265 3583 2092 603 3318 
Green 401 3726 2234 627 3324 
Blue 390 3770 2319 653 3380 
No-snow photographs: Set 1 (10 photographs) 
Red 0 4095 298 196 4095 
Green 0 4095 420 242 4095 
Blue 0 4095 343 181 4095 
No-snow photographs: Set 2 (10 photographs) 
Red 0 4095 320 204 4095 
Green 0 4095 431 241 4095 
Blue 0 4095 354 181 4095 
 
In the snow photographs, it was found that not all 4096 available values were being utilised. Instead, 
on average only 3400 data values (83%) were utilised for each of the three bands. Over the twenty 
photographs, each of the bands had a similar dynamic range. In contrast, the no-snow photography 
used the entire dynamic range (0-4095), but only 20-36% (depending on the band) of available values 
were used by 99% of pixels. Figure 5.8 shows the histograms for each colour band, for no-snow photo 
ns1101. 
 
 
Figure 5.8: Image histogram for no-snow photo ns1101. 
 
A study by Weichelt et al. (2005) found a similar outcome in their digital imagery, also captured by a 
DMC. Only about 30-60% (depending on the band) of available values was used by 99% of the pixels. 
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Weichelt et al. (2005) also comment that even though all 4096 values are not utilised, there are still 
five to ten times more values than an 8-bit (256 grey values) system.  
 
5.6 Digital photogrammetry workflow 
The method used to create digital elevation models used automatic image matching algorithms 
provided by the (different) software packages. The general principle used to create a digital elevation 
model using photogrammetry requires at least two images taken of the same area from two different 
locations. The software uses correlation statistics to calculate the similarity of a patch on one image to 
that of the overlapping image. A correlation coefficient is calculated for the matched patch and an 
accuracy assessment is reported (Z/I Imaging Corporation 2005). The height is obtained from the 
parallax derived from the orientation/geometry of the images that is achieved in the initial setup of the 
photogrammetric project (Hahn 1989). For image matching and the creation of surface models some 
input parameters in the software can be modified. For example, limiting search spaces, to find 
homogenous points between images, or adjusting post-spacing of the output grid. The general 
process for a digital photogrammetric workflow to create digital models was: 
 
1. Create a project with an appropriate coordinate/projection system. 
2. Within the project select associate a camera system. 
3. Complete the associated exterior orientation and import photographs. 
4. Set photo orientations and stereoscopic models. 
5. View models to verify correct orientation and validate individual models. 
6. Digitise features or mask out areas. 
7. Select different parameters for image matching and DEM creation. 
 
This section (section 5.6) details the workflow undertaken in Intergraph’s Photogrammetric Suite 
Image Station. This software package is comprised of different modules. Each module was required 
for different stages of the workflow, outlined above. Figure 5.9 shows a summary of activities 
undertaken in each module. The modules used were: 
 
• IS Project Manager (ISPM) (Steps 1-4) 
• IS Stereo Display (ISSD) (Step 5) 
• IS DTM Collection (ISDC) (Step 6) 
• IS Automatic Elevations (ISAE) (Step 7) 
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Figure 5.9: Photogrammetric workflow undertaken in Image Station for this research. 
 
5.6.1 Project setup 
The project setup was undertaken in ISPM. Two projects were set up, one for the snow photography 
and one for the no-snow photography. The procedure was the same for both, but the EO files and 
information matched the respective photographs. The camera system and its parameters were 
required so the software could apply any corrections to the photography if necessary, for example, 
lens distortion. The coordinate system information was required so that the software would output files 
in the correct projection, therefore removing the need for a transformation. The selected projection 
system matched that of the collected GPS points (and EO file), that is, GDA94/MGA94, Zone 55. The 
coordinate system and camera settings are given below:  
 
Coordinate system information: 
• Horizontal: 
♦ Geodetic Datum: GDA94 
♦ Projection System: Universal Transverse Mercator, Zone 55, South (hemisphere). 
• Vertical: 
♦ Ellipsoid: Global Reference System 1980 
♦ Vertical datum: AHD 1971 
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Camera System information: 
• DMC 
♦ System: Digital and frame 
♦ Focal Length: 120 mm 
♦ Image size: pixel per line – 7680 and number of lines – 13824 
♦ Pixel size: 12 µm 
♦ Principal point of auto collimation and Principal point of best symmetry: All values 
were set to zero. This information was obtained from the camera calibration file 
provided with the photography. 
♦ Lens distortion parameters: All values were set to zero. This information was obtained 
from the camera calibration file provided with the photography. 
 
An interior orientation was not required because the photography was taken using a digital camera 
system. The DMC does not utilise fiducial marks, therefore an interior orientation could not be 
performed to locate these marks. An aero-triangulation was performed by the image suppliers and the 
results with an EO file were provided with the imagery. The EO file (values unaltered) was used to 
orientate the images for each stereo model. The EO data consisted of X, Y and Z, and omega, phi and 
kappa values for each image at time of capture, these can be found in Appendix VIII  
 
The EO file of the no-snow photography showed the kappa angles (z-axis) were larger than the snow 
photography. This is also illustrated in the orientations of the footprint of the frames; see Figure 5.10a 
and Figure 5.10b. The disadvantage of large kappa angles is the loss of stereoscopic overlap. The 
omega angles (rotation in the x-axis) are also noticeably larger, but this is not shown in the following 
figures. Orientation angles that have a large deviation from zero may be attributed to the weather 
conditions during time of capture. Based on the kappa orientation angle, during the no-snow 
photography capture the flying conditions seem more turbulent. 
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(a) 
 
 
(b) 
 
 
Figure 5.10: (a) No-snow image footprints showing kappa rotation and  
(b) Snow image footprints showing kappa rotation. 
 
After the EO file was imported (each EO file to their respective projects), each photograph was loaded 
with its corresponding EO information. The orientation (that is, the flight direction) was also required to 
be input. All no-snow photographs and the first run of each Set of snow photographs were captured 
west to east, therefore orientation was zero. The second run for each Set of the snow photography 
was flown east to west; the orientation therefore being 180º. 
 
IS requires stereoscopic models to be defined by setting a left photograph and a right photograph for 
each model. Individual Sets of photography were used to create stereoscopic models. Specifically 
models were set up as 60% overlap models, yielding a total of sixteen models per block of 
photography. 
 
The 80% overlap was intended for use in a multi-image matching DEM creation, although this was not 
possible with the version of ISAE available at the time. The 80% overlap photography was not used for 
stereo matching because of its lower base/height ratio compared to the 60% overlap. The lower 
base/height ratio adversely impacts height determination because of the smaller difference in relief 
displacement, due to the smaller parallactic angles. See Appendix VII for calculations relating to the 
base-height ratio and Appendix X for a list of created stereoscopic models. 
 
5.6.2 Preliminary assessment of stereo-pairs 
In order to view the created stereoscopic models (stereo-models) ISSD module was utilised. This 
procedure was required to check that the stereo-models and photo orientations were set correctly. 
Once this was verified, manual stereoscopic readings were taken to check for gross errors in the 
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model setups. This was undertaken ensure that any inaccuracies or differences in DEM creations 
were due to the image matching algorithms and parameter changes, and not the EO of the 
photographs. 
 
In order to validate the stereo-models, an experienced photogrammetrist viewed each model 
stereoscopically. The GPS points were located in each stereo-model, viewed in 3D and observed 
elevations recorded. The stereoscopically derived elevations were compared to the elevations 
obtained from GPS surveys. In addition to the GPS points, PCTs were also viewed and compared. Six 
PCTs were present during no-snow image capture (Figure 5.1b). Four primary, and seven secondary 
PCTs were present during snow image capture (Figure 5.1a). Almost every PCT that appeared in a 
stereo-model was viewed and recorded. There were 352 GPS points available to validate the no-snow 
stereo-models and 183 GPS points available to validate for the snow stereo-models. Many GPS points 
were viewed more than once as they appeared in more than one model, but not every point that 
appeared on each stereo-model was observed. Table 5.5 and Table 5.6 show the differences between 
GPS point elevations and stereo-viewed elevations of snow PCTs and no-snow PCTs (for various 
stereo-models), respectively. 
 
Dörstel (2003) adopted an expected accuracy of ±0.1‰
 
of flying height when viewing points 
stereoscopically. However, Dörstel (2003) also suggested that this be increased to ±0.08‰
 
of flying 
height, for well defined points. For this project’s photography ±0.1‰ of flying height equates to ±8 cm 
and ±0.08‰
 
of flying height equates to ±6 cm. When treating each PCT individually, the average 
differences for three of the four snow PCTs fall within the ±0.1‰
 
of flying height accuracy threshold. 
The forth PCT – PCT_SP04, stereo-viewed observation differences are consistent with AT results, 
where they all exhibit negative values. For the no-snow photography none of the average difference 
for individual PCTs falls within ±0.1‰
 
of flying height. 
 
Table 5.5: Snow PCTs. Difference between GPS elevation and stereo-viewed (s-v) elevation. 
 Model 
Elevation 
s-v (m) 
Difference 
(m)  Model 
Elevation 
s-v (m) 
Difference 
(m) 
PC
T_
SP
01
 
s1208+s1207 
s1207+s1206 
s2207+s2206 
1623.42 
1623.65 
1623.43 
0.02 
-0.22 
0.01 PC
T_
SP
03
 
s1101+s1102 
s2101+s2102 
s2102+s2103 
1744.56. 
1744.56 
1744.53 
-0.03 
-0.04 
0.00 
PC
T_
SP
02
 
s1101+s1102 
s1102+s1103 
s1210+s1209 
s1209+s1208 
s2101+s2102 
s2102+s2103 
s2210+s2209 
s2209+s2208 
1609.43 
1609.47 
1609.58 
1609.49 
1609.55 
1609.52 
1609.65 
1609.60 
0.11 
0.07 
-0.04 
0.05 
-0.01 
0.02 
-0.12 
-0.06 
PC
T_
SP
04
 
s1102+s1103 
s1103+s1104 
s2103+s2104 
s2104+s2105 
1678.49 
1678.28 
1678.43 
1678.37 
-0.27 
-0.06 
-0.22 
-0.15 
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Table 5.6: No-snow PCTs. Difference between GPS elevation and stereo- viewed (s-v) elevation. 
 Model 
Elevation 
s-v (m) 
Difference 
(m)  Model 
Elevation 
s-v (m) 
Difference 
(m) 
PC
T_
T0
1 ns1208+ns1209 
ns1209+ns1210 
ns2209+ns2210 
1617.56 
1617.44 
1617.46 
-0.21 
-0.08 
-0.11 PC
T_
T0
4 ns1103+ns1104 
ns2103+ns2104 
ns2104+ns2105 
1666.61 
1666.60 
1666.69 
-0.10 
-0.09 
-0.17 
PC
T_
T0
2 
ns1101+ns1102 
ns1102+ns1103 
ns1206+ns1207 
ns2101+ns2102 
ns2102+ns2103 
ns2206+ns2207 
ns2207+ns2208 
1609.84 
1609.71 
1609.72 
1609.96 
1609.63 
1609.77 
1619.61 
-0.28 
-0.15 
-0.16 
-0.40 
-0.07 
-0.22 
-0.06 
PC
T_
T0
5 
ns1102+ns1103 
ns1207+ns1208 
ns2102+ns2103 
ns2103+ns2104 
ns2207+ns2208 
ns2208+ns2209 
1702.44 
1702.36 
1702.41 
1702.38 
1702.46 
1702.42 
-0.14 
-0.06 
-0.11 
-0.08 
-0.16 
-0.12 
PC
T_
T0
3 
ns1101+ns1102 
ns2101+ns2102 
1742.79 
1742.91 
-0.07 
-0.19 
PC
T_
T0
6 ns1102+ns1103 
ns2102+ns2103 
ns2103+ns2104 
1743.86 
1743.93 
1743.98 
-0.03 
-0.10 
-0.15 
 
In order to check the precision of the stereoscopically observed elevations of the PCTs, after the 
observations were made in Table 5.5, they were re-observed two weeks later. Most target readings 
were repeated within ±0.10 m, although a couple varied by as much as 0.20 m, of the initial reading. 
For no-snow photography, most target readings repeated within ±0.07 m, a couple varied by 0.15 m, 
of the initial reading. Given that these readings were made by a person, external factors such as 
tiredness, time of day and mood, may have affected these readings. Also the fact, that within the two 
weeks, over 1500 points were viewed. In addition the observing sensitivity was approximately 0.10 m 
(Buxton 2008). 
 
If the average difference for all PCTs for respective photography blocks are compared to AT expected 
accuracy (provided in the photography report), differences are comparable. With regards to the  
stereo-viewing of the snow PCTs, the average Z difference from the AT report (Table 5.3) was  
-0.07 m, and the average difference in the stereo-viewed points was -0.05 m. With regards to the 
stereo-viewing of the no-snow PCTs, the negative difference is fully consistent with the results from 
the AT report (Table 5.2). Furthermore, the average Z difference stated in the report was -0.10 m, and 
the average difference in the stereo-viewed points was -0.14 m. 
 
Stereoscopic readings of GPS positions compared well with GPS observations. Table 5.7 and  
Table 5.8 present descriptive statistics which highlight the differences between GPS points and  
stereo-viewed observations, for no-snow and snow stereo-models.  
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Table 5.7: Descriptive statistics of differences between GPS points and stereo-viewed observations, 
per no-snow stereo-model. 
Difference (m) 
Model name 
No. of 
points 
viewed 
Min. Max. Mean Std. dev.  
All No-snow 
stereo-models 1043 -0.12 0.26 0.03 0.04 
ns1101+ns1102 66 -0.12 0.26 0.04 0.08 
ns1102+ns1103 105 -0.09 0.16 0.03 0.05 
ns1103+ns1104 88 -0.06 0.23 0.06 0.05 
ns1207+ns1208 145 -0.07 0.16 0.02 0.04 
ns1208+ns1209 147 -0.04 0.09 0.02 0.03 
ns2102+ns2103 169 -0.11 0.09 0.02 0.03 
ns2104+ns2105 72 -0.06 0.09 0.04 0.03 
ns2207+ns2208 70 -0.08 0.05 -0.01 0.03 
ns2208+ns2209 181 -0.04 0.12 0.03 0.03 
 
Table 5.8: Descriptive statistics of differences between GPS points and stereo-viewed observations, 
per snow stereo-model. 
Difference (m) 
Model name 
No. of GPS 
points 
viewed 
Min. Max. Mean Std. dev.  
All Snow  
stereo-models 697 -0.96 0.99 0.01 0.13 
s1101+s1102 64 -0.76 0.41 0.03 0.17 
s1102+s1103 90 -0.24 0.28 0.02 0.11 
s1103+s1104 68 -0.22 0.15 -0.01 0.09 
s1210+s1209 18 -0.19 0.18 -0.06 0.11 
s1209+s1208 85 -0.57 0.34 0.05 0.13 
s1208+s1207 64 -0.21 0.24 -0.02 0.10 
s1207+s1206 13 -0.12 0.30 0.03 0.11 
s2101+s2102 6 -0.11 0.03 -0.02 0.05 
s2102+s2103 49 -0.18 0.23 0.04 0.10 
s2103+s2104 68 -0.22 0.26 0.01 0.11 
s2104+s2105 28 -0.96 0.14 -0.04 0.24 
s2209+s2208 44 -0.20 0.24 0.00 0.11 
s2208+s2207 77 -0.19 0.99 0.00 0.14 
s2207+s2206 23 -0.51 0.24 -0.09 0.15 
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Some of the larger differences presented in Table 5.8 can be attributed to the presence of chairs and 
people on chairlifts around the point of interest (GPS point location).when viewing stereoscopically. In 
addition, the position of the chair would be different in the overlapping photographs therefore, making 
it difficult to place the floating mark on the ground. This was not the case in the no-snow photography 
as chairlifts were out of operation and the seats decommissioned. 
 
5.6.3 Digitising features 
Digitised features were created to assist in the image matching process, and are referred to as 
geomorphic features (Z/I Imaging Corporation 2005). This process, undertaken in ISDC, involved 
manually digitising lines and polygons to delineate the change elevation and to mask areas. In 
addition to the lines and polygons the GPS points collected were also placed in an associated vector 
file. Several different categories were used to group the digitise features: break lines or drainage, 
obscured areas and elevation points. These features were stored in a single file. Individual categories 
of these features could be selected to be used in the image matching process. The digitised features 
were drawn while in stereo-mode because the lines and polygons had to follow the ground. In addition 
to these geomorphic features, collection boundaries could also be digitised. The collection boundary 
or the area of interest (AOI) is a polygon where surface points are created. Figure 5.11 illustrates the 
locations of drainage lines and obscured areas. 
 
Figure 5.11: Features digitised for snow photography processing, excludes elevation points. Blue 
dashed – ‘drainage’ and green dotted – ‘obscured areas’. 
 
Drainage lines were used where small gullies were present, while obscured area polygons were drawn 
around areas of trees and the dam in the south. Drainage lines were used in all DSM attempts, while 
the obscure areas mask was used in the initial attempt only. The resulting DSM had areas within the 
obscured areas output at a constant value. Since this made the surface discontinuous in these areas, 
it was decided that the obscured areas would not be used and a continuous surface was generated 
over these delineated obscured zones. Subsequently thee areas were masked out after DEM creation. 
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5.6.4 DEM parameters 
ISAE’s automatic image matching software and algorithms were used to create surfaces. ISAE creates 
a surface using two sets of parameters, 1) the image matching process and 2) the surface 
interpolation. The output results in a grid of points, with an associated X, Y and elevation. Each 
parameter set is referred to as an Attempt. Once DEMs were created from the aerial imagery with 
different parameter settings, the GPS points were used to validate the derived models. This is 
described and discussed in detail in the next chapter. Before the image matching and surface 
reconstruction parameters can be set, the models to be used and the area of the stereo-models to 
have a surface created need to defined. 
 
The photos/models from Set 1 (60% overlap) of snow and no-snow photography were used to create 
surface models, since the base/height ratio was higher and multi-image matching was not used. The 
multi-image matching was not available in this software at the time. The base/height ratio for 60% 
overlap was 0.308, and for the 80% overlap it was 0.154. Refer to Appendix VII, for calculations. 
 
The AOI specified to have a surface created is referred to as a collection boundary. Collection 
boundaries can be user created, as mentioned in the previous section, or auto-generated. The latter 
has two options 1) entire model area, and 2) blockwise matching function. The entire model area 
option generates a collection boundary for the entire stereo-model, therefore if multiple models are 
chosen, overlapping surface points will occur, as the stereo-models overlap slightly. The blockwise 
matching option prevents this from occurring. A polygon is used to define the overall AOI (that may 
span over several models) and the software creates individual collection boundaries for each stereo-
model. The individual collection boundaries abut each other, therefore preventing overlapping surface 
points being created. The block wise function was used for this processing. 
 
The underlying process of DEM generation is detailed in the Image Station Automatic Elevations 
(ISAE) User’s Guide, including the mathematical modelling of the process (Z/I Imaging Corporation 
2005). DEM points are generated in a step-wise process through the levels of the image pyramid. This 
is known as the coarse-to-fine method of DEM generation (Krzystek 1991). A preliminary match of 
homogenous image points are undertaken on each pyramid level. A three-dimensional intersection 
point in object space is created from the homogenous points and then models a DEM with a 
mathematical model. Similarity measures of homogenous image areas are made using correlation 
coefficients and are geometrically restricted by parallax parameters. The surface is reconstructed, 
after image matching processes, using least-squares principles and resampled to an output grid  
(Z/I Imaging Corporation 2005; Krzystek 1991). 
 
Elevation collection parameters 
ISAE has many modifiable parameters that influence the outcome of the digital surface model. A 
number of tests were undertaken to determine the optimum parameter set. This section describes the 
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different parameters available for modification during DEM creations. The user interface listing these 
parameters is shown in Figure 5.12. Also shown in the figure are parameters modified (highlighted in 
red), parameters considered important, but kept the same (highlighted in orange), and parameters not 
modified are described in Appendix XI with the full user interface menu. All parameters are described 
in Image Station Automatic Elevations User’s Guide (Z/I Imaging Corporation 2005).  
 
(a) 
 
(d) 
 
(b) 
 
(e) 
 
(c) 
 
(f) 
 
Figure 5.12: ISAE Elevation collection parameters dialog window (Z/I Imaging Corporation 2005), 
modified parameters are highlighted in red, parameters considered important, and kept constant are 
highlighted in orange. 
 
The following described the modifiable parameters shown in Figure 5.12. The parameters have been 
highlighted similar to those in the figure. Values for modified parameters, for DEM creation are 
detailed in later sections 5.6.5 and 5.6.6.  
 
(a) Terrain type and matching 
 Parallax bound (PB): This is a defined search space, in pixels, for matching homogenous 
points. The value specifies the expected parallax difference between the images, in which 
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measured 3D points are accepted. A ‘mountainous’ terrain type would have a larger PB value 
than a ‘flat’ terrain type (that is, expecting larger parallax between images). Small PB values, 
such as for ‘flat’ terrain, are selected when there is a small difference in height expected in the 
terrain. This can also filter outliers such as single trees and buildings since the top of the 
object would not be located in the define search space. ISAE only accepts points that are 
located in the defined search space. 
 Terrain type: This refers to the local terrain type of the model. There are three pre-defined 
choices – flat, hilly and mountainous. The three choices affect the parallax bound value.  
 Adaptive parallax (AP): This parameter automatically calculates the search space, after an 
initial approximation, where as PB is an integer value. If AP is selected, PB is not available. 
The initial patch size is determined from the terrain type parameter. The automatic calculation 
is determined by estimating the maximum height difference from the surface model of the 
previous image in the image pyramid. This may be essential if the model contains both flat 
and hilly terrain, therefore allowing the search spaces to change in size to adapt to the local 
terrain. AP may also be essential if, in hilly or mountainous terrain, the slope is parallel to the 
flight line, therefore resulting in larger variations in the x-direction (that is, x-parallax/height 
variation). If the direction of the slope is perpendicular to the flight line the height variation is 
less significant  
 Adaptive matching (AM): This function forces ISAE to refilter imagery in areas of poor texture 
to obtain more matches, at the cost of more computation time.  
(b) tion boundary 
(c) More DTM extraction parameters 
 Threshold for correlation coefficient (TC): The correlation coefficient threshold is the value set 
as a measure of similarity between homogenous points. Matched points must have a 
correlation value higher than the threshold set. The default value is 0.75. Increasing this 
default value results in fewer matches, although the points matched are more reliable. It will 
also increase the number of ‘low redundancy’ points because there are less matched points to 
derived values. Lower TC values will result in more matches, but with less reliability since the 
imaging matching is satisfying a lower correlation threshold. 
 
(d) Surface reconstruction 
 Smoothing filter / Smoothing weight (SM): Smoothing affects the output dataset, after the 
posts have been interpolated to represent the surface. This factor is used by ISAE to smooth 
out the surface created, filtering out local detail. A high smoothing factor may flatten out detail 
that is representative of the terrain, therefore a low SM value may be better suited even 
though an uneven surface is created. 
 Grid width X and Y (GW): This parameter defines the post spacing of the surface model, in 
ground units, in this project – metres. After image matching is completed, the software will 
interpolate the elevation and place a post at the defined grid widths. A default value is 
suggested by the software (grid-width = 30 x pixel_size x scale). The User’s Manual 
recommends not to deviate much from the default value, otherwise it may cause ‘adverse 
effects’ (Z/I Imaging Corporation 2005). Reducing the GW will increase computation time, 
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while increasing the GW may weaken the geometry of the grid. This is because post 
elevations are interpolated from match points and therefore influenced by surrounding grid 
points, large grid widths will require more interpolation. For a sparser grid the jump interval 
should be modified. 
 
(e) Geomorphic Information 
 Use break lines: Break lines or drainage that were created in ISDC are used during the 
surface reconstruction. Other parameters associated with the inclusion of break lines include 
‘densification distance’ which computes additional points along the lines, ‘standard deviation’ 
(no useful explanation was given  in the User manual (Z/I Imaging Corporation 2005) and 
‘suppression distance’ is the allowable minimum distance between grid points and break lines. 
 Use elevation points: Elevation points that were created using ISDC are used during the 
terrain extraction process. A standard deviation’ value can be associated with the inclusion of 
elevations points. 
 
(f) Feature pyramid parameters 
 Colour band (CB): If a colour composite image (that is, red, green, blue) is used a colour band 
needs to be selected. Image matching is undertaken on a single band. The User’s Manual 
recommends green (default) or red (Z/I Imaging Corporation 2005). 
 
Output parameters 
Output:  
‘Output grid’ 
• Jump interval (JI): The jump interval affects the output, by limiting the number of points written 
to the output file. This parameter should be modified to reduce the number of output surface 
points, rather than increasing the grid widths. A value of one defines the output grid the same 
as the GW input, that is, every point created is written to the output file. A value of five means 
that every fifth point is written to the output file. For example, if the GW was 2 x 2 m, a JI of 1 
defines the grid as a 2 x 2 m, and a JI of five would define the grid as a 10 x 10 m. 
 
ISAE produces point-based files, with an associated attribute, based on the matching process. There 
were three categories 1) ‘grid point’ (matched point satisfying parameters), 2) ‘grid points with low 
redundancy’ (output points that had a low number of matches) and 3) ‘grid points beyond height 
accuracy threshold’ (output points that exceeded the nominated height accuracy). 
 
The output points were then viewed stereoscopically overlayed on the stereo-models. This task was 
undertaken to determine if the points created during surface generation were coincident. Also referred 
to as internal validation (Polidori 2002). This was a visual validation rather than a quantitative 
validation, (such as comparing with ground points). Furthermore, the above categorisation of points 
did not define, which, if any, points were correctly or incorrectly placed on the surface. That is, points 
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in categories 2 and 3 were in that category only because they failed to meet the criteria set in the 
parameter settings. 
 
5.6.5 DEM creation using snow photography 
Nine parameter configurations (Attempts) were used to create the sDEMs. The different configurations 
are summarised in Table 5.9. The first Attempt, was used as the ‘base’ set of parameters. In each 
Attempt thereafter, one parameter was changed at a time to assess the effect of the parameter on the 
output surface. The ‘base’ set or ‘control’ parameters were chosen from a combination of software 
defaults, knowledge of the terrain and desired accuracy. For example, the ‘terrain type’ parameter has 
a selection from – flat, hilly or mountainous. Given the nature of the terrain ‘flat” would inappropriate, 
and therefore would not have been chosen as starting point (nor was it considered for selection in any 
Attempt).  
 
A few parameters were held constant over the snow Attempts. The parameters and values were: 
• GW: 2 x 2 m. This grid size was chosen based on the terrain, and that it would describe it 
sufficiently. This was also derived from: grid-width = 30 x pixel_size x scale. 
• JI: 1. Every point created was written to the output file. 
• Terrain type: ‘Hilly’. ‘Hilly’ was chosen over ‘Mountainous’ given that, although in an alpine 
area, the gradient of the study area is not steep. In addition, the alpine areas in Australian are 
more rolling hills, or undulating rather than the steep, sharp mountains of the northern 
hemisphere alpine areas. 
• The inclusion of drainage lines and elevation points. 
 
Table 5.9: Automatic image matching parameters, for various Attempts, using snow photography. 
Attempt CB SM TC  
_s1 ‘base’ Red Low (1.0) 0.80 
_s2 Red Medium (2.0) 0.80 
_s3 Blue Low (1.0) 0.80 
_s4 Green Low (1.0) 0.80 
_s5 Red User-defined (0.5) 0.80 
_s6 Red Low (1.0) 0.75 
_s7 Red Low (1.0) 0.80 (AP) 
_s8 Red Low (1.0) 0.80 (Set 2) 
_s9 Red Low (1.0) 0.80 (AM) 
GW: 
2 x 2 m 
 
JI: 
1 
 
Terrain type: 
‘Hilly’. 
 
Rationale for parameter changes are given below. 
• Attempt_s1: ‘base’ set, chosen from a combination of software defaults, knowledge of the 
terrain and desired accuracy.  
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♦ CB: Red. The colour band red was chosen since results from image analysis found 
that it used slightly more radiometric values overall photographs than green or blue. In 
addition, there is less scattering (attenuation) of light within this wavelength range. 
♦ SM: Low/1.0. This was chosen given the knowledge of the terrain being hilly, and the 
desire to have a DEM represent the snow surface with detail.  
♦ TC: This value was increased from the software default value, to obtain more reliable 
matches. 
• Attempt_s2: Increased the smoothing factor, so the software would perform a higher level of 
smoothing, possibly filtering out outliers such as ski-lift towers. 
• Attempt_s3: CB change to verify if one colour band is better for image matching than another. 
• Attempt_s4: CB change to verify if one colour band is better for image matching than another. 
• Attempt_s5: Modifying the smoothing factor, this time reducing the amount of smoothing, to 
almost no smoothing to be applied. This would result in a description of the snow surface 
closets to the ‘matched’ surface, due to the very-low smoothing, but increase the detail of the 
surface model. 
• Attempt_s6: Modifying the TC, to a lower value will increase the number of match points  
(that is, ‘grid points’ – points that satisfy all parameters) and decrease the number of ‘low 
redundancy’ points, since during image matching, the software is satisfying the parameter at a 
lower level.  
• Attempt_s7: Adaptive parallax was selected to see if having a dynamic image matching 
window would increase the number of matched points.  
• Attempt_s8: The second Set of snow photography was selected instead of the first. This was 
to see if there was any difference in the surface, given the only variable was the photographs. 
• Attempt_s9: ISAE’s adaptive matching was selected. This function was tested to assess if the 
generated DEM was more accurate, given that this function in ISAE refilters imagery in areas 
of poor texture. 
 
Table 5.10 shows the comparisons between the derived sDEMs. Comparisons between GPS points, 
to assess the accuracy of the DEMs are fully detailed in the next chapter – Chapter 6. Multiple 
statistical; t-tests were undertaken to determine if there were significant differences between the 
output surfaces. The 183 GPS locations were used to extract elevations from the surfaces. The sDEM 
created from Attempt_s1 served as the base or reference DEM where by other DEMs were compared 
to. Therefore the differences between DEMs were used in a statistical t-test compared to a constant 
value (zero). The assumption is that, there is no difference between Attempts, that is, they are equal 
and therefore the null hypothesis is H0: µ1 =.0. 
 
The “H0: µ1 = 0. p <0.05” column has two outcomes: 1) ‘Accepted’, the hypothesis is satisfied, and 
there is no significant difference (at p <0.05) between the two surfaces, that it, they are the same,  
2) ‘Rejected’ the hypothesis is not satisfied, and there is a significant difference (at p <0.05) between 
the two surfaces. 
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Table 5.10: Results of statistical t-tests to determine significant difference between sDEMs. 
sDEM 
Attempt 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
H0: µ1 = 0, 
p <0.05 
_s1 - _s2 -0.30 0.10 -0.03 0.05 Rejected 
_s1 - _s3 -0.15 0.09 0.00 0.03 Accepted 
_s1 - _s4 -0.16 0.07 0.00 0.03 Accepted 
_s1 - _s5 -0.06 0.07 0.01 0.02 Rejected 
_s1 - _s6 -0.08 0.08 0.00 0.02 Accepted 
_s1 - _s7 -0.09 0.10 0.00 0.02 Accepted 
_s1 - _s8 -0.19 0.10 -0.01 0.06 Rejected 
_s1 - _s9 -0.10 0.07 0.00 0.02 Accepted 
 
These results show that using a different colour band (Attempt_s3 and Attempt_s4), modifying the TC 
value (Attempt_s6), or applying AP (Attempt_s7) have no significant influence on the output surface. 
Smoothing has the strongest influence on output surfaces; furthermore three smoothing factors were 
used – medium: 2.0 (Attempt_s2), low: 1.0 (Attempt_s1) and user defined: 0.5 (Attempt_s5). For 
Attempt_6, analysis of the categorised output points found the number of ‘grid points’ and ‘points 
beyond accuracy threshold’ was 2% more than those of Attempt_s1, and low redundancy points 
decreased by 4%. This is to be expected because match points are satisfying a lower threshold. The 
use of Set 2 (Attempt_8), led to a significant difference from Attempt_s1. This is expected since they 
are different photographs from two separate runs. With regards to Attempt_s9, applying adaptive 
matching also had no significant difference when compared to Attempt_s1. The AM function increases 
the number of matched points in low textured areas by refiltering imagery. Although this was the case, 
Attempt_s9 had only an additional ~5000 points in the ‘grid point’ category, this equates to only 1% of 
the total number of points. Baltsavias et al. (2001) also found very little change in the number of grid 
points when applying the AM function in ISAE. 
 
5.6.6 DEM creation using no-snow photography 
Three Attempts were processed for no-snow photography. A DTM was desired at first, and different 
Attempts were performed to create a DTM without post-manual processing. Table 5.11 summarises 
the parameter configuration for no-snow Attempts to obtain a DTM. Different smoothing factors were 
used and an increased JI was used, in an effort to ‘flatten’ out vegetation, to create a DTM. Elevation 
points collected using GPS (therefore ground elevations) were also used in another Attempt, as 
geomorphic features. 
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Table 5.11: Automatic image matching parameters, for various Attempts, using no-snow photography. 
Attempt CB SM TC 
_ns1 Red Medium (2.0) 0.80 
_ns2 Red High (3.0) 0.80 
_ns3 Red Low (1.0) 0.80 
 
• Attempt_ns1: Same parameter settings as Attempt_s2. A medium smoothing seemed 
appropriate for the first no-snow Attempt because of the vegetation present in the 
photography. 
• Attempt_ns2: The JI doubled (that is, 2); therefore an elevation point would be created every 
4 m. This factor was changed to see if the grid could ‘flatten-out’ vegetation in addition to a 
higher smoothing factor. 
• Attempt_ns3: Included GPS terrain points in the processing in another effort to ‘flatten-out’ 
vegetation. Even with the inclusion of GPS points, which were ‘true’ ground elevations, (that 
is, the bottom of the shrubs) the surface created still appeared to describe the tops of 
vegetation. 
 
Multiple Attempts to create a DTM, via automated processes only, were unsuccessful. The nsDEMs 
modelled the tops of shrubs. However, the derived nsDEMs were decided to be a more appropriate 
surface to use than a DTM for subsequent snow depth calculation. Since alpine vegetation is known to 
be ‘springy’ and have flexible stems (Slattery 1998). The amount of compression from the snow is 
uncertain, but the vegetation would fill some space between the snowpack and the ground. This 
space, beneath the snowpack and above the ground is known as the subnivean zone  
(Sanecki et al. 2006). 
 
Table 5.12 presents comparisons between the derived nsDEMs. Similar to the analysis previously 
undertaken with sDEMs, multiple statistical t-tests were undertaken to determine if there were 
significant differences between the surfaces. The 352 GPS locations were used to extract elevations 
from the surfaces. All nsDEMs were compared to each other. The differences between nsDEMs were 
used in a statistical t-test compared to a constant value (zero). Attempts were performed. The 
assumption is that, there is no difference between Attempts, that is, they are equal, and therefore the 
null hypothesis is H0: µ1 = 0. 
 
The “H0: µ1 = 0. p <0.05” column has two outcomes: 1) ‘Accepted’, the hypothesis is satisfied, and 
there is no significant difference (at p <0.05) between the two surfaces, 2) ‘Rejected’ the hypothesis is 
not satisfied, and there is a significant difference (at p <0.05) between the two surfaces. 
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Table 5.12: Results of statistical t-tests to determine significant differences between nsDEMs. 
nsDEM 
Attempt 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
H0: µ1 = 0, 
p <0.05 
_ns1 - _ns2 -0.28 0.43 0.00 0.07 Accepted 
_ns1 - _ns3 -0.14 0.55 0.04 0.07 Rejected 
_ns2 - _ns3 -0.50 0.50 0.04 0.10 Rejected 
 
5.6.7 Summary: ISAE generated DEMs 
The ISAE software module of Image Station’s Photogrammetric Suite was used to create DEMs using 
both no-snow and snow photography. ISAE was used as it was the software available for this project 
at the time of initial processing. Different parameter combinations were used to create DEMs to assess 
which parameter set achieved a surface that represented the terrain or snow surface. Nine parameter 
sets were undertaken using the snow photography and thee parameter sets using the no-snow 
photography. The parameter that had the most influence on output, which were used, was the 
smoothing factor.  
 
5.7 Socet Set 
Socet Set (SS) became available after the ISAE processing was completed. SS was used as it offered 
a function that allowed for multiple image pairs to be used to determine elevations (Maximum number 
of image pairs per post). SS also offered two DEM generation suites or algorithms – 1) the standard 
Automatic Terrain Extraction (ATE) and 2) the new Next Generation Automatic Terrain Extraction 
(NGATE). ATE matches on a per patch basis, similar to ISAE. NGATE matches on a per pixel basis, 
rather than a patch to create DEMs. DeVenecia et al. (2007) states that NGATE (per pixel matching) 
uses a combination of edge-matching and area-matching. The advantage of the NGATE method is 
that it results in a more accurate surface model than those created from earlier algorithms and 
approximately 30% less human editing of surface models. ATE was available initially, and NGATE 
became available after (DeVenecia et al. 2007). 
 
Socet Set was used to process the snow photography only. ATE/NGATE and ISAE have similar 
modifiable parameters, although the number of easily modifiable parameters is a lot less in SS suite. 
All parameters in ISAE are presented in a user interface and parameters are altered through the 
interface (see Figure 5.12). ATE and NGATE have a limited number of parameters in the interface, 
and many parameters, such as ISAE’s TC, CB and PB are stored in software-format files. These files 
are referred to as a ‘strategy’ file and the users need an in depth knowledge of photogrammetry 
principles to modify them correctly (DeVenecia et al. 2007). Modifying or creating ‘strategy’ files was 
not undertaken.  
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The stereo-models were not required to be defined, as in ISPM, rather photographs are selected and 
the software determines overlap between photographs. For Attempts using SS, all photographs were 
selected for processing. A DEM boundary (ISAE’s ‘Collection boundary’ equivalent) was automatically 
generated, after selecting photographs for DEM generation. 
 
There were five modifiable parameters in ATE, which are described below (taken from Bae Systems 
(2005)): 
• Maximum number of image pairs per post (MIP): This parameter is used to limit the number of 
combinations available for image matching. For example, if three photographs were flown with 
a 60% overlap, the maximum number of image pairs that a point could appear on is three. 
Image matching could be limited to one pair if specified in this parameter. This parameter is 
also used to limit processing time. It is not explicitly stated which photograph pair(s) the 
software chooses for image matching, only that the ‘best’ images pair(s) for each post is 
selected for image correlation. The 80% overlap and 60% side-overlap acquired for this 
research allows for over 40 image pair combinations. Increasing MIP will increase 
computation time. 
• Adaptive matching or strategy (ST) or Non-adaptive matching: Adaptive matching changes the 
size of the patch, adaptively based on the terrain. Non-adaptive matching requires the 
selection of a pre-defined ‘strategy’.  
• Back matching (BM): This parameter attempts to generate a more accurate surface by 
reducing false image correlations by refiltering imagery. Selecting BM increases computation 
time.  
• Smoothing (SM): Same description as ISAE. 
• Grid widths (GW): Same description as ISAE, although when reduced there was no warning 
given unlike the ISAE equivalent. 
 
All photographs available were used in the processing, that is, 20 photographs from 2 Sets of snow 
photography. Whereas when processing using ISAE, only the first Set of photography was used in 
processing. For ATE three Attempts were undertaken, modifying the MIP only. Only this parameter 
was modified since it was a new parameter not offered by ISAE. Smoothing was set to ‘none’, BM and 
adaptive matching was always selected and GW set at 2 x 2 m.  
 
Three non-adaptive strategies were used, but the resultant DEMs failed internal validation procedures. 
Internal validation refers to a visual check to assess if the generated DEM is describing the terrain as it 
should (Polidori 2002). When viewed, the resulting DEMs (for the study area), from a non-adaptive 
strategy exhibited a crater-like feature at the top of the mountain. 
 
For NGATE, two ‘strategies’ were investigated: 1) the standard ‘ngate.strategy’ and 2) the 
‘ngate_desert.stategy’. Although not explicitly stated, the latter strategy was assumed to be suited for 
low textured landscapes, such as a desert environment (or snowscape). Three NGATE Attempts were 
experimented and variables are summarised in Table 5.13.  
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Table 5.13: Automatic image matching parameters, for various Socet Set Attempts, using snow 
photography. 
Attempt GW ST MIP 
_ATE-s1 2 x 2 m AM 4 
_ATE-s2 2 x 2 m AM 1 
_ATE-s3 2 x 2 m AM 7 
_NGATE-s1 2 x 2 m ngate 4 
_NGATE-s2 2 x 2 m ngate_desert 4 
_NGATE-s3 0.5 x 0.5 m ngate_desert 4 
 
The same analysis was performed on these Attempts as previous undertaken on ISAE DEMs. The 
results are presented in Table 5.14. Comparisons were undertaken within each image matching 
method, that is, ATE verses ATE or NGATE verses NGATE, not between image matching methods. 
With regards to the ATE DEMs, the only significant difference was between Attempt_ATE-s1 and 
Attempt_ATE-s3. However, the p-value resulting from the t-test for Attempt_ATE-s2-Attempt_ATE-s3, 
was p = 0.059, indicating dissimilar surfaces although no statistically different. The DEMs created 
using NGATE, showed no significant difference between the surfaces. This is a little unexpected given 
the decrease in values for the GW for Attempt_NGATE-s3. The smaller GW should describe the 
terrain in more detail than the larger GW. The uneven (‘bumpiness’) of the surface should be greater 
with smaller GW values, and therefore expecting a significant difference between DEMs derived with 
different GWs. 
 
Table 5.14: Results of statistical t-test, to determine if outputs of ATE or NGATE sDEMs are 
significantly different. 
sDEM 
Attempt 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
H0: µ1 = 0, 
p <0.05 
_ATE-s1 - 
_ATE-s2 
-0.78 1.53 0.00 0.21 Accepted 
_ATE-s1 - 
_ATE-s3 
-0.32 0.15 -0.03 0.07 Rejected 
_ATE-s2 - 
_ATE-s3 
-1.71 0.55 -0.03 0.21 Accepted 
_NGATE-s1 - 
_NGATE-s2 
-3.62 4.12 0.04 0.71 Accepted 
_NGATE-s1 - 
_NGATE-s3 
-3.71 3.95 0.03 0.74 Accepted 
_NGATE-s2 - 
_NGATE-s3 
-1.35 0.82 0.00 0.18 Accepted 
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5.8 Summary: Processing with ISAE and Socet Set 
ISAE and ATE use an image patch to find homogeneous points, while NGATE matches on a per pixel 
basis. The main difference between ISAE and SS (either method) was the number of easily modifiable 
parameters, that is, the parameters for modification in a user interface window. The project set up time 
is also significant reduced (streamlined) when used SS. The major difference in project set up 
between the two software suites was ISAE required stereo-pairs to be defined, awhile SS did not. 
ISAE image matches only on two photographs and the stereo-pair is user specified. SS allows multiple 
pairs to be utilised, ideal for digital imagery that can capture at redundant overlaps.  
 
5.9 Summary 
This chapter detailed the digital aerial photography – mission planning, ground support and acquired 
digital photography. The preliminary processes to assess the captured digital aerial photography were 
also discussed prior to the processes undertaken to create DEMs. The preliminary processes included 
image analysis of the radiometric attributes and an assessment of the height accuracy. Two software 
suites were used to create DEMs, Image Station’s ISAE and Bae Systems Socet Set. The different 
parameters modified in both software suites were described. DEMs were created using the snow and 
no-snow photography.  
 
In ISAE, nine different parameter sets were processed using the snow photography to assess the 
influence of each parameter on the output surface and to determine which parameter(s) have the 
strongest influence on output surfaces. The output from each Attempt was in excess of 430,000 
points. The choice of colour band selected had negligible differences, that is, for the snow 
photography; the colour bands used for the image matching did not influence the output. The 
strongest influence was the smoothing factor. A reduction of 0.5 (from 1.0) affected the output 
significantly (t-test p <0.05). All other that were modified produced a statistically similar surface. Three 
no-snow DEMs were created in ISAE. An attempt to create a DTM was unsuccessful, however, for this 
project a DEM (representing the top of vegetation) was decided to be more appropriate. 
 
The second software suite, SS, was used to create snow DEMs only. Two image matching 
methods/algorithms offered by the software were used. One uses a patch or window to match images 
(similar to ISAE), while the other matches on a per pixel basis. Both these methods, allowed some 
parameters to be modified, although not as many as ISAE. SS allows for multiple stereo pairs to be 
utilised during image matching, while ISAE matches only on single pairs that are defined during 
project set up. The number of image pairs utilised had an affect on the output surface. 
 
The two software suites used and tested in this thesis were both successful in creating DEMs of a 
homogeneous land cover type – snow, with no manual editing. Digital aerial photography with its 
associated increase in radiometric resolution was a key factor. Whereas previous studies have used 
film-based analogue aerial photography in a digital photogrammetric workflow and have had limited 
success. 
 153 
CHAPTER 6   
 
 
Results, Analysis & Discussion: DEM validation 
 
 
6.1 Introduction 
This chapter presents the DEM validation. DEM validation was undertaken by comparing DEM derived 
elevations from snow and no-snow DEMs to GPS observed elevations. The two validation datasets 
were independently collected. The validation dataset for the snow derived DEMs were collected 
concurrent to image capture.  
 
6.2 DEM validation 
This section presents an accuracy assessment of the generated DEMs. Previous comparisons have 
been between derived DEM surfaces to determine if changes in input parameters affect the output 
surface. Created DEMs were compared to GPS observed elevations (taken as ‘truth’). Elevation 
values were extracted using the Easting and Northing positions of the GPS transect points from the 
DEMs, and were compared to the GPS elevation at each corresponding point. The differences (GD∆) 
were calculated using Equation 6.1, and results were analysed to assess the accuracy of the 
generated DEMs for both snow and no-snow.  
 
GD∆ = GPS elevation – DEM elevation 
Equation 6.1 
 
Höhle and Höhle (2009) undertook a study to assess the accuracy of digital elevation models using 
statistical methods. In their study, they used GPS/RTK ground surveys to assess DEMs derived from 
digital aerial photography (and laser scanning), datasets very similar to this research. Two important 
matters were identified 1) the number of ground sample points required to state a particular accuracy 
using a power analysis, and 2) in order to assess and report at a particular accuracy for level for the 
generated DEMs, the ground data must also satisfy an accuracy criterion. According to Höhle and 
Höhle (2009), the accuracy of the ground dataset (or validation dataset) must be at least three times 
the desired accuracy of the DEMs for validation. 
 
The power analysis undertaken by Höhle and Höhle (2009) was to satisfy H0: σ <10 cm at a 95% 
confidence interval. The results of the statistical analysis found that, to validate the DEM, 68 sample 
points were required (for the total DEM), however the size of the area was not provided. These 
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authors continue on to compare to ASPRS (2004) which states that there should be at least 20 
validation points per land cover type. The research discussed for this thesis, had 352 validation points 
available for comparison for the no-snow DEMs and 183 validation points for the snow DEMs. The 
number of validation points collected for this research satisfies those presented by Höhle and Höhle 
(2009) and ASPRS (2004). With regards to the number and distribution of no-snow validation points 
each survey area had at least 30 transect points. Furthermore, if land cover type were grouped by 
vegetation type, it would result in each vegetation class having 90-120 validation points. For snow 
DEMs, essentially there are 183 validation points for one land cover type – snow.  
 
The accuracy of the ground data, as stated in the study by Höhle and Höhle (2009), needs to be 
approximately three times better than the desired accuracy for the DEMs. The achievable vertical 
accuracy from RTK GPS (that is, the technique use to collect the validation points) is 50 mm ±2 ppm. 
Therefore, given this limitation, the best possible accuracy statement for DEMs generated in this 
research project is 150 mm (15 cm). 
 
Another statistical analysis technique Höhle and Höhle (2009) used is the quantile-quantile (Q-Q) plot 
to check for a normal distribution (normality) and state that this method gives a better diagnostic plot 
for checking deviations from normality. The larger the deviation from a straight line for a Q-Q plot the 
more likely the distribution of differences is not normal. A non-normal distribution of differences is 
common when validating DEMs because of vegetation and structures that may cause large 
differences. Normality of a dataset is important because parametric statistical analysis assumes the 
data is normally distributed. 
 
GD∆ from two generated snow DEMs were plotted on a Q-Q plot. The results are given in Figure 6.1a 
and b. The data generally falls on a straight line, indicating normality but Figure 6.1b shows a less 
normal distribution due to its slightly larger deviation from the straight line. In addition, a Shapiro-Wilks 
(S-W) normality test was undertaken on both datasets. This null hypothesis test has been the 
preferred method to show if a sample has been normally distributed and involves using the mean, 
ordering the samples and using correlation coefficients between the ordered samples and the 
expected value based on the standard normal distribution (Zar 2009). The results from the S-W test 
for data presented in Figure 6.1a was S-W= 0.99 (p=0.38) and in Figure 6.1b was S-W=0.98 (p=0.00). 
The S-W results indicate the data in Figure 6.1a is normally distributed, while the data in Figure 6.1b is 
not. 
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(a) 
 
(b) 
 
Figure 6.1: (a) Q-Q plot for GD∆ from DEM generated from Attempt_s1 and  
(b) Q-Q plot for GD∆ from DEM generated from Attempt_s6. 
 
Two independent height datasets were created to assess the accuracy of the derived DEMs from 
digital aerial photography. Both datasets were obtained using RTK GPS and have been detailed in 
section 4.2.6. The first validation dataset was initially observed on the natural surface (no-snow) and 
comprised of 352 RTK GPS ground transect points (approximately 35 points per survey area). The 
second validation dataset was recorded on the snow surface synchronously with the image capture, 
and comprised of 183 RTK GPS snow surface transect points (approximately 18 points per survey 
area). Each Attempt (within the previous section 5.6) will now be referred to as an sDEM or an 
nsDEM, with the corresponding number, for example the DEM resulting from Attempt_s1 will now be 
referred to as sDEM_1.  
 
The majority of points compared found the DEM elevation to be higher than the GPS elevation, that is, 
a positive vertical shift (from DEMs generated from ISAE). Therefore a majority of the GD∆ presented 
are negative in the comparisons, given the use of Equation 6.1. Comparisons between GPS validation 
points and SS generated DEMs found more of a random distribution of differences, indicating there 
was no apparent bias. This could suggest that the bias is influenced by the matching algorithms for the 
different software packages. Other studies that created DEMs and compared to another dataset, 
ground GPS or another DEM also have mixed results, however the software used in these studies 
was not revealed. Additionally, comparisons of DEM-to-DEM in this thesis were relative and the bias 
for both DEMs were in the same direction. 
 
A study by Alamus et al. (2006) found a vertical shift in DEM points created using ISAE from DMC 
photography. The mean height differences indicated that the photogrammetrically derived DEM was 
modelled above the reference DEM, however, they state further investigation is required.  
Buyuksalih et al. (2005) also found the trend for derived DEMs reporting a higher elevation than 
ground based height measurements. In their study they used two DEMs to illustrate this systematic 
shift: the reference DEM corresponded to the terrain and was assessed using ground control points 
observed with GPS. Buyuksalih et al. (2005) created DEMs from the SPOT High Resolution Geometric 
(HRG). Barrand et al. (2009), however found mixed results. In some areas DEMs created from 
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scanned film photography were higher than the reference dataset derived from LiDAR, while other 
area exhibited the opposite result (Barrand et al. 2009). 
 
6.2.1 No-snow DEM validation 
The nsDEMs modelled the tops of shrubs therefore it was not referred to as a digital terrain model 
(DTM). The comparisons between the terrain models and ground points revealed that vegetation 
(trees and shrubs) was the main cause of major discrepancies, where large differences coincided with 
areas where there were woody shrubs. This was due to the DEMs representing the top of the 
vegetation and GPS points taken at ground (or at the bottom of vegetation), Figure 6.2. During field 
GPS surveys height estimates of vegetation at each point were recorded, but not used to revise 
elevation values. 
 
The time between Campaign 1 (collection of no-snow GPS points) and Campaign 5 (no-snow image 
capture) was approximately 18 months, during this time it would be likely that the vegetation grew (and 
the amount of growth is not known), in addition the condition and state of the vegetation during image 
capture is not known. For example, during the field survey the estimate of the vegetation may have 
been while the vegetation was upright, while during image capture the vegetation may have been 
compressed (coming out of a snow season), or at a different phenological stage. 
 
 
Figure 6.2: Schematic. The cause of the discrepancy between GPS terrain observation and nsDEM 
derived elevations. 
 
Statistics were calculated on the GD∆, from the three combinations of automatic photogrammetric 
parameters, based on the 352 GPS locations across the study area. The descriptive statistics are 
shown in Table 6.1, with the number points with a negative (-ve) or positive (+ve) difference. Overall 
there are large differences caused by the vegetation. Negative differences indicate that the DEM 
elevation is higher than the GPS elevation. The RMSE are also stated, and are expected to be large 
given the vegetation present over the study area. 
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Table 6.1: Descriptive statistics of differences between GPS elevations and nsDEMs (GD∆) and the 
number of points with negative (-ve) or positive (+ve) differences. All points – 352 validation points 
over all survey areas, including bog and heath vegetation areas. 
DEM 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
No. of 
points: -ve 
No. of 
points: +ve 
RMSE 
(m) 
nsDEM_1 -1.23 0.26 -0.51 0.32 349 (99%) 3 (1%) 0.60 
nsDEM_2 -1.25 0.48 -0.51 0.33 348 (99%) 4 (1%) 0.61 
nsDEM_3 -1.28 0.16 -0.47 0.32 350 (99%) 2 (1%) 0.57 
 
Since it was known that the vegetation caused the large differences in the comparison between GPS 
and nsDEM, further analysis was undertaken. Only the slashed areas with a southern aspect were 
chosen for this comparison and the results are presented in Table 6.2. Survey area A10, although also 
characterised as a slashed survey area, was not included because some regrowth. This regrowth in 
survey area A10 caused larger differences then survey areas A1 and A2, which is evident in  
Figure 6.3 The RMSE has decreased (0.16 m) significantly and equates to 0.20‰ of the flying height. 
 
Table 6.2: Descriptive statistics of differences between GPS elevations and nsDEMs (GD∆) and the 
number of points with negative (-ve) or positive (+ve) differences. Seventy validation points over 
surveys areas A1 and A2, slashed vegetation, southern aspect only. 
DEM 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
No. of 
points: -ve 
No. of 
points: +ve 
RMSE 
(m) 
nsDEM_1 -0.28 -0.05 -0.15 0.05 70 (100%) 0 0.16 
nsDEM_2 -0.27 -0.01 -0.15 0.06 70 (100%) 0 0.16 
nsDEM_3 -0.29 -0.04 -0.15 0.05 70 (100%) 0 0.16 
 
Figure 6.3 shows a plot of the GD∆ from each nsDEM, with roughly delineated survey areas to 
illustrate that the GD∆ are coincident to vegetated areas. The smaller differences occur in survey 
areas A1 and A2 where the vegetation had a slashed characteristic. Larger differences (some over a 
metre) are present in survey areas A3 to A9, which coincide with survey areas with a heath or bog 
vegetation characteristic. Two of the points exhibiting positive difference (GPS elevation higher than 
DEM elevation) were located on rocks, where they had higher elevations than their surroundings. 
During the smoothing process, after image matching, it appears the rocks were ‘smoothed’ out by this 
function, the software possible assuming the rock to be an outlier. 
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Figure 6.3: Differences between GPS elevation and DEM elevation, per observed point from each 
nsDEM. Survey areas have been approximately delineated. 
 
The following series of figures, (Figure 6.4a to j, shown over the next three pages) show a single 
transect for each survey area, to illustrate the GD∆. The transect with the most points in each survey 
area was chosen as representative of the transects in each of the survey areas. The remaining 
transect plots are presented on Appendix XII. In addition, to the plotted transects the field vegetation 
heights (along the x-axis) are presented for each plotted point. This is the estimated field vegetation 
heights (for survey areas with the heath and bog vegetation characteristic) that were recorded during 
the no-snow transect GPS surveys. Survey areas A1, A2 and A10 do not have this added x-axis label 
as they were slashed vegetation areas. The plots also illustrate the variation in vegetation heights 
along a transect. Alongside each figure, the average GD∆ (between all nsDEMs and GPS elevation), 
is given for each survey area (area-diff). In particular for Figure 6.4a, b and j (survey areas A1, A2 and 
A10) the average GD∆ are also given for the transect (trans-diff). Over vegetated survey areas this 
difference is not given because of the known discrepancies and the variability of vegetation heights 
along the transects. The figures also show that the variation in input photogrammetric parameters 
(Attempts) does not have a significant impact on output. 
 
The figures presented show that the field vegetation heights mostly coincide with the large 
discrepancies between the GPS elevations and nsDEMs, or survey areas that have vegetation (similar 
to Figure 6.3). In Figure 6.4h, A8 show large differences but they coincide with tall vegetation. 
However, point A5-24 in Figure 6.4e has a -0.1 m difference between GPS elevation and nsDEM, but 
the field vegetation height recorded was 0.7 m. 
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(a) A1 
 Vegetation type: slashed/grasses 
 
 Transect length: approx. 71 m 
 Interval between points: approx. 6 m 
 
 trans-diff: -0.14 m 
 area-diff: -0.13 m 
 
 
(b) A2  
 Vegetation type: slashed/grasses 
 
 Transect length: approx. 74 m 
 Interval between points: approx. 5 m 
 
 trans-diff: -0.17 m 
 area-diff: -0.17 m 
Figure 6.4a-b: GPS elevation and nsDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
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(c) A3  
 Vegetation type: heath/shrubs 
 
 Transect length: approx. 57 m 
 Interval between points: approx. 5 m 
 
 trans-diff: n/a 
 area-diff: -0.34 m 
 
 
(d) A4  
 Vegetation type: heath/shrubs 
 
 Transect length: approx. 75 m 
 Interval between points: approx. 5 m 
 
 trans-diff: n/a 
 area-diff: -0.50 m 
 
 
(e) A5  
 Vegetation type: bog/shrubs 
 
 Transect length: approx. 63 m 
 Interval between points: approx. 5 m 
 
 trans-diff: n/a 
 area-diff: -0.64 m 
 
 
(f) A6  
 Vegetation type: heath/shrubs 
 
 Transect length: approx. 58 m 
 Interval between points: approx. 5 m 
 
 trans-diff: n/a 
 area-diff: -0.81 m 
Figure 6.4c-f: GPS elevation and nsDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
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(g) A7  
 Vegetation type: bog/shrubs 
 
 Transect length: approx. 18 m 
 Interval between points: approx. 3 m 
 
 trans-diff: n/a 
 area-diff: -0.67 m 
 
 
(h) A8  
 Vegetation type: heath/shrubs 
 
 Transect length: approx. 35 m 
 Interval between points: approx. 5 m 
 
 trans-diff: n/a 
 area-diff: -0.81 m 
 
 
(i) A9  
 Vegetation type: bog/shrubs 
 
 Transect length: approx. 29 m 
 Interval between points: approx. 3 m 
 
 trans-diff: n/a 
 area-diff: -0.59 m 
 
 
(j) A10  
 Vegetation type: slashed/grasses, had 
some short shrubs – regrowth. 
 
 Transect length: approx. 34 m 
 Interval between points: approx. 5 m 
 
 trans-diff: -0.33 m 
 area-diff: -0.30 m 
Figure 6.4g-j: GPS elevation and nsDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
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6.2.2 Snow DEM validation 
The GPS transect points, collected concurrent to the capture of the snow photography, were used to 
validate the derived sDEMs. Statistics were calculated on the differences (Equation 6.1), from the nine 
combinations of automatic photogrammetric parameters, based on the 183 GPS observations across 
the study area. The descriptive statistics are shown in Table 6.3, along with the number points with a 
negative (-ve) or positive (+ve) difference. The average maximum GD∆ was -0.36 m, from different 
sDEMs, and the average of the mean GD∆ was -0.15 m with a standard deviation 0.08 m. The RMSE 
values given are comparable to the nsDEM RMSE of slashed areas only. The RMSE values given 
below convert to 0.20-0.24‰ of the flying height. In addition these values satisfy the desired accuracy 
and the specified maximum accuracy given the accuracy limitations of the GPS used to collect the 
validation points (Höhle & Höhle 2009). 
 
Table 6.3: Descriptive statistics of differences between GPS elevations and sDEM (GD∆) and the 
number of points with negative (-ve) or positive (+ve) differences. 
DEM 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
No. of 
points: -ve 
No. of 
points: +ve 
RMSE 
(m) 
sDEM_1 -0.37 0.04 -0.14 0.08 177 (97%) 6 (3%) 0.16 
sDEM_2 -0.41 0.04 -0.17 0.08 178 (97%) 5 (3%) 0.19 
sDEM_3 -0.35 0.04 -0.14 0.08 179 (98%) 4 (2%) 0.16 
sDEM_4 -0.36 0.05 -0.14 0.08 178 (97%) 5 (3%) 0.16 
sDEM_5 -0.34 0.04 -0.14 0.08 179 (98%) 4 (2%) 0.16 
sDEM_6 -0.35 0.01 -0.14 0.08 180 (98%) 3 (2%) 0.16 
sDEM_7 -0.41 0.01 -0.15 0.08 180 (98%) 3 (2%) 0.17 
sDEM_8 -0.32 0.01 -0.15 0.06 182 (99%) 1 (1%) 0.17 
sDEM_9 -0.34 0.02 -0.15 0.08 178 (97%) 5 (3%) 0.17 
 
Figure 6.5 shows a plot of the GD∆ from each sDEM, within the delineated survey areas to illustrate 
magnitude and distribution of differences. A close investigation of the location of points with larger 
differences found that they were commonly located in northern aspect surveys areas (A8-A10). This 
may be the adverse affect of “PCT_SP04” as described in section 5.4. Out of the points that had a 
positive GD∆, 13 points were common throughout all sDEMs. The locations of these positive GD∆ 
points did not reveal any features nearby that may cause a positive difference. In addition, the positive 
differences are less than 5 cm. 
 
 163 
 
Figure 6.5: Differences between GPS elevation and DEM elevation, per observed point from each 
sDEM. Survey areas have been approximately delineated. 
 
The following series of figures, (Figure 6.6a to j, shown over the next three pages) show a single 
transect for each survey area, to illustrate the GD∆. The transect with the most points in each survey 
area was chosen as representative of the transects in each of the survey areas. The remaining 
transect plots are presented on Appendix XII. In addition, to the plotted transects are the mean 
differences between all nine sDEMs and the GPS elevation. Alongside the figures, the average GD∆ 
(between all sDEMs and GPS elevation), is given for each survey area (area-diff), and for the transect 
(trans-diff). The figures also show that the variation in input photogrammetric parameters (Attempts) 
does not have a significant impact on the output (sDEMs), that is, they act in a similar manner to the 
nsDEMs. 
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(a) A1  
 Transect length: approx. 60 m 
 Interval between points: approx. 12 m 
 
 trans-diff: -0.14 m 
 area-diff: -0.15 m 
 
 
(b) A2  
 Transect length: approx. 74 m 
 Interval between points: approx. 5 m 
 
 trans-diff: -0.10 m 
 area-diff: -0.10 m 
 
 
(c) A3  
 Transect length: approx. 50 m 
 Interval between points: approx. 10 m 
 
 trans-diff: -0.13 m 
 area-diff: -0.13 m 
 
 
(d) A4  
 Transect length: approx. 59 m 
 Interval between points: approx. 10 m 
 
 trans-diff: -0.05 m 
 area-diff: -0.06 m 
Figure 6.6a-d: GPS elevation and sDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
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(e) A5  
 Transect length: approx. 50 m 
 Interval between points: approx. 11 m 
 
 trans-diff: -0.09 m 
 area-diff: -0.11 m 
 
 
(f) A6  
 Transect length: approx. 58 m 
 Interval between points: approx. 10 m 
 
 trans-diff: -0.17 m 
 area-diff: -0.17 m 
 
 
(g) A7  
 Transect length: approx. 18 m 
 Interval between points: approx. 6 m 
 
 trans-diff: -0.17 m 
 area-diff: -0.12 m 
 
 
(h) A8  
 Transect length: approx. 30 m 
 Interval between points: approx. 10 m 
 
 trans-diff: -0.18 m 
 area-diff: -0.18 m 
Figure 6.6e-h: GPS elevation and sDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
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(i) A9  
 Transect length: approx. 30 m 
 Interval between points: approx. 6 m 
 
 trans-diff: -0.28 m 
 area-diff: -0.24 m 
 
 
(j) A10  
 Transect length: approx. 24 m 
 Interval between points: approx. 6 m 
 
 trans-diff: -0.27 m 
 area-diff: -0.26 m 
Figure 6.6i-j: GPS elevation and sDEM elevation differences (GD∆). One transect for each survey area, 
with average transect difference (trans-diff) and average survey area difference (area-diff). 
 
6.2.3 Adjusting the bias 
Various sDEMs and nsDEMs derived using ISAE, were over estimating the elevations, when 
compared to GPS derived elevations. In an experiment to remove the bias present in the generated 
sDEMs, the 183 validation points were used. A constant value was subtracted from each GD∆. The 
constant value was obtained from the mean GD∆ for each sDEM. Furthermore, each of the mean 
GD∆ for each sDEM was subtracted from the GD∆ (at each validation point), giving – Adjusted 
difference (AdjGD∆), Equation 6.2. That is:  
 
AdjGD∆ = GD∆ - mean GD∆ 
Equation 6.2 
 
Table 6.4 compares the original GD∆ mean, from Table 6.3, with the AdjGD∆ mean for the 183 
validation points. The number of points with a negative (-ve) and positive (+ve) difference are also 
presented, and give similar results to the Socet Set DEMs, when compared to Table 6.5. In addition, 
after the adjustment there is roughly a 50/50 split between positive differences and negative 
differences, and the AdjGD∆ mean is zero. 
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Table 6.4: Comparison between means of GD∆ and AdjGD∆, with the number of points with negative 
(-ve) or positive (+ve) differences after adjustment. 
DEM 
GD∆: 
mean (m) 
AdjGD∆: 
mean (m) 
No. of 
points: -ve 
No. of 
points: +ve 
Adjusted 
RMSE (m) 
sDEM_1 -0.14 0.00 84 (46%) 99 (54%) 0.08 
sDEM_2 -0.17 0.00 84 (46%) 99 (54%) 0.08 
sDEM_3 -0.14 0.00 90 (49%) 93 (51%) 0.08 
sDEM_4 -0.14 0.00 94 (51%) 89 (49%) 0.08 
sDEM_5 -0.14 0.00 79 (43%) 104 (57%) 0.08 
sDEM_6 -0.14 0.00 86 (47%) 97 (53%) 0.08 
sDEM_7 -0.15 0.00 78 (43%) 105 (57%) 0.08 
sDEM_8 -0.15 0.00 90 (49%) 93 (51%) 0.06 
sDEM_9 -0.15 
 
0.00 108 (59%) 75 (41%) 0.08 
 
A statistical t-test was undertaken on the AdjGD∆ values (183 validation points), where the hypothesis 
is H0: µ = 0. All adjusted DEMs accept the hypothesis (at p <0.05), therefore, after the removal of the 
bias, the GPS elevations and DEM elevations are statistically the same. The RMSE values given 
below convert to 0.08-0.10‰ of the flying height. 
 
6.2.4 Summary: Validation of sDEMs and nsDEMs from ISAE 
The DEMs created in ISAE were validated against GPS ground points. The GPS points were 
independent datasets, where the no-snow had 352 validation points, and the snow had 183 validation 
points. In particular, the GPS validation dataset for the sDEMs was collected concurrent to aerial 
photography capture, which the DEMs were derived from. There was an apparent bias where DEMs 
had a constant vertical offset, over estimating ‘true’ ground elevations was present in both snow and 
no-snow DEMs. The sDEMs had an RMSE of 0.16 m (0.20‰ of flying height), this was reduced by 
half after an adjustment was undertaken, to remove the bias apparent in the DEMs. The adjusted 
surface had an RMSE of 0.08 (0.10‰ of flying height). The nsDEMs were modelling the tops of the 
vegetation, this resulted in comparisons having RMSE of >0.50 m. However, when a subset of points 
collected over slashed grass areas was evaluated the RMSE was 0.16 m, which is comparable to the 
DEMs of the snow surface (sDEMs). 
 
6.3 Socet Set comparisons 
DEMs created using the two SS algorithms were also assessed using the same method to validate the 
ISAE created DEMs (Equation 6.1). From these comparisons (RMSE results) it seems that the 
standard ATE performs better at image matching and DEM generation than NGATE with this dataset. 
In addition, when evaluating the RMSE of DEMs generated from ISAE (Table 6.3) and ATE, the 
RMSE results are comparable. Although ATE (or NGATE) does not exhibit an apparent bias, rather 
the differences are randomly distributed across the DEM, based in the 183 validation points. This can 
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be observed from the number of negative and positive differences, shown in Table 6.5 with the 
descriptive statistics of the comparisons. There are some very large differences between GPS 
elevation and SS derived DEM elevation. When compared to Table 6.3 (ISAE derived sDEMs), the 
mean is closer to zero, but the standard deviation, which is a measure of precision, is slightly larger. 
 
Table 6.5: Descriptive statistics of differences between GPS elevations and SS created DEMs (GD∆), 
and the number of points with negative (-ve) or positive (+ve) differences. 
DEM 
Min.  
(m) 
Max.  
(m) 
Mean  
(m) 
Std. dev.  
(m) 
No. of 
points: -ve 
No. of 
points: +ve 
RMSE 
(m) 
_ATE_s1 -0.54 0.28 -0.05 0.14 113 (62%) 70 (38%) 0.14 
_ATE_s2 -1.61 0.36 -0.05 0.22 96 (52%) 87 (48%) 0.22 
_ATE_s3 -0.42 0.26 -0.02 0.11 103 (56%) 80 (44%) 0.12 
_NGATE_s1 -2.53 6.43 0.06 0.85 100 (55%) 83 (45%) 0.85 
_NGATE_s2 -0.36 4.64 0.09 0.60 86 (47%) 97 (53%) 0.61 
_NGATE_s3 -0.50 4.47 0.09 0.59 84 (46%) 99 (54%) 0.60 
 
When evaluating these results and comparing to Table 5.13 (SS parameterisation) it appears that 
additional image pairs to determine height values results in a more accuracy DEM. DEM _ATE-s3, had 
the MIP parameter set to 7, while DEM _ATE-s2 had the MIP parameter set to 1. Whereby using six 
additional image pairs results in a 0.10 m increase in accuracy. However, using 4 image pairs  
(DEM _ATE-s1), three less than DEM _ATE-s3, gave similar results. The RMSE values convert to 
0.15-0.28‰ of the flying height. 
 
With regards to NGATE created DEMs, the results were unexpected. The RSME values convert to 
0.75-1.06‰, well above the accuracies obtained by ISAE and ATE. The locations of the points with 
large differences (DEMs generated from NGATE) were super-imposed on a snow ortho-photo to 
determine if they were localised, or near trees or buildings. These types of features can cause the 
image matching process to create points that drape over features, therefore causing points to ‘float’ 
rather than being placed on the ground. This was the case in some instances, resulting in the large 
negative values. In other instances, the large discrepancies were positive, indicating that the DEM has 
been created below the GPS observed elevation. There were six locations where all three NAGTE 
generated DEMs reported large positive GD∆. A large difference in this analysis was greater than 
±0.50 m. Two locations are near chairlifts (Figure 6.7a), while the remaining four are not near any 
trees or structures, but people skiing (Figure 6.7b), which could have caused image matching 
difficulties. The remaining large GD∆ were located near trees, while others were in the open.  
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(a) 
 
(b) 
 
Figure 6.7: (a) Two large differences located near chair lifts in survey area A1 and  
(b) Four large differences near people skiing, in survey area A5. Labels in map are in metres. 
 
The DEM_NGATE_s1 had the most GD∆ (22 validation points) that were greater than ±0.50 m, that is, 
a large difference (for this analysis). Table 6.6 presented the derived elevation values from  
DEM_NGATE_s1, and sDEM_1 (from ISAE). The difference from sDEM_1 are significantly smaller 
and do not exceed 0.25 m. 
 
Table 6.6: Large GD∆ (greater than ±0.50 m) from NGATE-sDEM_1 compared to GD∆ from sDEM_1. 
Twenty-two validation points. 
Point 
name 
DEM_NGATE_s1 
GD∆ (m) 
sDEM_1  
GD∆ (m) 
Point 
name 
DEM_NGATE_s1 
GD∆ (m) 
sDEM_1  
GD∆ (m) 
A1-03 6.43 -0.15 A4-37 -1.37 -0.05 
A1-05 2.49 -0.13 A5-03 0.52 -0.09 
A1-15 5.11 -0.11 A5-05 0.80 -0.05 
A1-17 0.61 -0.19 A5-07 0.53 -0.06 
A1-35 3.71 -0.20 A5-11 -0.75 0.02 
A1-37 3.98 -0.21 A5-13 -1.05 -0.10 
A2-19 2.00 -0.13 A5-15 -2.53 -0.10 
A4-01 -0.76 -0.09 A5-19 1.36 -0.01 
A4-17 -1.02 -0.05 A5-21 0.90 -0.12 
A4-33 -1.19 -0.04 A8-01 -0.84 -0.25 
A4-35 -0.87 -0.08 A8-31 -0.54 -0.22 
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6.4 ISAE vs. Socet Set 
Based on the analyses presented in section 6.2 and section 6.3. The ISAE generated DEMs agree 
more closely with the validation points, the magnitude of GD∆ are much smaller and the standard 
deviation is also much smaller. The RMSE, an indicator of accuracy was found to be similar between 
ATE (RMSE = 0.12-0.22 m) and ISAE (0.16-0.19 m) generated DEMs from snow photography. The 
DEMs created from NGATE resulted in RMSE values of >0.60 m which was not of an appropriate 
accuracy for this project. In addition there is an apparent systematic bias in surfaces created from 
ISAE, which is not present in the SS generated DEMs.  
 
6.5 Summary 
 
DEMs created were compared to GPS ground points for the validation process. DEMs were created 
from two software packages (ISAE and SS), while one generated the DEM to consistently over 
estimate ‘true’ (GPS) elevation (ISAE), the other (SS) exhibited a random distribution of GPS verses 
DEM differences. The RMSE for the sDEM (used for snow depth derivation) was 0.16 m. This DEM 
was created using ISAE. Based on RMSE results, the different DEMs from the two software packages 
had similar accuracy. The nsDEMs were more problematic to assess, since the DEM modelled the 
tops of vegetation and the GPS observed points were on the ground. A subset of the validation data 
was used, and yielded a RMSE of 0.16 m. This subset was validations points collected over slashed 
grass (that is, no shrubs). The RMSE value of 0.16 m (0.20‰ of the flying height) satisfied the 
project’s desired accuracy of 0.20 m. In addition, the RMSE value of an adjusted surface was 0.08 
(0.10‰ of the flying height). Examples of previous studies which created DEMs of snow surfaces 
using analogue photography were described in section 2.6.4. In these examples, the accuracies 
achieved were between 0.22-0.62‰ of the flying height, significantly worse than the 0.10‰ of the 
flying height achieved in this thesis. 
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CHAPTER 7   
 
 
Results, Analysis & Discussion: Snow depth, snow density 
and SWE estimations 
 
 
7.1 Introduction 
Previous chapters have described the various datasets collected in the field or derived in  
post-processing. The data collection methods have been detailed in Chapter 4, and derived datasets 
(DEMs) have been detailed in Chapter 5. The ground datasets collected – GPS measurements and 
snow coring were used to determine snow depth and density on a per-point basis. That is, snow depth 
derived from GPS measurements and snow density derived from snow cores. The density values were 
then used to generate surfaces (rasters) for individual survey areas. 
 
The main objective of this project was to determine SWE in an areal manner, using DEMs to derive 
snow depth and remote sensing to obtain characteristics about the snow surface. Unfortunately, this 
was not possible due to the absence of an imaging spectral dataset. However, SWE estimates over 
individual survey areas were still possible. 
 
A DEM of a snow surface along with a DEM of the underlying terrain can produce a snow volume 
estimate. Using a DEM allows estimations to be area based rather than point based. Less 
interpolation is required when using a DEM since it models the surface, and the network of points 
used to create a DEM are usually denser than those of manual field point observations. 
 
A snow depth raster and snow density raster were generated in order to estimate SWE over an area. 
An sDEM and an nsDEM were used to calculate the snow depth. The snow depth raster (SD) mapped 
snow depth and presented the variation over the study area. This was as area-based approach to 
estimating snow depth. Limitations regarding derived snow depth are also discussed. Snow density 
values were calculated from the snow cores extracted in the field and interpolated into a surface. The 
density raster (DE) was then multiplied with SD and a resulting SWE raster was produced. Since snow 
cores represented only the uppermost 15 cm of the snowpack, the density values calculated (then 
modelled into a surface) are like to be the lowest density values of the snowpack. Snow densities tend 
to increase due to compaction from wind and gravity, and thermal metamorphism (Rees 2006), and 
the melting and refreezing of snow and water (Male 1980). 
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Statistical analysis was undertaken on the manual snow sampling and the spectral reflectance 
datasets. Variance analysis on manual samples collected in survey areas was undertaken to 
determine if any of the characteristics in Table 3.1 were significantly different, that is, from a different 
sample population. Prior to the discussions and analysis of spectral data, the process to obtain an 
appropriate spectral dataset for analysis is presented. The pre-analysis processes involved removing 
collected reference panel spectra from the samples before averaging and truncating spectra to 
remove major water absorption bands. Snow reflectance measurements are able to infer different 
properties about snow, in particular snow grain size (Nolin & Dozier 2000). Analysis of spectral 
reflectance measurements included correlation with manual snow sampling, namely grain size and 
core weights (which is a surrogate for snow density for this part of the analysis). Advanced techniques 
undertaken were the used of continuum removed spectra on prominent water absorption bands and 
the use of first derivatives of spectra. 
 
7.2 Ground observations 
This section presents results and discussions of field data collected through point-base sampling. It 
was possible to derive snow depth from GPS observations alone (disregarding the aerial 
photography), since the same Easting and Northing positions were observed in no-snow and snow 
conditions. Snow cores were weighed and snow density for each snow core extracted was calculated 
and shown. 
 
7.2.1 Snow depths from GPS and snow core weights 
Parts of this section have been peer-reviewed as part of:  
Lee, C. Y., Silcock, D. M. and L. Holden (2009). GPS surveys within Falls Creek for snow 
depth derivation and aerial photo control. In: Ostendorf, B., Baldock, P., Bruce, D., Burdett, M. 
and P. Corcoran (eds.), Proceedings of the Surveying & Spatial Sciences Institute Biennial 
International Conference, Adelaide 2009, Surveying & Spatial Sciences Institute, pp. 845-856. 
ISBN: 978-0-9581366-8-6. 
 
GPS derived snow depths (GPS-sd) were calculated by taking the difference between the GPS 
observed snow elevation and the GPS observed terrain elevation. GPS-sd was from the bottom of the 
vegetation (ground) to the snow surface, Figure 7.1. As a result, in vegetated areas, this is likely to be 
an overestimation of snow depth because the vegetation would fill some space between the ground 
and snowpack. Although estimates of vegetation at each point were recorded during Campaign 1, they 
were not used to ‘revise’ GPS derived snow depths, since the amount of compression is not known.  
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Figure 7.1: Schematic of snow depth derived from two GPS observations. 
 
Table 7.1 shows the mean and standard deviation of GPS derived snow depths for each survey area 
sampled at each snow campaign. The number of sample points for GPS derived snow depths are also 
given in the table. 
 
Table 7.1: GPS derived snow depths (GPS-sd), for survey areas at each snow campaign. 
 
Campaign 2 
August 2006 
Campaign 3 
July 2007 
Campaign 4 
August 2007 
GPS-sd (cm) GPS-sd (cm) GPS-sd (cm) 
Survey 
Area Mean 
Std. 
dev. 
No. of 
points Mean 
Std. 
dev. 
No. of 
points Mean 
Std. 
dev. 
No. of 
points 
A1 91 28 37 92 20 36 96 24 37 
A2 91 34 33 122 52 32 132 49 33 
A3 49 20 35 89 29 34 87 31 35 
A4 53 12 37 Not Sampled N/A 88 15 37 
A5 74 20 35 Not Sampled N/A 119 29 35 
A6 51 8 33 108 17 35 87 16 35 
A7 Not Sampled N/A 113 23 36 87 25 40 
A8 Not Sampled N/A 149 64 29 97 50 31 
A9 Not Sampled N/A 107 26 33 78 29 35 
A10 56 34 32 86 25 29 83 34 33 
 
For comparison, these GPS derived snow depths were compared to ski reports issued during the 
snow season. The ski reports gave two snow depth values, 1) natural snow depth and 2) snow making 
depth. Figure 7.2a and b shows the recorded depths for natural and snow making, for the 2006 and 
2007 snow season, respectively. Field campaigns are also delineated. The following presents the two 
reported snow depth ranges for each campaign: 
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 In the week of Campaign 2 
– August 2006 
♦ 1) 39-43 cm 
♦ 2) 76-80+ cm 
 In the week of Campaign 3 
– July 2007 
♦ 1) 102-110 cm 
♦ 2) 123-143+ cm 
 In the week of Campaign 4 
– August 2007 
♦ 1) 90-98 cm 
♦ 2) 124-129+ cm 
 
When comparing the figures in Figure 7.2, it can be observed that the overall snow depth in 2007 was 
approximately twice as much as in 2006. In addition the duration of snow on the ground was longer in 
2007 than 2006. Also observed from the graphs is a general decline in natural snow depths from the 
beginning of August.  
 
(a) 
 
(b) 
 
Figure 7.2: Natural snow depth and snow making depth, from ski reports and  
(a) 2006 snow season and (b) 2007 snow season. 
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Table 7.1 indicates that the snow depths in 2007 were more substantial than that of 2006, which was 
also observed in Figure 7.2. In between the two 2007 campaigns, snow depths were maintained in 
some survey areas located on or adjacent to ski runs – A1, A2, A3, and A10. While the two survey 
areas (A6 and A7) located off ski runs lost approximately 25 cm of snow depth. Northern aspect 
survey areas A8 and A9, although adjacent to ski runs had major losses of 30-50 cm. Snow depths 
may not have been maintained for these survey areas due to the difficulty of retaining snow later in the 
snow season. 
 
Snow depth exhibited large standard deviations in survey areas A2 and A8 for 2007 Campaigns 
(Table 7.1). Standard deviations of 52 cm and 64 cm were calculated for survey areas A2 and A8, 
respectively, for Campaign 3. In Campaign 4, survey areas A2 and A8 had calculated standard 
deviations of 49 cm and 50 cm, respectively. The cause of these large variations were ‘snow whales’. 
The ‘snow whales’ were large mounds of snow, where snow makers and groomers store and mature 
snow to distribute along ski runs (Richardson 2007). 
 
GPS-sd of survey area A9 in Campaign 2 was not shown because the data collected was not 
representative of the area. Only about half the survey was covered in snow, and the snow would have 
most likely been blown from the adjacent ski run and associated snow making infrastructure.  
Figure 7.3a shows the lack of snow over survey area A9. Data for survey area A6, observed in 
Campaign 2 (August 2006) are presented but the snow in the area was very patchy, and there was 
high vegetation visibility, seen in. Figure 7.3b (with a spectroscopy team collecting reflectance data). 
In addition, deep snow depths presented for A6, A7 and A8, are overestimated as these areas had 
significant underlying vegetation, see Figure 6.4f, g and h. 
 
(a) 
 
(b) 
 
Figure 7.3: (a) Survey area A9 – Snow cover on a northern aspect slope in Campaign 2, August 2006 
and (b) Survey area A6 – High vegetation visible in Campaign 2, August 2006. 
 
Another ground dataset were the snow cores that were weighed at each campaign to obtained snow 
core weight. Table 7.2 shows the mean and standard deviation of snow core weights for each survey 
area sampled at each snow campaign. The number of samples for snow core weights was ten. 
 
 
Survey area A9 
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Table 7.2: Snow core weights for survey areas at each snow campaign. 
 
Campaign 2 
August 2006 
Campaign 3 
July 2007 
Campaign 4 
August 2007 
Core weight (g) Core weight (g) Core weight (g) Survey 
Area Mean Std. dev. Mean Std. dev. Mean Std. dev. 
A1 208.6 12.7 180.9 11.5 Not Sampled 
A2 214.6 18.4 177.7 25.9 226.4 18.8 
A3 156.7 17.6 149.6 17.3 191.8 13.9 
A4 173.7 25.6 Not Sampled 196.6 27.4 
A5 212.6 23.6 Not Sampled 234.9 13.8 
A6 120.6 11.1 81.7 9.4 Not Sampled 
A7 Not Sampled 85.0 8.3 Not Sampled 
A8 Not Sampled 154.5 18.6 Not Sampled 
A9* 154.0 29.3 165.8 31.7 Not Sampled 
A10 Not Sampled 194.3 18.1 Not Sampled 
 
Although there are only two survey areas common to both 2007 campaigns, when compared, the core 
weights in July 2007 on average were lighter than those of August 2007. These higher core weights 
obtained in August may be attributed to the sample being collected later in the season when snow 
begins to melt (from higher temperatures) therefore there is more water on the surface. While, 
samples acquire in July were during at the coldest part of the season. The average minimum 
temperature recorded in 2007 for July and August by the BOM weather station in Falls Creek were  
-4.0ºC and -1.3ºC, respectively. The minimum recorded temperature for July 2007 was -7.3 º C and  
-6.4 º C for August 2007 (BOM 2007). Other factors that may cause heavier core weights in August 
could be weather conditions such as wind, or rain fall (however, according to the weather station data, 
prior to both campaigns there were rain events). Snow grooming may also be a factor, given that later 
in the snow season snow compaction would be greater within the snowpack. In other words, snow 
grooming compacts the surface of the snowpack, and as successive snow layers are made and 
compacted the depth of compacted snow layers becomes deeper. 
 
The previous two tables Table 7.1 and Table 7.2 also demonstrate that there are variations in snow 
depth and snow core weights between survey areas, but also within survey areas. When Table 7.1 
and Table 7.2 are compared to Table 3.1 (survey area characteristics), snow depths are deeper and 
snow core weights are heavier in areas where snow is groomed, namely survey areas A1, A2, A5 and 
A10. This is due to the areas being located on ski runs, therefore snow is made to increase depth and 
also compacted mechanically. Conversely survey areas A6 and A7 (which snow are ungroomed) 
present much lighter snow core weights. This stands out the most in Table 7.2, Campaign 3, when 
both areas were sampled.  
 
 177 
7.2.2 Snow core density 
Snow density was calculated from the snow cores. The snow cores were of the uppermost 15 cm of 
the snowpack, therefore the density calculated is for only a portion of the snowpack and likely to be of 
the lowest density. Deeper parts of the snowpack are more likely to have a higher density due to the 
melting and refreezing of snow and water (Male 1980). Smith and Halverson (1979) commented that 
there is a general increase of average snowpack density as depth increase. 
 
Snow density was calculated by multiplying the volume of the corer (Equation 7.1) and the depth of 
the snow core, illustrated in Figure 7.4. Since the corer and depth of the snow core extracted for this 
project were the same for all samples, the corer volume is a constant value for density calculations. 
 
Corer volume = π r2 H 
Equation 7.1 
 
 
 
 
Dimensions of corer: 
r = 2.5 cm 
H = 15 cm 
 
Corer volume = 
294.524 cm3. 
 
Figure 7.4: Corer volume, adapted from the HOW (2003). 
 
Each core weight is divided by the corer volume to derive the density of snow core, Equation 7.2. One 
snow core was extracted at each sample site (for each campaign in which it was sampled). 
 
 
Equation 7.2 
 
In total there were 195 snow cores extracted over the three snow campaigns. A summary of the snow 
density values that were used to model a snow density surface (in the next section) are presented, in 
Table 7.3. Ten snow cores per survey area were used , that is, 100 snow density values. Individual 
snow core calculated values are found in Appendix XIII. Since the aerial photography of snow covered 
terrain was captured in August 2007 the most appropriate snow core data to use was from Campaign 
4. Snow density values of survey areas A2, A3, A4 and A5 are derived from this campaign, and are 
highlighted in shades of grey. The remaining density values are derived from July 2007 (Campaign 3), 
namely survey areas A1, A6, A7, A8, A9 and A10. 
 
 
= g/cm3 Density = 
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Table 7.3: Summary of derived density values of snow cores from various campaigns. 
Shaded: snow density data from, Campaign 4, not shaded: snow density data from Campaign 3. 
(g/cm3) 
Survey area 
Mean density Density range Standard Deviation 
A1 0.61 0.13 0.04 
A2 0.77 0.20 0.06 
A3 0.65 0.15 0.05 
A4 0.67 0.30 0.09 
A5 0.80 0.16 0.05 
A6 0.28 0.10 0.03 
A7 0.29 0.09 0.03 
A8 0.52 0.18 0.06 
A9 0.56 0.35 0.11 
A10 0.66 0.18 0.06 
 0.61 0.13 0.04 
 
7.2.3 Summary: Point-based snow depth and snow density 
The results of the collected ground data sets – GPS measurements and snow cores provided point-
based snow depths and snow density measurements. Snow depths from GPS points were obtained 
from observing the same X, Y location (within ±10 cm) in no-snow and snow conditions. This method 
has a limitation over vegetated areas and is more than likely to be an over-estimate in these areas. 
There were multiple sample points (n ~30) per survey area. This allowed parametric statistics to be 
applied reliably and the standard deviation to be calculated and present the variation of snow depth in 
each survey area. Snow cores collected were weighed during field campaigns and the results were 
shown. The snow density of the snow cores were calculated using the snow core weight and snow 
corer volume. Snow densities for selected samples were presented and these are used in the 
following section. 
 
7.3 Surface models 
Various surface models were generated, two have already been described – nsDEM and sDEM. 
These two photogrammetrically generated DEMs were used to derive snow depth for the study area. 
The raster resulting from these DEMs depicts snow depth over a continuous area, whereas previous 
snow depth results – GPS-sd (presented in section 7.2.1) were point-based. Snow density values 
derived from core weights were interpolated to generate a surface. The snow depth raster and density 
raster were then used to create an estimate SWE. SWE was estimated individually for the ten survey 
areas, rather than the entire study area, due to the limited number of snow core samples. 
 
 179 
7.3.1 Snow depth raster 
Snow depth over the study area was calculated by taking the difference between the DEMs derived 
from sDEM_5 (snow surface) and nsDEM_3 (no-snow surface). These two DEMs were statistically the 
most robust. The resulting raster (snow depth raster – SD) depicts snow depth as a surface and 
shows the variability of snow depths in the study area. Figure 7.5 illustrates the variation of snow 
depth in the study area using the SD raster combined with an ortho-photo created using the aerial 
photography captured to create the snow DEM. Snow making machines in the study area have also 
been plotted to graphically show the correlation with deeper snow depths. Deeper snow depths are 
associated with main skiing areas.  
 
 
Figure 7.5: Snow depth map for study area, with ortho-photo of snow covered terrain and snow 
making machine locations. 
 
Since the terrain surface modelled the tops of shrubs, the snow depths of the SD raster were from the 
snow surface to the top of the vegetation (where vegetation was present), as illustrated in Figure 7.6. 
As alpine vegetation is known to be ‘springy’ and have flexible stems (Slattery 1998), the amount of 
compression from the snow is uncertain and so the heights of the vegetation recorded in the field were 
not used to revise the SD raster. Therefore, in vegetated areas, the snow depth derived from DEMs is 
likely to be underestimated. A propagation of errors was also undertaken since the SD raster was the 
difference of two rasters which each exhibited levels of uncertainty. The uncertainty associated with 
the SD raster was ±0.09 m. 
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Figure 7.6: Schematic of snow depth derived from two DEMs – sDEM and nsDEM. 
 
The resulting SD raster was used in the calculation of SWE. Due to the limited snow core samples, the 
SD raster for the entire study area was clipped into the ten smaller, discrete survey areas. It would 
have been inappropriate to extrapolate density values over the entire study area (117 ha) based on a 
small number of point samples, when creating the density raster. A raster modelling snow density was 
required to estimate SWE. The clipped areas represent the minimum-bounding-rectangles (MBRs) 
from the snow density interpolation. The ten survey area rasters were used to estimate SWE.  
 
The MBRs are a different shape to the delineated survey areas illustrated in Figure 3.9, in addition the 
polygons in this figure were arbitrary. Figure 7.7 presents the variability of snow depth mapped by the 
SD raster, for each survey area. The irregular raster shapes evident in the figures are from the 
exclusion of areas close to trees, buildings and ski towers. 
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Figure 7.7: Ten discrete rasters, with 2 x 2 m cell size, depicting snow depth for each survey area. 
 
Similar to the GPS-sd presented in Table 7.1, there is considerable variation in snow depth between 
survey areas, but also within survey areas. Survey area specific comments: 
 
• The patch of deep snow in the southern part of A2 represents a ‘snow whale’, similar to the 
deep patches in A5. 
• The linear-like feature in A6 represents a ski-track for cross-country skiers. 
• South-eastern part of A4 is part of a ski run, therefore the deeper snow depths, adjacent to the 
survey area. 
• A1, A2 and A10 are along ski runs (machine made snow and groomed) therefore the 
snowpack has a rather constant snow depth. These survey areas also exhibit deeper snow 
depths than other survey areas. Although A5 has the same snow characteristics, the snow 
depth is highly variable. This may be attributed to the survey area being at the bottom of the 
ski run. 
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7.3.2 Snow density raster 
The density raster was modelled from the snow cores extracted in the field, more specifically the 
density values for each survey area presented in Table 7.3. The calculations of density were 
presented in section 7.2.2. The extracted snow cores were the uppermost 15 cm of the snowpack, 
therefore the density raster is most likely modelling the lowest density of the snowpack. Often, lower 
parts of the snowpack are denser, due to the melting and refreezing of the snow (Kojima 1964). Snow 
density values presented in Table 7.3 are from Campaign 3 and Campaign 4. Specifically survey 
areas A1, A6, A7, A8, A9, and A10 are density values derived from snow core extracted in  
Campaign 3, and A2, A3, A4 and A5 are from Campaign 4.  
 
Since there were a very limited number of points, a density raster (DE) matching that of the SD raster 
could not be achieved, that is, 2 x 2 m cell size. A 10 x 10 m cell size DE raster was interpolated for 
each survey area via the Inverse Distance Weighted (IDW) method. IDW was chosen over other 
surface representation methods such as Kriging due to the smaller number of input variables 
(Burrough & McDonnell 1998). In addition, the interpolated surface was of the MBR of the points used. 
This was justifiable since the difference between the maximum and minimum snow density was small 
(<0.2 in most areas), the variation can be seen in Figure 7.8. 
 
Cross validation was undertaken to assess the interpolation. The general method undertaken in the 
cross validations, was to withhold one point, interpolated a surface with the remaining (nine) points, 
then compare the withheld point to the interpolated value, that is, measured (snow core) verses 
predicted (raster). This was completed six to nine times for each raster, depending on the number of 
points that created the MBR. That is, the outmost points for each raster could not be withheld since 
the subsequent created raster would model only the MBR of the nine points. The number of cross 
validations for each raster is shown with RMSE for the raster in Table 7.4. The RMSE of all cross 
validations (from all rasters) was 0.05 g/cm3. For the interpolation of final DE rasters all ten points 
were used for each survey area. 
 
Table 7.4: RMSE and number of cross validations for each DE raster. 
Survey 
area 
RMSE 
(g/cm3) 
No. of  
cross validations 
Survey 
area 
RMSE 
(g/cm3) 
No. of  
cross validations 
A1 0.02 6 A6 0.03 9 
A2 0.07 9 A7 0.03 8 
A3 0.04 9 A8 0.05 7 
A4 0.06 8 A9 0.08 9 
A5 0.03 8 A10 0.05 7 
 
Snow core locations have also been shown in the snow density maps (Figure 7.8), to show the spatial 
distribution of sample points. They also show the areas of the raster where the interpolation is less 
reliable, that is, regions without points.  
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Figure 7.8: Ten discrete rasters with 10 x 10 m cell size, depicting snow density for each survey area. 
Each raster has been interpolated from ten snow core samples collected from 2007 campaigns. 
 
Snow density is consistently higher in survey areas on ski runs, where the surface of the snowpack is 
compacted. Survey areas A2 and A5 have the highest mean snow density; this is expected given the 
location – bottom of ski runs. Survey areas A6 and A7 where there is no compaction (grooming) the 
density is very low. It was observed during sampling that the snowpack was ‘fluffy’ (less dense) and 
had a lot of air between snow grains. Table 7.5 presents the descriptive statistics of each interpolated 
raster. In the table, shaded rows had snow density samples from Campaign 4, non-shaded rows had 
snow density samples from Campaign 3.  
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Table 7.5: Descriptive statistics of interpolated snow density rasters for each survey area.  
Shaded: snow density data from, Campaign 4, not shaded: snow density data from Campaign 3. 
Survey area 
Min. 
(g/cm3) 
Max. 
(g/cm3) 
Range 
(g/cm3) 
Mean 
(g/cm3) 
Std. dev. 
(g/cm3) No. of cells 
A1 0.54 0.67 0.13 0.62 0.02 133 
A2 0.68 0.86 0.18 0.78 0.03 70 
A3 0.58 0.70 0.12 0.65 0.03 24 
A4 0.49 0.76 0.27 0.68 0.05 90 
A5 0.69 0.85 0.16 0.80 0.03 56 
A6 0.24 0.32 0.08 0.28 0.02 70 
A7 0.25 0.34 0.09 0.29 0.01 60 
A8 0.49 0.62 0.13 0.53 0.04 16 
A9 0.38 0.72 0.34 0.56 0.07 40 
A10 0.55 0.71 0.16 0.65 0.04 20 
 
7.3.3 SWE raster 
The SWE raster was calculated by multiplying the corresponding snow depth raster by the density 
raster, that were obtained in the past two sections, 7.3.1 and 7.3.2, respectively. The resulting SWE 
rasters had a 10 x 10 m cell size and were the intersection between the SD and DE rasters. Figure 7.9 
presents the derived rasters for each survey area. The variation within rasters (survey areas) is 
highlighted more so here than the two contributing rasters – SD (Figure 7.7) and DE (Figure 7.8). SWE 
is expressed as cubic centimetres, or the depth of water covering one squared centimetre. As 
described the SD raster was derived from two DEMs, specifically the snow DEM was created of the 
snow surface in August 2007 (during Campaign 4). Therefore it was most appropriate to use snow 
density values derived from snow cores that were collected in Campaign 4. 
 
Survey areas A2, A3 A4 and A5 had SWE derived from density values (from snow cores) and snow 
depth from the same campaign within days of each other. These estimations of SWE are the most 
reliable since the two datasets are most closely coincident and variations in depths and core weights 
would be minimal between days. The remaining survey areas – A1, A6, A7, A8, A9 and A10 are less 
reliable as they are derived from snow cores (density) collected in July 2007 and multiplied with snow 
depth derived from DEMs generated from photography captured a month later in August 2007. GPS 
observations (Table 7.1), shows a general decline in snow depth between the two campaigns. 
 
Since SWE is expressed as depth of water covering 1 cm2 (HOW 2003), it would be inappropriate to 
express water volume in cubic centimetres, at a landscape scale. Therefore for this research, the 
calculated SWE value for 1 cubic centimetre can be transferred to represent the SWE for one  
(10 x 10 m) cell, and be expressed in cubic metres. 
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Figure 7.9: Ten discrete rasters with 10 x 10 m cell size, depicting SWE for each survey area. Each 
raster has been derived from the product of SD and DE raster. 
 
Table 7.6 shows the descriptive statistics of the SWE rasters, it also shows the variability of SWE 
within survey areas, and between survey areas. When compared to Table 3.1 (survey area 
characteristics), the lower SWE values correspond to surveys areas where snow is ungroomed and 
therefore less dense, namely A6 and A7. SWE is higher in compacted areas as a result of snow 
grooming (compaction) and additional snow depth created from snow-making machines, similar to 
results to the DE rasters. With regards to Table 7.6 shaded rows were derived from input data (snow 
depth and snow density) coincident in the same campaign, while non-shaded rows have the input data 
from two different campaigns, as described in section 7.2.2. Table 7.7 presents the water volume 
calculated from each raster. Along with this table is the uncertainty associated with the resultant SWE 
raster. The SWE raster was the product of two rasters which each exhibited levels of uncertainty. The 
uncertainty associated with the SD raster was ±0.09 m, as determined earlier. The uncertainty of the 
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DE rasters were the results from the cross validation (Table 7.4). The uncertainty associated with each 
raster (survey area) was calculated and are shown in Table 7.7. In addition, a sensitivity test was 
performed and results are presented in Table 7.7. This illustrates, the accuracy of the SWE when the 
accuracy of snow depth is decreased by the same order of magnitude (two times), and the accuracy of 
the density samples also decreased by the same order of magnitude. The results show that a 
decrease in accuracy of snow depth or snow density influence SWE estimates considerably. 
 
Table 7.6: Descriptive statistics of SWE derived raster for each survey area. Shaded: snow density 
data from, Campaign 4, not shaded: snow density data from Campaign 3. 
Survey 
area 
Min. 
(m3) 
Max. 
(m3) 
Range 
(m3) 
Mean 
(m3) 
Std. dev. 
(m3) No. of cells 
A1 30 86 56 53 12 111 
A2 11 134 123 81 25 61 
A3 5 79 74 47 20 22 
A4 5 90 85 37 19 75 
A5 17 135 118 65 25 48 
A6 2 32 30 10 6 69 
A7 2 45 43 16 10 53 
A8 3 57 54 28 15 12 
A9 11 68 57 38 14 33 
A10 23 69 46 50 12 17 
 
Table 7.7: Total water content for each SWE raster and associated uncertainty. Shaded: snow density 
data from, Campaign 4, not shaded: snow density data from Campaign 3. Additional columns show 
results of a sensitivity test when snow depth accuracy is compromised by a factor of two, and when 
density accuracy is compromised by a factor of two. 
Survey 
area 
No. of 
cells 
Water 
content 
(m3) 
Uncertainty 
(m3) 
Uncertainty 
as % of 
total 
Uncertainty as 
% of total 
(SD influenced) 
Uncertainty as 
% of total 
(DE influenced) 
A1 111 5908.3 ±677.4 %11 20% 13% 
A2 61 4939.5 ±649.7 %13 18% 20% 
A3 22 1041.7 ±149.4 %14 24% 18% 
A4 75 2781.0 ±541.1 %19 32% 25% 
A5 48 3114.2 ±381.0 %12 21% 14% 
A6 69 668.9 ±197.7 %30 47% 33% 
A7 53 869.5 ±171.0 %20 31% 26% 
A8 12 331.0 ±65.3 %20 40% 29% 
A9 33 1255.4 ±246.5 %20 29% 32% 
A10 17 857.7 ±123.1 %14 23% 20% 
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7.3.4 Summary: DEMs for snow depth and SWE estimation 
A method to calculate SWE in an areal manner has been presented. It is likely that the calculated 
SWE is an underestimation of the actual water volume. SWE was derived from two datasets 1) snow 
depth and 2) snow density, both of which potentially underestimate their respective values. The snow 
depth raster (SD) was derived from a DEM representing the snow surface and a DEM representing the 
tops of vegetation, therefore underestimating snow depth. The snow density raster (DE) was derived 
from snow cores extracted that were the uppermost 15 cm of the snowpack. These snow density point 
samples were interpolated into a surface and were used to represent the entire snowpack. This too, is 
likely to be an underestimation, as snow density increases in deeper parts of the snowpack. 
 
7.4 Spectral reflectance measurements and snow sampling 
Parts of this section have been peer-reviewed as part of:  
Lee, C. Y., Jones, S. D. and C. J. Bellman (2009). Using remote sensing to estimate snow 
depth and snow water equivalence. In: Ostendorf, B., Baldock, P., Bruce, D., Burdett, M. and 
P. Corcoran (eds.), Proceedings of the Surveying & Spatial Sciences Institute Biennial 
International Conference, Adelaide 2009, Surveying & Spatial Sciences Institute, pp. 829-843. 
 
A spectral reflectance and manual snow sampling dataset was obtained in the field parallel with the 
GPS surveys. Snow core data has already been presented and used in previous section to determine 
snow density. This section presents correlations of reflectance measurements with snow 
characteristics obtained from manual snow sampling, namely snow grain size. In addition to linking 
non-invasive remote sensing techniques with destructive sampling this section also presents statistical 
analysis to determine if there is a difference in snow samples based on the characteristics presented 
in Table 3.1.  
 
7.4.1 Preliminary spectral analysis 
Spectral reflectance measurements (spectra) collected in the field had to be sorted and manipulated 
before any spectral analysis was performed. Preliminary assessment of the spectra found some 
irregularities and required some manipulation. After pre-analysis was completed, spectra for each 
sample site (30 recordings) were averaged, so one spectra represented each sample site (for each 
campaign in which it was sampled). The three pre-analysis manipulations were undertaken, and were 
automated using a script in ENVI IDL (Ferwerda 2007c; Research Systems Inc. (RSI) 2005):  
 
1) Removal of spectra. Some spectra had to be removed from the sample set due very low 
reflectance and were uncharacteristic of the sample. Reference panel spectra also had to be 
removed from the sample. Figure 7.10 shows a spectra dataset for a sample site  
(Campaign 1) with calibration panel spectra. These had to be removed before averaging of the 
dataset was undertaken, otherwise causing erroneous results. 
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Figure 7.10: Full spectral range of the ASD-JR field spectrometer (350-2500 nm) of snow spectra and 
calibration (reference) panel spectra. 
 
2) Truncating spectra. The full wavelength range (350-2500 nm) had to be truncated to 1800 nm 
due to the extreme noise caused by major water absorption bands Figure 7.11 shows 
significant noise in longer wavelengths, this is due the water absorption bands at these 
wavelengths. All spectra were truncated to 1800 nm before proceeding. 
 
 
Figure 7.11: Full spectral range of the ASD-JR field spectrometer (350-2500 nm) of snow spectra 
collected in cloudy conditions, water absorption bands are extremely noisy. 
 
3) Adjusting spectra. Two spectra irregularities were found at 1000 nm and 1800 nm, where the 
curve would be discontinuous (or jump) at these wavelengths. Figure 7.12 shows a subset of 
spectral dataset emphasising the 1000 nm sensor drift. These variations were found to 
coincide with the boundary between the three sensor arrays of the spectrometer. The sensor 
drift has been described in section 2.7.1. The 1800 nm jump was irrelevant, since spectra 
were truncated at this wavelength. Conversely, the 1000 nm jump would adversely affect the 
 189 
extraction of the prominent absorption feature between 960 nm and 1080 nm. Modifying this 
irregularity, involved all the reflectance values between 350 and 1000 nm (first sensor array) 
shifting so the value at 1000 nm matched the value at 1001 nm. In addition, according to 
Salisbury (1998) the second sensor array (SWIR1: 1000-1800 nm) is more stable than the first 
sensor array. The adjustment meant that absolute analysis could not be reliably performed, as 
this would have changed the reflectance values. In particular, reflectance values from  
350-1000 nm (sensor array 1). This did not affect analysis since 1) the absorption features of 
interest were in the SWIR1 sensor array and 2) relative analysis methods were adopted. 
 
 
Figure 7.12: Sensor drift between sensor 1 (VNIR) and sensor 2 (SWIR1). 
 
The variability of reflectance within a sample can also be seen also be seen in Figure 7.10 and Figure 
7.11. Some spectra had a reflectance that exceeded 100% (or a reflectance factor of 1.0); this was a 
result of changing illumination conditions between panel calibration and snow surface reflectance. 
Changing conditions between reference panel and snow surface affected the visible part of the 
spectrum most. Since this research utilised near-infrared and infrared wavelengths, the high 
reflectance values in the visible wavelengths were not of concern. A key absorption feature between 
960 nm and 1080 nm is not sensitive to illumination, that is, the shape and relative depth of the 
absorption features does not change (Nolin & Dozier 2000). 
 
7.4.2 Statistical analysis: Manual snow sampling  
Spectral reflectance measurements and manual snow sampling were undertaken concurrently during 
each snow campaign. Manual snow sampling data sets included snow grain size, snow core weight, 
snowpack temperature, air temperature and firmness value at each sample site. The limited number of 
ground samples, for example, ten snow cores for each survey area meant that not all ground 
measurements were appropriate for statistical analysis. The following describes the limitations of each 
dataset: 
 Reflectance: The number of samples for reflectance spectra was not the issue, since the 
averaged spectra for each sample site was an average of approximately 30 recordings, which 
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were already an average of twenty-five scans (spectrum averaging). Changing weather 
conditions seemed to adversely affect the spectra, although every effort was made to  
re-calibrate when illumination changed in the field. Some spectra had a very low reflectance, 
while some others were uncharacteristic of a traditional snow reflectance signature, such as 
the signatures presented in Dozier and Painter (2004).  
 Snow grain size: This dataset had the most refinements as described within the section 4.3.2. 
Snow grain size from Campaign 2 was derived from photographs, while in Campaign 3 and 
Campaign 4 in situ snow grain measurements were recorded, by different personnel. With 
regards to the 2007 snow grain data, it was found during statistical analysis that the snow 
grain size measurements from Campaign 3 had very weak correlations with reflectance data 
while correlations using Campaign 4 data were moderate to strong. This may be attributed to 
operator bias or weather/illumination conditions during spectral reflectance collection. 
 Snow core (weight): This dataset was collected using the same method in all snow 
campaigns. Two different personnel collected snow cores over the three snow campaigns. 
One person for the 2006 and another for both the 2007 snow campaigns. Snow core weight 
was used as an alternative for snow density in the research, since the corer volume was 
constant for all snow core samples and they were the original dataset.  
 Firmness value: This was a relative measure and was subjective – a relative measure to 
survey area A1 which was sampled first and was groomed and packed.  
 Snowpack and air temperature: This dataset, although collected throughout all campaigns, 
was not used in any statistical analyses. The problems encountered have been discussed in 
section 4.3.2. 
 
Manual snow sampling 
This section deals with only the manual snow sampling of snow, in an attempt to statistically show if 
there is separability between characteristics given in Table 3.1. The following briefly reiterates the 
different site characteristics – Survey areas were stratified based on aspect (north or south), 
vegetation type (slashed, heath of bog), snow type (machine-made or natural) and snow preparation 
(groomed, semi-groomed or ungroomed). Three manual snow sample dataset are analysed 1) snow 
core weight 2) grain size and 3) snow firmness.  
 
Snow core weight 
The number of snow cores varied from each campaign, this was due to a different number of survey 
areas being sampled during each campaign. Each survey area that was sampled had ten snow cores, 
which were representative of the survey area. The odd number of samples for survey area A2 was 
from a half sample collected in Campaign 3. Table 7.8 shows the descriptive statistics for snow core 
weight data from all campaigns. The figure following (Figure 7.13) shows a box and whisker plot 
(mean and 95% confidence intervals – CI) of snow core weights grouped by survey area for all snow 
core weight data from snow campaigns. 
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Table 7.8: Descriptive statistics of snow core weight data from all campaigns. 
Survey 
area 
No. of 
samples 
Mean  
(g) 
Std. dev. 
(g) 
CI -95% 
(g) 
CI+95% 
(g) 
A1 20 194.8 18.4 186.1 203.4 
A2 35 204.7 27.9 195.1 214.3 
A3 30 166.0 24.5 156.9 175.2 
A4 20 185.1 28.3 171.9 198.4 
A5 20 223.7 22.0 213.4 234.0 
A6 20 101.1 22.4 90.7 111.6 
A7 10 85.0 8.3 79.1 90.9 
A8 10 154.5 18.6 141.2 167.8 
A9 20 159.9 30.3 145.7 174.1 
A10 10 194.3 18.1 181.4 207.3 
 
 
Figure 7.13: All snow core weight data (Campaign 2, 3 and 4), samples = 195. 
 
When compared with Table 3.1, it can be seen that there is some association with snow preparation, 
where ungroomed areas (A6 & A7) are distinctly separate from other areas, and while other areas are 
similar, there is some variation. Ungroomed areas have lighter core weights on average, since there is 
no compaction of snow layers near the surface. A5 had the heaviest weights which is reasonable 
because this area was at the bottom of a ski run where the snow was very wet and also compacted. 
 
The following table (Table 7.9) presents the results from a Tukey Honestly Significant Differences 
(HSD) test. This test quantifies the similarity or dissimilarity between group means and highlights 
significant differences at p <0.05 (Zar 2009). The test compares the means between all possible pairs 
using an underlying ANOVA (ANalysis Of VAriance) method. The difference between each pair of 
means is calculated and then divided by the standard error. The null hypothesis is accepted or 
rejected depending on if this value is greater or less than the critical value (given in a t-distribution 
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statistical table), in this case at p <0.05 (Zar 2009). In this case the groups are the different survey 
areas and the following table highlights similar survey areas at p <0.05. Higher values indicate 
stronger similarities while smaller values are more dissimilar. It is possible to divide the survey areas 
into four groups:  
  1) survey areas A6 and A7,  
   2) survey areas A1, A2, A4 and A10,  
   3) survey areas A3, A8 and A9, and  
   4) survey area A5. 
 
Table 7.9: Tukey HSD results of snow core weight grouped by survey area. Similarities are 
highlighted, significant at p <0.05. 
Survey 
area 
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 
A1 
 0.81 0.00 0.99 0.00 0.00 0.00 0.00 0.00 1.00 
A2 0.81 
 0.00 0.11 0.13 0.00 0.00 0.00 0.00 0.97 
A3 0.00 0.00  0.16 0.00 0.00 0.00 0.95 1.00 0.04 
A4 0.99 0.11 0.16 
 0.00 0.00 0.00 0.04 0.03 0.99 
A5 0.00 0.13 0.00 0.00  0.00 0.00 0.00 0.00 0.05 
A6 0.00 0.00 0.00 0.00 0.00 
 
0.78 0.00 0.00 0.00 
A7 0.00 0.00 0.00 0.00 0.00 0.78  0.00 0.00 0.00 
A8 0.00 0.00 0.95 0.04 0.00 0.00 0.00 
 
1.00 0.01 
A9 0.00 0.00 1.00 0.03 0.00 0.00 0.00 1.00  0.01 
A10 1.00 0.97 0.04 0.99 0.05 0.00 0.00 0.01 0.01  
 
When snow core weights are plotted by campaign (Figure 7.14a-c) the separability of survey areas 
with regards to snow grooming can still be distinguished. The scale of the y-axis is the same for all 
three plots. The separability is most evident in Figure 7.14b where the two ungroomed survey areas 
(A6 & A7) are distinctly separate to the other groups. Heavier snow cores are also apparent in the two 
August campaigns than the July campaign. This can be attributed to nearing the end of the snow 
season when snow beings to melt therefore having more water and less trapped air. This was 
discussed in section 7.2.1.  
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(a) 
 
(b) 
 
   (c) 
 
Figure 7.14: Snow core weight, grouped by survey area, per campaign.  
(a) Campaign 2, (b) Campaign 3 and (c) Campaign 4. 
 
Snow grain size 
Snow grain size measurements from Campaign 2 were observed from photographs. During Campaign 
3 and 4, snow grain size was observed in situ, by two different personnel. As a result from different 
methods and personnel, data has been plotted on box and whisker plots (mean and 95% confidence 
intervals) separately – by campaign – Figure 7.15a, b and c. The y-axes have the same scale, 
therefore a comparison between campaigns is also possible. 
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(a) Photograph snow grain measurements. 
 
(b) In situ snow grain measurements. 
 
   (c) In situ snow grain measurements. 
 
Figure 7.15: Snow grain size, grouped by survey area, per campaign.  
(a) Campaign 2, (b) Campaign 3 and (c) Campaign 4. 
 
The observations of snow grain size from photographs were problematic. Challenges during snow 
grain photo collection have been described within the section 4.3.2. Finding individual snow grains on 
photographs with clumpy, melted snow was difficult, and this may explain the little variation in snow 
grain size during Campaign 2 (Figure 7.15a). Campaign 3 (Figure 7.15b) shows slightly smaller snow 
grain sizes, this may be attributed to the time of the campaign occurring during the peak of the snow 
season, therefore having less snow melt and snow grain amalgamation. 
 
Snow core weight was used as an alternative to snow density. Since snow density was calculated 
from the snow core weights and the corer volume, (where the corer volume was the same for all 
samples). It was more appropriate to use the snow core weight as it was the original collected dataset, 
therefore removing the error that may be generated from rounding values. 
 
Figure 7.16 correlates snow grain size with snow core weight using a Pearson’s correlation coefficient. 
This was an appropriate statistical test since both datasets were normally distributed. This statistical 
test was undertaken to determine if it is possible to derive snow core weight (that is, snow density) 
from snow grain size, and therefore use remote sensing methods to estimate snow density. Spectral 
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reflectance can infer snow grain size (Nolin & Dozier 2000). The assumption is that (in general) larger 
snow grains hold more water (as result of smaller grains amalgamating), therefore have a higher 
density (heavier core weight) (Wiscombe & Warren 1980). Therefore snow density (at least for the 
surface) can be obtained from remote sensing, which is half the input to determining SWE. This shows 
a high and consistent correlation across a range of snow grain sizes and core weights. 
 
 
Figure 7.16: Snow grain size verses snow core weight.  
Pearson’s correlation coefficient: r = +0.71 at p <0.05, samples = 40. 
 
Firmness value 
These qualitative indicators (firmness values) show good agreement with snow core weight, where 
heavier core weights have high firmness values (Figure 7.17a). This figure also shows three district 
groups, therefore could be categorised into soft, medium and hard. Firmness values were correlated 
with snow core weights using a Spearman’s rank R (since firmness values are categorical and  
non-parametric (Zar 2009)), resulting in R = +0.74, at p <0.05. 
 
This agreement coincides also with survey areas that are groomed or ungroomed. Figure 7.17b shows 
firmness values grouped by survey area. High firmness values occur in survey areas which have a 
‘groomed’ characteristic for snow preparation. These survey areas are located on ski runs, therefore 
have heavier core weights (discussed earlier in section 7.2.1) and have higher firmness values as a 
result from the compaction from snow grooming machines. 
 
Survey areas A6 and A7 have the lowest firmness values since there is no machine compaction, but 
do exhibit some natural compaction from wind and rain. Northern aspect survey areas (A8, A9 and 
A10) have medium firmness values, which can be attributed to softer snow (at the surface) from snow 
melt. The northern aspect slope receives more sunlight than southern aspect slopes. A specific 
example would be survey area A10, where the snow preparation characteristic is ‘groomed’, therefore 
machine compacted but yields lower firmness values than survey areas A1 or A2. A final comment on 
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firmness values is that the survey areas were substantially different in terms of their firmness values, 
adding validity to the sampling frame, detailed in section 3.2.3. 
 
(a) 
 
(b) 
 
Figure 7.17: (a) Snow core weights grouped by firmness value, data from all campaigns and  
(b) Firmness values from all campaigns, grouped by survey area. 
 
7.4.3 Statistical analysis: Spectral reflectance 
A suite of spectra (detailed in section 4.3.1) was taken at every sample site, this was then averaged to 
one spectra to be representative of that sample site (Figure 3.4). This would result in ten spectra 
signatures per survey area. Although during preliminary processing it was found that not all collected 
spectral samples had a sufficient number of spectra for averaging to a single spectral signature. As a 
result there are different numbers of samples for spectra. This was also the main reason for 
correlations to be performed on a per campaign basis, rather than a per survey area basis. 
 
The spectral reflectance signatures remaining from the preliminary process detailed in section 7.4.1 
were averaged for each survey area, per campaign. This resulted in one reflectance signature 
representing a sample site. The remaining average spectra are shown in Figure 7.18a, b and c for 
each snow campaign. Individual spectral plots for each survey area, per campaign can be found in 
Appendix XIV. In Figure 7.18a there is significant noise present at around 1400 nm which is a known 
water absorption band (Curran 1989). In Figure 7.18a and b there are spectra present that are not 
characteristic of ‘normal’ snow reflectance signatures, such as those presented by Nolin and Dozier 
(2000). This is evident between wavelengths 1100-1300 nm in Figure 7.18a and for wavelengths  
350-800 nm in Figure 7.18b. These spectra were kept, as removing them would reduce the number of 
samples, and in turn make the correlations less reliable. In addition the two specific absorption 
features chosen for analysis (~1030 nm and ~1615 nm) were still present.  
 
Although the number of samples reflect the number of samples sites, for example, survey are A1 has 
ten samples, it must be noted that each single reflectance signature shown in the graphs are an 
average of ~30 recordings taken in the field. Each recording was already an average of 25 scans of 
the snow surface (field spectroscopy collection was detailed in section 4.3.1) 
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(a) 
Snow reflectance from 
August 2006. 
 
Number of samples: 64 
 
 
(b) 
Snow reflectance from 
July 2007. 
 
Number of samples: 64 
 
 
(c) 
Snow reflectance from 
August 2007. 
 
Number of samples: 40 
 
 
Figure 7.18: (a) Reflectance spectra from Campaign 2, (b) Reflectance spectra from Campaign 3 and  
(c) Reflectance spectra from Campaign 4. 
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Correlations between reflectance and snow sampling 
Each sample site was represented by a snow spectral signature, snow core and an average grain size 
measurement (in situ measurements or observed from photographs). Even though two specific 
absorption features were chosen a Pearson’s correlation (p <0.05) was undertaken on the reflectance 
spectra at all wavelengths (350-1800 nm) with manual snow sampling datasets 1) snow core weights 
(density) (Figure 7.19a) and 2) snow grain size (Figure 7.19b). This was undertaken to assess whether 
or not there were other absorption or reflectance features that could be utilised to infer snow 
properties. 
 
All available data from each campaign was used to produce a series/plot (in the graph – Figure 7.19). 
This was a result of the limited number of snow samples rather than the number of reflectance 
samples. Correlations on a per survey area basis would be inappropriate as the number of samples 
would be ten and in some case less. A Pearson’s correlation requires the sample to be normally 
distributed and a sample size of ten would not provide a reliable normal distribution. 
 
Results were mixed. There was no consistent trend that persisted through all campaigns, for example, 
where one plot showed a negative correlation, another showed a positive correlation. With respect to 
Figure 7.19b, it can be observed that Campaign 3 (July 2007) has a positive correlation at ~1030 nm, 
while the other two campaigns have a negative correlation. It is known that at this particular 
wavelength the correlation to grain size should be negative. According to Nolin and Dozier (2000) 
smaller snow grains have a higher reflectance than larger snow grains, therefore would result in a 
negative correlation. Based on this previous study the data from Campaign 3 has been marked as less 
reliable.  
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(a)  
Pearson’s correlation 
between reflectance 
spectra and snow core 
weight. Snow core weight 
is an alternative to snow 
density. 
 
 
(b)  
Pearson’s correlation 
between reflectance 
spectra and snow grain 
size. 
 
Figure 7.19: Pearson’s correlation between reflectance spectra and:  
(a) snow core weight and (b) snow grain size. 
 
The reflectance at 1030 nm can infer snow grain size, where smaller snow grains have higher 
reflectance than larger snow grains (Dozier & Painter 2004). Figure 7.20a b and c show scatter plots 
of grain size verses reflectance at 1030 nm, for data from all snow campaigns, Campaign 2 and 
Campaign 4, respectively. All correlations are negative, this is appropriate given previous statement 
that smaller grain sizes have a higher reflectance than larger grain sizes. Data from Campaign 3 
resulted in a weak positive correlation (r = +0.18, p <0.05) and is not shown. The poor (or absent) 
correlation may be attributed to 1) operator bias, as discussed earlier, regarding snow grain 
measurements and/or 2) the collection of spectral reflectance measurements which some were 
undertaken in unstable weather.  
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(a)  
 
Correlation: r = -0.30, p <0.05, samples = 167. 
(b)  
 
Correlation: r = -0.55, p <0.05, samples = 63. 
(c)  
 
Correlation: r = -0.64, p <0.05, samples = 40. 
Figure 7.20: Scatter plots – Snow grain size verses reflectance at 1030 nm, correlations were marked 
as significant at p <0.05. (a) All available data from snow campaigns, (b) Data from Campaign 2 and 
(c) Data from Campaign 4. 
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7.4.4 Advanced spectral analysis 
Two transformations, continuum removed (CR) and derivative (DV) analysis were undertaken on the 
reflectance spectra to further analyse and correlate the datasets available. Both methods have been 
used in different studies to analyse reflectance spectra from in situ measurements and airborne 
measurements (Aspinall et al. 2002; Nolin & Dozier 2000; Tsai & Philpot 1998; van der Meer 2004). 
 
The CR method of analysis was applied to individual absorption features, detailed in Kokaly and 
Clarke (1999). CR is the underlying process for absorption band depth and absorption band area 
spectral analysis. Both band depth and band area were used by Nolin and Dozier (2000), but these 
authors note that although band depth is a valuable approach, the reliance on a single band can 
introduce inaccuracies if affected by noise. Only the absorption band area was used in this research 
since it was considered the more robust method. Figure 7.21 shows the process of a reflectance 
spectra being normalised, or CR, for a specific absorption feature. This allows comparison of spectra 
from a common baseline or continuum (the red line). The CR spectra is calculated by dividing the 
original reflectance spectra by the respective values of the continuum line, as a result, the values at 
the start and end continuum removed spectra are 1. The absorption band area is derived from the 
summation of the absorption band depths, for a specific absorption.  
 
(a) 
 
(b) 
 
(c) 
 
Figure 7.21: Continuum removed process for a specific absorption feature – between 960 and  
1080 nm, centred at ~1030 nm. (a) Reflectance spectra, (b) Specific absorption feature with 
continuum line and (c) Continuum removed absorption feature and area of absorption. 
 
Two absorption features were chosen for this analysis, 1) 960-1080 nm, centred at 1030 nm and  
2) 1365-1800 nm, centred at 1600 nm. The first absorption feature has previously been used by 
Painter et al. (1998) and Nolin and Dozier (2000) to infer grain size. The second absorption feature 
was chosen based on Figure 2.3, where there is a distinct variation present. Absorption band area for 
both selected absorption features were calculated for all spectra, using an ENVI IDL script  
(Ferwerda 2007a; RSI 2005). 
 
DV analysis focuses on the change in slope of the reflectance signature, instead of particular 
absorption features used in CR analysis. A seven wavelength band width was used to create a first-
order derivative of the reflectance spectra. First-order derivatives of reflectance spectra were 
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calculated for all spectra, using an ENVI IDL script (Ferwerda 2007b; RSI 2005). Figure 7.22 shows a 
reflectance spectra and its resulting first-order derivative. 
 
 
Wavelength 
Figure 7.22: Original reflectance (cyan line) with its first-order derivative (black line). 
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Correlations between continuum removed and derivatives with 
manual snow sampling 
Absorption band area between 960 and 1080 nm was correlated with snow grain size. The 
correlations are shown in Figure 7.23. The use of absorption band area strengthens the correlation 
value (at p <0.05), when compared to the pervious analysis (Figure 7.20) which used observed 
reflectance (@1030 nm) and was correlated with grain size. The strengthened correlation was 
apparent for all data (Figure 7.23a) and data from Campaign 4 only (Figure 7.23d). However, for 
Campaign 2 the correlation was weaker (Figure 7.23b). Data from Campaign 3 has also been included 
in this analysis (Figure 7.23c), where the correlation is moderate and has the same trend as other data 
in this analysis, that is, a positive correlation. In the previous analysis where only the reflectance value 
was used (@1030 nm) the correlation for the data from Campaign 3 was weak and positive 
(contradicting data from other campaigns, and studies by other authors). This suggests that using a 
transformation on spectral reflectance signatures can enhance or retrieve correlations not present 
when using standard reflectance. 
 
(a) 
 
Correlation: r = +0.55, p <0.05, samples = 167. 
(b) 
 
Correlation: r = +0.35, p <0.05, samples = 63. 
(c) 
 
Correlation: r = +0.31, p <0.05, samples = 64. 
(d) 
 
Correlation: r = +0.71, p <0.05, samples = 40. 
Figure 7.23: Scatter plots - Snow grain size against spectral absorption band area between  
960 and 1080 nm. Correlations were marked as significant at p <0.05.  
(a) All available data from snow campaigns, (b) Data from Campaign 2, (c) Data from Campaign 3 and 
(d) Data from Campaign 4. 
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For the next test, snow core weights were correlated against the second absorption feature chosen for 
this project – 1365-1800 nm, centred on 1615 nm. Similar to the previous figure, all data collected was 
plotted together, and then three separate plots for each campaign were produced. Campaign 2  
(Figure 7.24b) has the strongest correlation, while Figure 7.24c has the weakest. These results are not 
conclusive and further investigation and modification of methods during data collection are needed.  
 
(a)  
 
Correlation: r = +0.45, p <0.05, samples = 168. 
(b)  
 
Correlation: r = +0.72, p <0.05, samples = 64. 
(c)  
 
Correlation: r = +0.30, p <0.05, samples = 64. 
(d)  
 
Correlation: r = +0.44, p <0.05, samples = 40. 
Figure 7.24: Scatter plots - Snow core weight against spectral absorption band area between  
1365 and 1800 nm. Correlations were marked as significant at p <0.05.  
(a) All available data from snow campaigns, (b) Data from Campaign 2, (c) Data from Campaign 3 and 
(d) Data from Campaign 4. 
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As an exploratory analysis method, a Pearson’s correlation coefficient was undertaken using  
first-order derivative reflectance at all wavelengths (350-1800 nm). Correlations were with snow core 
weight (density) (Figure 7.25a) and snow grain size (Figure 7.25b). This was to assess if another 
spectral transformation would enhance correlations or discover new correlations not present when 
using reflectance or CR spectra. Results from this analysis showed little consistency between 
campaigns. With respect to Figure 7.25a, Campaign 3 and Campaign 4 follows a similar shape to 
each other, in particular between wavelengths of 1000 nm and 1150 nm. This is interesting given that 
the previous correlation that used original spectral reflectance (Figure 7.19b) presented a 
contradictory correlation, that is, one was positive and one was negative.  
 
A limitation with derivative analysis is that it requires ‘clean’ (absent of noise) data, it can be observed 
from Figure 7.25 that in longer wavelengths for Campaign 2 the original noisy spectra persists through 
to the correlation. In addition, this method of analysis has been successfully used by  
(van der Meer 2004), however in this instance it has been unsuccessful and further work is required. 
 
 
(a) 
Pearson’s correlation 
between first-order 
derivatives of reflectance 
spectra and snow core 
weight. Snow core weight 
is an alternative to snow 
density. 
 
 
(b) 
Pearson’s correlation 
between first-order 
derivatives of reflectance 
spectra and snow grain 
size. 
 
Figure 7.25: Pearson’s correlation between first-order derivatives of reflectance spectra and:  
(a) snow core weight and (b) snow grain size. 
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7.4.5 Summary: Spectral reflectance and snow sampling 
The spectral reflectance and snow sampling suite collected during the snow campaigns were 
statistically analysed. This chapter first described the pre-analysis of spectral measurements. Spectra 
for each sample site had to be filtered to remove reference panel spectra from the sample. This was 
necessary before averaging of the spectra collected for each sample site. 
 
Several box and whisker plots were composed using the manual snow sampling datasets to determine 
if survey areas could be grouped by their characteristics, presented in Table 3.1. Snow grooming 
(compaction of the snow surface) appeared to be the major grouping factor. 
 
Observed reflectance spectra and transformed spectra were then correlated with manual snow 
sampling datasets. The results of the correlations showed a moderate correlation between reflectance 
at 1030 nm and snow grain size (r = -0.30, p <0.05). Advanced spectral analysis methods, such as 
using absorption band area strengthen the correlation with grain size (r = +0.55, p <0.05). The 
absorption band area method was also use in an attempt to derive snow density and results were 
inconclusive. These results presented incorporate all field data collected. When datasets from 
individual campaigns are used they result in stronger correlations. For example, between reflectance 
at 1030 nm and grain size, from Campaign 4 gives a correlation of r = -0.64, p <0.05. 
 
This research has shown the extension of snow grain size correlation with reflectance at 1030 nm. 
Previous studies have been of small grain sizes <1 mm (Nolin & Dozier 2000). The association 
between snow grain size and absorption features appear to be transferable to larger grain sizes as 
shown in Figure 7.20. Snow grain sizes observed in this research project were up to 3 mm. 
 
Although these results are encouraging on an individual campaign basis, consideration as a whole 
dataset showed that there was no consistency over different campaigns. The poor (or absent) 
correlations may be attributed to 1) operator bias, as different people (and methods) observed 
measurements and/or 2) the collection of spectral reflectance measurements which some were 
undertaken in unstable weather.  
 
7.5 Summary 
This chapter presented results from analysis of field collected data and generated datasets, and 
discussed limitations of the results. Snow depth was initially calculated on a per point basis, using 
GPS observations. This was possible since the same Easting and Northing (GDA94/MGA94, Zone 55) 
positions were observed in both no-snow and snow conditions. The elevation difference gave the 
snow depth. Snow depths derived in using this method appear to be an over-estimate in vegetated 
survey areas. Snow cores were converted into snow density. Solely from using point-based samples, 
variation in snow depths and snow density can be revealed. However, the point measurements were 
stratified into ten small survey areas.  
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The method presented to calculate SWE in an areal-manner, is most likely to be an underestimate of 
the actual water volume. SWE was derived from two dataset 1) snow depth and 2) snow density, both 
of which were underestimating respective values. The SD raster was derived from a DEM representing 
the snow surface and a DEM representing the tops of vegetation, therefore underestimating snow 
depth. The snow DE raster was interpolated from snow cores extracted of the uppermost 15 cm of the 
snowpack and interpolated into a surface. This was used to represent the entire snowpack. Again is 
an underestimation, as snow density increases in deeper parts of the snowpack. An error propagation 
through the SD and DE datasets were also performed to provide an estimate of uncertainty associated 
with the SWE raster. In addition to this a sensitivity analysis was also performed decreasing the 
accuracies of the SD and DE rasters. This showed that SD and DE were required to be measured at 
the accuracy achieved in this thesis (or better) to obtain a reasonable estimate of SWE. 
 
Manual snow sampling to obtain valid snow density measurements are still required as it is 
inconclusive that snow grain size is correlated with snow density. In addition, spectral measurements 
cannot derive firmness (or compaction) which is a strong influence on snow core weight (that is, snow 
density). 
 
It was evident when preparing the spectral reflectance dataset that the collection of snow reflectance 
spectra required clear skies. In addition, snow reflectance measurements are much more sensitive to 
cloud cover and changing weather conditions than collection of spectra of other land cover types, for 
example vegetation. Transformations on reflectance signatures strengthen correlations in most cases. 
When correlating reflectance at 1030 nm with snow grain size (collected from Campaign 4 only) a 
correlation coefficient of r = -0.64, p <0.05 resulted, while using a continuum removed transformation 
over the absorption feature, a correlation coefficient of r = +0.71 p <0.05 was found. Exploratory 
analysis using first order derivatives of spectra was undertaken, results were inconsistent between 
campaigns and no conclusions could be drawn. However, this thesis observed snow spectra of grain 
sizes >1 mm, up to 4 mm, while grain sizes observed in previous studies were below 1mm (as 
described in section 2.3.7). In addition, correlations between snow spectra and snow sampling have 
also been successful in an Australian context, where many studies have been in the northern 
hemisphere. 
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CHAPTER 8   
 
 
Conclusions and Recommendations 
 
 
8.1 Summary 
This research aimed to estimate SWE on a landscape scale using area-based methods. Snow depth 
was estimated for the study area using DEMs created from digital aerial photography. Snow density 
was calculated from snow cores which were interpolated into a series of surfaces. A remote method to 
derive snow grain size or snow density was also investigated using in situ spectroscopy. These 
datasets, in particular the aerial photography, required extensive GPS surveys for validation and 
control. 
 
GPS surveys were undertaken in snow and no-snow conditions, where survey control marks were 
established, elevation profiles (transects) were collected and photo control targets were coordinated. 
In order to obtain an appropriate validation dataset for the snow photography and derived DEMs, a 
GPS survey was undertaken concurrently with snow image capture. GPS surveys using static, rapid-
static and RTK GPS techniques resulted in a framework of accurate positional points. Static and rapid-
static data were post-processed, and used in network adjustments to obtain the best possible 
coordinates. All GPS surveys satisfied the positional accuracy requirements of: <0.020 m for 
horizontal (Easting and Northing, GDA94/MGA94, Zone 55) and <0.050 m for vertical (AHD). 
 
Digital aerial photography was captured during a winter season (snow), and a spring (no-snow) period. 
Automated image matching algorithms were utilised, from two software suites, to derive DEMs from 
the photography. Multiple DEMs were generated from the snow and no-snow photography to assess 
the different parameters within the software. The different parameter sets resulted in different output 
surfaces, with the smoothing parameter having the greatest influence. The first software suite (IS), 
created surfaces using the snow and no-snow digital aerial photography. In order to validate the 
DEMs, they were compared to the GPS points collected during campaigns. The RMSE of the created 
snow surface was comparable, in terms of accuracy, to that of no-snow surface created over 
grassland areas – RMSE of 0.16 m. The second software (SS) was used to create snow surfaces 
only, and these results (RMSE) were comparable to the IS created surfaces. The ISAE surfaces 
exhibited an apparent bias, modelling above the ‘true’ value, whereas SS appear to have random 
distribution of differences. One DEM of the snow surface and one DEM of the no-snow surface (from 
ISAE) were used to estimate snow depth over the study area. 
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A snow depth map was created from the difference between a snow DEM and no-snow DEM. This 
map showed a high level of variability in snow depth over the study area. The map depicting snow 
density, interpolated from snow cores extracted in the field, also showed a level of variability within a 
survey area, and between survey areas. The interpolated density raster was limited by the number of 
sample points collected. This consequently limited the area where estimates of SWE could be 
attempted. The input variables for SWE were the snow depth raster and snow density raster. SWE 
estimations were calculated for ten discrete areas. The results showed significant variability, similar to 
the snow depth and snow density maps. SWE estimates have been presented and show some link to 
snow grooming, that is, survey areas with groomed snow have higher SWE estimates. This is a 
combination of compacting the snowpack and additional snow depth created from machine-made 
snow.  
 
Spectral reflectance measurements were observed and manual snow samples were collected 
concurrently. Spectral reflectance measurements were found to have a considerable amount of 
variation within samples, but this could be attributed to differences in the snow surface and unstable 
weather conditions. Spectral reflectance measurements were correlated with manual snow sample. 
The use of remote sensing of the snow surface to obtain snow characteristics shows promise as a 
technique to derive such characteristics over large areas. Analysis from these datasets showed a 
moderate to strong correlation between reflectance at 1030 nm and grain size (for example, r = -0.64, 
p <0.05, for Campaign 4, the most stable in term of illumination), for data from individual campaigns. 
However, when considered as an entire dataset from all campaigns the correlation is less compelling: 
r = -0.30, p <0.05. Analysis using transformed spectra, such as CR, strengthened correlations using 
observed reflectance. The correlation between absorption band area (between 960 and 1080 nm) and 
grain size gave r = +0.71 p <0.05, for Campaign 4. Derivative analysis was explored, however it was 
unsuccessful in this instance. 
 
8.2 Discussion 
A variety of methods were used in this research to obtain the different datasets required to answer 
research questions. GPS, aerial photography, in situ spectroscopy and manual snow sampling, were 
all utilised. While post-processing and network adjustments of GPS data, DEM creation and  
post-processing and analysis of spectral and snow sample data were also undertaken. 
 
GPS as a positioning technology in an alpine area has proven successful. The three survey styles 
used in this project easily satisfied the positional accuracy requirements. A series of static, rapid-static 
and RTK GPS surveys were undertaken to establish a framework of accurate positional points in 
Easting, Northing (GDA94/MGA94, Zone 55) and AHD elevation. The locations of control marks were 
established with radio connectivity (between RTK GPS base station and RTK GPS rover) as an 
influencing factor. No major problems were encountered with regards to the GPS surveys. 
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Photogrammetry has a long history as a method to obtain height information. Digital aerial 
photography has recently been developed and can obtain high spatial (GSD), and high radiometric 
images. This research utilised digital imagery with established photogrammetric techniques and 
automated image matching algorithms to create DEMs. The desired accuracy for the DEMs (given the 
terrain and datasets) was <0.20 m and this was achieved. Different parameter sets were used in two 
software suites. The smoothing factor had the most influence on the output surface. The two software 
suites created surfaces differently. In the validation process, DEMs created form ISAE (from the IS 
suite) had a consistent vertical offset, modelling above the ‘true’ elevation, while the other had a more 
random distribution of elevations, above and below ‘true’ elevations. Multiple efforts to create a DTM 
failed. In vegetated areas the no-snow DEM modelled the tops of shrubs. A DEM that modelled the 
tops of shrubs seemed more appropriate to use in a snow depth estimate since the vegetation created 
a subnivean space beneath the snowpack. 
 
The product of snow depth and snow density is SWE. A raster representing the snow depth for the 
survey area would be an under-estimate of snow depth in vegetated areas. A snow density surface 
was interpolated from the snow core samples collected in the field. The size of the interpolated surface 
was limited by the number of snow core samples, therefore snow density was presented as ten 
discrete rasters, one for each survey area. The discrete snow density rasters meant that SWE could 
not be estimated for the entire study area, rather it was estimated for ten individual survey areas. 
 
A landscape scale SWE estimate would require an hyperspectral imaging dataset. A hyperspectral 
dataset would need to be collected to prove (experimentally) if snow characteristics can be retrieved 
from high resolution spectral imagery. In order to obtain a good estimate of SWE from passive remote 
sensing systems, aerial photography (for snow depth) and hyperspectral imagery (for snow grain size 
or snow density) would need to be captured concurrently. This was the original aim of the research 
project. 
 
The point-based spectral reflectance measurements used to retrieve snow characteristics appear 
promising in an Australian context. Spectral reflectance are from the snow surface only (up to 15 cm), 
therefore there is a limitation to this method. Data collected within most campaigns correlate well, 
although between campaigns the correlation seems less pronounced. Absorption band area  
(@1030 nm) from a continuum removed transformation has been shown to be an effective technique, 
strengthening on correlations that have previously used observed reflectance. Derivative 
transformations in spectra were exploratory and unsuccessful. 
 
8.3 Conclusion 
Four research questions were posed at the beginning of this thesis. Various field observations, 
campaigns, data processing and data analysis were undertaken to answer these questions.  
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8.3.1 Photogrammetrically created DEM of a snow surface  
 What level of accuracy can be achieved by using a photogrammetrically created surface 
model, over snow covered terrain? This achieved, can a high spatial resolution estimate of 
snow depth be produced. 
 
A high resolution DEM representing a snow surface was calculated using high spatial and high 
radiometric resolution digital aerial photography. The snow DEM was compared to GPS ground 
observations that were concurrent with snow image capture. Different software suites generated 
slightly different snow surface models. The RMSE of the derived snow DEM was 0.16 m. This was a 
comparable result to the no-snow DEM, for non vegetated areas. Areas of vegetation were harder to 
assess as field observations recorded ‘true’ ground elevations (or the base of the vegetation) and the 
no-snow DEM was generated representing the tops of the vegetation.  
 
A high resolution DEM is required for Australian alpine environments since snow depths rarely exceed 
3 m. An RMSE of 0.16 m (or 0.20‰ of the flying height) for a snow surface DEM has been achieved 
using large scale digital photography. This result is similar to those of Bacher et al. (1999), however 
their study used small scale photography and obtained 1-2 m accuracies (or 0.22‰ of flying height). In 
addition, the DEMs created from (ISAE) in this research project exhibited an apparent bias, modelling 
above the ‘true’ elevation values. With the bias removed the RMSE improves to 0.08 m (or 0.10‰ of 
the flying height) which represents a significant improvement on the previous study by Bacher et al. 
(1999). 
 
8.3.2 Spectral reflectance for snow characteristics in an Australian 
environment  
 Can the retrieval of snow characteristics (grain size) from reflectance measurements be 
accomplished in an Australian context? 
 
Australian snow grain size is large by international standards (1-3 mm) due to the warmer 
temperatures of the Australian Alpine regions. Three campaigns of in situ spectral reflectance 
measurements of the snow surface were collected. These datasets were successful in establishing a 
correlation (r = +0.71, p <0.05) between absorption features and snow grain size used in situ 
spectroscopy. Although the same general relationship was observed as previous studies (Nolin & 
Dozier 2000), it should be noted that the snow sampling methods were experimental. Snow sampling 
techniques were adopted from methods undertaken in the northern hemisphere, where the snow 
conditions are much colder and snow grains are much smaller. Unfortunately, due to two late 
cancellations of imaging spectroscopy missions, this research question (or hypothesis) could not be 
tested at the landscape scale. In addition, the methods adopted for this project need to be modified 
further for future research.  
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8.3.3 Areal estimations 
 Are remote sensing-based methods ‘better’ than traditional methods at estimating snow depth 
and snow characteristics? 
 
This study (Figure 7.5) has demonstrated snow depth to be variable, therefore using a small number 
of point measurements and extrapolating over an area is a source of uncertainty. Area-based methods 
allow the retrieval of variability that may not be fully represented by point-based methods. Similarly, 
this study (Figure 7.8) also demonstrated that snow density was variable. Although a dense network of 
point-based field samples can be observed and recorded, this is logistically expensive and at times 
hazardous. The variability in snow depth, snow density and SWE, over small discrete areas was 
shown utilising raster data. Conversely if a handful of point samples were observed to represent these 
areas, much of the variability would be lost. 
 
8.3.4 SWE from passive remote sensing methods 
 Can SWE be predicted from two passive remote sensing methods – the use of aerial 
photography and hyperspectral imagery (imaging spectroscopy)? 
 
High quality, large scale, with snow DEMs were created of the study area from digital aerial 
photography (RQ1). In situ spectroscopy provided the retrieval of snow characteristics, that is, snow 
grain size or snow density (RQ2). However for this research snow density was obtained from manual 
snow sampling of snow cores. Therefore, the combination of these two datasets allowed for the 
estimation of SWE in an areal manner. The use of an imaging spectral dataset to obtain snow density 
over the entire study area was not possible, although the potential of these two technologies to 
automate and increase the accuracy of SWE prediction seems promising. 
 
8.4 Recommendations and future work 
The determination of snow depth, snow density and SWE were achieved in this project, but each had 
their limitations. This section recommends potential enhancements to the methods used in this project, 
additional datasets to improve the robustness of the methods and other techniques to be considered 
for future research in this area of study.  
 
The spatial distribution of snow core sampling would ideally be wider and the number of snow core 
samples (to derive snow density) increased. This would help ensure a greater confidence in the 
interpolated surface generated from the point samples. In addition, more robust geostatistical methods 
such as Kriging could be used. 
 
There was an uncertainty in the spatial distribution of machine-made snow. A colour dye used with the 
snow making process may assist in the determination of the spatial distribution of machine-made 
snow.  
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Field measurements such as photography and loupe measurements to obtain snow grain size need 
further modification from those used in this research. Snow grain photography was largely 
unsuccessful. The incorporation of a liquid or spray to petrify or ‘suspend’ the snow grains may be a 
requirement in Australian environments where temperatures are warmer or the utilisation of a cold lab 
to retrieve grain size.  
 
There was also an uncertainty regarding the amount of compression experienced by the vegetation, 
that is, the size of the subnivean space, this in turn affects the estimation of snow depth. The 
utilisation of snow pits would determine the size of the subnivean space (or the amount of 
compression on the vegetation by the snowpack) and the true snow depth. However this may be 
difficult in a ski resort, posing safety issues. Another suggestion may be to place active remote 
sensors or devices, such as cameras, in the vegetation (before snowfall) and record the interactions 
between the snowpack and vegetation. 
 
It appears that in situ spectral-radiometry of snow is more sensitive to illumination and weather 
conditions, than observations of other land cover types (such as vegetation). Reflectance 
measurements were observed during various illumination conditions in this project and showed 
considerable noise as well as some low signals in reflectance even though all effort was made to 
calibrate (and recalibrate), for changed conditions. The use of a hyperspectral imaging dataset to 
retrieve snow characteristics would provide a full area sample of the snowscape. This in turn would 
provide the opportunity to map the variability of grain size (or snow density) over a snowscape which 
is known to be highly variable at a landscape scale.  
 
The use of airborne LiDAR has previously been used to map snow depth, however, there are inherent 
limitations. One example is the requirement of GPS, both on board and on the ground. Airborne 
LiDAR requires GPS base station on the ground near the area of interest, and the on-board GPS unit 
requires five to six GPS satellites (Baltsavias 1999). This restricts the size of the area that can be 
mapped in one flight, that is, the distance between the ground base station and the aircraft. In addition 
in steep mountainous areas, GPS visibility can be compromised. The utility of LiDAR to derive snow 
depths can be in a similar manner to photogrammetric methods or the use of a waveform LiDAR 
system. An advantage of LiDAR is it may be possible to obtain snow depths in areas of tree cover 
(that is, under trees) (Hopkinson et al. 2001), where photogrammetric methods are unable to map 
under tree canopies. The wavelength used for a LiDAR survey over a snowscape must be considered. 
A visible wavelength is not appropriate as it will penetrate the snow surface therefore supplying false 
snow surface elevations. Terrestrial laser scanning (TLS) is also a promising technique to derive snow 
volume changes of slopes, on the ground, but same consideration regarding the wavelength used 
must be undertaken. In addition, a stable surface for set up and control points need to also be 
considered. 
 
The method used in this project was an indirect estimation of SWE. Digital aerial photography was 
utilised to determine snow depth and reflectance measurements were utilised to infer snow 
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characteristics, to derive snow density. These two techniques coupled, can provide a SWE estimate. 
Conversely, the use of an active sensor, such as SAR, can provide a direct estimate of SWE, these 
can be point or imaging based (Schaffhauser et al. 2008). Although active sensors are ‘independent’ 
of illumination sources, SAR requires careful considerations during data collection. 
 
The scale at which SWE is to be estimated for would also be a major influencing factor. Methods 
presented in this research are ideal for large scale estimations, such as the resort or sub-catchment 
level. While ICESat (Ice, Cloud, and land Elevation Satellite), or other active satellite sensors may be 
ideal for small scale estimation such as for the entire alpine region. In addition, the spatial resolution 
(~70 m for ICESat) is not sufficient to retrieve elevation data for snow depth in an Australian alpine 
environment. 
 
8.5 Final comments 
Research into water resources has become more important in recent times, given changes in the 
global climate and associated uncertainties in precipitation and temperature. The need for a relatively 
cheap, reliable total sampling method for estimating SWE is apparent. This research has evaluated 
remote sensing, aerial photography, GPS positioning and in situ techniques for providing these 
estimates. GPS surveys were high quality and achieved results of <0.014 m (Easting and Northing 
GDA94/MGA94) and <0.036 AHD. DEMs created had RMSE values of 0.16 m and the snow depth 
raster exhibited an uncertainty of +0.09 m. The results presented are appropriate for Australian 
environments where snow depths rarely exceed 3 m. Hydro-power, irrigation and domestic usage are 
major uses of water and are expanding steadily in Victoria. These demands for water will become 
higher as the population increases. For landscape scale studies such technologies must make up a 
significant part of water management strategies. 
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APPENDIX I: Spectrometer and Lambertian panel 
calibration certificates, and FOV 
Spectrometer and Lambertian panel calibration certificates 
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Spectrometer FOV 
Instrument used was an ASD FieldSpec JR. Bare fibre-optic is 25°, an 8° fore-optic was 
attached during spectral reflectance observations. 
 
 FOV = 25° FOV = 8°  FOV = 25° FOV = 8° 
Height above 
target (cm) 
GFOV 
in cm 
GFOV 
in cm 
Height above 
target (cm) 
GFOV 
in cm 
GFOV 
in cm 
10 4.4 1.4 60 26.6 8.4 
20 8.9 2.8 70 31.0 9.8 
30 13.3 4.2 80 35.5 11.2 
40 17.7 5.6 90 39.9 12.6 
50 22.2 7.0 100 44.3 14.0 
 
 
 APPENDIX – 236 
APPENDIX II: AUSPos report for CP01_South-Top 
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APPENDIX III: Tracked satellites and observed PDOP 
Tracked satellites and observed PDOP for static and rapid-static observations. Data 
used for deriving final coordinates of control points and photo control targets 
(highlighted in grey). 
 
Campaign 1: May 2006: 
Control marks 
STATION DATE/DURATION SATELLITES PDOP 
GPSnet – Albury 1
st
 May 2006 
12.0 hrs 7-13 <2.5 
GPSnet – Benalla 1
st
 May 2006 
12.0 hrs 8-13 <2.5 
GPSnet – Mt. Buller 1
st
 May 2006 
12.0 hrs 8-13 <2.5 
CP01_South-Top 1
st
 May 2006 
5.0 hrs 5-9 <5.5 
 
Campaign 2: August 2006 
Control marks 
STATION DATE/DURATION SATELLITES PDOP 
GPSnet – Albury 22
nd
 Aug 2006 
8.0 hrs 7-12 <2.5 
GPSnet – Benalla 22
nd
 Aug 2006 
8.0 hrs 7-12 <2.5 
GPSnet – Mt. Buller 22
nd
 Aug 2006 
8.0 hrs 7-12 <2.5 
CP02_North-Top 22
nd
 Aug 2006 
7.0 hrs 5-10 <5.5 
GPSnet – Albury 24
th
 Aug 2006 
11.0 hrs 7-12 <2.5 
GPSnet – Benalla 24
th
 Aug 2006 
11.0 hrs 7-12 <2.5 
GPSnet – Mt. Buller 24
th
 Aug 2006 
11.0 hrs 7-12 <2.5 
CP01_South-Top 24
th
 Aug 2006 
8.5 hrs 5-10 <5 
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Campaign 4: August 2007: 
Aerial photography acquisition & target coordination 
STATION DATE/DURATION SATELLITES PDOP 
CP01_South-Top 20
th
 Aug 2007 
7.0 hrs 7-11 <3 
CP02_North-Top 20
th
 Aug 2007 
4.5 hrs 7-10 <3 
PCT_SP01 20
th
 Aug 2007 
15 mins 9-10 <2 
PCT_SP02 20
th
 Aug 2007 
25 mins 7-10 <2.5 
PCT_SP03 20
th
 Aug 2007 
15 mins 8 <2 
PCT_SP04 20
th
 Aug 2007 
20 mins 8 <2 
 
Campaign 5: November 2007: 
Target coordination 
(One session only for PCTs) 
STATION DATE/DURATION SATELLITES PDOP 
CP01_South-Top 6
th
 Nov 2007 
8.0 hrs 6-11 <5.5 
CP02_North-Top 6
th
 Nov 2007 
7.5 hrs 6-12 <5.5 
PCT_T01 6
th
 Nov 2007 
30 mins 6-7 <5.5 
PCT_T02 6
th
 Nov 2007 
15 mins 6-7 <5.5 
PCT_T03 6
th
 Nov 2007 
15 mins 8-9 <2.5 
PCT_T04 6
th
 Nov 2007 
15 mins 6 <4.5 
PCT_T05 6
th
 Nov 2007 
20 mins 6-7 <3 
PCT_T06 6
th
 Nov 2007 
15 mins 8-9 <2.5 
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APPENDIX IV: Network adjustment procedure 
The steps undertaken to reach final coordinates, for CP01_South-Top and CP02_North-Top, and PCT 
are detail below. Each set of points underwent a free-net adjustment first, to check for any gross 
errors, before any constrained adjustments.  
 
Outline of steps when undertaking a network adjustment is listed below and is followed by detailed 
explanations of each step: 
Step 1. Change coordinates and properties of ‘known’ points 
Step 2. Process Baselines, and check reports 
Step 3. Perform a ‘free-net’ adjustment; i.e. no fixed points, and check network adjustment 
report. Perform adjustment in WGS projection. 
Step 4: Check Network Adjustment Report, if residuals are satisfactory then proceed onto a 
fully constrained adjustment 
Step 5. Change adjustment projection to project datum (ITRF) 
Step 6. Change adjustment settings 
Step 7. Hold known points fixed and adjust twice 
Step 8. Check Network Adjustment Report, if residuals are satisfactory, these are the final 
coordinates. 
 
 APPENDIX – 244 
 
Steps 1 and 2:  
1. Change coordinates and properties of ‘known’ points 
2. Process Baselines, and check reports 
TGO™ uses the WAVE Baseline Processor. Baseline processing uses carrier phase information 
and code observations to obtain 3-dimensional GPS baselines between survey points. 
Observations that can be processed through this methods are, static, rapid-static and kinematic 
data. Baselines are only computed for GPS receivers that recorded data at simultaneously.  
 
Changing the coordinates and properties of points before the baseline processing allows points 
that have more significance more weight, when post-processing. For example, if a control mark 
was used, the coordinates would be modified to match published ones, and the attribute to ‘control 
quality’. This point would then have more weight than a point that was attributed with ‘survey 
quality’, or ‘unknown quality’. 
 
Parameters that can be modified prior to baseline processing include elevation mask (in degrees), 
ephemeris (broadcast or precise) used and solution type (fixed, float or code). Other advanced 
processing settings are also available for modifying. After baseline processing is complete a report 
is generated and each baseline processed is given a tag or ‘level of acceptance’ (pass, flag or fail) 
which are based on the advanced processing settings. These tags help determine the quality of 
the solutions, and identify problems. The results from the baseline processing are used as the a 
priori for network adjustments.  The quality indicators that are used are Root Mean Square (RMS), 
ratio and Reference Variance (RV). 
- RMS: A low RMS value is desired, this indicates the accuracy of the point 
measurement, and relates to the radius of the error circle. 
- Ratio: A high ratio is desired, this calculated from the probability of correctness of the 
current best set of integers to the probability of correctness of the next-best set of 
integers. The integers are the number of wavelengths for each satellite. A high ratio 
indicates that the set of integers are better than other integer sets. 
- RV: This value shows how well the observed data fits the baseline solution. 
 
This project only collected static and rapid-static GPS data. Simultaneous data processed for this 
project were, between GPSnet stations, between GPSnet stations and control marks, between 
control marks, and between control marks and PCT. Baseline processing for this project used a 
13° elevation mask, broadcast ephemeris and wanted a fixed solution type. Stations that had 
known coordinates were entered.  
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Step 3: 
 Perform a ‘free-net’ adjustment; that is. no fixed points. Perform adjustment in WGS84 
projection. 
In the TGO™ Users Guide, the ‘free-net’ adjustment is referred to as a ‘minimally constrained 
adjustment’. The free-net adjustment is performed in WGS84 because this is the native datum for 
GPS. This is to show whether or not and how well the observed points fit together, without any 
outside influences. The results from a ‘free-net’ adjustment are used to determine the class of a 
survey. 
 
 
Step 4: 
Check Network Adjustment Report, if statistical indicators are satisfactory then proceed onto a 
fully constrained adjustment. 
Results of any adjustment are presented in a report that shows the quality of the network through 
different indicators. Particular indicators to evaluate are:  
- Network Reference Factor: This value refers to how well the pre-adjustment errors 
match the post-adjustment errors. These are known as a priori errors and a posteriori 
errors, respectively. This value should be close to 1.0, values which are higher 
indicate that error estimates were underestimated, and values below indicate that 
errors estimates were overestimated. This value also shows if the random errors in 
the observations are acceptable.  
- Degrees of Freedom:  The amount of redundancy in the network. The larger the 
number the more redundancy there is in the network. The value reflects the number of 
independent observations used in the adjustment.  
- Chi-Square Test: This indicator identifies how well the adjustment network fits 
together. The reference factor and degrees of freedom influence this indicator, as well 
as how the network fits together mathematically. It is a pass or fail criteria. 
- Tau value: The value is computed from a frequency distribution and is based on the 
number of observations, degrees of freedom and probability percentage, usually 95%. 
The tau value is used to show how well an observation fits in with others in the 
adjustment. If the residual from and observation exceeds this tau value it is flagged as 
an outlier.  
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Step 5, 6 and 7: 
5. Change adjustment projection to project datum (ITRF)  
6. Change adjustment settings 
7. Hold known points fixed and adjust twice 
The adjustment should be undertaken in the project datum, in this project the datum is 
GDA94/MGA94 Zone 55. 
 
The adjustment weighting strategy scalar type should be set to alternative. This means after the 
first adjustment the network reference factor value is used to scale the network during the second 
adjustment. After the second adjustment the network reference factor should be 1.0. It is not 
advisable to adjust a second time if the network reference factor is too large. 
 
Points from the larger and more established network are held fixed using their published 
coordinates. The adjustment is constrained by these points and the projection datum. This is also 
referred to as a ‘fully constrained’ adjustment. Results from a constrained adjustment are used to 
determine the local uncertainty (also known as order) of the survey and points. For this project 
coordinates used from the larger network of points was zero order, this restricts the Falls Creek 
survey to zero order or below. 
 
 
Step 8:  
Check Network Adjustment Report, if residuals and statistical indicators are satisfactory, these 
are the final coordinates. 
The results of a constrained adjustment are presented in the same manner as a free-net 
adjustment. Since particular points have been constrained some statistical results may be larger 
than results from free-net adjustments. 
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APPENDIX V: GPSnet station certificates 
Regulation 13 Certificate (Australian Government, 2007), for Benalla, Mount Buller and 
Albury GPSnet stations. Although the documents state verification date to be in 2006, these 
documents were not available until about September 2007. 
 
Benalla – September 2007 
 
 APPENDIX – 248 
Mount Buller – September 2007 
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Albury – September 2007 
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APPENDIX VI: GPS survey coordinates 
• Easting, Northing, Ellipsoidal height (h) and Elevation (H) 
o Elevation is Australian Height Datum (AHD), modelled using AusGeoid98 
• GDA94/MGA94, Zone 55 
 
Final coordinates from Network Adjustment 1 and 2. 
 Easting (m) Northing (m) h (m) H (m) 
Benalla 411 050.621 5 955 262.207 186.993 177.557 
Mount Buller 451 123.248 5 888 846.229 1597.770 1586.895 
Albury 492 396.524 6 007 447.450 197.648 185.424 
CP01_South-Top 
(averaged) 524 879.463 5 919 200.748 1767.533 1753.131 
CP02_North-Top 525 015.519 5 919 394.872 1758.845 1744.439 
 
Final coordinates from Network Adjustment 3 and 4. 
 
Easting (m) Northing (m) h (m) H (m) 
PCT_SP01 525 336.817 5 918 508.458 1637.851 1623.437 
PCT_SP02 524 814.570 5 918 590.006 1623.938 1609.537 
PCT_SP03 524 704.871 5 919 493.732 1758.923 1744.527 
PCT_SP04 525 198.661 5 919 549.399 1692.625 1678.214 
PCT_T01 525 380.551 5 918 482.231 1631.774 1617.358 
PCT_T02 524 807.422 5 918 602.468 1623.957 1609.556 
PCT_T03 524 717.469 5 919 481.088 1757.116 1742.720 
PCT_T04 525 248.503 5 919 488.404 1680.925 1666.513 
PCT_T05 525 002.700 5 919 019.630 1716.708 1702.302 
PCT_T06 525 003.090 5 919 329.793 1758.237 1743.831 
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Final coordinates for Temporary Check Points 
 Easting (m) Northing (m) h (m) H (m) 
Rstat_1 524 946.543 5 919 144.399 1742.169 1727.765 
Rstat_2 524 999.030 5 918 952.657 1704.168 1689.762 
Rstat_3 524 921.896 5 918 807.603 1669.852 1655.448 
Rstat_4 525 085.078 5 919 142.027 1743.260 1728.853 
Rstat_5 525 094.326 5 919 078.688 1728.596 1714.188 
Rstat_6 525 278.201 5 918 937.290 1702.165 1687.752 
Rstat_7 525 253.527 5 918 836.669 1687.630 1673.218 
Rstat_8 525 288.358 5 918 715.638 1669.858 1655.445 
Rstat_9 525 280.239 5 918 560.839 1649.129 1634.716 
Rstat_10 525 170.687 5 918 671.633 1658.857 1644.446 
Rstat_11 525 172.677 5 918 476.194 1626.692 1612.282 
Rstat_12 524 826.005 5 919 602.955 1723.837 1709.437 
Rstat_13 524 912.048 5 919 618.221 1705.364 1690.962 
Rstat_14 525 034.820 5 919 498.152 1722.242 1707.836 
 
No-snow RTK GPS points 
NAME EASTING NORTHING ELEVATION 
A1-01 524946.515 5919144.419 1727.788 
A1-02 524952.268 5919142.976 1727.590 
A1-03 524958.041 5919141.419 1727.566 
A1-04 524963.824 5919139.935 1727.192 
A1-05 524969.576 5919138.296 1726.957 
A1-06 524975.357 5919136.684 1726.982 
A1-07 524981.039 5919135.253 1727.161 
A1-08 524986.812 5919133.462 1727.202 
A1-09 524990.567 5919132.182 1727.599 
A1-10 524992.467 5919131.618 1727.719 
A1-11 524998.189 5919129.874 1727.970 
A1-12 525003.972 5919128.494 1728.582 
A1-13 524935.295 5919067.242 1709.472 
A1-14 524941.302 5919066.801 1709.330 
A1-15 524947.285 5919066.426 1709.469 
A1-16 524953.238 5919066.174 1709.616 
A1-17 524959.238 5919065.958 1709.776 
A1-18 524965.181 5919065.635 1710.022 
A1-19 524971.597 5919064.624 1710.078 
A1-20 524977.518 5919063.802 1710.199 
A1-21 524983.468 5919063.170 1710.396 
A1-22 524989.387 5919062.585 1710.970 
A1-23 524995.353 5919061.932 1711.435 
A1-24 525001.270 5919060.953 1711.837 
A1-25 524999.023 5918952.659 1689.725 
A1-26 524993.595 5918954.749 1689.304 
A1-27 524988.061 5918957.024 1688.852 
A1-28 524982.516 5918959.187 1688.479 
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A1-29 524976.933 5918961.354 1688.251 
A1-30 524971.421 5918963.573 1688.135 
A1-31 524965.713 5918965.181 1687.996 
A1-32 524960.007 5918967.032 1687.989 
A1-33 524954.289 5918968.798 1687.776 
A1-34 524948.526 5918970.465 1687.769 
A1-35 524942.817 5918972.232 1687.811 
A1-36 524937.056 5918973.907 1687.788 
A1-37 524931.007 5918973.826 1687.205 
A2-01 524921.893 5918807.624 1655.452 
A2-02 524924.835 5918807.393 1655.678 
A2-03 524927.824 5918807.183 1655.712 
A2-04 524930.804 5918806.999 1655.648 
A2-05 524933.796 5918806.827 1655.671 
A2-06 524936.777 5918806.669 1655.728 
A2-07 524939.761 5918806.451 1655.811 
A2-08 524942.767 5918806.250 1655.905 
A2-09 524945.760 5918806.107 1656.020 
A2-10 524948.764 5918806.134 1656.189 
A2-11 524949.671 5918789.415 1651.769 
A2-12 524944.716 5918789.031 1651.444 
A2-13 524939.740 5918789.115 1651.137 
A2-14 524934.747 5918788.928 1650.802 
A2-15 524929.788 5918788.573 1650.417 
A2-16 524924.831 5918788.271 1649.897 
A2-17 524919.976 5918788.112 1649.028 
A2-18 524898.865 5918744.836 1632.874 
A2-19 524903.272 5918742.687 1632.634 
A2-20 524907.654 5918740.322 1632.327 
A2-21 524911.999 5918737.842 1632.337 
A2-22 524916.353 5918735.507 1632.440 
A2-23 524920.757 5918733.146 1632.281 
A2-24 524925.239 5918731.020 1632.184 
A2-25 524929.613 5918728.713 1631.806 
A2-26 524934.053 5918726.505 1631.354 
A2-27 524938.439 5918724.192 1630.921 
A2-28 524942.918 5918722.004 1630.492 
A2-29 524947.303 5918719.780 1630.026 
A2-30 524951.665 5918717.344 1629.758 
A2-31 524955.715 5918714.507 1629.493 
A2-32 524959.558 5918711.329 1629.385 
A2-33 524963.287 5918708.162 1628.848 
A3-01 525085.089 5919142.034 1728.851 
A3-02 525082.826 5919140.049 1729.117 
A3-03 525079.965 5919138.914 1729.498 
A3-04 525077.190 5919137.876 1730.290 
A3-05 525074.337 5919136.977 1730.157 
A3-06 525071.426 5919136.091 1730.844 
A3-07 525068.777 5919134.967 1730.528 
A3-08 525065.991 5919133.865 1730.330 
A3-09 525063.094 5919133.127 1730.360 
A3-10 525060.180 5919132.363 1730.546 
A3-11 525057.229 5919131.783 1730.861 
A3-12 525063.403 5919103.310 1724.696 
A3-13 525067.639 5919106.385 1725.129 
A3-14 525071.493 5919109.431 1725.349 
A3-15 525075.012 5919112.757 1725.845 
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A3-16 525078.888 5919115.870 1725.884 
A3-17 525082.709 5919118.949 1725.935 
A3-18 525086.339 5919121.754 1725.913 
A3-19 525090.210 5919124.741 1726.182 
A3-20 525094.161 5919127.806 1726.183 
A3-21 525097.936 5919130.929 1725.869 
A3-22 525104.674 5919127.764 1723.974 
A3-23 525101.690 5919123.832 1724.022 
A3-24 525098.857 5919120.113 1724.080 
A3-25 525095.741 5919115.968 1724.353 
A3-26 525093.309 5919111.897 1723.240 
A3-27 525091.080 5919107.452 1722.501 
A3-28 525088.763 5919103.105 1721.852 
A3-29 525086.386 5919098.681 1721.532 
A3-30 525084.184 5919093.899 1720.626 
A3-31 525081.227 5919089.343 1719.617 
A3-32 525078.510 5919085.259 1718.883 
A3-33 525075.367 5919081.418 1718.219 
A3-34 525073.842 5919079.867 1718.107 
A3-35 525094.326 5919078.707 1714.335 
A4-01 525278.128 5918937.235 1687.752 
A4-02 525275.697 5918932.778 1687.687 
A4-03 525273.324 5918928.597 1687.559 
A4-04 525270.404 5918924.562 1687.332 
A4-05 525267.437 5918920.595 1686.731 
A4-06 525264.335 5918916.706 1686.515 
A4-07 525261.039 5918912.985 1686.507 
A4-08 525258.420 5918908.325 1686.588 
A4-09 525255.118 5918904.261 1686.707 
A4-10 525252.054 5918900.318 1686.974 
A4-11 525248.474 5918896.966 1686.177 
A4-12 525244.836 5918893.356 1685.898 
A4-13 525241.148 5918890.047 1685.459 
A4-14 525237.317 5918886.567 1685.016 
A4-15 525233.685 5918882.918 1684.783 
A4-16 525230.600 5918878.737 1684.342 
A4-17 525222.318 5918851.236 1680.476 
A4-18 525226.606 5918854.073 1680.606 
A4-19 525230.810 5918856.623 1680.600 
A4-20 525235.151 5918859.023 1680.423 
A4-21 525239.098 5918861.712 1680.441 
A4-22 525243.543 5918864.973 1680.580 
A4-23 525247.832 5918867.772 1680.546 
A4-24 525252.381 5918870.112 1680.101 
A4-25 525256.095 5918873.597 1680.205 
A4-26 525260.078 5918876.365 1680.088 
A4-27 525263.954 5918879.658 1680.209 
A4-28 525267.975 5918882.421 1680.111 
A4-29 525271.126 5918884.386 1680.043 
A4-30 525274.881 5918888.009 1680.304 
A4-31 525277.940 5918892.229 1680.712 
A4-32 525252.433 5918849.505 1675.841 
A4-33 525248.557 5918846.506 1675.647 
A4-34 525245.119 5918842.731 1675.355 
A4-35 525241.192 5918839.069 1675.037 
A4-36 525237.422 5918837.104 1675.296 
A4-37 525253.510 5918836.718 1673.220 
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A4-38 525288.368 5918715.663 1655.444 
A5-01 525289.307 5918749.092 1661.277 
A5-02 525284.064 5918750.174 1661.189 
A5-03 525278.353 5918751.331 1660.965 
A5-04 525273.507 5918752.500 1660.787 
A5-05 525268.632 5918753.696 1660.613 
A5-06 525263.958 5918755.106 1660.430 
A5-07 525259.451 5918756.744 1660.085 
A5-08 525254.799 5918759.005 1659.953 
A5-09 525250.203 5918760.600 1659.671 
A5-10 525246.017 5918761.861 1659.449 
A5-11 525241.313 5918764.107 1660.036 
A5-12 525238.375 5918754.205 1658.230 
A5-13 525242.446 5918750.550 1657.689 
A5-14 525246.609 5918747.730 1657.702 
A5-15 525250.596 5918745.431 1657.838 
A5-16 525255.027 5918742.709 1657.959 
A5-17 525259.264 5918739.718 1658.013 
A5-18 525263.922 5918737.527 1658.518 
A5-19 525267.449 5918734.406 1658.245 
A5-20 525271.455 5918731.415 1657.779 
A5-21 525275.716 5918728.577 1657.393 
A5-22 525280.415 5918726.070 1656.983 
A5-23 525284.136 5918722.933 1656.582 
A5-24 525288.374 5918715.658 1655.439 
A5-25 525290.550 5918688.375 1650.972 
A5-26 525295.411 5918687.160 1650.821 
A5-27 525300.421 5918686.392 1650.807 
A5-28 525305.096 5918685.463 1650.814 
A5-29 525310.250 5918684.017 1650.665 
A5-30 525315.296 5918683.713 1650.460 
A5-31 525320.107 5918682.726 1650.176 
A5-32 525278.765 5918690.142 1651.068 
A5-33 525273.764 5918689.847 1650.700 
A5-34 525269.090 5918688.462 1650.193 
A5-35 525265.062 5918686.051 1649.534 
A6-01 525280.261 5918560.815 1634.685 
A6-02 525297.941 5918565.614 1635.795 
A6-03 525293.109 5918564.000 1635.360 
A6-04 525288.489 5918562.518 1635.051 
A6-05 525283.770 5918561.381 1634.782 
A6-06 525278.859 5918560.458 1634.681 
A6-07 525274.002 5918559.662 1634.864 
A6-08 525269.045 5918558.846 1634.980 
A6-09 525271.998 5918538.557 1632.024 
A6-10 525276.900 5918539.983 1632.048 
A6-11 525281.644 5918541.038 1631.904 
A6-12 525286.436 5918542.354 1631.858 
A6-13 525291.530 5918543.376 1631.697 
A6-14 525296.591 5918544.413 1631.217 
A6-15 525301.508 5918545.349 1630.818 
A6-16 525300.714 5918524.645 1627.169 
A6-17 525296.123 5918522.576 1626.993 
A6-18 525291.537 5918520.822 1626.735 
A6-19 525286.897 5918518.975 1626.792 
A6-20 525282.317 5918517.156 1626.964 
A6-21 525277.711 5918515.307 1627.169 
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A6-22 525272.959 5918513.826 1627.552 
A6-23 525278.769 5918470.001 1619.882 
A6-24 525283.883 5918470.259 1619.543 
A6-25 525288.869 5918470.590 1619.454 
A6-26 525293.812 5918470.518 1619.174 
A6-27 525298.805 5918470.366 1618.901 
A6-28 525303.748 5918470.310 1618.610 
A6-29 525308.758 5918470.247 1618.397 
A6-30 525313.194 5918470.593 1618.349 
A6-31 525317.868 5918471.456 1618.444 
A6-32 525322.299 5918473.657 1618.668 
A6-33 525326.759 5918475.821 1618.664 
A6-34 525331.345 5918477.692 1618.490 
A6-35 525335.951 5918479.587 1618.443 
A7-01 525170.696 5918671.636 1644.455 
A7-02 525178.651 5918667.893 1642.444 
A7-03 525184.578 5918665.299 1641.060 
A7-04 525190.011 5918662.997 1639.979 
A7-05 525195.537 5918660.829 1639.539 
A7-06 525201.432 5918658.949 1639.731 
A7-07 525207.007 5918657.055 1639.926 
A7-08 525208.441 5918641.419 1638.105 
A7-09 525202.389 5918642.255 1637.747 
A7-10 525196.664 5918643.402 1637.424 
A7-11 525190.935 5918644.495 1638.005 
A7-12 525185.132 5918645.591 1638.590 
A7-13 525179.635 5918646.665 1638.805 
A7-14 525186.393 5918627.304 1635.145 
A7-15 525193.247 5918624.490 1634.665 
A7-16 525198.798 5918623.972 1635.431 
A7-17 525192.278 5918609.361 1632.787 
A7-18 525189.387 5918610.241 1632.756 
A7-19 525186.441 5918611.034 1632.016 
A7-20 525183.614 5918611.878 1632.570 
A7-21 525180.785 5918612.720 1632.582 
A7-22 525177.942 5918613.621 1633.533 
A7-23 525175.309 5918614.441 1634.370 
A7-24 525151.794 5918551.694 1621.218 
A7-25 525157.581 5918549.835 1620.416 
A7-26 525163.182 5918547.981 1620.293 
A7-27 525168.839 5918546.257 1620.974 
A7-28 525174.370 5918544.188 1621.735 
A7-29 525179.718 5918542.239 1622.443 
A7-30 525172.691 5918476.206 1612.246 
A7-31 525167.984 5918480.239 1611.534 
A7-32 525163.401 5918481.356 1611.100 
A7-33 525158.385 5918482.262 1610.872 
A7-34 525152.905 5918483.483 1610.526 
A7-35 525148.225 5918484.848 1610.257 
A7-36 525143.358 5918486.125 1609.570 
A7-37 525138.657 5918486.874 1609.609 
A7-38 525144.661 5918443.298 1604.440 
A7-39 525137.285 5918444.639 1604.280 
A7-40 525128.770 5918448.149 1604.112 
A8-01 525034.766 5919498.146 1707.767 
A8-02 525025.119 5919483.936 1712.854 
A8-03 525029.867 5919482.606 1712.823 
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A8-04 525035.088 5919481.208 1712.491 
A8-05 525040.044 5919480.326 1712.380 
A8-06 525044.944 5919479.673 1712.451 
A8-07 525049.881 5919479.316 1712.497 
A8-08 525054.459 5919479.275 1711.771 
A8-09 525059.336 5919483.993 1710.004 
A8-10 525055.597 5919486.972 1709.410 
A8-11 525051.257 5919489.975 1708.868 
A8-12 525047.157 5919492.460 1708.558 
A8-13 525043.213 5919495.408 1707.847 
A8-14 525039.321 5919498.104 1707.288 
A8-15 525035.225 5919500.597 1706.970 
A8-16 525050.971 5919518.236 1701.104 
A8-17 525054.779 5919515.737 1701.263 
A8-18 525058.885 5919512.840 1701.832 
A8-19 525063.255 5919510.835 1702.092 
A8-20 525067.187 5919519.004 1699.496 
A8-21 525063.457 5919521.722 1698.866 
A8-22 525059.619 5919524.369 1698.369 
A8-23 525055.502 5919527.337 1697.863 
A8-24 525014.388 5919479.339 1715.680 
A8-25 525018.956 5919476.769 1715.777 
A8-26 525023.464 5919474.792 1715.948 
A8-27 525028.310 5919474.587 1715.447 
A8-28 525033.556 5919474.600 1715.089 
A8-29 525038.453 5919473.682 1714.752 
A8-30 525042.783 5919471.839 1715.050 
A8-31 525047.800 5919470.315 1715.489 
A9-01 524875.371 5919564.040 1709.505 
A9-02 524872.616 5919565.840 1708.771 
A9-03 524870.173 5919567.593 1708.241 
A9-04 524867.995 5919569.445 1707.655 
A9-05 524865.510 5919571.020 1707.327 
A9-06 524863.095 5919572.805 1707.180 
A9-07 524860.899 5919574.785 1706.838 
A9-08 524858.604 5919576.618 1706.520 
A9-09 524856.179 5919578.405 1706.165 
A9-10 524854.144 5919580.425 1706.129 
A9-11 524852.012 5919582.418 1706.465 
A9-12 524858.644 5919590.534 1702.512 
A9-13 524860.799 5919588.560 1703.295 
A9-14 524863.093 5919586.814 1703.850 
A9-15 524865.177 5919584.701 1704.217 
A9-16 524867.492 5919582.831 1704.329 
A9-17 524869.776 5919580.900 1704.234 
A9-18 524871.795 5919578.771 1704.187 
A9-19 524874.040 5919577.184 1704.569 
A9-20 524876.440 5919575.581 1704.892 
A9-21 524878.953 5919574.220 1705.198 
A9-22 524881.170 5919572.664 1705.740 
A9-23 524890.953 5919588.393 1700.443 
A9-24 524888.074 5919589.721 1699.982 
A9-25 524885.327 5919590.817 1699.689 
A9-26 524882.684 5919592.139 1699.303 
A9-27 524879.796 5919593.194 1699.111 
A9-28 524877.187 5919594.682 1698.926 
A9-29 524874.610 5919596.198 1698.541 
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A9-30 524871.970 5919597.660 1698.384 
A9-31 524869.186 5919598.633 1698.375 
A9-32 524866.720 5919600.201 1698.357 
A9-33 524863.991 5919601.527 1698.689 
A9-34 524825.999 5919602.978 1709.359 
A9-35 524912.033 5919618.242 1690.958 
A10-01 524836.165 5919573.192 1713.370 
A10-02 524785.008 5919558.181 1722.497 
A10-03 524789.176 5919555.523 1722.180 
A10-04 524793.074 5919552.552 1721.893 
A10-05 524797.008 5919549.378 1721.491 
A10-06 524801.061 5919546.848 1721.160 
A10-07 524805.108 5919543.809 1720.768 
A10-08 524808.754 5919540.373 1720.783 
A10-09 524812.098 5919536.743 1720.966 
A10-10 524828.579 5919561.223 1715.182 
A10-11 524824.752 5919564.294 1715.664 
A10-12 524820.721 5919567.609 1715.910 
A10-13 524816.863 5919570.112 1716.150 
A10-14 524813.043 5919573.095 1716.401 
A10-15 524808.796 5919575.441 1716.709 
A10-16 524804.359 5919577.478 1717.196 
A10-17 524800.618 5919580.498 1717.737 
A10-18 524825.479 5919605.270 1709.312 
A10-19 524827.481 5919603.128 1708.947 
A10-20 524829.406 5919600.814 1708.560 
A10-21 524831.465 5919598.614 1708.283 
A10-22 524833.054 5919595.968 1708.244 
A10-23 524834.739 5919593.314 1708.117 
A10-24 524836.542 5919591.082 1707.948 
A10-26 524840.779 5919586.510 1707.758 
A10-27 524842.675 5919584.223 1707.720 
A10-28 524865.666 5919606.608 1697.844 
A10-29 524861.619 5919609.448 1698.555 
A10-30 524857.248 5919612.249 1699.301 
A10-31 524853.512 5919615.173 1699.727 
A10-32 524849.515 5919618.037 1700.267 
A10-33 524845.715 5919620.951 1700.992 
A10-34 524842.345 5919624.695 1701.767 
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Snow RTK GPS points 
NAME EASTING NORTHING ELEVATION 
A1-01 524946.546 5919144.449 1729.458 
A1-03 524958.067 5919141.457 1728.460 
A1-05 524969.568 5919138.296 1728.355 
A1-07 524981.079 5919135.290 1728.216 
A1-09 524990.578 5919132.214 1728.318 
A1-11 524998.190 5919129.910 1728.816 
A1-13 524935.244 5919067.302 1710.364 
A1-15 524947.307 5919066.445 1710.120 
A1-17 524959.228 5919065.979 1710.663 
A1-19 524971.634 5919064.622 1710.862 
A1-21 524983.428 5919063.163 1711.446 
A1-23 524995.314 5919061.917 1712.073 
A1-27 524988.042 5918957.019 1689.848 
A1-29 524976.965 5918961.334 1689.174 
A1-31 524965.715 5918965.204 1688.759 
A1-33 524954.254 5918968.759 1688.585 
A1-35 524942.797 5918972.203 1688.492 
A1-37 524931.039 5918973.803 1688.192 
A2-01 524921.907 5918807.620 1656.916 
A2-03 524927.857 5918807.210 1656.502 
A2-05 524933.785 5918806.814 1656.428 
A2-07 524939.754 5918806.500 1656.625 
A2-09 524945.748 5918806.108 1657.009 
A2-11 524949.664 5918789.433 1652.807 
A2-12 524944.719 5918789.017 1652.366 
A2-13 524939.731 5918789.164 1652.012 
A2-14 524934.724 5918788.916 1651.595 
A2-15 524929.729 5918788.587 1651.339 
A2-16 524924.803 5918788.240 1651.083 
A2-17 524919.985 5918788.106 1650.858 
A2-18 524898.816 5918744.810 1633.820 
A2-19 524903.281 5918742.732 1634.078 
A2-20 524907.644 5918740.329 1634.898 
A2-21 524911.961 5918737.879 1634.711 
A2-22 524916.287 5918735.534 1634.386 
A2-23 524920.703 5918733.099 1634.139 
A2-24 524925.192 5918731.006 1633.868 
A2-25 524929.597 5918728.696 1633.402 
A2-26 524934.052 5918726.514 1633.162 
A2-27 524938.477 5918724.200 1632.768 
A2-29 524947.283 5918719.758 1631.678 
A2-31 524955.720 5918714.478 1630.752 
A2-33 524963.315 5918708.214 1630.199 
A3-01 525085.079 5919141.967 1729.655 
A3-03 525079.982 5919138.988 1730.206 
A3-05 525074.278 5919137.042 1730.824 
A3-07 525068.807 5919135.003 1731.122 
A3-09 525063.010 5919133.149 1731.428 
A3-11 525057.284 5919131.751 1731.892 
A3-13 525067.641 5919106.441 1725.755 
A3-15 525075.022 5919112.717 1726.463 
A3-17 525082.647 5919118.952 1726.678 
A3-19 525090.174 5919124.811 1726.961 
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A3-21 525097.952 5919131.015 1726.605 
A3-23 525101.780 5919123.843 1725.055 
A3-25 525095.683 5919116.043 1724.705 
A3-27 525091.053 5919107.367 1723.482 
A3-29 525086.322 5919098.743 1722.711 
A3-31 525081.288 5919089.423 1721.264 
A3-33 525075.375 5919081.504 1719.478 
A3-35 525094.281 5919078.689 1715.089 
A4-01 525278.162 5918937.291 1688.381 
A4-03 525273.355 5918928.608 1688.508 
A4-05 525267.390 5918920.587 1687.725 
A4-07 525261.037 5918912.941 1687.256 
A4-09 525255.086 5918904.246 1687.449 
A4-11 525248.448 5918896.942 1686.917 
A4-13 525241.084 5918890.065 1686.158 
A4-15 525233.643 5918882.903 1685.603 
A4-17 525222.314 5918851.216 1681.470 
A4-19 525230.871 5918856.627 1681.397 
A4-21 525239.055 5918861.738 1681.420 
A4-23 525247.890 5918867.747 1681.450 
A4-25 525256.107 5918873.626 1681.234 
A4-27 525264.043 5918879.689 1681.226 
A4-29 525271.146 5918884.365 1681.006 
A4-31 525277.907 5918892.170 1681.684 
A4-33 525248.518 5918846.542 1676.666 
A4-35 525241.184 5918839.031 1676.100 
A4-37 525253.540 5918836.792 1674.217 
A5-01 525289.321 5918749.110 1662.168 
A5-03 525278.347 5918751.288 1661.993 
A5-05 525268.670 5918753.661 1661.838 
A5-07 525259.462 5918756.825 1661.287 
A5-09 525250.184 5918760.562 1660.958 
A5-11 525241.326 5918764.086 1661.186 
A5-13 525242.376 5918750.598 1658.792 
A5-15 525250.618 5918745.392 1658.891 
A5-17 525259.295 5918739.756 1659.270 
A5-19 525267.393 5918734.401 1659.312 
A5-21 525275.692 5918728.598 1658.429 
A5-23 525284.159 5918722.870 1657.532 
A5-25 525290.514 5918688.326 1652.081 
A5-27 525300.382 5918686.452 1652.835 
A5-29 525310.289 5918683.992 1652.369 
A5-32 525278.701 5918690.079 1651.922 
A5-33 525273.753 5918689.804 1651.780 
A5-34 525269.031 5918688.491 1651.213 
A5-35 525265.023 5918686.114 1650.546 
A6-01 525280.294 5918560.830 1635.741 
A6-03 525293.077 5918564.050 1636.089 
A6-05 525283.850 5918561.466 1635.748 
A6-07 525273.907 5918559.591 1635.792 
A6-09 525272.069 5918538.563 1632.997 
A6-11 525281.690 5918541.065 1632.807 
A6-13 525291.520 5918543.448 1632.517 
A6-15 525301.413 5918545.363 1632.060 
A6-17 525296.049 5918522.622 1627.853 
A6-19 525286.841 5918518.894 1627.846 
A6-21 525277.727 5918515.325 1628.264 
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A6-23 525278.818 5918470.072 1621.299 
A6-25 525288.816 5918470.640 1620.234 
A6-27 525298.739 5918470.438 1619.561 
A6-29 525308.717 5918470.300 1619.146 
A6-31 525317.889 5918471.503 1619.219 
A6-33 525326.789 5918475.853 1619.515 
A6-35 525335.949 5918479.536 1619.317 
A7-01 525170.734 5918671.693 1645.126 
A7-03 525184.570 5918665.395 1642.174 
A7-05 525195.458 5918660.762 1640.567 
A7-07 525207.047 5918656.993 1640.610 
A7-09 525202.447 5918642.181 1638.549 
A7-11 525190.989 5918644.533 1638.579 
A7-13 525179.597 5918646.727 1640.505 
A7-15 525193.315 5918624.557 1635.510 
A7-17 525192.326 5918609.297 1633.486 
A7-19 525186.484 5918611.007 1633.158 
A7-21 525180.848 5918612.774 1633.884 
A7-23 525175.236 5918614.473 1635.409 
A7-25 525157.559 5918549.813 1621.575 
A7-27 525168.824 5918546.322 1621.948 
A7-29 525179.750 5918542.321 1623.415 
A7-31 525168.035 5918480.298 1612.211 
A7-33 525158.349 5918482.325 1611.667 
A7-35 525148.222 5918484.894 1610.802 
A7-37 525138.682 5918486.806 1610.581 
A8-03 525018.967 5919476.711 1717.105 
A8-05 525028.346 5919474.566 1717.331 
A8-07 525038.536 5919473.613 1716.656 
A8-09 525047.781 5919470.269 1717.509 
A8-11 525049.936 5919479.313 1713.236 
A8-13 525040.011 5919480.345 1713.612 
A8-15 525029.867 5919482.597 1713.628 
A8-17 525035.204 5919500.529 1707.668 
A8-19 525043.149 5919495.438 1708.418 
A8-21 525051.274 5919490.017 1709.634 
A8-23 525059.330 5919484.037 1711.290 
A8-01 525034.799 5919498.100 1708.446 
A8-25 525058.921 5919512.851 1702.322 
A8-27 525050.982 5919518.185 1701.579 
A8-29 525059.550 5919524.394 1699.086 
A8-31 525067.206 5919518.960 1700.144 
A9-01 524875.383 5919564.057 1709.973 
A9-03 524870.249 5919567.609 1709.086 
A9-05 524865.506 5919570.968 1708.394 
A9-07 524860.872 5919574.798 1707.986 
A9-11 524851.980 5919582.416 1707.143 
A9-13 524860.817 5919588.634 1704.012 
A9-15 524865.118 5919584.726 1704.858 
A9-19 524874.048 5919577.253 1705.273 
A9-21 524878.948 5919574.317 1706.173 
A9-23 524890.913 5919588.415 1701.123 
A9-25 524885.246 5919590.721 1700.446 
A9-27 524879.739 5919593.108 1699.829 
A9-29 524874.577 5919596.290 1699.271 
A9-31 524869.211 5919598.556 1699.471 
A9-33 524863.954 5919601.472 1699.809 
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A10-03 524789.203 5919555.535 1723.433 
A10-05 524797.085 5919549.429 1722.985 
A10-07 524805.115 5919543.849 1721.989 
A10-09 524812.087 5919536.694 1722.049 
A10-11 524824.722 5919564.248 1716.287 
A10-13 524816.810 5919570.078 1716.855 
A10-15 524808.782 5919575.384 1717.655 
A10-17 524800.655 5919580.500 1718.336 
A10-19 524827.513 5919603.114 1709.435 
A10-21 524831.443 5919598.618 1709.050 
A10-23 524834.694 5919593.332 1708.920 
A10-25 524838.532 5919588.672 1708.649 
A10-27 524842.708 5919584.231 1708.901 
A10-29 524861.643 5919609.458 1698.925 
A10-31 524853.544 5919615.169 1700.427 
A10-33 524845.724 5919620.945 1701.975 
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APPENDIX VII: Flight planning 
Image specifications 
Pixel size: 12 microns 
Photograph size (in pixels): 7680 x 13824 pixels 
Photograph size (in cm): 9.2 x 16.6 cm 
Cross-track: 13824 pixels or 16.6 cm 
Along-track: 7680 pixels or 9.2 cm 
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Scale and Flying Height 
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Base-Height ratio 
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Pixel Variation 
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APPENDIX VIII: AAM Hatch – imagery reports and files 
Exterior Orientation files 
 
EO file accompanying the snow photography. Frame names have been altered to match Figure 5.3. 
 
 
EO file accompanying the no-snow photography. Frame names have been altered to match 
 Figure 5.3. 
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Snow photography report 
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No-snow photography report 
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APPENDIX IX: Snow and no-snow photography 
The following shows the second Set of photography. This Set is offset 120 m along the flight line from 
Set 1, shown in Figure 5.5 (no-snow), and Figure 5.6 (snow). 
 
 
 
  
(a)  (b)  (c)  (d)  (e)  
(f)  (g)  (h)  (i)  (j)  
No-snow photography, Set 2, thumbnails. 
  
(a)  (b)  (c)  (d)  (e)  
(f)  (g)  (h)  (i)  (j)  
Snow photography, Set 2, thumbnails
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APPENDIX X: Stereo-models in ISAE 
Stereo-models created in Image Station Automatic Elevations (ISAE) 
No-snow 
Set 1 
 
Model Name Left photo Right photo 
ns1101+ns1102 ns1101 ns1102 
ns1102+ns1103 ns1102 ns1103 
ns1103+ns1104 ns1103 ns1104 
ns1104+ns1105 ns1104 ns1105 
 
Model Name Left photo Right photo 
ns1206+ns1207 ns1206 ns1207 
ns1207+ns1208 ns1207 ns1208 
ns1208+ns1209 ns1208 ns1209 
ns1209+ns1210 ns1209 ns1210 
 
 
Set 2 
 
Model Name Left photo Right photo 
ns2101+ns2102 ns2101 ns2102 
ns2102+ns2103 ns2102 ns2103 
ns2103+ns2104 ns2103 ns2104 
ns2104+ns2105 ns2104 ns2105 
 
Model Name Left photo Right photo 
ns2206+ns2207 ns2206 ns2207 
ns2207+ns2208 ns2207 ns2208 
ns2208+ns2209 ns2208 ns2209 
ns2209+ns2210 ns2209 ns2210 
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Snow 
Set 1 
 
Model Name Left photo Right photo 
s1101+s1102 s1101 s1102 
s1102+s1103 s1102 s1103 
s1103+s1104 s1103 s1104 
s1104+s1105 s1104 s1105 
 
Model Name Left photo Right photo 
s1210+s1209 s1210 s1209 
s1209+s1208 s1209 s1208 
s1208+s1207 s1208 s1207 
s1207+s1206 s1207 s1206 
 
 
Set 2 
 
Model Name Left photo Right photo 
s2101+s2102 s2101 s2102 
s2102+s2103 s2102 s2103 
s2103+s2104 s2103 s2104 
s2104+s2105 s2104 s2105 
 
Model Name Left photo Right photo 
s2210+s2209 s2210 s2209 
s2209+s2208 s2209 s2208 
s2208+s2207 s2208 s2207 
s2207+s2206 s2207 s2206 
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APPENDIX XI: ISAE User interface window 
The following are the remaining modifiable parameters available in ISAE, which were presented 
within section 5.6.4. 
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(g) Terrain type and matching 
 Epipolar Line Distance: [Not modified, used default: 2] This parameter is linked to terrain 
type. Pre-defined terrain types have set values. Values relate to the rows that are 
scanned for interest points. For example, a value of 3 indicates that every third row is 
scanned. 
 
(h) Collection boundary 
 Boundary: [Not used] Two options can be available, given blockwise matching is not 
chosen. One is ‘entire model area’ whereby ISAE generates a DEM for the stereo-overlap 
area available. The other is ‘collection boundary’ where a predefined AOI has been 
created. Blockwise matching was described earlier. 
 
(i) More DTM extraction parameters 
 Columns and rows for correlation coefficient: [Not modified, used default: 5] This must be 
an odd number. It defines the size of the window or patch used to calculate the correlation 
coefficient, which determines if points are homogeneous. 
 Threshold for weights: [Not modified, used default: 0.35] The parameter relates to the 
robust finite-element model. It defines the threshold value for weighting observations. 
Observations that do not satisfy this threshold value are treated as outliers and are 
eliminated from the next iteration. The next iteration is the next level of the image pyramid, 
from coarse to fine resolution. 
 Interest point reduction: [Not modified, used default: selected] This specifies the reduction 
of interest points. 
 Factor: [Not modified, used default: 0.005] This is linked to interest point reduction 
parameter, if it is selected this parameter can be modified. Interest points can be reduced, 
therefore eliminating locally insignificant interest points, such as in areas of low texture. 
 
(j) Surface reconstruction 
 Keep grid width equal: [Not modified, always selected] This keeps the X and Y GW values the 
same. 
 Sigma: [Not modified, used default: 0.26] This relates to the theoretical precision of the three-
dimensional measured points on the surface. The surface is modelled using the principles of least 
squares, and this value sets a threshold for this adjustment. Sigma is computed by (sigma = 
pixel_size x scale x (1/base-height_ratio) (Z/I Imaging Corporation, 2005)  
 Adaptive Grid / Sampling factor / Hold Grid to multiples of grid width: [Not used] This automatically 
varies the GW within a given range (specified by the GW and sampling factor). This function is 
ideal for areas that have a mixture of terrain types, such as undulating, with sudden and large 
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changes in slope. ‘Sampling factor’ and ‘Hold Grid to multiples of grid width’ is used to restrict the 
adaptive grid widths. 
 
(k) Geomorphic Information 
 Use obscured areas: [Not used] Obscured areas that were created using ISDC are used to 
exclude areas during the terrain extraction process. The ‘expansion distance’ associated with the 
inclusion of obscured area is a weighting value. This value places less weight to points near the 
obscured areas. 
 
(l) Feature pyramid parameters 
 Largest OV to Use: [Not modified, used default: Full Resolution] This selects the largest over-view 
that ISAE will use to generate the DEM. Different resolutions are created of the image by ISAE, 
these different resolutions form an image pyramid. The tip of the pyramid is the coarsest, and 
increases in resolution until the image’s full resolution at its base. 
 Col for Convolution / Rows for Convolution: [Not modified, used default: 5/3] These parameters 
specify the rows and columns (size of window for calculating interest points, by summing the grey 
scale gradients. 
 Columns for non-maxima support: [Not modified, used default: 5] This relates to the point density 
for interest points. The parameter allows for insignificant interest points to be filtered out.  
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APPENDIX XII: GPS verses DEM transects 
No-snow transects 
 The following are the remaining transects for each survey area, which were presented in 
section 6.2.1. 
 Plots shown under Survey Area A7, have multiple transects within a graph, therefore 
exhibit, two or three discrete transects. 
 Some points were not part of transects and are shown below as individual point 
comparisons. 
  
    
 
 
 
 
  
Survey Area A1 
      
 
Survey Area A2 
      
  
Survey Area A3 
      
Survey Area A4 
      
 
  
Survey Area A5 
      
 
  
Survey Area A6 
      
 
  
Survey Area A7 
      
      
  
Survey Area A8 
      
      
 
  
Survey Area A9 
      
 
  
Survey Area A10 
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Snow transects 
 The following are the remaining transects for each survey area, which were presented in 
section 6.2.2. 
 Plots shown under survey area A6, A7, A8 and A9 have multiple transects within a 
graph, therefore exhibit, two or three discrete transects. 
 One point was not part of transect and is shown below as individual point comparisons. 
 
 
 
 
 
  
Survey Area A1 
      
 
Survey Area A2 
      
  
Survey Area A3 
      
 
Survey Area A4 
      
  
Survey Area A5 
      
 
Survey Area 6 
      
  
Survey Area A7 
      
 
 
  
Survey Area A8 
      
 
Survey Area A8 
 
 
Survey Area A9 
 
  
Survey Area A10 
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APPENDIX XIII: Snow density – remaining observations 
The following table shows the calculated density values from snow cores extracted from 
Campaign 4 (shaded) and Campaign 3 (not shaded). These observations/calculations were 
used to derive SWE estimates, as presented in section 7.2.2 and 7.3.3. The samples were 
summarised to show mean, range and standard deviation and were presented in Table 7.3. 
 
Sample 
site 
Density 
(g/cm3) 
Sample 
site 
Density 
(g/cm3) 
Sample 
site 
Density 
Sample 
site 
Density 
(g/cm3) 
Sample 
site 
Density 
(g/cm3) 
A1s1 0.5361 A2s1 0.6821 A3s1 0.6835 A4s1 0.4760 A5s1 0.8145 
A1s2 0.6699 A2s2 0.8772 A3s2 0.6196 A4s2 0.5769 A5s2 0.8016 
A1s3 0.5874 A2s3 0.8353 A3s3 0.6707 A4s3 0.6950 A5s3 0.8431 
A1s4 0.6463 A2s4 0.6843 A3s4 0.6521 A4s4 0.7420 A5s4 0.7699 
A1s5 0.6487 A2s5 0.7307 A3s5 0.5884 A4s5 0.7723 A5s5 0.7898 
A1s6 0.6196 A2s6 0.7833 A3s6 0.6509 A4s6 0.6716 A5s6 0.7802 
A1s7 0.6213 A2s7 0.7935 A3s7 0.5631 A4s7 0.7611 A5s7 0.8485 
A1s8 0.6103 A2s8 0.7585 A3s8 0.6811 A4s8 0.6069 A5s8 0.8488 
A1s9 0.5769 A2s9 0.8128 A3s9 0.6899 A4s9 0.6519 A5s9 0.7858 
A1s10 0.6273 A2s10 0.7291 A3s10 0.7115 A4s10 0.7195 A5s10 0.6930 
A6s1 0.2300 A7s1 0.3389 A8s1 0.5877 A9s1 0.3791 A10s1 0.5461 
A6s2 0.2575 A7s2 0.2937 A8s2 0.5032 A9s2 0.4838 A10s2 0.6709 
A6s3 0.3137 A7s3 0.2728 A8s3 0.4959 A9s3 0.5419 A10s3 0.7115 
A6s4 0.2511 A7s4 0.2482 A8s4 0.4777 A9s4 0.5190 A10s4 0.5687 
A6s5 0.3151 A7s5 0.3012 A8s5 0.6378 A9s5 0.4709 A10s5 0.7039 
A6s6 0.2545 A7s6 0.2794 A8s6 0.4813 A9s6 0.7283 A10s6 0.6519 
A6s7 0.2643 A7s7 0.2723 A8s7 0.6057 A9s7 0.6084 A10s7 0.6935 
A6s8 0.2837 A7s8 0.3202 A8s8 0.4674 A9s8 0.6112 A10s8 0.6264 
A6s9 0.2769 A7s9 0.2570 A8s9 0.5270 A9s9 0.5786 A10s9 0.7018 
A6s10 0.3256 A7s10 0.3012 A8s10 0.4616 A9s10 0.7091 A10s10 0.7232 
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The following are calculated density values from snow cores extracted from Campaign 2 – 
August 2006 (all sampled areas) and Campaign 3 – July 2007 (survey areas A2 and A3). These 
observations/calculations were not used to derive SWE estimates, as presented in section 7.2.2 
and 7.3.3. 
 
Campaign 2 – August 2006: Snow density derived from snow cores, per sample site 
A1s1 0.75995 A2s1 0.73807 A3s1 0.59649 A4s1 0.53799 
A1s2 0.67366 A2s2 0.76337 A3s2 0.59089 A4s2 0.63007 
A1s3 0.70444 A2s3 0.80637 A3s3 0.48886 A4s3 0.63648 
A1s4 0.73446 A2s4 0.57107 A3s4 0.50026 A4s4 0.53045 
A1s5 0.77410 A2s5 0.75668 A3s5 0.41857 A4s5 0.55272 
A1s6 0.68989 A2s6 0.72385 A3s6 0.47735 A4s6 0.54437 
A1a7 0.68626 A2a7 0.69802 A3a7 0.56053 A4a7 0.70086 
A1a8 0.62577 A2a8 0.74561 A3a8 0.57011 A4a8 0.47076 
A1a9 0.71617 A2a9 0.76028 A3a9 0.52634 A4a9 0.54298 
A1s10 0.71785 A2s10 0.72306 A3s10 0.59051 A4s1 0.75029 
 
A5s1 0.81806 A6s1 0.40056 A9s1 0.64071 
A5s2 0.74249 A6s2 0.39396 A9s2 0.65185 
A5s3 0.79328 A6s3 0.38280 A9s3 0.52337 
A5s4 0.78683 A6s4 0.36228 A9s4 0.37506 
A5s5 0.76778 A6s5 0.38139 A9s5 0.54391 
A5s6 0.71356 A6s6 0.38567 A9s6 0.35057 
A5a7 0.73729 A6a7 0.45967 A9a7 0.57223 
A5a8 0.62154 A6a8 0.41781 A9a8 0.53215 
A5a9 0.66837 A6a9 0.48020 A9a9 0.57963 
A5s10 0.56882 A6s10 0.43188 A9s10 0.49424 
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Campaign 3 – July 2007: Snow density derived from snow cores, per sample site 
A2s1 0.62592 A3s1 0.59961 
A2s2 0.61981 A3s2 0.47059 
A2s3 0.73644 A3s3 0.48485 
A2s4 0.44665 A3s4 0.57516 
A2s5 0.46567 A3s5 0.53968 
A2s6 0.66073 A3s6 0.42645 
A2a7 0.62694 A3a7 0.41898 
A2a8 0.58399 A3a8 0.52780 
A2a9 0.66259 A3a9 0.51948 
A2s10 0.60538 A3s10 0.51558 
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APPENDIX XIV: Reflectance plots 
Campaign 2: August 2006 
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Campaign 3: July 2007 
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Campaign 4: August 2007 
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APPENDIX XV: Refereed papers 
GPS surveys within Falls Creek for snow depth derivation and 
aerial photo control. 
Lee, C. Y., Silcock, D. M. and L. Holden (2009). GPS surveys within Falls Creek for snow depth 
derivation and aerial photo control. In: Ostendorf, B., Baldock, P., Bruce, D., Burdett, M. and P. 
Corcoran (eds.), Proceedings of the Surveying & Spatial Sciences Institute Biennial International 
Conference, Adelaide 2009, Surveying & Spatial Sciences Institute, pp. 845-856. ISBN: 978-0-
9581366-8-6. 
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Using remote sensing to estimate snow depth and snow water 
equivalence. 
Lee, C. Y., Jones, S. D. and C. J. Bellman (2009). Using remote sensing to estimate snow depth 
and snow water equivalence. In: Ostendorf, B., Baldock, P., Bruce, D., Burdett, M. and P. 
Corcoran (eds.), Proceedings of the Surveying & Spatial Sciences Institute Biennial International 
Conference, Adelaide 2009, Surveying & Spatial Sciences Institute, pp. 829-843. 
 
 APPENDIX – 333 
 APPENDIX – 334 
 APPENDIX – 335 
 APPENDIX – 336 
 APPENDIX – 337 
 APPENDIX – 338 
 APPENDIX – 339 
 APPENDIX – 340 
 APPENDIX – 341 
 APPENDIX – 342 
 APPENDIX – 343 
 APPENDIX – 344 
 APPENDIX – 345 
 APPENDIX – 346 
 APPENDIX – 347 
 
 APPENDIX – 348 
 
