With the microgrid revolution, each house will have the ability to meet its own energy needs locally from renewable energy sources such as solar or wind. However, real-time data gathering, energy management and control of renewable energy systems will depend mainly on the performance of the communications infrastructure. This paper describes the design of a communication network architecture using both wired and wireless technologies for monitoring and controlling distributed energy systems involving small-scale wind turbines and photovoltaic systems. The proposed communication architecture consists of three layers: device layer, network layer, and application layer. Two scenarios are considered: a smart-house and a smart-building. Various types of sensor nodes and measurement devices are defined to monitor the condition of the renewable energy systems based on the international electrotechnical commission standard. The OPNET Modeler is used for performance evaluation in terms of end-to-end (ETE) delay. The network performance is compared in view of ETE delay, reliability and implementation cost for three different technologies: Ethernet-based, WiFi-based, and ZigBee-based. OPEN ACCESS Energies 2015, 8 8717 Energies 2015, 8 8720 (a) (b) Figure 2. (a) AC microgrid; (b) DC microgrid.
Introduction
Recently, the integration of renewable energy systems into the electric power grid has received great attention in both academia and industry. It is expected that the eventual integration level of renewable energy systems will be vast, and their control will become more challenging [1] . As wind and solar power are the best-known and famous examples, the focus will be on these renewable energy systems. There are two types of renewable energy system: large-scale wind and solar farms located in remote areas, and small-scale wind turbines (WTs) and photovoltaic (PV) panels connected to the electric distribution system. The focus of this study will be small-scale renewable energy systems.
Nowadays, many customers and households have begun to install small-scale WTs and PV panels as standalone systems to meet some of their energy needs locally. The microgrid system can be defined as a low/medium voltage electric power system that contains renewable energy systems, an energy storage system, controllable loads, and an energy management system [2] . The size of a microgrid system can range from a single household to a large geographic area such as a campus. Energy consumers/producers such as a home, building, factory, or campus can use small-scale renewable energy systems to manage themselves either in island mode or connected to the main grid [3, 4] . The customer may feed the excess power into the grid or store it using energy storage systems to be used when needed. The communication infrastructure is considered the fundamental element that allows monitoring and control of the operation of the renewable energy systems. In addition, it enables the transfer of both measured information and control signals between the renewable energy systems and the control center [5] .
The deployment of renewable energy systems is considered key for enabling technology toward the future smart grid implementation that will change the way we produce and consume electricity. Under certain conditions, these systems will be able to supply the needed electricity to isolated/remote locations. However, managing and controlling the operation of renewable energy systems on a large scale will present many challenges [6] . In order to achieve reliable, secure, and cost-efficient operation of renewable energy systems, as well as the microgrid systems, information and communication technologies are considered an essential element. In this regard, many aspects of the communications technology need to be studied, and their performance should be investigated in order to make the smart-microgrid a reality.
Few papers in the literature have studied the communications infrastructure of small-scale renewable energy systems. In one study [7] , a hybrid solar-wind energy system was designed for domestic applications such as rural and remote areas. This system consisted of solar panels, wind generators, load controller, batteries, and inverter. The system could be operated in grid-connected mode as well as off-grid mode. In another study [8] , the authors designed and implemented a domestic solar-wind energy system that was monitored and controlled in real time. Measurement of current and voltage from the WT and the solar panels in the implemented system was carried out using three current sensors and three voltage sensors. Sharafat et al. [9] described a distributed Ethernet-based communication network for monitoring a hybrid system consisting of solar PV and a diesel power generator in a local electricity grid. Direct communications links were established between the hybrid system and the control center. Furthermore, the communication links were configured in a star topology. Rashidi et al. [10] proposed a cost-effective PV monitoring system using wireless technology (ZigBee). In order to monitor real-time measurements such as voltage, current, and power of each module, a graphical user interface was developed using LabView. A real microgrid project in Girona, Spain was presented by Salas et al. in [11] . The project was configured as a standalone system consisting of PV panels, a small WT, energy storage system (batteries), and micro combined heat and power. A cost-effective monitoring system was carried out using ZigBee technology. In [12] , Kang et al. implemented a condition monitoring and control system for a small-scale WT. It consists of data collection unit, control unit and a coordinator. The data collection units were used to collect data from various sensors such as temperature, pressure, humidity, wind speed and wind direction. ZigBee was used to communicate between the data collection units and the coordinator. Another study [13] applied the small wind generation system to a super high-rise building. Vibration and noise measurements were performed for both horizontal and vertical WT installations.
Few papers have studied the communications infrastructure and networking of small-scale renewable energy systems. Most research work has focused on the electric engineering and electric control aspects [14] . In order to monitor the behavior of small-scale renewable energy systems, different types of sensors should be considered. Furthermore, considering only one wired/wireless technology for the communication infrastructure is not the best solution because of the restrictions or obstacles that may exist in system deployment. The main objective of the current paper is to design communication network architecture for monitoring the behavior of renewable energy generation involving small-scale WTs and PV systems based on international electrotechnical commission standards. A simulation model using three different technologies: Ethernet-based, Wi-Fi-based and ZigBee-based, was designed using the OPNET Modeler. The performance of the proposed network models was evaluated with respect to end-to-end (ETE) delay for different architectures, including a smart-house and a smart-building. The major contributions of this work are as follows:
 Design of communication network architecture for monitoring and controlling small-scale distributed energy systems using both wired and wireless technologies.  Define the traffic profile and data packet size of renewable energy systems including small-scale WTs and PV systems.  Evaluate the performance using three different technologies: Ethernet-based, WiFi-based, and ZigBee-based architectures.  Compare the performance of communication networks with respect to the ETE delay, reliability and network cost for different architectures including a smart-house and a smart-building. Figure 1 shows a microgrid system including PV panels, small-scale WTs, and energy storage units. The microgrid system has two operation modes: a standalone mode and a grid-connected mode [15] .
Microgrid System

Microgrid Components
In the standalone mode, the microgrid could be isolated from the main power grid as a result of geographical isolation or failure of the main grid. According to the microgrid power balance, it may be operated in equilibrium mode, surplus mode, or shortage mode. In the grid-connected mode, the microgrid is viewed as an integral part of the electric power system. The microgrid operation is managed through a microgrid control center, which is responsible for real-time monitoring and also enables stable operation and control of all equipment in the system.
Figure 1.
Overview of a microgrid system with renewable energy resources (e.g., small-scale WTs and PV panels).
Microgrid Electric Topology
The microgrid configuration can be classified into three types: alternating current (AC) microgrid, direct current (DC) microgrid, and hybrid AC/DC microgrid [16, 17] . For the AC microgrid configuration, all the generating units with AC power output such as WTs are directly connected to the AC bus line. The units with DC power output such as the PV panels are connected to the AC bus using a DC/AC converter. The AC loads are directly connected to the AC bus whereas the DC loads need AC/DC power converters. The technology for the AC microgrid is now matured, and several AC microgrids have been constructed in several countries. The DC microgrid is a new concept for future power systems because most of the customer equipment needs DC power for its operation. In the near future, the DC microgrid will become an alternative for the AC microgrids. In this case, the energy storage units and PV systems would be easily connected to the DC bus line. However, for WTs AC/DC inverters will be need to be connected to the DC bus line. The hybrid AC/DC microgrid consists of both AC microgrids and DC microgrids, which are connected through an AC/DC converter. Each part has its own energy sources, energy storage, and loads. Figure 2 shows the configuration of AC microgrid and DC microgrid systems. 
Network Architecture for Small-Scale Renewable Energy Systems
The communication network is considered an essential component to ensure a reliable and stable renewable energy systems operation. When designing the microgrid communication network, the three major factors that should be considered are the microgrid components, traffic volume, and number of renewable energy systems. Figure 3 shows the three layers of communication architecture of the microgrid based on the smart grid coordination group [20] : the device layer, network layer, and application layer.
 The device layer represents various devices including sensor nodes and meters which are used to capture different measurements such as voltage, current, and temperature from the renewable energy units. Each renewable energy unit has a local controller. The local controller monitors and controls the operation of the renewable energy unit based on local measurements.  The network layer is used to connect the device layer components and the microgrid control center. The network layer should support real-time monitoring and control of the microgrid system. It can be established either using wired or wireless-based technologies.  The application layer is responsible for energy management and remote monitoring and control of the microgrid system. It includes the SCADA system that receives the measurement data via the network layer. 
Network Model of PV System
The PV power system is used to convert the solar energy into electricity. It consists of several modules connected to form module strings. The modules are connected in different topologies in series or parallel to form an array. The PV power system can be operated in a standalone mode, combined with other renewable energy sources, or connected to the main power system. The output voltage of the PV system may be affected if a fault occurs in any single module that may degrade the system output. Other factors that may degrade the system performance are shading and dust. In this study, the International Electrotechnical Commission (IEC) 61724 standard is used to describe general guidelines for monitoring and analysis of the PV systems [21] . Based on IEC 61724, we defined the real-time monitoring parameters of the PV system as given in Table 3 . All monitoring parameters should be continuously measured, and the sampling interval should be 1 min or less. Figure 4 shows the communication network for the PV system. To monitor the system continuously, different sensor nodes are installed that enable the control center operator to detect any fault and allow a rapid response to control the system operation. The monitored parameters include voltage, current, power, panel temperature, wind speed, air temperature, and irradiation sensors. All sensing data are collected at the control center level. 
Network Model of Small-Scale WT System
WTs can be classified based on power production into three types: utility scale, industrial scale, and residential scale. Large WTs are used for utility power generation in wind farms whereas small-scale WTs are better suited for residential and small business. In this study, the monitoring requirements of small-scale WTs are based on Commonwealth wind incentive program [22] and Ahmed et al. [23] . The measurement parameters include wind speed, wind direction, outdoor temperature, and turbine output power, as shown in Table 4 . The wind speed is measured by an anemometer and the wind direction is measured by a wind vane. Figure 5 shows the communication network for a small-scale WT. 
Network Model of Microgrid Control Center
The microgrid control center includes the human machine interface, energy management system, and data storage servers. It collects all information from renewable energy systems, energy storage systems, and loads through the communication networks.
Measuring Requirements for Sensor Data
This section shows the different measurements that should be considered in order to perform real-time monitoring of renewable energy systems. Table 5 lists all the measurements and their sampling frequency [24] . These sensors collect data and transmit them to the data collection unit (DCU), located at the WT or PV site. For each sensor node, we defined the measurement type, the sampling frequency, and the number of channels needed. As shown in Table 5 , we calculated the amount of data transferred per second from each sensor node to the DCU, assuming that each sample is represented by 16 bits (2 bytes) [25] . Data rate can be calculated according to Equation 1 where, Nc and fs represent the number of channels and sampling frequency, respectively.
Data rate 2
The total amount of traffic for a WT and a PV system can be calculated according to the number of sensors. Real-time measurements considered for WTs include wind speed, wind direction, temperature, humidity, pressure, frequency, and output power, whereas those for PV systems include voltage, current, wind speed, humidity, irradiation, and module temperature. 
Performance Evaluation
The OPNET Modeler is used to evaluate the performance of a microgrid system including small-scale renewable energy systems. The OPNET uses an object-oriented modeling approach to construct the models, which enables modeling of all types of networks and technologies. Two scenarios are considered: a smart-house and a smart-building. The network performance of the proposed network models is evaluated in terms of the following metrics: model is configured based on the IEC 61724 standards discussed in Section 3. The WT network model includes seven sensor nodes whereas the network model of the PV system consists of six sensor nodes. 
Smart-House Scenario
The configuration of the smart-house topology is set to 10 m × 10 m, where the server is located 10 m away from the renewable energy system (WT/PV). Three technologies are considered to build the communication network model: Ethernet, WiFi, and ZigBee. In the Ethernet-based architecture, all sensor nodes are connected to the DCU using dedicated wired communication links in a star configuration as shown in Figure 6a . In this configuration, Ethernet links are used to connect the sensor nodes and the DCU (Ethernet switch). The same link capacity is used between the DCU and the server. For the WiFi-based architecture, two different topologies are considered, with and without access point (AP). With an AP configuration, all sensor nodes are configured to send the sensing data to the AP, and then the AP relays the traffic to the server wirelessly as shown in Figure 6b . In the second configuration, without an AP, all sensor data are directly connected to the server. In the case of ZigBee-based architecture, the network configuration is similar to the Wi-Fi-based architecture without AP. The ZigBee network consists of two different devices, a coordinator node, and many end devices, as shown in Figure 6c . We configured the ZigBee network architecture as a star topology, which has the advantages of simple operation and lower power consumption for the sensor node battery compared with a mesh topology. Figure 7 shows the communication network architecture of small-scale standalone WT and PV system. The detailed OPNET nodal model used to build the communication network is given in Table 8 . We validated our simulation models by measuring the amount of received traffic at the server. For Ethernet-based architecture, Figure 8a shows a sample of the received traffic at the control center server from different sensors. The amount of traffic received at the server agrees with our calculation given in Table 5 . For ZigBee-based architecture, the total traffic received at the ZigBee coordinator agrees with our calculation of approximately 1.968 kbps and 11.616 kbps for WT and PV system, respectively, as shown in Figure 8b ,c. All received traffic is consistent with our calculations.
For the smart-house scenario, Figures 9 and 10 show the average ETE delay for the standalone WT and PV system, respectively, using three different communication technologies, Ethernet-based (a), WiFi-based (b), and ZigBee-based (c). The difference in total ETE delay between the WT and the PV system reflects the amount of transmitted data. Based on these results, fast Ethernet communication links represent the lowest delay, which is approximately 0.0398 ms in the case of a WT and 0.0428 ms for the PV system. The ZigBee-based architecture has the highest delay, 3.14 ms for the WT and 9.75 ms for the PV system. 
Smart-Building Scenario
Nowadays, many large buildings are integrating small-scale renewable energy sources such as solar or wind to produce some of their energy needs locally. In that case, the microgrid system represents a cheap and efficient solution compared with centralized power systems. In our model, it is the responsibility of the building to monitor, manage, and control the microgrid system. Communication infrastructure is an important component to enable real-time monitoring and control the operation of these systems. In a real scenario, there are different communication networks inside the building that are used for different applications. For example, one network is used for building automation systems such as building security, fire, and safety. Another network is used for energy management and grid integration systems. Other applications such as voice, video, and data can be managed by building management information technology networks [14] . Each network is separate from the others and has its own devices and protocols.
We considered renewable energy systems (WTs and PVs) that are integrated with the building and can be operated either in a grid-connected mode or island mode. Each building can include small WTs and PV units mounted on the rooftop. The OPNET model of the communication network architecture for integrating the renewable energy systems with the building is shown in Figure 11a . For the smart-building scenario, The communication network is considered based on reference [13] for a high-rise residential building in Seoul, South Korea. Two scenarios are considered: one-level dedicated network architecture and two-level shared network architecture. Wired-based and wireless-based architectures have been considered for a building with a height of 50 m. For the one-level dedicated network architecture, a data collection unit collects monitoring data from renewable energy systems through a wired/wireless system where the server is located in the center of level 1. For the two-level shared network architecture, a data collection unit in level 1 collects monitoring data from renewable energy systems and then a shared link is used to connect between the DCU and the control center server. Different scenarios are configured, simulated, and compared with respect to ETE delay. The renewable energy systems are located in an area of 100 m × 100 m. The number of renewable energy systems considered is 4 WTs, 6 WTs, 4 PVs, and 6 PVs. The next section explains the results of two architectures that have been studied for the smart-building scenario: one-level dedicated network architecture and two-level shared network architecture.
To validate the network model, we compared the calculated data transmission from the renewable energy systems with the amount of received traffic at the server. In Figure 12a , considering the case of 4 WTs as an example, the calculated sensing data for one wind speed sensor is 6 bytes/sec, thus the total received data from 4WTs is 24 bytes/s. The same results are verified for sensor nodes of humidity, power, and frequency. The total received sensing data in the case of ZigBee-based architecture is 7872 bytes/s for WTs, as shown in Figure 12b . Figure 13 shows the average ETE delay for the smart-building scenario. Taking four WTs as an example, it can be observed that the maximum delay in the case of Ethernet, WiFi, and ZigBee is 0.55 ms, 0.485 ms, and 4.98 ms, respectively. Table 9 lists the average ETE delay for the smart-building with the one-level dedicated network architecture scenario. Figure 11b shows the two-level communication network architecture for the smart-building. The communication medium used to connect among the WTs/PVs in our simulation is 10BaseT. The maximum cable length between the DCU and the renewable energy system is approximately 100 m. Two scenarios are considered, with and without background traffic. The background traffic is used to represent the shared medium when there is other traffic such as the building automation network or building energy management network. The average ETE delay with different percentages of background traffic is shown in Figure 14 . The amount of background traffic is configured in the link between the server and the DCU (level 2) as 50% (5 Mbps) and 75% (7.5 Mbps). It can be observed from the simulation results that the Ethernet delay increases as the background traffic increases. The details of average ETE delay for different scenarios are given in Table 10 . 
Reliability
In this work, the reliability is used as a measure to show how reliable the communication network during data transmission. We define the reliability as the ratio of bits of data successfully received to bits of data transmitted [26, 27] as shown in Equation (2).
Successfully received data in bits Transmitted data in bits (2) Table 11 shows the reliability results for the smart-house and the smart-building scenarios. Reliability with 100% means the communication network is reliable and all transmitted data received successfully. In OPNET Modeler, the simulation results of received data show that the reliability is 100% for Ethernet-based and WiFi-based architectures. In case of ZigBee-based architecture, the reliability of the smart-house scenario was 100%. However, the reliability was decreased with increasing the number of monitored PV units due to data drop. For example, the network reliability for ZigBee-based architecture in smart-building scenario is about 99.9827%. The retransmission of data drop will improve the system reliability but the delay will be increased. 
Network Cost
The communication network cost can be divided into two parts: cost of active devices (chip module, network switches and routers) and cost of passive components (network cables) [18, 26] . The total cost of communication network can be calculated based on Equation (3).
where, CActive and CPassive represent the costs of active devices and passive components, respectively. Equations (4)- (6) show the total network cost for Ethernet-based (CEthernet), WiFi-based (CWiFi) and ZigBee-based (CZigBee) architectures, where, CCM, CESW, CCable, and CAP represent the costs of chip module, Ethernet switch, network cable and access point, respectively. For example, the total network cost for Ethernet-based architectures represents the equipment cost of the Ethernet switch and the costs of network cables. Table 12 shows the implementation cost for different communication technologies scenarios based on [26] . Compared with Zigbee-based architecture, extra network cables are needed in Ethernet-based architecture. Also, an AP can be used to extend the network range in case of WiFi-based architecture. 
Conclusions
In this paper, we proposed three alternative communication network architectures for monitoring the behavior of small-scale renewable energy system with small WTs and PVs. We defined the measurement requirements, traffic profile, and data packet size of renewable energy systems according to the IEC standard. We also explored network architectures and topologies using both wireless and wired technologies. The proposed communication network architectures were modeled and simulated by an OPNET Modeler. Our simulator was validated by comparing the amount of received traffic at the server with results of numerical analysis. Two scenarios were considered: a smart-house and a smart-building.
For the smart-house scenario, we observed that the average ETE delay for the PV system was approximately 0.409 ms, 0.476 ms, and 9.75 ms for Ethernet (10 Mbps), WiFi (54 Mbps) and ZigBee (250 kbps), respectively. Simulation results of the proposed architectures were within the upper boundary of 4 ms required for power system protection except for the ZigBee-based architecture. For the smart-building scenario, the average ETE delay for the four PV systems was approximately 0.595 ms, 0.497 ms, and 13.35 ms for Ethernet (10 Mbps), WiFi (54 Mbps), and ZigBee (250 kbps), respectively. For the Ethernet-based architectures under background traffic, the average ETE delay was approximately 0.747 ms and 1.039 ms for background of 50% and 75%, respectively. Also, the simulation results of the smart-building were within the upper boundary of 4 ms. Reliability results were higher than 98%, which conform the three communication technologies as suitable candidates for monitoring small-scale renewable energy system in the customer premises domain. The main contribution of this work is the development of a cost-effective and efficient communication network for monitoring and controlling small-scale renewable energy systems. The results highlight the performance of different information and communication technologies for small-scale renewable energy installations. Future work aims to expand the network model for large-scale installations of renewable energy systems with different technologies.
