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Abstract
There are ten chapters in this dissertation, which focuses on nine contents:
growth estimates for a class of subharmonic functions in the half plane; growth
estimates for a class of subharmonic functions in the half space; a generalization
of harmonic majorants; properties of limit for Poisson integral; a lower bound
for a class of harmonic functions in the half space; the Carleman formula of sub-
harmonic functions in the half space; a generalization of the Nevanlinna formula
for analytic functions in the right half plane; integral representations of harmonic
functions in the half plane; integral representations of harmonic functions in the
half space.
The outline of the paper is arranged as follows:
Chapter 1 presents the background, basic notations, some basic definitions,
lemmas, theorems and propositions of the research;
In Chapter 2, we prove that a class of subharmonic functions represented by
the modified kernels have the growth estimates at infinity in the upper half plane
C+, which generalizes the growth properties of analytic functions and harmonic
functions;
In Chapter 3, a class of subharmonic functions represented by the modified
kernels are proved to have the growth estimates at infinity in the upper half space
of Rn, which generalizes the growth properties of analytic functions and harmonic
functions;
In Chapter 4, we extend the harmonic majorant of a nonnegative and sub-
harmonic function in C+ to the harmonic majorant represented by the modified
Poisson kernel and to the upper half space;
In Chapter 5, we extend the properties of limit for Poisson integral in the
upper half plane to the properties of limit for Poisson integral represented by the
modified Poisson kernel and to the upper half space;
In Chapter 6, we derive a lower bound for a class of harmonic functions in
the upper half space of Rn from the upper bound by using the generalization of
the Carleman formula for harmonic functions in the upper half space and the gen-
eralization of the Nevanlinna formula for harmonic functions in the upper half
ball;
In Chapter 7, the object of this chapter is to generalize the Carleman formula
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for harmonic functions in the upper half plane to subharmonic functions in the
upper half space;
In Chapter 8, we generalize the Nevanlinna formula for analytic functions to
the right half plane;
In Chapter 9, using a modified Poisson kernel in the upper half plane, we
prove that a harmonic function u(z) in the upper half plane with its positive part
u+(z) = max{u(z),0} satisfying a slowly growing condition can be represented
by its integral in the boundary of the upper half plane, the integral representation
is unique up to the addition of a harmonic polynomial, vanishing in the boundary
of the upper half plane and that its negative part u−(z) = max{−u(z),0} can be
dominated by a similar slowly growing condition, this improves some classical
results about harmonic functions in the upper half plane;
In Chapter 10, using a modified Poisson kernel in the upper half space, we
prove that a harmonic function u(x) in the upper half space with its positive part
u+(x) = max{u(x),0} satisfying a slowly growing condition can be represented
by its integral in the boundary of the upper half space, the integral representation
is unique up to the addition of a harmonic polynomial, vanishing in the boundary
of the upper half space and that its negative part u−(x) = max{−u(x),0} can be
dominated by a similar slowly growing condition, this improves some classical
results about harmonic functions in the upper half space.
KEY WORDS: harmonic function, subharmonic function, modified Poisson
kernel, modified Green function, growth estimate, the upper half plane, the upper
half space, harmonic majorant, the properties of limit, lower bound, Carleman
formula, Nevanlinna formula, integral representation.
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Chapter 1
Introduction
The present chapter consists of three sections with the first providing the back-
ground for the research project; the second presenting the basic notations; the
third section providing us some basic definitions, lemmas, theorems and proposi-
tions.
1.1 Background
A complex-valued function h on an open subset Ω of the complex plane C is called
harmonic on Ω if h ∈C2(Ω) and
△h ≡ 0
on Ω. Here
△h = ∂
2h
∂x2 +
∂2h
∂y2
is the Laplacian of h. We often assume that Ω is a region (that is, an open and
connected set) even when connectivity is not needed, and we are mainly interested
in the case in which Ω is a disk or half plane.
Harmonic functions arise in the study of analytic functions (we use the terms
analytic and holomorphic synonymously). If f is analytic on a region Ω, then by
the Cauchy-Riemann equations, each of the functions f , f , ℜ f is harmonic on Ω.
The theory of harmonic functions is needed in the study of analytic functions on
a disk or half plane.
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Harmonic functions-the solutions of Laplace’s equation-play a crucial role in
many areas of mathematics, physics, and engineering. So it is necessary to extend
harmonic functions to Rn, where n denotes a fixed positive integer greater than 1.
Let Ω be an open, nonempty subset of Rn. A twice continuously differentiable,
complex-valued function u defined on Ω is harmonic on Ω if
△u ≡ 0,
where△=D21+ · · ·+D2n and D2j denotes the second partial derivative with respect
to the jth coordinate variable. The operator △ is called the Laplacian, and the
equation △u≡ 0 is called Laplace’s equation.
We let x = (x1, · · · ,xn) denote a typical point in Rn and let |x| = (x21 + · · ·+
x2n)
1/2 denote the Euclidean norm of x.
The simplest nonconstant harmonic functions are the coordinate functions;
for example, u(x) = x1. A slightly more complex example is the function on R3
defined by
u(x) = x21 + x
2
2−2x23 + ix2.
As we will see later, the function
u(x) = |x|2−n
is vital to harmonic function theory when n > 2; it is obvious that this function is
harmonic on Rn−{0}.
We can obtain additional examples of harmonic functions by differentiation,
noting that for smooth functions the Laplacian commutes with any partial deriva-
tive. In particular, differentiating the last example with respect to x1 shows that
x1|x|−n is harmonic on Rn−{0} when n > 2.
The function x1|x|−n is harmonic on Rn−{0} even when n = 2. This can be
verified directly or by noting that x1|x|−2 is a partial derivative of log |x|, a har-
monic function on R2−{0}. The function log |x| plays the same role when n = 2
that |x|2−n plays when n > 2. Notice that limx→∞ log |x|= ∞, but limx→∞ |x|2−n =
0; note also log |x| is neither bounded above nor below, but |x|2−n is always posi-
tive. These facts hint at the contrast between harmonic function theory in the plane
and in higher dimensions. Another key difference arises from the close connection
between holomorphic and harmonic functions in the plane-a real-valued function
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on Ω ⊂ R2 is harmonic if and only if it is locally the real part of a holomorphic
function. No comparable result exists in highter dimensions.
Let Ω be a region in the complex plane. A real-valued function u on an open
subset Ω of the complex plane C is defined to be subharmonic if u ∈C2(Ω) and
△u ≥ 0
on Ω. A broader definition that relaxes the smoothness assumption and permits
u to take the value −∞. Examples of subharmonic functions include log | f |,
log+ | f | = max(log | f |,0) and | f |p(0 < p < ∞), where f is any analytic function
on Ω.
Elementary properties of subharmonic functions are often one-sided versions
of properties of harmonic functions. For example, a subharmonic function u on Ω
has a sub-mean value property:
u(a)≤ 1
2pi
Z 2pi
0
u(a+Reiθ)dθ.
This property characterizes subharmonic functions.
One of the most fundamental results in the theory of subharmonic functions is
due to F. Riesz and states that any such function u(x) can be locally written as the
sum of a potential plus a harmonic function, i.e.
u(x) = p(x)+h(x).
In other words, if u(x) is subharmonic in a domain D in Rm, there exists a positive
measure dµ, finite on compact subsets of D, and uniquely determined by u(x),
such that if E is a compact subset of D and
p(x) =
{ R
E log |x−ξ|dµeξ, if m = 2,
−RE |x−ξ|2−mdµeξ if m > 2,
then
h(x) = u(x)− p(x).
is harmonic in the interior of E.
By means of this theorem many of the local properties of subharmonic func-
tions can be deduced from those of potentials such as p(x). The mass distribution
dµ also plays a fundamental role in more delicate questions concerning u. Thus
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for instance if m = 2 and u(z) = log | f (z)|, where f is a regular function of the
complex variable z, then µ(E) reduces to the number of zeros of f (z) on the set E.
From this point of view the main difference between this case and that of a general
subharmonic function is that in the latter case the ”zeros” can have an arbitrary
mass distribution instead of occurring in units of one.
In higher dimension we may regard dµ as the gravitational or electric charge,
giving rise to the potential p(x). For this reason the theory of subharmonic func-
tions is frequently called potential theory.
We now come to a famous problem in harmonic function theory: given a con-
tinuous function f on S, does there exist a continuous function function u on B,
with u harmonic on B, such that u = f on S? If so, how do we find u? This is
Dirichlet problem for the ball.
The Dirichlet problem of the upper half plane is to find a function u satisfying
u ∈C2(C+),
∆u = 0,z ∈ C+,
lim
z→xu(z) = f (x) nontangentially a.e.x ∈ ∂C+,
where f is a measurable function of R. The Poisson integral of the upper half
plane is defined by
u(z) = P[ f ](z) =
Z
R
P(z,ξ) f (ξ)dξ. (1.1.1)
As we all know, the Poisson integral P[ f ] exists if
Z
R
| f (ξ)|
1+ |ξ|2 dξ < ∞.
We will generalize these results from harmonic functions to subharmonic func-
tions.
Write the subharmonic function
u(z) = v(z)+h(z), z ∈ C+,
where v(z) is the harmonic function defined by (1.1.1), h(z) is defined by
h(z) =
Z
C+
G(z,ζ)dµ(ζ)
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and G(z,ζ) is called Green function.
Hayman [26] has proved that the asymptotic behaviour of subharmonic func-
tions
u(z) = o(|z|), as |z| → ∞
holds everywhere in the upper half plane outside some exceptional set of disks
under the following conditions:
Z
R
| f (ξ)|
1+ |ξ|2 dξ < ∞
and Z
C+
η
1+ |ζ|2 dµ(ζ)< ∞,
where µ is a positive Borel measure and ζ = ξ+ iη.
The first aim in this dissertation is to extend the classic results to the modified
Poisson kernel Pm(z,ξ) and the modified Green function Gm(z,ζ). That is to say,
if
v(z) =
Z
R
Pm(z,ξ) f (ξ)dξ,
h(z) =
Z
C+
Gm(z,ζ)dµ(ζ),
we will prove that the asymptotic behaviour of subharmonic functions
v(z) = o(y1−α|z|m+α), as |z| → ∞
holds everywhere in the upper half plane outside some exceptional set of disks
under the following conditions:
Z
R
| f (ξ)|
1+ |ξ|2+m dξ < ∞
and Z
C+
η
1+ |ζ|2+m dµ(ζ)< ∞.
Next, we can also conclude that the asymptotic behaviour of subharmonic
functions
u(z) = o
(
y1−
α
p (log |z|) 1q |z| γp+ 1q−2+αp ), as |z| → ∞
5
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holds everywhere in the upper half plane outside some exceptional set of disks by
replacing the two conditions above into
Z
R
| f (ξ)|p
(1+ |ξ|)γ dξ < ∞
and Z
C+
ηp
(1+ |ζ|)γ dµ(ζ)< ∞,
where 1 < p < ∞, 1p +
1
q = 1 and 1− p < γ < 1+ p.
On the other hand, we will generalize these results from the upper half plane
to the upper half space.
The Dirichlet problem of the upper half space is to find a function u satisfying
u ∈C2(H),
∆u = 0,x ∈ H,
lim
x→x′
u(x) = f (x′) nontangentially a.e.x′ ∈ ∂H,
where f is a measurable function of Rn−1. The Poisson integral of the upper half
space is defined by
u(x) = P[ f ](x) =
Z
Rn−1
P(x,y′) f (y′)dy′.
As we all know, the Poisson integral P[ f ] exists if
Z
Rn−1
| f (y′)|
1+ |y′|n dy
′ < ∞.
Write the harmonic function
v(x) =
Z
Rn−1
Pm(x,y′) f (y′)dy′, x ∈ H,
Siegel-Talvila [38] have proved that the asymptotic behaviour of
v(x) = o(x1−nn |x|m+n), as |x| → ∞
holds everywhere in the upper half space outside some exceptional set of balls
under the following condition:
Z
Rn−1
| f (y′)|
1+ |y′|n+m dy
′ < ∞.
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We will generalize these results from harmonic functions to subharmonic func-
tions, then we will obtain some further results.
In addition, we also discuss some other problems about harmonic and sub-
harmonic functions, such as the generalization of harmonic majorants, properties
of limit for Poisson integral, the Carleman formula and Nevanlinna formula and
integral representations.
1.2 Basic Notations
Let C denote the complex plane with points z = x+ iy, where x,y∈R. The bound-
ary and closure of an open Ω of C are denoted by ∂Ω and Ω respectively. The
upper half plane is the set C+ = {z = x+ iy ∈ C : y > 0}, whose boundary is
∂C+. We identify C with R×R and R with R×{0}, with this convention we then
have ∂C+ = R.
A twice continuously differentiable function u(z) defined on an open set Ω is
harmonic if △u ≡ 0, where △ = ∂2∂x2 + ∂
2
∂y2 is Laplace operator in z. We write BR
and ∂BR for the open ball and the circle of radius R in C centered at the origin and
B+R = BR
TC+ and ∂B+R for the open upper half ball and the upper half circle of
radius R in C centered at the origin.
Similarly, let Rn(n≥ 3) denote the n-dimensional Euclidean space with points
x = (x1,x2, · · · ,xn−1,xn) = (x′,xn), where x′ ∈ Rn−1 and xn ∈ R. The boundary
and closure of an open Ω of Rn are denoted by ∂Ω and Ω respectively. The upper
half space is the set H = {x = (x′,xn) ∈Rn : xn > 0}, whose boundary is ∂H . We
identify Rn with Rn−1 ×R and Rn−1 with Rn−1 ×{0}, with this convention we
then have ∂H = Rn−1, writing typical points x, y ∈Rn as x = (x′,xn), y = (y′,yn),
where x′ = (x1,x2, · · · ,xn−1), y′ = (y1,y2, · · ·yn−1) ∈ Rn−1 and putting
x · y =
n
∑
j=1
x jy j = x′ · y′+ xnyn, |x|=
√
x · x, |x′|=
√
x′ · x′.
where |x| is the Euclidean norm.
A twice continuously differentiable function u(x) defined on an open set Ω is
harmonic if △xu ≡ 0, where △x = ∂2∂x21 +
∂2
∂x22
+ · · ·+ ∂2∂x2n is Laplace operator in x.
The upper half space H is the set H = {x = (x′,xn) ∈ Rn : xn > 0,}. We write
BR and ∂BR for the open ball and the sphere of radius R in Rn centered at the
7
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origin and B+R = BR
T
H and ∂B+R for the open upper half ball and the upper half
sphere of radius R in Rn centered at the origin. In the sense of Lebesgue measure
dx′= dx1 · · ·dxn−1, dx= dx′dxn and let σ denote (n−1)-dimensional surface-area
measure.
Throughout the dissertation, let A denote various positive constants indepen-
dent of the variables in question.
1.3 Preliminary Results
In this section, we will introduce some definitions, lemmas, theorems and propo-
sitions that will be used in the following chapters.
Definition A1[34] Let X be a metric space. A function u : X → [−∞,∞) is said to
be upper semicontinuous or usc if
{x : u(x)< a}
is an open set in X for each real number a, or, equivalently, if for every x ∈ X,
limsup
y→x
u(y)≤ u(x).
Definition A2[34] Let Ω be an open set in the complex plane. We say that a
function u : Ω → [−∞,∞) is subharmonic on Ω if
(1) u is usc on Ω;
(2) for every open set A with compact closure A⊆Ω and every continuous function
h : A→ (−∞,∞) whose restriction to A is harmonic, if u≤ h on ∂A, then u≤ h on
A.
Definition A3[34] Let u be subharmonic on a region Ω, u 6= −∞, and let h be
harmonic on Ω. We say that h is a harmonic majorant for u if h≥ u on Ω. We say
that h is a least harmonic majorant for u if
(1) h is a harmonic majorant for u;
(2) if f is any harmonic majorant for u in Ω, then h ≤ f on Ω.
Lemma A1[34] Let g(x) be a nonnegative and nondecreasing function on [0,1).
Let p(x) be any nonnegative measurable function on (0,1) such that
0 <
Z a
0
p(t)dt < ∞
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for every a ∈ (0,1) and Z 1
0
p(t)dt = ∞.
Then
lim
x↑1
g(x) = sup
0<r<1
R 1
0 g(t)p(λt)dtR 1
0 p(λt)dt
.
Lemma A2[34] Let V (z) be nonnegative and harmonic on Π and have a contin-
uous extension to Π = {z : ℑz ≥ 0}. Then
V (z) = cy+
y
pi
Z
∞
−∞
V (t)
(t− x)2 + y2 dt, y > 0,
where c is given by
c = lim
y→∞
V (iy)
y
.
Lemma A3[22] The polynomials av(x,ξ) are harmonic in x for fixed ξ, and con-
tinuous in x, ξ jointly for |ξ| 6= 0. If |x| = ρ, |ξ| = r > 0, we have the sharp
inequality
|av(x,ξ)| ≤ bv,mρ
v
rm+v−2
,
where bv,m = 1/v if m = 2, v ≥ 1;
bv,m = (v+m−3)(v+m−4) · · ·(v+1)/(m−1)!, m ≥ 3,v≥ 0.
Lemma A4[22] If |ξ|= r > 0, then Kq(x,ξ)−K(x,ξ) is harmonic in Rm. We set
|x|= ρ and have the following estimates
|Kq(x,ξ)| ≤ 4m+q ρ
q+1
rm+q−1
i f ρ≤ 1
2
r.
If q = 0, m = 2, we have
K0(x,ξ)≤ log(1+ρ/r),
while in all other cases
Kq(x,ξ,m)≤ 4m+q ρ
q
rm+q−2
inf{1, ρ
r
}.
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Theorem A1[34] For every continuous complex-valued function f on Γ there is a
unique continuous function h on D = DSΓ such that the restriction of h to Γ is f
and the restriction of h to D is harmonic. The function h is given on D by
h(z) =
Z
Γ
P(z,eit) f (eit)dσ(eit), z ∈ D.
Theorem A2[34] (Mean value property) If h is harmonic on a region Ω and
D(a,R)⊆Ω, then
h(a) = 1
2pi
Z 2pi
0
h(a+Reit)dt.
Theorem A3[34] (Maximum principle) A real-valued harmonic function h on an
open connected set Ω cannot attain either a maximum or a mimimum value in Ω
without reducing to a constant.
Theorem A4[34] A continuous function h on a region Ω has the mean value
property if and only if h is harmonic on Ω.
Theorem A5[34] Every nonnegative harmonic function h on the unit dist D has a
respresentation
h(z) =
Z
Γ
P(z,eit)dµ(eit), z ∈ D,
where µ is a finite nonnegative measure on Γ.
Theorem A6[34] (Herglotz and Riesz Representation Theorem) Let f be a ana-
lytic and satisfy ℜ f ≥ 0 on D. Then
f (z) =
Z
Γ
eiθ + z
eiθ− zdµ(e
iθ)+ ic, z ∈ D,
for some finite nonnegative Borel measure µ on Γ and some real constant c.
Theorem A7[34] (Stieltjes Inversion Formula) Let µ be a complex Borel measure
on Γ, and let on the unit dist D has a respresentation
h(z) =
Z
Γ
P(z,eit)dµ(eit), z ∈ D.
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Let γ = {eit : a < t < b} be an open arc on the unit circle with endpoints α = eia
and β = eib, 0 < b−a < 2pi. Then
lim
r↑1
1
2pi
Z b
a
h(reiθ)dθ = µ(γ)+ 1
2
µ({α})+ 1
2
µ({β}).
Theorem A8[34] Let u be usc on a region Ω in the complex plane. The following
are equivalent:
(1) u is subharmonic on Ω;
(2) for each a ∈ Ω and all sufficiently small R > 0, if p is a polynomial such that
u ≤ ℜp on ∂D(a,R), then u ≤ℜp on D(a,R);
(3) for each a ∈ Ω and all sufficiently small R > 0,
u(a)≤ 1
2pi
Z 2pi
0
u(a+Reiθ)dθ.
In this case, the properties expressed in (2) and (3) hold for all disks D(a,R) such
that D(a,R)⊆ Ω.
Theorem A9[34] (Maximum principle) Assume that u is subharmonic on a region
Ω. If there is a point z0 ∈ Ω suth that u(z0) ≥ u(z) for all z ∈ Ω, then u ≡ const.
in Ω.
Theorem A10[34] Assume that u is subharmonic in D(a,R) and u 6= −∞. If
0 < r1 < r2 < R, then
−∞ < 1
2pi
Z 2pi
0
u(a+ r1e
iθ)dθ ≤ 1
2pi
Z 2pi
0
u(a+ r2e
iθ)dθ.
Moreover, whether u(a) is finite or −∞,
lim
r↓0
1
2pi
Z 2pi
0
u(a+ reiθ)dθ = u(a).
Theorem A11[34] Let u be subharmonic in the unit disk D, u 6=−∞. There exists
a harmonic majorant for u if and only if
sup
0<r<1
1
2pi
Z 2pi
0
u(a+ reit)dt < ∞.
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In this case there is a least harmonic majorant h for u, and h is given by
h(z) = lim
r↑1
1
2pi
Z 2pi
0
P(z/r,eit)u(reit)dt
for all z ∈ D.
Theorem A12[34] (Poisson Representation) Every nonnegative harmonic func-
tion V (z) on Π has a representation
V (z) = cy+
y
pi
Z
∞
−∞
dµ(t)
(t− x)2 + y2 , y > 0,
where c≥ 0 and µ is a nonnegative Borel measure on (−∞,∞) such that
Z
∞
−∞
dµ(t)
1+ t2
< ∞.
Theorem A13[34] ( Nevanlinna Representation) Every holomorphic function F(z)
such that ℑF(z)≥ 0 for z ∈ Π has a representation
F(z) = b+ cz+ 1
pi
Z
∞
−∞
[
1
t− z −
t
1+ t2
]
dµ(t), y > 0.
where b = b, c ≥ 0, and µ is a nonnegative Borel measure on (−∞,∞) which
satisfies Z
∞
−∞
dµ(t)
1+ t2
< ∞.
Theorem A14[34] (Stieltjes Inversion Formula) Let V (z) be given by
V (z) = cy+
y
pi
Z
∞
−∞
dµ(t)
(t− x)2 + y2 , y > 0,
where c≥ 0 and µ is a nonnegative Borel measure satisfying
Z
∞
−∞
dµ(t)
1+ t2
< ∞.
If −∞ < a < b < ∞, then
lim
y↓0
Z b
a
V (x+ iy)dx = µ((a,b))+ 1
2
µ({a})+ 1
2
µ({b}).
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Theorem A15[34] (Fatou’s Theorem) Let
V (z) =
y
pi
Z
∞
−∞
dµ(t)
(t− x)2 + y2 , y > 0,
where µ is a nonnegative Borel measure on (−∞,∞) satisfying
Z
∞
−∞
dµ(t)
1+ t2
< ∞.
If dµ = Fdx+dµs is the Lebesgue decomposition of µ, then
lim
z→xV (z) = F(x)
nontangentially a.e. on (−∞,∞).
Theorem A16[34] Let F be holomorphic on D+(0,R) for some R> 0, and suppose
F 6= 0. Then F ∈ N+(D+(0,R)) if and only if
log |F(z)| ≤ R
2−|z|2
pi
Z pi
0
2yRsint
|Reit − z|2|Re−it − z|2 K(Re
it)dt
+
y
pi
Z R
−R
(
1
|t− z|2| −
R2
|R2− tz|2
)
K(t)dt
for all z ∈ D+(0,R) and some real-valued Borel function K(ζ) on Γ+(0,R) such
that Z pi
0
|K(Reit)|sintdt +
Z R
−R
|K(t)|(R2− t2)dt < ∞.
Theorem A17[1] (Mean value property) If u is harmonic on B(a,r), then u equals
the average of u over ∂B(a,r). More precisely,
u(a) =
Z
S
u(a+ rζ)dσ(ζ).
Theorem A18[1] (Solution of the Dirichlet problem for the ball) Suppose f is
continuous on S. Define u on B by
u(x) =
{
P[ f ](x) if x ∈ B,
f (x) if x ∈ S. (1.6)
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Then u is continuous on B and harmonic on B.
Theorem A19[1] If u is a continuous function on B that is harmonic on B, then
u = P[u|S] on B.
Theorem A20[1] (Solution of the Dirichlet problem for H) Suppose f is continu-
ous and bounded on Rn−1. Define u on H by
u(z) =
{
PH [ f ](z) if x ∈ H,
f (z) if x ∈ Rn−1. (1.6)
Then u is continuous on H and harmonic on H. Moreover,
|u| ≤ || f ||∞
on H.
Theorem A21[1] Suppose u is a continuous bounded function on H that is har-
monic on H. Then u is the Poisson integral of its boundary values. More precisely,
u = PH [u|Rn−1]
on H.
Theorem A22[33] (The Schwarz reflection principle) Suppose L is a segment of
the real axis, Ω+ is a region in Π+, and every t ∈ L is the center of an open disc
Dt such that Π+
T
Dt lies in Ω+. Let Ω− be the reflection of Ω+:
Ω− = {z : z in Ω+}.
Suppose f = u+ iv is holomorphic in Ω+, and
lim
n→∞v(zn) = 0
for every sequence {zn} in Ω+ which converges to a point of L.
Then there is a function F, holomorphic in Ω+SLS Ω−, such that F(z) =
f (z) in Ω+; this F satisfies the relation
F(z) = F(z) (z ∈Ω+∪L∪Ω−).
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Theorem A23[1] If u is positive and harmonic on H, then there exists a positive
Borel measure µ on Rn−1 and a nonnegative constant c such that
u(x,y) = cy+
Z
Rn−1
PH(z, t)dµ(t)
for all (x,y) ∈ H.
Theorem A24[26] (Hayman) Let
v(z) =
Z Z
C+
log
∣∣∣∣ζ− zζ− z
∣∣∣∣dµ(ζ)+ ypi
Z
∞
−∞
dν(t)
(t− x)2 + y2 ,
where dµ(ζ) and dν(t) are nonnegative Borel measures such that
Z Z
C+
ℑζ
1+ |ζ|2 dµ(ζ)< ∞,
Z
R
dν(t)
1+ t2
< ∞.
The asymptotic relation
v(z) = o(|z|), |z| → ∞
holds everywhere in C+ outside some exceptional set of disks of finite view.
Theorem A25[22] (Green’s Theorem) Suppose that D is an admissible domain
with boundary S in Rm and that u ∈C1 and v ∈C2 in D. Then
Z
S
u(x)
∂v
∂ndσ =−
Z
D
{
∑
v
∂u
∂xv
∂v
∂xv
+u∇2v
}
dx,
where
∇2 =
m
∑
v=1
∂2
∂x2v
is Laplace’s operator. Hence if u,v ∈C2 in D we have
Z
S
(
u
∂v
∂n − v
∂u
∂n
)
dσ =
Z
D
(v∇2u−u∇2v)dx.
Here ∂/∂n denotes differentiation along the inward normal into D.
Theorem A26[22] If D = D(0,R) and ξ a point of D, ξ′ = ξR2|ξ|−2, and if for
m = 2
g(x,ξ,D) = log |x−ξ
′||ξ|
|x−ξ|R , ξ 6= 0; g(x,0,D) = log
R
|x| ;
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while for m > 2
g(x,ξ,D) = |x−ξ|2−m−{|ξ||x−ξ′|/R}2−m, ξ 6= 0;
g(x,0,D) = |x|2−m−R2−m;
then g(x,ξ,D) is a (classical) Green’s function of D.
Theorem A27[22] (Poisson’s Integral) If u is harmonic in D(x0,R) and continuous
in C(x0,R) then for ξ ∈ D(x0,R) we have
u(ξ) = 1
cm
Z
S(x0,R)
R2−|ξ− x0|2
R|x−ξ|m u(x)dσx,
where dσx denotes an element of surface area of S(x0,R) and cm = 2pim/2/Γ(m/2).
Theorem A28[22] Suppose that u(x) is s.h. in C(x0,R). Then for ξ ∈ D(x0,R) we
have
u(ξ)≤
Z
S(x0,R)
u(x)K(x,ξ)dσx,
where K(x,ξ) is the Poisson kernel given by
K(x,ξ) = 1
cm
R2−|ξ− x0|2
R|x−ξ|m
and dσx denotes an element of surface area of S(x0,R).
Theorem A29[22] (Riesz’s Theorem) Suppose that u(x) is s.h. and not identically
−∞, in a domain D in Rm. Then there exists a unique Borel-measure µ in D such
that for any compact subset E of D we have
u(x) =
Z
E
u(x)K(x−ξ)dµeξ +h(x),
where h(x) is harmonic in the interior of E.
Theorem A30[22] Suppose that D is a bounded regular domain in Rm whose
frontier F has zero m-dimensional Lebesgue measure, and that u(x) is s.h. and
not identically −∞ on DSF. Then we have for x ∈ D
u(x) =
Z
F
u(ξ)dω(x,eξ)−
Z
D
g(x,ξ,D)dµeξ,
16
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where ω(x,e) is the harmonic measure of e at x, g(x,ξ,D) is the Green’s function
of D and dµ is the Riesz measure of u in D.
Theorem A31[22] (Weierstrass’ Theorem) Suppose that µ is a Borel measure in
Rm, let n(t) be the measure of D(0, t) and let q(t) be a positive integer-valued
increasing function of t, continuous on the right, and so chosen that
Z
∞
1
(
t0
t
)q(t)+m−1dn(t)< ∞
for all positive t0. Then there exists functions u(x), s.h. in Rm and with Riesz
measure µ, and all such functions take the form
u(x) =
Z
|ξ|<1
K(x−ξ)dµeξ +
Z
|ξ|≥1
Kq(|ξ|)(x−ξ)dµeξ + v(x),
where v(x) is harmonic in Rm. The second integral converges absolutely near ∞
and uniformly for |x| ≤ ρ and any fixed positive ρ.
Proposition A1[1] (Polar coordinates formula) The polar coordinates formula for
integration on Rn states that for a Borel measurable, integrable function f on Rn,
1
nV (B)
Z
Rn
f dV =
Z
∞
0
rn−1
Z
S
f (rζ)dσ(ζ)dr,
the constant arises from the normalization of σ.
Proposition A2[1] Let ζ ∈ S. Then P(·,ζ) is harmonic on Rn−{ζ}.
Proposition A3[1] The Poisson kernel has the following properties:
(a) P(x,ζ)> 0 for all x ∈ B and all ζ ∈ S;
(b) RS P(x,ζ)dσ(ζ) = 1 for all x ∈ B;
(c) for every η ∈ S and every δ > 0,
Z
|ζ−η|>δ
P(x,ζ)dσ(ζ)→ 0, as x→ η.
Proposition A4[26] (R. Nevanlinna’s formula for a half-disk) Let f (z) be a mero-
morphic function in the half-disk D+R , an be its zeros and bn its poles. Then we
obtain
17
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log | f (z)| = R
2−|z|2
2pi
Z pi
0
(
1
|Reiθ− z|2 −
1
|Reiθ− z|2
)
log | f (Reiθ)|dθ
+
ℜz
pi
Z R
−R
(
1
|t− z|2| −
R2
|R2− tz|2
)
log | f (t)|dt
+ ∑
an∈D+R
log
∣∣∣∣z−anz−an · R
2−anz
R2−anz
∣∣∣∣− ∑
bn∈D+R
log
∣∣∣∣z−bnz−bn · R
2−bnz
R2−bnz
∣∣∣∣.
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Chapter 2
Growth Estimates for a Class of
Subharmonic Functions in the Half
Plane
2.1 Introduction and Basic Notations
For z ∈ C\{0}, let [19]
E(z) = (2pi)−1 log |z|,
where |z| is the Euclidean norm. We know that E is locally integrable in C.
First, we define the Green function G(z,ζ) for the upper half plane C+ by [19]
G(z,ζ) = E(z−ζ)−E(z−ζ), z,ζ ∈ C+, z 6= ζ, (2.1.1)
then we define the Poisson kernel P(z,ξ) when z ∈ C+ and ξ ∈ ∂C+ by
P(z,ξ) =−∂G(z,ζ)∂η
∣∣∣∣
η=0
=
y
pi|z−ξ|2 . (2.1.2)
The Dirichlet problem of the upper half plane is to find a function u satisfying
u ∈C2(C+), (2.1.3)
∆u = 0,z ∈ C+, (2.1.4)
lim
z→xu(z) = f (x) nontangentially a.e.x ∈ ∂C+, (2.1.5)
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where f is a measurable function of R. The Poisson integral of the upper half
plane is defined by
v(z) = P[ f ](z) =
Z
R
P(z,ξ) f (ξ)dξ, (2.1.6)
where P(z,ξ) is defined by (2.1.2).
As we all know, the Poisson integral P[ f ] exists if
Z
R
| f (ξ)|
1+ |ξ|2 dξ < ∞. (2.1.7)
(see [1], [14] and [31])In this chapter, we replace the condition into
Z
R
| f (ξ)|p
(1+ |ξ|)γ dξ < ∞, (2.1.8)
where 1≤ p < ∞ and γ is a real number, then we can get the asymptotic behaviour
of harmonic functions.
Next, we will generalize these results to subharmonic functions.
2.2 Preliminary Lemma
Let µ be a positive Borel measure in C, β ≥ 0, the maximal function M(dµ)(z) of
order β is defined by
M(dµ)(z) = sup
0<r<∞
µ(B(z,r))
rβ
,
then the maximal function M(dµ)(z) : C→ [0,∞) is lower semicontinuous, hence
measurable. To see this, for any λ > 0, let D(λ) = {z ∈ C : M(dµ)(z) > λ}. Fix
z ∈ D(λ), then there exists r > 0 such that µ(B(z,r)) > trβ for some t > λ, and
there exists δ > 0 satisfying (r+δ)β < trβλ . If |ζ−z|< δ, then B(ζ,r+δ)⊃B(z,r),
therefore µ(B(ζ,r+δ))≥ trβ = t( r
r+δ)
β(r+δ)β > λ(r+δ)β. Thus B(z,δ)⊂D(λ).
This proves that D(λ) is open for each λ > 0.
In order to obtain the results, we need the lemma below:
Lemma 2.2.1 Let µ be a positive Borel measure in C, β ≥ 0, µ(C) < ∞, for any
λ ≥ 5βµ(C), set
E(λ) = {z ∈ C : |z| ≥ 2,M(dµ)(z)> λ|z|β},
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then there exists z j ∈ E(λ), ρ j > 0, j = 1,2, · · · , such that
E(λ)⊂
∞[
j=1
B(z j,ρ j) (2.2.1)
and
∞
∑
j=1
ρβj
|z j|β
≤ 3µ(C)5
β
λ . (2.2.2)
Proof: Let Ek(λ) = {z ∈ E(λ) : 2k ≤ |z|< 2k+1}, then for any z ∈ Ek(λ), there
exists r(z) > 0, such that µ(B(z,r(z))) > λ
( r(z)
|z|
)β
, therefore r(z) ≤ 2k−1. Since
Ek(λ) can be covered by the union of a family of balls {B(z,r(z)) : z ∈ Ek(λ)}, by
the Vitali Lemma [37], there exists Λk ⊂ Ek(λ), Λk is at most countable, such that
{B(z,r(z)) : z ∈ Λk} are disjoint and
Ek(λ)⊂ ∪z∈Λk B(z,5r(z)),
so
E(λ) = ∪∞k=1Ek(λ)⊂ ∪∞k=1∪z∈Λk B(z,5r(z)).
On the other hand, note that ∪z∈Λk B(z,r(z))⊂ {z : 2k−1 ≤ |z|< 2k+2}, so that
∑
z∈Λk
(5r(z))β
|z|β ≤ 5
β ∑
z∈Λk
µ(B(z,r(z)))
λ ≤
5β
λ µ{z : 2
k−1 ≤ |z|< 2k+2}.
Hence we obtain
∞
∑
k=1
∑
z∈Λk
(5r(z))β
|z|β ≤
∞
∑
k=1
5β
λ µ{z : 2
k−1 ≤ |z|< 2k+2} ≤ 3µ(C)5
β
λ .
Rearrange {z : z ∈ Λk,k = 1,2, · · ·} and {5r(z) : z ∈ Λk,k = 1,2, · · ·}, we get {z j}
and {ρ j} such that (2.2.1) and (2.2.2) hold.
2.3 p = 1
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in R satisfying
Z
R
| f (ξ)|
1+ |ξ|2+m dξ < ∞, (2.3.1)
21
Chapter 2. Growth Estimates for a Class of Subharmonic Functions in the Half
Plane
where m is a nonnegative integer. This is just (2.1.8) when p = 1 and γ = 2+m.
To obtain a solution of Dirichlet problem for the boundary date f , as in [38], [39],
[41] and [31], we use the following modified functions defined by
Em(z−ζ) =
{
E(z−ζ) when |ζ| ≤ 1,
E(z−ζ)− 12piℜ(logζ−∑m−1k=1 z
k
kζk ) when |ζ|> 1.
Then we can define the modified Green function Gm(z,ζ) and the modified Pois-
son kernel Pm(z,ξ) by (see [31] and [5])
Gm(z,ζ) = Em+1(z−ζ)−Em+1(z−ζ), z,ζ ∈ C+, z 6= ζ; (2.3.2)
Pm(z,ξ) =
{
P(z,ξ) when |ξ| ≤ 1,
P(z,ξ)− 1piℑ∑mk=0 z
k
ξ1+k when |ξ|> 1,
(2.3.3)
where z = x+ iy,ζ = ξ+ iη.
Hayman [26] has proved the following result:
Theorem B Let f be a measurable function in R satisfying (2.1.7) and µ be a
positive Borel measure satisfying
Z
C+
η
1+ |ζ|2 dµ(ζ)< ∞.
Write the subharmonic function
u(z) = v(z)+h(z), z ∈ C+,
where v(z) is the harmonic function defined by (2.1.6), h(z) is defined by
h(z) =
Z
C+
G(z,ζ)dµ(ζ)
and G(z,ζ) is defined by (2.1.1). Then there exists z j ∈ C+, ρ j > 0, such that
∞
∑
j=1
ρ j
|z j| < ∞
holds and
u(z) = o(|z|), as |z| → ∞
holds in C+−G, where G = S∞j=1 B(z j,ρ j).
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Our aim in this section is to establish the following theorems.
Theorem 2.3.1 Let f be a measurable function in R satisfying (2.3.1), and 0 <
α ≤ 2. Let v(z) be the harmonic function defined by
v(z) =
Z
R
Pm(z,ξ) f (ξ)dξ, z ∈ C+, (2.3.4)
where Pm(z,ξ) is defined by (2.3.3). Then there exists z j ∈ C+, ρ j > 0, such that
∞
∑
j=1
ρ2−αj
|z j|2−α < ∞ (2.3.5)
holds and
v(z) = o(y1−α|z|m+α), as |z| → ∞ (2.3.6)
holds in C+−G, where G = S∞j=1 B(z j,ρ j).
Remark 2.3.1 If α = 2, then (2.3.5) is a finite sum, the set G is the union of finite
disks, so (2.3.6) holds in C+.
Next, we will generalize Theorem 2.3.1 to subharmonic functions.
Theorem 2.3.2 Let f be a measurable function in R satisfying (2.3.1) and µ be a
positive Borel measure satisfyingZ
C+
η
1+ |ζ|2+m dµ(ζ)< ∞.
Write the subharmonic function
u(z) = v(z)+h(z), z ∈ C+,
where v(z) is the harmonic function defined by (2.3.4), h(z) is defined by
h(z) =
Z
C+
Gm(z,ζ)dµ(ζ)
and Gm(z,ζ) is defined by (2.3.2). Then there exists z j ∈ C+, ρ j > 0, such that
(2.3.5) holds and
u(z) = o(y1−α|z|m+α), as |z| → ∞ (2.3.7)
holds in C+−G, where G = S∞j=1 B(z j,ρ j) and 0 < α < 2.
Remark 2.3.2 If α = 1,m = 0, this is just the result of Hayman, so our result
(2.3.7) is the generalization of Theorem B.
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2. Main Lemma
In order to obtain the results, we need the following lemma:
Lemma 2.3.1 The following inequalities hold:
(1) If |ξ|> 1, then |Pm(z,ζ)−P(z,ζ)| ≤ ∑m−1k=0 2
ky|z|k
pi|ξ|2+k ;
(2) If |ξ− z|> 3|z|, then |Pm(z,ζ)| ≤ 2m+1y|z|mpi|ξ|m+2 ;
(3) If |ξ|> 1, then |Gm(z,ζ)−G(z,ζ)| ≤ 1pi ∑mk=1 kyη|z|
k−1
|ζ|1+k ;
(4) If |ξ− z|> 3|z|, then |Gm(z,ζ)| ≤ 1pi ∑∞k=m+1 kyη|z|
k−1
|ζ|1+k .
3. Proof of Theorems
Proof of Theorem 2.3.1
Define the measure dm(ξ) and the kernel K(z,ξ) by
dm(ξ) = | f (ξ)|
1+ |ξ|2+m dξ, K(z,ξ) = Pm(z,ξ)(1+ |ξ|
2+m).
For any ε > 0, there exists Rε > 2, such that
Z
|ξ|≥Rε
dm(ξ)≤ ε52−α .
For every Lebesgue measurable set E ⊂R , the measure m(ε) defined by m(ε)(E)=
m(E ∩{x ∈ R : |x| ≥ Rε}) satisfies m(ε)(R)≤ ε52−α , write
v1(z) =
Z
|ξ−z|≤3|z|
P(z,ξ)(1+ |ξ|2+m)dm(ε)(ξ),
v2(z) =
Z
|ξ−z|≤3|z|
(Pm(z,ξ)−P(z,ξ))(1+ |ξ|2+m)dm(ε)(ξ),
v3(z) =
Z
|ξ−z|>3|z|
K(z,ξ)dm(ε)(ξ),
v4(z) =
Z
1<|ξ|<Rε
K(z,ξ)dm(ξ),
v5(z) =
Z
|ξ|≤1
K(z,ξ)dm(ξ),
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then
|v(z)| ≤ |v1(z)|+ |v2(z)|+ |v3(z)|+ |v4(z)|+ |v5(z)|. (2.3.8)
Let E1(λ) = {z ∈ C : |z| ≥ 2,∃ t > 0,s.t.m(ε)(B(z, t)∩R)> λ( t|z|)2−α}, therefore,
if |z| ≥ 2Rε and z /∈ E1(λ), then
∀t > 0, m(ε)(B(z, t)∩R)≤ λ
(
t
|z|
)2−α
.
So we have
|v1(z)| ≤
Z
y≤|ξ−z|≤3|z|
y
pi|z−ξ|2 2|ξ|
2+mdm(ε)(ξ)
≤
Z
y≤|ξ−z|≤3|z|
2y
pi|z−ξ|2 (4|z|)
2+mdm(ε)(ξ)
=
22m+5
pi
y|z|2+m
Z
y≤|ξ−z|≤3|z|
1
|z−ξ|2 dm
(ε)(ξ)
=
22m+5
pi
y|z|m+2
Z 3|z|
y
1
t2
dm(ε)z (t),
where m(ε)z (t) =
R
|ξ−z|≤t dm(ε)(ξ), since for z /∈ E1(λ),
Z 3|z|
y
1
t2
dm(ε)z (t) ≤ m
(ε)
z (3|z|)
(3|z|)2 +2
Z 3|z|
y
m
(ε)
z (t)
t3
dt
≤ λ3α|z|2 +2
Z 3|z|
y
λ t2−α|z|2−α
t3
dt
≤ λ|z|2
(
1
3α
+
2
α
|z|α
yα
)
,
so that
|v1(z)| ≤ 2
2m+5
pi
y|z|m+2 λ|z|2
(
1
3α +
2
α
|z|α
yα
)
≤ 2
2m+5
pi
(
1
3α +
2
α
)
λy1−α|z|m+α. (2.3.9)
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By (1) of Lemma 2.3.1, we obtain
|v2(z)| ≤
Z
y≤|ξ−z|≤3|z|
m−1
∑
k=0
2ky|z|k
pi
2|ξ|2+m
|ξ|2+k dm
(ε)(ξ)
≤
Z
y≤|ξ−z|≤3|z|
m−1
∑
k=0
2k+1y|z|k
pi
(4|z|)m−kdm(ε)(ξ)
≤ 2
2m+1
pi
m−1
∑
k=0
1
2k
1
52−α εy|z|
m
≤ 4
m−1+α
pi
εy|z|m. (2.3.10)
By (2) of Lemma 2.3.1, we see that [22]
|v3(z)| ≤
Z
|ξ−z|>3|z|
2m+1y|z|m
pi|ξ|m+2 2|ξ|
2+mdm(ε)(ξ)
=
Z
|ξ−z|>3|z|
2m+2y|z|m
pi
dm(ε)(ξ)
≤ 2
m+2
pi
ε
52−α y|z|
m
≤ 2
m−2+2α
pi
εy|z|m. (2.3.11)
Write
v4(z) =
Z
1<|ξ|<Rε
[
P(z,ξ)+(Pm(z,ζ)−P(z,ζ))](1+ |ξ|2+m)dm(ξ)
= v41(z)− v42(z),
then
|v41(z)| ≤
Z
1<|ξ|<Rε
y
pi|z−ξ|2 2|ξ|
2+mdm(ξ)
≤ 2R
2+m
ε y
pi
Z
1<|ξ|<Rε
1( |z|
2
)2 dm(ξ)
≤ 2
3R2+mε m(R)
pi
y
|z|2 . (2.3.12)
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Moreover, by (1) of Lemma 2.3.1, we obtain
|v42(z)| ≤
Z
1<|ξ|<Rε
m−1
∑
k=0
2ky|z|k
pi|ξ|2+k ·2|ξ|
2+mdm(ξ)
≤
m−1
∑
k=0
2k+1
pi
y|z|kRm−kε m(R)
≤ 2
m+1Rmε m(R)
pi
y|z|m−1. (2.3.13)
In case |ξ| ≤ 1, note that
K(z,ξ) = Pm(z,ξ)(1+ |ξ|2+m)≤ 2y
pi|z−ξ|2 ,
so that
|v5(z)| ≤
Z
|ξ|≤1
2y
pi|z−ξ|2 dm(ξ)≤
Z
|ξ|≤1
2y
pi
( |z|
2
)2 dm(ξ)≤ 23m(R)pi y|z|2 . (2.3.14)
Thus, by collecting (2.3.8), (2.3.9), (2.3.10), (2.3.11), (2.3.12), (2.3.13) and
(2.3.14), there exists a positive constant A independent of ε, such that if |z| ≥ 2Rε
and z /∈ E1(ε), we have
|v(z)| ≤ Aεy1−α|z|m+α.
Let µε be a measure in C defined by µε(E) =m(ε)(E∩R) for every measurable
set E in C. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a sequence {Rp}:
1 = R0 < R1 < R2 < · · · such that
µεp(C) =
Z
|ξ|≥Rp
dm(ξ)< εp52−α .
Take λ = 3 ·52−α ·2pµεp(C) in Lemma 2.2.1, then ∃ z j,p and ρ j,p, where Rp−1 ≤
|z j,p|< Rp such that
∞
∑
j=1
( ρ j,p
|z j,p|
)2−α
≤ 1
2p
.
So if Rp−1 ≤ |z|< Rp and z /∈ Gp = ∪∞j=1B(z j,p,ρ j,p), we have
|v(z)| ≤ Aεpy1−α|z|m+α,
thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|z j,p|
)2−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
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Set G = ∪∞p=1Gp, thus Theorem 2.3.1 holds.
Proof of Theorem 2.3.2
Define the measure dn(ζ) and the kernel L(z,ζ) by
dn(ζ) = ηdµ(ζ)
1+ |ζ|2+m , L(z,ζ) = Gm(z,ζ)
1+ |ζ|2+m
η ,
then the function h(z) can be written as
h(z) =
Z
C+
L(z,ζ)dn(ζ).
For any ε > 0, there exists Rε > 2, such thatZ
|ζ|≥Rε
dn(ζ)< ε52−α .
For every Lebesgue measurable set E ⊂C , the measure n(ε) defined by n(ε)(E) =
n(E ∩{ζ ∈ C+ : |ζ| ≥ Rε}) satisfies n(ε)(C+)≤ ε52−α , write
h1(z) =
Z
|ζ−z|≤ y2
G(z,ζ)1+ |ζ|
2+m
η dn
(ε)(ζ),
h2(z) =
Z
y
2<|ζ−z|≤3|z|
G(z,ζ)1+ |ζ|
2+m
η dn
(ε)(ζ),
h3(z) =
Z
|ζ−z|≤3|z|
[Gm(z,ζ)−G(z,ζ)]1+ |ζ|
2+m
η dn
(ε)(ζ),
h4(z) =
Z
|ζ−z|>3|z|
L(z,ζ)dn(ε)(ζ),
h5(z) =
Z
1<|ζ|<Rε
L(z,ζ)dn(ζ),
h6(z) =
Z
|ζ|≤1
L(z,ζ)dn(ζ),
then
h(z) = h1(z)+h2(z)+h3(z)+h4(z)+h5(z)+h6(z). (2.3.15)
Let E2(λ) = {z∈C : |z| ≥ 2,∃ t > 0,s.t.n(ε)(B(z, t)∩C+)> λ( t|z|)2−α}, therefore,
if |z| ≥ 2Rε and z /∈ E2(λ), then
∀t > 0, n(ε)(B(z, t)∩C+)≤ λ
(
t
|z|
)2−α
.
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So we have
|h1(z)| ≤
Z
|ζ−z|≤ y2
1
2pi
log
∣∣∣∣ζ− zζ− z
∣∣∣∣1+ |ζ|2+mη dn(ε)(ζ)
≤
Z
|ζ−z|≤ y2
1
2pi
log 3y|ζ− z|
2|ζ|2+m
y
2
dn(ε)(ζ)
≤ 2× (3/2)
2+m
pi
|z|2+m
y
Z
|ζ−z|≤ y2
log 3y|ζ− z|dn
(ε)(ζ)
=
2× (3/2)2+m
pi
|z|2+m
y
Z y
2
0
log 3y
t
dn(ε)z (t)
≤ 2× (3/2)
2+m
pi
[
log6
22−α
+
1
(2−α)22−α
]
λy1−α|z|m+α, (2.3.16)
where n(ε)z (t) =
R
|ζ−z|≤t dn(ε)(ζ).
Note that
|G(z,ζ)|= |E(z−ζ)−E(z−ζ)| ≤ yη
pi|z−ζ|2 , (2.3.17)
then by (2.3.17), we have
|h2(z)| ≤
Z
y
2<|ζ−z|≤3|z|
yη
pi|z−ζ|2
2|ζ|2+m
η dn
(ε)(ζ)
≤ 2
pi
y(4|z|)2+m
Z
y
2<|ζ−z|≤3|z|
1
|z−ζ|2 dn
(ε)(ζ)
=
22m+5
pi
y|z|2+m
Z 3|z|
y
2
1
t2
dn(ε)z (t)
≤ 2
2m+5
pi
y|z|2+m λ|z|2
(
1
3α +
2α+1
α
|z|α
yα
)
≤ 2
2m+5
pi
(
1
3α +
2α+1
α
)
λy1−α|z|m+α. (2.3.18)
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By (3) of Lemma 2.3.1, we obtain
|h3(z)| ≤
Z
|ζ−z|≤3|z|
1
pi
m
∑
k=1
kyη|z|k−1
|ζ|1+k
2|ζ|2+m
η dn
(ε)(ζ)
=
Z
|ζ−z|≤3|z|
2
pi
m
∑
k=1
ky|z|k−1|ζ|m−k+1dn(ε)(ζ)
≤
Z
|ζ−z|≤3|z|
2
pi
m
∑
k=1
ky|z|k−1(4|z|)m−k+1dn(ε)(ζ)
≤ 2
pi
m
∑
k=1
4m−k+1k 152−α εy|z|
m
≤ 2
2m+2α+1
9pi εy|z|
m. (2.3.19)
By (4) of Lemma 2.3.1, we see that
|h4(z)| ≤
Z
|ζ−z|>3|z|
1
pi
∞
∑
k=m+1
kyη|z|k−1
|ζ|1+k |
2|ζ|2+m
η dn
(ε)(ζ)
=
Z
|ζ−z|>3|z|
2
pi
∞
∑
k=m+1
ky|z|k−1
|ζ|k−(m+1)dn
(ε)(ζ)
≤
Z
|ζ−z|>3|z|
2
pi
∞
∑
k=m+1
ky |z|
k−1
(2|z|)k−m−1 dn
(ε)(ζ)
≤ 2
m+2
pi
∞
∑
k=m+1
k
2k
1
52−α εy|z|
m
≤ 4
α−1(m+2)
pi
εy|z|m. (2.3.20)
Write
h5(z) =
Z
1<|ζ|<Rε
[G(z,ζ)+(Gm(z,ζ)−G(z,ζ))]1+ |ζ|
2+m
η dn(ζ)
= h51(z)+h52(z),
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then we obtain by (2.3.17)
|h51(z)| ≤
Z
1<|ζ|<Rε
yη
pi|z−ζ|2
2|ζ|2+m
η dn(ζ)
≤
Z
1<|ζ|<Rε
2
pi
yR2+mε
|z−ζ|2 dn(ζ)
≤ 2R
2+m
ε
pi
y
Z
1<|ζ|<Rε
1
( |z|2 )2
dn(ζ)
≤ 2
3R2+mε n(C+)
pi
y
|z|2 . (2.3.21)
Moreover, by (3) of Lemma 2.3.1, we obtain
|h52(z)| ≤
Z
1<|ζ|<Rε
1
pi
m
∑
k=1
kyη|z|k−1
|ζ|1+k
2|ζ|2+m
η dn(ζ)
=
Z
1<|ζ|<Rε
2
pi
m
∑
k=1
ky|z|k−1|ζ|m−k+1dn(ζ)
≤
Z
1<|ζ|<Rε
2
pi
m
∑
k=1
ky|z|k−1Rm−k+1ε dn(ζ)
≤ m(m+1)R
m
ε n(C+)
pi
y|z|m−1. (2.3.22)
In case |ζ| ≤ 1, by (2.3.17), we have
|L(z,ζ)| ≤ yη
pi|z−ζ|2
2
η =
2y
pi|z−ζ|2 ,
so that
|h6(z)| ≤
Z
|ζ|≤1
2y
pi|z−ζ|2 dn(ζ)≤
Z
|ζ|≤1
2y
pi( |z|2 )2
dn(ζ)≤ 2
3n(C+)
pi
y
|z|2 . (2.3.23)
Thus, by collecting (2.3.15), (2.3.16), (2.3.18), (2.3.19), (2.3.20), (2.3.21),
(2.3.22) and (2.3.23), there exists a positive constant A independent of ε, such that
if |z| ≥ 2Rε and z /∈ E2(ε), we have
|h(z)| ≤ Aεy1−α|z|m+α.
Similarly, if z /∈ G, we have
h(z) = o(y1−α|z|m+α), as |z| → ∞. (2.3.24)
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By (2.3.6) and (2.3.24), we obtain that
u(z) = v(z)+h(z) = o(y1−α|z|m+α), as |z| → ∞
holds in C+−G.
2.4 p > 1(General Kernel)
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in R satisfying
Z
R
| f (ξ)|p
(1+ |ξ|)γ dξ < ∞, (2.4.1)
where γ is defined as in Theorem 2.4.1.
In order to describe the asymptotic behaviour of subharmonic functions in the
upper half plane (see [28], [29], and [30]), we establish the following theorems.
Theorem 2.4.1 Let 1 ≤ p < ∞, 1p + 1q = 1 and
1− p < γ < 1+ p in case p > 1;
0 < γ ≤ 2 in case p = 1.
If f is a measurable function in R satisfying (2.4.1) and v(z) is the harmonic
function defined by (2.1.6), then there exists z j ∈ C+, ρ j > 0, such that
∞
∑
j=1
ρ2p−αj
|z j|2p−α < ∞ (2.4.2)
holds and
v(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞ (2.4.3)
holds in C+−G, where G = S∞j=1 B(z j,ρ j) and 0 < α ≤ 2p.
Remark 2.4.1 If γ = 1− p, p > 1, then
v(z) = o(y1−
α
p (log |z|) 1q |z|
γ
p+
1
q−2+αp ), as |z| → ∞
holds in C+−G.
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Next, we will generalize Theorem 2.4.1 to subharmonic functions.
Theorem 2.4.2 Let p and γ be as in Theorem 2.4.1. If f is a measurable function
in R satisfying (2.4.1) and µ is a positive Borel measure satisfying
Z
C+
ηp
(1+ |ζ|)γ dµ(ζ)< ∞
and Z
C+
1
1+ |ζ|dµ(ζ)< ∞.
Write the subharmonic function
u(z) = v(z)+h(z), z ∈ C+,
where v(z) is the harmonic function defined by (2.1.6), h(z) is defined by
h(z) =
Z
C+
G(z,ζ)dµ(ζ)
and G(z,ζ) is defined by (2.1.1). Then there exists z j ∈ C+, ρ j > 0, such that
(2.4.2) holds and
u(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞ (2.4.4)
holds in C+−G, where G = S∞j=1 B(z j,ρ j) and 0 < α < 2p.
Remark 2.4.2 If γ = 1− p, p > 1, then
u(z) = o(y1−
α
p (log |z|) 1q |z| γp+ 1q−2+αp ), as |z| → ∞
holds in C+−G.
Remark 2.4.3 If α = 1, p = 1 and γ = 2, then (2.4.2) holds and (2.4.4) holds in
C+−G. This is just the the result of Hayman, therefore, our result (2.4.4) is the
generalization of Theorem B.
2. Main Lemmas
In order to obtain the results, we need these lemmas below:
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Lemma 2.4.1 The kernel function 1|z−ζ|2 has the following estimates:
(1) If |ζ| ≤ |z|2 , then 1|z−ζ|2 ≤ 4|z|2 ;
(2) If |ζ|> 2|z|, then 1|z−ζ|2 ≤ 4|ζ|2 .
Lemma 2.4.2 The Green function G(z,ζ) has the following estimates:
(1) |G(z,ζ)| ≤ A log 3y|z−ζ|;
(2) |G(z,ζ)| ≤ yη
pi|z−ζ|2 .
Proof: (1) is obvious; (2) follows by the Mean Value Theorem for Derivatives.
Lemma 2.4.3 The following estimate holds:
Z y
2
0
t2p−α−1
(
log 3y
t
)p−1
dt ≤ 3
2p−α
(2p−α)p Γ(p)y
2p−α.
3. Proof of Theorems
Proof of Theorem 2.4.1
We prove only the case p > 1; the proof of the case p = 1 is similar. Define
the measure dm(ξ) by
dm(ξ) = | f (ξ)|
p
(1+ |ξ|)γ dξ.
For any ε > 0, there exists Rε > 2, such that
Z
|ξ|≥Rε
dm(ξ)≤ ε
p
52p−α .
For every Lebesgue measurable set E ⊂R , the measure m(ε) defined by m(ε)(E)=
m(E ∩{x ∈ R : |x| ≥ Rε}) satisfies m(ε)(R)≤ εp52p−α , write
v1(z) =
Z
G1
P(z,ξ) f (ξ)dξ,
v2(z) =
Z
G2
P(z,ξ) f (ξ)dξ,
v3(z) =
Z
G3
P(z,ξ) f (ξ)dξ,
v4(z) =
Z
G4
P(z,ξ) f (ξ)dξ,
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where
G1 = {ξ ∈ R : Rε < |ξ| ≤ |z|2 },
G2 = {ξ ∈ R : |z|2 < |ξ| ≤ 2|z|},
G3 = {ξ ∈ R : |ξ|> 2|z|},
G4 = {ξ ∈ R : |ξ| ≤ Rε}.
Then
v(z) = v1(z)+ v2(z)+ v3(z)+ v4(z). (2.4.5)
First, if γ > 1− p, then γqp + 1 > 0, so that we obtain by (1) of Lemma 2.4.1
and Ho¨lder’s inequality
|v1(z)| ≤
Z
G1
y
pi
4
|z|2 | f (ξ)|dξ
≤ 4
pi
y
|z|2
(Z
G1
| f (ξ)|p
|ξ|γ dξ
)1/p(Z
G1
|ξ| γqp dξ
)1/q
,
since Z
G1
|ξ| γqp dξ≤ 2γq
p +1
( |z|
2
) γq
p +1
,
so that
|v1(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.4.6)
Let E1(λ)= {z∈C : |z| ≥ 2,∃ t > 0,s.t.m(ε)(B(z, t)∩R)> λp( t|z|)2p−α}, there-
fore, if |z| ≥ 2Rε and z /∈ E1(λ), then we have
∀t > 0, m(ε)(B(z, t)∩R)≤ λp
(
t
|z|
)2p−α
.
If γ > 1− p, then γqp +1 > 0, so that we obtain by Ho¨lder’s inequality
|v2(z)| ≤ y
pi
(Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ
)1/p(Z
G2
|ξ| γqp dξ
)1/q
≤ Ay|z|
γ
p+
1
q
(Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ
)1/p
,
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since
Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ ≤
Z 3|z|
y
2γ +1
t2p
dm(ε)z (t)
≤ λ
p
|z|2p (2
γ +1)
(
1
3α
+
2p
α
) |z|α
yα
,
where m(ε)z (t) =
R
|z−(ξ,0)|≤t dm(ε)(ξ).
Hence we have
|v2(z)| ≤ Aλy1−
α
p |z| γp+ 1q−2+αp . (2.4.7)
If γ < 1+ p, then ( γp −2)q+1 < 0, so that we obtain by (2) of Lemma 2.4.1
and Ho¨lder’s inequality
|v3(z)| ≤
Z
G3
y
pi
4
|ξ|2 | f (ξ)|dξ
≤ 4
pi
y
(Z
G3
| f (ξ)|p
|ξ|γ dξ
)1/p(Z
G3
|ξ|( γp−2)qdξ
)1/q
≤ Aεy|z| γp+ 1q−2. (2.4.8)
Finally, by (1) of Lemma 2.4.1, we obtain
|v4(z)| ≤ 4
pi
y
|z|2
Z
G4
| f (ξ)|dξ,
which implies by γ > 1− p that
|v4(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.4.9)
Thus, by collecting (2.4.5), (2.4.6), (2.4.7), (2.4.8) and (2.4.9), there exists a
positive constant A independent of ε, such that if |z| ≥ 2Rε and z /∈ E1(ε), we have
|v(z)| ≤ Aεy1−αp |z| γp+ 1q−2+αp .
Let µε be a measure in C defined by µε(E) =m(ε)(E∩R) for every measurable
set E in C. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a sequence {Rp}:
1 = R0 < R1 < R2 < · · · such that
µεp(C) =
Z
|ξ|≥Rp
dm(ξ)< ε
p
p
52p−α .
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Take λ= 3 ·52p−α ·2pµεp(C) in Lemma 2.2.1, then there exists z j,p and ρ j,p, where
Rp−1 ≤ |z j,p|< Rp, such that
∞
∑
j=1
( ρ j,p
|z j,p|
)2p−α
≤ 1
2p
.
If Rp−1 ≤ |z|< Rp and z /∈ Gp = ∪∞j=1B(z j,p,ρ j,p), we have
|v(z)| ≤ Aεpy1−
α
p |z| γp+ 1q−2+αp .
Thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|z j,p|
)2p−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
Set G = ∪∞p=1Gp, thus Theorem 2.4.1 holds.
Proof of Theorem 2.4.2
We prove only the case p > 1; the remaining case p = 1 can be proved simi-
larly. Define the measure dn(ζ) by
dn(ζ) = η
p
(1+ |ζ|)γ dµ(ζ).
For any ε > 0, there exists Rε > 2, such that
Z
|ζ|≥Rε
dn(ζ)< ε
p
52p−α .
For every Lebesgue measurable set E ⊂ C, the measure n(ε) defined by n(ε)(E) =
n(E ∩{ζ ∈ C+ : |ζ| ≥ Rε}) satisfies n(ε)(C+)≤ εp52p−α , write
h1(z) =
Z
F1
G(z,ζ)dµ(ζ),
h2(z) =
Z
F2
G(z,ζ)dµ(ζ),
h3(z) =
Z
F3
G(z,ζ)dµ(ζ),
h4(z) =
Z
F4
G(z,ζ)dµ(ζ),
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where
F1 = {ζ ∈ C+ : Rε < |ζ| ≤ |z|2 },
F2 = {ζ ∈ C+ : |z|2 < |ζ| ≤ 2|z|},
F3 = {ζ ∈ C+ : |ζ|> 2|z|},
F4 = {ζ ∈ C+ : |ζ| ≤ Rε}.
Then
h(z) = h1(z)+h2(z)+h3(z)+h4(z). (2.4.10)
First, if γ > 1− p, then γqp +1 > 0, so that we obtain by (1) of Lemma 2.4.1,
(2) of Lemma 2.4.2 and Ho¨lder’s inequality
|h1(z)| ≤
Z
F1
yη
pi|z−ζ|2 dµ(ζ)
≤
Z
F1
yη
pi
4
|z|2 dµ(ζ)
≤ 4
pi
y
|z|2
(Z
F1
ηp
|ζ|γ dµ(ζ)
)1/p(Z
F1
|ζ| γqp dµ(ζ)
)1/q
,
since
Z
F1
|ζ| γqp dµ(ζ)≤ 2
( |z|
2
) γq
p +1 Z
H
1
(1+ |ζ|)dµ(ζ),
so that
|h1(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.4.11)
Let E2(λ) = {z ∈ C : |z| ≥ 2,∃ t > 0,s.t.n(ε)(B(z, t)∩C+) > λp
(
t
|z|
)2p−α},
therefore, if |z| ≥ 2Rε and z /∈ E2(λ), then we have
∀t > 0, n(ε)(B(z, t)∩H)≤ λp( t|z|)
2p−α.
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If γ > 1− p, then γqp +1 > 0, so that we obtain by Ho¨lder’s inequality
|h2(z)| ≤
(Z
F2
|G(z,ζ)|p
|ζ|γ dµ(ζ)
)1/p(Z
F2
|ζ| γqp dµ(ζ)
)1/q
≤
(
(2γ +1)
Z
F2
|G(z,ζ)|p
ηp dn(ζ)
)1/p(Z
F2
|ζ| γqp dµ(ζ)
)1/q
≤ A|z| γp+ 1q
(Z
F2
|G(z,ζ)|p
ηp dn(ζ)
)1/p
,
since
Z
F2
|G(z,ζ)|p
ηp dn(ζ) ≤
Z
|z−ζ|≤3|z|
|G(z,ζ)|p
ηp dn
(ε)(ζ)
=
Z
|z−ζ|≤ y2
|G(z,ζ)|p
ηp dn
(ε)(ζ)+
Z
y
2<|z−ζ|≤3|z|
|G(z,ζ)|p
ηp dn
(ε)(ζ)
= h21(z)+h22(z),
so that we have by (1) of Lemma 2.4.2 and Lemma 2.4.3
h21(z) ≤
Z
|z−ζ|≤ y2
(
A
y
log 3y|z−ζ|
)p
dn(ε)(ζ)
=
A
yp
Z y
2
0
(
log 3y
t
)p
dn(ε)z (t)
≤ Aλp y
p−α
|z|2p−α +Aλ
p 1
yp|z|2p−α
Z y
2
0
t2p−α−1
(
log 3y
t
)p−1
dt
≤ Aλp y
p−α
|z|2p−α .
Moreover, we have by (2) of Lemma 2.4.2
h22(z) ≤
Z
y
2<|z−ζ|≤3|z|
(
y
pi|z−ζ|2
)p
dn(ε)(ζ)
=
(
y
pi
)p Z 3|z|
y
2
1
t2p
dn(ε)z (t)
≤
(
1
pi
)p( 1
3α +
2α+1p
α
)
λp y
p−α
|z|2p−α ,
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where n(ε)z (t) =
R
|z−ζ|≤t dn(ε)(ζ).
Hence we have
|h2(z)| ≤ Aλy1−
α
p |z| γp+ 1q−2+αp . (2.4.12)
If γ < 1+ p, then ( γp −2)q+1 < 0, so that we obtain by (2) of Lemma 2.4.1,
(2) of Lemma 2.4.2 and Ho¨lder’s inequality
|h3(z)| ≤
Z
F3
yη
pi|z−ζ|2 dµ(ζ)
≤
Z
F3
yη
pi
4
|ζ|2 dµ(ζ)
≤ 4
pi
y
(Z
F3
ηp
|ζ|γ dµ(ζ)
)1/p(Z
F3
|ζ|( γp−2)qdµ(ζ)
)1/q
≤ Aεy|z| γp+ 1q−2. (2.4.13)
Finally, by (1) of Lemma 2.4.1 and (2) of Lemma 2.4.2, we obtain
|h4(z)| ≤
Z
F4
yη
pi|z−ζ|2 dµ(ζ)≤
4
pi
y
|z|2
Z
F4
ηdµ(ζ),
which implies by γ > 1− p that
|h4(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.4.14)
Thus, by collecting (2.4.10), (2.4.11), (2.4.12), (2.4.13) and (2.4.14), there
exists a positive constant A independent of ε, such that if |z| ≥ 2Rε and z /∈ E2(ε),
we have
|h(z)| ≤ Aεy1−αp |z| γp+ 1q−2+αp .
Similarly, if z /∈ G, we have
h(z) = o(y1−
α
p |z|
γ
p+
1
q−2+αp ), as |z| → ∞. (2.4.15)
By (2.4.3) and (2.4.15), we obtain that
u(z) = v(z)+h(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞
holds in C+−G, thus we complete the proof of Theorem 2.4.2.
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2.5 p > 1(Modified Kernel)
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in R satisfying
Z
R
| f (ξ)|p
(1+ |ξ|)γ dξ < ∞, (2.5.1)
where γ is defined as in Theorem 2.5.1.
In order to describe the asymptotic behaviour of subharmonic functions rep-
resented by the modified kernel in the upper half plane (see [24], [50], [44], [28],
[29], and [30]), we establish the following theorems.
Theorem 2.5.1 Let 1 ≤ p < ∞, 1p + 1q = 1 and
1+mp < γ < 1+(m+1)p in case p > 1;
m+1 < γ ≤ m+2 in case p = 1.
If f is a measurable function in R satisfying (2.5.1) and v(z) is the harmonic
function defined by
v(z) =
Z
R
Pm(z,ξ) f (ξ)dξ, (2.5.2)
then there exists z j ∈ C+, ρ j > 0, such that
∞
∑
j=1
ρ2p−αj
|z j|2p−α < ∞ (2.5.3)
holds and
v(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞ (2.5.4)
holds in C+−G, where G = S∞j=1 B(z j,ρ j) and 0 < α ≤ 2p.
Remark 2.5.1 If γ = 1+mp, p > 1, then
v(z) = o(y1−
α
p (log |z|) 1q |z| γp+ 1q−2+αp ), as |z| → ∞
holds in C+−G.
Next, we will generalize Theorem 2.5.1 to subharmonic functions.
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Theorem 2.5.2 Let p and γ be as in Theorem 2.5.1. If f is a measurable function
in R satisfying (2.5.1) and µ is a positive Borel measure satisfying
Z
C+
ηp
(1+ |ζ|)γ dµ(ζ)< ∞
and Z
C+
1
1+ |ζ|dµ(ζ)< ∞.
Write the subharmonic function
u(z) = v(z)+h(z), z ∈ C+,
where v(z) is the harmonic function defined by (2.5.2), h(z) is defined by
h(z) =
Z
C+
Gm(z,ζ)dµ(ζ)
and Gm(z,ζ) is defined by (2.3.2). Then there exists z j ∈ C+, ρ j > 0, such that
(2.5.3) holds and
u(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞ (2.5.5)
holds in C+−G, where G = S∞j=1 B(z j,ρ j) and 0 < α < 2p.
Remark 2.5.2 If γ = 1+mp, p > 1, then
u(z) = o(y1−
α
p (log |z|) 1q |z| γp+ 1q−2+αp ), as |z| → ∞
holds in C+−G.
Remark 2.5.3 If α = 1, p = 1, m = 0 and γ = 2, then (2.5.3) holds and (2.5.5)
holds in C+−G. This is just the result of Hayman, therefore, our result (2.5.5) is
the generalization of Theorem B.
2. Main Lemmas
In order to obtain the results, we need these lemmas below:
Lemma 2.5.1 The modified Poisson kernel Pm(z,ξ) has the following estimates:
(1) If 1 < |ξ| ≤ |z|2 , then |Pm(z,ξ)| ≤ Ay|z|
m−1
|ξ|m+1 ;
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(2) If |z|2 < |ξ| ≤ 2|z|, then |Pm(z,ξ)| ≤ Ay|z−(ξ,0)|2 ;
(3) If |ξ|> 2|z|, then |Pm(z,ξ)| ≤ Ay|z|m|ξ|m+2 ;
(4) If |ξ| ≤ 1, then |Pm(z,ξ)| ≤ Ay|z|2 .
Lemma 2.5.2 The modified Green function Gm(z,ζ) has the following estimates:
(1) If 1 < |ζ| ≤ |z|2 , then |Gm(z,ζ)| ≤ Ayη|z|
m−1
|ζ|m+1 ;
(2) If |z|2 < |ζ| ≤ 2|z|, then |Gm(z,ζ)| ≤ Ayη|z−ζ|2 ;
(3) If |ζ|> 2|z|, then |Gm(z,ζ)| ≤ Ayη|z|m|ζ|m+2 ;
(4) If |ζ| ≤ 1, then |Gm(z,ζ)| ≤ yηpi|z−ζ|2 ≤ Ayη|z|2 ;
(5) If |ζ− z| ≤ y2 , then |Gm(z,ζ)| ≤ A log 3y|z−ζ| .
3. Proof of Theorems
Proof of Theorem 2.5.1
We prove only the case p > 1; the proof of the case p = 1 is similar. Define
the measure dm(ξ) by
dm(ξ) = | f (ξ)|
p
(1+ |ξ|)γ dξ.
For any ε > 0, there exists Rε > 2, such that
Z
|ξ|≥Rε
dm(ξ)≤ ε
p
52p−α .
For every Lebesgue measurable set E ⊂R, the measure m(ε) defined by m(ε)(E) =
m(E ∩{x ∈ R : |x| ≥ Rε}) satisfies m(ε)(R)≤ εp52p−α , write
v1(z) =
Z
G1
Pm(z,ξ) f (ξ)dξ,
v2(z) =
Z
G2
Pm(z,ξ) f (ξ)dξ,
v3(z) =
Z
G3
Pm(z,ξ) f (ξ)dξ,
v4(z) =
Z
G4
Pm(z,ξ) f (ξ)dξ,
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where
G1 = {ξ ∈ R : 1 < |ξ| ≤ |z|2 },
G2 = {ξ ∈ R : |z|2 < |ξ| ≤ 2|z|},
G3 = {ξ ∈ R : |ξ|> 2|z|},
G4 = {ξ ∈ R : |ξ| ≤ 1}.
Then
v(z) = v1(z)+ v2(z)+ v3(z)+ v4(z). (2.5.6)
First, if γ > 1+mp, then ( γp −m−1)q+1 > 0. For Rε > 2, we have
v1(z) =
Z
1<|ξ|≤Rε
Pm(z,ξ) f (ξ)dξ+
Z
Rε<|ξ|≤ |z|2
Pm(z,ξ) f (ξ)dξ = v11(z)+ v12(z),
if |z|> 2Rε, then we obtain by (1) of Lemma 2.5.1 and Ho¨lder’s inequality
|v11(z)| ≤
Z
1<|ξ|≤Rε
Ay|z|m−1
|ξ|m+1 | f (ξ)|dξ
≤ Ay|z|m−1
(Z
1<|ξ|≤Rε
| f (ξ)|p
|ξ|γ dξ
)1/p(Z
1<|ξ|≤Rε
|ξ|( γp−m−1)qdξ
)1/q
,
since Z
1<|ξ|≤Rε
|ξ|( γp−m−1)qdξ ≤ AR(
γ
p−m−1)q+1
ε ,
so that
|v11(z)| ≤ Ay|z|m−1R
( γp−m−1)+ 1q
ε . (2.5.7)
Moreover, we have similarly
|v12(z)| ≤ Ay|z|m−1
(Z
Rε<|ξ|≤ |z|2
| f (ξ)|p
|ξ|γ dξ
)1/p(Z
Rε<|ξ|≤ |z|2
|ξ|( γp−m−1)qdξ
)1/q
≤ Ay|z|
γ
p+
1
q−2
(Z
Rε<|ξ|≤ |z|2
| f (ξ)|p
|ξ|γ dξ
)1/p
,
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which implies by arbitrariness of Rε that
|v12(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.5.8)
Let E1(λ) = {z ∈ C : |z| ≥ 2,∃ t > 0,s.t. m(ε)(B(z, t)∩R) > λp( t|z|)2p−α},
therefore, if |z| ≥ 2Rε and z /∈ E1(λ), then we have
∀t > 0, m(ε)(B(z, t)∩R)≤ λp
(
t
|z|
)2p−α
.
If γ > 1+mp, then ( γp −m−1)q+1 > 0, so that we obtain by (2) of Lemma 2.5.1
and Ho¨lder’s inequality
|v2(z)| ≤
Z
G2
Ay
|z− (ξ,0)|2 | f (ξ)|dξ
≤ Ay
(Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ
)1/p(Z
G2
|ξ| γqp dξ
)1/q
≤ Ay|z| γp+ 1q
(Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ
)1/p
,
since
Z
G2
| f (ξ)|p
|z− (ξ,0)|2p|ξ|γ dξ ≤
Z 3|z|
y
2γ +1
t2p
dm(ε)z (t)
≤ λ
p
|z|2p (2
γ +1)
(
1
3α +
2p
α
) |z|α
yα
,
where m(ε)z (t) =
R
|z−(ξ,0)|≤t dm(ε)(ξ).
Hence we have
|v2(z)| ≤ Aλy1−
α
p |z| γp+ 1q−2+αp . (2.5.9)
If γ < 1+(m+ 1)p, then ( γp −m− 2)q+ 1 < 0, so that we obtain by (3) of
Lemma 2.5.1 and Ho¨lder’s inequality
|v3(z)| ≤
Z
G3
Ay|z|m
|ξ|m+2 | f (ξ)|dξ
≤ Ay|z|m
(Z
G3
| f (ξ)|p
|ξ|γ dξ
)1/p(Z
G3
|ξ|( γp−m−2)qdξ
)1/q
≤ Aεy|z| γp+ 1q−2. (2.5.10)
45
Chapter 2. Growth Estimates for a Class of Subharmonic Functions in the Half
Plane
Finally, by (4) of Lemma 2.5.1, we obtain
|v4(z)| ≤ Ay|z|2
Z
G4
| f (ξ)|dξ. (2.5.11)
Thus, by collecting (2.5.6), (2.5.7), (2.5.8), (2.5.9), (2.5.10) and (2.5.11), there
exists a positive constant A independent of ε, such that if |z| ≥ 2Rε and z /∈ E1(ε),
we have
|v(z)| ≤ Aεy1−αp |z| γp+ 1q−2+αp .
Let µε be a measure in C defined by µε(E) =m(ε)(E∩R) for every measurable
set E in C. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a sequence {Rp}:
1 = R0 < R1 < R2 < · · · such that
µεp(C) =
Z
|ξ|≥Rp
dm(ξ)< ε
p
p
52p−α .
Take λ= 3 ·52p−α ·2pµεp(C) in Lemma 2.2.1, then there exists z j,p and ρ j,p, where
Rp−1 ≤ |z j,p|< Rp, such that
∞
∑
j=1
( ρ j,p
|z j,p|
)2p−α
≤ 1
2p
.
If Rp−1 ≤ |z|< Rp and z /∈ Gp = ∪∞j=1B(z j,p,ρ j,p), we have
|v(z)| ≤ Aεpy1−
α
p |z| γp+ 1q−2+αp .
Thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|z j,p|
)2p−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
Set G = ∪∞p=1Gp, thus Theorem 2.5.1 holds.
Proof of Theorem 2.5.2
We prove only the case p > 1; the remaining case p = 1 can be proved simi-
larly. Define the measure dn(ζ) by
dn(ζ) = η
p
(1+ |ζ|)γ dµ(ζ).
For any ε > 0, there exists Rε > 2, such that
Z
|ζ|≥Rε
dn(ζ)< ε
p
52p−α .
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For every Lebesgue measurable set E ⊂ C, the measure n(ε) defined by n(ε)(E) =
n(E ∩{ζ ∈ C+ : |ζ| ≥ Rε}) satisfies n(ε)(C+)≤ εp52p−α , write
h1(z) =
Z
F1
Gm(z,ζ)dµ(ζ),
h2(z) =
Z
F2
Gm(z,ζ)dµ(ζ),
h3(z) =
Z
F3
Gm(z,ζ)dµ(ζ),
h4(z) =
Z
F4
Gm(z,ζ)dµ(ζ),
where
F1 = {ζ ∈ C+ : 1 < |ζ| ≤ |z|2 },
F2 = {ζ ∈ C+ : |z|2 < |ζ| ≤ 2|z|},
F3 = {ζ ∈ C+ : |ζ|> 2|z|},
F4 = {ζ ∈ C+ : |ζ| ≤ 1}.
Then
h(z) = h1(z)+h2(z)+h3(z)+h4(z). (2.5.12)
First, if γ > 1+mp, then ( γp −m−1)q+1 > 0. For Rε > 2, we have
h1(z) =
Z
1<|ζ|≤Rε
Gm(z,ζ)dµ(ζ)+
Z
Rε<|ζ|≤ |z|2
Gm(z,ζ)dµ(ζ) = h11(z)+h12(z),
if |z|> 2Rε, then we obtain by (1) of Lemma 2.5.2 and Ho¨lder’s inequality
|h11(z)| ≤
Z
1<|ζ|≤Rε
Ayη|z|m−1
|ζ|m+1 dµ(ζ)
≤ Ay|z|m−1
(Z
1<|ζ|≤Rε
ηp
|ζ|γ dµ(ζ)
)1/p(Z
1<|ζ|≤Rε
|ζ|( γp−m−1)qdµ(ζ)
)1/q
,
since Z
1<|ζ|≤Rε
|ζ|( γp−m−1)qdµ(ζ)≤ AR(
γ
p−m−1)q+1
ε ,
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so that
|h11(z)| ≤ Ay|z|m−1R
( γp−m−1)+ 1q
ε . (2.5.13)
Moreover, we have similarly
|h12(z)| ≤ Ay|z|m−1
(Z
Rε<|ζ|≤ |z|2
ηp
|ζ|γ dµ(ζ)
)1/p(Z
Rε<|ζ|≤ |z|2
|ζ|( γp−m−1)qdµ(ζ)
)1/q
≤ Ay|z| γp+ 1q−2
(Z
Rε<|ζ|≤ |z|2
ηp
|ζ|γ dµ(ζ)
)1/p
,
which implies by arbitrariness of Rε that
|h12(z)| ≤ Aεy|z|
γ
p+
1
q−2. (2.5.14)
Let E2(λ) = {z ∈ C : |z| ≥ 2,∃ t > 0,s.t. n(ε)(B(z, t)∩C+) > λp( t|z|)2p−α},
therefore, if |z| ≥ 2Rε and z /∈ E2(λ), then we have
∀t > 0, n(ε)(B(z, t)∩C+)≤ λp
(
t
|z|
)2p−α
.
If γ > 1+mp, then ( γp −m−1)q+1 > 0, so that we obtain by Ho¨lder’s inequality
|h2(z)| ≤
(Z
F2
|Gm(z,ζ)|p
|ζ|γ dµ(ζ)
)1/p(Z
F2
|ζ| γqp dµ(ζ)
)1/q
≤
(
(2γ +1)
Z
F2
|Gm(z,ζ)|p
ηp dn(ζ)
)1/p(Z
F2
|ζ| γqp dµ(ζ)
)1/q
≤ A|z| γp+ 1q
(Z
F2
|Gm(z,ζ)|p
ηp dn(ζ)
)1/p
,
since
Z
F2
|Gm(z,ζ)|p
ηp dn(ζ) ≤
Z
|z−ζ|≤3|z|
|Gm(z,ζ)|p
ηp dn
(ε)(ζ)
=
Z
|z−ζ|≤ y2
|Gm(z,ζ)|p
ηp dn
(ε)(ζ)+
Z
y
2<|z−ζ|≤3|z|
|Gm(z,ζ)|p
ηp dn
(ε)(ζ)
= h21(z)+h22(z),
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so that we have by (5) of Lemma 2.5.2 and Lemma 2.4.3
h21(z) ≤
Z
|z−ζ|≤ y2
(
A
y
log 3y|z−ζ|
)p
dn(ε)(ζ)
=
A
yp
Z y
2
0
(
log 3y
t
)p
dn(ε)z (t)
≤ Aλp y
p−α
|z|2p−α +Aλ
p 1
yp|z|2p−α
Z y
2
0
t2p−α−1
(
log 3y
t
)p−1
dt
≤ Aλp y
p−α
|z|2p−α .
Moreover, we have by (2) of Lemma 2.5.2
h22(z) ≤
Z
y
2<|z−ζ|≤3|z|
(
Ay
|z−ζ|2
)p
dn(ε)(ζ)
= (Ay)p
Z 3|z|
y
2
1
t2p
dn(ε)z (t)
≤ A
(
1
3α +
2p2α
α
)
λp y
p−α
|z|2p−α ,
where n(ε)z (t) =
R
|z−ζ|≤t dn(ε)(ζ).
Hence we have
|h2(z)| ≤ Aλy1−
α
p |z| γp+ 1q−2+αp . (2.5.15)
If γ < 1+(m+ 1)p, then ( γp −m− 2)q+ 1 < 0, so that we obtain by (3) of
Lemma 2.5.2 and Ho¨lder’s inequality
|h3(z)| ≤
Z
F3
Ayη|z|m
|ζ|m+2 dµ(ζ)
≤ Ay|z|m
(Z
F3
ηp
|ζ|γ dµ(ζ)
)1/p(Z
F3
|ζ|( γp−m−2)qdµ(ζ)
)1/q
≤ Aεy|z| γp+ 1q−2. (2.5.16)
Finally, by (4) of Lemma 2.5.2, we obtain
|h4(z)| ≤ Ay|z|2
Z
F4
ηdµ(ζ). (2.5.17)
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Thus, by collecting (2.5.12), (2.5.13), (2.5.14), (2.5.15), (2.5.16) and (2.5.17),
there exists a positive constant A independent of ε, such that if |z| ≥ 2Rε and
z /∈ E2(ε), we have
|h(z)| ≤ Aεy1−αp |z| γp+ 1q−2+αp .
Similarly, if z /∈ G, we have
h(z) = o(y1−
α
p |z|
γ
p+
1
q−2+αp ), as |z| → ∞. (2.5.18)
By (2.5.4) and (2.5.18), we obtain that
u(z) = v(z)+h(z) = o(y1−
α
p |z| γp+ 1q−2+αp ), as |z| → ∞
holds in C+−G, thus we complete the proof of Theorem 2.5.2.
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Chapter 3
Growth Estimates for a Class of
Subharmonic Functions in the Half
Space
3.1 Introduction and Basic Notations
For x ∈ Rn\{0}, let [19]
E(x) =−rn|x|2−n,
where |x| is the Euclidean norm, rn = 1(n−2)ωn and ωn =
2pi
n
2
Γ( n2 )
is the surface area of
the unit sphere in Rn. We know that E is locally integrable in Rn.
The Green function G(x,y) for the upper half space H is given by [19]
G(x,y) = E(x− y)−E(x− y∗), x,y ∈ H, x 6= y, (3.1.1)
where ∗ denotes the reflection in the boundary plane ∂H just as y∗=(y1,y2, · · · ,yn−1,−yn),
then we define the Poisson kernel P(x,y′) when x ∈ H and y′ ∈ ∂H by
P(x,y′) =−∂G(x,y)∂yn
∣∣∣∣
yn=0
=
2xn
ωn|x− (y′,0)|n . (3.1.2)
The Dirichlet problem of the upper half space is to find a function u satisfying
u ∈C2(H), (3.1.3)
∆u = 0,x ∈ H, (3.1.4)
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lim
x→x′
u(x) = f (x′) nontangentially a.e.x′ ∈ ∂H, (3.1.5)
where f is a measurable function of Rn−1. The Poisson integral of the upper half
space is defined by
u(x) = P[ f ](x) =
Z
Rn−1
P(x,y′) f (y′)dy′, (3.1.6)
where P(x,y′) is defined by (3.1.2).
As we all know, the Poisson integral P[ f ] exists if
Z
Rn−1
| f (y′)|
1+ |y′|n dy
′ < ∞.
(see [1], [14] and [31])In this chapter, we replace the condition into
Z
Rn−1
| f (y′)|p
(1+ |y′|)γ dy
′ < ∞, (3.1.7)
where 1≤ p < ∞ and γ is a real number, then we can get the asymptotic behaviour
of harmonic functions.
Next, we will generalize these results to subharmonic functions.
3.2 Preliminary Lemma
Let µ be a positive Borel measure in Rn, β ≥ 0, the maximal function M(dµ)(x)
of order β is defined by
M(dµ)(x) = sup
0<r<∞
µ(B(x,r))
rβ
,
then the maximal function M(dµ)(x) : Rn → [0,∞) is lower semicontinuous, hence
measurable. To see this, for any λ > 0, let D(λ) = {x ∈ Rn : M(dµ)(x)> λ}. Fix
x ∈ D(λ), then there exists r > 0 such that µ(B(x,r)) > trβ for some t > λ, and
there exists δ > 0 satisfying (r+δ)β < trβλ . If |y−x|< δ, then B(y,r+δ)⊃ B(x,r),
therefore µ(B(y,r+δ))≥ trβ > λ(r+δ)β. Thus B(x,δ)⊂ D(λ). This proves that
D(λ) is open for each λ > 0.
In order to obtain the results, we need the lemma below:
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Lemma 3.2.1 Let µ be a positive Borel measure in Rn, β ≥ 0, µ(Rn) < ∞, for
any λ ≥ 5βµ(Rn), set
E(λ) = {x ∈ Rn : |x| ≥ 2,M(dµ)(x)> λ|x|β},
then there exists x j ∈ E(λ), ρ j > 0, j = 1,2, · · · , such that
E(λ)⊂
∞[
j=1
B(x j,ρ j) (3.2.1)
and
∞
∑
j=1
ρβj
|x j|β
≤ 3µ(R
n)5β
λ . (3.2.2)
Proof: Let Ek(λ) = {x ∈ E(λ) : 2k ≤ |x|< 2k+1}, then for any x ∈ Ek(λ), there
exists r(x) > 0, such that µ(B(x,r(x))) > λ
( r(x)
|x|
)β
, therefore r(x) ≤ 2k−1. Since
Ek(λ) can be covered by the union of a family of balls {B(x,r(x)) : x∈ Ek(λ)}, by
the Vitali Lemma [37], there exists Λk ⊂ Ek(λ), Λk is at most countable, such that
{B(x,r(x)) : x ∈ Λk} are disjoint and
Ek(λ)⊂ ∪x∈Λk B(x,5r(x)),
so
E(λ) = ∪∞k=1Ek(λ)⊂ ∪∞k=1∪x∈Λk B(x,5r(x)).
On the other hand, note that ∪x∈Λk B(x,r(x))⊂ {x : 2k−1 ≤ |x|< 2k+2}, so that
∑
x∈Λk
(5r(x))β
|x|β ≤ 5
β ∑
x∈Λk
µ(B(x,r(x)))
λ ≤
5β
λ µ{x : 2
k−1 ≤ |x|< 2k+2}.
Hence we obtain
∞
∑
k=1
∑
x∈Λk
(5r(x))β
|x|β ≤
∞
∑
k=1
5β
λ µ{x : 2
k−1 ≤ |x|< 2k+2} ≤ 3µ(R
n)5β
λ .
Rearrange {x : x ∈ Λk,k = 1,2, · · ·} and {5r(x) : x ∈Λk,k = 1,2, · · ·}, we get {x j}
and {ρ j} such that (3.2.1) and (3.2.2) hold.
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3.3 p = 1
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in Rn−1 satisfying (see
[1], [14] and [31]) Z
Rn−1
| f (y′)|
1+ |y′|n+m dy
′ < ∞, (3.3.1)
where m is a nonnegative integer. This is just (3.1.7) when p = 1 and γ = n+m.
It is well known that the Poisson kernel P(x,y′) has a series expansion in terms of
the ultraspherical ( or Gegenbauer ) polynomials Cλk (t) (λ = n2)(see [40] and [35]).
The latter can be defined by a generating function
(1−2tr+ r2)−λ =
∞
∑
k=0
Cλk (t)rk, (3.3.2)
where |r|< 1, |t| ≤ 1 and λ > 0. The coefficients Cλk (t) is called the ultraspherical
( or Gegenbauer ) polynomial of degree k associated with λ, the function Cλk (t) is
a polynomial of degree k in t. To obtain a solution of Dirichlet problem for the
boundary date f , as in [38], [39], [41] and [31], we use the following modified
functions defined by
Em(x− y) =
 E(x− y) when |y| ≤ 1,E(x− y)+∑m−1k=0 rn|x|k|y|n−2+k C n−22k ( x·y|x||y|) when |y|> 1.
Then we can define the modified Green function Gm(x,y) and the modified Pois-
son kernel Pm(x,y′) by (see [20], [21], [5], [23] and [31])
Gm(x,y) = Em+1(x− y)−Em+1(x− y∗), x,y ∈ H, x 6= y; (3.3.3)
Pm(x,y′) =
{
P(x,y′) when |y′| ≤ 1,
P(x,y′)−∑m−1k=0 2xn|x|
k
ωn|y′|n+k C
n/2
k
(
x·(y′,0)
|x||y′|
)
when |y′|> 1. (3.3.4)
Siegel-Talvila [38] have proved the following result:
Theorem C Let f be a measurable function in Rn−1 satisfying (3.3.1), then the
harmonic function
v(x) =
Z
Rn−1
Pm(x,y′) f (y′)dy′, x ∈ H (3.3.5)
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satisfies (3.1.3), (3.1.4), (3.1.5) and
v(x) = o(x1−nn |x|m+n), as |x| → ∞, (3.3.6)
where Pm(x,y′) is defined by (3.3.4).
In order to describe the asymptotic behaviour of subharmonic functions in
the half space (see [45], [47], [28], [29] and [30]), we establish the following
theorems.
Theorem 3.3.1 Let f be a measurable function in Rn−1 satisfying (3.3.1), and
0 < α≤ n. Let v(x) be the harmonic function defined by (3.3.5). Then there exists
x j ∈ H, ρ j > 0, such that
∞
∑
j=1
ρn−αj
|x j|n−α < ∞ (3.3.7)
holds and
v(x) = o(x1−αn |x|m+α), as |x| → ∞ (3.3.8)
holds in H−G, where G = S∞j=1 B(x j,ρ j).
Remark 3.3.1 If α = n, then (3.3.7) is a finite sum, the set G is the union of finite
balls, so (3.3.6) holds in H. This is just the result of Siegel-Talvila, therefore, our
result (3.3.8) is the generalization of Theorem C.
Next, we will generalize Theorem 3.3.1 to subharmonic functions.
Theorem 3.3.2 Let f be a measurable function in Rn−1 satisfying (3.3.1) and µ
be a positive Borel measure satisfying
Z
H
yn
1+ |y|n+m dµ(y)< ∞. (3.3.9)
Write the subharmonic function
u(x) = v(x)+h(x), x ∈ H,
where v(x) is the harmonic function defined by (3.3.5), h(x) is defined by
h(x) =
Z
H
Gm(x,y)dµ(y)
and Gm(x,y) is defined by (3.3.3). Then there exists x j ∈ H, ρ j > 0, such that
(3.3.7) holds and
u(x) = o(x1−αn |x|m+α), as |x| → ∞
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holds in H−G, where G = S∞j=1 B(x j,ρ j) and 0 < α < 2.
Next we are concerned with minimal thinness [2] at infinity for v(x) and h(x),
for a set E ⊂ H and an open set F ⊂ Rn−1, we consider the capacity
C(E;F) = inf
Z
Rn−1
g(y′)dy′,
where the infimum is taken over all nonnegative measurable functions g such that
g = 0 outside F and
Z
Rn−1
g(y′)
|x− (y′,0)|n dy
′ ≥ 1, for all x ∈ E.
We say that E ⊂ H is minimally thin at infinity if
∞
∑
i=1
2−inC(Ei;Fi)< ∞,
where Ei = {x ∈ E : 2i ≤ |x|< 2i+1} and Fi = {x ∈ Rn−1 : 2i < |x|< 2i+3}.
Theorem 3.3.3 Let f be a measurable function in Rn−1 satisfying (3.3.1), then
there exists a set E ⊂ H such that E is minimally thin at infinity and
lim
|x|→∞,x∈H−E
v(x)
xn|x|m = 0.
Similarly, for h(x), we can also conclude the following:
Corollary 3.3.1 Let µ be a positive Borel measure satisfying (3.3.9), then there
exists a set E ⊂ H such that E is minimally thin at infinity and
lim
|x|→∞,x∈H−E
h(x)
xn|x|m = 0.
Finally we are concerned with rarefiedness [2] at infinity for v(x) and h(x), for
a set E ⊂ H and an open set F ⊂ H, we consider the capacity
C(E;F) = inf
Z
H
g(y)dµ(y),
where the infimum is taken over all nonnegative measurable functions g such that
g = 0 outside F and
Z
H
g(y)
|x− y|n−1 dµ(y)≥ 1, for all x ∈ E.
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We say that E ⊂ H is rarefied at infinity if
∞
∑
i=1
2−i(n−1)C(Ei;Fi)< ∞,
where Ei is as in Theorem 3.3.3 and Fi = {x ∈ H : 2i < |x|< 2i+3}.
Theorem 3.3.4 Let µ be a positive Borel measure satisfying (3.3.9), then there
exists a set E ⊂ H such that E is rarefied at infinity and
lim
|x|→∞,x∈H−E
h(x)
|x|m+1 = 0.
Similarly, for v(x), we can also conclude the following:
Corollary 3.3.2 Let f be a measurable function in Rn−1 satisfying (3.3.1), then
there exists a set E ⊂ H such that E is rarefied at infinity and
lim
|x|→∞,x∈H−E
v(x)
|x|m+1 = 0.
2. Main Lemmas
In order to obtain the results, we need the following lemmas:
Lemma 3.3.1 Gegenbauer polynomials have the following properties:
(1) |Cλk (t)| ≤Cλk (1) = Γ(2λ+k)Γ(2λ)Γ(k+1) , |t| ≤ 1;
(2) ddtCλk (t) = 2λCλ+1k−1 (t), k ≥ 1;
(3) ∑∞k=0Cλk (1)rk = (1− r)−2λ;
(4) |C
n−2
2
k (t)−C
n−2
2
k (t
∗) | ≤ (n−2)Cn/2k−1 (1) |t− t∗|, |t| ≤ 1, |t∗| ≤ 1.
Proof: (1) and (2) can be derived from [40] and [15]; (3) follows by taking t =
1 in (3.3.2); (4) follows by (1), (2) and the Mean Value Theorem for Derivatives.
Lemma 3.3.2 The Green function G(x,y) has the following estimates:
(1) |G(x,y)| ≤ rn|x−y|n−2 ;
(2) |G(x,y)| ≤ 2xnynωn|x−y|n ;
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(3) |G(x,y)| ≤ Axnyn|x−y|n−2|x−y∗|2 .
Proof: (1) is obvious; (2) follows by the Mean Value Theorem for Derivatives;
(3) can be derived from [2].
3. Proof of Theorems
Proof of Theorem 3.3.1
Define the measure dm(y′) and the kernel K(x,y′) by
dm(y′) = | f (y
′)|
1+ |y′|n+m dy
′, K(x,y′) = Pm(x,y′)(1+ |y′|n+m).
For any ε > 0, there exists Rε > 2, such that
Z
|y′|≥Rε
dm(y′)≤ ε5n−α .
For every Lebesgue measurable set E ⊂Rn−1, the measure m(ε) defined by m(ε)(E)=
m(E ∩{x′ ∈ Rn−1 : |x′| ≥ Rε}) satisfies m(ε)(Rn−1)≤ ε5n−α , write
v1(x) =
Z
|x−(y′,0)|≤3|x|
P(x,y′)(1+ |y′|n+m)dm(ε)(y′),
v2(x) =
Z
|x−(y′,0)|≤3|x|
(Pm(x,y′)−P(x,y′))(1+ |y′|n+m)dm(ε)(y′),
v3(x) =
Z
|x−(y′,0)|>3|x|
K(x,y′)dm(ε)(y′),
v4(x) =
Z
1<|y′|<Rε
K(x,y′)dm(y′),
v5(x) =
Z
|y′|≤1
K(x,y′)dm(y′),
then
|v(x)| ≤ |v1(x)|+ |v2(x)|+ |v3(x)|+ |v4(x)|+ |v5(x)|. (3.3.10)
Let E1(λ) = {x∈Rn : |x| ≥ 2,∃ t > 0,s.t.m(ε)(B(x, t)∩Rn−1)> λ( t|x|)n−α}, there-
fore, if |x| ≥ 2Rε and x /∈ E1(λ), then we have
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|v1(x)| ≤
Z
xn≤|x−(y′,0)|≤3|x|
2xn
ωn|x− (y′,0)|n 2|y
′|n+mdm(ε)(y′)
≤ 4
n+m+1
ωn
xn|x|m+n
Z 3|x|
xn
1
tn
dm(ε)x (t)
≤ 4
n+m+1
ωn
(
1
3α +
n
α
)
λx1−αn |x|m+α, (3.3.11)
where m(ε)x (t) =
R
|x−(y′,0)|≤t dm(ε)(y′).
By (1) and (3) of Lemma 3.3.1, we obtain
|v2(x)| ≤
Z
xn≤|x−(y′,0)|≤3|x|
m−1
∑
k=0
2xn|x|k
ωn
Cn/2k (1)
2|y′|n+m
|y′|n+k dm
(ε)(y′)
≤ 4
m+1
ωn
m−1
∑
k=0
1
4k
Cn/2k (1)
1
5n−α εxn|x|
m
≤ 4
m+1+α
ωn ·3n εxn|x|
m. (3.3.12)
By (1) and (3) of Lemma 3.3.1, we see that [22]
|v3(x)| ≤
Z
|x−(y′,0)|>3|x|
∞
∑
k=m
4xn|x|k
ωn(2|x|)k−mC
n/2
k (1)dm
(ε)(y′)
≤ 2
m+2
ωn
ε
5n−α
∞
∑
k=m
1
2k
Cn/2k (1)xn|x|m
≤ 2
m−n+2α+2
ωn
εxn|x|m. (3.3.13)
Write
v4(x) =
Z
1<|y′|<Rε
[P(x,y′)+(Pm(x,y′)−P(x,y′))](1+ |y′|n+m)dm(y′)
= v41(x)+ v42(x),
then
|v41(x)| ≤
Z
1<|y′|<Rε
2xn
ωn|x− (y′,0)|n 2|y
′|n+mdm(y′)
≤ 4R
n+m
ε xn
ωn
Z
1<|y′|<Rε
1
( |x|2 )n
dm(y′)
≤ 2
n+2Rn+mε m(Rn−1)
ωn
xn
|x|n . (3.3.14)
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Moreover, by (1) and (3) of Lemma 3.3.1, we obtain
|v42(x)| ≤
Z
1<|y′|<Rε
m−1
∑
k=0
2xn|x|k
ωn|y′|n+kC
n/2
k (1) ·2|y′|n+mdm(y′)
≤
m−1
∑
k=0
4
ωn
Cn/2k (1)xn|x|kRm−kε m(Rn−1)
≤ 2
n+m+1Rmε m(Rn−1)
ωn
xn|x|m−1. (3.3.15)
In case |y′| ≤ 1, note that
K(x,y′) = Pm(x,y′)(1+ |y′|n+m)≤ 4xn
ωn|x− (y′,0)|n ,
so that
|v5(x)| ≤
Z
|y′|≤1
4xn
ωn
( |x|
2
)n dm(y′)≤ 2n+2m(Rn−1)ωn xn|x|n . (3.3.16)
Thus, by collecting (3.3.10), (3.3.11), (3.3.12), (3.3.13), (3.3.14), (3.3.15) and
(3.3.16), there exists a positive constant A independent of ε, such that if |x| ≥ 2Rε
and x /∈ E1(ε), we have
|v(x)| ≤ Aεx1−αn |x|m+α.
Let µε be a measure in Rn defined by µε(E) = m(ε)(E ∩Rn−1) for every mea-
surable set E in Rn. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a se-
quence {Rp}: 1 = R0 < R1 < R2 < · · · such that
µεp(R
n) =
Z
|y′|≥Rp
dm(y′)< εp5n−α .
Take λ= 3 ·5n−α ·2pµεp(Rn) in Lemma 3.2.1, then there exists x j,p and ρ j,p, where
Rp−1 ≤ |x j,p|< Rp, such that
∞
∑
j=1
( ρ j,p
|x j,p|
)n−α
≤ 1
2p
.
So if Rp−1 ≤ |x|< Rp and x /∈ Gp = ∪∞j=1B(x j,p,ρ j,p), we have
|v(x)| ≤ Aεpx1−αn |x|m+α,
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thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|x j,p|
)n−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
Set G = ∪∞p=1Gp, thus Theorem 3.3.1 holds.
Proof of Theorem 3.3.2
Define the measure dn(y) and the kernel L(x,y) by
dn(y) = yndµ(y)
1+ |y|n+m , L(x,y) = Gm(x,y)
1+ |y|n+m
yn
,
then the function h(x) can be written as
h(x) =
Z
H
L(x,y)dn(y).
For any ε > 0, there exists Rε > 2, such that
Z
|y|≥Rε
dn(y)< ε5n−α .
For every Lebesgue measurable set E ⊂Rn, the measure n(ε) defined by n(ε)(E) =
n(E ∩{y ∈ H : |y| ≥ Rε}) satisfies n(ε)(H)≤ ε5n−α , write
h1(x) =
Z
|x−y|≤ xn2
G(x,y)1+ |y|
n+m
yn
dn(ε)(y),
h2(x) =
Z
xn
2 <|x−y|≤3|x|
G(x,y)1+ |y|
n+m
yn
dn(ε)(y),
h3(x) =
Z
|x−y|≤3|x|
(Gm(x,y)−G(x,y))1+ |y|
n+m
yn
dn(ε)(y),
h4(x) =
Z
|x−y|>3|x|
L(x,y)dn(ε)(y),
h5(x) =
Z
1<|y|<Rε
L(x,y)dn(y),
h6(x) =
Z
|y|≤1
L(x,y)dn(y),
then
h(x) = h1(x)+h2(x)+h3(x)+h4(x)+h5(x)+h6(x). (3.3.17)
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Let E2(λ) = {x∈Rn : |x| ≥ 2,∃ t > 0,s.t.n(ε)(B(x, t)∩H)> λ( t|x|)n−α}, therefore,
if |x| ≥ 2Rε and x /∈ E2(λ), then we have by (1) of Lemma 3.3.2
|h1(x)| ≤
Z
|x−y|≤ xn2
rn
|x− y|n−2
2|y|n+m
xn
2
dn(ε)(y)
≤ 4× (3/2)n+mrn |x|
n+m
xn
Z xn
2
0
1
tn−2
dn(ε)x (t)
≤ 4× (3/2)n+mrn
[
1
22−α
+
n−2
(2−α)22−α
]
λx1−αn |x|m+α, (3.3.18)
where n(ε)x (t) =
R
|x−y|≤t dn(ε)(y).
By (2) of Lemma 3.3.2, we have
|h2(x)| ≤
Z
xn
2 <|x−y|≤3|x|
2xnyn
ωn|x− y|n
2|y|n+m
yn
dn(ε)(y)
≤ 4
n+m+1
ωn
xn|x|n+m
Z 3|x|
xn
2
1
tn
dn(ε)x (t)
≤ 4
n+m+1
ωn
(
1
3α
+
n2α
α
)
λx1−αn |x|m+α. (3.3.19)
First note Cλ0 (t) ≡ 1 [40], then we obtain by (1), (3) and (4) of Lemma 3.3.1
and taking t = x·y|x||y| , t
∗ = x·y
∗
|x||y∗| in (4) of Lemma 3.3.1
|h3(x)| ≤
Z
|x−y|≤3|x|
m
∑
k=1
rn|x|k
|y|n−2+k 2(n−2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(ε)(y)
≤ 4
m+1
ωn
m
∑
k=1
1
4k−1
Cn/2k−1 (1)
1
5n−α εxn|x|
m
≤ 4
m+1+α
ωn ·3n εxn|x|
m. (3.3.20)
By (1), (3) and (4) of Lemma 3.3.1, we see that
|h4(x)| ≤
Z
|x−y|>3|x|
∞
∑
k=m+1
rn|x|k
|y|n−2+k 2(n−2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(ε)(y)
≤ 2
m+2
ωn
∞
∑
k=m+1
1
2k−1
Cn/2k−1 (1)
1
5n−α εxn|x|
m
≤ 2
m−n+2α+2
ωn
εxn|x|m. (3.3.21)
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Write
h5(x) =
Z
1<|y|<Rε
[G(x,y)+(Gm(x,y)−G(x,y))]1+ |y|
n+m
yn
dn(y)
= h51(x)+h52(x),
then we obtain by (2) of Lemma 3.3.2
|h51(x)| ≤
Z
1<|y|<Rε
2xnyn
ωn|x− y|n
2|y|n+m
yn
dn(y)
≤ 4R
n+m
ε
ωn
xn
Z
1<|y|<Rε
1
( |x|2 )
n
dn(y)
≤ 2
n+2Rn+mε n(H)
ωn
xn
|x|n . (3.3.22)
Moreover, by (1), (3) and (4) of Lemma 3.3.1, we obtain
|h52(x)| ≤
Z
1<|y|<Rε
m
∑
k=1
rn|x|k
|y|n−2+k 2(n−2)C
n/2
k−1 (1)
xnyn
|x||y|
2|y|n+m
yn
dn(y)
≤
m
∑
k=1
4
ωn
Cn/2k−1 (1)xn|x|k−1Rm−k+1ε n(H)
≤ 2
n+m+1Rmε n(H)
ωn
xn|x|m−1. (3.3.23)
In case |y| ≤ 1, by (2) of Lemma 3.3.2, we have
|L(x,y)| ≤ 2xnyn
ωn|x− y|n
2
yn
=
4xn
ωn|x− y|n ,
so that
|h6(x)| ≤
Z
|y|≤1
4xn
ωn(
|x|
2 )
n
dn(y)≤ 2
n+2n(H)
ωn
xn
|x|n . (3.3.24)
Thus, by collecting (3.3.17), (3.3.18), (3.3.19), (3.3.20), (3.3.21), (3.3.22),
(3.3.23) and (3.3.24), there exists a positive constant A independent of ε, such
that if |x| ≥ 2Rε and x /∈ E2(ε), we have
|h(x)| ≤ Aεx1−αn |x|m+α.
Similarly, if x /∈ G, we have
h(x) = o(x1−αn |x|m+α), as |x| → ∞. (3.3.25)
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By (3.3.8) and (3.3.25), we obtain that
u(x) = v(x)+h(x) = o(x1−αn |x|m+α), as |x| → ∞
holds in H−G, thus we complete the proof of Theorem 3.3.2.
Proof of Theorem 3.3.3 and 3.3.4
We prove only Theorem 3.3.4, the proof of Theorem 3.3.3 is similar. By (3.3.20),
(3.3.21), (3.3.22), (3.3.23) and (3.3.24) we have
lim
|x|→∞,x∈H
h3(x)+h4(x)+h5(x)+h6(x)
|x|m+1 = 0. (3.3.26)
In view of (3.3.9), we can find a sequence {ai} of positive numbers such that
limi→∞ ai = ∞ and
∞
∑
i=1
ai
Z
Fi
yn
|y|n+m dµ(y)< ∞.
Consider the sets
Ei = {x ∈ H : 2i ≤ |x|< 2i+1, |h1(x)+h2(x)| ≥ a−1i 2im|x|}
for i = 1,2, · · · . If x ∈ Ei, then we obtain by (3) of Lemma 3.3.2
a−1i ≤ 2−im|x|−1|h1(x)+h2(x)| ≤ A2−i(m+1)
Z
Fi
yn
|x− y|n−1 dµ(y),
so that it follows from the definition of C(Ei;Fi) that
C(Ei;Fi)≤ Aai2−i(m+1)
Z
Fi
yndµ(y)≤ Aai2i(n−1)
Z
Fi
yn
|y|n+m dµ(y).
Define E = S∞i=1 Ei, then
∞
∑
i=1
2−i(n−1)C(Ei;Fi)< ∞.
Clearly,
lim
|x|→∞,x∈H−E
h1(x)+h2(x)
|x|m+1 = 0. (3.3.27)
Thus, by collecting (3.3.26) and (3.3.27), the proof of Theorem 3.3.4 is completed.
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3.4 p > 1(General Kernel)
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in Rn−1 satisfying
Z
Rn−1
| f (y′)|p
(1+ |y′|)γ dy
′ < ∞, (3.4.1)
where γ is defined as in Theorem 3.4.1.
In order to describe the asymptotic behaviour of subharmonic functions in the
upper half space (see [28], [29], and [30]), we establish the following theorems.
Theorem 3.4.1 Let 1 ≤ p < ∞, 1p + 1q = 1 and
−(n−1)(p−1)< γ < (n−1)+ p in case p > 1;
0 < γ ≤ n in case p = 1.
If f is a measurable function in Rn−1 satisfying (3.4.1) and v(x) is the harmonic
function defined by (3.1.6), then there exists x j ∈ H, ρ j > 0, such that
∞
∑
j=1
ρpn−αj
|x j|pn−α < ∞ (3.4.2)
holds and
v(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞ (3.4.3)
holds in H−G, where G = S∞j=1 B(x j,ρ j) and 0 < α ≤ np.
Remark 3.4.1 If α = n, p = 1 and γ = n, then (3.4.2) is a finite sum, the set G is
the union of finite balls, so (3.4.3) holds in H. This is just the case m = 0 of the
result of Siegel-Talvila.
Remark 3.4.2 If γ =−(n−1)(p−1), p > 1, then
v(x) = o(x
1−αp
n (log |x|)
1
q |x| γp+ n−1q −n+αp ), as |x| → ∞
holds in H−G.
Next, we will generalize Theorem 3.4.1 to subharmonic functions.
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Theorem 3.4.2 Let p and γ be as in Theorem 3.4.1. If f is a measurable function
in Rn−1 satisfying (3.4.1) and µ is a positive Borel measure satisfying
Z
H
ypn
(1+ |y|)γ dµ(y)< ∞
and Z
H
1
(1+ |y|)n−1 dµ(y)< ∞.
Write the subharmonic function
u(x) = v(x)+h(x), x ∈ H,
where v(x) is the harmonic function defined by (3.1.6), h(x) is defined by
h(x) =
Z
H
G(x,y)dµ(y)
and G(x,y) is defined by (3.1.1). Then there exists x j ∈H, ρ j > 0, such that (3.4.2)
holds and
u(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞
holds in H−G, where G = S∞j=1 B(x j,ρ j) and 0 < α < 2p.
Remark 3.4.3 If γ =−(n−1)(p−1), p > 1, then
u(x) = o(x
1−αp
n (log |x|)
1
q |x| γp+ n−1q −n+αp ), as |x| → ∞
holds in H−G.
2. Main Lemmas
In order to obtain the results, we need these lemmas below:
Lemma 3.4.1 The kernel function 1|x−y|n has the following estimates:
(1) If |y| ≤ |x|2 , then 1|x−y|n ≤ 2
n
|x|n ;
(2) If |y|> 2|x|, then 1|x−y|n ≤ 2
n
|y|n .
Lemma 3.4.2 The Green function G(x,y) has the following estimates:
(1) |G(x,y)| ≤ rn|x−y|n−2 ;
67
Chapter 3. Growth Estimates for a Class of Subharmonic Functions in the Half
Space
(2) |G(x,y)| ≤ 2xnynωn|x−y|n .
Proof: (1) is obvious; (2) follows by the Mean Value Theorem for Derivatives.
3. Proof of Theorems
Proof of Theorem 3.4.1
We prove only the case p > 1; the proof of the case p = 1 is similar. Define
the measure dm(y′) by
dm(y′) = | f (y
′)|p
(1+ |y′|)γ dy
′.
For any ε > 0, there exists Rε > 2, such that
Z
|y′|≥Rε
dm(y′)≤ ε
p
5pn−α .
For every Lebesgue measurable set E ⊂Rn−1, the measure m(ε) defined by m(ε)(E)=
m(E ∩{x′ ∈ Rn−1 : |x′| ≥ Rε}) satisfies m(ε)(Rn−1)≤ εp5pn−α , write
v1(x) =
Z
G1
P(x,y′) f (y′)dy′,
v2(x) =
Z
G2
P(x,y′) f (y′)dy′,
v3(x) =
Z
G3
P(x,y′) f (y′)dy′,
v4(x) =
Z
G4
P(x,y′) f (y′)dy′,
where
G1 = {y′ ∈ Rn−1 : Rε < |y′| ≤ |x|2 },
G2 = {y′ ∈ Rn−1 : |x|2 < |y
′| ≤ 2|x|},
G3 = {y′ ∈ Rn−1 : |y′|> 2|x|},
G4 = {y′ ∈ Rn−1 : |y′| ≤ Rε}.
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Then
v(x) = v1(x)+ v2(x)+ v3(x)+ v4(x). (3.4.4)
First, if γ >−(n−1)(p−1), then γqp +(n−1)> 0, so that we obtain by (1) of
Lemma 3.4.1 and Ho¨lder’s inequality
|v1(x)| ≤
Z
G1
2xn
ωn
2n
|x|n | f (y
′)|dy′
≤ 2
n+1
ωn
xn
|x|n
(Z
G1
| f (y′)|p
|y′|γ dy
′
)1/p(Z
G1
|y′| γqp dy′
)1/q
,
since Z
G1
|y′| γqp dy′ ≤ ωn−1 1γq
p +n−1
( |x|
2
) γq
p +n−1
,
so that
|v1(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.5)
Let E1(λ) = {x ∈Rn : |x| ≥ 2,∃ t > 0,s.t.m(ε)(B(x, t)∩Rn−1)> λp( t|x|)pn−α},
therefore, if |x| ≥ 2Rε and x /∈ E1(λ), then we have
∀t > 0, m(ε)(B(x, t)∩Rn−1)≤ λp
(
t
|x|
)pn−α
.
If γ > −(n− 1)(p− 1), then γqp +(n− 1) > 0, so that we obtain by Ho¨lder’s
inequality
|v2(x)| ≤ 2xn
ωn
(Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′
)1/p(Z
G2
|y′| γqp dy′
)1/q
≤ Axn|x|
γ
p+
n−1
q
(Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′
)1/p
,
since
Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′ ≤
Z 3|x|
xn
2γ +1
t pn
dm(ε)x (t)
≤ λ
p
|x|pn (2
γ +1)
(
1
3α +
pn
α
) |x|α
xαn
,
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where m(ε)x (t) =
R
|x−(y′,0)|≤t dm(ε)(y′).
Hence we have
|v2(x)| ≤ Aλx
1−αp
n |x|
γ
p+
n−1
q −n+αp . (3.4.6)
If γ < (n− 1)+ p, then ( γp − n)q+ (n− 1) < 0, so that we obtain by (2) of
Lemma 3.4.1 and Ho¨lder’s inequality
|v3(x)| ≤
Z
G3
2xn
ωn
2n
|y′|n | f (y
′)|dy′
≤ 2
n+1
ωn
xn
(Z
G3
| f (y′)|p
|y′|γ dy
′
)1/p(Z
G3
|y′|( γp−n)qdy′
)1/q
≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.7)
Finally, by (1) of Lemma 3.4.1, we obtain
|v4(x)| ≤ 2
n+1
ωn
xn
|x|n
Z
G4
| f (y′)|dy′,
which implies by γ >−(n−1)(p−1) that
|v4(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.8)
Thus, by collecting (3.4.4), (3.4.5), (3.4.6), (3.4.7) and (3.4.8), there exists a
positive constant A independent of ε, such that if |x| ≥ 2Rε and x /∈ E1(ε), we have
|v(x)| ≤ Aεx1−
α
p
n |x|
γ
p+
n−1
q −n+αp .
Let µε be a measure in Rn defined by µε(E) = m(ε)(E ∩Rn−1) for every mea-
surable set E in Rn. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a se-
quence {Rp}: 1 = R0 < R1 < R2 < · · · such that
µεp(Rn) =
Z
|y′|≥Rp
dm(y′)< ε
p
p
5pn−α .
Take λ = 3 · 5pn−α · 2pµεp(Rn) in Lemma 3.2.1, then there exists x j,p and ρ j,p,
where Rp−1 ≤ |x j,p|< Rp, such that
∞
∑
j=1
( ρ j,p
|x j,p|
)pn−α
≤ 1
2p
.
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If Rp−1 ≤ |x|< Rp and x /∈ Gp = ∪∞j=1B(x j,p,ρ j,p), we have
|v(x)| ≤ Aεpx
1−αp
n |x|
γ
p+
n−1
q −n+αp .
Thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|x j,p|
)pn−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
Set G = ∪∞p=1Gp, thus Theorem 3.4.1 holds.
Proof of Theorem 3.4.2
We prove only the case p > 1; the remaining case p = 1 can be proved simi-
larly. Define the measure dn(y) by
dn(y) = y
p
n
(1+ |y|)γ dµ(y).
For any ε > 0, there exists Rε > 2, such thatZ
|y|≥Rε
dn(y)< ε
p
5pn−α .
For every Lebesgue measurable set E ⊂Rn, the measure n(ε) defined by n(ε)(E) =
n(E ∩{y ∈ H : |y| ≥ Rε}) satisfies n(ε)(H)≤ εp5pn−α , write
h1(x) =
Z
F1
G(x,y)dµ(y),
h2(x) =
Z
F2
G(x,y)dµ(y),
h3(x) =
Z
F3
G(x,y)dµ(y),
h4(x) =
Z
F4
G(x,y)dµ(y),
where
F1 = {y ∈ H : Rε < |y| ≤ |x|2 },
F2 = {y ∈ H : |x|2 < |y| ≤ 2|x|},
F3 = {y ∈ H : |y|> 2|x|},
F4 = {y ∈ H : |y| ≤ Rε}.
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Then
h(x) = h1(x)+h2(x)+h3(x)+h4(x). (3.4.9)
First, if γ >−(n−1)(p−1), then γqp +(n−1)> 0, so that we obtain by (1) of
Lemma 3.4.1, (2) of Lemma 3.4.2 and Ho¨lder’s inequality
|h1(x)| ≤
Z
F1
2xnyn
ωn|x− y|n dµ(y)
≤
Z
F1
2xnyn
ωn
2n
|x|n dµ(y)
≤ 2
n+1
ωn
xn
|x|n
(Z
F1
ypn
|y|γ dµ(y)
)1/p(Z
F1
|y| γqp dµ(y)
)1/q
,
since Z
F1
|y| γqp dµ(y)≤ 2n−1
( |x|
2
) γq
p +n−1 Z
H
1
(1+ |y|)n−1 dµ(y),
so that
|h1(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.10)
Let E2(λ) = {x ∈ Rn : |x| ≥ 2,∃ t > 0,s.t.n(ε)(B(x, t)∩H) > λp( t|x|)pn−α},
therefore, if |x| ≥ 2Rε and x /∈ E2(λ), then we have
∀t > 0, n(ε)(B(x, t)∩H)≤ λp
(
t
|x|
)pn−α
.
If γ > −(n− 1)(p− 1), then γqp +(n− 1) > 0, so that we obtain by Ho¨lder’s
inequality
|h2(x)| ≤
(Z
F2
|G(x,y)|p
|y|γ dµ(y)
)1/p(Z
F2
|y| γqp dµ(y)
)1/q
≤
(
(2γ +1)
Z
F2
|G(x,y)|p
ypn
dn(y)
)1/p(Z
F2
|y| γqp dµ(y)
)1/q
≤ A|x|
γ
p+
n−1
q
(Z
F2
|G(x,y)|p
ypn
dn(y)
)1/p
,
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since
Z
F2
|G(x,y)|p
ypn
dn(y) ≤
Z
|x−y|≤3|x|
|G(x,y)|p
ypn
dn(ε)(y)
=
Z
|x−y|≤ xn2
|G(x,y)|p
ypn
dn(ε)(y)+
Z
xn
2 <|x−y|≤3|x|
|G(x,y)|p
ypn
dn(ε)(y)
= h21(x)+h22(x),
so that we have by (1) of Lemma 3.4.2
h21(x) ≤
Z
|x−y|≤ xn2
(
2rn
xn|x− y|n−2
)p
dn(ε)(y)
=
(
2rn
xn
)p Z xn
2
0
1
t p(n−2)
dn(ε)x (t)
≤ (2rn)p np−α
(2p−α)22p−α λ
p x
p−α
n
|x|np−α .
Moreover, we have by (2) of Lemma 3.4.2
h22(x) ≤
Z
xn
2 <|x−y|≤3|x|
(
2xn
ωn|x− y|n
)p
dn(ε)(y)
=
(
2xn
ωn
)p Z 3|x|
xn
2
1
t pn
dn(ε)x (t)
≤
(
2
ωn
)p( 1
3α +
np2α
α
)
λp x
p−α
n
|x|np−α ,
where n(ε)x (t) =
R
|x−y|≤t dn(ε)(y).
Hence we have
|h2(x)| ≤ Aλx
1−αp
n |x|
γ
p+
n−1
q −n+αp . (3.4.11)
If γ < (n− 1)+ p, then ( γp − n)q+ (n− 1) < 0, so that we obtain by (2) of
Lemma 3.4.1, (2) of Lemma 3.4.2 and Ho¨lder’s inequality
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|h3(x)| ≤
Z
F3
2xnyn
ωn|x− y|n dµ(y)
≤
Z
F3
2xnyn
ωn
2n
|y|n dµ(y)
≤ 2
n+1
ωn
xn
(Z
F3
ypn
|y|γ dµ(y)
)1/p(Z
F3
|y|( γp−n)qdµ(y)
)1/q
≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.12)
Finally, by (1) of Lemma 3.4.1 and (2) of Lemma 3.4.2, we obtain
|h4(x)| ≤
Z
F4
2xnyn
ωn|x− y|n dµ(y)≤
2n+1
ωn
xn
|x|n
Z
F4
yndµ(y),
which implies by γ >−(n−1)(p−1) that
|h4(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.4.13)
Thus, by collecting (3.4.9), (3.4.10), (3.4.11), (3.4.12) and (3.4.13), there ex-
ists a positive constant A independent of ε, such that if |x| ≥ 2Rε and x /∈ E2(ε),
we have
|h(x)| ≤ Aεx1−
α
p
n |x|
γ
p+
n−1
q −n+αp .
Similarly, if x /∈ G, we have
h(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞. (3.4.14)
By (3.4.3) and (3.4.14), we obtain that
u(x) = v(x)+h(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞
holds in H−G, thus we complete the proof of Theorem 3.4.2.
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3.5 the Estimates for the Modified Poisson Kernel
and Green Function
1. Introduction and Main Theorems
Recall that the modified Poisson kernel Pm(x,y′) and the modified Green function
Gm(x,y) (see [20], [21], [5], [23] and [31]) are defined respectively by
Pm(x,y′) =
{
P(x,y′) when |y′| ≤ 1,
P(x,y′)−∑m−1k=0 2xn|x|
k
ωn|y′|n+k C
n/2
k
(
x·(y′,0)
|x||y′|
)
when |y′|> 1
and
Gm(x,y) = Em+1(x− y)−Em+1(x− y∗), x,y ∈ H, x 6= y,
where
Em(x− y) =
 E(x− y) when |y| ≤ 1,E(x− y)+∑m−1k=0 rn|x|k|y|n−2+k C n−22k ( x·y|x||y|) when |y|> 1.
In our discussions, the estimates for the modified Poisson kernel Pm(x,y′) and
the modified Green function Gm(x,y) are fundamental, therefore, we establish the
following theorems.
Theorem 3.5.1 Suppose |y′|> 1, then we have the estimates:
|Pm(x,y′)| ≤
{
A xn|x−y′|n s
′m+n−1, when s′ > 1,
A xn|x−y′|n s
′m, when s′ ≤ 1,
where s′ = |x||y′| .
Theorem 3.5.2 Suppose |y|> 1, then we have the estimates:
|Gm(x,y)| ≤
 A
xnyn
|x−y|n−2
|x|m
|y|m+1
( |x|
|y|2 +
1
|y| +
|x|
|x−y|2
)
, when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−4
|y|m+n−2
(
1+ |x||y| +
|x|2
|x−y|2
)
, when s > 1,
where s = |x||y| .
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2. Main Lemma
In order to obtain the results, we need the lemma below:
Lemma 3.5.1 Suppose |y′|> 1, set s′ = |x||y′| and t ′ = x·y
′
|x||y′| , then
Pm(x,y′) = P(x,y′)[mCn/2m (t ′)I(n)m−1(s
′, t ′)− (n+m−1)Cn/2m−1(t ′)I(n)m (s′, t ′)],
where
I(n)m (s′, t ′) =
Z s′
0
(1−2t ′ξ+ξ2)n/2−1ξmdξ, s′ > 0, |t ′|< 1.
3. Proof of Theorems
Proof of Theorem 3.5.1
Suppose |y′|> 1, since
I(n)m (s′, t ′) =
Z s′
0
(1−2t ′ξ+ξ2)n/2−1ξmdξ
≤
{
As′m+1, when s′ ≤ 1,
As′m+n−1, when s′ > 1,
we can obtain by Lemma 3.5.1
|Pm(x,y′)| ≤ P(x,y′)[m|Cn/2m (t ′)||I(n)m−1(s′, t ′)|+(n+m−1)|Cn/2m−1(t ′)||I(n)m (s′, t ′)|]
≤ P(x,y′)[mA|I(n)m−1(s′, t ′)|+(n+m−1)A|I(n)m (s′, t ′)|].
When s′ > 1,
|Pm(x,y′)| ≤ A xn|x− y′|n s
′m+n−1;
when s′ ≤ 1,
|Pm(x,y′)| ≤ A xn|x− y′|n s
′m.
Thus
|Pm(x,y′)| ≤
{
A xn|x−y′|n s
′m+n−1, when s′ > 1,
A xn|x−y′|n s
′m, when s′ ≤ 1.
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Proof of Theorem 3.5.2
Suppose |y|> 1, by Lemma 3.5.1, we obtain
Pm(x,y) = P(x,y)[mCn/2m (t)I(n)m−1(s, t)− (n+m−1)Cn/2m−1(t)I(n)m (s, t)],
where s = |x||y| , t =
x·y
|x||y| .
Thus
Em(x− y) = E(x− y)[mC
n−2
2
m (t)I
(n−2)
m−1 (s, t)− (n+m−3)C
n−2
2
m−1(t)I
(n−2)
m (s, t)].
Similarly, we can obtain
Em(x−y∗)=E(x−y∗)[mC
n−2
2
m (t∗)I
(n−2)
m−1 (s
∗, t∗)−(n+m−3)C
n−2
2
m−1(t
∗)I(n−2)m (s∗, t∗)],
so that
Gm(x,y) = (m+1)[E(x− y)C
n−2
2
m+1(t)I
(n−2)
m (s, t)
−E(x− y∗)C
n−2
2
m+1(t
∗)I(n−2)m (s∗, t∗)]
−(n+m−2)[E(x− y)C
n−2
2
m (t)I
(n−2)
m+1 (s, t)
−E(x− y∗)C
n−2
2
m (t∗)I
(n−2)
m+1 (s
∗, t∗)]
= (m+1)[ f − f ∗]− (n+m−2)[g−g∗], (3.5.1)
where
f − f ∗
= E(x− y)C
n−2
2
m+1(t)I
(n−2)
m (s, t)−E(x− y)C
n−2
2
m+1(t)I
(n−2)
m (s, t∗)
+E(x− y)C
n−2
2
m+1(t)I
(n−2)
m (s
∗, t∗)−E(x− y)C
n−2
2
m+1(t
∗)I(n−2)m (s∗, t∗)
+E(x− y)C
n−2
2
m+1(t
∗)I(n−2)m (s∗, t∗)−E(x− y∗)C
n−2
2
m+1(t
∗)I(n−2)m (s∗, t∗)
= I1 + I2 + I3. (3.5.2)
For the first term, we have
I1 = E(x− y)C
n−2
2
m+1(t)[I
(n−2)
m (s, t)− I(n−2)m (s, t∗)]
= E(x− y)C
n−2
2
m+1(t)
[Z s
0
(1−2tξ+ξ2) n−22 −1ξmdξ−
Z s
0
(1−2t∗ξ+ξ2) n−22 −1ξmdξ
]
=
−2(n−4)xnyn
|x||y| E(x− y)C
n−2
2
m+1(t)I
(n−4)
m+1 (s, t0),
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where t∗ < t0 < t, thus
|I1| ≤
 A
xnyn
|x−y|n−2
|x|m+1
|y|m+3 , when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−5
|y|m+n−3 , when s > 1;
(3.5.3)
for the second term, we have
I2 = E(x− y)I(n−2)m (s∗, t∗)[C
n−2
2
m+1(t)−C
n−2
2
m+1(t
∗)],
by (4) of Lemma 3.3.1, we have
|I2| ≤ 1
(n−2)ωn
1
|x− y|n−2 |I
(n−2)
m (s
∗, t∗)|(n−2)C
n
2
m(1)|t− t∗|
≤
 A
xnyn
|x−y|n−2
|x|m
|y|m+2 , when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−4
|y|m+n−2 , when s > 1;
(3.5.4)
for the third term, we have
I3 =C
n−2
2
m+1(t
∗)I(n−2)m (s∗, t∗)[E(x− y)−E(x− y∗)],
thus
|I3| ≤ A 1
(n−2)ωn
2(n−2)xnyn
|x− y|n |I
(n−2)
m (s, t∗)|
≤
 A
xnyn
|x−y|n
|x|m+1
|y|m+1 , when s ≤ 1,
A xnyn|x−y|n
|x|m+n−3
|y|m+n−3 , when s > 1.
(3.5.5)
So we have by (3.5.2), (3.5.3), (3.5.4) and (3.5.5)
| f − f ∗|
≤ |I1|+ |I2|+ |I3|
≤
 A
xnyn
|x−y|n−2
|x|m
|y|m+1
( |x|
|y|2 +
1
|y| +
|x|
|x−y|2
)
, when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−5
|y|m+n−3
(
1+ |x||y| +
|x|2
|x−y|2
)
, when s > 1.
(3.5.6)
Similarly,
g−g∗
= E(x− y)C
n−2
2
m (t)I
(n−2)
m+1 (s, t)−E(x− y)C
n−2
2
m (t)I
(n−2)
m+1 (s, t
∗)
+E(x− y)C
n−2
2
m (t)I
(n−2)
m+1 (s
∗, t∗)−E(x− y)C
n−2
2
m (t∗)I
(n−2)
m+1 (s
∗, t∗)
+E(x− y)C
n−2
2
m (t∗)I
(n−2)
m+1 (s
∗, t∗)−E(x− y∗)C
n−2
2
m (t∗)I
(n−2)
m+1 (s
∗, t∗)
= J1 + J2 + J3, (3.5.7)
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and we have the similar estimates:
|J1| ≤
 A
xnyn
|x−y|n−2
|x|m+2
|y|m+4 , when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−4
|y|m+n−2 , when s > 1;
(3.5.8)
|J2| ≤
 A
xnyn
|x−y|n−2
|x|m+1
|y|m+3 , when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−3
|y|m+n−1 , when s > 1;
(3.5.9)
|J3| ≤
 A
xnyn
|x−y|n
|x|m+2
|y|m+2 , when s ≤ 1,
A xnyn|x−y|n
|x|m+n−2
|y|m+n−2 , when s > 1.
(3.5.10)
So we have by (3.5.7), (3.5.8), (3.5.9) and (3.5.10)
|g−g∗|
≤ |J1|+ |J2|+ |J3|
≤
 A
xnyn
|x−y|n−2
|x|m+1
|y|m+2
( |x|
|y|2 +
1
|y| +
|x|
|x−y|2
)
, when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−4
|y|m+n−2
(
1+ |x||y| +
|x|2
|x−y|2
)
, when s > 1.
(3.5.11)
Hence we finally obtain by (3.5.1), (3.5.6) and (3.5.11)
|Gm(x,y)|
≤ (m+1)| f − f ∗|+(n+m−2)|g−g∗|
≤
 A
xnyn
|x−y|n−2
|x|m
|y|m+1
( |x|
|y|2 +
1
|y| +
|x|
|x−y|2
)
, when s ≤ 1,
A xnyn|x−y|n−2
|x|m+n−4
|y|m+n−2
(
1+ |x||y| +
|x|2
|x−y|2
)
, when s > 1.
3.6 p > 1(Modified Kernel)
1. Introduction and Main Theorems
In this section, we will consider measurable functions f in Rn−1 satisfying
Z
Rn−1
| f (y′)|p
(1+ |y′|)γ dy
′ < ∞, (3.6.1)
where γ is defined as in Theorem 3.6.1.
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In order to describe the asymptotic behaviour of subharmonic functions rep-
resented by the modified kernel in the upper half space (see [28], [29] and [30]),
we establish the following theorems.
Theorem 3.6.1 Let 1 ≤ p < ∞, 1p + 1q = 1 and
(n−1)+mp < γ < (n−1)+(m+1)p in case p > 1;
m+n−1 < γ ≤ m+n in case p = 1.
If f is a measurable function in Rn−1 satisfying (3.6.1) and v(x) is the harmonic
function defined by
v(x) =
Z
Rn−1
Pm(x,y′) f (y′)dy′, x ∈ H, (3.6.2)
then there exists x j ∈ H, ρ j > 0, such that
∞
∑
j=1
ρpn−αj
|x j|pn−α < ∞ (3.6.3)
holds and
v(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞ (3.6.4)
holds in H−G, where G = S∞j=1 B(x j,ρ j) and 0 < α ≤ np.
Remark 3.6.1 If α = n, p = 1 and γ = n+m, then (3.6.3) is a finite sum, the
set G is the union of finite balls, so (3.6.4) holds in H. This is just the result of
Siegel-Talvila, therefore, our result (3.6.4) is the generalization of Theorem C.
Remark 3.6.2 If γ = (n−1)+mp, p > 1, then
v(x) = o(x
1−αp
n (log |x|)
1
q |x| γp+ n−1q −n+αp ), as |x| → ∞
holds in H−G.
Next, we will generalize Theorem 3.6.1 to subharmonic functions.
Theorem 3.6.2 Let p and γ be as in Theorem 3.6.1. If f is a measurable function
in Rn−1 satisfying (3.6.1) and µ is a positive Borel measure satisfying
Z
H
ypn
(1+ |y|)γ dµ(y)< ∞
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and Z
H
1
(1+ |y|)n−1 dµ(y)< ∞.
Write the subharmonic function
u(x) = v(x)+h(x), x ∈ H,
where v(x) is the harmonic function defined by (3.6.2), h(x) is defined by
h(x) =
Z
H
Gm(x,y)dµ(y)
and Gm(x,y) is defined by (3.3.3). Then there exists x j ∈ H, ρ j > 0, such that
(3.6.3) holds and
u(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞
holds in H−G, where G = S∞j=1 B(x j,ρ j) and 0 < α < 2p.
Remark 3.6.3 If γ = (n−1)+mp, p > 1, then
u(x) = o(x
1−αp
n (log |x|)
1
q |x| γp+ n−1q −n+αp ), as |x| → ∞
holds in H−G.
2. Main Lemmas
In order to obtain the results, we need these lemmas below:
Lemma 3.6.1 The modified Poisson kernel Pm(x,y′) has the following estimates:
(1) If 1 < |y′| ≤ |x|2 , then |Pm(x,y′)| ≤ Axn|x|
m−1
|y′|m+n−1 ;
(2) If |x|2 < |y′| ≤ 2|x|, then |Pm(x,y′)| ≤ Axn|x−(y′,0)|n ;
(3) If |y′|> 2|x|, then |Pm(x,y′)| ≤ Axn|x|
m
|y′|m+n ;
(4) If |y′| ≤ 1, then |Pm(x,y′)| ≤ Axn|x|n .
Lemma 3.6.2 The modified Green function Gm(x,y) has the following estimates:
(1) If 1 < |y| ≤ |x|2 , then |Gm(x,y)| ≤ Axnyn|x|
m−1
|y|m+n−1 ;
(2) If |x|2 < |y| ≤ 2|x|, then |Gm(x,y)| ≤ Axnyn|x−y|n ;
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(3) If |y|> 2|x|, then |Gm(x,y)| ≤ Axnyn|x|
m
|y|m+n ;
(4) If |y| ≤ 1, then |Gm(x,y)| ≤ 2xnynωn|x−y|n ≤
Axnyn
|x|n ;
(5) If |x− y| ≤ xn2 , then |Gm(x,y)| ≤ A|x−y|n−2 .
3. Proof of Theorems
Proof of Theorem 3.6.1
We prove only the case p > 1; the proof of the case p = 1 is similar. Define
the measure dm(y′) by
dm(y′) = | f (y
′)|p
(1+ |y′|)γ dy
′.
For any ε > 0, there exists Rε > 2, such thatZ
|y′|≥Rε
dm(y′)≤ ε
p
5pn−α .
For every Lebesgue measurable set E ⊂Rn−1, the measure m(ε) defined by m(ε)(E)=
m(E ∩{x′ ∈ Rn−1 : |x′| ≥ Rε}) satisfies m(ε)(Rn−1)≤ εp5pn−α , write
v1(x) =
Z
G1
Pm(x,y′) f (y′)dy′,
v2(x) =
Z
G2
Pm(x,y′) f (y′)dy′,
v3(x) =
Z
G3
Pm(x,y′) f (y′)dy′,
v4(x) =
Z
G4
Pm(x,y′) f (y′)dy′,
where
G1 = {y′ ∈ Rn−1 : 1 < |y′| ≤ |x|2 },
G2 = {y′ ∈ Rn−1 : |x|2 < |y
′| ≤ 2|x|},
G3 = {y′ ∈ Rn−1 : |y′|> 2|x|},
G4 = {y′ ∈ Rn−1 : |y′| ≤ 1}.
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Then
v(x) = v1(x)+ v2(x)+ v3(x)+ v4(x). (3.6.5)
First, if γ > (n−1)+mp, then ( γp −m−n+1)q+(n−1) > 0. For Rε > 2, we
have
v1(x)=
Z
1<|y′|≤Rε
Pm(x,y′) f (y′)dy′+
Z
Rε<|y′|≤ |x|2
Pm(x,y′) f (y′)dy′= v11(x)+v12(x),
if |x|> 2Rε, then we obtain by (1) of Lemma 3.6.1 and Ho¨lder’s inequality
|v11(x)| ≤
Z
1<|y′|≤Rε
Axn|x|m−1
|y′|m+n−1 | f (y
′)|dy′
≤ Axn|x|m−1
(Z
1<|y′|≤Rε
| f (y′)|p
|y′|γ dy
′
)1/p(Z
1<|y′|≤Rε
|y′|( γp−m−n+1)qdy′
)1/q
,
since Z
1<|y′|≤Rε
|y′|( γp−m−n+1)qdy′ ≤ AR(
γ
p−m−n+1)q+(n−1)
ε ,
so that
|v11(x)| ≤ Axn|x|m−1R
( γp−m−n+1)+ n−1q
ε . (3.6.6)
Moreover, we have similarly
|v12(x)| ≤ Axn|x|m−1
(Z
Rε<|y′|≤ |x|2
| f (y′)|p
|y′|γ dy
′
)1/p(Z
Rε<|y′|≤ |x|2
|y′|( γp−m−n+1)qdy′
)1/q
≤ Axn|x|
γ
p+
n−1
q −n
(Z
Rε<|y′|≤ |x|2
| f (y′)|p
|y′|γ dy
′
)1/p
,
which implies by arbitrariness of Rε that
|v12(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.6.7)
Let E1(λ) = {x∈Rn : |x| ≥ 2,∃ t > 0,s.t. m(ε)(B(x, t)∩Rn−1)> λp( t|x|)pn−α},
therefore, if |x| ≥ 2Rε and x /∈ E1(λ), then we have
∀t > 0, m(ε)(B(x, t)∩Rn−1)≤ λp
(
t
|x|
)pn−α
.
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If γ > (n−1)+mp, then ( γp −m−n+1)q+(n−1)> 0, so that we obtain by (2)
of Lemma 3.6.1 and Ho¨lder’s inequality
|v2(x)| ≤
Z
G2
Axn
|x− (y′,0)|n | f (y
′)|dy′
≤ Axn
(Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′
)1/p(Z
G2
|y′| γqp dy′
)1/q
≤ Axn|x|
γ
p+
n−1
q
(Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′
)1/p
,
since
Z
G2
| f (y′)|p
|x− (y′,0)|pn|y′|γ dy
′ ≤
Z 3|x|
xn
2γ +1
t pn
dm(ε)x (t)
≤ λ
p
|x|pn (2
γ +1)
(
1
3α +
pn
α
) |x|α
xαn
,
where m(ε)x (t) =
R
|x−(y′,0)|≤t dm(ε)(y′).
Hence we have
|v2(x)| ≤ Aλx
1−αp
n |x|
γ
p+
n−1
q −n+αp . (3.6.8)
If γ < (n−1)+ (m+1)p, then ( γp −m−n)q+(n−1)< 0, so that we obtain
by (3) of Lemma 3.6.1 and Ho¨lder’s inequality
|v3(x)| ≤
Z
G3
Axn|x|m
|y′|m+n | f (y
′)|dy′
≤ Axn|x|m
(Z
G3
| f (y′)|p
|y′|γ dy
′
)1/p(Z
G3
|y′|( γp−m−n)qdy′
)1/q
≤ Aεxn|x|
γ
p+
n−1
q −n. (3.6.9)
Finally, by (4) of Lemma 3.6.1, we obtain
|v4(x)| ≤ Axn|x|n
Z
G4
| f (y′)|dy′. (3.6.10)
Thus, by collecting (3.6.5), (3.6.6), (3.6.7), (3.6.8), (3.6.9) and (3.6.10), there
exists a positive constant A independent of ε, such that if |x| ≥ 2Rε and x /∈ E1(ε),
we have
|v(x)| ≤ Aεx1−
α
p
n |x|
γ
p+
n−1
q −n+αp .
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Let µε be a measure in Rn defined by µε(E) = m(ε)(E ∩Rn−1) for every mea-
surable set E in Rn. Take ε = εp = 12p+2 , p = 1,2,3, · · · , then there exists a se-
quence {Rp}: 1 = R0 < R1 < R2 < · · · such that
µεp(Rn) =
Z
|y′|≥Rp
dm(y′)< ε
p
p
5pn−α .
Take λ = 3 · 5pn−α · 2pµεp(Rn) in Lemma 3.2.1, then there exists x j,p and ρ j,p,
where Rp−1 ≤ |x j,p|< Rp, such that
∞
∑
j=1
( ρ j,p
|x j,p|
)pn−α
≤ 1
2p
.
If Rp−1 ≤ |x|< Rp and x /∈ Gp = ∪∞j=1B(x j,p,ρ j,p), we have
|v(x)| ≤ Aεpx
1−αp
n |x|
γ
p+
n−1
q −n+αp .
Thereby
∞
∑
p=1
∞
∑
j=1
( ρ j,p
|x j,p|
)pn−α
≤
∞
∑
p=1
1
2p
= 1 < ∞.
Set G = ∪∞p=1Gp, thus Theorem 3.6.1 holds.
Proof of Theorem 3.6.2
We prove only the case p > 1; the remaining case p = 1 can be proved simi-
larly. Define the measure dn(y) by
dn(y) = y
p
n
(1+ |y|)γ dµ(y).
For any ε > 0, there exists Rε > 2, such thatZ
|y|≥Rε
dn(y)< ε
p
5pn−α .
For every Lebesgue measurable set E ⊂Rn, the measure n(ε) defined by n(ε)(E) =
n(E ∩{y ∈ H : |y| ≥ Rε}) satisfies n(ε)(H)≤ εp5pn−α , write
h1(x) =
Z
F1
Gm(x,y)dµ(y),
h2(x) =
Z
F2
Gm(x,y)dµ(y),
h3(x) =
Z
F3
Gm(x,y)dµ(y),
h4(x) =
Z
F4
Gm(x,y)dµ(y),
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where
F1 = {y ∈ H : 1 < |y| ≤ |x|2 },
F2 = {y ∈ H : |x|2 < |y| ≤ 2|x|},
F3 = {y ∈ H : |y|> 2|x|},
F4 = {y ∈ H : |y| ≤ 1}.
Then
h(x) = h1(x)+h2(x)+h3(x)+h4(x). (3.6.11)
First, if γ > (n−1)+mp, then ( γp −m−n+1)q+(n−1) > 0. For Rε > 2, we
have
h1(x) =
Z
1<|y|≤Rε
Gm(x,y)dµ(y)+
Z
Rε<|y|≤ |x|2
Gm(x,y)dµ(y) = h11(x)+h12(x),
if |x|> 2Rε, then we obtain by (1) of Lemma 3.6.2 and Ho¨lder’s inequality
|h11(x)| ≤
Z
1<|y|≤Rε
Axnyn|x|m−1
|y|m+n−1 dµ(y)
≤ Axn|x|m−1
(Z
1<|y|≤Rε
ypn
|y|γ dµ(y)
)1/p(Z
1<|y|≤Rε
|y|( γp−m−n+1)qdµ(y)
)1/q
,
since Z
1<|y|≤Rε
|y|( γp−m−n+1)qdµ(y)≤ AR(
γ
p−m−n+1)q+(n−1)
ε ,
so that
|h11(x)| ≤ Axn|x|m−1R
( γp−m−n+1)+ n−1q
ε . (3.6.12)
Moreover, we have similarly
|h12(x)| ≤ Axn|x|m−1
(Z
Rε<|y|≤ |x|2
ypn
|y|γ dµ(y)
)1/p(Z
Rε<|y|≤ |x|2
|y|( γp−m−n+1)qdµ(y)
)1/q
≤ Axn|x|
γ
p+
n−1
q −n
(Z
Rε<|y|≤ |x|2
ypn
|y|γ dµ(y)
)1/p
,
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which implies by arbitrariness of Rε that
|h12(x)| ≤ Aεxn|x|
γ
p+
n−1
q −n. (3.6.13)
Let E2(λ) = {x ∈ Rn : |x| ≥ 2,∃ t > 0,s.t. n(ε)(B(x, t)∩H) > λp( t|x|)pn−α},
therefore, if |x| ≥ 2Rε and x /∈ E2(λ), then we have
∀t > 0, n(ε)(B(x, t)∩H)≤ λp
(
t
|x|
)pn−α
.
If γ > (n− 1)+mp, then ( γp −m− n+ 1)q+(n− 1) > 0, so that we obtain by
Ho¨lder’s inequality
|h2(x)| ≤
(Z
F2
|Gm(x,y)|p
|y|γ dµ(y)
)1/p(Z
F2
|y| γqp dµ(y)
)1/q
≤
(
(2γ +1)
Z
F2
|Gm(x,y)|p
ypn
dn(y)
)1/p(Z
F2
|y| γqp dµ(y)
)1/q
≤ A|x| γp+ n−1q
(Z
F2
|Gm(x,y)|p
ypn
dn(y)
)1/p
,
since
Z
F2
|Gm(x,y)|p
ypn
dn(y) ≤
Z
|x−y|≤3|x|
|Gm(x,y)|p
ypn
dn(ε)(y)
=
Z
|x−y|≤ xn2
|Gm(x,y)|p
ypn
dn(ε)(y)
+
Z
xn
2 <|x−y|≤3|x|
|Gm(x,y)|p
ypn
dn(ε)(y)
= h21(x)+h22(x),
so that we have by (5) of Lemma 3.6.2
h21(x) ≤
Z
|x−y|≤ xn2
(
A
xn|x− y|n−2
)p
dn(ε)(y)
=
(
A
xn
)p Z xn
2
0
1
t p(n−2)
dn(ε)x (t)
≤ A np−α
(2p−α)22p−α λ
p x
p−α
n
|x|np−α .
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Moreover, we have by (2) of Lemma 3.6.2
h22(x) ≤
Z
xn
2 <|x−y|≤3|x|
(
Axn
|x− y|n
)p
dn(ε)(y)
= (Axn)p
Z 3|x|
xn
2
1
t pn
dn(ε)x (t)
≤ A
(
1
3α
+
np2α
α
)
λp x
p−α
n
|x|np−α ,
where n(ε)x (t) =
R
|x−y|≤t dn(ε)(y).
Hence we have
|h2(x)| ≤ Aλx
1−αp
n |x|
γ
p+
n−1
q −n+αp . (3.6.14)
If γ < (n−1)+ (m+1)p, then ( γp −m−n)q+(n−1)< 0, so that we obtain
by (3) of Lemma 3.6.2 and Ho¨lder’s inequality
|h3(x)| ≤
Z
F3
Axnyn|x|m
|y|m+n dµ(y)
≤ Axn|x|m
(Z
F3
ypn
|y|γ dµ(y)
)1/p(Z
F3
|y|( γp−m−n)qdµ(y)
)1/q
≤ Aεxn|x|
γ
p+
n−1
q −n. (3.6.15)
Finally, by (4) of Lemma 3.6.2, we obtain
|h4(x)| ≤ Axn|x|n
Z
F4
yndµ(y). (3.6.16)
Thus, by collecting (3.6.11), (3.6.12), (3.6.13), (3.6.14), (3.6.15) and (3.6.16),
there exists a positive constant A independent of ε, such that if |x| ≥ 2Rε and
x /∈ E2(ε), we have
|h(x)| ≤ Aεx1−
α
p
n |x|
γ
p+
n−1
q −n+αp .
Similarly, if x /∈ G, we have
h(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞. (3.6.17)
By (3.6.4) and (3.6.17), we obtain that
u(x) = v(x)+h(x) = o(x
1−αp
n |x|
γ
p+
n−1
q −n+αp ), as |x| → ∞
holds in H−G, thus we complete the proof of Theorem 3.6.2.
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a Generalization of Harmonic
Majorants
4.1 a Generalization of Harmonic Majorants in the
Upper Half Plane
1. Introduction and Main Theorem
The Poisson kernel for the half plane C+ = {z= x+ iy∈C : y > 0} is the function
P(z, t) =
y
pi|z− t|2 ,
where z ∈ C+ and t ∈ R.
If p ≥ 0 is an integer, we define a modified Cauchy kernel of order p for z ∈
C+−{t} by
Cp(z, t) =
{
1
pi
1
t−z , when |t| ≤ 1,
1
pi
1
t−z − 1pi ∑pk=0 z
k
tk+1
, when |t|> 1,
then we define a modified Poisson kernel of order p for the upper half plane by
Pp(z, t) = ℑCp(z, t).
Flett and Kuran [34] proved the following theorem:
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Theorem D Let G(z) be nonnegative and subharmonic in C+. Then G(z) has a
harmonic majorant in C+ if and only if
sup
y>0
Z
∞
−∞
G(x+ iy)
x2 +(y+1)2
dx < ∞.
Remark 4.1.1 If G(z) has a harmonic majorant in C+, then there exists a har-
monic function
H(z) = cy+
y
pi
Z
∞
−∞
dµ(t)
(t− x)2 + y2 , y > 0,
where c≥ 0 and µ is a nonnegative Borel measure on (−∞,∞) such thatZ
∞
−∞
dµ(t)
1+ t2
< ∞,
and
G(z)≤ H(z).
In this section, We will generalize Theorem D partly to the modified kernel.
Theorem 4.1.1 Let
H(z) = ℑ[Qp(z)+ 1
pi
Z
∞
−∞
Cp(z, t)dµ(t)], z = x+ iy, y > 0,
where
Qp(z) =
p
∑
k=0
akz
k, ak ∈ R, k = 0,1,2, · · · , p
and µ is a nonnegative Borel measure on (−∞,∞) such thatZ
∞
−∞
1
1+ |t|p+1 dµ(t)< ∞.
If G(z) is subharmonic in C+ and
G(z)≤ H(z),
then
sup
y>0
Z
∞
−∞
G(x+ iy)
[x2 +(y+1)2]
p+1
2
dx < ∞.
Remark 4.1.2 If p = 1, this is just the result of Flett and Kuran, therefore, our
result is partly the generalization of Theorem D.
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2. Main lemmas
In order to obtain the result, we need these lemmas below:
Lemma 4.1.1 For any |t|> 1, the following equality
ℑCp(z, t) = ℑ
tzp+1−|z|2zp
|t− z|2t p+1 (4.1.1)
holds .
Proof: For |t|> 1, since
Cp(z, t) =
1
t− z −
p
∑
k=0
zk
tk+1
=
zp+1
(t− z)t p+1 ,
then
ℑCp(z, t) = ℑ
zp+1
(t− z)t p+1 = ℑ
[
zp+1(t− z)
|t− z|2t p+1
]
= ℑtz
p+1−|z|2zp
|t− z|2t p+1 .
This proves the equality (4.1.1).
Lemma 4.1.2 There exists A > 0, such that the inequality
ℑ(tzp+1−|z|2zp)≤ Ay(t2+ y2)(x2 + y2) p−12
holds in the following conditions:
(1) p = 2m−1,m = 1,2, · · · ;
(2) p = 2m,m = 1,2, · · · ,x≥ 0;
(3) p = 2m,m = 1,2, · · · ,x < 0, |t| ≥ |x|.
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3. Proof of Theorem
First from G(z)≤ H(z), we obtain
Z
∞
−∞
G(x+ iy)
[x2 +(y+1)2]
p+1
2
dx
≤
Z
∞
−∞
ℑQp(z)
[x2 +(y+1)2]
p+1
2
dx
+
1
pi
Z
∞
−∞
1
[x2 +(y+1)2]
p+1
2
dx
Z
∞
−∞
ℑCp(z, t)dµ(t)
= I1 + I2. (4.1.2)
For the first term, we have
I1 =
Z
∞
−∞
∑pk=0 akℑ(x+ iy)k
[x2 +(y+1)2]
p+1
2
dx
= y
Z
∞
−∞
∑pk=0 ak[C1k xk−1−C3k xk−3y2 + · · · ]
[x2 +(y+1)2]
p+1
2
dx
≤ y
Z
∞
−∞
∑pk=0 |ak|∑
[ k+12 ]
i=1 C
2i−1
k |x|(k−1)−(2i−2)y2i−2
[x2 +(y+1)2]
p+1
2
dx
≤ Ay
Z
∞
−∞
1
[x2 +(y+1)2]
p−k
2 +1
dx
≤ Ay
Z
∞
−∞
1
x2 +(y+1)2
dx
≤ Api y
y+1
≤ Api; (4.1.3)
for the second term, we will discuss in the following conditions:
(1) p = 2m−1,m = 1,2, · · · ;
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I2 =
1
pi
Z
∞
−∞
Z
∞
−∞
ℑCp(z, t)dµ(t)
1
[x2+(y+1)2]
p+1
2
dx
=
1
pi
Z
∞
−∞
Z
∞
|t|≤1
y
|t− z|2 dµ(t) ·
1
[x2 +(y+1)2]
p+1
2
dx
+
1
pi
Z
∞
−∞
Z
|t|>1
ℑ(tzp+1−|z|2zp)
|t− z|2t p+1 dµ(t) ·
1
[x2 +(y+1)2]
p+1
2
dx
= J11 + J12. (4.1.4)
Note that
y
pi
Z
∞
−∞
1
(t− x)2 + y2
y+1
x2 +(y+1)2
dx = 2y+1
t2+(2y+1)2
, (4.1.5)
we have
J11 =
1
pi
Z
|t|≤1
Z
∞
−∞
y
(t− x)2 + y2
1
[x2 +(y+1)2]
p+1
2
dxdµ(t)
≤
Z
|t|≤1
1
y+1
[
y
pi
Z
∞
−∞
1
(t− x)2 + y2
y+1
x2 +(y+1)2
dx]dµ(t)
=
Z
|t|≤1
1
y+1
2y+1
t2+(2y+1)2
dµ(t)
≤ 2
Z
|t|≤1
1
t2 +1
dµ(t)
≤ 4
Z
∞
−∞
1
1+ |t|p+1 dµ(t)< ∞. (4.1.6)
Moreover,
J12 ≤ 1
pi
Z
∞
−∞
Z
|t|>1
My(t2+ y2)(x2 + y2)
p−1
2
[(t− x)2 + y2]|t|p+1
1
[x2 +(y+1)2]
p+1
2
dµ(t)dx
=
My
pi
Z
∞
−∞
Z
|t|>1
(t2+ y2)
[(t− x)2 + y2][x2 +(y+1)2]|t|p+1 dµ(t)dx
= M
Z
|t|>1
1
y+1
y
pi
Z
∞
−∞
1
(t− x)2 + y2
y+1
x2 +(y+1)2
dxt
2 + y2
|t|p+1 dµ(t),
again by (4.1.5), we have
J12 ≤ M
Z
|t|>1
1
y+1
2y+1
t2+(2y+1)2
t2+ y2
|t|p+1 dµ(t)
≤ 4M
Z
|t|>1
1
1+ |t|p+1 dµ(t)< ∞; (4.1.7)
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(2) p = 2m,m = 1,2, · · · .
I2 =
1
pi
Z
∞
−∞
Z
∞
−∞
ℑCp(z, t)dµ(t)
1
[x2+(y+1)2]
p+1
2
dx
=
Z Z
{(x,t): x≥0}
+
Z Z
{(x,t): x<0,|t|≥−x}
+
Z Z
{(x,t): x<0,|t|<−x}
= J21 + J22 + J23. (4.1.8)
Similarly, we can obtain in the same method as (1) that J21 < ∞ and J22 < ∞.
Write
J23 =
1
pi
Z Z
{(x,t): x<0,|t|<−x}
ℑCp(z, t)dµ(t)
1
[x2+(y+1)2]
p+1
2
dx
=
Z Z
{(x,t): x<0,|t|<−x}T{(x,t): |t|≤1}
+
Z Z
{(x,t): x<0,|t|<−x}T{(x,t): |t|>1}
= K1 +K2, (4.1.9)
again, we can obtain in the same method as (1) that K1 < ∞.
In the following, we will show that
K2 < ∞. (4.1.10)
Write D = {(x, t) : x < 0, |t|<−x}T{(x, t) : |t|> 1}, then
K2 =
1
pi
Z Z
D
ℑCp(z, t)dµ(t)
1
[x2+(y+1)2]
p+1
2
dx
=
1
pi
Z Z
D
{
t ∑
p
2+1
i=1 (−1)i+1C2i−1p+1 x(p+1)−(2i−1)y2i−1
[(t− x)2 + y2]|t|p+1
−(x
2 + y2)∑
p
2
i=1(−1)i+1C2i−1p xp−(2i−1)y2i−1
[(t− x)2 + y2]|t|p+1
}
· 1
[x2 +(y+1)2]
p+1
2
dµ(t)dx
≤ 1
pi
Z Z
D
∑
p
2+1
i=1 C
2i−1
p+1 |x|p−2i+3y2i−2 +(x2 + y2)∑
p
2
i=1C2i−1p |x|p−2i+1y2i−2
[x2 +(y+1)2]
p+1
2
× y
[(t− x)2 + y2]|t|p+1 dµ(t)dx.
Note that
∑
p
2+1
i=1 C
2i−1
p+1 |x|p−2i+3y2i−2 +(x2 + y2)∑
p
2
i=1C2i−1p |x|p−2i+1y2i−2
[x2 +(y+1)2]
p+1
2
≤ A,
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then we have
K2 ≤ Ay
pi
Z Z
D
1
[(t− x)2 + y2]|t|p+1 dµ(t)dx
≤ A
Z
∞
−∞
y
pi
Z
∞
−∞
1
(t− x)2 + y2 dx
2
1+ |t|p+1 dµ(t).
Note that
y
pi
Z
∞
−∞
1
(t− x)2 + y2 dx = 1,
then we have
K2 ≤ 2A
Z
∞
−∞
1
1+ |t|p+1 dµ(t)< ∞.
So the result follows by collecting (4.1.2), (4.1.3), (4.1.4), (4.1.6), (4.1.7), (4.1.8),
(4.1.9) and (4.1.10).
4.2 a Generalization of Harmonic Majorants in the
Upper Half Space
1. Introduction and Main Theorem
The Poisson kernel for the half space H is the function
P(x,y′) =
2xn
ωn|x− y′|n ,
where x ∈ H, y ∈ ∂H and ωn = 2pi
n
2
Γ( n2 )
is the area of the unit sphere in Rn.
In this section, We will generalize Theorem D to the upper half space.
Theorem 4.2.1 Let
H(x) = cxn +
Z
Rn−1
P(x,y′)dµ(y′),
where c ≥ 0 and µ is a nonnegative Borel measure on Rn−1 such that
Z
Rn−1
1
(1+ |y′|2)n/2 dµ(y
′)< ∞.
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If G(x) is nonnegative and subharmonic in H. Then
G(x)≤ H(x)
if and only if
sup
xn>0
Z
Rn−1
G(x)
[|x′|2 +(xn +1)2] n2
dx′ < ∞. (4.2.1)
Remark 4.2.1 If n = 2, this is just the result of Flett and Kuran, therefore, our
result is the generalization of Theorem D.
2. Main Lemmas
In order to obtain the result, we need these lemmas below:
Lemma 4.2.1 Let H(x) be nonnegative and harmonic in H and have a continuous
extension to H. Then
H(x) = cxn +
2xn
ωn
Z
Rn−1
H(y′)
[|y′− x′|2 + x2n]
n
2
dy′,
where c is given by
c = lim
xn→∞
H(0,xn)
xn
. (4.2.2)
Lemma 4.2.2 Let
xT =

x1
x2
.
.
.
xn
 ,
then we have
Dn = |xxT E−2xT x|=−|x|2n.
Proof:
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Dn = ||x|2E−2xT x|
=
∣∣∣∣∣∣∣
|x|2−2x21 −2x1x2 . . . −2x1xn
.
.
.
.
.
.
.
.
.
.
.
.
−2xnx1 −2xnx2 . . . |x|2−2x2n
∣∣∣∣∣∣∣
= |x|2Dn−1−2x2n|x|2(n−1),
therefore,
Dn = |x|2Dn−1−2x2n|x|2(n−1)
= |x|2[|x|2Dn−2−2x2n−1|x|2(n−2)]−2x2n|x|2(n−1)
= |x|2×2Dn−2−2(x2n−1 + x2n)|x|2(n−1)
= · · · · · ·
= |x|2×(n−1)D1−2(x22 + x23 + · · ·+ x2n)|x|2(n−1)
= |x|2×(n−1)(|x|2−2x21)−2(x22 + x23 + · · ·+ x2n)|x|2(n−1)
= |x|2n−2(x21 + x22 + · · ·+ x2n)|x|2(n−1)
= |x|2n−2|x|2n =−|x|2n.
Lemma 4.2.3 Let x= (x1,x2, · · · ,xn−1,xn) = (x′,xn), where x′ ∈Rn−1 and xn ∈R.
S = (0,0, · · · ,0,−1) = (0,−1), where 0 ∈ Rn−1. Suppose
u = Φ(x) = 2(x−S)∗+S,
where x∗ = x|x|2 , then we have
JΦ(x) =− 2
n
[|x′|2 +(xn +1)2]n ,
where JΦ(x) is given by
JΦ(x) =
∂(u1,u2, · · · ,un)
∂(x1,x2, · · · ,xn) .
97
Chapter 4. a Generalization of Harmonic Majorants
Proof: Since
u = Φ(x) = 2(x−S)∗+S
=
2(x−S)
|x−S|2 +S
=
2(x′,xn +1)
|x′|2 +(xn +1)2 +(0,−1)
=
(2x′,2(xn+1))+(0,−|x′|2− (xn +1)2)
|x′|2 +(xn +1)2
=
(2x′,1−|x′|2− x2n)
|x′|2 +(xn +1)2 , (4.2.3)
then we have
|Φ(x)|2 =
∣∣∣∣(2x′,1−|x′|2− x2n)|x′|2 +(xn +1)2
∣∣∣∣2
=
4x′2 +(1−|x′|2− x2n)2
[|x′|2 +(xn +1)2]2
=
x′4 +2x′2(1+ x2n)+(1+ xn)2(1− xn)2
[|x′|2 +(xn +1)2]2
=
|x′|2 +(1− xn)2
|x′|2 +(1+ xn)2 .
Let
u = (u1,u2, · · · ,un),
by(4.2.3), we obtain
ui =
{ 2xi
|x′|2+(xn+1)2 , when i = 1,2, · · · ,n−1,
2(xn+1)
|x′|2+(xn+1)2 −1, when i = n,
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for i = 1,2, · · · ,n−1, we have
∂ui
∂xi
= 2
|x′|2 +(xn +1)2−2x2i
[|x′|2 +(xn +1)2]2 ,
∂ui
∂x j
=
−4xix j
[|x′|2 +(xn +1)2]2 , i 6= j, j = 1,2, · · · ,n−1
∂ui
∂xn
=
−4xi(xn +1)
[|x′|2 +(xn +1)2]2 ,
∂un
∂xi
=
−4(xn +1)xi
[|x′|2 +(xn +1)2]2 ,
∂un
∂xn
= 2 |x
′|2 +(xn +1)2−2(xn +1)2
[|x′|2 +(xn +1)2]2 .
So we get
Jφ(x) =
∣∣∣∣∣∣∣∣
∂u1
∂x1 . . .
∂u1
∂xn−1
∂u1
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
∂un
∂x1 . . .
∂un
∂xn−1
∂un
∂xn
∣∣∣∣∣∣∣∣
=
2n
[|x′|2 +(xn +1)2]2n
∣∣∣∣∣∣∣
|x|2−2x21 −2x1x2 . . . −2x1xn
.
.
.
.
.
.
.
.
.
.
.
.
−2xnx1 −2xnx2 . . . |x|2−2x2n
∣∣∣∣∣∣∣
=− 2n
[|x′|2+(xn+1)2]n .
3. Proof of Theorem
We first prove necessity.
First applying Lemma 4.2.1 with H(x) ≡ 1, by (4.2.1), we have c = 0, so we
obtain
1 =
2xn
ωn
Z
Rn−1
1
[|y′− x′|2 + x2n]
n
2
dy′. (4.2.4)
For a > 0, consider the function
H(x) =
xn +a
[|x′|2 +(xn +a)2] n2
,
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it is clear that H(x) is nonnegative and harmonic in H, then applying Lemma
4.2.1 with
H(x) =
xn +a
[|x′|2 +(xn +a)2] n2
,
by (4.2.2) and
H((0,xn)) =
xn +a
(xn +a)n
=
1
(xn +a)n−1
,
we have c = 0, so we obtain by
H((y′,0)) = a
[|y′|2 +a2] n2
that
xn +a
[|x′|2 +(xn +a)2] n2
=
2xn
ωn
Z
Rn−1
1
[|y′− x′|2 + x2n]
n
2
a
[|y′|2 +a2] n2 dy
′. (4.2.5)
In these two formulas (4.2.4) and (4.2.5), we interchange the roles of x′ and y′ and
choose a = xn +1, then we get
1 =
2xn
ωn
Z
Rn−1
1
[|x′− y′|2 + x2n]
n
2
dx′, (4.2.6)
and
2xn +1
[|y′|2 +(2xn +1)2] n2
=
2xn
ωn
Z
Rn−1
1
[|x′− y′|2 + x2n]
n
2
xn +1
[|x′|2 +(xn +1)2] n2
dx′,
(4.2.7)
by (4.2.6), we can also get
1 = 2(xn +1)
ωn
Z
Rn−1
1
[|x′− y′|2 +(xn +1)2] n2
dx′
=
2(xn +1)
ωn
Z
Rn−1
1
[|x′|2 +(xn +1)2] n2
dx′. (4.2.8)
Thus from
G(x)≤ cxn +
Z
Rn−1
P(x,y′)dµ(y′),
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we obtain by (4.2.7) and (4.2.8)
Z
Rn−1
G(x)
[|x′|2 +(xn +1)2] n2
dx′
≤
Z
Rn−1
cxn
[|x′|2 +(xn +1)2] n2
dx′
+
2
ωn
Z
Rn−1
xn
[|x′|2 +(xn +1)2] n2
dx′
Z
Rn−1
1
[|y′− x′|2 + x2n]
n
2
dµ(y′)
=
cωnxn
2(xn +1)
+
1
xn +1
Z
Rn−1
2xn
ωn
Z
Rn−1
1
[|x′− y′|2 + x2n]
n
2
xn +1
[|x′|2 +(xn +1)2] n2
dx′dµ(y′)
=
cωnxn
2(xn +1)
+
2xn +1
xn +1
Z
Rn−1
1
[|y′|2 +(2xn +1)2] n2
dµ(y′)
≤ cωn
2
+2
Z
Rn−1
1
[1+ |y′|2] n2 dµ(y
′).
Hence (4.2.1) holds.
In the other direction, assume that (4.2.1) holds. We show that G(x) has a
harmonic majorant in H, or what is the same thing, G(Φ−1(u)) has a harmonic
majorant in Bn. It is sufficient to show that
g(r) = rn−1
Z
S
G(Φ−1(rξ))dσ(ξ)
remains bounded as r ↑ 1. By Lemma A1, it is the same thing to show that
Z 1
0
g(r)
1−λnrn dr ≤ A
Z 1
0
1
1−λntn dt
for all λ ∈ (0,1) and some positive constant. Calculate as follows:
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Z 1
0
g(r)
1−λnrn dr
=
Z 1
0
Z
S
G(Φ−1(rξ))
1−λnrn dσ(ξ)r
n−1dr
=
1
nV (B)
Z
Bn
G(Φ−1(u))
1−λn|u|n dV
=
1
nV (B)
Z
R+n
G(x)
1−λn|Φ(x)|n |JΦ(x)|dx
=
1
nV (B)
Z
R+n
G(x)
1−λn
[
|x′|2+(1−xn)2
|x′|2+(xn+1)2
] n
2
∣∣∣∣− 2n[|x′|2 +(xn +1)2]n
∣∣∣∣dx
=
2n
nV (B)
Z
R+n
G(x)
[|x′|2 +(xn +1)2] n2
1
[|x′|2 +(xn +1)2] n2 −{λ2[|x′|2+(xn−1)2]} n2
dx
≤ 2
n
nV (B)
Z
∞
0
[Z
Rn−1
G(x)
[|x′|2 +(xn +1)2] n2
dx′
]
· 1
(xn +1)n−λn|xn−1|n dxn,
by (4.2.1), we have
Z 1
0
g(r)
1−λnrn dr
≤ A
Z
∞
0
1
(xn +1)n−λn|xn−1|n dxn
≤ A
Z
∞
0
(xn +1)n−2
(xn +1)n−λn|xn−1|n dxn
= A
Z
∞
0
1
1−λn| xn−1
xn+1 |n
1
(xn +1)2
dxn
=
1
2
A
Z 1
−1
1
1−λn|t|n dt
= A
Z 1
0
1
1−λntn dt
The change of variables is made with the substitution t = xn−1
xn+1 . So the result
follows.
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5.1 Properties of Limit for Poisson Integral in the
Upper Half Plane
1. Introduction and Main Theorem
The Poisson kernel for the upper half plane C+ = {z = x+ iy ∈ C : y > 0} is the
function
P(z, t) =
y
pi|z− t|2 ,
where z ∈ C+ and t ∈ R.
If p ≥ 0 is an integer, we define a modified Cauchy kernel of order p for z ∈
C+−{t} by
Cp(z, t) =
{
1
pi
1
t−z , when |t| ≤ 1,
1
pi
1
t−z − 1pi ∑pk=0 z
k
tk+1
, when |t|> 1,
then we define a modified Poisson kernel of order p for the upper half plane by
Pp(z, t) = ℑCp(z, t).
For any |t|> 1, the following equality
ℑCp(z, t) =
tRp+1 sin(p+1)θ−Rp+2 sin pθ
|t− z|2t p+1 (5.1.1)
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holds, where z = Reiθ.
Marvin Rosenblum and James Rovnyak [34] proved the following theorem:
Theorem E If
H(z) = cy+
y
pi
Z
∞
−∞
dµ(t)
(t− x)2 + y2 , y > 0,
where c is a real number and µ is a nonnegative Borel measure on (−∞,∞) such
that Z
∞
−∞
dµ(t)
1+ t2
< ∞.
Then for every θ ∈ (0,pi):
(1)
lim
R→∞
1
R
H(Reiθ) = csinθ;
(2)
lim
R→∞
2
piR
Z pi
0
H(Reiθ)sinθdθ = c.
In this section, We will generalize Theorem E to the modified kernel.
Theorem 5.1.1 If
H(z) = ℑ
[
Qp(z)+ 1
pi
Z
∞
−∞
Cp(z, t)dµ(t)
]
, z = x+ iy, y > 0
where
Qp(z) =
p
∑
k=0
akz
k, ak ∈ R, k = 0,1,2, · · · , p
and µ is a nonnegative Borel measure on (−∞,∞) such that
Z
∞
−∞
1
1+ |t|p+1 dµ(t)< ∞.
Then for every θ ∈ (0,pi) :
(1)
lim
R→∞
1
Rp
H(Reiθ) =
[
ap− 1
pi
Z
|t|>1
1
t p+1
dµ(t)
]
sin pθ;
(2)
lim
R→∞
2
piRp
Z pi
0
H(Reiθ)sin pθdθ = ap− 1
pi
Z
|t|>1
1
t p+1
dµ(t).
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Remark 5.1.1 If p = 1, this is just the result of Marvin Rosenblum and James
Rovnyak, therefore, our result is the generalization of Theorem E.
2. Proof of Theorem
We first prove the equality (5.1.1). Since
Cp(z, t) =
1
t− z −
p
∑
k=0
zk
tk+1
=
zp+1
(t− z)t p+1 ,
then
ℑCp(z, t) = ℑ
zp+1
(t− z)t p+1 = ℑ
[
zp+1(t− z)
|t− z|2t p+1
]
= ℑ
[
t(Reiθ)p+1−|z|2(Reiθ)p
|t− z|2t p+1
]
=
tRp+1 sin(p+1)θ−Rp+2 sin pθ
|t− z|2t p+1 .
This proves the equality (5.1.1).
Since
H(z) = ℑ
( p
∑
k=0
akz
k
)
+
1
pi
Z
∞
−∞
ℑCp(z, t)dµ(t)
= ℑ
( p
∑
k=0
akRkeikθ
)
+
1
pi
[Z
|t|≤1
ℑCp(z, t)dµ(t)+
Z
|t|>1
ℑCp(z, t)dµ(t)
]
=
p
∑
k=0
akRk sinkθ+
1
pi
Z
|t|≤1
ℑ 1
t− zdµ(t)+
1
pi
Z
|t|>1
ℑ z
p+1
(t− z)t p+1 dµ(t)
=
p
∑
k=0
akRk sinkθ+
1
pi
Z
|t|≤1
y
|t− z|2 dµ(t)
+
1
pi
Z
|t|>1
tRp+1 sin(p+1)θ−Rp+2 sin pθ
|t− z|2t p+1 dµ(t),
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for every θ ∈ (0,pi),
H(Reiθ)
Rp
=
p
∑
k=0
akRk−p sinkθ+
1
pi
Z
|t|≤1
y
|t− z|2Rp dµ(t)
+
1
pi
Z
|t|>1
R[t sin(p+1)θ−Rsin pθ]
|t− z|2t p+1 dµ(t)
= I1 + I2 + I3, (5.1.2)
then
lim
R→∞
I1 = lim
R→∞
p
∑
k=0
akRk−p sinkθ = ap sin pθ. (5.1.3)
Moreover,
I2 =
1
pi
Z
|t|≤1
y
|t− z|2Rp dµ(t)
=
1
pi
Z
|t|≤1
sinθ(1+ |t|p+1)
Rp−1|t−Reiθ|2
dµ(t)
1+ |t|p+1 .
Since
sinθ(1+ |t|p+1)
Rp−1|t−Reiθ|2 <
2
2p−1(R−|t|)2 <
2
2p−1(R−1)2 < 2
2−p,
by the dominated convergence theorem, we have
lim
R→∞
I2 = 0. (5.1.4)
Write
I3 =
1
pi
Z
|t|>1
R[t sin(p+1)θ−Rsin pθ]
|t− z|2
dµ(t)
t p+1
=
1
pi
Z
|t|>1
J
dµ(t)
t p+1
.
Multiplying (5.1.2) by 2pi−1 sin pθ and integrating with respect to θ, we obtain
2
piRp
Z pi
0
H(Reiθ)sin pθdθ
=
2
pi
Z pi
0
p
∑
k=0
akRk−p sinkθsin pθdθ
+
2
pi2
Z pi
0
Z
|t|≤1
ysin pθ
|t− z|2Rp dµ(t)dθ
+
2
pi2
Z pi
0
Z
|t|>1
Rsin pθ[t sin(p+1)θ−Rsin pθ]
|t− z|2
dµ(t)
t p+1
dθ
= I′1 + I
′
2 + I
′
3. (5.1.5)
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For the first term, we have
I′1 =
2
pi
p
∑
k=0
akRk−p
Z pi
0
sinkθsin pθdθ
=
1
pi
p
∑
k=0
akRk−p
Z pi
0
[cos(k− p)θ− cos(k+ p)θ]dθ
=
1
pi
[ p−1
∑
k=0
+ ∑
k=p
]
akRk−p
Z pi
0
[cos(k− p)θ− cos(k+ p)θ]dθ
=
1
pi
ap
Z pi
0
(1− cos2pθ)dθ
= ap; (5.1.6)
for the second term, we have
I′2 =
2
pi2
Z pi
0
Z
|t|≤1
sinθsin pθ(1+ |t|p+1)
Rp−1|t−Reiθ|2
dµ(t)
1+ |t|p+1 dθ
for all θ ∈ (0,pi) and R > 2.
If |t| ≤ 1, then ∣∣∣∣sinθsin pθ(1+ |t|p+1)Rp−1|t−Reiθ|2
∣∣∣∣
<
2
2p−1(R−|t|)2 <
2
2p−1(R−1)2
<
2
2p−1
= 22−p.
Since
2
pi2
Z pi
0
Z
|t|≤1
22−p dµ(t)
1+ |t|p+1 dθ < ∞,
by the dominated convergence theorem, we have
lim
R→∞
I′2 = 0; (5.1.7)
for the third term, we have
I′3 =
2
pi2
Z pi
0
Z
|t|>1
Rsin pθ[t sin(p+1)θ−Rsin pθ]
|t− z|2
dµ(t)
t p+1
dθ
=
2
pi2
Z pi
0
Z
|t|>1
J′
dµ(t)
t p+1
dθ.
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In the following, we will show that
J′ ≤ 2p(p+1) (5.1.8)
for all θ ∈ (0,pi) and R > 2.
Since
|t− z|2 = t2−2Rt cosθ+R2 = (t−Rcosθ)2 +R2 sin2 θ ≥ R2 sin2 θ
and
|t−z|2 =
{
(t−R)2 +2Rt(1− cosθ) = (t−R)2 +4Rt sin2 θ2 ≥ 4R|t|sin2 θ2 , when t > 0,
(t +R)2−2Rt(1+ cosθ) = (t +R)2−4Rt cos2 θ2 ≥ 4R|t|cos2 θ2 , when t < 0,
then
|J′| ≤ R|sin pθ|(|t sin(p+1)θ|−R|sin pθ|)|t− z|2
≤ |t|Rp(p+1)sin
2 θ+R2p2 sin2 θ
|t− z|2
≤ p(p+1) |t|Rsin
2 θ+R2 sin2 θ
|t− z|2
= p(p+1)
( |t|Rsin2 θ
|t− z|2 +
R2 sin2 θ
|t− z|2
)
≤ 2p(p+1).
This proves (5.1.8).
Since
2
pi2
Z pi
0
Z
|t|>1
2p(p+1)
dµ(t)
t p+1
dθ = 4p(p+1)
pi
Z
|t|>1
dµ(t)
t p+1
< ∞,
by the dominated convergence theorem, we have
lim
R→∞
I′3 = limR→∞
2
pi2
Z pi
0
Z
|t|>1
J′
dµ(t)
t p+1
dθ.
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Note that
J′ = J′+ sin2 pθ− sin2 pθ
=
Rt sin(p+1)θsin pθ−R2 sin2 pθ
|t− z|2 +
|t− z|2 sin2 pθ
|t− z|2 − sin
2 pθ
=
Rt sin(p+1)θsin pθ−R2 sin2 pθ+(t2−2Rt cosθ+R2)sin2 pθ
|t− z|2 − sin
2 pθ
=
t2 sin2 pθ+Rt sin pθ[sin(p+1)θ−2cosθsin pθ]
|t− z|2 − sin
2 pθ
=
t2 sin2 pθ−Rt sin pθsin(p−1)θ
|t− z|2 − sin
2 pθ,
then we obtain
lim
R→∞
J′ =−sin2 pθ.
Therefore
lim
R→∞
I′3 =
2
pi2
Z pi
0
Z
|t|>1
lim
R→∞
J′
dµ(t)
t p+1
dθ
=
2
pi2
Z pi
0
Z
|t|>1
−sin2 pθdµ(t)
t p+1
dθ
= − 2
pi2
Z pi
0
1− cos2pθ
2
dθ
Z
|t|>1
dµ(t)
t p+1
= −1
pi
Z
|t|>1
dµ(t)
t p+1
. (5.1.9)
Thus, (2) holds by collecting (5.1.5), (5.1.6), (5.1.7) and (5.1.9).
Similarly, we have
|psinθJ| ≤ 2p(p+1),
so
|J| ≤ 2(p+1)
sinθ .
Since
1
pi
Z
|t|>1
2(p+1)
sinθ
dµ(t)
t p+1
=
2(p+1)
pisinθ
Z
|t|>1
dµ(t)
t p+1
< ∞
and
lim
R→∞
J =−sin pθ,
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by the dominated convergence theorem, we have
lim
R→∞
I3 =
1
pi
Z
|t|>1
lim
R→∞
J
dµ(t)
t p+1
=−sin pθ
pi
Z
|t|>1
dµ(t)
t p+1
. (5.1.10)
So (1) follows by (5.1.2), (5.1.3), (5.1.4) and (5.1.10).
5.2 Properties of Limit for Poisson Integral in the
Upper Half Space
1. Introduction and Main Theorem
The Poisson kernel for the upper half space H is the function
P(x,y′) =
2xn
ωn|x− y′|n ,
where x ∈ H, y′ ∈ ∂H and ωn = 2pi
n
2
Γ( n2 )
is the area of the unit sphere in Rn.
In this section, We will generalize Theorem E to the upper half space.
Theorem 5.2.1 If
H(x) = cxn +
Z
Rn−1
P(x,y′)dµ(y′),
where c is a real number and µ is a nonnegative Borel measure on Rn−1 such that
Z
Rn−1
1
(1+ |y′|2) n2 dµ(y
′)< ∞.
Then for every θ j ∈ (0,pi), j = 1,2, · · · ,n−1,
(1)
lim
R→∞
1
R
H(x) = csinθ1 sinθ2 · · ·sinθn−1;
(2)
lim
R→∞
1
R
Z pi
0
Z pi
0
· · ·
Z pi
0
H(x)(sinθ1 sinθ2 · · ·sinθn−1)n−1dθ1dθ2 · · ·dθn−1 = 2n−1In−1n c,
where R = |x| and
In =
{
(2k−1)!!
(2k)!!
pi
2 , when n = 2k,
(2k)!!
(2k+1)!! , when n = 2k+1.
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Remark 5.2.1 If n = 2, this is just the result of Marvin Rosenblum and James
Rovnyak, therefore, our result is the generalization of Theorem E.
2. Proof of Theorem
Write x′ = Rξ, xn = Rη, by the formula of polar coordinates, we have
η = sinθ1 sinθ2 · · ·sinθn−1. (5.2.1)
For every θ j ∈ (0,pi), j = 1,2, · · · ,n−1,
1
R
H(x) = cη+ 2
ωn
Z
Rn−1
2Rη
ωn|x− y′|n dµ(y
′)
= cη+ 2
ωn
Z
Rn−1
η(1+ |y
′|2)n/2
|x− y′|n
1
(1+ |y′|2)n/2 dµ(y
′)
= cη+ 2
ωn
Z
Rn−1
J1
1
(1+ |y′|2)n/2 dµ(y
′). (5.2.2)
Multiplying this by ηn−1 and integrating with respect to θ j, we obtain
1
R
Z pi
0
Z pi
0
· · ·
Z pi
0
H(x)ηn−1dθ1dθ2 · · ·dθn−1
=
Z pi
0
Z pi
0
· · ·
Z pi
0
cηndθ1dθ2 · · ·dθn−1
+
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
ηn (1+ |y
′|2)n/2
|x− y′|n
1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1
= K1 +K2. (5.2.3)
By (5.2.1), we have
K1 = c
Z pi
0
Z pi
0
· · ·
Z pi
0
(sinθ1 sinθ2 · · ·sinθn−1)ndθ1dθ2 · · ·dθn−1
= c
(Z pi
0
sinn θdθ
)n−1
.
Since Z pi
0
sinn θdθ = 2
Z pi/2
0
sinn θdθ = 2In,
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we obtain
K1 = 2n−1In−1n c. (5.2.4)
Moreover,
K2 =
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
ηn (1+ |y
′|2)n/2
|x− y′|n
1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1
=
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
J2
1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1.
In the following, we will show that
J2 ≤ 2n/2 (5.2.5)
for all y′,θ j ∈ (0,pi), j = 1,2, · · · ,n−1, and R > 2.
If |y′|< 1, then since R > 2,
J2 ≤ 2
n/2
(R−|y′|)n ≤
2n/2
(R−1)n ≤ 2
n/2;
if |y′| ≥ 1, since
|x− y′|2 = |(x′,xn)− (y′,0)|2 = |x′− y′|2 + x2n
= |y′|2−2x′ · y′+R2 = |y′|2(|ξ|2 +η2)−2y′ ·Rξ+R2
= |y′|2η2 +(|y′|2|ξ|2−|y′ ·ξ|2)+(y′ ·ξ−R)2 ≥ |y′|2η2,
then
J2 = ηn
(1+ |y′|2)n/2
|x− y′|n =
[
η2 (1+ |y
′|2)
|x− y′|2
]n/2
≤
[
η2 (1+ |y
′|2)
|y′|2η2
]n/2
=
(
1+
1
|y′|2
)n/2
≤ 2n/2.
This proves (5.2.5).
Since
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
2n/2 1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1
=
2
ωn
2n/2pin−1
Z
Rn−1
1
(1+ |y′|2)n/2 dµ(y
′)< ∞,
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by the dominated convergence theorem, we have
lim
R→∞
K2 = lim
R→∞
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
J2
1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1
= lim
R→∞
2
ωn
Z pi
0
Z pi
0
· · ·
Z pi
0
Z
Rn−1
lim
R→∞
J2
1
(1+ |y′|2)n/2 dµ(y
′)dθ1dθ2 · · ·dθn−1
= 0. (5.2.6)
Thus, (2) holds by collecting (5.2.3), (5.2.4) and (5.2.6).
Moreover,
J1 = η
(1+ |y′|2)n/2
|x− y′|n =
J2
ηn−1
≤ 2
n/2
(sinθ1 sinθ2 · · ·sinθn−1)n−1 .
Since
2
ωn
Z
Rn−1
2n/2
(sinθ1 sinθ2 · · ·sinθn−1)n−1
1
(1+ |y′|2)n/2 dµ(y
′)
=
2
ωn
2n/2
(sinθ1 sinθ2 · · ·sinθn−1)n−1
Z
Rn−1
1
(1+ |y′|2)n/2 dµ(y
′)< ∞,
by the dominated convergence theorem, we have
lim
R→∞
2
ωn
Z
Rn−1
J1
1
(1+ |y′|2)n/2 dµ(y
′)
=
2
ωn
Z
Rn−1
lim
R→∞
J1
1
(1+ |y′|2)n/2 dµ(y
′) = 0. (5.2.7)
So (1) follows by (5.2.2) and (5.2.7).
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Chapter 6
a Lower Bound for a Class of
Harmonic Functions in the Half
Space
6.1 Introduction and Main Theorem
B.Ya.Levin [26] has proved the following result:
Theorem F Let u(z) be a harmonic function in the upper half plane C+ = {z =
x+ iy = Reiθ,y > 0} with continuous boundary values on the real axis. Suppose
that
u(z)≤ KRρ, z ∈ C+,R = |z|> 1,ρ > 1,
and
|u(z)| ≤ K, z ∈ C+,R = |z| ≤ 1,ℑz≥ 0.
Then
u(z)≥−cK 1+R
ρ
sinθ , z ∈ C+,
where c does not depend on K,R,θ and the function u(z).
Our aim in this chapter is to establish the following main theorem.
Theorem 6.1.1 Let u(x) be a harmonic function in the upper half space H with
continuous boundary values on the boundary ∂H, write |x′|= |x|cosθ,xn = |x|sinθ
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(0 < θ ≤ pi/2). Suppose that
u(x)≤ KRρ(R), x ∈ H,R = |x|> 1,ρ(R)> 1, (6.1.1)
and
u(x)≥−K, x ∈ H,R = |x| ≤ 1,xn ≥ 0. (6.1.2)
Then
u(x)≥−cK 1+(2R)
ρ(R)
sinn−1 θ
, x ∈ H, (6.1.3)
where c does not depend on K,R,θ and the function u(x), ρ(R) is nondecreasing
in [1,+∞).
Remark 6.1.1 If n = 2,ρ(R) ≡ ρ, this is just the result of B.Ya.Levin, therefore,
our result (6.1.3) is the generalization of Theorem F.
6.2 Main Lemmas
In order to obtain the result, we need these lemmas below:
Lemma 6.2.1 Let u(x) be a harmonic function in the upper half space H = {x =
(x′,xn) ∈ Rn : xn > 0} with continuous boundary values on the boundary ∂H,
R > 1. Then we have
Z
{x∈Rn: |x|=R,xn>0}
u(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u(x′)
(
1
|x′|n −
1
Rn
)
dx′ = c1 +
c2
Rn
,
where
c1 =
Z
{x∈Rn: |x|=1,xn>0}
[
(n−1)xnu(x)+ xn ∂u(x)∂n
]
dσ(x),
c2 =
Z
{x∈Rn: |x|=1,xn>0}
[
xnu(x)− xn ∂u(x)∂n
]
dσ(x).
Lemma 6.2.2 Let u(x) be a harmonic function in the upper half space H = {x =
(x′,xn) ∈ Rn : xn > 0} with continuous boundary values on the boundary ∂H,
116
6.3. Proof of Theorem
R > 1. Then on the closed half ball B+R = BR∩H = {x ∈ H : |x| ≤ R}, we have
u(x) =
Z
{y∈H: |y|=R,yn>0}
R2−|x|2
ωnR
(
1
|y− x|n −
1
|y− x∗|n
)
u(y)dσ(y)
+
2xn
ωn
Z
{y∈H: |y′|<R,yn=0}
(
1
|y′− x|n −
Rn
|x|n
1
|y′− x˜|n
)
u(y′)dy′,
where x˜ = R2x/|x|2, x∗ = (x′,−xn), and ωn = pi
n
2
Γ(1+ n2 )
is the volume of the unit
n-ball in Rn.
Remark 6.2.1 Lemma 6.2.1 is the generalization of the Carleman formula for
harmonic functions in the upper half plane to the upper half space; Lemma 6.2.2 is
the generalization of the Nevanlinna formula for harmonic functions in the upper
half disk to the upper half ball.
6.3 Proof of Theorem
We use Lemma 6.2.1 to the harmonic function u(x),Z
{x∈Rn: |x|=R,xn>0}
u−(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
Rn
)
dx′
=
Z
{x∈Rn: |x|=R,xn>0}
u+(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u+(x′)
(
1
|x′|n −
1
Rn
)
dx′+ c1 +
c2
Rn
, (6.3.1)
where u+(x) = max{u(x),0},u−(x) = (−u(x))+ and u(x) = u+(x)−u−(x).
The terms on the right-hand of (6.3.1) can be estimated by using (6.1.1):Z
{x∈Rn: |x|=R,xn>0}
u+(x)
nxn
Rn+1
dσ(x)≤ AKRρ(R)−1, (6.3.2)
Z
{x∈Rn: 1<|x′|<R,xn=0}
u+(x′)
(
1
|x′|n −
1
Rn
)
dx′ ≤ AKRρ(R)−1. (6.3.3)
Thus, for R > 1, we can obtain by (6.3.1), (6.3.2) and (6.3.3)Z
{x∈Rn: |x|=R,xn>0}
u−(x)
nxn
Rn+1
dσ(x)≤ AKRρ(R)−1, (6.3.4)
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
Rn
)
dx′ ≤ AKRρ(R)−1. (6.3.5)
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Note thatZ
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
|x′|n dx
′
≤ 2
n
2n−1
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
(2R)n
)
dx′
≤ AK(2R)ρ(R)−1. (6.3.6)
We use Lemma 6.2.2 to the harmonic function −u(x), and note that −u(x) ≤
u−(x), we have
−u(x) =
Z
{y∈H: |y|=R,yn>0}
R2−|x|2
ωnR
(
1
|y− x|n −
1
|y− x∗|n
)
(−u(y))dσ(y)
+
2xn
ωn
Z
{y∈H: |y′|<R,yn=0}
(
1
|y′− x|n −
Rn
|x|n
1
|y′− x˜|n
)
(−u(y′))dy′
≤
Z
{y∈H: |y|=R,yn>0}
R2−|x|2
ωnR
(
1
|y− x|n −
1
|y− x∗|n
)
u−(y)dσ(y)
+
2xn
ωn
Z
{y∈H: |y′|<R,yn=0}
(
1
|y′− x|n −
Rn
|x|n
1
|y′− x˜|n
)
u−(y′)dy′
= I1 + I2. (6.3.7)
Note that the following estimates:
1
|y− x|n −
1
|y− x∗|n ≤
2nxnyn
ωn|y− x|n+2 , (6.3.8)
|y− x|n ≤ xnn = |x|n sinn θ, x ∈ H,yn = 0. (6.3.9)
Put |x|= r > 1/2, R = 2r in (6.3.7), then by (6.3.4), (6.3.8)and (6.3.9), we have
I1 ≤
Z
{y∈H: |y|=R,yn>0}
R2− r2
ωnR
2nxnyn
ωn|y− x|n+2 u
−(y)dσ(y)
≤ AKRρ(R) (6.3.10)
and
I2 ≤ 2xn
ωn
Z
{y∈H: |y′|<R,yn=0}
1
xnn
u−(y′)dy′
=
2
ωnx
n−1
n
Z
{y∈H: |y′|<R,yn=0}
u−(y′)dy′
=
2
ωnx
n−1
n
Z
{y∈H: 1<|y′|<R,yn=0}
u−(y′)dy′+ 2
ωnx
n−1
n
Z
{y∈H: |y′|≤1,yn=0}
u−(y′)dy′
= I21 + I22. (6.3.11)
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For the first integral we have by (6.3.6)
I21 ≤ 2R
n
ωnx
n−1
n
Z
{y∈H: 1<|y′|<R,yn=0}
u−(y′)
|y′|n dy
′
≤ AK (2R)
ρ(R)
sinn−1 θ
, (6.3.12)
for the second integral we have by (6.1.2)
I22 ≤ 2K
ωnx
n−1
n
Z
{y∈H: 1<|y′|<R,yn=0}
dy′
≤ AK 1
sinn−1 θ
. (6.3.13)
By collecting (6.3.7), (6.3.10), (6.3.11), (6.3.12) and (6.3.13), we have for |x| >
1/2,
−u(x)≤ AK 1+(2R)
ρ(R)
sinn−1 θ
, (6.3.14)
for |x≤ 1/2, we can get by (6.1.2)
−u(x)≤ K ≤ K 1+(2R)
ρ(R)
sinn−1 θ
, (6.3.15)
so we obtain by (6.3.14) and (6.3.15)
u(x)≥−cK 1+(2R)
ρ(R)
sinn−1 θ
, x ∈ H.
Remark 6.3.1 By modifying (6.3.6):
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
|x′|n dx
′
≤ (N +1)
n
(N+1)n−Nn
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
(N+1N R)n
)
dx′
≤ AK
(
N +1
N
R
)ρ(R)−1
,
we can get:
u(x)≥−cK
1+
(
N+1
N R
)ρ(R)
sinn−1 θ
, x ∈ H.
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Remark 6.3.2 A example: suppose u(z) = ℜe−iz = ey cosx is a harmonic func-
tion in the upper half plane C+ with continuous boundary values on the real axis,
write |x| = Rcosθ,y = Rsinθ(0 < θ ≤ pi/2). Let K = 1,ρ(R) = RlogR , then u(z)
satisfies
u(z)≤ eR ≤ KRρ(R).
Thus
u(z)≥−eR ≥−cK 1+(2R)
ρ(R)
sinn−1 θ
, x ∈ H.
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the Carleman Formula of
Subharmonic Functions in the Half
Space
7.1 Introduction and Main Theorem
B.Ya.Levin [26] has proved the following result:
Theorem G (Carleman’s formula) Let f (z) be a meromorphic function in a
closed sector S = {z : ρ ≤ |z| ≤ R, ℑz ≥ 0} whose zeros and poles do not lie
on the boundary ∂S. Then we obtain
∑
ρ<|an|<R
(
1
|an| −
|an|
R2
)
sinαn− ∑
ρ<|bn|<R
(
1
|bn| −
|bn|
R2
)
sinβn
=
1
2pi
Z R
ρ
(
1
t2
− 1
R2
)
log | f (t) f (−t)|dt+ 1
piR
Z pi
0
log | f (Reiϕ)|sinϕdϕ−A f (ρ,R),
where an = |an|eiαn , bn = |bn|eiβn are zeros and poles of the function f (z), and the
remainder term A f (ρ,R) is expressed by
A f (ρ,R)=− 12pi
Z pi
0
[(
1
ρ2 +
1
R2
)
log | f (ρeiϕ)|−
(
1
ρ−
ρ
R2
) ∂
∂ρ log | f (ρe
iϕ)|
]
ρsinϕdϕ.
The object of this chapter is to generalize the Carleman formula for meromor-
phic functions in the upper half plane to subharmonic functions in the upper half
space. we derive the following main theorem.
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Theorem 7.1.1 Let u(x) be a subharmonic function in the upper half space H
with continuous boundary values on the boundary ∂H, for R > r > 0, we have
Z
{x∈Rn: |x|=R,xn>0}
u(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: r<|x′|<R,xn=0}
u(x′)
(
1
|x′|n −
1
Rn
)
dx′ ≥ Au(r,R),
where
Au(r,R) = c1(r)+
c2(r)
Rn
is a function depending on r and R and c1(r), c2(r) are functions depending only
on r, they are denoted by
c1(r) =
Z
{x∈Rn: |x|=r,xn>0}
[
(n−1)xn
rn+1
u(x)+
xn
rn
∂u(x)
∂n
]
dσ(x),
and
c2(r) =
Z
{x∈Rn: |x|=r,xn>0}
[
xn
r
u(x)− xn ∂u(x)∂n
]
dσ(x).
7.2 Main Lemma
In order to obtain the result, we need the lemma below:
Lemma 7.2.1 Suppose that D is an admissible domain with boundary S in Rn. If
u,v ∈C2 in D, then we have
Z
S
[
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
]
dσ(x) =
Z
D
[v(x)△u(x)−u(x)△v(x)]dx.
Here ∂/∂n denotes differentiation along the inward normal into D.
Remark 7.2.1 Lemma 7.2.1 is just called the second Green’s formula.
7.3 Proof of Theorem
Apply the second Green’s formula to the subharmonic function u(x) and v(x) =
xn
|x|n − xnRn in the resulting sphere
B+r,R = {x ∈ Rn : ;r < |x|< R,xn > 0},
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we obtainZ
∂B+r,R
(
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
)
dσ(x) =
Z
B+r,R
v(x)△u(x)dx≥ 0. (7.3.1)
The function v(x) is harmonic in H, the equations
v(x) = 0, ∂v(x)∂n =
nxn
Rn+1
(7.3.2)
hold on the half sphere {x ∈ Rn : |x|= R,xn > 0}.
While the equation
∂v(x)
∂n =−
xn
r
(
n−1
rn
+
1
Rn
)
(7.3.3)
holds on the half sphere {x ∈ Rn : |x|= r,xn > 0}.
Moreover, the equations
v(x) = 0, ∂v(x)∂n =
1
|x|n −
1
Rn
(7.3.4)
hold on {x ∈ Rn : r < |x′|< R,xn = 0}.
Thus
0 ≤
Z
∂B+r,R
[
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
]
dσ(x)
=
Z
{x∈Rn: |x|=R,xn>0}
[
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
]
dσ(x)
+
Z
{x∈Rn: |x|=r,xn>0}
[
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
]
dσ(x)
+
Z
{x∈Rn: r<|x′|<R,xn=0}
[
u(x)
∂v(x)
∂n − v(x)
∂u(x)
∂n
]
dσ(x)
= I1 + I2 + I3. (7.3.5)
For the first term we have by (7.3.2)
I1 =
Z
{x∈Rn: |x|=R,xn>0}
u(x)
nxn
Rn+1
dσ(x); (7.3.6)
for the second term we have by (7.3.3)
I2 =
Z
{x∈Rn: |x|=r,xn>0}
[
−u(x)xn
r
(
n−1
rn
+
1
Rn
)
−
(
xn
|x|n −
xn
Rn
)∂u(x)
∂n
]
dσ(x)
= −c1(r)− c2(r)Rn ; (7.3.7)
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for the third term we have by (7.3.4)
I3 =
Z
{x∈Rn: r<|x′|<R,xn=0}
u(x′)
(
1
|x′|n −
1
Rn
)
dx′. (7.3.8)
By collecting (7.3.5), (7.3.6), (7.3.7) and (7.3.8), we have
Z
{x∈Rn: |x|=R,xn>0}
u(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: r<|x′|<R,xn=0}
u(x′)
(
1
|x′|n −
1
Rn
)
dx′ ≥ Au(r,R).
This completes the proof of Theorem.
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Chapter 8
a Generalization of the Nevanlinna
Formula for Analytic Functions in
the Right Half Plane
8.1 Introduction and Main Theorem
Recall that C denote the complex plane with points z = x+ iy, where x,y ∈R. The
boundary and closure of an open Ω of C are denoted by ∂Ω and Ω respectively.
The right half plane is the set C+ = {z = x+ iy ∈ C : x > 0}, whose boundary is
∂C+. We identify C with R×R and R with R×{0}, with this convention we then
have ∂C+ = R.
Suppose R > 1, We write B+(0,R) = {z : |z| < R,ℜz > 0} for the open right
half disk of radius R in C centered at the origin, whose boundary is ∂B+(0,R) =
{z : z = it, |t| ≤ R}S{z : z = Reiθ, |θ| ≤ pi2}.
Let ρ > 1, if the function f (x) is analytic in the open right half plane C+, con-
tinuous in the closed right half plane C+, and satisfies the following conditions:
Z
∞
−∞
log+ |F(it)|
1+ |t|ρ+1 dt < ∞ (8.1.1)
and Z Z
C+
x log+ |F(z)|
1+ |z|ρ+3 dm(z)< ∞, (8.1.2)
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then a number of results have been achieved in [3], [4], [11], [16], [12], in this
chapter, we replace the first condition (8.1.1) into
lim
ε→0
Z
∞
−∞
log+ |F(it + ε)|
1+ |t|ρ+1 dt < ∞, (8.1.3)
and that the function f (x) is continuous in the boundary ∂C+ is not needed, we
can get the silimar results as [43].
Theorem 8.1.1 Suppose R′ > R > 1, F ∈ N+(B+(0,R)), let ΛR is the set of zeros
of F in B+(0,R) and Λ is the set of zeros of F in C+ (including repetitions for
multiplicities). If the conditions (8.1.2) and (8.1.3) are satisfied, then
(1)
lim
ε→0
Z
∞
−∞
| log |F(it + ε)||
1+ |t|ρ+1 dt < ∞;
(2)
lim
R→∞
1
Rρ
Z pi/2
−pi/2
| log |F(Reiθ)||cosθdθ = 0;
(3)
∑
λn∈
V
ℜλn
1+ |λn|ρ+1 < ∞.
8.2 Proof of Theorem
∀z ∈ B+(0,R) and z /∈ ΛR, write Fε(z) = F(z+ ε), then (see [25], [32] and [34])
log |Fε(z)| ≤ 12pi
Z pi/2
−pi/2
4Rxcosθ(R2−|z|2)
|Reiθ− z|2|Re−iθ+ z|2 log |Fε(Re
iθ)|dθ
+
x
pi
Z R
−R
(
1
|it− z|2 −
R2
|R2 + itz|2
)
log |Fε(it)|dt. (8.2.1)
Without loss of generality we may assume that F(1) 6= 0, then there exists
ε0 > 0, such that for any 0 < ε < ε0, we have F(1+ε) 6= 0 and |F(1+ε)|> |F(1)|2 .
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Suppose R > 2, z = 1, by (8.2.1), we have
log |F(1)|
2
+
2R(R2−1)
pi
Z pi/2
−pi/2
cosθ
|Reiθ−1|2|Re−iθ+1|2 log
− |Fε(Reiθ)|dθ
+
1
pi
Z
|t|≤R/2
(
1
t2 +1
− R
2
|R4 + t2
)
log− |Fε(it)|dt
≤ 2R(R
2−1)
pi
Z pi/2
−pi/2
cosθ
|Reiθ−1|2|Re−iθ+1|2 log
+ |Fε(Reiθ)|dθ
+
1
pi
Z
|t|≤R
(
1
t2+1
− R
2
R4 + t2
)
log+ |Fε(it)|dt.
Set
m
(ε)
+ (R) =
1
R
Z pi/2
−pi/2
log+ |Fε(Reiθ)|cosθdθ,
m
(ε)
− (R) =
1
R
Z pi/2
−pi/2
log− |Fε(Reiθ)|cosθdθ,
g(ε)+ (t) = log+ |Fε(it)|+ log+ |Fε(−it)|,
g(ε)− (t) = log− |Fε(it)|+ log− |Fε(−it)|.
Note that when |t| ≤ R/2,
1
t2+1
− R
2
R4 + t2
≥ 932
1
t2+1
;
when |t| ≤ R,
1
t2 +1
− R
2
R4 + t2
≤ 1
t2 +1
.
So we obtain
8
27pi
m
(ε)
− (R)+
9
32pi
[Z R/2
1
1
2t2
g(ε)− (t)dt+
1
2
Z
|t|<1
log− |Fε(it)|dt
]
≤ 32
pi
m
(ε)
+ (R)+
1
pi
[Z R
1
1
t2
g(ε)+ (t)dt+
Z
|t|<1
1
t2+1
log+ |Fε(it)|dt
]
− log |F(1)|
2
. (8.2.2)
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Multiplying (8.2.2) by 1Rρ and integrating with respect to R, we obtain
8
27pi
Z
∞
2
m
(ε)
− (R)
Rρ
dR+ 932pi
Z
∞
2
1
Rρ
Z R/2
1
1
2t2
g(ε)− (t)dtdR
+
9
64pi
Z
|t|<1
log− |Fε(it)|dt ·
Z
∞
2
1
Rρ
dR
≤ 32
pi
Z
∞
2
m
(ε)
+ (R)
Rρ
dR+ 1
pi
Z
∞
2
1
Rρ
Z R
1
1
t2
g(ε)+ (t)dtdR
+
(
1
pi
Z
|t|<1
1
t2+1
log+ |Fε(it)|dt− log |F(1)|2
)
·
Z
∞
2
1
Rρ
dR.
After some elementary calculations, we get
8
27pi
Z Z
D
x log− |Fε(z)|
|z|ρ+3 dm(z)+
9
64pi
1
2ρ−1(ρ−1)
×
[Z
∞
1
g(ε)− (t)
tρ+1
dt +
Z
|t|<1
log− |Fε(it)|dt
]
≤ 32
pi
Z Z
D
x log+ |Fε(z)|
|z|ρ+3 dm(z)+
1
pi
1
ρ−1
Z
∞
1
g(ε)+ (t)
tρ+1
dt
+
1
pi
1
ρ−1
Z
|t|<1
1
t2+1
log+ |Fε(it)|dt− 12ρ−1(ρ−1) log
|F(1)|
2
,
where D = {(x,y) : x2 + y2 ≥ 4,x≥ 0}.
By (8.1.3), there exists a sequence {εn}, εn → 0 and M > 0, such that
Z
∞
−∞
log+ |F(it + εn)|
1+ |t|ρ+1 dt ≤ M < ∞,
so
Z
∞
1
g(εn)+ (t)
tρ+1
dt +
Z
|t|<1
1
t2+1
log+ |Fεn(it)|dt
≤ 2
Z
∞
−∞
log+ |F(it + εn)|
1+ |t|ρ+1 dt ≤ 2M < ∞.
When ε < 34 |ω|, limit ε < 67 , then we have
Z Z
D
x log+ |Fε(z)|
|z|ρ+3 dm(z)≤ 2×4
ρ+3
Z Z
C+
ℜz log+ |F(z)|
1+ |z|ρ+3 dm(z)≤M,
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where D′ = D+ ε, ω ∈ D′ and ω = z+ ε, so we obtain
Z
∞
1
g(εn)+ (t)+g
(εn)
− (t)
1+ tρ+1
dt ≤M,
Z Z
D
x| log+ |Fε(z)||
|z|ρ+3 dm(z)≤M,Z
|t|<1
| log |Fεn(it)||dt ≤ M,
and Z
∞
−∞
| log |Fεn(it)||
1+ |t|ρ+1 dt ≤M.
Therefore, there exists M > 0, such that
sup
n
Z
∞
−∞
| log |F(it + εn)||
1+ |t|ρ+1 dt ≤ M < ∞. (8.2.3)
∀s(t) ∈C0(−∞,+∞), set
Tn(s) =
Z
∞
−∞
s(t)
log |F(it + εn)|
1+ |t|ρ+1 dt,
by (8.2.3), we obtain that Tn is a bounded linear functional in C0(−∞,+∞) and
sup
n
‖Tn‖= sup
n
Z
∞
−∞
| log |F(it + εn)||
1+ |t|ρ+1 dt ≤M.
Hence, there exists a subsequence {Tnk} of {Tn}, such that Tnk weakly∗ converges
to T , that is to say,
T (s) = lim
nk→∞
Tnk(s), ∀s(t) ∈C0(−∞,+∞).
By Riesz Representation Theorem [33], there exists a Radon measure ν such that
T (s) =
Z
∞
−∞
s(t)dν.
Set dν = 11+|t|ρ+1 dµ, then
T (s) =
Z
∞
−∞
s(t)
1+ |t|ρ+1 dµ, ∀s(t) ∈C0(−∞,+∞).
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Define
Tε(s) =
Z
∞
−∞
s(t)
log |F(it + ε)|
1+ |t|ρ+1 dt,
then
‖Tε‖=
Z
∞
−∞
| log |F(it + ε)||
1+ |t|ρ+1 dt,
and
lim
ε→0
‖Tε‖ ≤ M,
so
lim
ε→0
Z
∞
−∞
| log |F(it + ε)||
1+ |t|ρ+1 dt ≤ M < ∞.
Hence (1) holds;
Since Z
∞
2
1
Rρ+1
Z pi/2
−pi/2
| log |Fεn(Reiθ)||cosθdθdR
=
Z Z
D
x log+ |Fεn(z)|
|z|ρ+3 dm(z)≤M,
we obtain Z
∞
2
1
Rρ+1
Z pi/2
−pi/2
| log |F(Reiθ)||cosθdθdR
≤ lim
n→∞
Z
∞
2
1
Rρ+1
Z pi/2
−pi/2
| log |Fεn(Reiθ)||cosθdθdR ≤M,
so
lim
R→∞
1
Rρ
Z pi/2
−pi/2
| log |F(Reiθ)||cosθdθ = 0.
Thus (2) holds;
Write λε = λn− ε, ∀z ∈ B+(0,R) and z /∈ ΛR, then
Fε(λε) = Fε(λn− ε) = F(λn) = 0,
where λn, λε are denoted the zeros of F, Fε respectively. So we have
log |Fε(z)| = 12pi
Z pi/2
−pi/2
(
R2−|z|2
|Reiθ− z|2 −
R2−|z|2
|Re−iθ+ z|2
)
log |Fε(Reiθ)|dθ
+
1
pi
Z R
−R
( ℜz
|it− z|2 −
R2ℜz
|R2 + itz|2
)
log |Fε(it)|dt
+ ∑
λε∈VR
log
∣∣∣∣ z−λεR2−λεz R
2 +λεz
z+λε
∣∣∣∣. (8.2.4)
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Without loss of generality we may assume that F(1) 6= 0, then there exists
ε0 > 0, such that for any 0 < ε < ε0, we have F(1+ε) 6= 0 and |F(1+ε)|> |F(1)|2 .
Suppose R > 2, z = 1, by (8.2.4), we have
log |F(1)|
2
≤ 2R(R
2−1)
pi(R−1)4
Z pi/2
−pi/2
log+ |Fε(Reiθ)|cosθdθ
+
1
pi
Z R
1
1
t2
[log+ |Fε(it)|+ log+ |Fε(it)|]dt
+
1
pi
Z
|t|<1
1
1+ t2
log+ |Fε(it)|dt
+ ∑
λε∈VR
log
∣∣∣∣ 1−λεR2−λε R
2 +λε
1+λε
∣∣∣∣.
Note that
logx < 1
2
(x2−1), ∀x ∈ (0,1),
then we have
log
∣∣∣∣ 1−λεR2−λε R
2 +λε
1+λε
∣∣∣∣
≤ |(R
2−λελε)+(λε−R2λε)|2
2|1+λε|2|R2−λε|2
−|(R
2−λελε)− (λε−R2λε)|2
2|1+λε|2|R2−λε|2
= −2(R
2−|λε|2)(R2−1)ℜλε
|1+λε|2|R2−λε|2
.
Since
∑
1≤|λε|<R/2
ℜλε
|λε|2 =
Z R/2
1
1
t
dN(ε)0 (t),
where
N(ε)0 (t) = ∑
1≤|λε|<t
cosθε,
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then we obtain
∑
|λε|<1
ℜλε +
Z R/2
1
1
t
dN(ε)0 (t)
≤ 256
pi
m
(ε)
+ (R)+
8
pi
Z R
1
1
t2
g(ε)+ (t)dt
+
8
pi
Z
|t|<1
1
t2 +1
log+ |Fε(it)|dt−8log |F(1)|2 .
Multiplying this by 1Rρ and integrating with respect to R, we obtain
∑
|λε|<1
ℜλε ·
Z
∞
2
1
Rρ
dR+
Z
∞
2
1
Rρ
Z R/2
1
1
t
dN(ε)0 (t)dR
≤ 256
pi
Z
∞
2
m
(ε)
+ (R)
Rρ
dR+ 8
pi
Z
∞
1
1
Rρ
Z R
1
1
t2
g(ε)+ (t)dtdR
+
Z
∞
2
1
Rρ
·8
[
1
pi
Z
|t|<1
1
t2 +1
log+ |Fε(it)|dt− log |F(1)|2
]
.
By some elementary calculations, we get
∑
λε∈
V
ℜλε
1+ |λε|ρ+1
≤ 2
ρ+7(ρ−1)
pi
Z
∞
2
m
(ε)
+ (R)
Rρ
dR
+
2ρ+3
pi
Z
∞
−∞
| log |F(it + ε)||
1+ |t|ρ+1 dt
−8log |F(1)|
2
.
So we have
lim
ε→0 ∑λε∈V
ℜλε
1+ |λε|ρ+1
≤ 2
ρ+7(ρ−1)
pi
lim
ε→0
Z
∞
2
m
(ε)
+ (R)
Rρ
dR
+
2ρ+3
pi
lim
ε→0
Z
∞
−∞
| log |F(it + ε)||
1+ |t|ρ+1 dt
−8log |F(1)|
2
.
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Hence
lim
ε→0 ∑λε∈V
ℜλε
1+ |λε|ρ+1 ≤M < ∞.
Since
∑
λn∈V
ℜλn
1+ |λn|ρ+1 ≤ limε→0 ∑λε∈V
ℜλε
1+ |λε|ρ+1 ≤ M < ∞,
thus (3) holds. This completes the proof of Theorem.
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Chapter 9
Integral Representations of
Harmonic Functions in the Half
Plane
9.1 Introduction and Main Theorem
Let ρ(R)≥ 1 is nondecreasing in [0,+∞) satisfying
ε0 = limsup
R→∞
ρ′(R)R logR
ρ(R) < 1. (9.1.1)
For any real number α > 0, we denote by (LU)α the space of all measurable func-
tions f (x+ iy) in the upper half plane C+ which satisfy the following inequality:
Z Z
C+
y| f (x+ iy)|
1+(x2 + y2)
ρ(|z|)+α+3
2
dxdy < ∞; (9.1.2)
and (LV )α the set of all measurable functions g(x) in R which satisfy the following
inequality: Z
∞
−∞
|g(x)|
1+ |x|ρ(|x|)+α+1 dx < ∞. (9.1.3)
We also denote by (CH)α the set of all continuous functions u(x+ iy) in the closed
upper half plane C+, harmonic in the open upper half plane C+ with the positive
part u+(x+ iy) = max{u(x+ iy),0} ∈ (LU)α and u+(x) ∈ (LV )α.
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The Poisson kernel for the upper half plane C+ is the function
P(z, t) =
y
pi|z− t|2 ,
where z ∈ C+, t ∈ R.
If u(z) ≤ 0 is harmonic in the open upper half plane C+, continuous in the
closed upper half plane C+, then (see [19], [36] and [1]) u ∈ (CH)α for each
α > 0 and there exists a constant c≤ 0 such that
u(z) = cy+
Z
∞
−∞
P(z, t)u(t)dt (9.1.4)
for all z ∈ C+, the integral in (9.1.4) is absolutely convergent. Motivated by this
result, we will prove that if u∈ (CH)α, then u+(x+ iy)∈ (LU)α,u(x)∈ (LV )α and
a similar representation to (9.1.4) for the function u ∈ (CH)α holds by modifying
the Poisson kernel Pm(z, t). It is well known (see [15], [19] and [40]) that the
Poisson kernel P(z, t) is harmonic in z ∈ C−{t} and has a series expansion:
P(z, t) =
1
pi
ℑ
∞
∑
k=0
zk
tk+1
,
this series converges for |z| < |t|. So if m ≥ 0 is an integer, we define a modified
Cauchy kernel of order m for z ∈ C+ by
Cm(z, t) =
{
1
pi
1
t−z , when |t| ≤ 1,
1
pi
1
t−z − 1pi ∑mk=0 z
k
tk+1
, when |t|> 1, (9.1.5)
then we define a modified Poisson kernel of order m for the upper half plane
by
Pm(z, t) = ℑCm(z, t).
That is to say,
Pm(z, t) =
{
P(z, t), when |t| ≤ 1,
P(z, t)− 1piℑ∑mk=0 z
k
tk+1
, when |t|> 1.
The modified Poisson kernel Pm(z, t) is harmonic in z ∈ C+.
Up to now, a number of results about integral representations have been achieved
in [42], [18], [43], [9], [8], [13], [6], [46], [7], [49], in this chapter, we will es-
tablish the following theorem.
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Theorem 9.1.1 If u ∈ (CH)α (α > 0) , then the following properties hold:
(1) Z
∞
−∞
|u(x)|
1+ |x|ρ(|x|)+α+1 dx < ∞;
(2) the integral Z
∞
−∞
P[ρ(|t|)+α](z, t)u(t)dt
is absolutely convergent, it represents a harmonic function uC+(z) in C+ and can
be continuously extended to C+ such that uC+(t) = u(t) for t ∈ R;
(3) There exists an entire function QC+(z) which satisfies on the boundary R that
ℑQC+(x) = 0 such that u(z) = ℑQC+(z)+uC+(z) for all z ∈ C+.
9.2 Main Lemma
In order to obtain the result, we need the lemma below:
Lemma 9.2.1 For any t ∈ R and |z|> 1,y > 0, the following inequalities
|Cm(z, t)| ≤

|z|m+1
piy|t|m+1 , when 1 < |t| ≤ 2|z|,
2|z|m+1
pi|t|m+2 , when |t|> max{1,2|z|},
1
piy , when |t| ≤ 1
hold.
Proof: When t ∈ R, |t| ≤ 1, we have |t− z| ≥ y and so
|Cm(z, t)| ≤ 1
piy
;
when t ∈ R,1 < |t| ≤ 2|z|, we also have |t− z| ≥ y and so by (9.1.5)
|Cm(z, t)| = 1
pi
∣∣∣∣ 1t− z − 1− ( zt )m+1t− z
∣∣∣∣
=
1
pi
| zt |m+1
|t− z| ≤
|z|m+1
piy|t|m+1 ;
when |t|> max{1,2|z|}, we have by (9.1.5)
|Cm(z, t)|= 1
pi
∣∣∣∣ ∞∑
k=m+1
zk
tk+1
∣∣∣∣≤ 1pi ∞∑k=m+1 |z|
k
|t|k+1 ≤
2|z|m+1
pi|t|m+2 .
This proves the inequalities.
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9.3 Proof of Theorem
If u∈ (CH)α (α> 0) , suppose R> 1, then by the Carleman formula for harmonic
functions in the upper half plane,
1
piR
Z pi
0
u(Reiθ)sinθdθ
+
1
2pi
Z
1<|x|<R
u(x)
(
1
x2
− 1
R2
)
dx = c1 +
c2
R2
,
where
c1 =
1
2pi
Z pi
0
[
u(Reiθ)+
∂u(Reiθ)
∂n
]
sinθdθ,
c2 =
1
2pi
Z pi
0
[
u(Reiθ)− ∂u(Re
iθ)
∂n
]
sinθdθ.
Set
m+(R) =
1
piR
Z pi
0
u+(Reiθ)sinθdθ,
m−(R) =
1
piR
Z pi
0
u−(reiθ)sinθdθ,
g+(x) = u+(x)+u+(−x),
g−(x) = u−(x)+u−(−x),
then
m−(R)+
1
2pi
Z R
1
(
1
x2
− 1
R2
)
g−(x)dx
= m+(R)+
1
2pi
Z R
1
(
1
x2
− 1
R2
)
g+(x)dx− c1− c2R2 , (9.3.1)
where u+(z) = max{u(z),0},u−(z) = (−u(z))+ and u(z) = u+(z)−u−(z).
Since u ∈ (CH)α, by (9.1.2), we obtain
Z
∞
1
m+(R)
Rρ(R)+α
dR = 1
pi
Z Z
D
yu+(x+ iy)
(x2 + y2)
ρ(|z|)+α+3
2
dxdy < ∞, (9.3.2)
where D = {z ∈ C+ : |z|> 1}.
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By (9.1.3), we can also obtain
Z
∞
1
1
Rρ(R)+α
Z R
1
(
1
x2
− 1
R2
)
g+(x)dxdR
=
Z
∞
1
g+(x)
Z
∞
x
1
Rρ(R)+α
(
1
x2
− 1
R2
)
dRdx
≤ 2
3
Z
∞
1
g+(x)
xρ(x)+α+1
dx < ∞. (9.3.3)
Similarly, we have
Z
∞
1
1
Rρ(R)+α/2
Z R
1
(
1
x2
− 1
R2
)
g−(x)dxdR
=
Z
∞
1
g−(x)
Z
∞
x
1
Rρ(R)+α/2
(
1
x2
− 1
R2
)
dRdx. (9.3.4)
So we have by (9.3.1), (9.3.2) and (9.3.3)
Z
∞
1
1
Rρ(R)+α/2
Z R
1
(
1
x2
− 1
R2
)
g−(x)dxdR
≤
Z
∞
1
1
Rρ(R)+α/2
[
2pim+(R)+
Z R
1
(
1
x2
− 1
R2
)
g+(x)dx−2pi
(
c1 +
c2
R2
)]
dR
< ∞. (9.3.5)
∀α > 0, set
I(α) = lim
x→∞
R
∞
x
1
Rρ(R)+α/2
( 1
x2
− 1R2
)
dR
x
−
[
ρ(x)+α+1
] ,
by the L’hospital’s rule and (9.1.1), we have
I(α) = +∞.
Therefore, there exists ε1 > 0, such that for any x ≥ 1,
Z
∞
x
1
Rρ(R)+α/2
(
1
x2
− 1
R2
)
dR ≥ ε1
xρ(x)+α+1
.
Multiplying this by g−(x) and integrating with respect to x, we can obtain by
(9.3.4) and (9.3.5)
ε1
Z
∞
1
g−(x)
xρ(x)+α+1
dx ≤
Z
∞
1
g−(x)
Z
∞
x
1
Rρ(R)+α/2
(
1
x2
− 1
R2
)
dRdx < ∞.
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Thus Z
∞
1
g−(x)
xρ(x)+α+1
dx < ∞.
by (9.3.3), we have Z
∞
1
g+(x)
xρ(x)+α+1
dx < ∞.
Hence (1) holds.
∀α > 0,R > 1, ∃M(R)> 0, such that for any k > kR = [2R]+1, we have
Rρ(k+1)+α+1
kα/2
≤ M(R),
so ∀α > 0,R > 1, if |z| ≤ R,k > kR = [2R]+1, then |t| ≥ 2|z| and
∞
∑
k=kR
Z
k≤|t|<k+1
|z|[ρ(|t|)+α]+1
|t|[ρ(|t|)+α]+2 |u(t)|dt
≤
∞
∑
k=kR
Rρ(k+1)+α+1
kα/2
Z
k≤|t|<k+1
2|u(t)|
1+ |t|ρ(|t|)+α/2+1 dt
≤ 2M(R)
Z
|t|≥kR
|u(t)|
1+ |t|ρ(|t|)+α/2+1 dt.
So the integral is absolutely convergent.
To verify the boundary behavior of uC+(z), choose a large T > 2, and write
uC+(z) =
Z
|t|≤2T
P(z, t)u(t)dt
−ℑ
[ρ(|t|+α)]
∑
k=0
Z
1<|t|≤2T
zk
pitk+1
u(t)dt
+
Z
|t|>2T
P[ρ(|t|+α)](z, t)u(t)dt
= X(z)−Y(z)+Z(z).
Consider z→ x0, the first term X(z) approaches u(x0) because it is the Poisson
integral of u(t)χ[−2T,2T ](t), where χ[−2T,2T ] is the characteristic function of the in-
terval [−2T,2T ]; the second term Y (z) is a polynomial times y and tends to 0; and
the third term Z(z) is O(y) and therefore also to 0. So the function uC+(z) can be
continuously extended to C+ such that uC+(t) = u(t); consequently, u(z)−uC+(z)
is harmonic in C+ and can be continuously extended to C+ with 0 in the bound-
ary R of C+. The Schwarz reflection principle ([1], p.68 and [17], p.28) applied
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to u(z)−uC+(z) shows that there exists an entire function QC+(z) which satisfies
QC+(z) = QC+(z), such that ℑQC+(z) = u(z)− uC+(z) for z ∈ C+. Therefore, if
α > 0, we obtain u(z) = ℑQC+(z)+uC+(z) for all z ∈ C+ and ℑQC+(x) = 0 for
all x ∈ R. This completes the proof of Theorem.
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Chapter 10
Integral Representations of
Harmonic Functions in the Half
Space
10.1 Introduction and Main Theorem
Let ρ(R)≥ 1 is nondecreasing in [0,+∞) satisfying
ε0 = limsup
R→∞
ρ′(R)R logR
ρ(R) < 1. (10.1.1)
For any real number α > 0, we denote by (LU)α the space of all measurable
functions f (x) in the upper half space H which satisfy the following inequality:
Z
H
xn| f (x)|dx
1+ |x|ρ(|x|)+n+α+1 < ∞; (10.1.2)
and (LV )α the set of all measurable functions g(x′) in Rn−1 which satisfy the
following inequality:
Z
∂H
|g(x′)|dx′
1+ |x′|ρ(|x′|)+n+α−1 < ∞. (10.1.3)
We also denote by (CH)α the set of all continuous functions u(x) in the closed
upper half space H, harmonic in the open upper half space H with the positive
part u+(x) = max{u(x),0} ∈ (LU)α and u+(x′) = u+(x′,0) ∈ (LV )α.
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The Poisson kernel for the upper half space H is the function
P(x,y′) =
2xn
ωn|x− y′|n ,
where ωn = 2pi
n
2
Γ( n2 )
is the area of the unit sphere in Rn.
If u(x) ≤ 0 is harmonic in the open upper half space H, continuous in the
closed upper half space H, then (see [19], [36] and [1]) u ∈ (CH)α for each
α > 0 and there exists a constant c≤ 0 such that
u(x) = cxn +
Z
∂H
P(x,y′)u(y′)dy′ (10.1.4)
for all x ∈ H, the integral in (10.1.4) is absolutely convergent. Motivated by this
result, we will prove that if u ∈ (CH)α, then u+(x) ∈ (LU)α,u(x′) ∈ (LV )α and a
similar representation to (10.1.4) for the function u ∈ (CH)α holds by modifying
the Poisson kernel Pm(x,y′). It is well known (see [15], [19] and [40]) that the
Poisson kernel P(x,y′) is harmonic in x ∈ Rn −{y′} and has a series expansion
in terms of the ultraspherical ( or Gegenbauer ) polynomials Cλk (t) (λ = n2). The
latter can be defined in terms of a generating function
(1−2tr+ r2)−λ =
∞
∑
k=0
Cλk (t)rk,
where |r|< 1, |t| ≤ 1 and λ > 0. The coefficients Cλk (t) is called the ultraspherical
( or Gegenbauer ) polynomial of degree k associated with λ, the function Cλk (t) is
a polynomial of degree k in t and satisfies the inequality ([15], p.82 and p.92)
|Cλk (t)| ≤Cλk (1) =
Γ(2λ+ k)
Γ(2λ)Γ(k+1) , |t| ≤ 1.
Therefore, a series expansion of the Poisson kernel P(x,y′) in terms of the ultras-
pherical polynomials Cλk (t) is
P(x,y′) =
∞
∑
k=0
2xn|x|k
ωn|y′|n+kC
n/2
k
(
x · y′
|x||y′|
)
,
this series converges for |x|< |y′|, each term is homogeneous in x of degree k+1.
Differentiating termwise in x gives
△xP(x,y′) =
∞
∑
k=0
△x
(
2xn|x|k
ωn|y′|n+kC
n/2
k
(
x · y′
|x||y′|
))
.
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Each term △x
(
2xn|x|k
ωn|y′|n+k C
n/2
k
(
x·y′
|x||y′|
))
is homogeneous in x of degree k−1, hence
by the linear independence of homogenous functions, xn|x|k
ωn|y′|n+kC
n/2
k
(
x·y′
|x||y′|
)
is har-
monic on Rn for each k ≥ 0. If m ≥ 0 is an integer, we define a modified Poisson
kernel of order m for x ∈ H by
Pm(x,y′) =
{
P(x,y′), when |y′| ≤ 1,
P(x,y′)−∑m−1k=0 2xn|x|
k
ωn|y′|n+k C
n/2
k
(
x·y′
|x||y′|
)
, when |y′|> 1. (10.1.5)
The modified Poisson kernel Pm(x,y′) is harmonic in x ∈ H.
Up to now, a number of results about integral representations have been achieved
in [10], [48], in this chapter, we will establish the following theorem.
Theorem 10.1.1 If u ∈ (CH)α (α > 0) , then the following properties hold:
(1) Z
∂H
|u(x′)|
1+ |x′|ρ(|x′|)+n+α−1 dx
′ < ∞;
(2) the integral Z
∂H
P[ρ(|y′|)+α](x,y′)u(y′)dy′
is absolutely convergent, it represents a harmonic function uH(x) in H and can be
continuously extended to H such that uH(y′) = u(y′) for y′ ∈ ∂H;
(3) There exists a harmonic function h(x) which vanishes on the boundary ∂H
such that u(x) = h(x)+uH(x) for all x ∈ H.
10.2 Main Lemma
In order to obtain the result, we need the lemma below:
Lemma 10.2.1 For any y′ ∈ ∂H and |x|> 1,xn > 0, the following inequalities
|Pm(x,y′)| ≤

(2m+n+m2mCn/2m−1(1))|x|n+m−1
ωnx
n−1
n |y′|n+m−1 , when 1 < |y
′| ≤ 2|x|,
2m+n+1xn|x|m
ωn|y′|n+m , when |y′|> max{1,2|x|},
2
ωnx
n−1
n
, when |y′| ≤ 1
hold.
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Proof: When y′ ∈ ∂H, |y′| ≤ 1, we have |x− y′| ≥ |xn| and so
|Pm(x,y′)| ≤ 2
ωnx
n−1
n
;
when y′ ∈ ∂H,1 < |y′| ≤ 2|x|, we also have |x− y′| ≥ |xn| and so by (10.1.5)
|Pm(x,y′)| ≤ 2xn
ωn|x− y′|n +
m−1
∑
k=0
2xn|x|k
ωn|y′|n+kC
n/2
k (1)
≤ 2
ωnx
n−1
n
(
1+
xnn|x|k
|y′|n+kC
n/2
m−1(1)
)
≤
(
2m+n +m2mCn/2m−1 (1)
)|x|n+m−1
ωnx
n−1
n |y′|n+m−1
;
when |y′|> max{1,2|x|}, we have by (10.1.5)
|Pm(x,y′)| =
∣∣∣∣ ∞∑
k=m
2xn|x|k
ωn|y′|n+kC
n/2
k
(
x · y′
|x||y′|
)∣∣∣∣
≤ 2
ωn
∞
∑
k=m
xn|x|k
|y′|n+kC
n/2
k (1)
≤ 2
m+n+1xn|x|m
ωn|y′|n+m .
This proves the inequalities.
10.3 Proof of Theorem
If u∈ (CH)α (α> 0) , suppose R> 1, then by the Carleman formula for harmonic
functions in the upper half space,Z
{x∈Rn: |x|=R,xn>0}
u(x)
nxn
Rn+1
dσ(x)
+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u(x′)
(
1
|x′|n −
1
Rn
)
dx′ = c1 +
c2
Rn
,
where
c1 =
Z
{x∈Rn: |x|=1,xn>0}
[
(n−1)xnu(x)+ xn ∂u(x)∂n
]
dσ(x),
c2 =
Z
{x∈Rn: |x|=1,xn>0}
[
xnu(x)− xn ∂u(x)∂n
]
dσ(x).
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Set
m+(R) =
Z
{x∈Rn: |x|=R,xn>0}
u+(x)
nxn
Rn+1
dσ(x),
m−(R) =
Z
{x∈Rn: |x|=R,xn>0}
u−(x)
nxn
Rn+1
dσ(x),
then
m−(R)+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
Rn
)
dx′
= m+(R)+
Z
{x∈Rn: 1<|x′|<R,xn=0}
u+(x′)
(
1
|x′|n −
1
Rn
)
dx′− c1− c2Rn , (10.3.1)
where u+(x) = max{u(x),0},u−(x) = (−u(x))+ and u(x) = u+(x)−u−(x).
Since u ∈ (CH)α, we obtain by (10.1.2)Z
∞
1
m+(R)
Rρ(R)+α
dR = n
Z
D
xnu
+(x)
|x|ρ(|x|)+n+α+1 dx < ∞, (10.3.2)
where D = {x ∈ H : |x|> 1}.
By (10.1.3), we can also obtainZ
∞
1
1
Rρ(R)+α
Z
{x∈Rn: 1<|x′|<R,xn=0}
u+(x′)
(
1
|x′|n −
1
Rn
)
dx′dR
=
Z
|x′|≥1
u+(x′)
Z
∞
|x′|
1
Rρ(R)+α
(
1
|x′|n −
1
Rn
)
dRdx′
≤ n
n+1
Z
|x′|≥1
u+(x′)
|x′|ρ(|x′|)+n+α−1 dx
′ < ∞. (10.3.3)
Similarly, we haveZ
∞
1
1
Rρ(R)+α/2
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
Rn
)
dx′dR
=
Z
|x′|≥1
u−(x′)
Z
∞
|x′|
1
Rρ(R)+α/2
(
1
|x′|n −
1
Rn
)
dRdx′. (10.3.4)
So we have by (10.3.1), (10.3.2) and (10.3.3)Z
∞
1
1
Rρ(R)+α/2
Z
{x∈Rn: 1<|x′|<R,xn=0}
u−(x′)
(
1
|x′|n −
1
Rn
)
dx′dR
≤
Z
∞
1
1
Rρ(R)+α/2
m+(R)dR
+
Z
∞
1
1
Rρ(R)+α/2
[Z
{x∈Rn: 1<|x′|<R,xn=0}
u+(x′)
(
1
|x′|n −
1
Rn
)
dx′
]
dR
−
Z
∞
1
1
Rρ(R)+α/2
(
c1 +
c2
Rn
)
dR < ∞. (10.3.5)
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∀α > 0, set
I(α) = lim
|x′|→∞
R
∞
|x′|
1
Rρ(R)+α/2
(
1
|x′|n − 1Rn
)
dR
|x′|−
(
ρ(|x′|)+n+α−1
) ,
by the L’hospital’s rule and (10.1.1), we have
I(α) = +∞.
Therefore, there exists ε1 > 0, such that for any |x′| ≥ 1,Z
∞
|x′|
1
Rρ(R)+α/2
(
1
|x′|n −
1
Rn
)
dR ≥ ε1|x′|ρ(|x′|)+n+α−1 .
Multiplying this by u−(x′) and integrating with respect to x′, we can obtain by
(10.3.4) and (10.3.5)
ε1
Z
|x′|≥1
u−(x′)
|x′|ρ(|x′|)+n+α−1 dx
′
≤
Z
|x′|≥1
u−(x′)
Z
∞
|x′|
1
Rρ(R)+α/2
(
1
|x′|n −
1
Rn
)
dRdx′ < ∞.
Thus Z
|x′|≥1
u−(x′)
|x′|ρ(|x′|)+n+α−1 dx
′ < ∞.
by (10.3.3), we have
Z
|x′|≥1
u+(x′)
|x′|ρ(|x′|)+n+α−1 dx
′ < ∞.
Hence (1) holds.
∀α > 0,R > 1, ∃M(R)> 0, such that for any k > kR = [2R]+1, we have
(2R)ρ(k+1)+α+1
kα/2
≤M(R),
so ∀α > 0,R > 1, if |x| ≤ R,k > kR = [2R]+1, then |y′| ≥ 2|x| and
∞
∑
k=kR
Z
k≤|y′|<k+1
(2|x|)[ρ(|y′|)+α]+1
|y′|[ρ(|y′|)+α]+n |u(y
′)|dy′
≤
∞
∑
k=kR
(2R)ρ(k+1)+α+1
kα/2
Z
k≤|y′|<k+1
2|u(y′)|
1+ |y′|ρ(|y′|)+α/2+(n−1) dy
′
≤ 2M(R)
Z
|y′|≥kR
|u(y′)|
1+ |y′|ρ(|y′|)+α/2+(n−1) dy
′.
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So the integral is absolutely convergent.
To verify the boundary behavior of uH(x), fix a boundary point a′=(a1,a2, · · · ,
an−1) ∈ Rn−1, choose a large T > |a′|+1, and write
uH(x) =
Z
|y′|≤T
P(x,y′)u(y′)dy′
−
[ρ(|y′|+α)]−1
∑
k=0
2xn|x|k
ωn
Z
1<|y′|≤T
1
|y′|n+kC
n/2
k
(
x′ · y′
|x||y′|
)
u(y′)dy′
+
Z
|y′|>T
P[ρ(|y′|+α)](x,y′)u(y′)dy′
= X(x)−Y (x)+Z(x).
Consider x→ a′, the first term X(x) approaches u(a′) because it is the Poisson
integral of u(y′)χB(T)(y′), where χB(T) is the characteristic function of the ball
B(T ) = {y′ ∈Rn−1 : |y′| ≤ T}; the second term Y (x) is a polynomial times xn and
tends to 0; and the third term Z(x)is O(xn) and therefore also to 0. So the function
uH(x) can be continuously extended to H such that uH(y′) = u(y′); consequently,
u(x)− uH(x) is harmonic in H and can be continuously extended to H with 0
in the boundary ∂H of H. The Schwarz reflection principle ([1], p.68 and [17],
p.28) applied to u(x)−uH(x) shows that there exists a harmonic function h(x) in
Rn such that h(x∗) =−h(x) =−(u(x)−uH(x)) for x ∈H, where x∗ = (x′,−xn) is
the reflection of x in ∂H. Therefore, if α > 0, h(x) is a harmonic function which
vanishes on the boundary ∂H such that u(x) = h(x)+ uH(x) for all x ∈ H. This
completes the proof of Theorem.
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