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BOUNDARY REPRESENTATION OF DIRICHLET FORMS ON
DISCRETE SPACES
MATTHIAS KELLER, DANIEL LENZ, MARCEL SCHMIDT, AND MICHAEL SCHWARZ
Abstract. We describe the set of all Dirichlet forms associated to a given infinite graph
in terms of Dirichlet forms on its Royden boundary. Our approach is purely analytical
and uses form methods.
Introduction
Our aim in this paper is to characterize all Dirichlet forms that are associated to a given
infinite weighted graph. This problem is motivated by the corresponding question for
bounded domains in Euclidean space. For such domains it is a most classical topic to ex-
tend a symmetric elliptic differential operator to a self-adjoint or even Markovian operator
by posing suitable boundary conditions on the geometric boundary. Indeed, such exten-
sions play an important role in all sorts of considerations not least as every self-adjoint
extension corresponds to a possible description of the system in quantum mechanics and the
smaller class of Markovian self-adjoint extensions corresponds to descriptions of diffusion.
Accordingly, Markovian extension on bounded domains in Euclidean space have received
a lot of attention over the years: In the one-dimensional case Feller [Fel57] character-
ized in 1957 all self-adjoint Markovian extensions. Later in 1959 Wentzell [Ven59] studied
Markovian Feller extensions in arbitrary dimensions, see also [Uen60, Tai04, BCP68] and
references therein. Under suitable regularity assumptions on the boundary Fukushima
[Fuk69] could show in 1969 that in arbitrary dimensions all Markovian extensions lie be-
tween the Dirichlet- and the Neumann extension. For special such Markovian extensions
(whose semigroups lie between the Dirichlet- and the Neumann semigroup) an explicit de-
scription in terms of boundary conditions was then given by Arendt and Warma [AW03]
in 2003. An explicit description of all Markovian extensions in terms of boundary condi-
tions or rather Dirichlet forms (in the wide sense) on the boundary could only recently be
given by Posilicano [Pos14]. His approach relies on connecting self-adjoint extensions and
boundary conditions via Krein’s resolvent formula; a topic with revived interest in recent
years [Pos08, Ryz07, BMNW08, PR09, Gru08, BGW09, Mal10, GM11].
In the present paper we are concerned with the analogous questions for graphs. The
study of self-adjoint and Markovian extensions on infinite weighted graphs has seen an
enormous interest in recent years. On the technical level most of the investigations are
phrased in terms of quadratic forms rather than operators, with Markovian extensions
yielding Dirichlet form. As for essential selfadjointness we mention in particular the works
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[Woj08, JP11, KL12, HKMW13, CTHT11b, CTHT11a, TH10, Mil11]. Of course, in the
essentially selfadjoint case the description of the Markovian extensions becomes trivial. In
the case of general graphs (not satisfying essential selfadjointness) the investigation of the
set of Markovian extensions becomes meaningful. In [HKLW12] a characterization of the
uniqueness of Markovian extensions is given and an analogue to the above mentioned result
of Fukushima was shown. More specifically, it was shown that for locally finite graphs all
Markovian extensions of the Laplacian lie between the Dirchlet and the Neumann form.
The condition of local finiteness is not necessary as can be seen from the considerations of
[Sch17] (which deal with a much more general framework containing all Dirichlet forms).
However, a description of Markovian extensions in terms of boundary conditions for graphs
is still missing. The evident reason for this is certainly that there is no obvious canonical
geometric boundary of an infinite graph.
Now, various works in recent years suggest that the Royden boundary of a transient graph
can be considered as an analogue to the geometric boundary of a bounded set in Euclidean
space [Kas10, GHK+15, KLSW17]. Indeed, to develop the theory of transient graphs ac-
cording to this point of view can be seen as the main driving force behind the considerations
in [GHK+15, KLSW17]. The present paper is a continuation of this theme building up on
the results in [GHK+15, KLSW17] and presenting further confirmation for this point of
view. More specifically, our main result provides an analogue to the result of Posilicano
[Pos14] mentioned above and provides a one-to-one correspondence of the Dirichlet forms
on a graph and the Dirichlet forms on the Royden boundary.
In this context is it worth emphasizing that our approach is quite different from the one
taken in [Pos14]. Indeed, right from the outset our situation is different as there is no
geometrical boundary available. We rather have to “derive” the boundary from the form.
Subsequently, our considerations are then founded in concepts and methods stemming from
forms. This may well be of use if it comes to the investigation of corresponding problems
for general Dirichlet forms.
We subsequently sketch our results and thereby provide an overview of the structure of
the paper. At the same time this also allows us to point out points of contact to existing
literature. For now, we rather aim to convey the basic intuition rather than being precise
but refer to the corresponding sections for the details.
For every graph over a discrete set X there is quadratic form Q˜ on C(X) together with
a set D˜ – the functions of finite energy – where Q˜ stays finite, see Section 1. By the use
of Gelfand theory the closure of the algebra D˜ ∩ ℓ∞(X) is isomorphic to C(K) for some
compact set in which X can be densely embedded, see Section 1. Then, ∂X = K \ X
is called the Royden boundary, Section 1.3. Harmonic functions on X induce harmonic
measures on the harmonic boundary ∂hX (a subset of ∂X) and we choose one such measure
µ as a reference measure, see Section 2.
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There are two canonical ℓ2(X,m)-restrictions Q(D) and Q(N) of Q˜, where (D) stands for
“Dirichlet-” and (N) stands for “Neumann-boundary conditions”. Both forms are Dirichlet
forms.
We consider Dirichlet forms Q that lie between Q(D) and Q(N), i.e., forms which satisfy
Q(D) ≥ Q ≥ Q(N) in the sense of quadratic forms, see Section 1, which naturally appear in
the study of Dirichlet forms on discrete spaces, see Remark 1.3. For functions f of finite
energy we define the notion of a trace Tr f which plays the role of boundary values of f on
∂hX , see Section 2. Moreover, the so called Royden decompositions yields that f = f0+fh
with f0 ∈ D(Q
(D)
e ) and fh is harmonic, see Section 1 and 3. Here the subscript e is used
to denote the extended Dirichlet form of Q(D).
The main result of the paper is Theorem 3.4, which has two parts. The first part states
that Q has the following decomposition
Q(f) = Q(D)e (f0) + q(Tr f)(1)
= Q(N)(f) + (q − qDN)(Tr f),(2)
where q and qDN are Dirichlet forms in the wide sense on L2(∂hX, µ) and the difference
q − qDN is Markovian. The form qDN is the Dirichlet-to-Neumann form relating Q(D) and
Q(N), see Definition 3.1.
The second part of Theorem 3.4 provides a converse to this decomposition. More precisely,
let q be a Dirichlet form in the wide sense on L2(∂hX, µ) such that q ≥ q
DN and q − qDN
is Markovian. Then a form Q on ℓ2(X,m) defined by either of the two previous formulas
is a Dirichlet form between Q(D) and Q(N). Moreover, if the measure m on the underlying
space is finite, these two operations are inverse to each other.
In summary, we achieve a one-to-one correspondence between Dirichlet forms between
Q(D) and Q(N) and certain Dirichlet forms on the harmonic boundary (at least when the
underlying measure m is finite).
We finish the article with a discussion of an example in which everything can be computed
rather explicitly in Section 4 and a (counter)example showing that Q(D) ≥ Q does not in
general imply Q ≥ Q(N) in Section 5.
Along the way we make use of a few results which are certainly known to the experts but
do not seem to have appeared in print. For the convenience of the reader we include a
discussion in the appendices.
A few remarks on the history are in order:
• Induced Dirichlet forms on the (Martin)boundary have been considered before.
In fact, the map qDN has been introduced on such boundaries by Silverstein in
[Sil74b]. There, it is also shown that this form is a pure jump form and calculated
the associated jump measure. The work [Sil74b] has been somewhat neglected in
the past and has only recently attracted attention by Kong / Lau / Wong in their
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study of jump processes on fractals which can be considerd as Martin boundary of
augmented trees [KLW16].
• The above construction of the trace form can also be derived as a special case of
the theory developed in [CF12] based on stochastic processes. The key virtue of
our approach is that it purely analytic and rather explicit, compare Remark 3.2.
• The decomposition Q(f) = Q
(D)
e (f0) + q(f) is known already and could also in
principle be derived from [CF12]. The key novelty of our approach is the proof of
Posilicano’s observation that q− qDN is Makovian in our context by form methods
(which is very different from Posilicanos proof). This then allows us to obtain the
new decomposition Q(f) = Q(N)(f) + q′(f), which is used in turn to characterize
all Dirichlet forms. In this way, we obtain an analogue to Posilicano’s result in our
context by a rather different proof, see Remark 3.6 as well.
Acknowledgments. M. S. acknowledges financial support of the DFG via Graduiertenkol-
leg: Quanten- und Gravitationsfelder and M. K., D. L. and M. S. via the Priority Program
Geometry at infinity. The authors gratefully acknowledge enlightening discussions with
Andrea Posilicano on boundary representations of Dirichlet forms associated with elliptic
operators in Euclidean space.
1. Transient graphs and the Royden boundary
1.1. Graphs, forms and Laplacians. In this section we introduce the basic objects of
our studies. This includes a discussion of weighted graphs, the associated operators and
the associated Dirichlet forms.
Let X be a countably infinite set. A pair (b, c) of functions b : X × X → [0,∞) and
c : X → [0,∞) is called a weighted graph over X if b is symmetric, vanishes on the
diagonal and satisfies
∑
y∈X
b(x, y) <∞
for all x ∈ X . Elements of X are called vertices and pairs of vertices (x, y) with b(x, y) > 0
are called edges. The function b is an edge weight and c is a killing term. A finite sequence
of vertices (x1, . . . , xn) such that for each i = 1, . . . , n− 1 the pair (xi, xi+1) is an edge is
called a path. We say that a graph is connected if for every two vertices x, y ∈ X there
is a path containing x and y. From now on we make the standing assumption that all
weighted graphs treated in this paper are connected. For non-connected graphs all of our
considerations can be directly applied to their (infinite) connected components.
Let C(X) be the space of all real-valued functions on X and let Cc(X) be the space of
functions in C(X) with finite support. For a weighted graph (b, c) over X the domain of
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the formal Laplacian L is defined as
F˜ := {f ∈ C(X) :
∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X},
on which it acts pointwise by
Lf(x) :=
∑
y∈X
b(x, y)(f(x)− f(y)) + c(x)f(x).
We call a function h ∈ F˜ harmonic if Lh ≡ 0. Moreover, the associated energy form
Q˜ : C(X)→ [0,∞] is given by
Q˜(f) =
1
2
∑
x,y∈X
b(x, y)(f(x)− f(y))2 +
∑
x∈X
c(x)f(x)2
and the space of functions of finite energy is
D˜ := {f ∈ C(X) : Q˜(f) <∞}.
Polarization gives rise to a semi-scalar product on D˜, also denoted by Q˜. In this sense,
we have Q˜(f) = Q˜(f, f) whenever f ∈ D˜. We will use the notation Q(f) := Q(f, f)
whenever we are dealing with a bilinear form. According to Fatou’s lemma, the form Q˜
is lower semicontinuous with respect to pointwise convergence, i.e., if a sequence (fn) in
C(X) converges pointwise to a function f ∈ C(X), then
Q˜(f) ≤ lim inf
n→∞
Q˜(fn).
For a vertex o ∈ X the connectedness of (b, c) implies that the semi-inner product
〈·, ·〉o : D˜ × D˜ → R, 〈f, g〉o := Q˜(f, g) + f(o)g(o)
is indeed an inner product and that the induced topology is independent of the choice of o,
see e.g. [KLSW17, Lemma 1.3]; we denote the corresponding norm by ‖ · ‖o. The following
well-known properties of (D˜, 〈·, ·〉o) are straightforward from the equivalence of the norms
‖ · ‖o and ‖ · ‖o′ , and the lower semicontinuity of Q˜. See [GHK
+15, Proposition 3.7] for the
proof.
Proposition 1.1. The space (D˜, 〈·, ·〉o) is a Hilbert space. Moreover, any sequence in D˜
that converges with respect to ‖ · ‖o also converges pointwise and the corresponding limits
agree.
We let
D0 := Cc(X)
‖·‖o
be the closure of Cc(X) in (D˜, 〈·, ·〉o). It is independent of the choice of o ∈ X and can
be thought of as the space of functions of finite energy that vanish at infinity in a suitable
sense.
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Recall that a function C : R → R is called normal contraction if both |C(r)| ≤ |r| and
|C(r)− C(s)| ≤ |r − s| hold for every r, s ∈ R. A quadratic form Q whose domain D(Q)
is a vector space of functions is called Markovian if C ◦ f ∈ D(Q) and Q(C ◦ f) ≤ Q(f)
hold for every normal contraction C and every f ∈ D(Q).
Obviously, Q˜ is Markovian, since Q˜(C ◦ f) ≤ Q˜(f) holds for every f ∈ C(X) and every
normal contraction C by a simple calculation and, hence, f ∈ D˜ implies C ◦ f ∈ D˜. This
statement is also true with D˜ being replaced by D0, i.e., for any normal contraction C and
any f ∈ D0 we have C ◦ f ∈ D0, see e.g. [KLSW17, Lemma 1.5].
The connection between Q˜ and L is the following discrete version of Green’s formula. In
the presented form it is a slight generalization of [Kas10, Lemma 7.7]. We include a proof
for the convenience of the reader.
Proposition 1.2 (Green’s formula). Let (b, c) be a graph over X. Then D˜ ⊆ F˜ and for
f ∈ D0 and g ∈ D˜ that satisfy ∑
x∈X
|f(x)Lg(x)| <∞
we have
Q˜(f, g) =
∑
x∈X
f(x)Lg(x).
If f ∈ Cc(X), then
Q˜(f, g) =
∑
x∈X
Lf(x)g(x).
Proof. According to [HKLW12, Proposition 3.8], the inclusion D˜ ⊆ F˜ holds. For f ∈ Cc(X)
and g ∈ D˜ [HK11, Lemma 4.7] yields
Q˜(f, g) =
∑
x∈X
f(x)Lg(x) =
∑
x∈X
Lf(x)g(x).
It remains to prove that the first equality remains true for f ∈ D0.
To this end, let f ∈ D0, g ∈ D˜ and choose a sequence (ϕn) in Cc(X) that converges to f
with respect to ‖ · ‖o. According to Proposition 1.1, the sequence (ϕn) converges pointwise
to f . We set
fn := ((ϕn ∧ |f |) ∨ 0)− (((−ϕn) ∧ |f |) ∨ 0).
The sequence (fn) belongs to Cc(X), converges pointwise to f and satisfies |fn| ≤ |f |.
Using that Q˜
1
2 is Markovian and a semi-norm, we infer
Q˜(fn)
1/2 ≤ Q˜(ϕn ∧ |f |)
1
2 + Q˜((−ϕn) ∧ |f |)
1
2 .
For a, b ∈ R the identity 2(a ∧ b) = a + b − |a− b| holds. Therefore, the compatibility of
Q˜ with normal contractions implies
Q˜(fn)
1/2 ≤ 2Q˜(ϕn)
1/2 + 2Q˜(f)1/2.
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This shows that (fn) is also Q˜-bounded and so we can infer fn → f Q˜-weakly from
Lemma A.1. Hence, Lebesgue’s dominated convergence theorem and what was already
proven yields
Q˜(f, g) = lim
n→∞
Q˜(fn, g) =
∑
x∈X
fn(x)Lg(x) =
∑
x∈X
f(x)Lg(x).
This finishes the proof. 
Next we discuss Dirichlet forms on graphs.
A function m : X → [0,∞) gives rise to a measure on subsets of X , also denoted by m,
via
m(A) :=
∑
x∈A
m(x).
We call the pair (X,m) a discrete measure space if m has full support, i.e., if m(x) > 0
holds for every x ∈ X . In this case, we let ℓ2(X,m) be the space of m-square summable
real-valued functions on X with the corresponding norm ‖ · ‖2 and inner product 〈·, ·〉2.
For a graph (b, c) over a discrete measure space (X,m), we let Q(N) be the restriction of
Q˜ to D(Q(N)) := D˜ ∩ ℓ2(X,m) and we let Q(D) be the restriction of Q˜ to
D(Q(D)) := Cc(X)
‖·‖
Q(N) ,
where the closure is taken in D(Q(N)) with respect to the form norm ‖ · ‖Q(N) on D(Q
(N))
given by ‖f‖Q(N) := (Q
(N)(f) + ‖f‖22)
1
2 . Both Q(D) and Q(N) are Dirichlet forms, see e.g.
[HKLW12]. The form Q(D) can be thought of as having Dirichlet boundary conditions at
infinity and Q(N) can be thought of as having Neumann boundary conditions at infinity.
If necessary we highlight the dependence of Q(D) and Q(N) on the graph by adding the
subscript (b, c), i.e., we write Q
(D)
(b,c) or Q
(N)
(b,c), respectively.
Given a quadratic form Q on a vector space V with domain D(Q) ⊆ V , we set Q(f) :=∞
whenever f ∈ V \D(Q). In this sense, D(Q) = {f ∈ V : Q(f) < ∞}. We say that two
quadratic forms Q1, Q2 on V satisfy
Q1 ≥ Q2
if for all f ∈ V we have Q1(f) ≥ Q2(f). This is equivalent to D(Q1) ⊆ D(Q2) and
Q1(f) ≥ Q2(f) for all f ∈ D(Q1). As mentioned in the introduction, for a weighted graph
(b, c) over a discrete measure space (X,m) it is the main goal of this paper to characterize
all Dirichlet forms Q on ℓ2(X,m) that satisfy Q(D) ≥ Q ≥ Q(N).
Remark 1.3. On a discrete space it is quite natural to consider Dirichlet forms that satisfy
Q(D) ≥ Q ≥ Q(N). If Q is a Dirichlet form on ℓ2(X,m) such that D(Q) ∩ Cc(X) is dense
in Cc(X) with respect to uniform convergence, it follows from the considerations in [KL12,
Section 2] that there exists a graph (b, c) over X such that Q extends the form Q
(D)
(b,c) and
so Q
(D)
(b,c) ≥ Q. If c = 0, the discussion in [Sch16, Chapter 3] implies that any Dirichlet
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form Q that extends Q(D) automatically satisfies Q ≥ Q(N). Indeed, we shall perform the
computations to prove this result in Section 3.3 for other purposes. If c 6= 0 and Q is an
extension of Q(D), it need not be true that Q ≥ Q(N) without any additional assumptions.
In the more general context of Silverstein extensions of energy forms this phenomenon was
discovered in [Sch16]; we give an example that fits into our setting of Dirichlet forms on
infinite graphs in Section 5. One way of guaranteeing that Q ≥ Q(N) is demanding that
the self-adjoint operator associated with Q is a restriction of the scaled formal Laplacian
1
m
L. For locally finite graphs this is discussed in [HKLW12].
Let Q be a Dirichlet form on ℓ2(X,m). We say that a sequence (fn) in D(Q) is Q-Cauchy
if it is a Cauchy-sequence with respect to the semi-norm Q(·)
1
2 . The extended Dirichlet
space D(Qe) of Q is defined by
D(Qe) := {f ∈ C(X) : ex. Q-Cauchy sequence (fn) in D(Q) with fn → f pointwise}.
Let f ∈ D(Qe) and let (fn) be a Q-Cauchy sequence in D(Q) with fn → f pointwise; such
a sequence is called approximating sequence for f . We extend Q to D(Qe) by letting
Qe(f) :=
{
limn→∞Q(fn) if f ∈ D(Qe) and (fn) is an approximating sequence for f,
∞ else.
It is proven in [Sch99b, Lemma 1] that the definition of Qe does not depend on the choice
of the approximating sequence. Moreover, Qe is a quadratic form on C(X), the so-called
extended Dirichlet form of Q. For later purposes we need the following result on lower
semicontinuity of the extended form with respect to pointwise convergence. It is a special
case of [Sch99a, Lemma 3], see also [Sch16, Theorem 1.59] for a simplified proof.
Proposition 1.4. Let Q be a Dirichlet form on ℓ2(X,m) and let Qe be its extended Dirich-
let form. For every sequence (fn) in C(X) that converges pointwise to some f ∈ C(X)
Qe(f) ≤ lim inf
n→∞
Qe(fn).
The previous proposition implies that Qe inherits the Markov property from Q. We finish
this subsection by mentioning the following properties of the extended forms of Dirichlet
forms between Q(D) and Q(N).
Lemma 1.5. Let (b, c) be a graph over a discrete measure space (X,m). Let Q be a
Dirichlet form on ℓ2(X,m) such that Q(D) ≥ Q ≥ Q(N). Then Q
(D)
e ≥ Qe ≥ Q
(N)
e and
D0 = D(Q
(D)
e ) ⊆ D(Qe) ⊆ D(Q
(N)
e ) ⊆ D˜.
Moreover, for every f ∈ D0 we have
Q(D)e (f) = Qe(f) = Q
(N)
e (f) = Q˜(f),
and for every f ∈ D(Q
(N)
e ) we have
Q(N)e (f) = Q˜(f).
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Proof. The definition of the extended Dirichlet space implies Q
(D)
e ≥ Qe ≥ Q
(N)
e and the
definition of Q(D) and Q(N) and the inequalities Q(D) ≥ Q ≥ Q(N) yield
Q(D)(f) = Q(N)(f) = Q(f) = Q˜(f) for all f ∈ D(Q(D)).
From this equality it immediately follows that
Q(D)e (f) = Q
(N)
e (f) = Qe(f) for all f ∈ D(Q
(D)
e ).
The equality D(Q
(D)
e ) = D0 is a consequence of Proposition 1.1. To prove the claim on Q˜,
for f ∈ D0 we let (fn) be a Q
(D)-Cauchy sequence in D(Q(D)) that converges pointwise to
f ∈ C(X). The lower semicontinuity of Q˜ shows
Q˜(f − fn) ≤ lim inf
m→∞
Q˜(fm − fn) = lim inf
m→∞
Q(D)(fm − fn),
and so we obtain Q˜(f) = Q
(D)
e (f). A similar computation with Q(D) being replaced by Q(N)
shows D(Q
(N)
e ) ⊆ D˜ and Q˜(f) = Q
(N)
e (f) for f ∈ D(Q
(N)
e ). This finishes the proof. 
We note the following properties of D˜, the domains of Dirichlet forms and extended Dirich-
let forms.
Proposition 1.6. Let (b, c) be a graph over the discrete measure space (X,m). Then
D˜∩ℓ∞(X) is an algebra and D˜ is a lattice, i.e. for every f, g ∈ D˜ we have f ∨g, f ∧g ∈ D˜.
Moreover, for any f ∈ D˜ the convergence
Q˜(f − f (n))→ 0, as n→∞,
holds, where f (n) := (f ∧ n) ∨ (−n). The same is true with (Q˜, D˜) being replaced by
(Q,D(Q)) or (Qe, D(Qe)), where Q is a Dirichlet form on ℓ
2(X,m).
Proof. By straightforward computations the assertions for D˜ and Q˜ follow. For the corre-
sponding statements for Dirichlet forms see [FOT11, Theorem 1.4.2, Corollary 1.5.1]. 
1.2. Recurrence and transience. In this section we discuss transient graphs and list
some basic – but important – facts. For our purposes it is convenient to work with the
following definition of recurrence and transience. For a detailed discussion on how this is
related to other (analytic and probabilistic) notions of recurrence and transience we refer
the reader to [Sch17].
A weighted graph (b, c) is called recurrent if 1 ∈ D0 and the equality Q˜(1) = 0 holds. It is
called transient if for all f ∈ D0 the equality Q˜(f) = 0 implies f = 0. A characterization
of transience can be found in Appendix B.
Remark 1.7. Clearly, every recurrent graph satisfies c ≡ 0. Moreover, the connectedness
of (b, c) implies the dichotomy of recurrence and transience.
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The next lemma shows that D0 and the space of energy finite harmonic functions are or-
thogonal with respect to Q˜. It follows directly from the Green’s formula in Proposition 1.2,
see also [Soa94, Lemma 3.66].
Lemma 1.8. Let (b, c) be a graph over X and let h ∈ D˜. The following assertions are
equivalent.
(i) h is harmonic.
(ii) Q˜(h, f) = 0 for all f ∈ D0.
(iii) Q˜(h, f) = 0 for all f ∈ Cc(X).
The following decomposition of functions of finite energy is one of the main tools in this
paper. For graphs without killing it is the content of [Soa94, Theorem 3.69] and for graphs
with killing we refer to [KLSW17, Proposition 5.1].
Theorem 1.9 (Royden decomposition). Let (b, c) be a transient graph. For all f ∈ D˜
there exists a unique f0 ∈ D0 and a unique harmonic fh ∈ D˜ such that
f = f0 + fh
Q˜(f) = Q˜(f0) + Q˜(fh).
Moreover, if f is bounded, then f0 and fh are bounded as well.
For a function f ∈ D˜ we call the pair (f0, fh) of the previous theorem its Royden decom-
position. In particular, we use the subscripts 0 and h on functions for the corresponding
parts in the Royden decomposition. For later purposes we note the following continuity
property of the Royden decomposition.
Lemma 1.10. Let (b, c) be a transient graph and let o ∈ X. Let (fn) be a sequence in
D˜ that converges to some f ∈ D˜ with respect to ‖ · ‖o. Then (fn)0 → f0 and (fn)h → fh
pointwise, as n→∞.
Proof. Convergence with respect to ‖·‖o implies pointwise convergence, see Proposition 1.1,
and so it suffices to prove (fn)0 → f0 pointwise. This however is a consequence of the
characterization of transience, see Theorem B.1. 
1.3. The Royden boundary. Next we recall the Royden compactification and the Roy-
den boundary of a weighted graph. For more details see e.g. [Soa94] and the extended1
version of [GHK+15].
Let (b, c) be a graph over the set X . The uniform closure of D˜∩ℓ∞(X) in ℓ∞(X) is denoted
by
A := D˜ ∩ ℓ∞(X)
‖·‖∞
1arXiv:1309.3501
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and is called Royden algebra. The algebra generated by A and the constant function 1 is
denoted by A+.
By applying Gelfand theory to (the complexification of) A+ we infer the existence of a
unique (up to homeomorphism) separable, compact Hausdorff space R such that A+ is
isomorphic to C(R), the algebra of real-valued continuous functions on R. Using standard
arguments, it follows that the following conditions are satisfied:
• X can be embedded into R as a dense open subset,
• every function in D˜∩ ℓ∞(X) can be uniquely extended to a continuous function on
R,
• the algebra D˜ ∩ ℓ∞(X) separates the points of R.
The set R is called the Royden compactification of the graph (b, c) over X .
In what follows we tacitly identify functions in A+ with continuous function on R.
Let (b, c) be a graph over the set X and let R be its Royden compactification. The set
∂X := R \X
is called the Royden boundary of (b, c) and
∂hX := {z ∈ ∂X : f(z) = 0 for all f ∈ D0 ∩ ℓ
∞(X)}
is called the harmonic boundary of (b, c).
Since X is open in R, the Royden boundary ∂X = R \X is compact. As an intersection
of closed sets in the compact set ∂X , the harmonic boundary is compact as well.
Remark 1.11. (a) According to [GHK+15, Proposition 4.9], 1 ∈ A holds if and only
if
∑
x∈X c(x) <∞. In this case, A = A
+.
(b) The Royden boundary of an infinite graph is always nonempty. For the harmonic
boundary, however, this is not always the case. In [KLSW17, Proposition 5.4]
it is proven that ∂hX = ∅ holds if and only if 1 ∈ D0, which is equivalent to∑
x∈X c(x) <∞ and (b, 0) being recurrent.
(c) Even if (b, 0) is transient, it may happen that ∂hX 6= ∂X . Graphs for which
∂hX = ∂X holds are called uniformly transient, see [KLSW17].
The importance of the harmonic boundary stems from the following maximum principle
for harmonic functions in D˜ ∩ ℓ∞(X), see e.g. [KLSW17, Corollary 5.3].
Proposition 1.12 (Maximum principle). Let (b, c) be a transient graph over X with ∂hX 6=
∅ and let h ∈ D˜ ∩ ℓ∞(X) be harmonic. Then,
sup
x∈X
|h(x)| = sup
z∈∂hX
|h(z)|.
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One important consequence of the maximum principle is that functions in D0 ∩ ℓ
∞(X) are
exactly those that vanish on ∂hX . This observation is an extension of [Soa94, Corollary 6.8]
to graphs which possibly satisfy c 6= 0.
Corollary 1.13. Let (b, c) be a transient graph over X such that ∂hX 6= ∅. Then
D0 ∩ ℓ
∞(X) = {f ∈ D˜ ∩ ℓ∞(X) : f(z) = 0 for all z ∈ ∂hX}.
Proof. The definition of ∂hX implies
D0 ∩ ℓ
∞(X) ⊆ {f ∈ D˜ ∩ ℓ∞(X) : f(z) = 0 for all z ∈ ∂hX}.
For proving the opposite inclusion we let f ∈ D˜ ∩ ℓ∞(X) with f(z) = 0 for all z ∈ ∂hX .
The Royden decomposition theorem, Theorem 1.9, yields f = f0+fh with f0 ∈ D0∩ℓ
∞(X)
and harmonic fh ∈ D˜ ∩ ℓ
∞(X). Since functions in D0 ∩ ℓ
∞(X) vanish on the harmonic
boundary, we obtain fh(z) = f(z) = 0 for all z ∈ ∂hX . By the maximum principle this
implies fh = 0 and so f = f0 ∈ D0 ∩ ℓ
∞(X). 
As subset of R the harmonic boundary ∂hX is a topological space and we denote by C(∂hX)
the continuous real-valued functions on ∂hX . We define the preliminary trace map
γ0 : A → C(∂hX), f 7→ f |∂hX .
In the next section we introduce certain measures µ on ∂hX and (partially) extend γ0 to
a map Tr : D˜ → L2(∂hX, µ). The image of γ0 can be expressed in the following way, see
[KLSW17, Lemma 4.8].
Lemma 1.14. Let (b, c) be a transient graph over X with ∂hX 6= ∅.
(a) If 1 ∈ A, then γ0A = C(∂hX).
(b) If 1 6∈ A, then there exists a point p∞ ∈ ∂hX such that
γ0A = {f ∈ C(∂hX) : f(p∞) = 0}.
The existence result in the next theorem is taken from [KLSW17, Theorem 5.5]. The
uniqueness for functions in γ0(D˜ ∩ ℓ
∞(X)) follows from the maximum principle.
Theorem 1.15 (Dirichlet problem). Let (b, c) be a transient graph over X with ∂hX 6= ∅.
For every ϕ ∈ γ0A the equation {
Lh = 0
γ0h = ϕ
has a solution hϕ ∈ A and has at most one solution in D˜ ∩ ℓ
∞(X). In particular, for all
ϕ ∈ γ0(D˜ ∩ ℓ
∞(X)) the above equation has a unique solution in D˜ ∩ ℓ∞(X).
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Proof. The existence of a solution hϕ ∈ A is contained in [KLSW17, Theorem 5.5] and the
uniqueness of solutions in D˜∩ℓ∞(X) follows from the maximum principle, Proposition 1.12.
The “In particular”-part follows from the Royden decomposition and the definition of the
harmonic boundary. 
2. Harmonic measures and the trace map
2.1. Harmonic measures. In this section we introduce measures on the harmonic bound-
ary that are determined by harmonic functions and employ them to extend the map γ0 to
all functions of finite energy. The following theorem is a variant of [Soa94, Theorem 6.40
and Theorem 6.43].
Proposition 2.1 (Existence of harmonic measures). Let (b, c) be a transient graph over
X with ∂hX 6= ∅. For every x ∈ X there exists a regular Borel measure µx on ∂hX with
µx(∂hX) ≤ 1 such that for every harmonic h ∈ D˜ ∩ ℓ
∞(X) we have
h(x) =
∫
∂hX
γ0h dµx.
If 1 ∈ A, then µx is uniquely determined and if 1 6∈ A, then µx is uniquely determined up
to the value of µx({p∞}), where p∞ is the point mentioned in Lemma 1.14. Moreover, for
all x, y ∈ X there exists a bounded Borel measurable function Kx,y : ∂hX → [0,∞) such
that µx = Kx,y · µy.
Proof. First suppose that 1 belongs to the algebra A. Let z ∈ X be arbitrary. Then, the
idea of the existence of µz is as follows: every function ϕ in γ0(D˜∩ ℓ
∞(X)) can be uniquely
extended to a harmonic function ϕ˜ in D˜∩ ℓ∞(X) by Theorem 1.15. This mapping is linear
and positivity preserving (as a consequence of Theorem 1.9). Moreover, by Lemma 1.14,
the set γ0(D˜∩ ℓ
∞(X)) is uniformly dense in C(∂hX). Therefore, the mapping ϕ 7→ ϕ˜(z) is
a positive and bounded (by Proposition 1.12) linear functional on a dense subspace, and,
using Riesz-Markov, we infer the existence of µz. For a detailed proof of the existence and
the properties of µz, we refer to [Soa94, Theorem 6.40]. Note, that this theorem treats the
case c ≡ 0. However, the proof carries over to our situation. The existence of the functions
Kx,y can be proven as [Soa94, Theorem 6.43].
Next suppose 1 6∈ A. Then, the proofs of [Soa94, Theorem 6.40 and Theorem 6.43]
can be employed to construct Borel measures µx on ∂hX \ {p∞} and bounded measurable
functions Kx,y : ∂hX \{p∞} → [0,∞) such that the theorem holds with ∂hX being replaced
by ∂hX \ {p∞}, where p∞ is the point mentioned in Lemma 1.14. We extend the µx and
Kx,y to ∂hX by letting µx({p∞}) = 0 and Kx,y(p∞) = 0. Clearly these extensions possess
the desired properties. The uniqueness statement follows from the fact that γ0(D˜∩ℓ
∞(X))
is uniformly dense in {f ∈ C(∂hX) : f(p∞) = 0} by Lemma 1.14. 
14 KELLER, LENZ, SCHMIDT, AND SCHWARZ
Let (b, c) be a transient graph over X with ∂hX 6= ∅. For every x ∈ X the unique finite
regular Borel measures µx on ∂hX that satisfy the assertions of Proposition 2.1 (with
µx({p∞}) = 0 if 1 6∈ A) is called harmonic measure at point x. The corresponding family
of bounded Borel measurable functions Kx,y, x, y ∈ X , with µx = Kx,y · µy is called the
harmonic kernel.
In what follows we call a measure µ on ∂hX harmonic if there is z ∈ X such that µ = µz
holds.
Let µ be a harmonic measure. The boundedness of the harmonic kernels in particular
guarantees the equality
Lp(∂hX, µ) = L
p(∂hX, µx)
for every x ∈ X and p ≥ 1.
Let (b, c) be a transient graph over X with ∂hX 6= ∅ and let µ be a harmonic measure. For
ϕ ∈ L1(∂hX, µ) the harmonic extension Hϕ : X → R of ϕ is defined pointwise by
Hϕ(x) :=
∫
∂hX
ϕdµx.
The boundedness of the harmonic kernel yields that Hϕ exists for all ϕ ∈ L
1(∂hX, µ) and
implies the following continuity statement.
Lemma 2.2. Let (b, c) be a transient graph over X with ∂hX 6= ∅ and let µ be a harmonic
measure. If ϕn → ϕ in L
1(∂hX, µ), then Hϕn → Hϕ pointwise.
Proof. Let x ∈ X be arbitrary and z ∈ X be such that µ = µz. Then, we infer
|Hϕn(x)−Hϕ(x)| ≤
∫
∂hX
|ϕn − ϕ|dµx =
∫
∂hX
|ϕn − ϕ|Kx,zdµ.
Thus, the boundedness of Kx,z and the L
1(∂hX, µ)-convergence of (ϕn) yield the result. 
It can be proven that for any ϕ ∈ L1(∂hX, µ) its harmonic extension Hϕ is indeed a
harmonic function. We restrict ourselves to the following special case. Recall that we use
the subscript h to denote the harmonic part of a function in its Royden decomposition.
Proposition 2.3 (Properties of solutions to the Dirichlet problem). Let (b, c) be a transient
graph over X with ∂hX 6= ∅. For every ϕ ∈ γ0(D˜ ∩ ℓ
∞(X)) the function Hϕ is the unique
solution of the Dirichlet problem {
Lh = 0,
γ0h = ϕ, h ∈ D˜.
In particular, for every f ∈ D˜ ∩ ℓ∞(X) we have
Hγ0f = fh
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and for every normal contraction C : R→ R and every ϕ ∈ γ0(D˜ ∩ ℓ
∞(X)) we have
HC◦ϕ = (C ◦ (Hϕ))h.
Proof. Let ϕ ∈ γ0(D˜ ∩ ℓ
∞(X)). According to Theorem 1.15, there is a unique harmonic
h ∈ D˜ ∩ ℓ∞(X) such that γ0h = ϕ. Moreover, Proposition 2.1 yields
h(x) =
∫
∂hX
ϕdµx
for every x ∈ X . From the definition of Hϕ we infer Hϕ = h, and so Hϕ is the unique
solution to the Dirichlet problem.
Let f ∈ D˜ ∩ ℓ∞(X) and let f = f0 + fh be its Royden decomposition. According to
Theorem 1.9, we have f0 ∈ D0 ∩ ℓ
∞(X) and so γ0f0 = 0 on ∂hX by the definition of
the harmonic boundary. This implies γ0f = γ0fh. Therefore, fh ∈ D˜ is a solution to the
Dirichlet problem with boundary value γ0f . The uniqueness proven above yields fh = Hγ0f .
Let C : R→ R be a normal contraction and let ϕ ∈ γ0(D˜ ∩ ℓ
∞(X)). Since γ0 operates by
restricting a function on R to a function on ∂hX and since it only depends on the harmonic
part, we obtain
γ0((C ◦Hϕ)h) = γ0(C ◦Hϕ) = C ◦ (γ0Hϕ) = C ◦ ϕ.
For the last equality we used that Hϕ solves the Dirichlet problem. With this at hand,
the desired equality follows from the identity Hγ0((C◦Hϕ)h) = (C ◦Hϕ)h, which was already
proven. This finishes the proof. 
2.2. The trace map. The following theorem shows that the restriction of the preliminary
trace map γ0 to D˜∩ℓ
∞(X) is a continuous map from (D˜∩ℓ∞(X), ‖·‖o) to L
2(∂hX, µ). It is
proven in [Kas10, Lemma 7.8] for the Kuramochi boundary but the proof given there works
for the Royden boundary as well. We include a proof in Appendix C for the convenience
of the reader.
Theorem 2.4 (Continuity of the preliminary trace map). Let (b, c) be a transient graph
over X with ∂hX 6= ∅ and let µ be a harmonic measure. For every o ∈ X there exists a
constant Co ≥ 0 such that for all f ∈ D˜ ∩ ℓ
∞(X) we have∫
∂hX
(γ0f)
2 dµ ≤ Co‖f‖
2
o.
We note several important consequences of the preceding theorem.
Corollary 2.5 (The trace map). Let (b, c) be a transient graph with ∂hX 6= ∅, let µ be
a harmonic measure and let o ∈ X. There exists a unique continuous linear operator
Tr : (D˜, ‖ · ‖o)→ L
2(∂hX, µ) that extends γ0 : D˜ ∩ ℓ
∞(X)→ C(∂hX).
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Proof. By the previous theorem the operator γ0 : (D˜ ∩ ℓ
∞(X), ‖ · ‖o) → L
2(∂hX, µ) is
continuous and D˜∩ℓ∞(X) is dense in D˜ with respect to ‖·‖o by Proposition 1.6. Therefore,
γo has a unique continuous extension Tr : (D˜, ‖ · ‖o)→ L
2(∂hX, µ). 
Definition 2.6. Let (b, c) be a transient graph with ∂hX 6= ∅, let µ be a harmonic measure
and let o ∈ X . We call the operator
Tr : (D˜, ‖ · ‖o)→ L
2(∂hX, µ)
the trace map.
Remark 2.7. For different o ∈ X the norms ‖ · ‖o are equivalent and the boundedness
of the harmonic kernel ensures that all L2-spaces with respect to harmonic measures are
equal. Hence, the trace map is independent of the choice of o and the harmonic measure.
The following lemma shows that the properties of γ0 extend to Tr.
Lemma 2.8 (Properties of the trace map). Let (b, c) be a transient graph with ∂hX 6= ∅.
(a) The trace map commutes with normal contractions, i.e., for all normal contractions
C : R→ R and all f ∈ D˜ we have Tr(C ◦ f) = C ◦ (Tr f).
(b) The kernel of the trace map satisfies ker Tr = D0.
(c) For any f ∈ D˜ we have HTr f = fh.
(d) For any ϕ ∈ Tr D˜ we have ϕ = TrHϕ. Moreover, if C : R → R is a normal
contraction, then
HC◦ϕ = (C ◦Hϕ)h.
Proof. (a): The preliminary trace γ0 operates on continuous functions on R by restricting
them to ∂hX . Hence, for f ∈ D˜ ∩ ℓ
∞(X) we obtain
Tr(C ◦ f) = γ0(C ◦ f) = C ◦ (γ0f) = C ◦ (Tr f).
It remains to extend this equality to unbounded functions. Let f ∈ D˜ and, for n ≥ 0, let
f (n) := (f ∧n)∨ (−n). Since f (n) → f with respect to ‖ · ‖o, as n→∞, by Proposition 1.6,
the continuity of the trace map and the Lipschitz continuity of C imply
C ◦ Tr f (n) → C ◦ Tr f, in L2(∂hX, µ), as n→∞.
Moreover, we have C ◦ f (n) → C ◦ f pointwise, as n→∞, and
Q˜(C ◦ f (n)) ≤ Q˜(f).
Lemma A.1 yields C ◦ f (n) → C ◦ f Q˜-weakly, as n→∞, and hence weakly in (D˜, ‖ · ‖o).
Since (D˜, ‖ · ‖o) is a Hilbert space, the Banach-Saks theorem implies the existence of a
subsequence (C ◦ f (nk)) such that
1
N
N∑
k=1
C ◦ f (nk) → C ◦ f, in (D˜, ‖ · ‖o), as N →∞.
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Combining this observation with the continuity of the trace and what we have already
proven yields
Tr(C ◦ f) = lim
N→∞
1
N
N∑
k=1
Tr(C ◦ f (nk))
= lim
N→∞
1
N
N∑
k=1
C ◦ Tr f (nk)
= C ◦ Tr f.
(b): The inclusion D0 ⊆ ker Tr follows from the inclusion Cc(X) ⊆ D0 ∩ ℓ
∞(X) ⊆ ker γ0,
see Corollary 1.13, and the continuity of Tr. Let f ∈ ker Tr be given. Using the notation
as in the proof of (a), and statement (a), we obtain
0 = (Tr f)(n) = Tr f (n) = γ0f
(n), for all n ≥ 0.
According to Corollary 1.13, this implies f (n) ∈ D0 for all n ≥ 0. Since f
(n) → f in
(D˜, ‖ · ‖o), as n→∞, and since D0 is a closed subspace, we infer f ∈ D0.
(c): Let f ∈ D˜ and let (fn) a sequence in D˜∩ℓ
∞(X) that converges to f with respect to ‖·‖o.
The continuity of Tr and the continuity of the harmonic extension yields HTr fn → HTr f
pointwise. Moreover, Lemma 1.10 yields (fn)h → fh pointwise. With these observations,
the equality HTr f = fh can be directly inferred from Proposition 2.3, which shows HTr fn =
Hγ0fn = (fn)h.
(d): For ϕ = Tr f with f ∈ D˜ assertions (b) and (c) imply
ϕ = Tr f = Tr(f0 + fh) = Tr fh = TrHTr f = TrHϕ.
Moreover, for a normal contraction C : R→ R assertions (a),(c) and the identity ϕ = TrHϕ
yield
HC◦ϕ = HC◦(TrHϕ) = HTr(C◦Hϕ) = (C ◦Hϕ)h.
This finishes the proof. 
3. Traces of Dirichlet forms
In this section we introduce the concept of traces of Dirichlet forms on graphs.
Definition 3.1 (Trace Dirichlet form). Let (b, c) be a transient graph over a discrete
measure space (X,m) with ∂hX 6= ∅ and let µ be a harmonic measure. The trace of a
Dirichlet form Q on ℓ2(X,m) is the quadratic form TrQ on L2(∂hX, µ) with domain
D(TrQ) := TrD(Qe),
on which it acts by
TrQ(ϕ, ψ) := Qe(Hϕ, Hψ).
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The trace of the form Q(N) is called the Dirichlet to Neumann form and is denoted by
qDN := TrQ(N).
Once one has a (good) trace map and a (good) harmonic extension of functions living one
some auxiliary set (in our case the harmonic boundary) this notion of trace Dirichlet forms
is standard, see the following remarks.
Remark 3.2. Under suitable assumptions traces of Dirichlet forms can be defined in a
much more general context. This is carried out in [CF12, Chapter 5] where quasi-regular
Dirichlet forms Q are considered. For suitable (i.e., quasi-closed) subsets F one can define
restrictions for suitable (i.e., quasi-continuous) functions. Furthermore, for suitable (i.e.,
quasi-continuous) functions on this subset F one can define the harmonic extension via the
associated stochastic process. In turn the trace of Q is then obtained by these harmonic
extensions. Our approach is related but it is nontrivial to prove that both definitions agree.
Furthermore, our approach has the advantage that it is purely analytic and does not involve
potential-theoretic quasi-notions. Moreover, if one knows the harmonic boundary and the
harmonic measures our definition is more explicit.
Remark 3.3. On other graph boundaries the form qDN has appeared before at several
places. In [Sil74a], qDN is considered as a regular Dirichlet form on the Martin boundary
of the underlying graph and its Beurling-Deny decomposition is derived. In particular, he
proves that qDN is a jump form. In [Kas17], qDN is considered as a form on the Kuramochi
boundary. In both cases, qDN is defined as above with appropriately chosen trace map and
harmonic extension.
As can be seen in Theorem 3.9 below, the trace of a Dirichlet form is in general only a
Dirichlet form in the wide sense. Recall that a Dirichlet form in the wide sense or Dirichlet
form i. t. w. s. for short is defined in [FOT11] as a closed, Markovian form which is not
necessarily densely defined.
3.1. The main result. The following theorem is the main theorem of this paper. Its first
part says that every Dirichlet form Q between Q(D) and Q(N) can be decomposed into an
inner part (acting on functions on X) and a boundary part (acting on functions on ∂hX).
Moreover, its second part says that certain natural forms on the boundary yield Dirichlet
forms on X via “adding” Q(D). If the measure m is finite this yields that there is a class
of Dirichlet forms in the wide sense on the boundary that parametrizes the Dirichlet forms
between Q(D) and Q(N).
In order to conveniently state the theorem we define for a graph (b, c) over (X,m) the set
of Dirichlet forms between Q(N) and Q(D) by
D(X, b, c,m) := {Q Dirichlet form on ℓ2(X,m) with Q(D) ≥ Q ≥ Q(N)}
and the set of Dirichlet forms on the boundary by
D(∂X, b, c,m) := {q ≥ qDN Dirichlet form i. t. w. s. on L2(∂hX, µ) with q−q
DN Markovian}.
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Theorem 3.4. Let (b, c) be a transient graph over the discrete measure space (X,m) with
∂hX 6= ∅ and let µ be a harmonic measure.
(a) For all Dirichlet forms Q ∈ D(X, b, c,m) the form q := TrQ belongs to D(∂X, b, c,m)
and with q′ := q − qDN we have
Q(f) = Q(D)e (f0) + q(Tr f) = Q˜(f0) + q(Tr f)
and
Q(f) = Q(N)(f) + q′(Tr f) = Q˜(f) + q′(Tr f).
(b) For all Dirichlet forms in the wide sense q ∈ D(∂X, b, c,m) the quadratic form
Qq : ℓ
2(X,m)→ [0,∞] defined by
Qq(f) :=
{
Q˜(f0) + q(Tr f) if f ∈ D(Q
(N)) and Tr f ∈ D(q)
∞ else
is a Dirichlet form with Q(D) ≥ Qq ≥ Q
(N). Moreover, if m is finite, the form Qq
satisfies q = TrQq.
The theorem has the following corollary.
Corollary 3.5. In the situation of the theorem the map
Tr : D(X, b, c,m) −→ D(∂X, b, c,m)
is injective and, if m is finite, also surjective.
The remainder of this section is dedicated to the proof of the preceding theorem and its
corollary. The proof of part (a) is essentially based on two theorems, namely Theorem
3.9 and Theorem 3.11. These two theorems and their proofs are the main content of the
subsequent two sections. The proof of part (b) is essentially based on the properties of the
harmonic extensions that are discussed in Section 2. Before we start with the proof, we
include a few remarks.
Remark 3.6 (Relation to existing literature). For pairs of regular Dirichlet forms E and
E˜ , where E˜ is a Silverstein extension of E this type of decomposition and its probabilistic
interpretation are studied in [CF12, Chapter 7]. In contrast to this classical approach
we consider a whole family of forms associated to a graph instead of pairs of Dirichlet
forms. Therefore, the boundary on which we decompose forms is a genuine geometric
object associated with the given graph. Moreover, we give a precise characterization of
the image of the trace map on forms when m is finite. Similar results have only been
obtained recently in [Pos14] for extensions of elliptic operators on bounded domains in Rd.
However, our methods are different from the ones used in [Pos14] and [CF12]. We directly
use form methods while [Pos14] uses Krein’s resolvent formula and [CF12] uses a mixture
of probabilistic and analytic arguments that are based on the Beurling-Deny representation
of regular Dirichlet forms.
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Remark 3.7 (Necessity of finite measure condition). The assumption of finite measure
in the last part of the theorem above should not come as a surprise. Assume in sharp
contrast that there is a constant C > 0 such that m satisfies m(x) ≥ C for all x ∈ X .
Then all functions in ℓ2(X,m) vanish at infinity. In particular, Tr f = 0 for any function
f ∈ ℓ2(X,m) ∩ D˜. In this situation nontrivial Dirichlet forms on L2(∂hX, µ) cannot be
realized as traces of forms on ℓ2(X,m). Hence, the map Tr is in general not surjective.
Remark 3.8 (Topological character of the theorem). The given proofs and the definition of
the trace form show that the previous theorem is rather a theorem about extended Dirichlet
forms considered as quadratic forms on C(X) (without a fixed reference measure) than
about Dirichlet forms. This explains why we obtain a full characterization of the image
of the trace map when m is finite. In this case, bounded functions in the domain of the
extended Dirichlet form belong to the domain of the Dirichlet form and so the theory of
extended Dirichlet forms and of the Dirichlet forms from which they derive is basically the
same.
3.2. Traces of Dirichlet forms are Dirichlet forms in the wide sense. In this section
we prove that traces of Dirichlet forms are Dirichlet forms in the wide sense. In particular,
we give a purely analytic proof for (part of) [CF12, Theorem 5.2.2] in the framework of
infinite graphs (see Remark 3.2 as well).
Theorem 3.9. Let (b, c) be a transient graph over a discrete measure space (X,m) with
∂hX 6= ∅ and let µ be a harmonic measure. For every Dirichlet form Q on ℓ
2(X,m)
that satisfies Q(D) ≥ Q ≥ Q(N) the trace form TrQ is a Dirichlet form in the wide sense
on L2(∂hX, µ). In particular, q
DN is a Dirichlet form in the wide sense on L2(∂hX, µ).
Moreover, if m is finite, then qDN is densely defined.
For ϕ = Tr f with f ∈ D(Qe) ⊆ D˜ we have Hϕ = HTr f = fh by Lemma 2.8. Therefore,
the following lemma implies that our definition of TrQ is appropriate, as it shows that the
Royden decomposition is also an orthogonal decomposition with respect to the extended
space of a form between Q(D) and Q(N).
Lemma 3.10. Let (b, c) be a transient graph over a discrete measure space (X,m) with
∂hX 6= ∅. Let Q be a Dirichlet form on ℓ
2(X,m) that satisfies Q(D) ≥ Q ≥ Q(N). For all
f ∈ D(Qe) we have f0, fh ∈ D(Qe) and the identity
Qe(f) = Q
(D)
e (f0) +Qe(fh) = Q˜(f0) +Qe(fh)
holds. In particular, for f ∈ D(Qe) and g ∈ D(Q
(D)
e ) = D0 we have
Qe(f, g) = Q
(N)
e (f, g) = Q˜(f, g).
Proof. As shown in Lemma 1.5, Q(D) ≥ Q ≥ Q(N) implies
D0 = D(Q
(D)) ⊆ D(Qe) ⊆ D(Q
(N)
e ) ⊆ D˜
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and so the Royden decomposition theorem can be applied to f ∈ D(Qe). We obtain
f0 ∈ D0 = D(Q
(D)
e ) ⊆ D(Qe) and so fh = f − f0 ∈ D(Qe). Since
Qe(f) = Qe(f0) + 2Qe(f0, fh) +Qe(fh) = Q
(D)
e (f0) + 2Qe(f0, fh) +Qe(fh),
we are left to prove Qe(f0, fh) = 0. For all α ∈ R the inequality
Qe(αf0 + fh) ≥ Q
(N)
e (αf0 + fh)
holds. Expanding this inequality and using that Qe and Q
(N)
e agree on D0 = D(Q
(D)
e ), we
obtain
2αQe(f0, fh) +Qe(fh) ≥ 2αQ
(N)
e (f0, fh) +Q
(N)
e (fh).
Since Q
(N)
e is a restriction of Q˜, Lemma 1.8 implies Q
(N)
e (f0, fh) = 0. But then the inequality
2αQe(f0, fh) +Qe(fh) ≥ Q
(N)
e (fh)
can only hold true for all α ∈ R if Qe(f0, fh) = 0.
For the “in particular” part, we let f ∈ D(Qe) and g ∈ D(Q
(D)
e ) and obtain
Qe(f, g) = Qe(f0, g) +Qe(fh, g).
By what we have already proven Qe(fh, g) = Qe(fh, g0) = 0 follows (apply the derived
formula to the function g0 + fh). Thus, an application of Lemma 1.5 and the Royden
decomposition theorem show
Qe(f, g) = Qe(f0, g) = Q˜(f0, g) = Q˜(f, g) = Q
(N)
e (f, g).
This finishes the proof. 
Proof of Theorem 3.9. We first show that TrQ is closed by proving that D(TrQ) equipped
with the inner product
〈·, ·〉TrQ := TrQ + 〈·, ·〉L2(∂hX,µ)
is a Hilbert space. Let (ϕn) be Cauchy with respect to 〈·, ·〉TrQ and let ϕ be its limit in
L2(∂hX, µ). According to Lemma 2.2, we have Hϕn → Hϕ pointwise and by the definition
of TrQ the sequence (Hϕn) is Qe-Cauchy. The lower semicontinuity of extended Dirichlet
spaces with respect to pointwise convergence, see Proposition 1.4, yields
Qe(Hϕ −Hϕm) ≤ lim inf
n→∞
Qe(Hϕn −Hϕm).
Therefore, Hϕ ∈ D(Qe) and Hϕn → Hϕ with respect to Qe. It remains to show that
ϕ ∈ D(TrQ) = TrD(Qe), which will follow from ϕ = TrHϕ. Note that this identity can
not be directly inferred from Lemma 2.8 (d), since its assertion is only valid for functions
in Tr D˜ but we only assumed ϕ ∈ L2(∂hX, µ). According to Lemma 1.5, convergence with
respect to Qe implies convergence with respect to Q˜ and so Hϕn → Hϕ with respect to
‖ · ‖o. The continuity of the trace and Lemma 2.8 (d) applied to ϕn ∈ TrD(Qe) ⊆ Tr D˜
yields
TrHϕ = lim
n→∞
TrHϕn = lim
n→∞
ϕn = ϕ in L
2(∂hX, µ).
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As mentioned above, this shows closedness of TrQ.
For proving the Markov property of TrQ, we let ϕ ∈ D(TrQ) and let C : R→ R a normal
contraction. Since ϕ ∈ TrD(Qe) ⊆ Tr D˜, Lemma 2.8 (d) yields (C ◦Hϕ)h = HC◦ϕ. With
this identity at hand, Lemma 3.10 shows HC◦ϕ ∈ D(Qe) and
TrQ(ϕ) = Qe(Hϕ) ≥ Qe(C ◦Hϕ) = Qe(HC◦ϕ) +Qe((C ◦Hϕ)0) ≥ TrQ(C ◦ ϕ).
Here, we used that the extended Dirichlet forms also possess the Markov property.
Ifm is finite, we have D˜∩ℓ∞(X) ⊆ D˜∩ℓ2(X,m) = D(Q(N)) and therefore Tr(D˜∩ℓ∞(X)) ⊆
D(qDN). The algebra Tr(D˜ ∩ ℓ∞(X)) = γ0(D˜ ∩ ℓ
∞(X)) is uniformly dense in C(∂hX) or
in {C(∂hX) : f(p∞) = 0}, depending on whether or not 1 ∈ A, cf. Lemma 1.14. Since
µ is a finite regular Borel measure on ∂hX (with µ({p∞}) = 0 if 1 6∈ A), this implies the
density of D(qDN) = D(TrQ(N)) in L2(∂hX, µ). 
3.3. Differences of Dirichlet Forms are Markovian. It is the main goal of this section
to prove that for a form Q between Q(D) and Q(N) the difference Qe − Q
(N)
e , considererd
as a quadratic form on D(Q), is Markovian. The strategy for the presented proof and the
involved formulas are taken from [Sch16, Chapter 3], which treats more general energy
forms on possibly non-discrete spaces.
Theorem 3.11. Let (b, c) be a graph over the discrete measure space (X,m) and let Q be
a Dirichlet form on ℓ2(X,m) with Q(D) ≥ Q ≥ Q(N). Then the quadratic form Qe − Q
(N)
e
with domain D(Qe) is Markovian.
Before proving the theorem we note the following corollary, which states that the difference
of the trace forms on the harmonic boundary is Markovian as well.
Corollary 3.12. Let (b, c) be a transient graph over the discrete measure space (X,m) with
∂hX 6= ∅ and let µ be a harmonic measure. For all Dirichlet forms Q on ℓ
2(X,m) with
Q(D) ≥ Q ≥ Q(N) the quadratic form TrQ − qDN with domain D(TrQ) is a Markovian
form on L2(∂hX, µ).
Proof. Let ϕ ∈ D(TrQ) and let C : R → R a normal contraction. Since TrQ is a
Dirichlet form in the wide sense, we have C ◦ ϕ ∈ D(TrQ). Using the Markov property of
Qe −Q
(N)
e ≥ 0 and the same reasoning as in the proof of Theorem 3.9, we obtain
TrQ(ϕ)− qDN(ϕ) = Qe(Hϕ)−Q
(N)
e (Hϕ)
≥ Qe(C ◦Hϕ)−Q
(N)
e (C ◦Hϕ)
= Qe(HC◦ϕ)−Q
(N)
e (HC◦ϕ) +Qe((C ◦Hϕ)0)−Q
(N)
e ((C ◦Hϕ)0)
≥ Qe(HC◦ϕ)−Q
(N)
e (HC◦ϕ)
= TrQ(C ◦ ϕ)− qDN(C ◦ ϕ).
This finishes the proof. 
BOUNDARY REPRESENTATION OF DIRICHLET FORMS ON DISCRETE SPACES 23
Let (X,m) be a discrete measure space and let Q be a Dirichlet form on ℓ2(X,m). For
ϕ ∈ D(Q) with 0 ≤ ϕ ≤ 1 we define the quadratic form
Qϕ : D(Q) ∩ ℓ
∞(X)→ R, Qϕ(f) := Q(ϕf)−Q(ϕf
2, ϕ).
Remark 3.13. The definition of Qϕ makes sense for functions f ∈ ℓ
∞(X) that satisfy
ϕf, ϕf 2 ∈ D(Q). When considered on this larger domain, Qϕ is a closable Markovian
quadratic form on C(X) equipped with the topology of pointwise convergence. Properties
of its closure have been studied in [Sch16, Chapter 3] in the context of maximal Silverstein
extensions.
Remark 3.14. If Q is a restriction of Q˜ for a graph (b, c) such that ϕ ≡ 1 ∈ D(Q), then
a simple calculation shows that Qϕ(f) =
1
2
∑
x,y∈X b(x, y)(f(x)− f(y))
2 and Q−Qϕ(f) =∑
x∈X c(x)f(x)
2 hold. Hence, this construction allows us to substract the killing part in
an abstract way.
Lemma 3.15. Let (X,m) be a discrete measure space, let Q be a Dirichlet form on
ℓ2(X,m). There exists a family of weighted graphs (bα, cα), α > 0, over X such that
for all f ∈ D(Q) ∩ ℓ∞(X) and all ϕ ∈ D(Q) with 0 ≤ ϕ ≤ 1 we have
Qϕ(f) = lim
α→∞
1
2
∑
x,y∈X
bα(x, y)ϕ(x)ϕ(y)(f(x)− f(y))
2
and
Q(f)−Qϕ(f) = lim
α→∞
[
1
2
∑
x,y∈X
bα(x, y)(1− ϕ(x)ϕ(y))(f(x)− f(y))
2 +
∑
x∈X
cα(x)f(x)
2
]
.
Proof. Let Gα, α > 0, denote the resolvent of the form Q and let
Q(α) : ℓ2(X,m)→ R, Q(α)(f) = α 〈(I − αGα)f, f〉
be the associated approximating form. It is well-known, see e.g. [FOT11, Section 1.4],
that Q(α) is a continuous Dirichlet form on ℓ2(X,m) that satisfies
Q(f, g) = lim
α→∞
Q(α)(f, g),
for all f, g ∈ D(Q). In particular, Q(α) is regular and so [KL12, Theorem 7] implies the
existence of a weighted graph (bα, cα) over X such that for all f ∈ ℓ
2(X,m) the value
Q(α)(f) is given by
Q(α)(f) =
1
2
∑
x,y∈X
bα(x, y)(f(x)− f(y))
2 +
∑
x∈X
cα(x)f(x)
2.
With this at hand, a straightforward computation that uses the definition of Qϕ proves
the claim. 
The next lemma is a special case of [Sch16, Lemma 3.39] and shows some properties of Qϕ.
It is a direct consequence of the previous lemma.
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Lemma 3.16. Let (X,m) be a discrete measure space, let Q be a Dirichlet form on
ℓ2(X,m) and let ϕ, ψ ∈ D(Q) with 0 ≤ ϕ, ψ ≤ 1.
(a) For all f ∈ D(Q) ∩ ℓ∞(X) we have Qϕ(f) ≤ Q(f).
(b) If ψ ≤ ϕ, then Qψ(f) ≤ Qϕ(f) for all f ∈ D(Q) ∩ ℓ
∞(X).
(c) Qϕ is Markovian, i.e. for all f ∈ D(Q) ∩ ℓ
∞(X) and all normal contractions
C : R→ R we have
Qϕ(C ◦ f) ≤ Qϕ(f).
For a Dirichlet form Q on ℓ2(X,m) the main part
QM (f) := sup{Qϕ(f) | ϕ ∈ D(Q) with 0 ≤ ϕ ≤ 1},
and the killing part
Qk(f) := Q(f)−QM(f),
induce maps QM : D(Q) ∩ ℓ∞(X) → [0,∞) and Qk : D(Q) ∩ ℓ∞(X) → [0,∞). The
previous lemma implies the following important observation for QM and Qk.
Lemma 3.17. Let (X,m) be a discrete measure space and let Q be a Dirichlet form on
ℓ2(X,m). Then, the main part QM and the killing part Qk are Markovian quadratic forms.
Proof. The monotonicity of the forms Qϕ in the parameter ϕ, Lemma 3.16 (b), implies that
QM is a quadratic form. Thus, Qk is a quadratic form as well. Moreover, QM is Markovian
by Lemma 3.16 (c) and the Markov property of Qk follows from Lemma 3.15. 
Let (b, c) be a graph over the discrete measure space (X,m). Recall that we denote by
Q
(N)
(b,0) the Neumann form of the graph (b, 0) and by Q
(N)
(0,c) the Neumann form of the (totally
disconnected) graph (0, c). The next lemma shows that Q
(N)
(b,0) (restricted to D(Q
(N)) ∩
ℓ∞(X)) is the main part of Q(N) and that Q
(N)
(0,c) (restricted to D(Q
(N)) ∩ ℓ∞(X)) is the
killing part of Q(N).
Lemma 3.18. Let (b, c) be a graph over the discrete measure space (X,m) and let (ϕn)
be an increasing sequence in D(Q(N)) with 0 ≤ ϕn ≤ 1 that converges pointwise to the
constant function 1. For all f ∈ D(Q(N)) ∩ ℓ∞(X) the identity
Q
(N)
(b,0)(f) = limn→∞
Q(N)ϕn (f) = limn→∞
[
Q(N)(ϕnf)−Q
(N)(ϕnf
2, ϕn)
]
holds.
Proof. For f ∈ D(Q(N)) ∩ ℓ∞(X) and ϕ ∈ D(Q(N)) with 0 ≤ ϕ ≤ 1 a direct computation
shows
Q(N)(ϕf)−Q(N)(ϕf 2, ϕ) =
1
2
∑
x,y∈X
b(x, y)ϕ(x)ϕ(y)(f(x)− f(y))2.
Hence, we obtain the statement after applying the monotone convergence theorem. 
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Lemma 3.19. Let (b, c) be a graph over the discrete measure space (X,m) and let Q be a
Dirichlet form on ℓ2(X,m) with Q(D) ≥ Q ≥ Q(N). Let f, g ∈ D(Q)∩ ℓ∞(X). Then, there
exists a sequence (ϕn) in D(Q) ∩ ℓ
∞(X) such that 0 ≤ ϕn ≤ 1 for every n ∈ N, (ϕn) is
pointwise monotonically increasing and pointwise convergent to 1, and
QM(f) = lim
n→∞
Qϕn(f), Q
M(g) = lim
n→∞
Qϕn(g)
hold.
Proof. Let f, g ∈ D(Q) ∩ ℓ∞(X). Then, by definition of QM , there are sequences (ϕ
(1)
n )
and (ϕ
(2)
n ) in D(Q) ∩ ℓ∞(X), 0 ≤ ϕ
(i)
n ≤ 1, i = 1, 2, such that QM(f) = limn→∞Qϕ(1)n (f)
and QM (g) = limn→∞Qϕ(2)n (g) hold. By Lemma 3.16 (b) these sequences can be chosen to
be pointwise monotonically increasing and pointwise convergent to 1. We define
ϕn := ϕ
(1)
n ∨ ϕ
(2)
n
and the result follows by Lemma 3.16 (b) and since D(Q)∩ ℓ∞(X) is a lattice by Proposi-
tion 1.6. 
Lemma 3.20. Let (b, c) be a graph over the discrete measure space (X,m) and let Q be
a Dirichlet form on ℓ2(X,m) with Q(D) ≥ Q ≥ Q(N). For all f ∈ D(Q) ∩ ℓ∞(X) and
g ∈ Cc(X) we have
QM(f, g) = Q
(N)
(b,0)(f, g) and Q
k(f, g) = Q
(N)
(0,c)(f, g).
Proof. Lemma 3.10 shows that for f ∈ D(Q) ∩ ℓ∞(X) and g ∈ Cc(X) we have
Q(f, g) = Q(N)(f, g).
Therefore, it suffices to prove the identity QM(f, g) = Q
(N)
(b,0)(f, g). By Lemma 3.19 (and
the polarization identity) we choose an increasing, pointwise to 1 convergent sequence (ϕn)
in D(Q) with 0 ≤ ϕn ≤ 1 and
QM(f, g) = lim
n→∞
Qϕn(f, g).
With this at hand, Lemma 3.10 and Lemma 3.18 show
QM(f, g) = lim
n→∞
Qϕn(f, g)
= lim
n→∞
[Q(ϕnf, ϕng)−Q(ϕnfg, ϕn)]
= lim
n→∞
[
Q(N)(ϕnf, ϕng)−Q
(N)(ϕnfg, ϕn)
]
= Q
(N)
(b,0)(f, g).
Note that for the third equality we used that ϕng and ϕnfg have finite support and,
therefore, belong to D(Q(D)). This finishes the proof. 
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Lemma 3.21. Let (b, c) be a graph over the discrete measure space (X,m) and let Q be a
Dirichlet form on ℓ2(X,m) with Q(D) ≥ Q ≥ Q(N). The quadratic forms QM − Q
(N)
(b,0) and
Qk −Q
(N)
(0,c) with domain D(Q) ∩ ℓ
∞(X) are Markovian.
Proof. Let f ∈ D(Q) ∩ ℓ∞(X) and let C : R → R a normal contraction. Since Q is
a Dirichlet form, we have C ◦ f ∈ D(Q) ∩ ℓ∞(X) and so we only need to establish the
inequalities
QM (C ◦ f)−Q
(N)
(b,0)(C ◦ f) ≤ Q
M(f)−Q
(N)
(b,0)(f)
and
Qk(C ◦ f)−Q
(N)
(0,c)(C ◦ f) ≤ Q
k(f)−Q
(N)
(0,c)(f).
Lemma 3.19 implies that there exists an increasing sequence (ψn) in D(Q) with 0 ≤ ψn ≤ 1
such that
QM(f) = lim
n→∞
Qψn(f) and Q
M(C ◦ f) = lim
n→∞
Qψn(C ◦ f).
Moreover, this sequence can be chosen to converge pointwise to the constant function 1. We
choose another increasing sequence (ϕn) in Cc(X) that converges pointwise to the constant
function 1 and satisfies ϕn ≤ ψn for all n. According to Lemma 3.18, we obtain
QM(f)−Q
(N)
(b,0)(f) = limn→∞
[
Qψn(f)−Q
(N)(ϕnf) +Q
(N)(ϕnf
2, ϕn)
]
= lim
n→∞
[Qψn(f)−Qϕn(f)] ,
where we used that Q and Q(N) agree on Cc(X) for the last equality. By the choice of
(ψn), the same formula is valid with f being replaced by C ◦ f . Lemma 3.15 shows that
there exists a family of graphs (bα, cα) over X such that
Qψn(g)−Qϕn(g) = lim
α→∞
∑
x,y∈X
bα(x, y)(ψn(x)ψn(y)− ϕn(x)ϕn(y))(g(x)− g(y))
2
for every g ∈ D(Q) ∩ ℓ∞(X). Since ψn(x)ψn(y) ≥ ϕn(x)ϕn(y), this identity and the
previous computations imply the Markov property of QM −Q
(N)
(b,0).
For proving the result on Qk−Q
(N)
(0,c), we let (Kn) be an increasing sequence of finite subsets
of X with ∪Kn = X and denote by 1Kn the corresponding sequence of indicator functions.
The monotone convergence theorem implies
Qk(f)−Q
(N)
(0,c)(f) = limn→∞
[
Qk(f)−Q
(N)
(0,c)(1Knf)
]
for f ∈ D(Q) ∩ ℓ∞(X), since 1Knf ∈ Cc(X). From Lemma 3.20 we infer
Qk(1Knf, 1X\Knf) = Q
(N)
(0,c)(1Knf, 1X\Knf) = 0 and Q
k(1Knf) = Q
(N)
(0,c)(1Knf).
Therefore, the previous computation simplifies to
Qk(f)−Q
(N)
(0,c)(f) = limn→∞
Qk(1X\Knf)
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and the Markov property of Qk −Q
(N)
(0,c) follows from the Markov property of Q
k. 
Proof of Theorem 3.11. According to Lemma 3.21, and by
Q−Q(N) = (QM −Q
(N)
(b,0)) + (Q
k −Q
(N)
(0,c)),
the quadratic form Q − Q(N) is Markovian on D(Q) ∩ ℓ∞(X). It remains to prove that
this property is stable when passing to the extended spaces. To this end, let C : R → R
a normal contraction, let f ∈ D(Qe) and let (fn) be a Q-Cauchy sequence that converges
pointwise to f . Since D(Q) ∩ ℓ∞(X) is dense in D(Q) with respect to the form norm, we
can assume fn ∈ D(Q) ∩ ℓ
∞(X). The inequality Qe ≥ Q
(N)
e implies that (fn) converges to
f with respect to ‖ · ‖o and that the sequence (C ◦ fn) is bounded in the Hilbert space
(D˜, ‖ · ‖o). Hence, by the theorem of Banach-Saks there exists a subsequence (fnk) such
that
gN :=
1
N
N∑
k=1
(C ◦ fnk)
converges towards some g ∈ D˜ with respect to ‖ · ‖o. Since this convergence implies
pointwise convergence and since C ◦ fn → C ◦ f pointwise, we obtain gN → C ◦ f with
respect to ‖ · ‖o. The pointwise and ‖ · ‖o-convergence of (gN) and the lower semicontinuity
of extended forms with respect to pointwise convergence yields
Qe(C ◦ f)−Q
(N)
e (C ◦ f) ≤ lim inf
N→∞
Qe(gN)− lim
N→∞
Q(N)e (gN) = lim inf
N→∞
(
Qe(gN)−Q
(N)
e (gN)
)
.
Using that Qe −Q
(N)
e is convex by ddt(Qe −Q
(N)
e )(u+ tv) = 2(Qe −Q
(N)
e )(v) ≥ 0 for every
u, v ∈ D(Qe), we obtain
Qe(C ◦ f)−Q
(N)
e (C ◦ f) ≤ lim inf
N→∞
1
N
N∑
k=1
(Qe(C ◦ fnk)−Q
(N)
e (C ◦ fnk)).
The Markov property of Qe −Q
(N)
e on D(Q) ∩ ℓ∞(X) yields
Qe(C ◦ fnk)−Q
(N)
e (C ◦ fnk) ≤ Qe(fnk)−Q
(N)
e (fnk).
Therefore, the inequality
Qe(C ◦ f)−Q
(N)
e (C ◦ f) ≤ Qe(f)−Q
(N)
e (f),
follows from the previous computations and the choice of the sequence (fn). This finishes
the proof. 
3.4. Proof of the main result.
Proof of Theorem 3.4. (a): Let f ∈ D(Q). Lemma 3.10 implies
Q(f) = Q(D)e (f0) +Qe(fh) = Q˜(f0) +Qe(fh)
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and
Q(N)(f) = Q(D)e (f0) +Q
(N)
e (fh) = Q˜(f0) +Q
(N)
e (fh).
Therefore, we infer
Q(f) = Q(N)(f)+Q(f)−Q(N)(f) = Q(N)(f)+Qe(fh)−Q
(N)
e (fh) = Q˜(f)+Qe(fh)−Q
(N)
e (fh).
Moreover, Lemma 2.8 (c) yields HTr f = fh and we obtain by definition of TrQ and q
DN
Qe(fh) = Qe(HTr f ) = TrQ(Tr f) and Q
(N)
e (fh) = Q
(N)
e (HTr f ) = q
DN(Tr f).
These computations show that letting q = TrQ and q′ = TrQ−qDN yields a decomposition
as in (a). Theorem 3.9 yields that q is a Dirichlet form in the wide sense and Corollary 3.12
yields that q′ is Markovian.
(b): Let q ≥ qDN be a Dirichlet form on L2(∂hX, µ) such that q − q
DN is Markovian. For
f ∈ D(Q(N)) we have Q˜(fh) = Q
(N)
e (fh) = Q
(N)
e (HTr f) = q
DN(Tr f) by Lemma 2.8 (c).
For f ∈ D(Qq) this implies
Qq(f) = Q˜(f0) + Q˜(fh) + q(Tr f)− q
DN(Tr f) = Q(N)(f) + q(Tr f)− qDN(Tr f) ≥ Q(N)(f).
This proves Qq ≥ Q
(N). For g ∈ D(Q(D)) we have g = g0 and Tr g = 0 by Lemma 2.8. We
obtain
Qq(g) = Q˜(g0) = Q˜(g) = Q
(D)(g).
Therefore, Q(D) ≥ Qq is also satisfied.
Next, we prove the Markov property of Qq. Let C : R → R be a normal contraction and
let f ∈ D(Qq). The Markov property of q − q
DN and Q(N) together with the identity
Qq(g) = Q
(N)(g) + q(Tr g)− qDN(Tr g), g ∈ D(Qq), seen above show
Qq(f) = Q
(N)(f) + q(Tr f)− qDN(Tr f)
≥ Q(N)(C ◦ f) + q(C ◦ (Tr f))− qDN(C ◦ (Tr f))
= Q(N)(C ◦ f) + q(Tr(C ◦ f))− qDN(Tr(C ◦ f))
= Qq(C ◦ f),
where we used that C and Tr commute on TrD(Qq) ⊆ Tr D˜ by Lemma 2.8 (a).
Next we show the closedness of Qq. Let (fn) be a Cauchy sequence in (D(Qq), ‖ · ‖Qq).
We show that (fn) has a ‖ · ‖Qq-limit. The inequality Qq ≥ Q
(N) implies that the space
(D(Qq), ‖·‖Qq) continuously embeds in the Hilbert space (D˜, ‖·‖o). Let f be the limit of (fn)
in (D˜, ‖·‖o). We have to show Q˜(f0−(fn)0)→ 0, and f ∈ D(Q
(N)), and q(Tr fn−Tr f)→ 0.
The Royden decomposition, Theorem 1.9, shows
Q˜(f0 − (fn)0) = Q˜((f − fn)0) ≤ Q˜(f − fn) ≤ ‖f − fn‖o → 0, as n→∞.
Since (fn) converges in ℓ
2(X,m) (as (fn) is a ‖·‖Qq Cauchy sequence) and since convergence
in (D˜, ‖ · ‖o) implies pointwise convergence, we obtain ‖f − fn‖2 → 0, as n → ∞. Thus,
f ∈ D˜ ∩ ℓ2(X,m) = D(Q(N)) by definition of Q(N). Moreover, the continuity of the trace
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map Tr : (D˜, ‖ · ‖o) → L
2(∂hX, µ), c.f. Corollary 2.5, yields Tr fn → Tr f in L
2(∂hX, µ).
From the lower semicontinuity of q on L2(∂hX, µ), we infer
q(Tr f − Tr fn) ≤ lim inf
k→∞
q(Tr fk − Tr fn) ≤ lim inf
k→∞
‖fk − fn‖
2
Qq .
Altogether, this implies ‖f − fn‖Qq → 0, as n→∞, and so the closedness of Qq is proven.
Now assume that m is finite. We first show q = TrQq. Since bounded functions are dense
in the domains of Dirichlet forms by Proposition 1.6, it suffices to prove
D(q) ∩ L∞(∂hX, µ) = D(TrQq) ∩ L
∞(∂hX, µ)
and that q and TrQq agree on these spaces.
Let ϕ ∈ D(TrQq) ∩ L
∞(∂hX, µ). By definition of the trace form we have Hϕ ∈ D(Qq,e).
Since ϕ is bounded, we infer
|Hϕ(y)| =
∣∣∣∣∫
∂hX
ϕ dµy
∣∣∣∣ ≤ ‖ϕ‖∞µy(∂hX) ≤ ‖ϕ‖∞
for every y ∈ X . Hence, Hϕ ∈ ℓ
∞(X) and so Hϕ ∈ ℓ
2(X,m) by the finiteness of m.
The characterization of form domains in terms of extended form domains, see [CF12,
Theorem 1.1.5], implies
D(Qq) = D(Qq,e) ∩ ℓ
2(X,m)
and we obtain Hϕ ∈ D(Qq). Since ϕ ∈ D(TrQq) ⊆ Tr D˜ an application of Lemma 2.8 (d)
yields ϕ = TrHϕ. By definition of Qq we have TrHϕ ∈ D(q) and, therefore, ϕ ∈ D(q).
Hence, we deduce D(TrQq) ∩ L
∞(∂hX, µ) ⊆ D(q) ∩ L
∞(∂hX, µ). Moreover,
q(ϕ) = q(TrHϕ) = Qq(Hϕ) = TrQq(ϕ).
This proves that for bounded functions q is an extension of TrQq.
Let ϕ ∈ D(q) ∩ L∞(∂hX, µ). The inequality q ≥ q
DN yields ϕ ∈ D(qDN), which implies
Hϕ ∈ D(Q
(N)
e ) ⊆ D˜ by definition of qDN . As seen above, the boundedness of ϕ impliesHϕ ∈
D˜∩ℓ∞(X) and so the finiteness ofm implies Hϕ ∈ D˜∩ℓ
2(X,m) = D(Q(N)) by definition of
Q(N). Since we have TrHϕ = ϕ ∈ D(q) (by Lemma 2.8 (d) and D(q) ⊆ D(q
DN) ⊆ Tr D˜),
we obtain Hϕ ∈ D(Qq). Hence, ϕ = TrHϕ ∈ TrD(Qq) ⊆ TrD(Qq,e) = D(TrQq) by
definition of TrQq. This concludes the proof of (b).

Proof of Corollary 3.5. The injectivity of the map Tr follows from (a) of the theorem and
its surjectivity (for finite m) follows from (b) of the theorem. 
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4. A toy example
In this section we discuss the example of a star graph consisting of copies of N attached
to a center. In order to get a finite Royden boundary we assume that the inverses of the
weights along the rays are summable. We give an explicit formula for qDN in the case that
all rays look the same. However, we explain how the case of different rays can be treated
at the end of this section.
Let N > 1 be a natural number. We consider a set X given by N copies of N denoted by
Nj, j ∈ {1, . . . , N}, and a point 0. Denote the k-th element of the j-th copy of N by kj,
k ∈ N, j ∈ {1, . . . , N}. We set 0j := 0 for every j. Let (bi)i∈N be a sequence of positive
numbers such that
B := b1
∞∑
i=1
1
bi
<∞.
We induce a graph structure (b, 0) on X via
b((k − 1)j, kj) = b(kj , (k − 1)j) := bk,
k ∈ N, j ∈ {1, . . . , N}, and b(x, y) = 0 otherwise. Thus, we have a star graph with N rays
and symmetric weights on the edges. [Soa94, Theorem 6.18 and Theorem 6.34] yields that
the harmonic boundary ∂hX consists of exactly N points, denoted by ∞j, j ∈ {1, . . . , N},
where each boundary point ∞j belongs to one ray Nj, i.e., every sequence of vertices that
approximates the point ∞j is eventually contained in the ray Nj. Moreover, we infer that
∂X = ∂hX holds by [GHK
+15, Example 4.6], [KLSW17, Corollary 2.3 and Theorem 4.2].
Our goal in this section is to show how one can explicitly compute the Dirichlet to Neumann
form qDN . At first, we construct a basis of the space of harmonic functions in D˜. Using
[Soa94, Lemma 6.4] we obtain that the space of harmonic functions is N -dimensional.
Since c ≡ 0, the constant functions are harmonic. Let h1 ≡ 1 ∈ D˜. For the other N − 1
base elements we define hj(0) = 0, hj(k1) = −
∑k
l=1
b1
bl
, hj(kj) =
∑k
l=1
b1
bl
, k ∈ N and
hj(ki) = 0 for i 6= 1, i 6= j and k ∈ N. Hence, the function hj is supported on N1 ∪ Nj .
The functions h1, . . . , hn are obviously linearly independent. One can easily check that
they are harmonic and in D˜. Moreover, we infer hj(∞j) = −h1(∞j) = B and hj(∞k) = 0
otherwise, j ∈ {2, . . . , N}.
Let ϕ ∈ C(∂hX) be arbitrary and let Hϕ be the harmonic extension. Then, there are
λ1, . . . , λN such that λ1h1 + . . . + λNhN = Hϕ. Applying the preliminary trace γ0 yields
the equations
ϕ(∞j) = λj
∞∑
l=1
b1
bl
+ λ1 = λjB + λ1, j ∈ {2, . . . , N}
and
ϕ(∞1) = −(λ2 + . . .+ λN)
∞∑
l=1
b1
bl
+ λ1 = (λ2 + . . .+ λN)B + λ1.
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This system has the solution
λ1 =
ϕ(∞1) + . . .+ ϕ(∞N)
N
, λj =
ϕ(∞j)− λ1
B
.
Therefore, we can construct the harmonic extension Hϕ and, hence, the harmonic mea-
sures µx. The harmonic measure at 0 has a particularly simple structure, it is given by
µ0({∞j}) =
1
N
.
Now letm be a finite measure given by a function m : X → (0,∞). Then, every function in
D˜ is in ℓ2(X,m) as well, since every function in D˜ is bounded, c.f. [GHK+15, Example 4.6].
Hence, we infer D(Q(N)) = D(Q
(N)
e ) = D˜. Then, the Dirichlet to Neumann form qDN is
defined on D(qDN) = TrD(Q
(N)
e ) = Tr D˜ ⊆ L2(∂hX, µ0) = C(∂hX) and given by
qDN(ϕ) =
N∑
i=2
N∑
j=2
λiλjQ˜(hi, hj),
where the λi are defined as above. Furthermore, we have
Q˜(hi, hj) =
1
2
2
∞∑
i=1
bi
b21
b2i
= b1B, i 6= j,
and
Q˜(hi) =
1
2
(
2
∞∑
i=1
bi
b21
b2i
+ 2
∞∑
i=1
bi
(−b1)
2
b2i
)
= 2b1B.
Hence, we infer
qDN(ϕ) =
b1
B
N∑
i=2
N∑
j=2,j 6=i
(ϕ(∞i)− λ1)(ϕ(∞j)− λ1) +
2b1
B
N∑
i=2
(ϕ(∞i)− λ1)
2
with λ1 =
ϕ(∞1)+...+ϕ(∞N )
N
as above. Further simplifying the right hand side yields
qDN(ϕ) =
b1
2BN
N∑
i,j=1
(ϕ(∞i)− ϕ(∞j))
2.
If we are given a function u in D˜, then we can calculate Tru by taking the limit along
the rays. Then we can compute uh = HTru as above and, hence, we can compute u0
as well. Therefore, in this easy example we can construct all parts of the decomposition
Q(N)(u) = Q(D)(u0) + q
DN(Tr u).
Remark 4.1. This calculation can easily be extended to the case where each ray has a
separate system (b
(j)
k )k, j ∈ {1, . . . , N}, such that
∑∞
k=1
1
b
(j)
k
<∞. In this case a basis for the
harmonic functions in D˜ is given by h1 ≡ 1 and hj(k1) = −
∑k
l=1
b
(1)
1
b
(1)
l
, hj(kj) =
∑k
l=1
b
(1)
1
b
(j)
l
,
k ∈ N, and hj(ki) = 0 for i 6= 1, i 6= j and k ∈ N. However, in this situation the (λk)k=1,...,N
have a more difficult structure.
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5. A example of a form extending Q(D) but not satisfying Q ≥ Q(N)
In this appendix we give an explicit example for a weighted graph (b, c) and a form Q that
extends Q(D) but does not satisfy Q ≥ Q(N). In principle, we use the same arguments as
in [Sch16, Example 3.32]. We let X = Zd the integer lattice of dimension d and choose
standard weights
b : Zd × Zd → {0, 1}, b(x, y) =
{
1 if |x− y| = 1,
0 else.
For a detailed proof of the following claims we refer to the discussion in [KLSW17, Sec-
tion 6]. It follows from the Liouville property of Zd that any harmonic function of finite
energy with respect to (b, 0) is constant. If d ≥ 3, the graph (b, 0) is transient and the
Royden decomposition theorem implies D˜ = D0 + R · 1, where the sum is a direct sum
of vector spaces. As a Cayley graph of a group, (b, 0) is even uniformly transient when
d ≥ 3, i.e., D0 ⊆ C0(Z
d) (here C0(Z
d) denotes the functions f : Zd → R that satisfy
lim|x|→∞ f(x) = 0). In particular, the Royden boundary of (b, 0) consists of one point ∞,
and the limit lim|x|→∞ f(x) exists for any f ∈ D˜ and equals f(∞).
Let c = δ0, i.e., c(0) = 1 and c(x) = 0, otherwise. The space D˜ is the same for the
graphs (b, 0) and (b, c). Likewise, D0 does not see c, and the Royden compactifications
of (b, c) and (b, 0) agree and are given by the one-point compactification Zd ∪ {∞}. We
choose a finite measure m on Zd. It follows from [CF12, Theorem 1.1.5] that D(Q
(D)
(b,c)) =
(Q
(D)
(b,c), e)∩ℓ
2(Zd, m). Therefore, Lemma 1.5 and the boundedness of functions in D0 implies
D(Q
(D)
(b,c)) = D0. Moreover, the boundedness of functions in D˜ yields D(Q
(N)
(b,c)) = D˜ ∩
ℓ2(Zd, m) = D˜.
We define the quadratic form Q on ℓ2(Zd, m) by letting D(Q) = D˜ and
Q(f) := Q
(N)
(b,0)(f) + (f(∞)− f(0))
2.
It is easily verified that Q is a Dirichlet form. For any f ∈ D0 = D(Q
(D)
(b,c)) we have
f(∞) = 0 and so
Q(f) = Q
(N)
(b,0)(f) + f(0)
2 = Q
(D)
(b,c)(f).
Moreover, 1 ∈ D(Q) and Q(1) = 0 < 1 = Q
(N)
(b,c)(1). Therefore, Q is a form that extends
Q
(D)
(b,c) but does not satisfy Q ≥ Q
(N)
(b,c).
The abstract reason for the existence of a form Q that extends Q(D) but does not satisfy
Q ≥ Q(N) if c 6= 0 is the following. The killing c on functions that vanish on the Royden
boundary can either be induced by the killing itself or by jumps from the inside to the
Royden boundary. In the previous example this manifests in the fact that the terms
(f(0)− f(∞))2 and f(0)2
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agree for functions that vanish at the point ∞.
Appendix A. A lemma on lower semicontinuous forms
The following lemma is a consequence of [Sch16, Lemma 1.45]. We include the proof for
the convenience of the reader.
Lemma A.1. Let X be a topological space and let Q be a quadratic form on D(Q) ⊆
C(X) which is lower semicontinuous with respect to pointwise convergence. Then every
Q-bounded sequence in D(Q) that converges pointwise to u converges Q-weakly to u.
Proof. The lower semicontinuity of Q and the Q-boundedness of (ui) imply u ∈ D(Q).
Hence, we can assume u = 0. The Q-boundedness of (ui) implies that for each v ∈ D(Q)
we have
−∞ < lim inf
i→∞
Q(ui, v) ≤ lim sup
i→∞
Q(ui, v) <∞.
Let M ≥ 0 such that Q(ui) ≤ M for each i ∈ N. For α > 0 and v ∈ D(Q) we obtain
v − αui → v pointwise. The lower semicontinuity of Q yields
Q(v) ≤ lim inf
i→∞
Q(v − αui)
= lim inf
i→∞
(
Q(v)− 2αQ(ui, v) + α
2Q(ui)
)
≤ lim inf
i→∞
(
Q(v)− 2αQ(ui, v) + α
2M
)
= Q(v)− 2α lim sup
i→∞
Q(ui, v) + α
2M.
Hence, for all α > 0 we obtain 2 lim supiQ(ui, v) ≤ αM , which implies lim supiQ(ui, v) ≤ 0.
Since v was arbitrary, we also have lim supiQ(ui,−v) ≤ 0 and conclude
0 ≤ lim inf
i→∞
Q(ui, v) ≤ lim sup
i→∞
Q(ui, v) ≤ 0.
This finishes the proof. 
Appendix B. A characterization of transience
The following theorem is a well-known characterization of transience in terms of associated
function spaces and the existence of Green’s function. Recall that a graph is called transient
if for all f ∈ D0 the equality Q˜(f) = 0 implies f = 0.
Theorem B.1 (Characterization of transience). Let (b, c) be a graph over X. The following
assertions are equivalent.
(i) For all o ∈ X the functionals ‖ · ‖o and Q˜
1
2 are equivalent norms on Cc(X).
(ii) For all o ∈ X there exists Co > 0 such that |ϕ(o)|
2 ≤ CoQ˜(ϕ) for all ϕ ∈ Cc(X).
(iii) The graph (b, c) is transient.
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(iv) For all x ∈ X there exists gx ∈ D0 ∩ ℓ
∞(X) such that for all f ∈ D0
f(x) = Q˜(gx, f).
Moreover, if one (and, thus, all) of the conditions above is satisfied, then for every x ∈ X
the function gx is bounded with ‖gx‖∞ = gx(x).
Proof. For the equivalence of (i), (ii) and (iii) see e.g. [KLSW17, Theorem B.2]. The
implication (iv) ⇒ (ii) is a consequence of the Cauchy-Schwarz inequality.
(i) & (ii)⇒ (iv): Assertion (i) implies that Q˜1/2 and ‖ · ‖o are equivalent norms on D0, the
closure of Cc(X) in (D˜, ‖ · ‖o). Since the latter space is complete, (D0, Q˜
1/2) is a Hilbert
space. Assertion (ii) states that for each x ∈ X the functional
D0 → R, f 7→ f(x)
is continuous with respect to Q˜1/2. According to the Riesz representation theorem, for
each x ∈ X there exists a function gx ∈ D0 such that f(x) = Q˜(gx, f) for all f ∈ D0. For
proving the boundedness of gx we note that gx(x) = Q˜(gx) ≥ 0 and compute
Q˜(|gx| ∧ gx(x)− gx) = Q˜(|gx| ∧ gx(x)) + Q˜(gx)− 2Q˜(gx, |gx| ∧ gx(x))
≤ Q˜(gx) + Q˜(gx)− 2Q˜(gx, |gx| ∧ gx(x))
= 2gx(x)− 2|gx(x)| ∧ gx(x)
= 0.
Here, we used the compatibility of Q˜ with normal contractions. According to (ii), this
implies gx = |gx| ∧ gx(x) and so we obtain ‖gx‖∞ = gx(x). This finishes the proof. 
Remark B.2. Obviously, Cc(X) can be replaced by D0 in the assertions (i) and (ii).
Remark B.3. Assertion (ii) shows that for a transient graph the Q˜-convergence of a
sequence in D0 implies its pointwise convergence.
Remark B.4. The functions gx, x ∈ X , in assertion (iv) are unique and the function
G : X ×X → R, G(x, y) := gx(y) is sometimes called the Green’s function of (b, c).
Appendix C. The proof of Kasue’s theorem for the Royden boundary
Here we prove Theorem 2.4, which states that on transient graphs with ∂hX 6= ∅ the
preliminary trace map γ0 is a continuous operator from D˜∩ℓ
∞(X) to L2(∂hX, µ). This was
proven by Kasue for the Kuramochi boundary in [Kas10]. We provide the corresponding
proof for the Royden boundary, which carries over almost line by line. We start with
proving two auxiliary lemmas.
Lemma C.1. Let (b, c) be a transient graph with ∂hX 6= ∅. For all ϕ ∈ γ0(D˜ ∩ ℓ
∞(X))
Hϕ2 − (Hϕ)
2 ∈ D0 ∩ ℓ
∞(X).
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Proof. Let ϕ = γ0f with f ∈ D˜ ∩ ℓ
∞(X) be given. Since D˜ ∩ ℓ∞(X) is an algebra, see
Proposition 1.6, we have ϕ2 = γ0f
2 ∈ γ0(D˜∩ℓ
∞(X)) and according to Proposition 2.3, this
identity implies Hϕ2 = (f
2)h ∈ D˜∩ℓ
∞(X), where the boundedness follows from the Royden
decomposition (Theorem 1.9). The same arguments show (Hϕ)
2 = (fh)
2 ∈ D˜∩ ℓ∞(X). An
application of Proposition 2.3 yields
γ0(Hϕ2 − (Hϕ)
2) = ϕ2 − (γ0Hϕ)
2 = ϕ2 − ϕ2 = 0.
Thus, we obtain Hϕ2 − (Hϕ)
2 ∈ D0 ∩ ℓ
∞(X) from Corollary 1.13. 
Lemma C.2. Let (b, c) a graph over X. For all harmonic h ∈ D˜ ∩ ℓ∞(X) and all x ∈ X
−Lh2(x) =
∑
y∈X
b(x, y)(h(x)− h(y))2 + c(x)h(x)2.
Proof. Let h ∈ D˜ ∩ ℓ∞(X) harmonic and let x ∈ X . We compute
−Lh2(x) =
∑
y∈X
b(x, y)(h(y)2 − h(x)2)− c(x)h(x)2
=
∑
y∈X
b(x, y)(h(x)− h(y))2 − c(x)h(x)2 + 2h(x)
∑
y∈X
b(x, y)h(y)− 2
∑
y∈X
b(x, y)h(x)2
=
∑
y∈X
b(x, y)(h(x)− h(y))2 − c(x)h2(x) + 2h(x)
∑
y∈X
b(x, y)(h(y)− h(x)).
Here, we used that
∑
y∈X b(x, y)h(y) and
∑
y∈X b(x, y)h(x)
2 converge absolutely due to the
boundedness of h and since
∑
y∈X b(x, y) <∞ for every x ∈ X . Moreover, the harmonicity
of h implies ∑
y∈X
b(x, y)(h(y)− h(x)) = c(x)h(x).
Combining this observation with the previous computation finishes the proof. 
Proof of Theorem 2.4. Since µ is a harmonic measure, there exists an x ∈ X such that
µ = µx. By definition of Hϕ we obtain∫
∂hX
(γ0f)
2 dµ =
∫
∂hX
(γ0f)
2 dµx = H(γ0f)2(x) = (H(γ0f)2(x)− (Hγ0f(x))
2) + (Hγ0f (x))
2.
We start with the latter term. According to Proposition 2.3, the function Hγ0f satisfies
Hγ0f(x) = fh(x) = f(x)− f0(x).
Since evaluating functions at a point is continuous on (D˜, ‖ · ‖o), see Proposition 1.1, there
exists a constant C1 ≥ 0 such that |f(x)| ≤ C1‖f‖o. Moreover, by the transience of (b, c)
and Theorem B.1, there exists a constant C2 ≥ 0 such that
|f0(x)| ≤ C2Q˜(f0)
1/2 ≤ C2Q˜(f)
1/2 ≤ C2‖f‖o.
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Hence, we infer, for a constant C > 0,
(Hγ0f(x))
2 ≤ C‖f‖2o.
To finish the proof it remains to consider the expression H(γ0f)2(x) − (Hγ0f(x))
2. To this
end, we employ Theorem B.1 and let gx ∈ D0 ∩ ℓ
∞(X) such that for all g ∈ D0 we have
g(x) = Q˜(gx, g).
Since H(γ0f)2 − (Hγ0f)
2 ∈ D0 ∩ ℓ
∞(X) by Lemma C.1, we obtain
H(γ0f)2(x)− (Hγ0f(x))
2 = Q˜(gx, H(γ0f)2 − (Hγ0f)
2).
The harmonicity of H(γ0f)2 , Lemma C.2 and the boundedness of gx yield∑
z∈X
|gx(z)L(H(γ0f)2 − (Hγ0f)
2)(z)| =
∑
z∈X
|gx(z)||L(Hγ0f )
2(z)|
=
∑
z∈X
|gx(z)|
(∑
y∈X
b(z, y)(Hγ0f(z)−Hγ0f(y))
2 + c(z)(Hγ0f(z))
2
)
≤ ‖gx‖∞Q˜(Hγ0f )
= ‖gx‖∞Q˜(fh)
≤ ‖gx‖∞‖f‖
2
o.
This inequality shows that we can apply Green’s formula, Proposition 1.2, to the functions
gx and H(γ0f)2 − (Hγ0f)
2. Combining it with the previous considerations yields
|H(γ0f)2(x)− (Hγ0f (x))
2| = |Q˜(gx, H(γ0f)2 − (Hγ0f)
2)|
=
∣∣∣∣∣∑
z∈X
gx(z)L(H(γ0f)2 − (Hγ0f)
2)(z)
∣∣∣∣∣
≤ ‖gx‖∞‖f‖
2
o.
This finishes the proof. 
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