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告されている [7, 8, 9]．一方Dudekと Bear[10]は海馬において，2Hzの低頻度刺
激を長時間与えることで，対象のシナプスに LTDが生じることを発見した．





_m(t) = (c(t))d(t)  m(t) (1.1)































































Retinal ganglion, LGN V1
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すれば = 0である． 2 R22は正定値対称行列で，ガウス窓の幅を表す．の
























説明は得られていない．さらにV4では閉曲線の曲率 [25, 26] に選択的なニューロ
ンが報告されており，腹側経路の終着となる ITでは，図形の特徴的な組み合わせ














表 1.1: 脳の理解に必要な三つの水準 [31]．本文では上から順に第一，第二，第三
の水準と呼んでいる．


























































































































18 第 1章 序論
も，出力の善し悪しも与えられないため，なんらかの基準に従って入力を出力へ変
換する処理過程を学習しなければならない．その基準として考えられる原理に情














I(x;y) = H(y) H(yjx) (1.5)
で与えられる．これは xが与えられたことによる yのエントロピーの減少量を表











































































図 1.6: スパースネスの制約を与える関数 h(y)．























log(1 + y2j ) (1.9)
1.3. 視覚皮質の計算理論 21
(a) (b)
図 1.7: 自然画像の主成分分析 (a)とスパースコーディング (b)．[45]より転載．
を用いている．図 1.6は yが二成分の場合の h(y)を示している．このグラフから，
h(y)が軸付近，すなわち y1; y2のうち一方が 0に近い領域で特に小さくなってい
ることがわかる．従って，h(y)を最小化することで，yがスパースに分布するよ
うに制約することができる．これに対して，kyk2のような yのノルムの関数は，


















































































y(l 1)   f(A(l)y(l)) ; y(0) = x (1.14)








24 第 1章 序論
また，階層ベイズに基づく様々なモデルも提案されている．特にHyvarinenら

















に計測する核磁気共鳴画像法（magnetic resonance imaging; MRI）やポジトロン













































フィルタw 2 Rmと非線型関数N : R! R+を用いてR(x) = N(w  x)で近似で
きるとき，スパイクを生起させた刺激の総和をとることでwを推定することがで
きる．ここで，関数N は測定対象のニューロンにおけるスパイク生成過程，N へ
の入力 g = w  xはシナプス入力の総和と考えられる．一方，gの生成過程は一般
には非線型である．そこで gの生成過程を g = F (x)とし，この関数の多項式展開






F2;ijxixj +    (1.16)










Estimation of spatiotemporal RF



























している．以下ではその概要を示す．まず，刺激xは球対称（8x;x; jxj = jxj )
P (x) = P (x)）に分布する必要がある．ホワイトガウスノイズはこの条件を満た
している．また，ニューロンの応答特性R(x)を刺激xに対する発火頻度で定義す
ると，R(x)は次の式で表せるという仮定を必要とする．
R(x) = N(w  x) (1.18)
ここで，wはxと同じ次元のベクトルである．式 (1.18)は，ニューロンがxの各要







x^ / w (1.19)
となり，N(g)の形状によらず時空間受容野wに相似なベクトルが得られる．
また，既存の実験データを用いて static nonlinearityの推定ができる [73]．刺激










図1.9にカーネル法の概念を示す．データの空間をXとすると，Xの元x1;x2; : : :
をいくつかのクラスタに分離，またはこれらを代表する点を求める場合，解の善
28 第 1章 序論
Data space Real number line
Data space Real number lineFeature space
(a)
(b)
図 1.9: カーネル法の概念図．(a)データ空間X の計量に基づく手法．(b)カーネル
法．写像 によって特徴空間に移されたデータの集合に対して (a)を適用する．
し悪しを決める基準として，二点間の距離が重要である．代表点の例では，代表
点 p 2 X とx1;x2; : : : との距離が平均して小さくなるように pが決定される．通
常の距離空間Dでは，距離 d(x;y)は






数 k(; )を用いる [75, 76]．後述するが，k(; ) : X X ! R が一定の条件を満た
せば，k(; )に対してX とは別の空間F と写像  : X ! F が存在して
k(x;y) = h(x); (y)iF (1.21)

















k(x;y) = k(y;x) (1.22)
でなければならない．有限個のベクトルの集合 fxkgnk=1から任意の二つのベクトル
を選び，xi;xjとする．全ての i; jの組み合わせについて k(xk;xj)を求め，Kij =
k(xi;xj)のように配置した行列はグラム行列と呼ばれる．カーネル関数を特徴ベ


























が常に成り立たなければならない．逆に，式 (1.22)と式 (1.23)を満たすX 上の二
変数関数 k : X  X ! R は，対応する特徴空間が存在する．
1.5.2 カーネル関数の構成
式 (1.23)は，任意の n 2 Nに対して n個のベクトルをどのように選んでも，そ
のグラム行列が半正定値対称行列となることを意味している．これは，同じ二変




















kpoly(x;y) = (c+ xTy)d (1.27)
1.6. 本研究の目的 31
を考える．ここで c  0; d 2 Nである．カーネル関数として意味を持つ最も単純
な例を考えるために，d = 2とする．X = R2とすると，kpoly(x;y)は






































































































N(g)からなる LNモデルで説明される．Anzaiら [2]は STAによって推定したw
から各入力に対する g = w  xを求めて単純型細胞の static nonlinearityの形状を
測定し，得られた結果を次式のような half-power関数を用いて説明している．
N(g) = [g]n+ (2.1)




R(x) = [w  x]n+ (2.3)
と表せる．この単一ニューロンは LNモデルで表せるため，逆相関法を適用する
と，nの値に関わらずwに相似な STAが得られる．しかし，複数のニューロンを












f1(x) = [w  x]+ (2.5)
この関数 f1(x)は図 2.1左上に示すように，(M 1)次元超平面w1 x = 0で分けら
れた二つの領域でそれぞれ線形である．また，w1と異なる受容野w2を持つ別の単
2.2. ニューロン応答の区分線形近似 35
w1 · s = 0
w1
f1(s) = 0







w2 · s = 0
w2
f2(s) = 0







w1 · s = 0
f3(s) = 0
f3(s) = (a1w1 + a2w2) · s
w2 · s = 0
f3(s) = a1w1 · s
f3(s) = a2w2 · s
図 2.1: 多変量区分線形関数の例．上図は二つの単純型細胞の特性 f1(x); f2(x)を
表す．下図はこれらの線形和 f3(x) = a1f1(x) + a2f2(x)を表す．下図では軸を省
略している．
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純型細胞を考えると，その特性f2(x)は異なる境界w2 x = 0をもつ区分線形関数で
表せる．これを図2.1右上に示す．ここで，これら二つの単純型細胞から興奮性の入










R(x) = N(F (x)) (2.6)
と近似することを考える．また，x 2 D  RM とする．区分線形関数F (x)の例を
図 2.2に示す．定義域Dを複数の領域Q1; Q2;    に区分すると，F (x)は各領域に
おける局所線形関数の組み合わせで表すことができる．領域Qpにおける局所線形
関数を






する．x 2 Qpのとき，F (x) = Fp(x)となる．このとき，Np(g) = N(g + vp)とお
くと，























































(w!;0  x)2 + (w!;
2
 x)2 (2.10)






























· s = 0
























i 2 f0; 1; 2; 3g; i = i2 ; ai = 1; n = 1とする．



























を図 2.6(a)に示す．横軸の 0～90の範囲は，図 2.4の右上の領域に相当する．m






























































Spatial phase of average stimulus (deg)
-150 -100 -50  0  50  100  150
(a) (b)


























 2f0;90g(wj;  x)2
(2.13)
ここで，i; jは方位と空間周波数の組み合わせを表し，;  は空間位相を表す．ま
た，kは応答の範囲を決定する正の定数である．このモデルは，単純型細胞に類似
する単一の興奮性要素と，エネルギーモデルに類似する複数の抑制性要素で構成




















y coordinate of reference point
Half-squaring
Half-wave rectification





















 [wj;  x]2+
(wi;  x > 0)
ただし，wi; x  0のときrR(x) = 0である．k;Aは非負のスカラーであるため，
この式はモデルを構成する線形フィルタの重み付き和を表している．したがって，
局所線形カーネルを求めることで，R(x)を構成する線形フィルタ特性が得られる











































































X = X1 X2 (2.16)
のように，関心のあるパラメータで表現される部分空間X1とそれに直交する部分
空間X2の直積で表し，x = (x1;x2) 2 X1X2とおく．subspace-RC[84]では，選
択された基底が張る空間がX1に相当し，x2 2 X2は 0に固定されるので，呈示刺





















X = (x1;x2;    ) にまとめて表し，基底のセットを行列A，応答 ytを入力パター
ンと同様に行列 U で表す．このとき上記の問題は
X = AU +N (3.1)
と定式化される．ここでNは平均 0のホワイトガウスノイズを表す．またA;Uの
事後分布は
p(A;U jX) / p(XjA;U)p(U) (3.2)
となる．ここで U の事前分布 p(U)としてコーシー分布やラプラス分布などのス
パースな分布を導入したもの（Aについては何らかの行列ノルムに制約を課すこ
とが多い）が SCであると考えられる．






48 第 3章 階層ベイズモデルによる組み合わせ表現の獲得
尺度母数が非負の非線形関数 と行列B; V で (BV )と表される．このとき，式
(3.2)の右辺は p(XjA;U)p(U jB; V )p(V )となる．同様に階層ベイズに基づくモデ

































x = Au+ n (3.3)































































50 第 3章 階層ベイズモデルによる組み合わせ表現の獲得
Input Layer 1 Layer 2
vBAx u






期待値 の指数乱数は，期待値 1の指数乱数に をかけたものに等しい．従っ
て，第二層のモデルは y =  
























第一層のモデルを行列形式で表すと，X  AU のように非負制約付きの行列の





行列X 0を入力として用いることが多い [89]．この場合，基本ベクトルe1; e2    eM
とそれらを反転したベクトルで構成される行列Rで元の入力X = RX 0を表現す
ることができる．このX 0にNMFを適用することは，X 0 = SUのように定式化さ
れる．ここでSはNMFの出力となる非負の混合行列を表す．第一層のモデルの学

















が課されている．これを実現するため，u = exp(u0)となる u0を導入し，uの代






わりに u0を更新した．uと vの次元はそれぞれ 128, 32とした．また，モデルの









































54 第 3章 階層ベイズモデルによる組み合わせ表現の獲得
(a)と (b)ではそれぞれ正と負の結合が強い順に並べられており，v18 > 0のとき，




































































u  0;  = 0(+Bv)










U :n  BV (3.11)
ここで，:nは各成分をn乗する演算を表している．従って，式 (3.10)をB，vの尤























































































図 3.4: 変分ベイズ法により導出された (a) u，(b) vの入出力関数．
のように，全ての変数が独立である事後分布によって真の事後分布の近似を試みる．




















































する．式 (3.16)では hx 1i  hxi 1のような近似を用いている．(t)1j は受容野ajか
らの入力と他のニューロンからの抑制性の入力で構成されている．また，抑制性
58 第 3章 階層ベイズモデルによる組み合わせ表現の獲得
の入力は基底の内積 aj  aj0で重み付けされている．従って，全く異なる基底を持
つニューロン間には相互作用がないことがわかる．V1で見られる網膜部位再現性
(retinotopy)を考慮すると，これは受容野位置が離れた細胞間の水平結合がほとん
ど存在しない [92]ことに対応する．また，n = 2の場合，指数関数をまとめると
q(ui)



































後分布 q(ui)の二次モーメント hu2i iが vに出力されると考える．この二次モーメ




数を (t)2j についてプロットしたものが図 3.4(a)である．これを見ると，ujが入力




























































































前節で述べた通り，入力 x 2 Rmの求心性結合による線型な伝搬 ATxは，Rm
上の内積と考えることができる．ここから，xと各基底 ajをある非線型写像 で
特徴空間F に写し，それらの内積が





























1. x+i 6= 0ならば x+i+m = 0．
2. x+i+m 6= 0ならば x+i = 0．










より，この変換が xの基底 feigmi=1 [ f eigmi=1（ei は Rm 上の標準基底）による
overcompleteな表現であるといえる．
V1におけるニューロン集団の応答をy 2 Rn+で表す．yの各成分はV1ニューロン
の発火頻度をモデル化する．また，LGNからV1ニューロン jへの結合をaj 2 R2m+







カーネル法の原理に従い，入力 xと Aの基底ベクトル aj(j = 1; 2;    ; n)を
 : Rm ! F によって特徴空間F に写像する．(x)は各成分 i(x)を縦に並べた
64 第 4章 生成モデルへのカーネル法の導入




















= (A)T ((x)  (A)y) (4.9)













1.5.1で述べたように，画像のベクトル空間 Rmから特徴空間 F への写像 (x)
が定まるためには，カーネル関数は正定値でなければならない．しかし，一般の
















k(x;y) = f(xTy) (4.12)
の形に制限することは妥当であると考えられる．ここで f(u)は，u  0で定義さ




































































が与えられ，その値を特徴ベクトル (x)の成分と考えることができる．p 6= qに





の pに対して p）は実数となる．また fkが大きいほど対応する次元の広がりが
大きくなる．一方 fk < 0の場合，対応する pは純虚数であり，実数では表せな
い．そこで，特徴ベクトルを実ベクトルとして表現するために，特徴空間の計量
（つまり内積の定義）を変更する．
















1 (p = q ^ jpj 2 K+)
 1 (p = q ^ jpj 2 K )













































として表せる [100, 101, 102]．












































と書けるが，x = yの場合に，右辺において @
@xi
が左右どちらの引数に対する偏微
分であるかが区別ができなくなる．k(x;x)は k(x; )の二乗ノルムを表し，k(x; )

























すなわち，kの添字のうち，左の括弧は kの左の．ここで，k()() = kとする．また，
カーネル関数の対称性より















hf(x); g(x)iX = lim
h!0
hf(x+ h); g(x+ h)iX   hf(x); g(x)iX
h
: (4.30)
ここで f(x+ h); g(x+ h)を xの周りでテイラー展開すると，
d
dx
hf(x); g(x)iX = lim
h!0








hf(x); g0(x)iX + lim
h!0
hf 0(x); g(x)iX + lim
h!0
o(h)
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の制約条件を設ける必要がある．そこで，この節では最適化問題の収束性につい
て議論する．




TQy + bTy (4.33)
s:t: y  0 (4.34)
ここでQは零行列Oではないとする．もしy  0の範囲で常にF (y)  0であるな
らば，F (y)の最小値が存在するので，最適解も存在する．そこで，S = fy j y 
0; F (y) < 0gが空集合でない場合を考える．このとき最適解は Sに含まれるので，
Sが有界であれば解は収束する．F (0) = 0なので 0 62 Sである．ここで，F (y)は
bと yの方向余弦 cos byを用いて
F1(y) = y
TQy + kyk kbk cos by (4.35)
と書ける．y > 0の場合，第一項は常に正値で，その絶対値は kyk2に比例する．
一方，第二項の符号は yの方向によって異なるが，その絶対値は kykに比例する．
従って，kykを十分大きくすることで，第一項の絶対値を第二項の絶対値よりも
大きくすれば，F1(y)  0，つまり y 62 Sとすることができる．よって Sは有界で
あり，F1(y)を最小にする yが存在する．
次に，行列Aについて述べる．非線型写像 のため，E(A;y)はAの各成分に




E(A;y) = ((x)  (yT 

























であるので，任意の iに対して k(ai;ai)が発散しないことが示せた．これは aiが
発散しないことと同値ではない．例えば，k(x;x)が最大値を持たないがある実数




i=1 k(ai;ai) < nrなので，F2(A)を最小にする vec((A))が nrを超える場
合にAは常にFrobeniusノルムの意味で発散することになる．逆に，kxk ! 1の
とき発散するようなカーネル関数の場合，任意の r > 0について k(ai;ai) = rを
満たす aiが存在するので，Aは収束する．例えば，シグモイドカーネルは前者，















カーネル関数には f(u) = uの LN型のものを用いた． > 1のとき，このカー
ネルは expansiveな非線型性を持つ．入力画像には，自然画像から抽出した 1616
ピクセルのパッチを用いた．これらは 4.2.1節で述べたように，中心化された後正



























とおく．これは yと 1 = (1; : : : ; 1)Tの方向余弦の二乗であるため，yの全ての成
分が同じ値を取れば a = 1となる．また，yの非負性より yと 1が直交すること
はないので a > 0であり，aが 0に近づくためには yの多くの成分が 0に近くなけ
ればならない．従って，










(a) α = 1.1 (b) α = 1.5
(c) α = 2.0 (d)  α = 2.5
図 4.3: 学習後に獲得された基底画像．(a)  = 1:1．(b)  = 1:5．(c)  = 2:0．(d)
 = 2:5．








































































































いま，2ニューロンについて考えるので，y = (y1; y2)Tとする．これらの受容野
はそれぞれ a1;a2である．多くの生理実験では，ニューロンの最適刺激を呈示し
ながら，それ以外の刺激を重畳することで周辺抑制や方位交差抑制の分析を行っ
ている．そこで，入力を x = 1a1 + 2a2のように，ニューロン 1の最適刺激で
ある a1とニューロン 2の最適刺激である a2との線型和とする．また，カーネル








0  c  1である．
以上のように定義すると，目的関数は
E1 = k(x)  (a1)y1   (a2)y2kH
= f(1)y21 + 2f(c)y1y2 + f(1)y
2
2 (4.47)
 2f(1 + 2c)y1  2f(1c+ 2) + f(1) (4.48)
となる．これを平方完成して yに依らない項を除いたものを










f(1)f(1 + 2c)  f(c)f(1c+ 2)
f(1)f(1c+ 2)  f(c)f(1 + 2c)
!,
(f(1)2   f(c)2) (4.51)
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である．E2を最小にする y1; y2  0が応答となる．ここで  = (1; 2)の成分の
符号によって以下の背反な 4通りの場合を考える．
1. 1  0 ^ 2  0
2. 1 < 0 ^ 2  0
3. 1 < 0 ^ 2 < 0
4. 1  0 ^ 2 < 0
1.の場合，極値 が非負条件を満たしているので，y = mu となる．3.は，0 
f(c)
f(1)
 1より f(1 + 2c) < f(1c+ 2)かつ f(1c+ 2) < f(1 + 2c)が必要条
件となるが，これは成り立たない．2.の場合は，解の非負条件より y1 = 0となり，
E2 = f(1)y
2
2   2f(1c+ 2)y2 = f(1)






















(1 < 0 ^ 2  0)
(4.53)
と表せる．これは 1; 2; cの区分関数である．以下では 1 = 0:5を固定し，y1を
2と cの関数とみて y1の最適刺激であるa1に y2の最適刺激であるa2を重畳する
ときの y1の応答について考察する．







明できることが報告されている [105, 106]が，皮質における expansiveな非線型性
がこの効果に拮抗していることが示唆される．











































































































































































































































































xt  Ayt; t = 1; : : : ; T (4.54)
を満たすようなAと yttのうち，各 ytがある尺度において小さくなるようなもの
が選択される．ここで任意の正則な対角行列DについてA0 = AD 1;y0t = Dytと

















いま第一層の入力を x 2 X，基底のセットを faj 2 XgJj=1とする．同様に第二
層の基底のセットを fbk 2 YgKk=1で表す．また，第一層と第二層の出力をそれぞれ
y 2 Y ;z 2 Z とする．X は任意の空間だが Y ;Z はそれぞれ J 次元，K次元のベ
クトル空間でなければならない．第一層では入力と基底が写像  : X ! F によっ
て特徴空間F に写される．同様に第二層では  : Y ! Gによって写像される．第
一層の出力 y 2 Yは第二層の入力となり，第二層では yが写像  によって特徴空
間 Gに写される．









































となる．第一項は  (y)を G上のノルムの意味で小さくする効果を持つ．従って，
第二層の追加によって yの正則化項が自然に導入されたことになる．また第二項












徴ベクトル (x) = (x; x2)Tに写像することを考える．カーネル関数は k(x; y) =
xy + x2y2である．この場合，特徴ベクトルは二次元となる．しかし，2 = 21の
関係が常に成り立つので，xがどのような値をとっても，(x)は一つのパラメー


















4. 添字には i; j; k; l;mを用い，上付き文字が数字の場合は冪乗を表す．
例えば，ベクトル空間 V とその双対空間 V の元をそれぞれ x; yとすると，基底
feigiと双対基底 ejj（ej(ei) = ji，はクロネッカーのデルタ）による成分表示を
x = xiei; y = yje








前述のように F は高次元空間である．しかし，の像の空間 (Rm+ ) = f(x) j
x 2 Rm+gに限ると，これはm次元の空間であるといえる．実際，(Rm+ )の元は
x1; : : : ; xmのm個の非負実数で記述することができる．ただし，(x) + (y)や





















k : R+ R+ ! R+を関数値が常に非負をとる正定値カーネルとする．kを再生
核とする再生核ヒルベルト空間Hk = ff : Rm+ ! Rgにノルムから導かれる通常の
位相を入れる．適当な関数系 fvig1i=1を基底として f 2 Hkを f = f iviと表せると
すると， : f 7! ff ig1i=1を局所座標として，Hkは無限次元の多様体とみなせる．
入力画像と基底画像が占める特徴空間を
M = fk(x; ) j x 2 Rm+g (4.58)
としてHkと同様の位相を入れる．再生核ヒルベルト空間の性質より，MはHkに
含まれる [110]．LN型のカーネル関数の場合，f(t)が単調増加ならば，任意の x





F(M)で表す．同様に p 2Mの近傍で微分可能な関数の集合を F(p)で表す．pに
おける接ベクトルは h 2 F(p)の方向微分によって定義される．すなわち，c(0) = p




































M上の全ての接ベクトルの集合 TM = Sp TpMをMの接束と呼ぶ．また，
M上の点からその点での接ベクトルへの対応M ! TMをベクトル場と呼び，











































以上より，計量テンソル場 gij = h@i; @jiX(M)が得られ，これによってMにリー
マン計量が入る．計量が入ることによって，カーネル関数 kから導かれる特徴空
間の局所的な構造を考えられる．画像の微小な変化を dx = dxi@iとおくと，画像
の特徴の変化はM上の接ベクトルの二乗ノルム ds2 = dxidxjgijで与えられる．
ここでは再生核ヒルベルト空間Hkの部分集合として定義しているが，冒頭で述
べた の像空間 (Rm+ )上の線素を考えても同様の計量が定義できる．xをRmの
標準基底 feigiを用いてx = xieiと成分表示する．同様に，特徴ベクトル = (x)
を，hfi; fjiF = ijとなるF の基底 ffigiを用いて  = ifiと成分表示できるとす
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特徴空間上の予測画像は(ai)(i = 1; : : : ; n)の線形和で与えられる．前節で述べ
た通り (Rm+ )は加群の構造を持たないので，新たに予測画像の空間を定義する必
要がある．






 yi 2 R+
)
(4.66)
で定義する．Aを固定すると，R+（半群）上の加群となり，y1; : : : ; ynが局所座標
を与えるので n次元多様体とみなせる．















































関数 Eを yの関数としてみたときの極値を取ればよい．一方，y 2 Rn+の制約条
件では，Eの極値が負の成分を持つときに（Rn+を開集合と考えているため），E
の最小値が存在しないことになる．
そこで，任意の  > 0について t > のとき 0で，t ! 0のとき正の無限大に発




0 (t  0)
e 
1


















について a00(t)  0の凸関数である．ところで，
(f(t)g(t))00 = f 00(t)g(t) + 2f 0(t)g0(t) + f(t)g00(t) (4.72)








-1 -0.5 0 0.5 1
t
(t  0:2)2








-1 -0.5 0 0.5 1
t
(t+ 0:2)2
(t+ 0:2)2 + h(t)
図 4.9: 罰則項による目的関数の変化．(a)と (b)はそれぞれ元の目的関数が x > 0







































d2Hk(p; q) + h(q) (4.75)
とする．これはM上の点，つまりある画像の特徴ベクトルに対して特徴空間上の
予測画像を対応させる写像である．ここで，
















図 4.10: 写像 : Q ! Rの微分．
である．	 1(N nN)においては式 (4.75)は凸二次計画なので，yをN の局所座
標と考えると
yi = ( i 	  ' 1)(x) = Lijk(aj;x) (4.78)
と表せる．ここでLijはAのグラム行列Lij = fk(ai;aj)gijの逆行列である．また
'はMの局所座標を与える写像， iはN の局所座標の第 i成分を与える写像で
ある．Nの範囲では	 :M!N を解析的に表現することが困難であるため，以
降では	 1(N nN)の範囲に限定して議論する．
一般に多様体から多様体への写像 : Q ! R の q 2 Qにおける微分D(q)は，
(D(q)(X))h = X(h  ); X 2 TqQ; h 2 F((q)) (4.79)
と定義される [108]．直感的には図 4.10のように，R上の関数 hを，を介して間
接的に方向微分する作用 Y を考えることで，Q上の接ベクトルX をR上の接ベ




































































00(s2)xixj + f 0(s2)ij (4.83)
となる．ここで s2 = xTxとおいた．ijは単位行列なので，gijは重複度 1の固有
値 f 00(s2)s2+ f 0(s2)と重複度 n  1の固有値 f 0(s2)を持ち，対応する固有空間はそ
れぞれ xの張る 1次元空間と残りの n   1次元空間であることがわかる．このこ
とから gijの逆行列
gij =   f
00(s2)






図 4.11: 負曲率を持つ特徴空間への写像．X は入力と基底の空間，Mは特徴ベク









f 0(s2)f (3)   f 00(s2)2






(ljik   lijk) (4.85)
となる．
局所座標xに対して各成分が一定となるベクトル場u;vを考える．M上の各点
pについて，u;vが張る接空間の 2次元部分空間p  TpMが決まる．写像 p 7! p
をとする．このの断面曲率（スカラー場）を求める．が決まれば，断面曲
率は基底の取り方に依存しない．




とすることで u0Tv = 0となる の基底を取ることができるので，これを新たに
u;vとすると，uTv = 0とみなせる．同様に，基底を定数倍してもが変化する
ことはないので，uTu = vTv = 1とする．ここでxTyは成分ベクトルの標準内積
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を表している．以上を考慮して式を整理すると，各点の断面曲率は
(x) =
 f 00(s2) + (f 00(s2)2
f 0(s2)   f (3)(s2))((xTu)2 + (xTv)2)
f 0(s2)(f 0(s2) + f 00(s2)((xTu)2 + (xTv)2))
(4.87)
と表せる．分母はベクトル場u;vが上で作る平行四辺形の面積 ku ^ vk2X(M)で，




例えば f(u) = euの場合，断面曲率は
(x) =   e
 s2



































fw(x) = h(x);wiH (4.89)
を，問題に依存する目的関数に従って最適化しているという点で共通している．特徴
空間Hは一般に無限次元なので，このままではw 2 Hを表現することができない．
そこでwのノルムに制約をかけることで，wを特徴ベクトル (xt)(t = 1; : : : ; T )
の線型和として表現している（リプレゼンター定理）．これによって，fw(x)は
カーネル関数 k(x;xt)の線型和となり，元の問題は T 次元空間における最適化問
題となる．例えば，本モデルと同じくカーネル法を用いた教師なし学習であるカー
ネル主成分分析（カーネルPCA）は，T  T の大きさを持つ（中心化された）グ
ラム行列の固有値問題に帰着される．これは fH(x)が T 個の全てのサンプルxtに
よって表現されることを意味する．視覚系の入力は網膜像として常に外界から与
えられているため，このような表現は不可能である．カーネルPCAと本モデルの




入力 x 2 Rmと出力 y 2 Rnの関係を
y = f(WTx) (4.90)
のような LN型の関数で表す．ここでm = nとすると，式 (4.90)は確率変数の変
数変換であり，p(y) = j@y=@xj 1p(x) となる．このとき出力のエントロピーは
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