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Disrete max-plus spetral theory
Marianne Akian, Stéphane Gaubert, and Corma Walsh
Abstrat. We develop a max-plus spetral theory for innite matries. We
introdue reurrene and tightness onditions, under whih many results of the
nite dimensional theory, onerning the representation of eigenvetors and
the asymptoti behavior of powers of matries, arry over. We also announe
more general representation results for eigenvetors, whih are obtained by
introduing a max-plus analogue of the Martin boundary.
1. Introdution
Given a set S and a map A : S×S → R∪{−∞}, (i, j) 7→ Aij , we onsider the
following spetral problem: nd λ ∈ R ∪ {−∞} and u : S → R ∪ {−∞}, i 7→ ui,
not identially −∞, suh that
λ+ ui = sup
j∈S
(Aij + uj) for all i ∈ S.
We say that λ is an eigenvalue of A and that u is an eigenvetor (or a λ-eigenvetor).
This terminology an be justied by introduing the max-plus semiring, whih is
the set Rmax := R∪{−∞} equipped with the addition operation a⊕ b := max(a, b)
and multipliation operation a⊗ b := a+ b. We write 0 := −∞ and 1 := 0 for the
zero and unit elements of Rmax, respetively, and also denote by 0 the identially
0 vetor.
In max-plus notation, the spetral problem beomes:
nd u ∈ RSmax \ {0} suh that λu = Au,
where A : RSmax → (Rmax ∪ {+∞})S is the operator dened by
(Au)i :=
⊕
j∈S
Aijuj .(1)
Here and in the rest of the paper, we adopt the usual algebrai onventions, writing
for instane ab instead of a⊗ b. We also use the notation ⊕ for the supremum of
an arbitrary family.
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The operator A is max-plus linear, meaning that A(αu ⊕ βv) = αAu ⊕ βAv,
for all u, v ∈ RSmax and α, β ∈ Rmax. A max-plus Riesz representation theorem,
due to Kolokoltsov and Maslov [KM88, Kol90, KM97℄ and Akian [Aki99℄ states
that under fairly general onditions, max-plus linear maps an be represented in the
form given in (1) (see also [Plu91℄,[Shu92℄,[Kol92℄, [BCOQ92, Th. 6.5℄, [Sin97,
Ch. 8℄, [AGK04℄). The map (i, j) 7→ Aij is alled the kernel or matrix of the
operator A.
Max-plus linear operators with kernels arise as dynami programming oper-
ators assoiated to optimal ontrol problems (see for instane [Rom67℄). Here,
the eigenvetors are the stationary solutions of the dynami programming equa-
tions and λ is the maximal ergodi reward per time unit. The spetral problem
also arises in the study of disrete event systems [CDQV85, BCOQ92℄, in sta-
tistial mehanis [CG86℄, in perturbation problems for eigenvalues and eigenve-
tors [ABG98, ABG04℄, and in the study of delay systems [MPN02℄.
The spetral problem has been muh studied in the matrix ase, that is
when S is a nite set. A basi result, whih was obtained independently by sev-
eral authors, inluding Cuninghame-Green [CG79℄, Romanovski [Rom67℄, and
Vorob
′
ev [Vor67℄, is that when A is irreduible, it has a unique eigenvalue whih
oinides with the maximal iruit mean of A. Gondran and Minoux [GM77℄
and Cuninghame-Green [CG79, Th. 24.9℄ both obtained a generating family of
the eigenspae. Cohen, Dubois, Quadrat, and Viot [CDQV83℄ showed that the
asymptoti behavior of the powers of A an be desribed expliitly in terms of the
eigenvetors. A useful tool in this theory is the ritial graph, whih onsists of
the iruits with maximal iruit mean. It allows one to determine the dimension
of the eigenspae and the ultimate period of the powers of A. Other referenes on
the subjet are [Zim81, GM84, CKR84, CQD90, Nus91, BCOQ92, DS92,
CG95, BSvdD95, GP97, Bap98, GM02℄.
The ase when S is innite has also reeived some attention [Dud92, Kol92,
LS92, YK92, KM97, MPN02℄, partiularly the ase when S is ompat, A leaves
the spae of ontinuous funtions from S to Rmax invariant, and the eigenvetor is
required to be in this spae. For instane, in [Kol92, Th. 2℄, Kolokoltsov harater-
ized the ase where A is a ompat map. In [KM97, Setion 2.3℄, Kolokoltsov and
Maslov gave, under some additional assumptions, existene results for the eigen-
vetor, using a Krein-Rutman type xed point approah. They also desribed the
eigenspae and gave onvergene results in speial ases. Some of the results of
these two referenes apply more generally to the ase where S is loally ompat,
provided one onsiders only eigenvetors that tend to 0 at innity. In [MPN02℄,
Mallet-Paret and Nussbaum showed the existene of eigenvetors in the ase when
S is a ompat interval of R and A is a partiular non-ompat map, using measures
of non-ompatness.
We should also remark that the ontinuous time version of the max-plus spetral
problem appears in the study of the Lagrange problem of alulus of variations and
of Hamilton-Jaobi equations, see [MS92℄, [KM97, Ch. 3℄, and in the related
subjet of weak KAM-theory [Mat91, Mañ97, Fat97, Fat03℄.
In this paper, we assume that S is an innite disrete topologial spae, and
develop a general max-plus spetral theory in this ontext.
Setion 2 is devoted to preliminaries. In partiular, we reall the denition and
properties of the max-plus analogue of the potential kernel, A∗ := I⊕A⊕A2⊕· · · ,
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and of the maximal iruit mean, ρ(A). A useful observation, made in [Dud92℄, is
that every eigenvalue assoiated to an eigenvetor with full support must be greater
than or equal to ρ(A). Unlike in the nite dimensional ase, the spetrum of A
may dier from {ρ(A)} even when A is irreduible.
In Setions 3 to 5, we study the eigenspae assoiated to the value ρ(A), ex-
tending some results from the nite dimensional theory.
A new feature is the notion of reurrent nodes and lasses, whih replaes the
notion of ritial nodes and lasses appearing in the nite-dimensional theory. A
node is reurrent (Denition 3.1) if one an return to it with normalized reward 1.
In algebrai terms, assuming ρ(A) ∈ R and setting A˜ = ρ(A)−1A and A˜+ := A˜A˜∗,
we say that a node i is reurrent if A˜+ii = 1. Assoiated to any reurrent node i is
an eigenvetor of A, obtained by taking the ith olumn of A˜+ (Proposition 5.1).
We then introdue a tightness ondition (Property (T), see Denition 4.3)
whih may be interpreted as saying that trajetories passing near innity have
a high ost. When A˜ has Property (T), ritial nodes and reurrent nodes oinide
(Theorem 4.9).
Still assuming that A˜ has Property (T), we show in Setion 6 that eah ρ(A)-
eigenvetor satisfying a ertain tightness ondition an be represented as an innite
max-plus linear ombination of the ritial olumns of A˜∗ (Theorem 6.5). This ex-
tends the previously mentioned theorems of [GM77, CG79, CDQV83℄ desribing
the eigenspae in the nite dimensional ase.
In Setion 7, we obtain asymptoti results for the iterates of a matrix having
Property (T). Theorem 7.4 extends the yliity theorem of [CDQV83℄ for nite
irreduible matries. Our result is losely related to a Turnpike theorem that we
state as Theorem 7.5.
The representation theorem of Setion 6 yields only eigenvetors having eigen-
value ρ(A), and even for this eigenvalue, it gives no information about eigenvetors
that do not satisfy the tightness ondition. This is related to the fat that the
optimal trajetory assoiated to an eigenvetor may head o to innity. In order
to desribe the entire eigenspae, one must develop a boundary theory analogous
to the Martin boundary theory for Markov hains. We do this in another pa-
per [AGW04℄. In Setion 8 of the present paper, we reall the prinipal results
without proof, and revisit some of the examples of Setions 3 to 5 in the light of
max-plus Martin boundaries.
2. Graphs and potential kernels
Sine the supremum of an innite set may be innite, we shall oasionally need
to onsider the ompleted max-plus semiring Rmax, whih is obtained by adjoining
to Rmax an element +∞, with the onvention that 0 = −∞ remains absorbing for
the semiring multipliation.
As in the introdution, we use the symbol A to denote both a matrix (or kernel)
A ∈ RS×Smax and the assoiated max-plus linear operator A : RSmax → R
S
max, u 7→ Au
dened by (1). We shall also need to onsider innite valued kernels and operators,
that is kernels A ∈ RS×Smax and their orresponding operators A : R
S
max → R
S
max, u 7→
Au. In addition to being max-plus linear as dened in the introdution, suh
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operators are innitely max-additive:
A(
⊕
ℓ∈L
uℓ) =
⊕
ℓ∈L
Auℓ for all families {uℓ}ℓ∈L ⊂ RSmax .
To any matrix A ∈ RS×Smax , we assoiate the digraph G(A) with set of nodes
S and an ar i → j between eah pair of nodes i and j suh that Aij 6= 0. The
multigraph of strongly onneted omponents of G is the multigraph whose nodes
are the strongly onneted omponents of G, and whih has a number of ars
between any two suh omponents C and C′ equal to the number of ars i→ j in
G, with i ∈ C and j ∈ C′. We say that G is right (respetively left) loally nite
if there are only nitely many ars starting from (respetively ending at) eah of
its nodes. When G = G(A), we speak about strongly onneted omponents of A
instead of strongly onneted omponents of G(A), et. We say that A is irreduible
when A has only one strongly onneted omponent, that is, when G(A) is strongly
onneted.
Rather than restriting our attention to eigenvetors, we will also onsider the
super-eigenvetors assoiated to a value λ (or λ-super-eigenvetors). These are
vetors u ∈ RSmax \ {0} suh that Au ≤ λu, where ≤ denotes the pointwise ordering
of R
S
max. The set of all vetors u ∈ RSmax satisfying Au = λu (respetively Au ≤ λu)
is alled the λ-eigenspae (respetively the λ-super-eigenspae) of A. We shall say
that u has full support when ui 6= 0 for all i ∈ S. Observe that if A is irreduible,
then every super-eigenvetor of A has full support.
We dene the maximal iruit mean of A to be
ρ(A) :=
⊕
k≥1
(trAk)1/k ∈ Rmax ,
where trA :=
⊕
i∈S Aii. Note that ρ(A) > 0 when A is irreduible. The term
maximal iruit mean an be justied by giving eah path p through G(A) a
weight |p|A :=
∑
(i→j) in pAij and a length |p| equal to the number of ars of p.
Then,
ρ(A) := sup
c iruit of G(A)
|c|A
|c|(2)
(the division is in the usual algebra). The introdution of ρ(A) is motivated by the
following result taken from [Dud92, Prop. 3.5℄. We give a proof for ompleteness.
Lemma 2.1. If there exists a λ-super-eigenvetor u with full support, then λ ≥
ρ(A).
Proof. We have Aku ≤ λku and hene (Ak)iiui ≤ λkui for all i ∈ S. Can-
elling ui and summing over i ∈ S, we get trAk ≤ λk. Taking the kth root and
summing over k ≥ 1, we get ρ(A) ≤ λ. 
Given any matrix A ∈ RS×Smax , we dene
A+ := A⊕A2 ⊕A3 ⊕ · · · ∈ RS×Smax , and A∗ := I ⊕A+ ,
where I = A0 denotes the max-plus identity matrix, that is the matrix with 1 on
the diagonal and 0 everywhere else. We have the following identities
A+ = AA∗ = A∗A, and A∗ = A∗A∗ .
The matrix A∗ is analogous to the potential kernel in Probabilisti Potential Theory.
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It is possible that some entries of A∗ take the value +∞. Indeed, if ρ(A) > 1,
then A∗ii = +∞ for any i belonging to a iruit of weight greater than 1. The
following proposition, however, gives suient onditions for A∗ to be nite.
Proposition 2.2 (Finiteness ondition for A∗). Suppose that A ∈ RS×Smax is
suh that ρ(A) ≤ 1 and the set of paths between any two distint nodes of the
multigraph of strongly onneted omponents of A is nite. Then, the entries of A∗
do not take the value +∞. This is the ase in partiular if A is irreduible.
Proof. Sine ρ(A) ≤ 1, we have A∗ii ≤ 1 for all i ∈ S. But A∗ii = (A∗A∗)ii ≥
A∗ijA
∗
ji for all i, j ∈ S, and so we get 1 ≥ A∗ijA∗ji. When i and j are in the same
strongly onneted omponent, neither A∗ij nor A
∗
ji equal 0. Therefore, neither of
them an equal +∞.
Consider now two nodes i and j in distint strongly onneted omponents,
and a path p from i to j, passing suessively through the strongly onneted
omponents C1, . . . , Ck. We an write p as a onatenation p = p1a1p2 . . . ak−1pk,
where for all 1 ≤ m ≤ k, pm is a (possibly empty) path from some node im ∈ Cm
to some node jm ∈ Cm, and for all 1 ≤ m ≤ k − 1, am is the ar from jm to im+1.
Of ourse, i1 = i and jk = j. We have
|p|A ≤ A∗i1j1Aj1i2A∗i2j2Aj2i3 . . . Ajk−1ikA∗ikjk .
The assumption on the multigraph of strongly onneted omponents means that
(i1, j1, . . . , ik, jk) an only take nitely many values. Sine all the A
∗
imjm are dier-
ent from +∞, we onlude that A∗ij , the supremum of |p|A over all paths from i to
j, is dierent from +∞. 
We will denote by A·i and Ai·, respetively, the ith olumn and row of a matrix
A.
Proposition 2.3. For eah λ ∈ R and i ∈ S, the olumn u = (λ−1A)∗·i ∈ R
S
max
satises Au ≤ λu.
Proof. Consider B := λ−1A. We have BB∗ = B+ ≤ B∗, and taking olumn
i, we get BB∗·i ≤ B∗·i. In other words Au ≤ λu. 
Remark 2.4. Combining Propositions 2.3 and 2.2, we see that when there
are only nitely many paths between any two distint nodes of the multigraph of
strongly onneted omponents of A, any olumn u = (λ−1A)∗·i, with +∞ > λ ≥
ρ(A), is a super-eigenvetor of A assoiated to the value λ.
3. Reurrent and ritial nodes
From now on, we assume that ρ(A) ∈ R, and we introdue the normalized
matries
Aλ := λ
−1A for eah λ ∈ R, and A˜ := ρ(A)−1A .
Definition 3.1 (Reurrene). A node i is reurrent if A˜+ii = 1. We denote by
N r(A) the set of reurrent nodes. We all reurrene lasses of A the equivalene
lasses of N r(A) assoiated to the relation R dened by iRj if A˜+ijA˜+ji = 1.
This should be ompared with the lassial denition of reurrene for Markov
hains, where a node is reurrent if one returns to it with probability one. Here, a
node is reurrent if we an return to it with weight 1 in A˜.
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The notion of reurrene extends the notion of ritial graph ourring in the
nite dimensional theory. Reall that the ritial graph of A, denoted by Gc(A), is
the subgraph of G(A) obtained by taking the union of all iruits of G(A) attaining
the maximum in (2). The nodes of Gc(A) are alled the ritial nodes, the set of
whih we denote by N c(A). The set of nodes of a strongly onneted omponent of
the ritial graph is alled a ritial lass. Obviously, ritial nodes are reurrent
and ritial lasses are ontained within reurrene lasses, with equality when S
is nite.
When S is innite, A may have neither ritial nodes nor reurrent nodes. Note
that the denition of reurrene above is only useful when S is disrete.
Example 3.2. Let S := N and take Ai,i+1 := 0 for all i ∈ N, Ai,0 := −1/i for
all i ∈ N \ {0}, and Aij := −∞ elsewhere. The graph of A is:
0 0 0
−1/3
−1/2
0
−1
where the nodes are numbered from left to right. Clearly, ρ(A) = 1. Although A
has no ritial iruits, it has a reurrene lass, N, sine A+ij = 1 for all i, j ∈ N.
Example 3.3. Take the previous example, but now dene Ai,0 := −1 for all
i ∈ N \ {0}. The graph of A beomes:
0 0 0
−1
−1
0
−1
In this example, ρ(A) = 1 and A has no reurrene lasses.
Example 3.4. Take again Example 3.2, but replae the diagonal terms by
Aii = 0 for all i ∈ N. The graph of A is now
0 0 0
−1/3
−1/2
0
−1
0 00 0
Now ρ(A) = 1 and A has an innite number of ritial lasses onsisting of the
singletons {i} for i ∈ N. Again, N is a reurrene lass.
4. Tightness and reurrene lasses
We now give a ondition whih ensures that the reurrene lasses are the same
as the ritial lasses.
We say that a vetor v = (vj)j∈S ∈ RSmax, or a map v : j 7→ vj from S to
Rmax, is tight if for all j ∈ S, vj ∈ Rmax, and if for all β ∈ R, the super-level set
Jβ := {j ∈ S | vj ≥ β} is nite.
This is related to tightness of idempotent measures and apaities. Indeed,
onsider the idempotent measure Kv with density v, dened by
Kv(J) := sup
j∈J
vj ∈ Rmax for all J ⊂ S.
Then, v is tight in the above sense if and only if Kv is nite and tight in the sense
of [OV91, Aki95, AQV98, Aki99, Puh01℄, using the disrete topology on S.
Tightness onditions also appear in [CKR84, Ch. 4℄.
We shall need the following elementary result, whih is a speial ase of the
fat that a funtion with ompat super-level sets attains its maximum.
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Lemma 4.1. If a map j 7→ vj from S to Rmax is tight, then the supremum of
vj over j ∈ S is attained. 
We shall also use the following immediate observation.
Observation 4.2. Let u and v be maps from S to Rmax and let α ∈ R. If
u ≤ αv and v is tight, then u is tight. 
Let A ∈ RS×Smax . We say that a vetor u = (uj)j∈S ∈ R
S
max, or a map u : j 7→ uj
from S to Rmax is A-tight if, for all i ∈ S, the map j 7→ Aijuj, from S to Rmax, is
tight.
Definition 4.3 (Property (T)). We say that a matrix A has Property (T) if
all the olumns of A∗ are A∗-tight.
The following observation shows that this assumption is symmetri between
rows and olumns.
Observation 4.4. A matrix A has Property (T) if and only if, for all i, j ∈ S,
the map k 7→ A∗ikA∗kj , from S to Rmax, is tight. 
Proposition 4.5. If a matrix A has Property (T), then all the entries of A∗
belong to Rmax, and ρ(A) ≤ 1.
Proof. For all i, j ∈ S, A∗ij is equal to the supremum of A∗ikA∗kj over k ∈ S.
By Observation 4.4, Lemma 4.1 and the denition of a tight map, this supremum is
attained and must neessarily belong to Rmax. As already observed before Propo-
sition 2.2, this implies that ρ(A) ≤ 1. 
Lemma 4.6. Assume that A is irreduible. Then, the following three statements
are equivalent:
- A has Property (T);
- for some j ∈ S, the olumn A∗·j is A∗-tight;
- for some i, j ∈ S, the map k 7→ A∗ikA∗kj , from S to Rmax, is tight.
If these statements are true, then S is denumerable.
Proof. Let i, j, i′, j′ ∈ S. Sine A is irreduible, both A∗ii′ and A∗j′j are stritly
greater than 0. For all k ∈ S, we have A∗ikA∗kj ≥ A∗ii′A∗i′kA∗kj′A∗j′j , and hene,
A∗i′kA
∗
kj′ ≤ (A∗ii′A∗j′j)−1A∗ikA∗kj . Using Observation 4.2, we dedue that the map
k 7→ A∗i′kA∗kj′ is tight whenever the map k 7→ A∗ikA∗kj is tight. The required
equivalenes now follow from Observation 4.4.
Fix i ∈ S and, for eah n ∈ N, let J−n := {k ∈ S | A∗ikA∗ki ≥ −n}. Sine A
is irreduible, A∗ikA
∗
ki > 0 for all k ∈ S, and so S =
⋃
n∈N J−n. If A has Property
(T), then all the sets J−n are nite, in whih ase, S will be denumerable. 
Lemma 4.7. Let i, j ∈ S and β > 0, and let J := {k ∈ S | A∗ikA∗kj ≥ β}. Then,
Anij ≤ β ⊕ (AJJ )nij for all n ≥ 0 .
Proof. Let p := (i0 = i, . . . , in = j) be a path from i to j of length n. If all
the nodes of p are ontained in J , then |p|A ≤ (AJJ )nij . If not, then one of the nodes
iq, with 0 ≤ q ≤ n, is in S \J , in whih ase |p|A ≤ Aqi,iqAn−qiq,j ≤ A∗i,iqA∗iq ,j < β. 
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Proposition 4.8. Assume that A has Property (T). Let i, j ∈ S and n ∈ N be
suh that Anij 6= 0. Then, there exists a path p := (i0 = i, i1, . . . , in = j) of length n
from i to j suh that
Anij = |p|A := Ai0i1 · · ·Ain−1in .
Moreover, if A+ij 6= 0, then there exists an elementary path p of nonzero length from
i to j suh that A+ij = |p|A.
Proof. Fix i, j ∈ S and n ∈ N. Choose β < Anij and denote J := {k ∈ S |
A∗ikA
∗
kj ≥ β}. Then, i, j ∈ J and, by Property (T), J is a nite set. By Lemma 4.7,
Anij ≤ β ⊕ (AJJ )nij . But, Anij > β and Anij ≥ (AJJ )nij , so Anij = (AJJ )nij . Now, there
are only a nite number of paths of length n from i to j that are ontained entirely
within J . Hene, the supremum of |p|A over the set of these paths is attained by
some path p, and for this path (AJJ )
n
ij = |p|A.
Choose now β′ < A+ij and let J := {k ∈ S | A∗ikA∗kj ≥ β′}. Again, i, j ∈ J
and J is nite. Applying Lemma 4.7 and taking the max-plus sum over n ≥ 1, we
obtain that A+ij ≤ β′ ⊕ (AJJ )+ij . This implies that A+ij = (AJJ )+ij . Now, any path p
from i to j an be deomposed into a disjoint union of an elementary path p0 from
i to j and elementary iruits. Sine, by Proposition 4.5, ρ(A) ≤ 1, we have that
|p|A ≤ |p0|A. Hene (AJJ )+ij is the supremum of |p|A over all elementary paths p of
length |p| ≥ 1 from i to j in J . But sine J is nite, there are only nitely many
suh paths and so the supremum is attained. 
Theorem 4.9. Assume that A˜ has Property (T). Then N c(A) = N r(A) and
the ritial lasses oinide with the reurrene lasses. Furthermore, the ritial
graph Gc(A) oinides with the graph Gr(A) having set of nodes N r(A) and an ar
(i, j) whenever A˜ijA˜
+
ji = 1.
Proof. We may assume that ρ(A) = 1, so that A˜ = A. Let us rst prove
that N r(A) = N c(A). Reall that eah ritial node is reurrent, that is N c(A) ⊂
N r(A). To prove the reverse inlusion, suppose i ∈ S is reurrent, in whih ase
A+ii = 1. By the seond part of Proposition 4.8, there exists an elementary iruit
ontaining i with weight 1. But ρ(A) = 1, and so i is ritial.
Let i and j be nodes in the same reurrene lass, so that A+ijA
+
ji = 1. Applying
Proposition 4.8 again, we see that there exists an elementary path p from i to j
suh that A+ij = |p|A and an elementary path p′ from j to i suh that A+ji = |p′|A.
Conatenating these two paths, we obtain a ritial iruit passing through both i
and j. Hene, i and j are in the same ritial lass. This shows that eah reurrene
lass is ontained within a ritial lass. Sine the onverse inlusion is trivial, the
reurrene and ritial lasses must oinide.
Now, let (i, j) be an ar of Gr(A), so that AijA
+
ji = 1. Again, by Proposition 4.8
there exists an elementary path p from j to i suh that A+ji = |p|A. Conatenating
this path with the ar (i, j), we obtain a ritial iruit ontaining (i, j). Hene this
ar is an ar of Gc(A). The onverse, that eah ar of the ritial graph Gc(A) is
an ar of Gr(A), is trivial. 
None of the matries in the three examples 3.23.4 have Property (T). Never-
theless, the onlusion of Theorem 4.9 is true for Example 3.3.
Example 4.10. Let S := N and take Ai,i+1 := 0 for all i ∈ N, A00 := 0,
Ai,i−1 := −1 for all i ∈ N \ {0}, and Aij := −∞ elsewhere. The graph of A is
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0
−1 −1 −1
0 00 0
−1
Obviously, A is irreduible and ρ(A) = 1. Calulating, we nd that A+ij takes the
value j − i when i > j, the value −1 when i = j 6= 0, and the value 0 otherwise.
So, A has Property (T). We observe that A has a single ritial lass {0}, whih of
ourse is also the only reurrene lass.
Example 4.11. Let S := N and take Ai,i+1 := 0 for all i ∈ N, Ai,i−1 := −1/i
for all i ∈ N \ {0}, and Aij := −∞ elsewhere. The graph of A is
00 0 0
−1 −1/2 −1/3 −1/4
Again, A is irreduible and ρ(A) = 1. This time A+ij = −
∑i
k=j+1 1/k when i > j,
A+ij = −1/(i + 1) when i = j, and A+ij = 0 otherwise. So this A also satises
Property (T). However, now there are no ritial lasses and no reurrene lasses.
5. Eigenvetors assoiated to reurrent nodes
The following proposition extends a well known result in the nite dimensional
ase.
Proposition 5.1 (Reurrent olumns of A˜∗ are eigenvetors). Let λ ∈ R be
suh that λ ≥ ρ(A). Then, the vetor u := (Aλ)∗·i satises λu = Au if and only if
i is a reurrent node and λ = ρ(A). In partiular, if ρ(A) ∈ R and there are only
nitely many paths between any two distint nodes of the multigraph of strongly
onneted omponents of A, then A˜∗·i is a ρ(A)-eigenvetor of A if and only if i is
reurrent.
Proof. We have A(Aλ)
∗ = λ(Aλ)
+
. Observe that (Aλ)
∗
and (Aλ)
+
oinide,
exept perhaps on the diagonal, where (Aλ)
∗
ii = 1 ⊕ (Aλ)+ii . But if i is reurrent
and λ = ρ(A), then (Aλ)
+
ii = A˜
+
ii = 1, and so the ith olumns of (Aλ)
∗ = A˜∗ and
(Aλ)
+ = A˜+ oinide. In this ase,
A(Aλ)
∗
·i = ρ(A)A˜
+
·i = ρ(A)A˜
∗
·i = ρ(A)(Aλ)
∗
·i .
Conversely, if A(Aλ)
∗
·i = λ(Aλ)
∗
·i, then
(Aλ)
+
ii = (Aλ(Aλ)
∗
·i)i = (Aλ)
∗
ii = 1 .
This implies that λ = ρ(A) and i is reurrent.
We now assume that there are only nitely many paths between any two distint
nodes of the multigraph of strongly onneted omponents ofA. The only additional
thing to prove in this ase is that u := A˜∗·i ∈ RSmax\{0}. But this follows by applying
Proposition 2.2 to A˜. 
The following observation shows that eigenvetors orresponding to nodes in
the same reurrene lass are proportional.
Proposition 5.2. If i and j belong to the same reurrene lass, then
A˜∗·i = A˜
∗
·jA˜
∗
ji .
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Proof. For i and j belonging to the same reurrene lass, we have A˜+ijA˜
+
ji = 1,
and thus A˜∗ijA˜
∗
ji = 1. Using this and the fat that (A˜
∗)2 = A˜∗, we see that
A˜∗ki ≥ A˜∗kjA˜∗ji ≥ A˜∗kiA˜∗ijA˜∗ji = A˜∗ki
for all k ∈ S. Therefore A˜∗ki = A˜∗kjA˜∗ji for all k ∈ S. 
Example 5.3. Let S := N, p, q ∈ Rmax and take Ai,i+1 := p for i ∈ N,
Ai,i−1 := q for i ∈ N \ {0}, and Aij := 0 elsewhere. Consider rst the ase when
neither p nor q are equal to 0. Then, the graph of A is:
p
q q q q
p p p
We have ρ(A) =
√
pq, that is ρ(A) = (p+ q)/2 in the usual algebra notation. Sine
A is irreduible, any eigenvetor of A has full support. Lemma 2.1 tells us that
any eigenvalue λ must be greater than or equal to ρ(A). Sine N is a ritial lass,
therefore neessarily a reurrene lass, Proposition 5.1 shows that every olumn of
A˜∗ is an eigenvetor of A with eigenvalue ρ(A) and Proposition 5.2 shows that they
are all proportional. We readily hek that for any λ ≥ ρ(A), the vetor u ∈ RS
dened by uk := (λ/p)
k
(that is, uk := k(λ−p) in the usual algebra notation) is an
eigenvetor with eigenvalue λ. So the spetrum of A, that is, the set of eigenvalues
of A, is [ρ(A),+∞).
Now onsider the ase when pq = 0. This time ρ(A) = 0 and A is not irre-
duible. When p 6= 0 and q = 0, the vetors given by uk := (λ/p)k; k ∈ N are still
eigenvetors, and so the spetrum of A is [0,+∞). When p = 0 and q 6= 0, the
spetrum of A is {0}.
Sine transposing A orresponds to exhanging p and q, we dedue that A and
its transpose have the same spetrum when p 6= 0 and q 6= 0.
Example 5.4. We now give an example to show that the spetrum of an
irreduible matrix may dier from that of its transpose.
Consider S = N and the matrix
A =


α0 β β . . .
β α1 β . . .
0 β α2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


.
We assume that 0 < β < 1, that 0 < αi < 1 for all i ∈ N, and that limi→∞ αi = 1.
Under these assumptions, ρ(A) = 1, A is irreduible, and the entries of A˜∗ = A∗
are nite. Observe that the maximal iruit mean ρ(A) is obtained by taking a
loop at node i and letting i tend to +∞. There are no ritial nodes nor reurrent
nodes.
We laim that the spetrum of A is empty. Indeed, suppose u is an eigenvetor
with eigenvalue λ. Then, u has full support sine A is irreduible, and Lemma 2.1
gives that λ ≥ ρ(A) = 1. Setting µ = λ−1β and γk = λ−1αk, we rewrite the
spetral equation Au = λu as ui = γiui ⊕ µ(
⊕
j∈N,j 6=i,j≥i−1 uj). Sine γi < 1, we
see that
(3) ui = µ(
⊕
j∈N,j 6=i,j≥i−1
uj) .
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Taking the sum of these equalities over i ∈ N, and setting M :=⊕j∈N uj , we get
that M = µM . Sine µ < 1, this implies that either M = 0 or M = +∞. The ase
whereM = 0 an be eliminated, sine u has at least one entry dierent from 0. The
ase where M = +∞ an also be eliminated sine Equation (3) yields u0 ≥ µM . It
follows that the spetrum of A is empty.
The transpose of A, on the other hand, has a non-empty spetrum: any λ ≥ 1
is an eigenvalue and the orresponding eigenvetor is (µ0, µ−1, µ−2, . . .).
We onlude this setion with two more properties of super-eigenvetors. The
nite dimensional versions of these were instrumental in [ABG98, CTGG99℄.
Proposition 5.5. If ρ(A) ∈ R and v, w ∈ RSmax are super-eigenvetors of A
assoiated to the value ρ(A), then the restritions of v and w to any reurrene
lass of A are proportional.
Proof. Let v be a super-eigenvetor of A assoiated to ρ(A). Then A˜v ≤ v,
and so A˜∗v ≤ v. Fix a reurrene lass C of A. For all i, j ∈ C, we have vi ≥
A˜∗ijvj ≥ A˜∗ijA˜∗jivi = vi, hene vi = A˜∗ijvj . Therefore, the restrition of v to C
is proportional to the restrition of A˜∗.j to C. Hene the restrition of any two
super-eigenvetors v and w to C are proportional. 
The probabilisti analogue of the next result is related to the minimum prini-
ple, as explained in [AG03, Lemma 2.9 and Th. 3.4℄, in a slightly dierent ontext.
Lemma 5.6. If ρ(A) ∈ Rmax, Au ≤ ρ(A)u and u ∈ RSmax, then (Au)i = ρ(A)ui
for eah reurrent node i.
Proof. Assume that (Au)i < ρ(A)ui for some i ∈ S. Then, ρ(A) ∈ R, ui 6= 0,
and (Au)i ≤ αρ(A)ui for some α < 1. For all iruits (i1, . . . , ik) in G(A) starting
at i1 = i, we have
A˜i1i2ui2 ≤ αui1 , A˜i2i3ui3 ≤ ui2 , . . . , A˜iki1ui1 ≤ uik .
It follows that ui2 , . . . , uik are also dierent from 0. Combining the inequalities, we
get that A˜i1i2 · · · A˜iki1 ≤ α. Sine this holds for all sequenes (i1, . . . , ik) suh that
i1 = i, we get that A˜
+
ii ≤ α < 1, and so i is not reurrent. 
6. Representation of tight eigenvetors
We show here that, when looking for A˜∗-tight eigenvetors, the situation is
similar to the ase when S is nite. In partiular, the eigenspae an be desribed
in terms of the ritial graph.
Theorem 6.1. Let λ ∈ R be suh that λ ≥ ρ(A). If u ∈ RSmax \ {0} is a
(Aλ)
∗
-tight λ-eigenvetor, then λ = ρ(A), the set N c(A) of ritial nodes of A is
non-empty, and
u =
⊕
j∈Nc(A)
A˜∗·juj .(4)
Proof. We shall assume, without loss of generality, that λ = 1, in whih ase
Aλ = A. Let u be a 1-eigenvetor. Then, u = Au and so u = A
∗u. It follows that
ui ≥
⊕
j∈Nc(A)
A∗ijuj for all i ∈ S .
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We now show the opposite inequality when u is A∗-tight. If ui = 0, this is trivial
and so we assume the opposite. Sine u is A∗-tight, it is also A-tight. Therefore, by
Lemma 4.1, for eah j ∈ S, there is some k ∈ S suh that uj = Ajkuk. This allows
us to onstrut a sequene {ik}k≥1 ⊂ S suh that i1 = i and uik = Aikik+1uik+1 for
all k ≥ 1. For this sequene,
uiℓ = Aiℓiℓ+1 · · ·Aik−1ikuik for all 1 ≤ ℓ ≤ k .(5)
Suppose that all the ik are distint. Then, the A
∗
-tightness of u implies that, for
eah α ∈ R, the set J := {j ∈ S | A∗ijuj ≥ α} is nite. Now, some ik must be in
S \ J . So, we may ombine this property with (5) to get
ui ≤ A∗iikuik ≤ α .
This holds for all α ∈ R, and so ui = 0, whih ontradits a previous assumption.
This shows that the ik an not be all distint, in other words that ik+c = ik for some
k, c ≥ 1. From (5) with ℓ = 1, we dedue that uik 6= 0. Using this and Equation (5)
again, we get that Aikik+1 · · ·Aik+c−1ik = 1. This shows that ρ(A) ≥ 1, and sine we
have assumed that ρ(A) ≤ λ = 1, we obtain that ρ(A) = 1. Moreover, ik ∈ N c(A).
Using (5) again with ℓ = 1, we get
ui ≤ A∗iikuik ≤
⊕
j∈Nc(A)
A∗ijuj . 
Corollary 6.2. If there exists an A˜∗-tight ρ(A)-eigenvetor, then there exists
an A˜∗-tight ritial olumn, that is, a olumn A˜∗·j , with j ∈ N c(A).
Proof. Let u be an A˜∗-tight eigenvetor. By Theorem 6.1, we an nd j ∈
N c(A) suh that uj 6= 0. Then A˜∗·j ≤ (uj)−1u and so, by Observation 4.2, A˜∗·j is
neessarily A˜∗-tight. 
Corollary 6.3. If A is irreduible and there exists an A˜∗-tight ρ(A)-
eigenvetor, then A˜ has Property (T).
Proof. We apply Lemma 4.6. 
The set T of A˜∗-tight vetors u suh that Au = ρ(A)u is a subsemimodule of
R
S
max, meaning that T is stable under nite max-plus linear ombinations. It has
the following additional property: the least upper bound in R
S
max of any family of
elements of T that is bounded above by an element of T belongs to T . Subsets of
R
S
max with the two properties above are said to be boundedly omplete subsemimod-
ules of R
S
max. See [LMS01, LMS02, CGQ04℄ for general denitions onerning
semimodules over idempotent semirings.
Given a semimodule V over Rmax, one is naturally interested in representing
the elements of V in terms of generators. We say that ξ ∈ V \ {0} is an extremal
generator of V if ξ = u⊕ v with u, v ∈ V implies that either ξ = u or ξ = v. This
onept has, of ourse, an analogue in the usual algebra, where extremal generators
are dened for ones. Max-plus extremal generators are also alled join irreduible
elements in the lattie literature. When V is a boundedly omplete subsemimodule
of R
S
max, we shall say that V is spanned by a family {ξk}k∈K ⊂ V if any element
v of V an be expressed as a (possibly innite) max-plus linear ombination of the
ξk, in other words, has a representation v =
⊕
k∈K νkξ
k
, where νk ∈ Rmax for eah
k ∈ K. We say that a spanning family of V is minimal if it does not inlude any
smaller spanning family of V .
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Proposition 6.4. Let V be a boundedly omplete subsemimodule of RSmax, and
let {ξk}k∈K be a minimal spanning family of V . Then, ξk is an extremal generator
of V for all k ∈ K.
Proof. Assume that {ξk}k∈K is a spanning family of V , but not neessarily
minimal, and suppose it ontains an element ξℓ that is not an extremal generator
of V . We may write ξℓ = u ⊕ v with both u and v in V dierent from ξℓ. Sine
{ξk}k∈K is a spanning family of V , there exist µ = (µk)k∈K ∈ RKmax and ν =
(νk)k∈K ∈ RKmax suh that u =
⊕
k∈K µkξ
k
and v =
⊕
k∈K νkξ
k
. This implies for
instane that ξℓ ≥ u ≥ µℓξℓ. Hene µℓξℓi ≤ ξℓi for all i ∈ S, and sine ξℓ is dierent
from 0, we dedue that µℓ ≤ 1. If µℓ was equal to 1, we would have ξℓ = u, a
ontradition. Therefore, µℓ < 1, and similarly νℓ < 1, hene µℓ ⊕ νℓ < 1. Sine
ξℓ = u ⊕ v = ⊕k∈K(µk ⊕ νk)ξk, and for all i ∈ K, the maximum of (µk ⊕ νk)ξki
over k ∈ K annot be attained at k = l unless ξℓi = 0, we have the representation
ξℓ =
⊕
k∈K\{ℓ}
(µk ⊕ νk)ξk .
Sine ξℓ an be expressed as a max-plus linear ombination of (ξk)k∈K\{ℓ}, this
family must also be a spanning family of V . Thus the spanning family {ξk}k∈K is
non-minimal. 
The following orollary of Theorem 6.1 extends a basi result of nite dimen-
sional max-plus spetral theory [GM77, CG79, CDQV83℄ (see also [BCOQ92,
Th. 3.100℄).
Theorem 6.5. Assume that A˜ has Property (T). Let T be the semimodule of
A˜∗-tight vetors u ∈ RSmax satisfying Au = ρ(A)u. Then, the extremal generators
of T are preisely the vetors of the form αA˜∗·j , where α ∈ R and j is a ritial
node. Moreover, we may obtain a minimal spanning family of T by taking exatly
one olumn A˜∗·j from eah ritial lass of A.
Proof. Again we an assume, without loss of generality, that ρ(A) = 1, and
so A˜ = A. By Theorem 4.9, N c(A) = N r(A). If there are no ritial nodes, then
by Theorem 6.1, T = {0}, whih is spanned by the empty set. So we shall assume
that N c(A) 6= ∅. Denote by J some subset of N c(A) obtained by taking exatly
one element from eah ritial lass of A. Any A∗·j with j ∈ J is a ρ(A)-eigenvetor
by Proposition 5.1, and is A∗-tight sine A has Property (T). Thus A∗·j ∈ T for all
j ∈ J .
By Proposition 5.2, all the A∗·j with j in the same ritial lass are proportional.
So, the representation of u ∈ T given by Theorem 6.1 an be redued to u =⊕
j∈J A
∗
·jνj , where νj ∈ Rmax for all j ∈ J . We may rule out that νj = +∞ for any
j ∈ J sine this would lead to u having a omponent +∞ (by uj ≥ A∗jjνj = νj)
whih is impossible sine T ⊂ RSmax. This shows that T is spanned by the family
(A∗·j)j∈J .
We now show that this family is minimal. Suppose, for some i ∈ J , A∗·i =⊕
j∈J\{i} νjA
∗
·j . Then, A
∗
ji ≥ νjA∗jj = νj for all j ∈ J \ {i}. So the vetor ν is
A∗-tight, if we dene νk := 0 for all k 6∈ J \ {i}. Hene, by Lemma 4.1, for all
k ∈ S, the supremum in A∗ki =
⊕
j∈J\{i} νjA
∗
kj is attained by some j ∈ J \{i}, that
is A∗ki = νjA
∗
kj . Applying this to k = i, we get 1 = A
∗
ii = νjA
∗
ij . Sine νj ≤ A∗ji,
we obtain 1 ≤ A∗jiA∗ij ≤ 1. Hene, i and j are in the same reurrene lass, and
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so by Theorem 4.9, they are in the same ritial lass, a ontradition. The seond
statement of the theorem follows.
We dedue from the seond statement of the theorem and from Proposition 6.4
that any vetor proportional to some A∗·j , where j is ritial, is an extremal genera-
tor of T . It remains to hek that all the extremal generators of T are obtained in
this way. So, suppose there existed an extremal generator u of T whih was not pro-
portional to any of these A∗·j . For any k ∈ N c(A), we may write the representation
given in Theorem 6.1 in the form u = ukA
∗
·k ⊕ v, where v =
⊕
j∈Nc(A)\{k} ujA
∗
·j .
Sine u is extremal and not proportional to A∗·k, we must have u = v. More gener-
ally, we may write
u =
⊕
j∈Nc(A)\K
ujA
∗
·j ,(6)
for any nite subset K of N c(A). Consider now any i ∈ S and β ∈ R, and let
K := {j ∈ N c(A) | A∗ijuj ≥ β}. Sine u is A∗-tight, the set K is nite, and we
dedue from (6) that ui ≤ β. Sine this holds for all i ∈ S and β ∈ R, it follows
that u = 0, whih ontradits the assumption that it is an extremal generator of
T . 
We shall see in Setion 8 that if A˜ does not have Property (T), then the set
of ρ(A)-eigenvetors of A may or may not be spanned by the ritial olumns of
A˜∗. We shall also see that, even when A˜ has Property (T), there may exist ρ(A)-
eigenvetors that annot be represented in the form (4). These, of ourse, are not
A˜∗-tight.
7. Cyliity theorem
In this setion, we investigate the powers of matries having Property (T). Our
rst result is a max-plus analogue of the fat that the powers of a transient Markov
matrix onverge to zero.
Theorem 7.1. Assume A has Property (T), and that either ρ(A) < 1 or
N c(A) = ∅. Then, for all i, j ∈ S,
lim
n→∞
Anij = 0 .
Proof. Let us x i, j ∈ S and β > 0, and let J := {k ∈ S | A∗ikA∗kj ≥ β}.
Sine A has Property (T), J is a nite set. By Proposition 4.5, ρ(A) ≤ 1. Sine
either ρ(A) < 1 or N c(A) is empty, all iruits have a weight stritly less than 1.
Sine J is nite, we onlude that ρ(AJJ ) < 1. This implies that (AJJ )
n
ij onverges
to 0 as n→∞. Indeed, for any matrix B ∈ Rd×dmax either ρ(B) = 0, and then Bn = 0
for all n ≥ d (beause any path of length at least d in the graph of B must ontain
a iruit), or 0 < ρ(B), and then, B˜∗ exists and is nite, and Bn ≤ ρ(B)nB˜∗ for
all n ≥ 0. Taking B = AJJ , we use Lemma 4.7 to dedue that Anij ≤ β for n large
enough, and the result follows sine β is arbitrary. 
Remark 7.2. The onvergene of Anij to 0 may be arbitrary slow. For instane
the matrix A of Example 4.11 satises the assumptions of Theorem 7.1, and A2n00 =
−∑nk=1 1k ∼ − logn, whih goes to 0 in a sublinear way.
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Definition 7.3 (Cyliity). The yliity γ(G) of a strongly onneted (pos-
sibly innite) graph G is dened to be the gcd of the lengths of its iruits. The
yliity of a non strongly onneted graph is dened to be the lm of the yliities
of its strongly onneted omponents.
For a matrix A ∈ RS×Smax , we denote by γ(A) the yliity of its graph G(A) and
by σ(A) the yliity of its ritial graph Gc(A).
Note that γ(G) may be innite when G has an innite number of strongly
onneted omponents. If there are no strongly onneted omponents, then γ(G)
is equal to 1 (by onvention, the lm of an empty set is 1). We write a ≡ b [c] when
a− b is a multiple of c.
Theorem 7.4 (Cyliity theorem). Assume that A is irreduible, that A˜ has
Property (T), and that N c(A) 6= ∅. Then, for all i, j ∈ S, there exist σij ∈ N \ {0}
and nij ∈ N suh that,
(7) A
n+σij
ij = ρ(A)
σijAnij for n ≥ nij ,
and we have the following expliit formula
(8) A˜nij =
⊕
k∈Nc(A)
(A˜q(A˜σij )∗)ik(A˜
q′ (A˜σij )∗)kj , for n ≥ nij ,
where q, q′ are arbitrary numbers in {0, . . . , σij − 1} suh that q + q′ ≡ n [σij ].
Furthermore, when σ(A) is nite, the integer σij an be hosen so that it divides
σ(A).
The speial ase of this result when the state spae S is nite was established
in [CDQV83℄. The book [BCOQ92℄ ontains (Theorems 3.112 and 3.109) a par-
tial aount of the results of that paper and is perhaps more easily available.
The integers nij are sometimes alled oupling times. As we disuss in Re-
mark 7.14 below, our proof of Theorem 7.4 yields expliit estimates of the oupling
times, and of the integers σij . It also shows that every long optimal path must pass
through a ritial node. In fat, the following theorem shows that optimal paths
stay most of the time in the ritial graph.
Theorem 7.5 (Turnpike theorem). Make the same assumptions as in Theo-
rem 7.4. Then, for all i, j ∈ S, there exists mij ∈ N having the following property:
any path from i to j having maximal weight amongst all paths with the same ends
and length, has at most mij non-ritial nodes.
The name turnpike theorem refers to a general lass of results in dynami
programming, see for instane [KM97, Setion 2.4℄.
To prove the yliity and turnpike theorems, we need a series of auxiliary
results.
Lemma 7.6. Assume that ρ(A) = 1. Let i, j ∈ S and β > 0, and write
J := {k ∈ S | A∗ikA∗kj ≥ β}. If k ∈ J ∩ N r(A), then the reurrene lass of k
is inluded in J . In partiular, if k ∈ J ∩ N c(A), then the ritial lass of k is
inluded in J .
Proof. Let C be a reurrene lass of A, and k ∈ J ∩ C. Then, A∗kℓA∗ℓk = 1
for all ℓ ∈ C. Hene,
A∗iℓA
∗
ℓj ≥ A∗ikA∗kℓA∗ℓkA∗kj = A∗ikA∗kj ≥ β
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for all ℓ ∈ C, whih shows that C ⊂ J . This yields the rst assertion of the lemma.
Sine ritial lasses are ontained within reurrene lasses, the last assertion fol-
lows. 
Corollary 7.7. If A˜ has Property (T), then all the ritial lasses of A are
nite.
Proof. Let C be a ritial lass of A. Replae A by A˜ and take i = j = k ∈ C
and β = 1 in Lemma 7.6. Sine i ∈ J , we get that C ⊂ J . By Property (T), J is
nite, hene C is nite. 
We shall need the following standard result of Perron-Frobenius theory.
Lemma 7.8. Let G be a (possibly innite) strongly onneted graph and denote
by γ ∈ N\{0} its yliity. Then, for all nodes i and j of G, there exists νij ∈ N\{0}
suh that:
- all paths p from i to j in G satisfy |p| ≡ νij [γ],
- for all n ≡ νij [γ] suh that n ≥ νij , there exists a path in G from i to j
of length n.
This lemma was proved in [BR91, Lemma 3.4.1 and 3.4.3℄ when G is nite, but
the proof there also works when G is innite. Similar results were given in [KSK66,
Ch. 6, 3℄ in the ontext of denumerable Markov hains.
For any nodes i and j of a graph G, the least νij satisfying the assertions of
Lemma 7.8 will be denoted by νij(G). The problem of omputing νij(G) has been
muh studied in Perron-Frobenius theory, where the maximum of νij(G) over all
i, j is sometimes alled the exponent of G. It is known that when γ = 1 and G
is nite, νij(G) ≤ (|G| − 1)2 + 1, where |G| denotes the number of nodes of G;
see [BR91, Th. 3.5.6℄. For an irreduible matrix A, we simply write νij(A) instead
of νij(G(A)).
For any matries A and integers s, q suh that 0 ≤ s < q, we dene τs,qij (A) to
be the length of the shortest path p from i to j satisfying |p| ≡ s [q] and |p|A =
(As(Aq)∗)ij . By onvention, τ
s,q
ij (A) = +∞when no suh path exists. The following
lemma gives a suient ondition for the existene of suh a path.
Lemma 7.9. Assume that A has Property (T). Then, for all i, j ∈ S and 0 ≤
s < q suh that (As(Aq)∗)ij 6= 0, there is a path p from i to j suh that |p| ≡ s [q]
and |p|A = (As(Aq)∗)ij .
Proof. Consider the vetor v suh that vk = A
s
ik(A
q)∗kj . Sine vk ≤ A∗ikA∗kj ,
Observations 4.2 and 4.4 show that v is tight. By Lemma 4.1, (As(Aq)∗)ij =
Asik(A
q)∗kj for some k ∈ S. By Proposition 4.8, Asik = |p|A for some path p from i
to k in the graph of A. Now (Aq)∗ ≤ A∗, and so Aq also has Property (T). Using
Proposition 4.8 again, we get that (Aq)∗kj = |p′|Aq for some some path p′ from k to
j in the graph of Aq. Using Proposition 4.8 a third time, |p′|Aq = |p′′|A for some
path p′′ from k to j in the graph of A whose length is a multiple of q. The result
follows. 
When G(A) is nite, we have the following expliit bound: τs,qij (A) ≤ s +
q(|G(A)| − 1), provided that (As(Aq)∗)ij ∈ R.
For eah ritial node k of A, we denote by σ(k) the yliity of the strongly
onneted omponent of k in Gc(A). Observe that σ(k) divides σ(A) and, if A is
irreduible, is a multiple of γ(A).
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The following tehnial lemma provides a lower bound on the ultimate values
of Anij as n tends to innity. It will follow that any suiently long optimal path
must remain within the nite set J dened in the lemma. This will allow us to
ontrol the asymptoti behavior of Anij in essentially the same maner as in the nite
dimensional ase.
Lemma 7.10. Let A be as in Theorem 7.4, and assume furthermore that ρ(A) =
1. Let γ := γ(A) be the yliity of G(A). Let i, j ∈ S and t ∈ {0, . . . , γ − 1} be
suh that t ≡ νij(A) [γ]. Then, we an nd at least one ritial node ℓ suh that
βℓij := min
1≤u≤σ(ℓ)/γ
(At+uγ(Aσ(ℓ))∗)iℓ(A
σ(ℓ))∗ℓj 6= 0 .
Choose suh an ℓ arbitrarily, take any number 0 < βij ≤ βℓij , dene J := {k ∈ S |
A∗ikA
∗
kj ≥ βij}, σij := lm {σ(k) | k ∈ N c(A)∩J}, and, for eah r ∈ {0, . . . , σij−1},
dene
(9) Qrij :=
⊕
k∈Nc(A)
⊕
s,s′∈{0,...,σij−1}
s+s′≡r [σij ]
(As(Aσij )∗)ik(A
s′ (Aσij )∗)kj .
Then,
Qrij ≥ βij when r ≡ νij(A) [γ], and Qrij = 0 otherwise.(10)
Proof. Take any ritial node k. Sine A is irreduible, there exists a path p1
from k to j in G(A). Let m ∈ {0, . . . , σ(k) − 1} be suh that m + |p1| ≡ 0 [σ(k)].
Let c be a ritial iruit passing through k. Then, |c| ≥ 1 and by denition, σ(k)
divides |c|. Moreover, there exists ℓ in the same strongly onneted omponent as
k in N c(A), suh that c an be written as the onatenation of a path p2 from
k to ℓ of length |c| − m and a path p3 from ℓ to k of length m. Hene, p3p1 is
a path from ℓ to j of length m + |p1| ≡ 0 [σ(k)]. Sine σ(ℓ) = σ(k), this implies
that (Aσ(ℓ))∗ℓj 6= 0. By Lemma 7.8, for all n ≥ νiℓ(A) suh that n ≡ νiℓ(A) [γ],
Aniℓ 6= 0. Hene, if t′ ≡ νiℓ(A) [γ], min1≤u≤σ(ℓ)/γ(At
′+uγ(Aσ(ℓ))∗)iℓ(A
σ(ℓ))∗ℓj 6= 0
(sine γ divides σ(ℓ)). Then, neessarily t′ ≡ νij(A) [γ] (otherwise the above term
is 0), whih shows that βℓij 6= 0.
Sine A has Property (T), the set J is nite. By Lemma 7.6, J ontains any
ritial lass that it intersets. Sine the ritial node ℓ belongs to J , we onlude
that ρ(AJJ ) = 1 and N
c(A) ∩ J = N c(AJJ ). Therefore σij = σ(AJJ ). Moreover,
γ divides σij .
Fix r ∈ {0, . . . , σij − 1}. By denition, Qrij is the supremum of all the weights
|p|A of paths p from i to j of length |p| ≡ r [σij ] that pass through N c(A). In
partiular, Qrij = 0 for all r 6≡ νij(A) [γ]. Assume now that r ≡ νij(A) [γ]. Sine
ℓ ∈ N c(A) ∩ J , σ(ℓ) divides σij , and we an hoose u ∈ {1, . . . , σ(ℓ)/γ} suh that
t+uγ ≡ r [σ(ℓ)]. Therefore βij ≤ (At+uγ(Aσ(ℓ))∗)iℓ(Aσ(ℓ))∗ℓj . By Lemma 7.9, we an
nd a path p from i to ℓ with |p| ≡ t+uγ [σ(ℓ)], suh that (At+uγ(Aσ(ℓ))∗)iℓ = |p|A,
and we an nd a path p′ from ℓ to j, with |p′| ≡ 0 [σ(ℓ)], suh that (Aσ(ℓ))∗ℓj = |p′|A.
Then, βij ≤ |p|A|p′|A. By Lemma 7.8, for any multiple n of σ(ℓ) that is large
enough, there exists a path p′′ in Gc(A) from ℓ to ℓ of length n. The weight |p′′|A of
this path is 0. Sine σ(ℓ) divides σij , we an hoose n suh that |p|+n+|p′| ≡ r [σij ].
Conatenating p, p′′ and p′ we get a path p′′′ from i to j of length |p′′′| ≡ r [σij ]
passing through N c(A). Thus βij ≤ |p|A|p′′|A|p′|A = |p′′′|A ≤ Qrij . 
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Lemma 7.11. Let A, γ, i, j, βij , J , σij , r, and Q
r
ij be as in Lemma 7.10.
Denote J ′ := J \N c(A) and B := AJ′J′ , and dene
µrij :=


0 if either i 6∈ J ′ or j 6∈ J ′ ,
|J ′| if ρ(B) = 0 and i, j ∈ J ′ ,
min{m ∈ N | ρ(B)mB˜∗ij ≤ Qrij} otherwise.
(11)
Denote by N rij the set of triples (k, s, s
′) whih attain the maximum in (9), and
dene
(12) νrij := min
(k,s,s′)∈Nrij
τ
s,σij
ik (A) + σijνkk(G
c(Aσij )) + τ
s′,σij
kj (A) .
Then Anij = Q
r
ij for all n ≥ nrij suh that n ≡ r [σij ], where nrij := max(µrij , νrij).
Proof. If r 6≡ νij(A) [γ], then, by Lemma 7.8 and Equation (10), Qrij = Anij =
0 for all n ≡ r [σij ]. So we assume that r ≡ νij(A) [γ].
Let us rst show that Anij ≤ Qrij for all n ≡ r [σij ] suh that n ≥ µrij . We saw
in the proof of Lemma 7.10 that ρ(AJJ ) = 1 and N
c(A) ∩ J = N c(AJJ ). Hene
ρ(B) < 1. Let n ≡ r [σij ]. By Lemma 4.8, there exists a path p from i to j of
length n suh that Anij = |p|A. If p intersets N c(A), then, by denition of Qrij ,
|p|A ≤ Qrij . If p intersets S \J , then, by denition of J , |p|A < βij . But βij ≤ Qrij ,
by Lemma 7.10, and therefore, |p|A ≤ Qrij . Otherwise, p is inluded in J ′, whih
implies that i, j ∈ J ′ and |p|A ≤ Bnij . This shows that for all n ≡ r [σij ],
Anij ≤ Qrij ⊕Bnij if i, j ∈ J ′ and Anij ≤ Qrij otherwise.
SineQrij 6= 0, the integer µrij dened by (11) exists. Applying again the observation
of the proof of Theorem 7.1, we get that Bn = 0 for all n ≥ |J ′|, if ρ(B) = 0, and
Bn ≤ ρ(B)nB˜∗ for all n ≥ 0, if ρ(B) > 0. Hene, by denition of µrij , we have
Anij ≤ Qrij for all n ≥ µrij suh that n ≡ r [σij ].
We now show that the reverse inequality holds for all n ≡ r [σij ] suh that
n ≥ νrij . Sine (As(Aσij )∗)ik(As
′
(Aσij )∗)kj ≤ A∗ikA∗kj , and sine Qrij ≥ βij 6= 0, the
set N rij is inluded in J × {0, . . . , σij − 1}2, and Lemma 4.1 shows that N rij 6= ∅.
This implies that the integer νrij dened by (12) exists. Moreover, ν
r
ij ≡ r [σij ].
Let (k, s, s′) ∈ N rij be a triple attaining the minimum in (12). By Lemma 7.9, we
an nd a path p from i to k of length τ
s,σij
ik (A) suh that (A
s(Aσij )∗)ik = |p|A,
and a path p′ from k to j of length τ
s′,σij
kj (A) suh that (A
s′(Aσij )∗)kj = |p′|A.
Sine σ(k) divides σij , then ρ(A
σij ) = 1, and sine to every path of length nσij
in Gc(A) orresponds a path of length n in Gc(Aσij ), it follows from Lemma 7.8
that the yliity of the strongly onneted omponent of k in Gc(Aσij ) is equal to
1. Applying Lemma 7.8 again, we get that for eah n ≥ νkk(Gc(Aσij )), there is a
path p′′ in Gc(Aσij ) from k to k of length n. To this path orresponds a path p′′′
in Gc(A) of length nσij , with the same ends. We have |p′′′|A = 1. Conatenating
p, p′′′ and p′ we get a path from i to j of length |p| + nσij + |p′| ≡ r [σij ] suh
that Qrij = |p|A|p′′′|A|p′|A ≤ A|p|+nσij+|p
′|
ij . We dedue that for all n ≥ νrij suh
that n ≡ r [σij ], Qrij ≤ Anij . Then, for all n ≥ max(νrij , µrij) suh that n ≡ r [σij ],
Qrij = A
n
ij . 
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Lemma 7.12. Let A, i, j, σij , r, and Q
r
ij be as in Lemma 7.10. For all
q, q′ ∈ {0, . . . , σij − 1} suh that q + q′ ≡ r [σij ], we have
Qrij =
⊕
k∈Nc(A)
(Aq(Aσij )∗)ik(A
q′ (Aσij )∗)kj .(13)
Proof. We denote by Pij the right hand side of (13), and write γ instead
of γ(A), as before. Trivially, Pij ≤ Qrij , hene, by (10), Pij = Qrij = 0 when
r 6≡ νij(A) [γ]. So we assume that r ≡ νij(A) [γ]. Choose (k, s, s′) in the set
N rij dened in the proof of Lemma 7.11. Take also p, p
′, p′′′ as in the same proof,
with |p′′′| = σijνkk(Gc(Aσij )). We have Qrij = |p|A|p′′′|A|p′|A. Moreover, for all
m ∈ {0, . . . , |p′′′|}, and in partiular, for 0 ≤ m < σij , there exists ℓ in N c(A) suh
that p′′′ an be written as the onatenation of a path p1 from k to ℓ of lengthm and
a path p2 from ℓ to k of length |p′′′|−m. The onatenated path pp1 goes from i to
ℓ and has length |p|+m ≡ s+m [σij]. The onatenated path p2p′ goes from ℓ to j
and has length |p′′′|−m+|p′| ≡ −m+s′ [σij ]. Choosem suh that s+m ≡ q [σij ], so
that −m+ s′ ≡ q′ [σij ]. Then, |pp1|A ≤ (Aq(Aσij )∗)iℓ and |p2p′|A ≤ (Aq′(Aσij )∗)ℓj .
This shows that Qrij = |p|A|p′′′|A|p′|A = |pp1|A|p2p′|A ≤ Pij . 
Proof of Theorem 7.4. We an assume without loss of generality that
ρ(A) = 1, so that A˜ = A. We obtain Equation (8) from Lemmas 7.11 and 7.12 by
taking σij as in Lemma 7.10 and
nij := max
0≤r≤σij−1
nrij .
Equation (7) follows immediately. 
Proof of Theorem 7.5. We assume again, without loss of generality, that
ρ(A) = 1, so that A˜ = A. Let n ≥ 1 and let p1 be a path of length n from i to j that
has maximal weight amongst all suh paths, that is, |p1|A = Anij > 0. Let σij and
nij be dened as in Theorem 7.4. Let βij and J be dened as in Lemma 7.10, and,
for r ∈ {0, . . . , σij − 1}, with r ≡ n [σij ], let Qrij be dened as in Lemma 7.10. By
Theorem 7.4, Lemma 7.12 and Lemma 7.10, we have Anij = Q
r
ij ≥ βij if n ≥ nij .
So, all the nodes of p1 must belong to J . For eah path p in J , let ‖p‖ denote
the number of ars of p whose initial node is non-ritial. In partiular, when p
is a iruit, ‖p‖ = 0 if and only if all the nodes of p are ritial. Let ϑ denote
the maximal value of the mean weight |c|1/‖c‖A over all elementary iruits c that
stay within J and ontain at least one non-ritial node. Sine J is nite, ϑ < 1.
We next show that, when n ≥ nij , the number of non-ritial nodes of p1 an be
bounded by a onstant κrij . Write p1 as a disjoint union of an elementary path
p0 from i to j and of elementary iruits c1, . . . , cs. First onsider the ase where
ϑ = 0. Then, all the iruits that stay in J are ritial, and so the number of
non-ritial nodes of p1 is at most equal to the number of nodes of p0, whih is at
most equal to the number of nodes of J , sine p0 is elementary. Thus, in this ase,
we an take κrij := |J |. Suppose now that ϑ 6= 0. Sine the weight of any iruit
ontained in J is at most ϑ‖c‖, we have
Anij = |p1|A ≤ |p0|Aϑ‖c1‖+···+‖cs‖ = |p0|ϑ‖p1‖−‖p0‖ ≤ Cijϑ‖p1‖ ,
where Cij is equal to the maximum of the quantity |p′0|Aϑ−‖p
′
0‖
over all the el-
ementary paths p′0 from i to j that stay in J . Sine the number of non-ritial
nodes of p1 is at most ‖p1‖ + 1, we an take κrij to be the least integer suh that
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Cijϑ
κrij < Qrij . Then, the number of non-ritial nodes of p1 is bounded above by
mij := maxr∈{0,...,σij−1}max(nij , κ
r
ij). 
Remark 7.13. The quantities ϑ and Cij whih appears in the proof of Theo-
rem 7.5 an be omputed by max-plus Shur omplement formulas, see [ABG04,
Setion 4℄.
Remark 7.14. The proof of Theorem 7.4 yields an expliit estimate of the
integers σij and the oupling times nij , appearing in Theorem 7.4. The bound on
the oupling time involves an essentially arithmetial term, νrij (depending on the
onstants νkk), and the maximal iruit mean ρ(B) of a ertain submatrix B of A
(see Lemma 7.11). In the ase when S is nite, the problem of estimating nij has
reeived attention. In this speial ase, the bound of the present paper improves
the bound of [BG01℄, whih uses related ideas. A bound of a dierent nature has
appeared in [HA99℄.
Remark 7.15. The bound of nij depends on the hoie of the ritial node
ℓ in Lemma 7.10. Choosing the ritial node ℓ whih maximizes the quantity βℓij
dened in Lemma 7.10 yields the smallest set J , and therefore, the best onstants
σij and nij . When S is nite, the tehnialities of Lemma 7.10 might be dispensed
with, at the prie of a oarser bound. We may just take βij = 0 and J := S in
Lemma 7.10 and Lemma 7.11 to ompute σij and nij .
Remark 7.16. Example 3.3 shows that Property (T) annot be dispensed with
in Theorem 7.1. In this example, ρ(A) = 1 and N c(A) = N r(A) = ∅, but An00 does
not tend to 0 as n tends to innity.
Without Property (T), one would not expet onvergene in nite time to a
periodi regime as in Theorem 7.4. The following ounter-example shows that one
might not even have asymptoti onvergene.
Example 7.17. We will give an irreduible matrix A with the following fea-
tures: A does not have Property (T), N c(A) = N r(A) 6= ∅, ρ(A) = 1, the sequene
(An11)n≥2 is bounded but there is no positive integer σ suh that A
nσ
11 onverges as
n tends to innity. Let S := N, and let α2, α3, . . . denote any sequene of negative
numbers. We set A00 := 0, A01 = A10 := −1, Ai,i+1 := 0 and Ai+1,1 := αi+1 for
i ≥ 1. All other ars are given weight −∞. The graph of A is
0 0 0
α4
α3
0−1
−1
0 α2
If αn ≥ −2 and αn+p ≥ αn + αp for all n, p ≥ 2, then An11 = αn for n ≥ 2.
Choosing for α2, α3, . . . any sequene taking only the values −1 and −2 and having
arbitrarily many onseutive ourenes of eah, we get the announed property for
the sequene An11.
8. Representation of Max-Plus Eigenvetors and Max-Plus Martin
Boundary
In this setion, we present, without proof, some of the results of [AGW04℄,
and show how they relate to some of the examples we have enountered. The fous
of attention in that paper was the 1-eigenspae. By analogy with potential theory,
the elements of this eigenspae were alled harmoni vetors and elements of the
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1-super-eigenspae were alled super-harmoni vetors. Here, we restate the results
in terms of a general λ-eigenspae, a trivial hange sine this eigenspae is exatly
the set of harmoni vetors with respet to Aλ := λ
−1A.
We shall make the following assumption.
Assumption 8.1. There exists a row λ-super-eigenvetor with full support, that
is a row vetor π ∈ RS suh that λπ ≥ πA.
This assumption implies, in partiular, that ρ(A) ≤ λ (see Lemma 2.1), that
π = π(Aλ)
∗
, and that (Aλ)
∗
ij ∈ Rmax for all i, j ∈ S.
We shall look for eigenvetors u that are π-integrable, meaning that πu < +∞.
We denote by Eλ the boundedly omplete subsemimodule of R
S
max onsisting of
those π-integrable vetors u suh that Au = λu.
It is often possible to hoose π := (Aλ)
∗
b· for some b ∈ S, for instane when
A is irreduible. With this hoie, every λ-eigenvetor u ∈ RSmax is automatially
π-integrable.
We dene the Martin kernel K with respet to π and λ:
Kij := (Aλ)
∗
ij(πj)
−1
for all i, j ∈ S .
Sine πi(Aλ)
∗
ij ≤ (π(Aλ)∗)j = πj , we have
Kij ≤ (πi)−1 for all i, j ∈ S .
This shows that the olumns K·j are bounded above independently of j. By Ty-
hono's theorem, the set of olumns K = {K·j | j ∈ S} is relatively ompat in
the produt topology of R
S
max. The Martin spae M is dened to be the losure of
K in this spae. We all B := M \K the Martin boundary.
Let u ∈ RSmax be a π-integrable vetor. We dene the map µu : M → Rmax by
µu(w) := lim sup
K·j→w
πjuj := inf
W∋w
sup
K·j∈W
πjuj for w ∈ M ,
where the inmum is taken over all open neighborhoods W of w in M . The map
µu is automatially upper semiontinuous and bounded above by πu < +∞.
We wish to dene a partiular subset of the Martin spae, alled the minimal
Martin spae. To do this, we introdue a kernel H♭ over M whih extends, in some
sense, the (Aλ)
+
matrix:
H♭(w′, w) := lim sup
K·i→w′
lim inf
K·j→w
πi(Aλ)
+
ij(πj)
−1 .
Note that
H♭(w′, w) ≤ 1 for all w,w′ ∈ M .
When i, j ∈ S,
H♭(K·i,K·j) = πi(Aλ)
+
ij(πj)
−1 .
We now dene the minimal Martin spae to be
M
m := {w ∈ M | H♭(w,w) = 1} .
Theorem 8.2 (Poisson-Martin representation, [AGW04℄). Any element u ∈
Eλ an be written as
u =
⊕
w∈Mm
ν(w)w ,(14)
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with ν : Mm → Rmax, and neessarily,
sup
w∈Mm
ν(w) < +∞ .(15)
Conversely, any ν : Mm → Rmax satisfying (15) denes by (14) an element u of
Eλ. Moreover, given u ∈ Eλ, µu is the maximal ν satisfying (14).
This theorem shows, in partiular, that Eλ = {0} if and only if Mm is empty.
We say that a vetor u ∈ RSmax is normalized if πu = 1. If a subsemimodule of
R
S
max ontains only π-integrable vetors, then its extremal generators are exatly
those vetors of the form αξ, with α ∈ R and ξ a normalized extremal generator.
Theorem 8.3 ([AGW04℄). The normalized extremal generators of Eλ are pre-
isely the elements of Mm.
Remark 8.4. Suppose λ = ρ(A), there are only nitely many reurrene
lasses, and all but nitely many nodes are reurrent. In this ase, K is a -
nite set, and so M = K , the boundary B is empty, and Mm is the set of olumns
K·j, with j reurrent. Then, the representation theorem (Theorem 8.2) shows that
any ρ(A)-eigenvetor is a nite linear ombination of the reurrent olumns of A˜∗,
just as in the nite dimensional ase. We saw an example of this situation in
Examples 3.2 and 3.4. There S = N was the only reurrene lass, and so any
1-eigenvetor had to be a multiple of A˜∗·0 ≡ 1, and hene onstant.
In [AGW04℄, we also prove a representation theorem for super-eigenvetors
similar to Theorem 8.2, with Mm replaed by Mm∪K . Moreover, we haraterize
Mm ∪ K as the set of normalized extremal generators of the set of π-integrable
vetors satisfying Au ≤ λu.
The following result gives a ondition whih guarantees the existene of eigen-
vetors.
Proposition 8.5 ([AGW04℄). Assume that S is innite, that the vetor
π−1 := ((πi)
−1)i∈S is A-tight and that 0 6∈ M . Then, Mm is non-empty.
Corollary 8.6 ([AGW04℄). Assume that S is innite, and that A is irre-
duible and right loally nite. Then the spetrum of A is [ρ(A),+∞).
Example 8.7. The matrix A of Example 5.3, with p, q 6= 0, satises the as-
sumptions of Corollary 8.6, and so its spetrum is [ρ(A),+∞), as we have already
noted. Let us ompute the λ-eigenspae of A for λ ≥ ρ(A) = √pq. We take
π := (Aλ)
∗
0·. Clearly, πj = (p/λ)
j
for all j ∈ N. Also, Kij = (λ/p)i when i ≤ j
and Kij = (λ/p)
i(pq/λ2)i−j otherwise. Hene, Mm = B = {u}, where the vetor
u ∈ RN is given by ui := (λ/p)i for all i ∈ N. So, Theorem 8.2 shows that every
λeigenvetor is a multiple of u.
Example 8.8. The matrix A of Example 5.4 is irreduible and left loally
nite, so Corollary 8.6 shows that the transpose of A has an eigenvetor for all
λ ≥ ρ(A) . However, A has no eigenvetors, whih shows that the assumption that
A is right loally nite is needed in Corollary 8.6. One an also prove that A has
no eigenvetors, using Theorem 8.2. Indeed, let λ ≥ 1 and onsider π := (Aλ)∗0·.
We have π0 = 0 and πi = β − λ when i ≥ 1. Therefore, π−1 is not A-tight, and so
does not satisfy the onditions of Proposition 8.5. We have Kij = 0 when i < j,
Kij = (β − λ)(i − j − 1) when i ≥ j ≥ 1 and Kij = (β − λ)i otherwise. Hene,
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B = {1}, where 1 is the unit vetor. Sine A has no reurrent nodes, Mm ⊂ B,
and sine 1 is not an eigenvetor of A, we dedue that Mm is empty. Theorem 8.2
then shows that, for all λ ≥ ρ(A), there is no λ-eigenvetor.
Remark 8.9. In general, the ρ(A)-eigenspae E of A may or may not be
spanned by the ritial olumns of A˜∗. Let us rst onsider examples of matries
A suh that A˜ does not have Property (T). It follows from Remark 8.4 that for
the matrix A of Example 3.2, E is the set spanned by the unit vetor (the vetor
identially equal to 1), whereas the graph of A has no ritial nodes. When A is the
matrix of Example 3.4, E is again spanned by the unit vetor, all the olumns of
A˜∗ are ritial, and oinide with the unit vetor, and ritial lasses are singletons,
so that piking one olumn A˜∗·j per ritial lass of A, as in Theorem 6.5, yields a
non minimal spanning family of E .
Let us now onsider examples of matries A suh that A˜ has Property (T).
Even in this ase, there may exist ρ(A)-eigenvetors that do not have the represen-
tation (4). For example, the matrix in Example 4.11 has no ritial lasses, whereas
one an show that it has ρ(A)-eigenvetors. Indeed, take π = A∗0· ≡ 1. Observing
that Kij = A
∗
ij → 1 when j goes to innity, we see that the boundary B onsists
of just the unit vetor 1. Sine A has no reurrene lasses, Mm ⊂ B, and sine
1 is an eigenvetor, the minimal boundary is given by Mm = B = {1}. Thus by
Theorem 8.2, every ρ(A)-eigenvetor is onstant.
To take another example, the matrix in Example 4.10 has a single ritial lass
{0}. The assoiated eigenvetor A∗·0 = (−i)i∈N is A∗-tight. But, taking π = A∗0· ≡ 1
as before, we again get that B = {1}. Then, Mm = {A∗·0, 1} and by Theorem 8.2,
any 1-eigenvetor is a max-plus linear ombination of A∗·0 and 1.
Referenes
[ABG98℄ M. Akian, R. Bapat, and S. Gaubert. Asymptotis of the Perron eigenvalue and eigen-
vetor using max algebra. C. R. Aad. Si. Paris., 327, Série I:927932, 1998.
[ABG04℄ M. Akian, R. Bapat, and S. Gaubert. Generi asymptotis of eigenvalues and min-
plus algebra. Rapport de reherhe 5104, INRIA, Le Chesnay, Frane, Feb. 2004. Also
arXiv:math.SP/0402090.
[AG03℄ M. Akian and S. Gaubert. Spetral theorem for onvex monotone homogeneous maps,
and ergodi ontrol. Nonlinear Analysis. Theory, Methods & Appliations, 52(2):637
679, 2003.
[AGK04℄ M. Akian, S. Gaubert, and V. Kolokoltsov. Set overings and invertibility of funtional
Galois onnetions, 2004. In this volume, preliminary version in ESI Preprint 1447
and arXiv:math.FA/0403441, 2004.
[AGW04℄ M. Akian, S. Gaubert, and C. Walsh. Disrete max-plus spetral theory and max-plus
Martin boundaries, 2004. In preparation.
[Aki95℄ M. Akian. Theory of ost measures: onvergene of deision variables. Rapport de
reherhe 2611, INRIA, 1995.
[Aki99℄ M. Akian. Densities of idempotent measures and large deviations. Transations of the
Amerian Mathematial Soiety, 351(11):45154543, 1999.
[AQV98℄ M. Akian, J.-P. Quadrat, and M. Viot. Duality between probability and optimization.
In [Gun98℄, pages 331353. 1998.
[Bap98℄ R. B. Bapat. A max version of the Perron-Frobenius theorem. Linear Algebra Appl.,
275/276:318, 1998.
[BCOQ92℄ F. Baelli, G. Cohen, G.-J. Olsder, and J.-P. Quadrat. Synhronization and linearity :
an algebra for disrete events systems. John Wiley & Sons, New-York, 1992.
[BG01℄ A. Bouillard and B. Gaujal. Coupling time of a (max,plus) matrix. In Proeedings of
the Workshop on Max-Plus Algebras, a satellite event of the rst IFAC Symposium
on System, Struture and Control (Praha, 2001). Elsevier, 2001.
24 MARIANNE AKIAN, STÉPHANE GAUBERT, AND CORMAC WALSH
[BR91℄ R. A. Brualdi and H. J. Ryser. Combinatorial matrix theory. Cambridge University
Press, 1991.
[BSvdD95℄ R. B. Bapat, D. Stanford, and P. van den Driesshe. Pattern properties and spe-
tral inequalities in max algebra. SIAM Journal of Matrix Analysis and Appliations,
16(3):964976, 1995.
[CDQV83℄ G. Cohen, D. Dubois, J.-P. Quadrat, and M. Viot. Analyse du omportement péri-
odique des systèmes de prodution par la théorie des dioïdes. Rapport de reherhe
191, INRIA, Le Chesnay, Frane, 1983.
[CDQV85℄ G. Cohen, D. Dubois, J.-P. Quadrat, and M. Viot. A linear system theoreti view
of disrete event proesses and its use for performane evaluation in manufaturing.
IEEE Trans. on Automati Control, AC30:210220, 1985.
[CG79℄ R. Cuninghame-Green. Minimax algebra. Springer-Verlag, Berlin, 1979.
[CG86℄ W. Chou and R. Griths. Ground states of one dimensional systems using eetive
potentials. Phys. Rev. B, 34:621934, 1986.
[CG95℄ R. A. Cuninghame-Green. Minimax algebra and appliations. Advanes in Imaging
and Eletron Physis, 90, 1995.
[CGQ04℄ G. Cohen, S. Gaubert, and J.-P. Quadrat. Duality and separation theorem
in idempotent semimodules. Linear Algebra and Appl., 379:395422, 2004. Also
arXiv:math.FA/0212294.
[CKR84℄ Z.-Q. Cao, K. H. Kim, and F. W. Roush. Inline algebra and appliations. Ellis Hor-
wood Series: Mathematis and its Appliations. Ellis Horwood Ltd., Chihester, 1984.
[CQD90℄ W. D. Chen, X. D. Qi, and S. H. Deng. The eigen-problem and period analysis of the
disrete-event system. Systems Si. Math. Si., 3(3):243260, 1990.
[CTGG99℄ J. Cohet-Terrasson, S. Gaubert, and J. Gunawardena. A onstrutive xed point
theorem for min-max funtions. Dynamis and Stability of Systems, 14(4):407433,
1999.
[DS92℄ P. I. Dudnikov and S. N. Samborski. Endomorphisms of nitely generated free semi-
modules. In [MS92℄, pages 6585. 1992.
[Dud92℄ P. Dudnikov. Endomorphisms of the semimodule of bounded funtions. In [MS92℄,
pages 4763. 1992.
[Fat97℄ A. Fathi. Théorème KAM faible et théorie de Mather sur les systèmes lagrangiens. C.
R. Aad. Si. Paris Sér. I Math., 324(9):10431046, 1997.
[Fat03℄ A. Fathi. Weak KAM theorem in Lagrangian dynamis, Otober 2003. Privately ir-
uled leture notes.
[GM77℄ M. Gondran and M. Minoux. Valeurs propres et veteurs propres dans les dioïdes et
leur interprétation en théorie des graphes. Bull. Diretion Études Reherhes Sér. C
Math. Informat., 2:i, 2541, 1977.
[GM84℄ M. Gondran and M. Minoux. Linear algebra in dioids: a survey of reent results.
Annals of Disrete Mathematis, 19:147164, 1984.
[GM02℄ M. Gondran and M. Minoux. Graphes, Dioïdes et semi-anneaux. TEC & DOC, Paris,
2002.
[GP97℄ S. Gaubert and M. Plus. Methods and appliations of (max,+) linear algebra. In
R. Reishuk and M. Morvan, editors, Proeedings of STACS'97, number 1200 in LNCS,
pages 261282. Springer, Lübek, Marh 1997.
[Gun98℄ J. Gunawardena, editor. Idempoteny. Publiations of the Isaa Newton Institute.
Cambridge University Press, 1998.
[HA99℄ M. Hartmann and C. Arguelles. Transiene bounds for long walks. Math. Oper. Res.,
24(2):414439, 1999.
[KM88℄ V. N. Kolokoltsov and V. P. Maslov. The general form of the endomorphisms in the
spae of ontinuous funtions with values in a numerial ommutative semiring (with
the operation ⊕ = max). Soviet Math. Dokl., 36(1):5559, 1988.
[KM97℄ V. N. Kolokoltsov and V. P. Maslov. Idempotent analysis and appliations. Kluwer
Aad. Publisher, 1997.
[Kol90℄ V. N. Kolokoltsov. Maslov's arithmeti in general topology. Geometry, Topology and
Appliations. Moskov. Instrument. Inst., pages 6468, 1990 (Russian).
[Kol92℄ V. N. Kolokoltsov. On linear, additive and homogeneous operators in idempotent
analysis. In [MS92℄, pages 87101. 1992.
DISCRETE MAX-PLUS SPECTRAL THEORY 25
[KSK66℄ J. G. Kemeny, J. L. Snell, and A. W. Knapp. Denumerable Markov Chains. The
University series in higher Mathematis. Van Nostrand, 1966.
[LMS01℄ G. L. Litvinov, V. P. Maslov, and G. B. Shpiz. Idempotent funtional analysis: An
algebraial approah. Mat. Notes, 69(5):696729, 2001. Also arXiv:math.FA/0009128.
[LMS02℄ G. L. Litvinov, V. P. Maslov, and G. B. Shpiz. Idempotent (asymptoti) math-
ematis and the representation theory. In Asymptoti ombinatoris with applia-
tion to mathematial physis (St. Petersburg, 2001), volume 77 of NATO Si. Ser.
II Math. Phys. Chem., pages 267278. Kluwer Aad. Publ., Dordreht, 2002. Also
arXiv:math.RT/0206025.
[LS92℄ S. A. Lesin and S. N. Samborski. Spetra of ompat endomorphisms. In [MS92℄,
pages 103118. 1992.
[Mañ97℄ R. Mañé. Lagrangian ows: the dynamis of globally minimizing orbits. Bol. So.
Brasil. Mat. (N.S.), 28(2):141153, 1997.
[Mat91℄ J. N. Mather. Ation minimizing invariant measures for positive denite Lagrangian
systems. Math. Z., 207(2):169207, 1991.
[MPN02℄ J. Mallet-Paret and R. D. Nussbaum. Eigenvalues for a lass of homogeneous one
maps arising from max-plus operators. Disrete Contin. Dyn. Syst., 8(3):519562,
2002.
[MS92℄ V. P. Maslov and S. N. Samborski. Idempotent analysis, volume 13 of Advanes In
Soviet Mathematis. Amer. Math. So., Providene, 1992.
[Nus91℄ R. D. Nussbaum. Convergene of iterates of a nonlinear operator arising in statistial
mehanis. Nonlinearity, 4(4):12231240, 1991.
[OV91℄ G. O'Brien and W. Vervaat. Capaities, large deviations and loglog laws. In S. Cam-
banis, G. Samorodnitsky, and M. Taqqu, editors, Stable proesses and related topis,
volume 25 of Progress in probability, pages 4383. Birkhaüser, 1991.
[Plu91℄ M. Plus. A linear system theory for systems subjet to synhronization and saturation
onstraints. In Proeedings of the rst European Control Conferene. Grenoble, July
1991.
[Puh01℄ A. Puhalski. Large Deviations and Idempotent Probability. Number 119 in Mono-
graphs and Surveys in Pure and Applied Mathematis. Chapman & Hall, 2001.
[Rom67℄ I. V. Romanovski. Optimization of stationary ontrol of disrete deterministi proess
in dynami programming. Kibernetika, 3(2):6678, 1967.
[Shu92℄ M. A. Shubin. Algebrai remarks on idempotent semirings and the kernel theorem in
spaes of bounded funtions. In [MS92℄, pages 151166. 1992.
[Sin97℄ I. Singer. Abstrat onvex analysis. Wiley, 1997.
[Vor67℄ N. N. Vorob
′
ev. Extremal algebra of positive matries. Elektron. Informationsverar-
beit. Kybernetik, 3:3971, 1967 (Russian).
[YK92℄ S. Y. Yakovenko and L. A. Kontorer. Nonlinear semigroups and innite horizon opti-
mization. In [MS92℄, pages 167210. 1992.
[Zim81℄ U. Zimmermann. Linear and Combinatorial Optimization in Ordered Algebrai Stru-
tures. North Holland, 1981.
Marianne Akian: INRIA, Domaine de Volueau, 78153 Le Chesnay Cédex, Frane
E-mail address: marianne.akianinria.fr
Stéphane Gaubert: INRIA, Domaine de Volueau, 78153 Le Chesnay Cédex,
Frane
E-mail address: stephane.gaubertinria.fr
Corma Walsh: INRIA, Domaine de Volueau, 78153 Le Chesnay Cédex, Frane
E-mail address: orma.walshinria.fr
