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ABSTRACT 
We consider Riccati matrix differential algebraic equations arising from singular 
or descriptor control problems. We discuss the solvability of such equations under 
different conditions. In order to apply numerical methods for differential algebraic 
systems one has to transform the equation. Unfortunately, these equations then have a 
linear part, which is described by a singular pencil, and thus the usual integration 
methods do not apply. Under some conditions, which we discuss, these singularities 
can be removed by a preprocessing algorithm, and the equation can then be solved by 
well-known methods for differential algebraic systems like DASSL of L. Petzold or 
LIMEX of Deuflhard, Hairer, and Zugck. We discuss the numerical procedures and 
give some numerical examples. 
1. INTRODUCTION 
We study the differential algebraic Riccati equation (DARE) 
(1.1) - Er(t)J$)E(t) = ET(t)X(t)A(t)+ AT(t)X(t)E(t)+ Q(t) 
- ET(t>X(t>W(t>X(t)E(t) 
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with “terminal” condition 
(1.2) ET(tr)X(tr)E(tr) = M. 
Here X(t), E(t), A(t), Q(t), W(t), M E IX”,” are sufficiently smooth and 
X(t), Q(t), W(t), M are symmetric in the interval [t,, tr] C R. The coefficient 
matrices have to satisfy further conditions which will be discussed later on. 
Such equations arise for example from optimal regulator problems with 
differential algebraic equations (DAEs) or from optimal filters with differen- 
tial algebraic equations. Consider for example the optimal control problem 
subject to 
(1.4) E(t)i(t)=A(t)r(t)+B(t)u(t), ix( to) = 2, 
whereE(t),A(t),Q(t) E FP”, B(t) E Finam, R(t) E [w”,“‘, Q(t) = Q(tjT, R(t) = 
R(tjT, R(t) is positive definite, and Q(t) is positive semidefinite. In the next 
section we show how under some further assumptions the optimal solution of 
(1.3), (1.4) can be obtained via the solutions of (l.l), (1.2). 
For the case that the matrices E, A, Q, R, B are independent of t this is 
shown in Mehrmann [15, 161. In the nonautonomous case where E(t) is 
nonsingular, it follows from standard linear control theory, e.g. Athans and 
Falb [l] or Knobloch and Kwakernaak [ 131. For the infinite horizon problem, 
i.e. tf =m, previous work is by Arnold [2] and by Bender and Laub [3]; see 
also Mehrmann [15] and the list of references therein. 
In this paper we discuss the numerical solution of (l.l), (1.2) regardless 
of whether they come from an optimal control problem or not. The obvious 
approach is to vectorize this equation and, leaving out the extraneous 
components of the symmetric matrix, to transform it into a standard differen- 
tial algebraic equation in R n(n+ ‘r/‘. If E(t) is singular, then this approach 
unfortunately produces an equation whose linear part is described by a 
singular pencil, and thus the standard solvers for differential algebraic 
equations like LIMEX [6] or DASSL [17] d o not apply. We will discuss under 
which conditions these unfortunate singularities can be removed and how 
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this can be done numerically, so that the solution can then be obtained from 
standard solvers. 
We demonstrate the proposed method with some numerical examples. 
For descriptor control problems, numerical methods for solving the 
variational equations, which form a linear two point boundary value problem, 
could also be used. It is possible to embed the Riccati differential equation in 
such a boundary value problem even if it does not come from a control 
application. For linear differential algebraic boundary value problems, nu- 
merical methods have been examined recently by several authors. Reviews of 
the known methods are given in [I91 and 1 121. 
2. PRELIMINARIES 
In this section we introduce our notation, give some preliminary results, 
and show how Equations (1.11, (1.2) can be obtained from the control 
problem (1.31, (1.4). By [w”,” (fZ)n,n) we denote the real (complex) 72 x n 
matrices. 
DEFINITION 2.1. Let A E [w”~“. Then we denote by 
M(A) the nullspace of A; 
H(A)l the orthogonal complement of Jy(A); 
vet(A) the vector in [wnz obtained by concatenating the columns of A one 
after the other into one big vector. 
In the following we make frequent use of the Kronecker canonical form 
of a matrix pencil aE - PA, which is as follows: 
THEOREM 2.2. Let E, A E [w”~“. Then there exist P, Z E C”, * nonsingular 
such that 
(2.3) P((rE - PA)2 
where 
(a) L, is an ej X(ej + 1) bidiagonal pencil of the form 
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(b) ~~~ is an (qj + 1) X qj bidiagonal pencil of the fm 
(2.5) o! : 
: 
1 
0 . . 
* 1 . 1 -P 0 
(c) J~,(A j) in a pj x pj ./ordan block 
(2.6) (Y 1 -P 1 
I 
0 
1 ‘. . 0 1 
hj 1 
(d) No, is a aj X aj nilpotent pencil of the form 
Proof. See e.g. Gantmacher [8]. 
We then have the following definition: 
n 
DEFINITION 2.8. A pencil (YE - PA is called regular if no blocks of 
type (2.4) (2.5) occur in its Kronecker canonical form (2.3). 
By ind_,( E, A) we denote the size of the largest block Ngj. 
Two pencils crE - PA, aI? - /3A are called equivalent if there exist 
P, z E Cn3”, nonsingular, such that 
(2.9) a.@ - /3A = P(aE - PA)Z. 
We now consider the control problem (1.3) (1.4). In the following, for 
simplicity, we often leave out the dependence on t in the formulas. We give 
DIFFERENTIAL ALGEBRAIC RICCATI EQUATIONS 43 
some sufficient conditions here such that the control problem (1.3), (1.4) 
leads to the DARE (l.l), (1.2). These conditions do not give a complete 
characterization of all the possible cases, but that is not the topic of this 
paper. A discussion of this point and a list of references can be found in [15]. 
Assume that 
(2.10) 
oE(t) - PA(t) is regular; rank E(t) is fixed, independent 
oft;andind,(E(t),A(t))=lforalltE[t,,tf]. 
This means, in the notation of Petzold [18], that the DAE (1.4) is solvable and 
has index one. Assume further that in the singular value decomposition 
(2.11) E(t) =tJ(t) 
the function V(t) is differentiable. 
Let y(t) := Vr(t>r(t), y” = Vr(t,)r’; then 
(2.12) g(t) = VT(tMt>+ vT(tMt> = VWv(t)y(t)+ vT(tMt). 
Then the system (1.4) is equivalent to the system 
(2.13) 
[‘b”’ ;]dt) = (UT(t)A(t)V(t)+ [“b”’ jVT(t)V(f)) y(f) 
and (1.3) transforms to 
(2.14) 
f(Y,U) := ~j;l’[y(t)Tv(t)T~(t)V(t)y(t)+u(t)TR(t)u(t)] dt. 
0 
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Set 
Qu Qlz 
Q(t) := Qzl Qzz :=V(+QWTt)~ 
[ 1 
A,, A,, A(t):= A 
[ 1 21 A22 := U’( t)A( t)V( t) + 
B 
g(t) := B1l [ 1 :=l?(t)B(t), y := y1 21 [ 1 Y2 ’ 
where the partitioning is analogous to P(f) 0
1 I. The assumption (2.10) 
guarantees that A,. is nonsingular; thus we tan iolve for y2 and insert this 
solution: 
(2.15) ~2(t) = -A~~(t)[A2l(t)~l(t)+B21(t)l~(t)], 
(2.16) ~z(to> = -A;,‘(t,)[A,,(t,)~,O+B,,(t,)u(t,)]. 
The latter condition is an initial condition for u(t), which restricts the set of 
admissible controls for the set of initial conditions x0. Inserting (2.15) in 
(2.13), (2.14) and reordering gives 
(2.17) Z(t)&(t) = [A,,(t) - A,,(t)A,-,‘(t)A,,(t)]~,(t) 
+ [B,,(t) - A,,(t)A,‘(t)B,,(t)]u(t) 
=:A,(t)y,(t)+ B,(t)u(t), YLto) = YP> 
(2.18) 
T(Y+) := fi;[ Y:(QH - AT,,A;arQai - Qi2A;;Azi + ALQ,,A;~A,JY, 
+ 2 Y ;(AT,,A&rQ,, 22 A-‘B - Q,2A;;B21)~ 21 
+ u’( R + B,T,A,-,TQ22A,‘B2,)u] dt 
+2y3,u + uTRp)dt. 
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Except for the restriction on u(t), this is now a standard control problem 
for Y,, which under the typical controllability conditions (e.g. Athans and 
Falb [l]) has the unique solution 
(2.19) u(t) = - Wt)[W)+ RTWX,WW)]Y,(t)~ 
where X,(t) satisfies the Riccati differential equation 
(2.20) - Z:‘( t>X,( t>S( t) 
= ~%)X,(t)A,(t) + A;(t)X,(t)C(t) + Q,(t) 
-~‘(t)[B,(t)TX,(t)+ST(t)]T 
xMt)-‘[~T(Gw) + W>]W> 
~(t,)‘x,(+(t,) =0. 
Thus, if we assume that u(t) satisfies the condition (2.16), we have a solution 
which is only given in terms of Yr. In many applications the differential 
algebraic part of the DAE (1.4) is g’ iven by a linear equation or linear 
differential equation, not subject to control. Then (2.16) is a consistency 
condition for the initial vector x0 and does not lead to a restriction of u(t). 
In this paper we are mainly interested in the DARE (l.l), (1.2); thus we 
assume that the condition (2.16) is satisfied. Then it follows that the optimal 
solution to the original problem is given only in terms of Y,, and the 
corresponding trajectory is 
(2.21) 
x(t) =v(t) 
[ I[ Yl(t) =v Yz(t) - A,‘(A,, 
where y,(t) is the solution of 
(2.22) s(t)&(t) = [A,(t) - R,(t)R;‘(t)] 
x[W)+ BW)XlWW)]Yl(% 
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The analogue to (2.20) without a prereduction is 
wJXll@f)C(~f) = 0. 
This system decouples into the four equations 
(2.24) O=Q,,, 
which, on assuming that Q is positive semidefinite, implies that also Qzl, Qlz 
vanish: 
(2.25) 0 = (A%&, + AT,,X& + Qzl> 
(2.26) 0 = %X,,A,, + X,,A,,) + Qz> 
(2.27) - =i,,C = x(X&,, + X,,A,,) 
+ MJ,, + W,& 
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where we have used the symmetry of X in (2.27). Solving (2.25), (2.26) for 
Xi,, X,, and inserting in (2.27), we obtain the differential equation (2.20) 
with Xi replaced by Xi,. And if we set 
(2.28) 
we obtain exactly the solution in (2.19). Thus we can work directly with the 
differential algebraic Riccati equation (2.23). The components in X,, do not 
occur in the optimal control, so they can be arbitrary and do not affect the 
solution. 
3. REDUCTION TO STANDARD RICCATI 
DIFFERENTIAL EQUATIONS 
For standard matrix Riccati differential equations, i.e. E(t) = I in (l.l), 
(1.2), the theory is well established; see e.g. Reid [20]. We discuss now 
several cases where we can transform the DARE (1.1) (1.2) to a form where 
the standard theory can be applied. 
The first case we consider is 
(3.1) E(t) nonsingular for all t E [ t,, tf] . 
In this case (l.l), (1.2) is equivalent to the standard Riccati differential 
equation 
(3.2) -j(t)=X(t)A(t)E-‘(t)+[E-l(t)]TA(t)TX(t) 
+ [E-‘(t#-Q(t)E(t)- X(t)Wt)X(t), 
(3.3) X(Q)= [ E(tf)-l]TME(tf)-l. 
Although this is a viable approach from the theoretical point of view, it is 
clearly not in general advisable for the numerical treatment, since E(t)- ’ 
may be very ill conditioned. 
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The second case we consider is 
E(t) continuous; aE( t) - PA(t) regular; rank E(t) = p < rt; 
(3.4) ind,(E(t),A(t))=q<lforalltE[t,,tf];p,q 
independent of t, 
and if U(tf>~<t,>V(t,>‘= E(tf) is th e singular value decomposition of 
E( tf ), then 
(3.5) U(tf)rE(t) = o 
[ 1 J%(t) )P forall tE[tO,tf]. 
Observe that this case includes the case 
(3.6) E,A constant in t, a E - PA regular, Ind,( E,A) Q 1. 
If neither the condition (3.1) nor the condition (3.4),(3.5) holds, then the 
solution of these equations faces the well-known difficulties discussed for 
example in Petzold [18]. One may have no solution or nonunique solutions, or 
one may need further differentiability conditions. For these reasons we 
discuss here only the cases where the condition (3.1) or (3.4),(3.5) holds. 
In order to perform the reduction under the condition (3.4),(3.5), we 
need a continuous decomposition of E(t) of the form 
(3.7) U(tf)TE(t)V(t) = 
[Ellf) ;] IP, 
P 
where E,,(t) is nonsingular in [to, tf] by (3.4). TO get this let 
(3.8) E,(t)T =v(t) [R!)] =: [qt),qt)] [ R;)] 
be the QR decomposition of E,(t>T in (3.5). Then the columns of Vs belong 
to ,,#‘(E,) and the columns of VI belong to JY(E,)l. Continuity of V can 
be obtained via the solution of an optimization problem for the computation 
of orthogonal matrices Ql(t),Qz(t) such that 
(3.9) V(t) = [~l;(t)Ql(t),~~(t)Q2(t)] 3 
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as is discussed in Rheinboldt [21]. One obtains 
(3.10) U(#E( t)V( t) = 
= [El:t) ;] lp =:E(t), 
P 
since E,(t)q2(t) = 0 for all t E [to, tr] and hence E,,(t) is continuous and 
nonsingular. Now transform (1.11, (1.2) with U(t,), V(t). Set 
y(t) := 
I 
YH( t) YE?(t) 
y,,( t) Yi!‘,,( t) 1 := u(t,)‘x( t)U(tJ, 
A(t) := 
[ 
A,,(t) A,,(t) 
A,,(t) A,,(t) 1 :=U(#A(t)V(t), 
(3.11) - 
Q(t) := Q,,(t) [ 
h(t) Q,,(t) 
Q,,(t) 1 :=V(t)TQ(t)V(t), 
W(t) := 
[ 
Wdt) W,,(t) 
Wzdt) w,,(t) 1 := u( tJw( t)u( tJ, 
A := Ml, Ml, 
L I M,, MB 
:=V(#MV(tf). 
Then (1.11, (1.2) decouples into the four equations 
(3.12) 
- E:,%,E,, = (A:,%, + AT,,Y,I)% + E:,(LA,, + Y,,&,) + Qu 
- E~dhW,, + Yu%lY,, + [WY, + Wt-,hh,~ 
(3.13) 0 = E:,(Y,,A,, + Y,,A,,) + Qrz> 
(3.14) 0 = (A%,, + A%)% + Qzl 
(3.15) O= 922, 
(3.16) ET,(tr>Y,,(tr)E,,(t,) = Ml,, 0 = M,,, O=M,,, 
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where we have left out the argument t in (3.12)-(3.15) for simplification. 
Equations (3.13), (3.14) are equivalent, Equation (3.16) contains two consis- 
tency conditions, and (3.15) is a solvability condition. 
Theoretically we could now invert E,,(t), solve for X,,(t), vectorize 
X,,(t), throw away the extraneous equations due to symmetry in X,,(t), and 
use an initial value solver to solve for X,,(t). For the obvious numerical 
reasons we would like to use a DAE solver instead, as we will do in Sec- 
tion 5. 
4. VECTORIZING THE DIFFERENTIAL ALGEBRAIC 
RICCATI EQUATION 
The numerical solution of the differential algebraic Riccati equation can 
be approached by vectorizing the equation, leaving out extraneous variables 
and then using a software package for systems of nonlinear differential 
algebraic equations. In this section we discuss the properties of the vector- 
ized system in terms of the spectral properties of the pencil aE - PA. 
Equation (l.l), (1.2) in the vectorized form reads as follows: 
(4.1) - [E(t)@E(t)lTvec(_f(t)) 
(4.2) 
= {[d(t)@A(t)]r + [A(t)BE vec(X(t)) 
+ vec(Q(t)) - [i(t)@E(t)]‘vec(X(t)W(t)X(t)), 
/ 
[ E(Tf)@E(t,-)]’ vec(X<t/)) = vec(i$‘) 
Set I? =[E(t>~E(t>l~, A =[E(t)sA(t)lT+[A(t)~E(t)lT. To analyze the 
properties of the systems (4.1), (4.2) we discuss the autonomous case, i.e., 
E,A,Q,W are independent of t. In the case that E,A are dependent on t, 
the difficulties that we observe clearly occur also in nonautonomous case. 
In the following we treat only the case that aE - PA is a regular pencil. 
If (YE - PA is singular, then we will obtain a singular system (4.0, (4.2) 
which in general has index higher than one, and we face the difficulties 
already mentioned in Section 3. We now discuss how ind,(E,A) and 
ind_( E, ff) are related. 
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Since we have assumed constant E,A, we may assume w.1.o.g. that 
(4.3) 
is in Kronecker canonical form. Let 
0 a1 4 Pl 
. (4.4) N=[ . L. . I, . J=[ 7:. p_ 1, 
. a,_,_1 r 1 
0 fb 
where ai,Pj~{O,l}, i=l,..., n-r-l, j=l,..., r-l. Let l=n--r-l; 
then it follows that 
(4.5) E= (EOE)' 
‘I 0 
0 N’ 
I 0 
0 N1 P I 0 0 0 0 a11 0 0 0 0 a,N’ 0 0 %I 0 0 0 0 aZNT 0 0 alI 0 0 0 0 qN’ 0 0 
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The pencil cyZ?i - /?A1 = aZ - pd, is regular, and ind,J Z?r, A,) = 0. 
If ind,(E, A) = 1, then it follows that all cri = 0, i = 1,. . . , n - p - 1; hence 
N = 0, and it follows that 
(~2s - PA, = CUO- PZ is regular, ind,(8,,R,)=l, 
oZ$ - pAa = aO- PZ is regular, ind,( E”a, A,) = 1, 
A n 
aE, - PA4 = (~0 - /30 is singular, 
and hence in the system (4.1) we obtain a consistency condition for the 
corresponding part of 6 and arbitrary components, which fortunately in the 
control application do not occur in the solution, as we have shown in Sec- 
tion 2. 
If ind,( E, A) = q > 1, then in E^, - ~32, we obtain Kronecker blocks of 
size q, and singular blocks aO- PO, but we may also have other singular 
blocks in a,?? - PA, as is demonstrated by the following example. 
EXAMPLE 4.8. Let 
E=[i p i], A=[: ; 91. 
Then ind,( E, A) = 3. In the vectorized form we obtain for CYZ? - DA the 
pencil 
(4.9) a 
000 000 000 
000 000 000 
000 000 000 
000 000 000 
100 000 000 
010 000 000 
000 000 000 
000 100 000 
_o 0 0 010 000 
-fi 
000 
100 
010 
100 
010 
001 
000 
000 
000 
000 
000 
000 
000 
100 
010 
100 
010 
001 
000 
000 
000 
000 
000 , 
000 
000 
100 
010 
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equivalent to 
(4.10) a 
equivalent to 
000 000 000 
000 000 000 
000 000 000 
000 000 000 
000 100 000 
001 000 000 
000 000 000 
000 000 100 
000 001 000 
(4.11) c Y 
000 000 000 
000 000 000 
000 000 000 
001 000 000 
000 000 000 
000 010 000 
000 000 000 
000 000 100 
000 000 010 
-F 
-P 
, 
000 000 
000 000 
001 000 
000 100 
000 010 
000 000 
000 000 
000 000 
000 000 
000 000 
000 000 
001 000 
000 100 
000 010 
000 001 
000 000 
000 000 
000 000 
000 
000 
000 
000 
000 
000 
100 
010 
001 
000 
000 
000 
000 
000 
000 
100 
000 
001 
which has two singular blocks CYO- PO, two index two blocks 
one singular block 
and one singular block cu[l 01 - fi[O l]. 
We can summarize the previous considerations in the following theorem. 
THEOREM 4.12. Consider the DARE (1.11, (1.21, and sectorize it in the 
form (4.11, (4.2). 
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(i) lf aE - PA is regular and ind,J E, A) = 1, then aI? - pff is a singular 
pencil with singular blocks of the fm a0 - PO and ind,( & A) = 1. 
(ii) If aE - PA is regular and ind,(E, A) 2 2, then a.6 - /3A is a 
singular pencil, which may have different kinds of singular blocks and also 
different ind,( 8, A). 
Note that due to the special form of the nonlinear term in (1.1) (1.2), it 
follows that if ind_,( E(t), A(t)) < 1, then the quadratic part only occurs in the 
differential part of the vectorized system. [Compare (3.12)-(3.16).] 
We have seen in Section 2 that in the problems arising in optimal control, 
the components corresponding to singular blocks a0 - PO, which are arbi- 
trary, do not occur in the final solution; thus we may simply omit them from 
the system. We may not do this in general with singular blocks arising from 
higher index blocks in aE - PA. This is another reason why we restrict 
ourselves to index one problems. If ind,( 8, A) > 2 but (Y B - @A is regular, 
then we may in principle perform an index reduction as described in Gear 
[q]. This would require further differentiability conditions and would have to 
be done analytically. For these reasons we consider only problems where 
ind,(E,A)<l. 
5. NUMERICAL METHODS AND RESULTS 
The approach discussed in Section 3 is now transformed into a numerical 
method. We first describe the algorithm for the autonomous case. 
ALGORITHM 5.1 (DAREC). Given A, E, Q, W, M E R”,” constant in t with 
E, A satisfying (3.4) Q= Q*, W= W*, M = MT, to,tf E R, and a rank 
tolerance E E Iw, this algorithm solves the Riccati differential equation (1.1) 
(1.2) in the interval [to, tf]. 
Step 1. Perform a singular value decomposition of E using the LINPACK 
DSVDC routine, i.e., determine U, V E Iw”~“, orthogonal, such that 
U *EV = Z = diag{ ul, . . . , a,,}, u1 > a, > . . . 2 a,, > 0. 
Step 2. Determine the rank p of Z as the largest index i E (1,. . . , n) such 
that ai > eui, and set up + 1,. . . , a,, to zero. 
Step 3. Perform the transformation with U, V to the whole Riccati equation, 
i.e., set 
A := CJ *AV, Q := V*QV, w := u*wu, 
Y(t) := u*x( t)u, M := V*MV, 
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where C, = diag{a,, . . . , ap}. Partition the matrices analogously to 
the partitioning in E, for example as in (3.11). 
Step 4. Check the consistency conditions in (3.151, (3.16) 
Qm = 0, M,, = 0, M,, = 0. 
If these conditions do not hold, the system is not solvable; 
STOP. 
Step 5. Solve the algebraic equation (3.13) for Y,,(t,-), i.e. for the “terminal” 
value tf, using the QR decomposition with column pivoting for A,, 
(e.g. Golub and Van Loan [ll]): 
= - C,‘(M&‘A,, + Q12)A& 
Step 6. Rewrite the relevant part of 
y y12 
Y(t) = yll 
[ 1 21 y22 
which is given by the stippled region in 
(i.e. the upper triangle of Y,,, including the diagonal, and Y,,) in 
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vector form, by going through [Y,,,Y,,] rowwise: 
Yll 
Yln 
Y22 
Y2n 
YfW 
Y’ Jln 
=: z =: where I= 
?42n - P + 1) 
. ’ 2 ’ 
Zl 
and rewrite the system (3.12), (3.13), (3.14) in terms of z. Call the 
new system 
(5.2) i%(t) =f(t,z(t)). 
Step 7. Solve system (5.2) by calling LIMEX (or DASSL or any other solver for 
differential algebraic equations). 
Step 8. Rewrite the solution z as a matrix by completing the matrix 
Y(t,)= 
[ 
Y,,(G YlZ(b) 
Y21(GJ Y22(4J 1 
with 0 components in Yz2, and in a symmetric way in Y,,. 
Step 9. Form X(t,> = UY(t,)Ur. 
In the time dependent case the algorithm is more complicated. 
ALGORITHM 5.3 (DAREV). Given A(t), E(t), M(t), Q(t), W(t) E R”*“, Q = 
Qr, w = wT, M = MT, t,, tf E Iw, and a rank tolerance 6 E [w, with E(t), A(t) 
satisfying (3.4, (3.3, this algorithm solves the Riccati differential algebraic 
equation (1.11, (1.2) in the interval [to, t,-1. 
Step 1. perform a singular value decomposition of E(tf) using the LINPACK 
DSVDC routine, i.e., determine U(U(t,>, V<t,> E R”,“, orthogond, 
such that UTE(t,>V(tf> = %tf> = diag(a,(tf), . . . , a,,(t,)j, aI > 
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. . . > a&) > 0. 
Step 2. Determine the rank p of X(t,> as the largest index i E (1,. . , n) 
such that a&t,> > ea,(tf), and set a,,+ i(tfl,. . . , a,(t,> = 0. 
Step 3. Perform the transformations with U, V(t,> to A(tfl,Q(tfl, M(tf), 
i.e., set 
A(tf) := UrA(tf)V(tf), O(tr) := V(#?(t,)V(t,)7 
M:=V(tJMV(tJ, _qq := [ yf) 01, 
where &(t,) = diag{a,(t,-1, , a,(tf)}. 
Step 4. Check the consistency of the system (3.12)-(3.16), i.e. whether 
e&J = 0, M,, = 0, M,, = 0. 
If these conditions do not hold, the system is not solvable; 
STOP. 
Step 5. Solve the algebraic equations (3.13) for Y,,(tf) using the QR 
decomposition with column pivoting for A2,(tf): Y,,(tf) = 
~C,‘(M,,~.,‘(tf)AIz(tf)+ Qlz(tf))Azz(tf)-l. 
Step 6. Rewrite the relevant part of 
Yll y12 
Y(Q)= y 
[ 1 21 y, ’ 22 
given by the stippled region in 
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in vector form, by going again through [Y,, Y,,] rowwise as in step 
6 of Algorithm 5.1. Rewrite the system in terms of z, with the 
transformed system 
(5.4) B(t)+) =f(t,z(t)). 
Step 7. Solve the system (5.4) with LIMEX, where 
(a) in the beginning of each time step, a new Vref is determined as 
the factor Q in the QR factorization of ET(ti)U, and 
(b) for the evaluation of V(ti) continuous, use the algorithm de- 
scribed in Rheinboldt [21], then transform A(ti), Q(ti), 
W(ti), E(ti) with U and this continuous V(ti) according to the 
formulas 
A( ti) := UTA( ti)V( ti), Q(ti) :=V(ti)TQ(ti)V(ti)> 
W( tJ = UTW( tip, Y( ti) = UTX( ti)U, 
E( ti) := U=E( ti)V( ti), 
and evaluate the vectorized functions E(ti), f(.z(t,)) with these 
transformed matrices. 
Step 8. Rewrite the solution in matrix form by completing it with 0 in 
position Yaa and in a symmetric way in Y,,. 
Step 9. Form X(t,) = W(t,)UT. 
The above algorithms have been implemented as FORTRAN subroutines on 
an IBM 3090VF in double precision. In the subsequent numerical tests, the 
common required accuracy for LIMEX was lo-', and the integration was 
carried out from tf = 1 to t, = 0. 
EXAMPLE 5.5 [22]. The following differential algebraic Riccati equation 
arises in optimal control of an electrical circuit with cost functional J(x, U) = 
IIxll2 + II4lz: 
n=6, E=[; ;I, A=[;: ;I. 
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where 
Q=diag(O,O,O,l,l,O), 
W=diag(l,O,l,O,O,O), 
M=O. 
After four steps in 0.135 set of CPU time, DAREC obtained the solution 
0 0 0 x14 x15 0 
0 0 0 -724 x25 0 
X(0) = 0 O O x34 ;; ; 
x14 x24 x34 x44 
x15 x25 x35 X45 x55 0 
-0 0 0 0 0 o_ 
with 
--x 14 = -x*5=x34=x35= 0.38080, 
x24 = -x25 = 0.50000, 
x44 = x55 = 0.88080, 
x45 = - 0.11920. 
EXAMPLE 5.6. The following differential algebraic Riccati equation with 
variable coefficients was obtained by adjusting the inhomogeneity Q(t): 
n = 5, 
I 
2-t 0 0 t 0 
0 100 0 
E(t)= 0 0 1 0 t/2 
0 000 0 
0 000 0 
A(t) =diag(O,t,O,l,l), 
Q(t) = 
0 0 913 914 4 
0 q22 0 0 4 
(713 0 0 934 ' 
Y14 0 934 944 4 
415 Y25 0 945 ’ 
‘15 
25 
0 
‘45 
0 
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with 
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q13 = -(2-t>, 
q14 = - (2- t)e-“, 
YEi= -(2- t)f, 
qzz = e 
qz5=l-e’, 
934 = - t, 
q44 = -2te-‘, 
t” 
v45 = - 2, 
M = E(l)TX(l)E(l). 
After six steps in 0.315 set of CPU time, DAREV obtained X(O) with a 
maximum error of 1.3 X 10e5. 
6. CONCLUSION 
We have discussed the numerical solution of matrix Riccati differential 
algebraic equations as they arise for example from descriptor control prob- 
lems. Under some typical conditions on the underlying pencil, we can 
preprocess the system so that we can use standard packages for differential 
algebraic equations for the solution. 
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It is obvious how this approach can be carried over to the case of complex 
matrices A(t), E(t), R(t), W(t), Q(t); th us we refrain here from presenting 
the details. 
Another problem which can usually be treated analogously is the solution 
of discrete Riccati difference equations, which in the analogous case come 
from autonomous discrete optimal control problems. They take the form 
(6.1) ETXkE = Q+ ATXk+lA - ATXk+$(R + BTXkllB)-‘BTXk+,A, 
k = k -l,...,O. 
(6.2) ETX,E = M. 
For each time step the solution for X, is a purely algebraic problem of a 
different nature than in the continuous case. This is clearly another interest- 
ing problem to analyze. Other generalizations can also be considered in the 
control problem, investigating more general cost functionals or more compli- 
cated differential equations. All these are interesting topics for future re- 
search. 
We thank IBM Deutschland GmbH and in particular Dr. R. Janpen for 
giving us the opportunity to carry out this work. 
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