A simple new analysis method for large single-Doppler radar datasets is presented, using data from several tropical field experiments. A cylindrical grid is chosen, to respect both the geophysical importance of altitude and the radar importance of range and azimuth. Horizontal and temporal fine structure are sacrificed, by compiling data as hourly histograms in 12 ϫ 24 ϫ 36 spatial grid cells of 15°azimuth ϫ 8 km horizontal range ϫ 500 m height, respectively. Mean Doppler radial velocity in each region is automatically unfolded (dealiased) using a simple histogram method, and fed into a velocity-azimuth display (VAD) analysis. The result is a set of hourly horizontal wind and wind divergence profiles, with associated error estimates, for circles of different radii centered on the radar.
Introduction
Scanning Doppler weather radars produce large datasets containing unique and valuable information on air motions and precipitation processes on spatial scales from ones to hundreds of kilometers. Extracting the information systematically is not simple, however, because radars measure unusual quantities in awkward antenna-centric coordinates, conditional upon the presence of sufficient scatterers. This article describes and illustrates a new method for processing large amounts of single-Doppler radar data into an easily usable form for statistical studies.
The larger motivation of this project is to obtain statistically robust observational data on the relationships among convectively generated cloud and precipitation (as represented in radar echo), diabatic heating profiles (as reflected in wind divergence), and thermodynamic structure (from local balloon soundings). These relationships will inform the problem of parameterizing convection in atmosphere models with grid spacings comparable to radar view areas. Wind divergence profiles are strongly related to heating profiles (Houze 1982; Johnson 1984; Mapes and Houze 1995) , an important factor in large-scale tropical dynamics (e.g., Hartmann et al. 1984; Cho and Pendlebury 1997; Schumacher et al. 2004; Lin et al. 2004 ). Unfortunately, observational evaluation of heating profiles is subject to large uncertainties in the dominant term: vertical advection. This uncertainty springs from noisy wind divergence estimates, owing to the sparsity of balloon-borne wind soundings (Mapes et al. 2003) . Improved divergence profile measurements could thus improve the accuracy of diagnosed heating profiles, and of the forcing data often used for limited-area or single-column modeling activity (Randall et al. 1996) .
The analysis described here extends earlier works of Mapes and Houze (1993, 1995) , in which targeted sampling by airborne Doppler radars limited the applicability of the results to central regions and mature stages of selected large mesoscale convective systems. By applying similar techniques to all-weather data from surface-based radars, it is possible to obtain more robust results covering a wider range of weather situations.
For clarity, this paper is divided into several short sections. Section 2 discusses the data preprocessing, in which a raw Doppler radar data stream is binned into hourly histograms in a coarse 12 ϫ 24 ϫ 36 cylindrical (range ϫ azimuth ϫ altitude) grid. Section 3 describes further pooling of data into coarser height and range intervals, to improve azimuthal coverage. Section 4 discusses the Doppler velocity unfolding strategy. Section 5 describes the velocity-azimuth display (VAD; Browning and Wexler 1968) analysis method. Section 6 shows example data for an individual hour, a succession of hours, and the entire radar dataset from the East Pacific Investigations of Climate (EPIC 2001; Raymond et al. 2004 ) experiment. Section 7 shows some example statistics characterizing this dataset, which contains many mesoscale rain events in which convection and stratiform rain occurred in succession. Section 8 contains multiexperiment results and comparisons, including estimates of radar calibration through rain-rate estimation, and indications of the Tropics-wide generality of the mesoscale life cycle of tropical rain systems. Section 9 summarizes and discusses future directions.
Space-time binning
Raw radar data are measured in an essentially spherical 1 coordinate system centered on the antenna. Many radar analyses begin by remapping the data to a Cartesian grid, but this disguises real range-dependent aspects of the radar's sampling characteristics and makes the interpretation of radial velocity data awkward. We chose an option in between: a cylindrical grid (technically, a spherical cap since the earth is curved). In this approach, shown schematically in Fig. 1 , a height coordinate is introduced for its special geophysical significance, while horizontal space is kept in polar (horizontal range-azimuth) form. Because altitude is of special interest, high resolution was retained: 500-m layers, the width of a typical radar beam (1°) at 30-km range. At larger ranges, where beams are wider than a single level, data are assigned exclusively to the beam's cen- 1 The downward refraction of radar beams by the atmosphere's vertical density gradient introduces a nonnegligible distortion. We apply a traditional approximate correction: the height of the beam above the earth's surface is as if the earth had 4/3 its actual radius. To reduce data volume while still resolving the mesoscale, we chose a coarse horizontal grid (twenty-four 15°bins in azimuth, twelve 8-km bins in horizontal range) and a coarse time discretization (hourly). Since radar reflectivity is related nonlinearly to rain rate, carrying a simple average reflectivity in each coarse space-time bin is inadequate. Instead, a histogram of all values reported by the radar during the hour is carried, at 1-dBZ resolution. The histogram bins are numbered from 0 to 60, but since we care little about the exact value of very low reflectivities, all detectable radar echoes below 2 dBZ are counted in bin 1. When the radar reports no detectable echo in a range gate, bin 0 is incremented. Reflectivities over 60 dBZ (which are only occasionally observed) are counted in bin 60. Histograms of other measured quantities, such as Doppler spectral width and polarimetric variables, are collected when available. To take fuller advantage of polarimetry would require carefully planned and more storageintensive joint histograms, an effort beyond the scope of this article.
For radial velocity, special considerations apply. The important quantity for our VAD analysis is the mean radial velocity V r in each spatial grid cell, so an exact floating-point sum is continuously updated as data arrive in the input stream. This sum can be divided by the number of samples (i.e., the sum over the V r histogram) to yield a mathematical average (containing some values that may still be aliased or folded). A histogram of V r is also retained, for use in velocity unfolding (as described in section 4). For this purpose, crude resolution is sufficient, so we chose 4 m s Ϫ1 bins spanning the unambiguous velocity range, from Ϫ1 to 1 times the Nyquist velocity (V nyq , typically 10-20 m s Ϫ1 in these datasets, as listed in Table 1 ).
The space-time binning algorithm, called CYLBIN, can be summarized as follows. It accepts a chronologically ordered input stream of all data collected by the radar, without regard to the 2D or 3D context of sweeps or scans or volumes. As a datum at some range gate is read, its position in the spatial grid is computed from the beam angles and slant range. Its value is then used to decide which histogram bin in that spatial grid cell to increment. In the case of a V r datum, its value is also added to the floating-point V r sum. When the integer value of UTC hour changes, all the histograms and Doppler sum arrays are written out in a file, the arrays in memory are reinitialized to zero, and processing continues. If the input stream ends, the histograms and sums are written out, and execution halts. When CYLBIN starts anew, it checks whether its first input data are from a UTC hour for which a file already exists. If so, the arrays in that file are read into memory, so that the new data are concatenated with previous data from that hour; otherwise, blank arrays are initialized. CYLBIN's data ingestion is based on the excellent free Tropical Rainfall Measuring Mission (TRMM) Radar Software Library, which accepts many formats.
Further pooling of data in range and height
Unfortunately, the Doppler radars whose data are analyzed here do not measure radial velocity in the absence of precipitation or other large particles. This incomplete coverage tends to cause poor quality or even missing estimates of mean wind and divergence at some times and places (especially high altitudes). Without full-column divergence measurements, the powerful constraint of column mass balance is lost, and with it the ability to integrate divergence to get vertical velocity profiles for evaluating advection terms. While data machinations cannot create information about an unmeasured quantity, it is desirable to tease all possible signals out of the data. For statistical analyses especially, it is preferable to have noisy estimates (with ap- Yuter and Houze (2000) propriate error bars) than to have none at all. For these reasons, it is often helpful to pool the data from different original cells of our space-time grid into coarser cells. The pooling procedure is straightforward: all histograms are simply added together, as are the floatingpoint V r sums. To increase the number of available divergence estimates at upper levels for the analyses presented here, all data are repooled from 500-m height layers to 50-hPa pressure layers, with the correspondence based on a mean tropical sounding, as shown in Fig. 2 . For example, the pressure layer 200-150 hPa is seen to contain all the data ascribed to nominal heights of 12.75, 13.25, and 13.75 m, that is, all measurements between 12.5 and 14 km. This pooling increases the likelihood that the azimuthal coverage necessary for a VAD divergence estimate will be met at upper levels. Of course, this procedure can also increase some sources of error for that estimate. For example, if there is strong wind shear in this layer, and the radar samples come from different altitudes in different azimuthal directions, the shear may be aliased as a false apparent wind divergence. For statistically isotropic echo fields, like those seen by a radar on a ship at sea, this will be merely a temporally random error, but it could produce a systematic bias for, say, a coastal radar situated in a prevailing wind regime.
Data are also pooled in horizontal range, again to increase the azimuthal coverage in sparse echo fields. Centered pooling is used, with data in each 8-km range interval augmented by data from one or two adjacent range intervals on both sides (i.e., range pools or annulus segments of 8-, 24-, and 40-km width). For larger range pools, error (uncertainty) is increased by ambiguity in the perimeter-to-area ratio of VAD circles (2/ R), as discussed below. Again, this effect is random for a ship at sea in statistically isotropic echo fields, and comparison of results from different poolings indicates that this is not a leading a source of error. Greater tilt angle diversity in larger range pools also introduces some uncertainty due to varying particle fall speed contributions to V r , but geometric calculations and examination of results indicate that this too is a small contribution to total errors.
Doppler unfolding
Doppler measurements of V r have an inherent ambiguity arising from pulse-pair processing: it is impossible to distinguish whether scatterers have moved some whole number of radar wavelengths, in addition to any partial wavelengths, within a pulse interval. As a result, it is necessary to use supplementary data (such as space-time context) to decide whether the true radial component of velocity at a given point differs from the radar-reported V r value by Ϯ2nV nyq , where n is an integer. If so, the data are corrected accordingly, an activity called dealiasing or unfolding. Since the purpose of this project is to process and utilize large amounts of Doppler data, labor-intensive manual editing of input data is out of the question. Instead, a simple two-step method was devised: First, the histogram of raw V r values is used for relative unfolding ("adjustment") of a partly folded set of values V r within each spatial cell. Second, azimuthal structure or a first-guess wind is used for absolute unfolding of the adjusted grid-cell-mean V r values.
The first step in velocity unfolding accounts for the possibility that some of the raw V r samples in a grid cell are folded differently from others, as in the schematic split histogram in Fig. 1 . If the values within a given bin of the V r histogram are determined to be in a different Nyquist range than the majority of the data, the floating-point V r sum is simply incremented or decremented by 2V nyq times the number of values within that bin. To decide which histogram bins are folded relative to the majority of the data, an algorithm searches all possible periodic array shifts of the V r histogram, seeking the one that minimizes the variance 2 of the distribution depicted by the shifted histogram. For example, in the split histogram illustrated in Fig. 1 , the two bins containing negative V r values on the left-hand side of the histogram would be folded upward by ϩ2V nyq to join the block of values on the right-hand end, giving the histogram a unimodal structure, since that interpretation minimizes variance.
The second step in velocity unfolding is to decide whether the resulting adjusted grid-cell-mean V r needs to be shifted by Ϯ2nV nyq . In the tropical observations used here, convective and mesoscale circulations are relatively gentle, so Doppler folding problems almost always stem from a large-scale mean wind exceeding V nyq , causing folded V r values in the upwind and downwind directions. In this case, the problem of absolute unfolding reduces to the simpler problem of knowing the mean-wind profile to within an accuracy of V nyq .
To determine that mean-wind profile, we use the VAD method on the radar data, whenever echo coverage is Ͼ20% within the 96-km circle at the altitude in question. Otherwise, sounding data-or as a last resort, global reanalysis data-are consulted. Such lowcoverage cases usually end up with weak signals and large error bars, and so are of secondary concern here. For the mean-wind VAD calculation in Ͼ20% coverage cases, all data from 40-96-km horizontal ranges are pooled, in order to maximize azimuthal coverage and statistical robustness while avoiding the particle fall speed complications involved with V r data from closer than 40 km. VAD is described in more detail below, but the key fact for present purposes is that it involves a harmonic curve-fitting process, which returns a goodness-of-fit parameter. At each altitude, a sequence of trial guesses of mean-wind direction and speed, spanning hypothetical winds up to 3V nyq , are generated. For each trial, the cell-mean V r values at each azimuth are shifted by Ϯ2nV nyq to lie within V nyq of that guess, and then fed into the harmonic-curve-fitting routine. The fitted result with the greatest goodness-of-fit parameter defines the best-fit VAD wind at that altitude. For all subsequent VAD calculations at that altitude, all V r values for all ranges and range pools are shifted to lie as near as possible to the radial velocity implied by a constant wind with this best-fit mean-wind profile.
This simple automatic unfolding algorithm was found to fail occasionally, producing noisy profiles in strong, poorly sampled high-altitude winds. An additional constraint was therefore devised: this best-fit wind profile is solved upward from the surface, and any trial wind guess that implies a wind shear exceeding 12 m s Ϫ1 per 50 hPa is disqualified. Examination of numerous plots like Fig. 3 satisfies us that this automatic unfolding works quite well in almost all situations, including the challenging Tropical Storm Ivo, where results compare well to those obtained by painstaking manual data editing (Cifelli et al. 2002a) . Some hours with suspect data folding remain, often at high altitudes. These tend to have large error estimates assigned to them, so they can be screened later as needed and do not affect our principal conclusions in any important way. Sea clutter is also evident in some cases, and has not been removed. In future studies, time pooling or manual intervention could extract a little more marginal information from these datasets, but for present purposes we accept the trade-off of a few imperfect unfoldings for the desirable simplicity and objectivity of the algorithm.
Velocity-azimuth display calculations
After the two-step unfolding process described above, we have a value of mean radial velocity of the scatterers in each space-time grid cell for which data are available. To estimate a mean horizontal wind and wind divergence at each altitude, an estimate of the component of V r contributed by vertical particle fall speed is removed, to isolate the horizontal component of radial velocity V rh :
Here is elevation angle, approximated as the angle from the antenna to the center of each grid cell, and V t is a terminal fall speed estimate, based on a simple relationship with the grid cell's mean reflectivity and air density (Lee et al. 2000) . No attempt is made to account for vertical air motions. A sudden snow-rain transition in V t is assumed at the 0°C level (550 hPa). Since reflectivity tends to be large just below the melting level due to wet aggregated ice particles, assigning raindrop fall speeds in this area is an overcorrection that leads to a distinctive profile kink in divergence, as discussed in section 7. While a smoothed rain-snow transition could be used to suppress this kink, we prefer to retain it as a tracer of the importance of this uncertain term, which is of minimal importance to the scientific results and conclusions in this article. The VAD technique (Browning and Wexler 1968 ) is used to calculate a mean wind and its divergence. An example calculation is illustrated in Fig. 3 , with diamonds indicating grid-cell-mean V rh values plotted versus azimuth angle (navigation angle, measured clockwise from north). A harmonic curve is fitted to the data, with three parameters: an azimuthal-mean component V rh and the amplitude and phase of a wavenumber-1 sinusoid corresponding to the speed and direction of a mean wind. The method used is a weighted least squares fit, solved by singular value decomposition (SVD), as discussed in Press et al. (1986) and implemented in the standard library of the Interactive Data Language (IDL 6.0) by Research Systems, Inc.
Sampling and measurement errors are used to normalize the deviations of observations from the fitted curve. The sum of squares of these normalized deviations is minimized in the fit. Propagation of errors yields standard error estimates for each of the three fitted parameters. The input array of standard errors for grid-cell-mean V rh values is computed from the associated V r histograms (plotted along the top of the VAD plot in Fig. 3 , with conventions as shown in the inset), as the square root of the corresponding variance. When the V r histogram at some azimuth is especially broad or flat, or has very few values, the associated error estimate is large, so that azimuth's V r value is weighted less in the fit. If other azimuth-dependent error sources could be quantified, for example, if uncertainties in the raw V r values were estimated from Doppler spectral-width data, they could be included, but the approach here captures what we believe is the dominant source of uncertainty: measurement and sampling errors reflected in the hourly histograms.
With the harmonic fit accomplished, the divergence theorem is used to compute area-averaged horizontal divergence ␦ averaged over a circular area of radius R:
where 2/R is the perimeter-to-area ratio, evaluated at the midpoint of the range pool used. An error estimate E ␦ for each computed value of ␦ is obtained from the standard error estimate for V rh , straightforwardly via (2). This error is used in plotting (section 6) and to weight each observation in statistical regressions (sections 7 and 8).
An example hour and summary figures from EPIC 2001
The analysis described above has been performed on data from nine deployments of research-quality Doppler radars in the Tropics, mainly on ships, in the seven locations indicated as solid squares in Fig. 4 (as detailed in Table 1 ). Most were more than 20 days (480 h) in duration, for a total of over 5000 h analyzed here. Most deployments sampled convection occurring over warm parts of the Indo-Pacific Ocean, while the Large-Scale Biosphere-Atmosphere Experiment in Amazonia (LBA) provided our only data over a significant landmass. An example of our standard hourly graphical product is shown in Fig. 5 , from the EPIC experiment in the tropical eastern Pacific, during 0800-0900 UTC on 24 September 2001 (decimal day 267.35). Note that the VAD example plot in Fig. 3 uses this hour's data at 825 hPa. As a gross characterization of the radar echo field, Fig. 5a shows a plan-view depiction of echo coverage (shading) and intensity (open contours of rain rate) at 2-km altitude. The locus of highest fractional coverage and high rain rate is seen south-southeast of the radar in this case. Vertical echo structure within the 88-km circle is summarized in Fig. 5b VAD products shown for this hour include a meanwind profile (Fig. 5c ) and wind divergence profiles for various range pools centered on 36 and 52 km (Figs.  5d-f) . The mean wind is southwesterly at low levels and northeasterly in upper levels, in good agreement with rawinsonde-measured winds near the same time. Nearsurface wind convergence is seen below the 650-hPa level in all estimates, with divergence at higher altitudes (Figs. 5d-f) . The altitude of peak divergence is lower for the smaller circle, indicating vigorous convection with tops near 450 hPa, which time sequences reveal was rapidly developing during this time (not shown). The divergence profile sampled over the larger circle has its peak divergence at higher altitude, consistent with either the dispersive gravity wave response to a new convective heat source (as in Fig. 1 of Mapes 1993) , deeper convection in the 36-52-km annulus, the wider beamwidths of data at far ranges, or some combination of all these effects. Since echo coverage is abundant in this case, divergence profiles computed from rangepooled data (Figs. 5e and 5f) are similar to the unpooled profiles in Fig. 5d , but smoother, and with smearing of the difference in outflow altitudes. Every hour's data have been plotted in the format of Fig. 5 , along with an associated page of tiny graphs like Fig. 3 , and perused for puzzling results or Doppler unfolding or other problems. The results are obviously too large to publish, but figures displaying multiple hours are shown here, to illustrate data reliability and summarize the EPIC dataset. One 48-h sequence of divergence profiles is shown in Fig. 6 , with three curves for three coaxial cylinders each hour. Since every point on every curve in Fig. 6 comes from completely different input data, 3 the consistencies from level to level, range to range, and hour to hour are purely meteorological and hence indicative of reliable measurements. A few of the most ragged zigzags and range inconsistencies reflect algorithm-sensitive folding uncertainties, usually in poorly sampled areas like high altitudes in the early hours of Fig. 6b . The two main mesoscale convective events (late in Fig. 6a , middle of Fig. 6b ) are well depicted. Another indicator of reliability is mass balance: the pressure average of true divergence profiles must, physically, be very small, but nothing about our analysis enforces that constraint on the results shown in Fig. 6 . Detailed study of contextual data, such as vertically pointing cloud radar and soundings during this period (Zuidema et al. 2005, personal communication) , also indicates that the features shown make meteorological sense.
Time-height sections summarizing the entire EPIC 2001 radar dataset are shown in Fig. 7 . The upper panel (Fig. 7a) has contours of detectable echo coverage, overlain by a near-surface rain-rate time series. Frequent rain episodes are seen, with echoes extending to about 150 hPa or 15 km in most cases. A distinct enhancement of echo coverage at ϳ300 hPa (ϳ9 km) is seen at various times throughout the 20-day period. A distinctive feature of the EPIC dataset is velocity data available for VAD analysis at all altitudes and hours. Partly this is because of the rainy locale, but also because the screening parameters on the radar's data recording system were apparently set to be especially generous. In areas with little or no meteorological echo, the V r histograms in plots like Fig. 3 tend to be very flat, suggesting that random electronic noise, with radial velocities uniformly distributed through the Nyquist range, were being recorded. Where such uniform noise is mixed with real signal, it does not (by its definition) affect the grid-cell-mean V r value, but it increases the sample error assigned to that value, decreasing its weight in the VAD harmonic fit relative to the values at less noisy azimuths. Where there is no real signal, pure noise data give a random mean V r , again with a very large estimated error. In general, these noise effects are harmless: the VAD results simply contain noisier or, at worst, random values, tagged with associated large error bars, in situations where a more stringently screened dataset would have missing values.
Wind estimates from a 40-96-km-range pooled mean-wind VAD calculation and from rawinsondes are shown in Figs. 7b-e. While the detailed VAD wind features are difficult to appreciate or assess critically in this dense figure, low-frequency waves in lowertropospheric VAD winds compare well with soundings, indicating the easterly waves characteristic of EPIC weather (Petersen et al. 2003; Raymond et al. 2004 ).
Stronger winds before day 255, when soundings were unavailable, are associated with Tropical Storm Ivo, which passed westward just north of the ship (Cifelli et al. 2002a) .
Divergence (Fig. 6f) is a very detailed field, not easily appreciated in this presentation. Nonetheless, some systematic structures can be seen, such as low-level convergence (shaded) rising into the middle troposphere with time during major rainfall events. Divergence can be better appreciated through statistical analyses.
Statistical characterization of EPIC divergence data
The 509 h of data indicated in Fig. 6 are small enough to read into computer memory, inviting statistical explorations. One interesting first statistic is simply the time-mean divergence (Fig. 8a) . Low-level convergence and upper-level divergence are seen, consistent with time-mean precipitation and heating, but some oddities are evident. For example, in the middle troposphere, divergence estimates from the smallest circles have a clear dependence on our crude and erroneous particle fall speed assumptions, as indicated by the sharp discontinuity. The assumption of raindrop fall speeds at 625 hPa assigns excessive fall velocity to the wet aggregated snow particles characteristic of the bright band (Austin and Bemis 1950) , leading to an overcorrection in (1) and hence a positive bias to wind divergence. Rather than smooth over this artifact, we accept it as a convenient indicator of fall speed uncertainty, and note that it fades comfortably for circles of increasing radii, which are sampled by beams with decreasing tilt angles. Note that divergence profiles do have real features near the melting level, as found by Mapes and Houze (1995) with airborne radar data, which sampled those altitudes with quasi-horizontal beams at close range.
Another oddity in Fig. 8a is systematic range dependence of the mean upper-level divergence. Since the ship's location was arbitrary with respect to the weather, true averages over all cylindrical regions centered there should be similar. The likely explanation for this spurious range dependence is the correlation of upper-level divergence with the availability of scatterers sufficient for reliable VAD analysis. If negative values (convergence) are systematically undersampled, and divergence fluctuations are more intense for smaller circles, then a simple average of all available estimates will be greater for smaller circles, as seen in Fig. 8a .
To isolate more effectively the divergence profile corresponding to latent heating events, Fig. 8b shows profiles of the linear regression slope relating divergence at each level to a near-surface rain rate R. To the extent that rainfall and divergence fluctuations involve the comings and goings of deep precipitating clouds of fixed depth (a decent first approximation; Fig. 7a ), a linear relationship between them is expected on physical grounds (heat or moisture budgets). Because both the divergence and rain-rate time series are averaged over the same sized circles, the spatial-scale dependence of their fluctuation amplitudes tends to cancel out, yielding a nearly radius-independent profile in Fig.  8b . Another helpful aspect of the regression analysis is that the range-dependent fall speed artifact near the freezing level (550 hPa) is much reduced in Fig. 8b  compared to Fig. 8a . The reason is that the badness of the fall speed assumption error does not vary linearly with area-averaged rain rate: fluctuations of R depend mostly on echo coverage within the circle, while V t varies much less, mainly as a weak function of Z at the perimeter. The resulting regression-based divergence profile in Fig. 8b is fairly simple and smooth, with convergence from the surface up to about 400 hPa, then divergence up to about 100 hPa. The variations among results at different ranges are probably a better estimate of true uncertainty than the regression-slope errors propagated through from the V r histogram widths (very small in Fig. 8b ).
Scatterplots illustrating how least squares linear regression slopes are derived are shown in Fig. 9 , for data averaged over a 44-km-radius circle at the 925-hPa level. At this altitude, the linear regression line (Fig. 9a) is very flat, because large positive and negative values of divergence are about equally numerous for large rain rates. The reason is clarified by a separation of total rain rate into convective and stratiform components, based on horizontal reflectivity texture in a 4-km Cartesian gridded dataset (the Steiner et al. 1995 algorithm) . Positive divergence values (filled circles, size proportional to magnitude) are primarily associated with stratiform rain, while convergence accompanies convective rain (Fig. 9b) .
This clear two-part relationship suggests the utility of multiple linear regression. At each altitude, a least squares analysis is used to minimize the error E in a statistical model of divergence with the form
where C(t) and S(t) are the convective and stratiform surface rainfall rate time series. Through matrix inversion, multiple regression can isolate the divergence profiles associated with convective and stratiform rain (Fig.  10) , even though these tend to occur together (as indicated by the simultaneous correlation of 0.5 in Fig. 11) , and perhaps never in their pure forms. The results are in good agreement with previous estimates [e.g., Johnson (1984) , Houze (1997) , and prior works referenced therein]: convective rain is associated with deep upward motion, while stratiform rain has ascent aloft accompanied by a mesoscale downdraft in the lower troposphere. The estimates in Fig. 10 show good mass balance and very narrow regression error bars. Stratiform rainfall tends to lag convective rainfall by about 3 h for the time series used here (dashed line in Fig. 11a ), a fact that will be useful in interpreting subsequent results. Both types of rainfall exhibit correlation decay times of many hours. To some extent, the characteristic time scale of rainfall variations varies with spatial scale, as seen in autocorrelation curves for total Z-R rainfall on concentric disks of various sizes (Fig. 11b) , but even for the 8-km circle, the decorrelation (e-folding) time remains over 3 h. One caveat of FIG. 9 . Scatterplots illustrating regression between Z-R rainrate estimates at 2-km altitude and VAD divergence at 925 hPa. Rain rate is averaged over a 48-km circular area, while divergence is computed from perimeter velocity data pooled in the 32-56-km annulus. (a) Divergence values (diamonds) with divergence standard error ranges (vertical whiskers). Fitted regression lines (solid) are shown, for fits using all data, and using data with R Ͼ 0.5 mm h Ϫ1 only (lines indistinguishable). Dotted lines indicate the 1 std dev error range for the slope of the regression line. (b) Multiple scatterplot of divergence (fill indicates sign, symbol size denotes magnitude) vs convective (C) and stratiform (S) rain rates. C and S were separated according to horizontal reflectivity texture on a 4-km Cartesian grid, by the Steiner et al. (1995) algorithm. Rain rates Ͻ0.5 mm h Ϫ1 were omitted for clarity.
interpreting this decorrelation time scale is that it blends the disparate time scales of rain-rate fluctuations during rain and the duration of dry spells.
Reflectivity calibration by Doppler-estimated moisture convergence
The absolute magnitude of regression-slope profiles like Fig. 8b expresses how much air converges or diverges per unit of (simultaneous) Z-R estimated rainfall. Nine such regression profiles, representing 52-kmradius circles in each of the nine deployments of Table  1 , and with rain-rate estimated via the Hudlow (1979) Z-R relation, are shown in Fig. 12 (solid curves) . Large differences in absolute magnitude are seen, suggesting that even a simple version of a heat or moisture budget like those computed with rawinsonde-array data (Johnson and Ciesielski 2000) might allow the Doppler data to significantly constrain Z-R rainfall estimates.
A simple estimate of the moisture convergence profile associated with a unit of precipitation can be computed as the product of the solid curves in Fig. 13 with a fixed, assumed humidity profile. Mean humidity profiles from the Coupled Ocean-Atmosphere Response Experiment (COARE) (drier) and the Tropical Eastern Pacific Process Study (TEPPS) (more humid) are used, to indicate one source of uncertainty in this estimate. When the vertical integral of this moisture convergence profile is converted to rain-rate units, we can ask what adjustment of Z-R rain rate would be required to produce a slope of unity to the regression line relating the two estimates. This approach neglects several terms in the full moisture budget, including temporal correlations between moisture and divergence profiles, and the rain-rate-correlated components of horizontal moisture advection, local storage, and surface flux terms. We expect that all of these are secondary in importance to the term computed here. For example, surface evaporation enhancements by mesoscale events (tens of Watts per meter squared; Fig Esbensen and McPhaden 1996) are one-two orders of magnitude smaller than mesoscale rainfall fluctuations (a few millimeters per hour; Fig. 7a ). In short, the neglected terms are likely comparable to the uncertainty in the retained term alone (as in Fig. 17 of Mapes et al. 2003) . These Z-R rain-rate adjustments can be expressed as additive dBZ calibration offsets (Table 2) , using the form of the Hudlow Z-R relation. For reference, ϩ4.5 dBZ corresponds to a doubling of Z-R rain rate, while Ϫ4.5 dBZ halves it. The use of Hudlow Z-R for this exercise is adequate, so long as Z-R relation uncertainties are secondary to dBZ calibration problems as sources of rainfall error, as reported by Houze et al. (2004) and consistent with our experimentation with alternate Z-R relations (not shown).
The largest positive dBZ corrections indicated are for the Massachusetts Institute of Technology (MIT) radar during COARE: about ϩ5-6 dBZ during intensive observing periods (IOPs) II and III. That is, hourly Z-R rain-rate fluctuations need to be more than doubled in magnitude to make them commensurate with simultaneous Doppler-estimated moisture convergence fluctuations. At the opposite extreme, Joint AirSea Monsoon Interaction Experiment (JASMINE) data seem to need a few dBZ downward adjustment. Positive corrections are indicated for the Kwajalein Experiment (KWAJEX) data, ϩ2.8 or ϩ3.6 for the two different moisture-profile assumptions, on the low end of the ϩ3-7 dBZ range found by Houze et al. (2004) and Yuter et al. (2005) .
One shortcoming of the calibration exercise above is that the simultaneous relationship between hourly rain rate and near-surface convergence is complicated (Fig.  9 ). To give this calibration discussion a broader temporal perspective, lagged regression plots for a 20-h timelag window are shown in Fig. 13 . Profiles at lag 0 (already seen in Fig. 12 ) are seen to be just a snapshot in an evolving situation, in which lower-tropospheric wind convergence rises with time corresponding to the convective-stratiform evolution implied by Figs. 10 and 11a.
Although rain-rate adjustments corresponding to the average dBZ offset in Table 2 have been applied in each panel of Fig. 13 , notice that the number of contours in the COARE IOP-I panel (Fig. 13c ) is still about double that for EPIC and others. The reason for this apparent undercorrection is that the lag-0 convergence profile just happened to be much weaker than the profile for lags of Ϫ1 or Ϫ2 h and is especially weak in the 1000-800-hPa layer, where moisture content is high. These noisy correlation oddities may be due to the fact that IOP I had much less convection and rainfall than IOPs II and III. A factor of 2 error would mean that the IOP-I reflectivity offset in Table 2 is 4.5 dBZ too small, which would bring it to about ϩ5 or ϩ6 dBZ, perfectly in line with corrections for COARE IOPs II and III.
Radar-derived rain-rate estimates in COARE have long been suspected of being too low, but the different sampling characteristics of different types of measurements have confounded attempts to cleanly quantify the problem. After 12 yr of scrutiny, a very careful discussion in section 3a of Weller et al. (2004) concludes that "the evidence . . . points to the fact that overall they [radars] underestimated the rainfall during COARE." The present results, independent of all other sources, strongly support this conclusion. The simultaneous regression profiles for KWAJEX and JASMINE (Fig. 12 ) also exhibit relatively weak near-surface convergence, and their contour diagrams (Figs. 13a and  13f ) also have suspiciously many contours, especially at upper levels. Perhaps the simultaneous-regressionbased dBZ corrections in Table 2 may be underestimates in those cases too. On the other hand, the correction of ϩ2-3 dBZ suggested for EPIC in Fig. 12 is higher than the near-zero value found by Petersen et al. (2003) using TRMM overpasses, so the method here might have a positive bias in that case. Attenuation effects during heavy rain, which have not been considered here but may be significant for a C-band radar, could contribute to such a positive bias. The method could perhaps be usefully refined by accounting more formally (e.g., through time averaging) for temporal structure seen in Fig. 13 , or by estimating omitted budget terms, or perhaps by using an artful blend of heat and moisture budget constraints, which might use information about the strength of upper-level divergence more effectively. Nonetheless, the offsets in Table 2 are sufficiently in line with other indications of calibration errors to suggest that Dopplerbased information offers a useful, unique, independent, and highly averaged bulk constraint on rainfall estimation. Of course, the simple dBZ offset corrections in Table 2 are only meaningful if calibration errors remained constant during the time period of the data used to derive them.
Future directions
The analysis described here reduces large singleDoppler radar datasets to a conveniently sized database of reflectivity histograms and VAD wind and divergence profiles. The dominant divergence signals seen here are associated with large latent heat releases and surface rainfall, with the characteristic time evolution pattern (Fig. 13) reflecting the strongest and most coherent structures in the data (Fig. 7f) . The roles of convective and stratiform rain in producing this pattern are also clear (Figs. 9b, 10, and 11a ). More advanced statistical techniques could formally address the question of whether additional categories, like subdivisions of FIG. 12 . Profiles of linear regression slopes relating wind divergence at each altitude to simultaneous near-surface rain rate, as in Fig.  8b , for the nine indicated radar deployments. Solid lines result from the Hulow Z-R relation applied to radar-reported Z, while the two dashed curves are the same profile rescaled by two slightly different scale factors, derived by assuming that Z-R rainfall fluctuations should have a regression slope of unity with moisture convergence fluctuations, computed using two different assumed mean humidity profiles (see text). These scale factors correspond to adding the dBZ offsets described in Table 2 . Data entering each linear regression included all one-, three-, and five-range pooled V r data for all areas with radii between 36 and 68 km.
convective rainfall according to echo-top height, would be useful. This study essentially derives empirical transfer functions relating divergence to a small set of factors characterizing the reflectivity field. The results could be useful for the remote sensing problem of estimating the vertical structure of convective heating from reflectivity alone (Cartwright and Ray 1999; Tao et al. 2000; Shige et al. 2002) . Linking these Doppler divergence and radar echo statistics to auxiliary data such as balloon soundings may also offer useful input for the problem of convection parameterization.
Scrutiny of hourly plots like Figs. 3 and 5 indicates that useful reliable divergence measurements are also available in subtler weather situations, such as uppertropospheric virga with no rain at the surface. Case studies are in preparation, especially using the rich and diverse EPIC dataset (Raymond et al. 2004 ) and an unusual case from JASMINE (Webster et al. 2002) , where we believe that wave dynamics has an especially strong role in organizing the convection. Observations during Tropical Storm Ivo are also clearly unusual (day 254 in Fig. 7 ; Cifelli et al. 2002a) , with several hours of "convective"-type low-level convergence and little or no "stratiform"-type low-level divergence, even though the radar echo field seemed stratiform (with extensive coverage by moderate-intercity echo; not shown).
VAD divergence profiles can also be used to derive large-scale vertical advection terms involving vertical motions averaged over ϳ100 km circles, when combined with soundings and, optimally, top-of-atmosphere and surface measurements in variational analyses (Zhang and Lin 1997) . Such terms are interesting in their own right for diagnostic studies, and are commonly used to force limited-area or single-column models (Randall et al. 1996) . Given the dominance of divergence errors in budget computations based on measurements from sounding networks (Mapes et al. 2003) , VAD data might offer some of the most accurate situation-specific budget estimates ever obtained. In any case, they are the only locally measured area-averaged FIG. 13 . Lagged regression slopes of divergence at each altitude vs surface rain rate for all experiments, using the Z-R rain-rate corrections (dBZ offsets) in Table 2 . Data entering the linear regression included all one-, three-, and five-range pooled divergences for all circular areas 36-68 in mean radius, each with its corresponding area-mean rain rate. SCSMEX data were for the rainy subperiod only (days 134-146). Contour interval 3 ϫ 10 Ϫ6 s Ϫ1 (mm h Ϫ1 )
Ϫ1
, with negative contours dashed and zero contour omitted.
vertical motion estimates available for experiments like EPIC, with no sounding network. One lingering source of difficulties is Doppler unfolding, especially in regions of sparse echo. Our current algorithm handles most cases well, giving robust results for the strong widespread rain cases that dominate the statistics shown here, but challenges remain in subtler weather situations. Sea clutter is sometimes a problem at low levels but is weather and azimuth dependent (it is worst in the upwind direction in windy situations). Extensive algorithm tinkering has taught us that manual intervention based on plots like Fig. 3 may actually be the easiest and most time-efficient strategy for the most challenging cases. Data from some hours remain ambiguous even upon careful scrutiny. Thus, more work may be needed for some detailed case studies, but the statistical results here are believed to be robust, based on our extensive hourly perusal and experimentation with different statistical depictions.
In future deployments, generous Doppler data filter settings in radar data-collection systems, erring on the side of including some noise in the V r data, are useful for the analyses described here. At worst, some random noise is included; at best, VAD measurements are made possible in marginally well-sampled situations, such as at high altitudes, improving mass balance. On the other hand, looser noise screening in reflectivity data is undesirable for other applications, such as echotop discrimination, and adds no particular value to this analysis. A rich diversity of antenna elevation angles (e.g., interleaved tilt-angle sets in successive volume scans within the same hour) is helpful, as profiles from deployments with such interleaved oversampling (TEPPS, JASMINE, KWAJEX) tend to appear cleaner and less blocky than those from deployments with more minimal tilt angle sets (e.g., COARE).
It would be desirable to build up a larger database, from many years of data taken by many radars worldwide. A wider range of weather situations, including cyclones and fronts as well as ordinary convection, would be interesting to compare using this simple, common data analysis method. The most efficient means for this would be by distributed effort, like gradual processing of large data holdings at archive centers, or running the histogram-collection preprocessing in real time on operational data streams. The CYLBIN program and analysis codes are available upon request. TABLE 2. Radar calibration offsets equivalent to the rain-rate adjustments indicated by Doppler moisture-convergence estimates. The range given in each case is for two different assumed humidity profiles (from COARE and TEPPS mean soundings). Parenthetical entry for COARE IOP I is a revised estimate based on the excessive amplitudes seen in Fig. 13 (see text) .
Experiment-radar
Suggested correction to add (dBZ ) COARE-MIT (IOP I) ϩ0.5 to ϩ1.3 (add ϳ4.5; see text) (IOP II) ϩ5.2 to ϩ5.8 (IOP III) ϩ5.5 to ϩ6.1 EPIC-RHB ϩ2.0 to ϩ2.7 JASMINE-RHB -3.7 to -2.9 KWAJEX-KPOL ϩ2.8 to ϩ3.6 LBA-TOGA ϩ2.5 to ϩ2.9 SCSMEX-CPOL ϩ1.5 to ϩ1.8 TEPPS-MIT ϩ4.3 to ϩ4.9
