Abstract. Let A denote the class of all normalized analytic functions f (f (0) = 0 = f (0) − 1) in the open unit disc ∆. For 0 < λ ≤ 1, define
1. Introduction and main results. Let A be the class of analytic functions f in the open unit disk ∆ = {z ∈ C : |z| < 1} with the normalization f (0) = 0 = f (0) − 1. The subclass of A consisting of univalent functions is denoted by S. Several subclasses of univalent functions play a prominent role in the theory of univalent functions [1, 2] . Among them are the class of all convex functions of order β, β < 1, given by
There are many relationships between various subclasses of S. However, the classes U(1) and its direct generalization U(λ) have not been looked at until recently. According to a result due to Ozaki and Nunokawa [6] , we have the inclusion U(λ) ⊂ S for 0 < λ ≤ 1, and from [3] , we also have the inclusion P(2λ) ⊂ U(λ). In [4] , the authors have shown that certain results obtained in [3] also hold if P(2λ) is replaced by U(λ). In this connection, we recall the following result from [4] .
Theorem 1.1. If f (z) = z + ∞ n=2 a n z n ∈ U(λ), then f ∈ S * for 0 < λ ≤ λ * , where
This result was originally stated as a conjecture in [3] and was proved in [4] . In this article, we discuss the relationship between U(λ) and S * (δ), as well as between P(2λ) and K(δ). As a consequence, we improve certain coefficient results due to Reade, Silverman and Todorov [7] .
We now state our first result which gives a condition for functions in U(λ) to be starlike of order δ(λ). Theorem 1.2. If f ∈ U(λ) and a = |f (0)|/2 ≤ 1, then f ∈ S * (δ) whenever 0 < λ ≤ λ(δ), where
Univalence, starlikeness and convexity
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We observe that if we choose δ = 0 in Theorem 1.2, then Theorem 1.1 follows. Also, we note that
Therefore, Theorem 1.2 is an extension of Theorem 1.1. Further, we believe that the order of starlikeness given above for functions in U(λ) is sharp although at present we do not have a concrete proof. However, from Theorem 1.2, one can obtain a number of new results. For example, if f ∈ U(λ) and a = |f (0)/2| < 1 then f ∈ S * (1/2) whenever 0 < λ ≤ (1 − a)/3.
or equivalently
In particular ,
Our next result provides an affirmative answer to the following Problem 1.4. Find conditions on λ and β(λ) so that P(2λ) ⊂ K(β(λ)).
Theorem 1.5. Let f ∈ A with f (0) = 0 and suppose that
or equivalently,
For our next result, we consider functions f in A of the form
,
Functions of this form have been studied, for example, in [7, 3] . In [3] , Obradović and Ponnusamy obtained various coefficient conditions in terms of b k 's for the corresponding f of the above form to be univalent, strongly starlike etc. In particular, the following results are known: Theorem 1.6. A function of the form (1.4) is in K if any one of the following conditions holds:
(ii)
Theorem 1.6(i) is due to [7] while Theorem 1.6(ii) has been obtained recently by Obradović et al. [4] . Our next result improves Theorem 1.6.
If f ∈ A is of the form (1.4) and satisfies the coefficient condition
A comparison of the λ-values of Theorems 1.7 and 1.6 shows that Theorem 1.7 improves Theorem 1.6. Indeed, for the case b 1 = 0, it suffices to note that (7 − √ 33)/8 < 3 − 2 √ 2. It would be an interesting problem to find the largest value of λ so that (1.5) implies that f defined by (1.4) is convex in ∆.
We end this section with a result which provides a sufficient condition for a function f to be starlike or univalent in ∆.
(ii) If f is such that f (0) = 0 and satisfies the condition
In [5, Theorem 2], Theorem 1.8(i) was proved with log(1 + λ) in (1.6) replaced by λ/(λ + 1). Note that log(1 + λ) > λ/(λ + 1) for all λ ∈ (0, 1], so Theorem 1.8 improves the result of Obradović and Tuneski [5] . In particular, for each 0 < λ ≤ 1 and f ∈ A, one has
We observe that if f (0) = 0 then the last two implications hold with 2 log(1 + λ) in place of log(1 + λ).
Proofs of the main theorems.
For the proof of Theorem 1.5, we need a special case of the following lemma. However, from the proof of Theorem 1.5, we note that Lemma 2.1 may be used to state a more general result.
Lemma 2.1. Let 0 < λ < 1, α > −2 and let g ∈ H, the class of all analytic functions in the unit disc ∆, satisfy the condition g(z) ≺ 1 + λz for z ∈ ∆ with g(0) = 1. Suppose that Re φ(z) ≥ δ in ∆. If p ∈ H, p(0) = 1 and
with 0 < λ < 1/2,
Proof. In order to prove our result we notice that, in view of (2.1), it suffices to find inf |z|<1, η∈R Re Q(z), where
From (2.3) one can easily verify that
Therefore,
Case (i): If −2 < α ≤ 0, then it is easy to see that ψ is an increasing function on [0, π] and therefore
Case (ii): If α > 0 and 0 < λ ≤ α/2(α + 1), then we observe that ψ is a decreasing function on [0, π], which gives
and therefore,
Case (iii): Similarly, we find that
Case (iv): If λ ≥ α/2, then we can easily see that ψ is an increasing function on [0, π] so that
Finally, it follows that Re Q(z) > β 0 (α, λ), z ∈ ∆, where
with 0 < λ < 1/2.
A simple computation shows that β = β 0 (α, λ) + 2δ − (1 − α), where β is given by (2.2). Therefore, Re Q(z) > β 0 (α, λ) is equivalent to
and the desired conclusion follows.
Proof of Theorem 1.2. Suppose that f ∈ U(λ). Then we can write
where w is the Schwarz function with an additional condition w (0) = 0. We observe from the Schwarz lemma that |w(z)| ≤ |z| 2 . As usual it follows that
and therefore, by (2.4), we see that
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Thus,
Now, Re(zf (z)/f (z)) > δ is equivalent to the condition
which is equivalent to
= −1 for all T ∈ R and z ∈ ∆.
If we let
then, in view of the rotation invariance of the space B, we obtain
This observation shows that it suffices to find M . First we notice that
where, for convenience, we have set a = |a 2 |.
Observe that the denominator in the expression of φ(x) is positive for all x ∈ [0, ∞) provided 0 ≤ δ < 1/(1 + a) and 0 ≤ a ≤ 1. Further, it is a simple exercise to see that
where
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For δ ≥ 1/3, we note that φ (x) ≤ 0 for all x ≥ 0 and therefore
If 0 ≤ δ < 1/3, then x 0 = (1 − 3δ)/(1 − δ) is the only critical point and φ (x 0 ) < 0. This shows that for 0 < δ < 1/3, φ attains its maximum value at x 0 so that
This gives essentially a direct proof for Corollary 1.3. Case (II): Now we consider the case a = 0. In this case, we have several subcases. Firstly, we let 1/2 ≤ δ < 1/(1 + a). It follows that
Indeed, the last inequality follows from the fact that a ≤ 1,
Thus, φ (x) ≤ 0 for all x ≥ 0 whenever 1/2 ≤ δ < 1/(1 + a). Next, we consider the case 1 + a 3 + a ≤ δ < 1/2.
In this case, it suffices to compute
and note that N (x) ≤ 0 for x ≥ 0 if and only if
Since δ < 1/2 implies that 0 > 2δ − 1 = δ 2 − (1 − δ) 2 ≥ a 2 δ 2 − (1 − δ) 2 , the function N (x) is decreasing for x ≥ 0. Therefore, for Case (III): Assume a = 0 and 0 ≤ δ < 1+a 3+a . We make the substitution t = 1
