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We compare the convergence of several flat-histogram methods applied to the 2D Ising model,
including the recently introduced stochastic approximation with a dynamic update factor (SAD)
method. We compare this method with the Wang-Landau (WL) method, the 1/t variant of the WL
method, and standard stochastic approximation Monte Carlo (SAMC). In addition, we consider a
procedure WL followed by a “production run” with fixed weights that refines the estimation of the
entropy. To our knowledge, this work is the first to test this approach against other methods. We
find that WL followed by a production run does converge to the true density of states, in contrast to
pure WL. Three of the methods converge robustly: SAD, 1/t-WL, and WL followed by a production
run. Of these, SAD does not require a priori knowledge of the energy range. This work also shows
that WL followed by a production run performs superior to other forms of WL while ensuring both
ergodicity and detailed balance.
I. INTRODUCTION
Flat-histogram Monte Carlo simulation algorithms cal-
culate the thermodynamic properties of various sys-
tems over a range of temperatures. The first histogram
method used a single canonical Monte Carlo simula-
tion to predict properties for nearby temperatures [1].
While the method effectively samples a narrow energy
range, it proves computationally inefficient at sampling
large energy ranges. Multicanonical methods, introduced
by Berg and Neuhaus, enabled flat-histogram sampling
which improved the exploration of configurational space
and allowed the simulation to overcome free-energy barri-
ers [2, 3]. These works led to increase in the development
of a variety of “flat” (or “broad”) histogram methods [4–
8] which could explore a wider range of energies. In addi-
tion to obtaining thermodynamic information for the en-
tire energy range for a single simulation, these approaches
cannot be easily trapped in a local energy minimum like
a canonical simulation.
Wang and Landau introduced one of the most widely
used flat-histogram Monte Carlo algorithms that deter-
mined the density of states (DOS) for a statistical sys-
tem [7, 8]. For all of its power, the method unfortunately
requires a priori. knowledge of several user-defined pa-
rameters. Thus, for any given system under study, the
user needs to determine the ideal parameters in order to
apply the method. The Wang-Landau algorithm is also
known to violate detailed balance (although only for brief
time intervals) [9, 10]. With the violation of detailed bal-
ance, convergence of the algorithm is not guaranteed.
Because of the uncertainty of convergence for WL,
many studies have been undertaken to understand how
the modification (or update) factor γ impacts the con-
vergence [11–13]. Belardinelli and Pereyra showed that
an update factor that decreases faster than 1/t leads to
nonconvergence [13–16], where t corresponds to the num-
ber of moves. Schneider et al. outline minor refinements
algorithm including scaling the update factor with the
number of energy bins [17]. These studies led to the for-
mation of the 1/t-WL algorithm and have also led some
researchers to follow WL with a “production run” with
fixed weights, in order to preserve ergodicity and detailed
balance [18, 19]. To our knowledge, this work is the first
test of the convergence properties of WL followed by a
production run with comparison to other methods.
Liang independently considered whether WL could be
treated as a special case of stochastic approximation
whose convergence could be mathematically proven [20,
21]. In 2007, Liang et al. [21] argued that WL can be con-
sidered a form of stochastic approximation Monte Carlo
(SAMC). Unlike WL, SAMC can guarantee convergence
(if certain conditions are met). Despite the added benefit
of guaranteed convergence, the method still has a system
specific user-defined variable. Such variables often create
difficulty when applying Monte Carlo methods across ar-
bitrary systems.
Another challenge that flat-histogram methods face is
that the convergence rate is impacted by energy barri-
ers and bottleneck which can make traversing the phase
space difficult. Nadler et al. and Trebst et al. system-
atically examined optimized ensembles to address per-
formance issues flat-histogram methods face when con-
fronted with hidden energy barriers [22–24]. The ap-
proach involves using an ensemble that does not result
in a flat histogram, but instead optimizes the rate of dif-
fusion between low energy and high energy states. The
goal of these methods is to make the statistical errors
uniform. Optimized ensemble methods typically begin
by using a flat-histogram method to get a first approx-
imation for the weights, which means that any of the
methods tested in this work could be used as a starting
point for an optimized ensemble simulation.
An approach to parallelizing flat-histogram Monte
Carlo methods is the replica-exchange approach, which
was pioneered by parallel tempering algorithms [25–27].
Vogel et al. adapted this approach to develop the Replica
Exchange Wang-Landau (REWL) [28] approach. This
approach for parallelization is sufficiently simple and gen-
eral that it could equally be applied to any of the methods
explored in this paper.
Kim et al. introduced Statistical Temperature Monte
Carlo (STMC) and the related Statistical Temperature
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2Molecular Dynamics (STMD), an adaption of the WL
method that approximates the entropy as a piecewise
linear function, which improves convergence for systems
with a continuously varying energy [29, 30]. STMC ap-
plied to WL requires a temperature range be specified
rather than an energy range. Kim et al. extended
this work as Replica Exchange Statistical Temperature
Monte Carlo (RESTMC), which uses replica exchange of
multiple overlapping STMC simulations to improve con-
vergence [31]. Recently, Junghans et al. demonstrated
a close connection between metadynamics, which was
introduced by Laio and Parinello [32], and WL-based
Monte Carlo methods, with STMD forging the connec-
tion [33].
The SAD (stochastic approximation with a dynamic
γ) method as outlined by Pommerenck et.al [34] is a
special version of the SAMC algorithm that dynamically
chooses the modification factor rather than relying on un-
physical user-defined parameters. SAD shares the same
convergence properties with SAMC while replacing un-
physical user-defined parameters with the algorithms dy-
namic choice.
In this work, we compare the convergence properties of
five flat-histogram methods. We detail how each method
is implemented and apply the family of weight-based flat-
histogram Monte Carlo methods (pure WL, WL followed
by a “production run”, 1/t-WL, SAMC, and SAD) to the
2D Ising model.
II. ISING MODEL
The 2D Ising spin-lattice system is widely used as a
testbed when benchmarking or comparing Monte Carlo
methods [24, 35–37]. The 2nd order phase transition
behavior and the ability to directly calculate the exact
solution for finite lattices [38, 39] make the system suf-
ficiently interesting for such theoretical comparisons. It
is also important to note that direct comparison of the
other methods can be made with WL as its original im-
plementation was done on this system [7, 8]. We test the
convergence of several flat-histogram methods on the pe-
riodic 2D square lattice ferromagnetic Ising model with
identical nearest neighbor interactions [40] (Jij = J).
H = −J
∑
〈i,j〉
σiσj − h
∑
i
si (1)
The N × N spin system can take on values of σi = ±1
for up or down spins respectively. In the absence of a
magnetic field (h = 0), We can write the Hamiltonian as
follows [41, 42]:
H = −J
∑
〈i,j〉
σiσj (2)
where the sum is over nearest neighbor spin sites. Beale
showed that for finite lattices the Density of States could
directly be calculated from the partition function [38]
Z =
∑
E
g(E)e−βE (3)
where g(E) is the multiplicity of the system which is
proportional to D(E). We can compute the maximum
deviation in the canonical specific heat capacity cV from
the exact solution [17, 43–45]:
 ≡ max
T
|(cV (T )MC − cV (T )Beale)| (4)
Computing the specific heat capacity cV presents a diffi-
cult challenge for any Monte Carlo method due to fluctu-
ations in the derivative of the internal energy around the
phase transition. The critical temperature Tc = 2.269T
or β = 0.441J comes directly from the Kramers-Wannier
duality [46] and marks the transition from a disordered
to ordered magnetic state. Methods that accurately com-
pute cV also by extension accurately compute the inter-
nal energy.
III. FLAT-HISTOGRAM METHODS
Flat-histogram methods compute the density of states
D(E) over a broad range of energies by simulating each
energy with equivalent accuracy. Flat-histogram Monte
Carlo methods propose randomly chosen “moves” which
change the state of the system and must satisfy detailed
balance. Each algorithm differs in how it determines the
probability of accepting a move and in what additional
statistics must be collected in order decide on that prob-
ability.
We describe several closely related flat-histogram
methods which each rely on a weight function w(E) to
determine D(E). For these algorithms, the probability
of accepting a move is given by
P(Eold → Enew) = min
[
1,
w(Eold)
w(Enew)
]
(5)
which biases the simulation in favor of energies with low
weights. The result of weights w(E) that are proportional
to D(E) is an entirely flat-histogram. We can relate the
entropy to the weights in the microcanonical ensemble,
since the entropy is defined as S(E) ≡ kB ln(D(E)) ≈
lnw(E).
Flat-histogram methods employ a random walk in en-
ergy space to estimate D(E). Each method operates by
continuously updating the weights at each step of the
simulation
lnwt+1(E) = lnwt(E) + γt (6)
where t is number of the current move, γ(t) is a move-
dependent update factor, and E is the current energy.
This update causes the random walk to avoid frequent
sampling of the same energies, leading to a rapid explo-
ration of energy space. Flat-histogram methods differ
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FIG. 1. The update factor γt versus the iteration number
for the N = 32× 32 system.
primarily in how they schedule the decrease of γt. Fig-
ure 1 shows several flat-histogram methods each decreas-
ing γt as a function of moves. Methods that decrease γt
too rapidly can fail to converge while methods that de-
crease too slowly can take infinitely long to converge to
the correct D(E).
The Wang-Landau algorithm [7, 8, 47] explores energy
space by setting γWLt=0 = 1, and then decreases γ
WL in
prescribed stages. An energy range of interest must be
specified [8, 9, 48], which often requires multiple simu-
lations if unknown. The number (“counts”) of moves
ending at each energy are stored in a histogram. For a
sufficiently flat energy histogram (typically user-specified
to be 0.8), γWL is decreased by a specified factor of 12 and
the histogram is reset to zero. The entire process is re-
peated until γWL reaches a desired cutoff.
The 1/t-WL algorithm ensures convergence by pre-
venting the γt factor from dropping below NS/t [15, 17].
The method follows the standard WL algorithm with two
modifications. Firstly, when each energy state has been
visited once, the histogram is considered flat and γt is de-
creased by a factor of two. Secondly, when γWL < NS/t
at time t0, the update factor becomes γt = NS/t for the
remainder of the simulation:
γ
1/t-WL
t =
{
γWLt γ
WL
t >
NS
t
NS
t t ≥ t0
(7)
where t is the number of moves, γWLt is the Wang-Landau
update factor at move t, and NS is the number of energy
bins.
The WL method can be terminated after γ reaches a
specified minimum γmin followed by a production run in
which the weights are held fixed [49]. WL is used to gen-
erate the weights resulting in a flat-histogram [50]. The
entropy is then computed (up to a constant) by adding
the logarithm of the production histogram to the loga-
rithm of the weights. The production run thus satisfies
detailed balance, and will ideally be ergodic; however,
the convergence of the simulation is still impacted by the
choice of the minimum γmin.
Another weight-based flat-histogram method is the
stochastic approximation Monte Carlo (SAMC) algo-
rithm. SAMC has a simple schedule by which the update
factor γSAt is continuously decreased [17, 21, 51]. The up-
date factor is defined in the original implementation [21]
in terms of an arbitrary tunable parameter t0,
γSAt =
t0
max(t0, t)
(8)
where as above t is the number of moves that have been
attempted.
The implementation of SAMC is extremely simplistic.
In addition, Liang has proven that the weights converge
to the true density of states [20, 21, 52] provided the
update factor satisfies
∞∑
t=1
γt =∞ and
∞∑
t=1
γζt <∞ (9)
where ζ > 1. Unlike WL methods, the energy range need
not be known a priori. and the convergence time depends
only on the choice of parameter t0. Unfortunately, t0 can
be difficult to chose in advance for arbitrary systems.
Liang et al. give a rule of thumb in which t0 is chosen in
the range from 2NS to 100NS where NS is the number of
energy bins [21]. Schneider et al. found and we confirm
that for the Ising model this heuristic is helpful for small
spin systems, but that larger systems require an even
higher t0 value [17].
Pommerenck et al. propose a refinement [34] to SAMC
where the update factor is determined dynamically rather
than by the user. Stochastic approximation with a dy-
namic γ (SAD) requires the user to provide a minimum
temperature of interest Tmin. This is analogous to WL
requiring a priori. an energy range of interest; however,
this is almost always easier to identify and is more phys-
ical than the SAMC parameter t0. The update factor is
given by:
γSADt =
EH−EL
Tmin
+ ttL
EH−EL
Tmin
+ tNS
t
tL
(10)
where EH and EL are the current estimates for the high-
est and lowest interesting energies and tL is the last time
at which an energy in the range of interest is encoun-
tered. SAD only explores the energy range of inter-
est as specified by the minimum temperature of interest
Tmin < T < ∞. During the simulation the two energies
EH and EL, are refined such that the range of energies
are conservatively estimated. The weights are calculated
for each energy region according to the original prescrip-
tion.
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FIG. 2. The specific heat capacity versus the reciprocal
temperature β for the N = 32×32 system for each histogram
method at 109 moves.
1. E < EL: w(E > EH) = w(EH)
2. EL < E < EH : moves are handled the same as
other weight-based methods that are mentioned
3. E > EH : w(E < EL) = w(EL)e
−EL−ETmin
Each time the simulation changes the value of EH or
EL, the weights within the new portion of the interesting
energy range are updated.
IV. RESULTS
We test the algorithms on two different system sizes
of the 2D Ising model. The first is a smaller simula-
tion with a lattice size of N = 32 × 32 and the second
has a lattice size of N = 128 × 128. The SAD method
explores the energy space of each system using a mini-
mum reduced temperature of Tmin = 1. All simulations
calculate the minimum important energy Emin and max-
imum entropy energy Emax (with the exception of the
WL methods where both of these parameters are needed
a priori.).
A. The 32 × 32 Ising model
Figure 1 shows the update factor γt for each of the flat-
histogram methods. All of the update factors initially
start at γt=0 = 1. SAD dynamically updates γt through-
out the simulation. After about 1010 moves, γSADt pro-
ceeds as 1/t. We show γWLt for WL both with and with-
out a production run. The WL production run begins af-
ter γWLt has reached 10
−4. The update factor for 1/t-WL
decreases similarly to WL before finding all the energy
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FIG. 3. The maximum error in the specific heat capacity for
each method for the N = 32× 32 and Tmin = 1 as a function
of number of iterations run. The maximum error is aver-
aged over 8 independent simulations, and the best and worst
simulations for each method are shown as a semi-transparent
shaded area.
states and switching to 1/t. All of the SAMC update
factors equal 1 until the number of moves is equal to t0
at which point they decrease as 1/t.
All of the methods, except for SAMC, use the same
single random number seed and give a reasonable ap-
proximation for the heat capacity peak resulting from the
phase transition after only 109 moves. Figure 2 shows the
specific heat capacity vs. the reciprocal temperature β
at 109 moves. A temperature range of 1.5kB to 5kB is
chosen to highlight the phase transition at the critical
temperature Tc.
Figure 3 shows the maximum error in the heat capacity
as a function of time for this system. The solid/dashed
lines represent the average of the maximum value of the
error in the specific heat capacity cV averaged over eight
simulations using different random number seeds. The
range of maximum errors for each simulation is shown
as a shaded region. By the time 108 moves have been
made all but the WL simulation have begun to converge
as 1/
√
t. We then see the WL error saturate around 109
moves.
B. 128 × 128 Ising system
For the larger 2D Ising system, the update factors ini-
tially start at the same γt=0 = 1; however, all of the
methods take longer to proceed as 1/t (with SAD tak-
ing 1013 moves). Fig. 4 shows the update factor γt for
each of the flat-histogram methods. We implement two
WL simulations followed by a production run each begin-
ning after γWLt has reached 10
−4 and 10−6 respectively.
Fig. 5 shows the maximum error in the heat capacity as a
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FIG. 4. The update factor γt versus the iteration number
for the N = 128× 128 system.
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function of time for this system. The solid/dashed lines
represent the maximum value of the error in the specific
heat capacity cV averaged over eight simulations using
different random number seeds. The range of maximum
errors for each simulation is shown as a shaded region.
By the time 1013 moves have been made all but the WL
simulation have begun to converge as 1/
√
t. We then see
the WL error saturate around 1012 moves. The WL sim-
ulation followed by a production run when γWLt reached
10−4 sometimes dramatically failed to converge, although
five of the eight random seeds converged very nicely. This
highlights a risk taken when setting γmin. If the weights
are insufficiently converged, the production run will fail
to explore all energies, in this case, three of the simula-
tions became “stuck” at low energies. With the smaller
value of γmin = 10−6, the method consistently and effi-
ciently converged.
Figure 5 shows that the SAD algorithm converges sig-
nificantly more slowly than the converging WL meth-
ods. The SAD algorithm on average takes around 109
moves to identify as important all 8192 negative energy
states, which is around twice as long as the number of
moves that the WL methods require in order to explore
all the states in this energy range. The main difference
between the convergence of these methods is that the
WL-based methods decrease γt far more rapidly, which
leads to more rapid convergence. The Wang-Landau ap-
proaches can get away with this because the range of
energies of interest is given as an input rather than an
output, allowing a more aggressive schedule of reduction
of γt. This aggressive behavior is precisely what requires
that Wang-Landau methods be followed by some correc-
tion stage (either 1/t or a production run) in order to
correct residual errors.
V. CONCLUSION
We find that SAD, 1/t-WL, and WL followed by a
production run (with an adequately small γmin) demon-
strate excellent and robust convergence. They all con-
verge more rapidly than SAMC, and unlike pure WL do
not suffer from error saturation. We find that for larger
Ising systems SAD reduces the update factor more slowly
(and conservatively) than 1/t-WL and WL followed by a
production run. This means that SAD will take propor-
tionately more moves to converge to the same value as
1/t-WL as system size is increased. While the WL meth-
ods are are given the energy range a priori, rather than
a temperature range of interest such as SAD requires, we
find that the SAD histogram counts for energies outside
the range of interest are negligible. For the general case
in which the energy range of the system is not known
and where a range of desired temperatures is known, the
SAD method is considerably more convenient, and quite
possibly more efficient than a process involving multi-
ple simulations to determine an energy range of interest.
This work also dramatically demonstrates that WL fol-
lowed by a production run performs extremely well and is
preferable to pure WL for ensuring both ergodicity and
detailed balance. While this has long been thought to
be the case and that a multi-canonical run where WL is
used to determine the parameters is the only way WL
should be used, this research represents the first detailed
comparison among all of these flat-histogram methods.
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