Learning representations of molecules and materials with atomistic
  neural networks by Schütt, Kristof T. et al.
Learning representations of molecules and
materials with atomistic neural networks
Kristof T. Schu¨tt, Alexandre Tkatchenko, and Klaus-Robert Mu¨ller
Abstract Deep Learning has been shown to learn efficient representations for struc-
tured data such as image, text or audio. In this chapter, we present neural network
architectures that are able to learn efficient representations of molecules and ma-
terials. In particular, the continuous-filter convolutional network SchNet accurately
predicts chemical properties across compositional and configurational space on a
variety of datasets. Beyond that, we analyze the obtained representations to find
evidence that their spatial and chemical properties agree with chemical intuition.
1 Introduction
In recent years, machine learning has been successfully applied to the prediction
of chemical properties for molecules and materials [1–14]. A significant part of the
research has been dedicated to engineering features that characterize global molec-
ular similarity [15–20] or local chemical environments [21–23] based on atomic
positions. Then, a non-linear regression method – such as kernel ridge regression or
a neural network – is used to correlate these features with the chemical property of
interest.
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A common approach to model atomistic systems is to decompose them into local
environments, where a chemical property is expressed by a partitioning into latent
atom-wise contributions. Based on these contributions, the original property is then
reconstructed via a physically motivated aggregation layer. E.g., Behler-Parinello
networks [21] or the SOAP kernel [22] decompose the total energy in terms of
atomistic contributions
E =
natoms
∑
i=1
Ei. (1)
Atomic forces can be directly obtained as negative derivatives of the energy model.
While this is often a suitable partitioning of extensive properties, intensive or per-
atom properties can be modeled as the mean
P =
1
natoms
natoms
∑
i=1
Pi. (2)
However, this might still not be a sufficient solution for global molecular properties
such as HOMO-LUMO gaps or excitation energies [24]. To obtain a better perfor-
mance, output models that incorporate property-specific prior knowledge should be
used. E.g., the dipole moment can be written as
µ =
N
∑
i
qiri. (3)
such that the atomistic neural network needs to predict atomic charges qi [6, 25–27].
The various atomistic models differ in how they obtain the energy contributions
Ei, usually employing manually crafted atomistic descriptors. In contrast to such
descriptor-based approaches, this chapter focuses on atomistic neural network ar-
chitectures that learn efficient representations of molecules and materials end-to-
end – i.e., directly from atom types Zi and positions ri – while delivering accu-
rate predictions of chemical properties across compositional and configurational
space [11, 28, 29]. The presented models will encode important invariances, e.g.
towards rotation and translation, directly into the deep learning architecture and ob-
tain predicted property from physically motivated output layers. Finally, we will
obtain spatially and chemically resolved insights from the learned representations
regarding the inner workings of the neural network as well as the underlying data.
2 The deep tensor neural network framework
In order to construct atom-centered representations xi ∈ RF , where i is the index of
the center atom and F the number of feature dimension, a straight-forward approach
is to expand the atomistic environment in terms of n-body interactions [30, 31],
which can be written in general as
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xi = f (1)(Zi)+∑
j 6=i
f (2)((Zi,ri),(Z j,r j))+ ∑
j,k 6=i
k 6= j
f (3)((Zi,ri),(Z j,r j),(Zk,rk))+ . . .
(4)
However, such an approach requires to define explicit n-body models f (n) (e.g. using
neural networks) as well as computing of a large number of higher-order terms of
the atom coordinates. At the same time, all many-body networks must respect the
invariances w.r.t. rotation, translation and the permutation of atoms.
An alternative approach is to incorporate higher-order interactions in a recursive
fashion. Instead of explicitly modeling an n-body neural network, we design an
interaction network v : RF ×R→ RF that we use to model perturbations
x(t+1)i = x
(t)
i +v
(t)(x(t)1 ,ri1, . . . ,x
(t)
n ,rin), (5)
of the chemical environment x(t)i by its neighboring environments x
(t)
j depending on
their relative position ri j = r j− ri. On this basis, we define the deep tensor neural
network (DTNN) framework [28]:
1. Use an embedding depending on the type of the center atom
x(0)i = AZi ∈ Rd
for the initial representation of local chemical environment i. This corresponds
to the 1-body terms in Eq. 4.
2. Refine the embeddings repeatedly using the interaction networks from Eq. 5
3. Arriving at the final embedding xTi after T interaction refinements, predict the
desired chemical property using a property-specific output network (as described
in Section 1).
The embedding matrix A as well as the parameters of the interaction networks v(t)
and the output network are learned during the training procedure. This framework
allows for a family of atomistic neural network models – such as the Deep Tensor
Neural Network [28] and SchNet [11, 29] – that differ in how the interactions v(t)
are modeled and the predictions are obtained from the atomistic representations xTi .
3 SchNet
Building upon the principles of the previously described DTNN framework, we
propose SchNet as a convolutional neural network architecture for learning repre-
sentations for molecules and materials. Fig. 1 depicts an overview of the SchNet
architecture as well as how the interaction refinements are modeled by interaction
blocks shown on the right. In the following, we will introduce the main component
of SchNet – the continuous-filter convolutional layer – before describing how these
are used to construct the interaction blocks.
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Fig. 1: The illustration shows an architectural overview of SchNet (left), the inter-
action block (right). The shifted softplus activation function is defined as ssp(x) =
ln(0.5ex + 0.5). The number of neurons used in the employed SchNet models is
given for each parameterized layer.
3.1 Continuous-filter convolutional layers
The commonly used convolutional layers [32] employ discrete filter tensors since
they are usually applied to data that is sampled on a grid, such as digital images,
video or audio. However, such layers are not applicable for atomistic systems, since
atoms can be located at arbitrary positions in space. E.g. when predicting the poten-
tial energy, the output of a convolutional layer might change rapidly when an atom
moves from one grid cell to the next. Especially when we aim to predict a smooth
potential energy surface, a continuous and differentiable representation is required.
For this reason, we use a convolutional layer employing a continuous filter function
in order to model the interactions.
Given the representations xli of the chemical environment of atom i at position
ri and layer l of the neural network, the atomistic system can be described by a
function
ρ l(r) =
natoms
∑
i=1
δ (r− ri)xli . (6)
In order to include the interactions of the atom-centered environments, we con-
volve ρ : R3→ RF and a spatial filter W : R3→ RF as element-wise
(ρ ∗W )(r) =
∫
ra∈R3
ρ(ra)◦W (r− ra)dra, (7)
where ”◦” is the element-wise product. Here, the filter function W describes the
interaction of a representation xi with an atom at the relative position r− ri. The
filter functions can be modeled by a filter-generating neural network similar to those
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Fig. 2: Comparison of shifted softplus and ELU activation function. We show
plots of the activation functions (left), and their first (middle) and second derivatives
(right).
used in dynamic filter networks [33]. Considering the discrete location of atoms in
Eq. 6, we obtain
(ρ l ∗W )(r) =
natoms
∑
j=1
∫
ra∈R3
δ (ra− r j)xlj ◦W (r− ra)dra
=
natoms
∑
j=1
xlj ◦W (r− r j) (8)
This yields a function representing how the atoms of the system act on another
location in space. To obtain the rotationally-invariant interactions between atoms,
we
xl+1i = (ρ
l ∗W l)(ri) =
natoms
∑
j=1
xlj ◦W (r j− ri), (9)
i.e., we evaluate the convolution at discrete locations in space using continuous,
radial filters.
3.2 Interaction blocks
After introducing continuous-filter convolutional layers, we go on to construct the
interaction blocks. Besides convolutions, we employ atom-wise, fully-connected
layers
x(l+1)i =W
(l)x(l)i +b
(l) (10)
that are applied separately to each atom i with tied weights W (l). Throughout the
network, we use softplus non-linearities [34] that are shifted
f (x) = ln
(
1
2
ex +
1
2
)
(11)
in order to conserve zero-activations: f (0) = 0. Fig. 2 shows this activation function
compared to exponential linear units (ELU) [35]:
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f (x) =
{
ex−1 if x < 0
x otherwise
(12)
The derivatives for ELU and softplus are shown in the middle and right panel of
Fig. 2, respectively. A crucial difference is that the softplus are smooth while ELUs
exhibit only first-order continuity. However, the higher-order differentiability of the
model, and therefore also of the employed activation functions, is crucial for the
prediction of atomic forces or vibrational frequencies.
Fig. 1 (right) shows how the interaction block is assembled from these compo-
nents. Since the continuous-filter convolutional layers are applied feature-wise, we
achieve the mixing of feature maps by atom-wise layers before and after the convo-
lution. This is analogous to depth-wise separable convolutional layers in Xception
nets [36] which could outperform the architecturally similar InceptionV3 [37] on
the ImageNet dataset [38] while having less parameters. Most importantly, feature-
wise convolutional layers reduce the number of filters, which significantly reduces
the computational cost. This is particularly important for continuous-filter convolu-
tions, where each filter has to be computed by a filter-generating network.
3.3 Filter-generating networks
The architecture of the filter-generating network significantly influences the proper-
ties of the predicted filters and, consequently, the learned atomic interactions. There-
fore, we can incorporate invariances or prior chemical knowledge into the filter. In
the following, we describe the considerations that went into designing the SchNet
filter-generating networks.
3.3.1 Self-interaction
In an interatomic potential, we aim to avoid self-interaction of atoms, since this
is fundamentally different than the interaction with other atoms. We can encode
this in the filter network by constraining the filter-network such that W (ri− r j) =
0 for ri = r j. Since two distinct atoms can not be at the same position, this is a
unambiguous condition to exclude self-interaction. This is equivalent to modifying
Eq. 9 to exclude the center atom of the environment from the sum:
xl+1i =∑
j 6=i
xlj ◦W (r j− ri), (13)
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Fig. 3: Comparison of features for regression of bond stretching energies of H2. We
use scalar distances ri j and distances in a radial basis rˆi j with ∆µ = 0.1 and γ = 10
as features, respectively. The energies were computed by Brockherde et al. [9] with
DFT at the PBE level of theory.
3.3.2 Rotational invariance
As the input to the filter W :R3→R is only invariant to translations of the molecule,
we additionally need to consider rotational invariance. We achieve this by using
interatomic distances ri j as input to the filter network, resulting in radial filters W :
R→ RF .
3.3.3 Local distance regimes
In the spirit of radial basis function (RBF) networks [39, 40], the filter-generating
neural network W (ri j) first expands the pair-wise distances
rˆi j =
[
exp(−γ(ri j− k∆µ)2)
]
0≤k≤rcut/∆µ , (14)
with ∆µ being the spacing of Gaussians with scale γ on a grid ranging from 0
to the distance cutoff rcut. This helps to decouple the various regimes of atomic
interactions and allow for an easier starting point for the training procedure. On top
of the RBF expansion, we apply two fully-connected layers with softplus activation
functions.
As an illustrative example, Fig. 3 shows two linear models fitted to the potential
energy surface of H2. Using the distance as feature directly, we obviously capture
only a linear relationship. However, the expanded RBF feature space allows us to
obtain a smooth and accurate fit of the potential.
From an alternative viewpoint, if we initialize a neural network with the usual
weight distributions and non-linearities, the resulting function is almost linear be-
fore training as the neuron activations are close to zero. Therefore, the filter values
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would be strongly correlated, leading to a plateauing cost function at the beginning
of training. Radial basis functions solve this issue by decoupling the various distance
regimes.
3.3.4 Cutoffs
While in principle the size of the filter in a continuous-filter convolutional layer can
be infinite, there are natural limitations on how such a filter can be trained. The
interatomic distances in a dataset of molecules are upper-bound by the size of the
largest molecule. More importantly, we can not consider interactions with an infinite
amount of atoms in case of atomistic systems with periodic boundary conditions.
Therefore, it is often beneficial or even required to restrict the filter size using a
distance cutoff.
While it is certainly possible to apply a hard cutoff, this may lead to rapidly
changing energies in molecular dynamics simulations. Therefore, we apply a cosine
cutoff function to the filter, to obtain a local filter
fcut(ri j) =
1
2
cos
(
ri j
rcut
pi
)
+
1
2
(15)
Wlocal(ri j) =W (ri j) fcut(ri j) (16)
3.3.5 Periodic boundary conditions (PBC)
For materials, we have to respect the PBCs when convolving with the interactions,
i.e. we have to include interactions with periodic sites of neighboring unit cells: Due
to the linearity of the convolution, we can move the sum over periodic images into
the filter. Given atomistic representations xi = xia = xib of site i for unit cells a and
b, we obtain
xl+1i = x
l+1
im =
natoms
∑
j=0
ncells
∑
b=0
xljb ◦W˜ l(r jb− ria)
=
natoms
∑
j=0
xlj ◦
(
ncells
∑
b=0
W˜ l(r jb− ria)
)
︸ ︷︷ ︸
W
. (17)
When using a hard cutoff, we have found that the filter needs to be normalized with
respect to the number of neighboring atoms nnbh for the training to converge:
Wnormalized(ri j) =
1
nnbh
W (ri j) (18)
However, this is not necessary, when using a cosine cutoff function, as shown above.
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Table 1: Mean absolute (MAE) and root mean squared errors (RMSE) of SchNet
with and without cosine cutoff for various datasets over three repetitions. For the
Materials Project data, we use a smaller model (xi ∈ R64) and compare the cosine
cutoff to a normalized filter with hard cutoff. We give the number of used reference
calculations N, i.e. the size of the combined training and validation set.
Dataset Property Unit rcut [A˚] MAE RMSE
QM9 (N=110k)
U0 kcal mol−1
– 0.259 0.599
5 0.218 0.518
µ Debye – 0.019 0.0375 0.017 0.033
Aspirin (N=1k)
total energy kcal mol−1 – 0.438 0.5925 0.402 0.537
atomic forces kcal mol−1A˚−1 – 1.359 1.9295 0.916 1.356
Aspirin (N=50k)
total energy kcal mol−1 – 0.088 0.1135 0.102 0.130
atomic forces kcal mol−1A˚−1 – 0.104 0.1585 0.140 0.203
Materials Project formation energy eV / atom (hard) 5 0.037 0.091(N=62k) 5 0.039 0.084
4 Analysis of the representation
Having introduced the SchNet architecture, we go on to analyze the representations
that have been learned by training the models on QM9 – a dataset of 130k small or-
ganic molecules with up to nine heavy atoms [41] – as well as a molecular dynamics
trajectory of aspirin [20]. If not given otherwise, we use six interaction blocks and
atomistic representations xi ∈ R256. The models have been trained using stochastic
gradient descent with warm restarts [42] and the ADAM optimizer [43].
4.1 Locality of the representation
As described above, atomistic models decompose the representation into local
chemical environments. Since SchNet is able to learn a representation of such an
environment, the locality of the representation may depend on whether a cutoff was
used as well as the training data.
Table 1 shows the performance of SchNet models trained on various datasets
with and without cutoff. We observe that the cutoff is beneficial for QM9 as well
as the small aspirin training set with N=1,000 reference calculations. The cutoff
function biases the model towards learning from local interactions, which helps with
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Fig. 4: Bond breaking of a carbon dimer as predicted by SchNet trained on QM9
and an aspirin MD trajectory (N=50k). Since the neural networks were not explicitly
trained on carbon dimers, the predicted energies are heavily influenced by inferred
neighboring atoms. The width of the line represents the deviation of the energy over
three models trained on different training splits.
generalization since energy contributions from interactions at larger distances are
much harder to disentangle. On the other hand, the SchNet model with trained on
50,000 aspirin reference calculation benefits from the large chemical environment
when not applying a cutoff. This is because with such a large amount of training
data, the model is now also able to infer less local interaction within the molecule.
In case of the materials data, we observe that cosine cutoff and hard cutoff yield
comparable results, where the cosine cutoff is slightly preferable since it obtains the
lower root mean squared error (RMSE). Since the RMSE puts more emphasis on
larger errors than MAE, this indicates that the cosine cutoff improves generalization.
This may be due to the more local model which is obtained by focusing on smaller
distances or by eliminating the discontinuities that are introduced by a hard cutoff.
Fig. 4 shows the atomization energies of a carbon dimer as predicted by SchNet
models trained on QM9 and the aspirin trajectory of the MD17 dataset. Since the
models were trained on saturated molecules, this does not reflect the real energy
or atomic forces of the dimer. The reason is that the energy contribution of carbon
interactions in the context of equilibrium molecules or MD trajectories, respectively,
include the inferred contributions of other neighboring atoms. For instance, if we
consider two carbon atoms at a distance of about 2.4A˚ in aspirin, they are likely
to be part of the aromatic ring with other carbon at a distance of 1.4A˚. In case of
aspirin, we also observe a large offset since the model was not trained on molecules
with a varying number of atoms. If we wanted to eliminate these model biases,
we needed to train the neural networks on more diverse datasets, e.g. by explicitly
including dimers with large interatomic distances. While this is necessary to obtain a
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Fig. 5: Vibrational spectrum of aspirin as predicted by SchNet without cutoff on
50k reference calculations. The harmonic normal mode vibrations obtained with the
electronic structure reference are shown in grey.
general model of quantum chemistry, it might even be detrimental for the prediction
of a certain subset of molecules using a give amount of training data.
Considering the above, the analysis in Fig. 4 shows how the neural network at-
tributes interaction energies in the context of the data it was trained on. We observe
that the general shape of the potential is consistent across all four models. Applying
the cosine cutoff leads to constant energy contributions beyond rcut = 5A˚, however,
models without cutoff are nearly constant in this distance regime as well. SchNet
correctly characterizes the carbon bond with its energy minimum between 1.2-1.3A˚
and rising energy with larger distances. For the distance regime beyond about 1.8A˚,
the inferred, larger environment dominates the attribution of interaction energies.
Given that the aspirin model trained on the larger dataset benefits from a larger
attribution of interaction energies to larger distances, we analyze how the cutoff will
affect the vibrational spectrum. Using the SchNet potentials, we have generated two
molecular dynamics trajectories at 300K with a time step of 0.5fs. Fig. 5 shows the
vibrational spectra of the models with and without cosine cutoff. The most distinct
change is the shift of the peak at about 3600 cm−1 to the right. This corresponds
to the O-H oscillations, where the cutoff may prevent direct interactions of the hy-
droxyl group with the carbon ring (see Fig. 5).
4.2 Local chemical potentials
In order to further examine the spatial structure of the representation, we observe
how SchNet models the influence of a molecule on a probe atom that is moved
through space and acts as a test charge. This can be derived straight-forward from
the definition of the continuous-filter convolutional layer in Eq. 8, which is defined
for arbitrary positions in space:
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Fig. 6: Local chemical potentials of N-Formylformamide generated by SchNet
trained on QM9 using a hydrogen probe for the complete molecule (left) and
after removing one of the hydrogens (right). The potentials are plotted on the
∑i ‖r− ri‖= 3.7A˚ isosurface of the saturated molecule.
xprobe = (ρ l ∗W )(rprobe) =
natoms
∑
j=1
xlj ◦W (rprobe− r j). (19)
The remaining part of the model is left unchanged as those layers are only applied
atom-wise. Finally, we visualize the predicted probe energy on a smooth isosurface
around the molecule [11, 27, 28].
Fig. 6 (left) shows this for N-Formylformamide using a hydrogen probe. Accord-
ing to this, the probe is more likely to bond on the oxygens, as indicated by the lower
probe energies. To further study this interpretation, we remove one of the hydrogens
in Fig. 6 (right). In agreement with our analysis, this leads to even lower energies at
the position of the missing hydrogen as well as the nearby oxygen due to the nearby
unsaturated carbon.
4.3 Atom embeddings
Having examined the spatial structure of SchNet representations, we go on to ana-
lyze what the model has learned about chemical elements included in the data. As
described above, SchNet encodes atom types using embeddings AZ ∈ RF that are
learned during the training process. We visualize the two leading principal compo-
nents of these embeddings to examine whether they resemble chemical intuition.
Since QM9 only contains five atom types (H, C, N, O, F), we perform this analysis
on the more diverse Materials Project dataset as it includes 89 atom types ranging
across the periodic table. Fig. 7 shows the reduced embeddings of the main group
elements of the periodic table. Atoms belonging to the same group tend to form
clusters.
This is especially apparent for main groups 1-7, while group 8 appears to be
more scattered. Beyond that, there are partial orderings of elements according to
their period within some of the groups. We observe a partial order from light to
heavier elements in some groups, e.g. in group 1 (left to right: H - Li - Na - [K,
Rb, Cs]), group 2 (left to right: Be - Mg - Ca - Sr - Ba) and group 5 (left to right:
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Fig. 7: Element embeddings learned by SchNet.
P-As-Sb-Bi). In some cases, the first element of the group lies further apart from the
rest of the group, e.g. H, Be, C and O. These results are consistent with those we
obtained from previous SchNet models trained on earlier versions of the Materials
Project repository [11, 27].
Note that these extracted chemical insights are not imposed by the SchNet ar-
chitecture, but had to be inferred by the model based on the bulk systems and its
energies in the training data.
5 Conclusions
We have presented the deep tensor neural network framework and its implementa-
tion SchNet, which obtains accurate predictions of chemical properties for molecules
and materials. Representations of chemical environments are learned directly from
atom types and position while filter-generating networks allow to incorporate invari-
ance and prior knowledge.
In our analysis, we have found that atomic representations reflect an inferred
chemical environment based on the bias of the training data. The obtained repre-
sentations are dominated by local interactions and can be further localized using
cosine cutoff functions that improve generalization. However, if a sufficient amount
of data is available, interaction energies can be attributed reliably for larger dis-
tances which will further improve the accuracy of the model. Moreover, we have
defined local chemical potentials that allow for spatially resolved chemical insights
and have shown that the models learn embeddings of chemical elements that show
resemblence of the structure of the periodic table.
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In conclusion, SchNet presents an end-to-end atomistic neural network that we
expect to facilitate further developments towards interpretable deep learning archi-
tectures to assist chemistry research.
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