ABSTRACT Grid resource allocation mechanism maps tasks to the available grid resources according to some predefined criterion, such as minimizing makespan or execution cost, load balancing, energy efficiency, maintaining user-defined task deadlines, and efficiently using resource memory. The minimization of the makespan is a dominant criterion and is more challenging when computationally intensive tasks have realtime deadlines and data requirements. Such tasks require data files for processing that are transferred from data storage resources to the computing resources, which consume network bandwidth. Resource allocation mechanism for these tasks takes into account the data files transfer time and processing power of the computing resources to complete execution within deadlines. The problem of allocating real-time dataintensive tasks to the grid heterogeneous computing resources with the assumption that the data resources are decoupled from the computing resources, remain challenging. This paper addresses the aforementioned problem as the global optimization problem by considering heterogeneous computing resources of various processing capabilities connected to the data storage resources by network links of various bandwidths. We have analytically formulated the resources with the aim to maximize total number of mapped tasks while possibly minimizing the makespan subject to the time QoS constraints of deadlines, execution time, and data files transfer time. The experimental results reveal that the proposed technique outperforms the other alternatives when real-time tasks are considered.
I. INTRODUCTION
Grid is a system of distributed resources, collaborating on solving complex problems. It gives an illusion of powerful virtual computer by combining capabilities of a predefined pool of distributed resources. These resources may be homogeneous (with the same processing powers) or heterogeneous (with different processing powers), may consist of a single or multiprocessor computing unit or even a local small area network carrying out different operations on resourceintensive applications [1] . The computational Grid is a system where the computing resources that offer computational capabilities are connected to each other. Data Grid is the system, which combines resources providing storage facilities. The data-intensive tasks may engage both data and computing resources for execution for the provision of computational power and data files. Those resources are identified by the Grid resource broker and tasks are mapped by scheduler using a specified resource allocation (RA) mechanism [2] .
The Grid RA mechanism allows mapping of different user tasks to available resources according to predefined scheduling criteria so that the QoS requirements are fulfilled, given the constraints of the virtual organization policy environment [3] , [4] . The highly cited survey of Grid RA mechanisms can be found in [3] .
Grid computing and data storage resources are connected by the physical network links of various capacities for the data access and processing. On typical High-Performance Computing (HPC) systems, it is assumed that data necessary for execution of the assigned tasks are stored in the same computational node. In such cases, the data transfer time for processing data-intensive tasks are ignored. In Modern large-scale Grid infrastructures, the data storage resources are decoupled from the computing resources. Therefore, the data transfer time puts a tremendous effect on the scheduling decisions and the total execution time of the tasks [5] .
The development of the novel Grid RA models for dataintensive computing is a challenging task. Such models must reflect the data access and storage policies and data management must be considered as an integral part of the scheduling process [6] , [7] . Such scheduling process becomes more complicated, when tasks have short critical deadlines. The systems, generating big volumes of data and where such scheduling problems are implemented, are called as realtime data-intensive systems. Typical examples are earth system [8] , ocean atmosphere modeling systems [8] , real-time observatories and data management network (ROADNet) [9] . In such systems, each task needs just in-time processing [10] , [11] .
The major objectives in RA and scheduling in realtime Grids include minimizing execution cost, wastage of resource power, shortest possible completion time of tasks [12] , [13] , and minimizing makespan on either homogeneous [14] or heterogeneous [15] resources.
As per our literature review, the problem of real-time Grid RA and scheduling of data-intensive tasks with the assumption of high heterogeneity of computing resources and separated data resources, remain challenging. In this paper, we define real-time data-intensive task allocation (RDTA) problem as the global optimization problem that satisfy time quality constraints related to task scheduling. We define a real-time Grid RA mechanism which is effective in the minimization of the makespan as the major criterion of scheduling. Our model is an extension of power-aware task allocation (PTA) [16] methodology with the new real-time task and data processing constraints. We defined two objectives: maximization of the number of the mapped tasks within deadlines, and minimization of the makespan. We consider heterogeneous Grid resources and batch scheduling of realtime data-intensive tasks. The computing and data resources are connected by links of various bandwidths. Data processing is an integral part of the scheduling process.
Contribution synopsis. The main contribution of our paper can be summarized in the following paragraphs.
• We define RDTA problem as a global optimization problem that apply minimization or maximization of some objective function subject to the data and time quality constraints. Traditional systems integrate the computing and data storage resources at one place and hence ignore the data transfer time in the feasibility analysis. In our model, we formulate computing resources separated from the data storage resources. So, the processing of data for computing numerical tasks is an integral phase of the scheduling and RA process.
• The execution time of batch of tasks is formulated as a bounded value that helps in applying optimization technique. It is a special case.
• Our proposed technique sorts the Grid computational resources by processing powers that help in deciding task feasibility very early. This method avoids unnecessary testing on non-feasible resources that further cannot guarantee task's execution within deadlines.
• We have constituted a scheduling points set which increases the chance of task's schedulability by considering more scheduling points during the feasibility analysis phase. This concept is not used by the other counterparts.
• Using simulations and experiments, the proposed RDTA technique is also compared against PTA method [16] . The solution obtained is feasible. The rest of the paper is organized as follows. Section II, introduces notations and discusses background knowledge and related work. In Section III, we define our resource allocation model and the data-aware scheduling problem. The proposed algorithm is evaluated in Section IV and concluding remarks and future research directions are provided in Section V.
II. BACKGROUND AND RELATED WORK
Before proceeding to a more detailed description of the Grid RA problem, we first introduce notations in Table 1 . The RA problem in the Grid environment has been frequently studied in the recent years and the plethora of scheduling algorithms was proposed. In this paper, we focus on real-time tasks scheduling algorithms. Real-time system is usually defined as the system where meeting deadlines for the scheduled tasks are primarily important. Real-time tasks scheduling techniques are expected to ensure completion of maximum number of tasks within specified deadline VOLUME 5, 2017 constraints [12] . A very detailed survey on real-time scheduling problems and techniques can be found in [17] . Most realtime scheduling algorithms assign static priorities to tasks that are saved and remain unchanged till the completion of the task [18] . Some of the scheduling algorithms assign dynamic priorities that may change during system running. The most popular static priority scheduling algorithm is the Rate Monotonic (RM) algorithm developed by Liu and Layland [10] . The RM technique assigns higher priorities to tasks having shorter periods (activation rates) i.e., Priority (task) α 1/period (task) [19] . It means that for any two tasks τ i and τ j , we have the following condition [20] , [21] :
The RM algorithm has been preferred for scheduling many real-time systems because it is predictable and can be easily implemented at kernel levels. However, it works not so efficiently in dynamic Grid infrastructures. He et al. [22] proposed a dynamic scheduling algorithm for parallel tasks with soft deadlines. The same model has been modified by Caron et al. [23] by considering both priorities and deadlines of tasks. Xie and Qin [24] worked on a real-time scheduling scheme, which allows the mapping of real-time tasks to the Grid resources under given security constraints. The authors claim that their proposed technique can help in improving system performance in terms of scheduling real-time tasks with varying workloads. In real-time data-intensive computing, scheduling problems not only consider tasks deadlines but data access and transfer as integrated parts of the whole scheduling process [25] , [26] . Such systems entail many datacentric and communication-centric issues such as the development and implementation of efficient algorithms for storage, management, retrieval, analysis, locality, replication, and transfer of data for successful completion of tasks within deadlines [27] . Data transfer time is the important scheduling criterion. The data files must be transferred to the computational resources for the successful completion of tasks. Therefore, the scheduling algorithms must take into account the distribution and architecture of the data storage resources and the network link bandwidths which connect the computing and data storage resources [28] . In traditional systems, the data transfer time may be ignored because the data storage and computing resources are coupled at the same node. But this scenario is impractical in Grid computing, where data storage resources and computing resources are decoupled from one another. The work presented in [29] considers data transfer time in the scheduling algorithm for parameter sweep applications. Similar scheduling techniques can be found in [25] and [30] - [32] that take computing resources and data availability into consideration.
In this paper, we focus on the static batch scheduling of real-time data-intensive tasks, that need data file(s) which should be transferred from remote data storage resources to the computing resources. We propose a new resource allocation algorithm that aims at selecting computing resources by considering data transfer time such that the makespan for a given batch of tasks is minimized while keeping deadlines of the tasks intact.
III. REAL-TIME DATA-INTENSIVE TASK ALLOCATION MODEL
In RDTA model, we consider batch scheduling of real-time data-intensive independent tasks that need data file(s) stored in distributed data storage resources for execution. The data storage resources are connected to the computing resources by the network links of different (known) bandwidths. It is assumed that the data files when transferred from data storage resources are stored on the computing resources for the minimal duration of the task execution. It means that the data file storage requirement at the computing resource is transient. The top-level view of the RDTA model is depicted in Fig. 1 that is composed of a Grid resource broker, dispatcher, computing nodes, data storage resources, and RFI directory. The user is an authorized member who submits tasks in the system. The task submission and resource allocation steps of the proposed RDTA model shown in Fig. 1 are as follows. We assume in our model a global and local scheduler. The user can submit a task τ i or metatask to the global scheduler (1) . Each task needs data file(s) for execution. The global scheduler makes decisions on where to submit the task based on the resource availability, task constraints, minimization preference and the transfer of the data files required for the task. It maps the tasks through the dispatcher to the computational cluster. Each computational cluster has its own local scheduler, task queue, and pool of computing resources. All the information about the data files, computing resources, data storage resources, and their locations are collected during resource discovery and monitoring phase and stored in the resources-files information database (RFI directory). It is up-to-date knowledge base, which keeps all the information about the availability of the Grid resources and the data files. The global and local schedulers retrieve information about the data files and the computing resources from the RFI directory (2) . The data file information contains its logical name, size, and location. The computing resource information consists of computational power (capacity) of the computing resource and its availability status at a particular instant of time.
The global scheduler assigns static priorities to each task τ i in by using RM algorithm. The tasks in are now ordered according to their priorities in the sequence priority (τ 1 ) > priority (τ 2 ) > priority (τ 3 ) > . . . > priority (τ n ). In our model, we consider offline batch scheduling of real-time tasks where task parameters are known for the scheduler before mapping the tasks to the resources that helps in reducing runtime overhead. The global scheduler sends a task to the dispatcher (3).
Based on task's parameters, the dispatcher sends a task to the selected computing resource (4). The local scheduler provides information about computing resources in its own domain. Once the task-resource binding has been done, it moves the task into the queue.
After the transmission of the tasks to the computing resources (5), the required data files are retrieved from the data storage resources (6) . We assume that each required data file is available for each task that needs it. We can consider two scenarios for the data file transfer: (a) all the data files are transferred in parallel to the computing resource before the task starts execution, and (b) the data files necessary for the execution of the first task in the queue are downloaded before task execution, and the rest of the requested data files are transferred during the execution of the tasks. Both scenarios of data file transfer are depicted in Fig. 2 . The first scenario is the most common scenario for the data-intensive systems [5] and we use it in this paper. We assume that all of the data files required by a given task must be transferred in parallel to the selected computing resource within the deadline of the task before its processing has started. Since the data storage resources are decoupled from the computing resources in our model, so data files transfer time depends on the network link bandwidth and the sizes of the data files. In this work, we are not dealing with the network path structure or the route followed by the data file(s) during transfer from data storage resource to the computing resource. Based on the minimization criteria, the resource that gives minimum completion time is allocated to the task by considering all the constraints related to the task. After the task has finished execution, the results are sent back to the user (7) and RFI directory is updated.
The main components of the RDTA model can be categorized as follows:
• the metatask = {τ 1 , τ 2 , . . . , τ n } of n real-time tasks;
• the set of heterogeneous computing resources R = {R 1 , R 2 , . . . , R m } available for the processing of ; • the set of data storage resources DR = {dr 1 , dr 2 , . . . , dr k };
• the set of data files F = {f 1 , f 2 , . . . , f z } required for the processing of ;
• RFI directory.
A. TASK MODEL
Each task τ i , 1 ≤ i ≤ n, in is characterized by the following parameters:
• the worst-case execution time (actual computation) time c i ;
• the period p i of the task, that is the interval between two consecutive instances or jobs of τ i ;
• the relative deadline d i (where d i = p i ) of the task measured from the release time before which the task has to complete its execution;
• the set of data files required for the processing of the
• the computing resource R r that can execute τ i within its deadline, R r R;
• the set of data storage resources DR i , where the set of data files F i is located, DR i = {dr (1,i) , dr (2,i) , . . . , dr (k,i) } ⊆ DR. Since the task τ i in our proposed RDTA model follows the implicit deadline model where d i = p i , 1 ≤ i ≤ n, so the modified real-time task τ i model after including required resources and data files information can be represented as,
B. ASSUMPTIONS
We assume in RDTA model that:
• there is a fixed set of real-time periodic tasks in the system and the processing of the tasks is non-preemptive which means that task once started execution will continue till its completion without any interruption by any other higher priority task;
• computing resources are heterogeneous;
• each task is indivisible and can be mapped exactly to one computing resource; VOLUME 5, 2017
• each task needs a data file(s) for processing and the data file(s) have to be downloaded to the appropriate computing resource prior to the task's execution;
• each required data file is available for each task that needs it;
• no task migration is allowed;
• all tasks are independent with no precedence constraints which means that the execution or completion of the task does not depend on the invocation or completion of any other task.
C. PRELIMINARIES
Let us denote by W = {w 1 , w 2 , . . . , w n }, the cumulative resource demand vector of , where w i is the cumulative resource demand of the task τ i . The value of w i at time t [0, p i ] can be expressed as the sum of the task's execution time c i and additional delays caused by the higher priority tasks τ i−1 , . . . , τ 1 . Formally, we can compute the demand parameters as follows:
where p j and c j are the periods and actual completion times of the higher priority tasks τ i−1 , . . . , τ 1 .
D. ELEMENTS OF THE DATA-INTENSIVE TASK EXECUTION TIME MODEL
Let us denote by EET ir the expected execution time of the task τ i on the computing resource R r . This time is equal to the time that is purely spent in performing all the computational operations of the task τ i on resource R r assuming that the computing resource is idle when the task arrives at that resource. This time is the coordinate of EET matrix where The elements of the EET matrix can be calculated as the ratio of the resource demand of the task τ i and the processing power pp r of the resource R r :
It is obvious from (3) that EET of the task τ i on computing resource R r depends on the processing power of the resource R r . Real-time tasks are time critical, so RA is mainly based on the idea that the computing resource that can process the task within the task's deadline is selected for task's execution. The task τ i at time t is always feasible on computing resource R r running with the power pp r if the following condition holds:
Equation (4) checks task's basic feasibility on each computing resource at each t S i = {l · p j |1 ≤ j ≤ i; 1 ≤ l ≤ p i /p j }. Such point t is called as scheduling point. The resource that can execute task within its deadline can be called as an initial feasible resource. The tasks are dataintensive, which requires a data file or a set of data files F i ⊆ F for its processing. The requested data files are stored on the distributed data storage resources DR i = {dr (1,i) , dr (2,i) , . . . , dr (k,i) }, DR i ⊆ DR. These files have to be transferred in parallel from the data storage resources to the computing resources prior to task's processing. Therefore, the file transfer time FTT pr for the file f (p,i) is the sum of the response time of the data storage resource dr (p,i) and the ratio of the size of the file f (p,i) and the link bandwidth between data storage resource dr (p,i) and computing resource R r , where τ i will be processed. It is defined as follows:
The response time of the data resource is the function of the load on the data resource dr (p,i) and can be interpreted as the difference between the time of sending the request to dr (p,i) for downloading the file f (p,i) , and the time of arrival of the first byte of the file on the computing resource R r . The BW(dr (p,i) ,r) is the link bandwidth between the data storage resource dr (p,i) and the computing resource R r . The estimated processing time of the task depends on the scenario of data transfer from the data storage resources to the computing resources. If the required data file(s) for executing low priority task are already cached in the computing resource's memory for the processing of the higher priority tasks, then the FTT is taken as zero.
Definition: Ready time of a computing resource for the task τ i at time t S i can be defined as the sum of the times of loading the tasks to that resource. It is the required time for reloading of a computing resource.
It can be observed that if all the computing resources run with the same processing powers, then mapping an additional task τ i can increase the ready time of R r by c i .
The total estimated processing time TEPT ir of the task τ i at time t on computing resource R r is the sum of expected execution time of the task τ i on the resource R r and maximum file transfer time of all files required by the task τ i :
It can be observed that the task τ i can be successfully executed on the computing resource R r at time t if following condition is satisfied:
E. PROBLEM STATEMENT Given is a metatask comprising of real-time data-intensive tasks and a computational Grid, we try to find a task-resource mapping A in order to maximize the total number of mapped tasks in that guarantee the execution of the tasks within deadline constraints with the minimum possible makespan. The considered batch scheduling problem can be defined as global bi-objective optimization problem where preference is given to one optimization over the other. We give preference to the makespan minimization by keeping time QoS constraints of the tasks intact. Formally, these two objectives can be formulated as follows: A ir ∈ {0, 1}, 1 ≤ i ≤ n (8)
EET ir ≤ t ⇒ A ir = 1 (10)
Constraint (8) states that each task can be mapped to only one computing resource. Constraint (9) gives the initial mapping, when A ir = 1, then the task τ i can be mapped to resource R r . Based on this mapping, constraint (10) provides the initial decision that states that τ i can be mapped to R r only if the time it requires for execution is less than or equal to the deadline of τ i at any instant of time t S i . When such mapping exists, then A ir = 1. Constraint (11) is related to the deadline constraint of each task with data files transfer and execution times. It specifies the total estimated processing time of each task in . Constraint (12) defines the Boolean relationship between the total estimated processing time and the deadline of the task. Its value is 1 when the constraint holds, otherwise 0. Finally, a constraint (13) defines the deadline of the metatask . It holds only when all tasks satisfy constraint (11) .
The proposed RDTA problem formulation is in the same form as that of the PTA except for the constraints (10), (11) , (12) , and (13) . The other difference is that the PTA methodology considers non-real-time tasks which decides task's mapping based on matching task and computing resource architectures, while RDTA technique works on real-time tasks having data constraints for taking schedulability and feasibility decisions. The PTA approach also do not use scheduling points concept. It focuses on energy efficiency in resource allocation.
It is known from the literature that a Grid resource cannot be engaged forever. Also, a task cannot be executed for an infinite time period, which means that the total processing time for a batch of tasks (metatask) is a bounded value. Let us denote by TEPT the total time needed to execute the batch of tasks, then for TEPT ir we have 0 < TEPT ir ≤ TEPT . If n = 1 (i.e., the metatask consists of a single task), then TEPT ir = TEPT. Therefore, the objective is to maximize A ir = 1, for all i and r and to minimize TEPT. Based on the above discussion, following two new constraints of bounded TEPT value are included in the RDTA problem formulation.
TEPT > 0.
Constraints (14) and (15) are the bounded value conditions for the total processing time.
Assume that the computing resources are sorted in descending order of their total processing powers. Then the next task will be executed with the (currently) maximum processing power. The advantage of sorting technique is that the task's basic schedulability is decided at very earlier stage, when only deadline constraints are taken into account. The sorting technique also reduces overall feasibility testing time because we do not need to check the resources that further cannot guarantee minimum processing time for a given task. When a task is schedulable at this stage, it may be possible that the same resource may execute the same task with maximum time and missed deadline when data constraints are taken into account. So, another resource is expected to execute the same task with minimum time as compared to the earlier one within deadlines with all the associated time and data constraints. In this way, the task with all the associated constraints is checked on all resources, which initially meet the basic schedulability condition given in constraint (10), by calculating TEPT. Such resources can be called as initial feasible resources. If a task can be scheduled on more than one resource after considering all the associated constraints, then a resource with the minimum total estimated processing time is selected for task's execution. This procedure is applied to a batch of tasks on all resources until a minimum execution time is found. Based on these arguments, we have constructed the resource allocation algorithm (see Algorithm 1) . Its basic goal is to maximize the total number of mapped tasks and minimize the makespan.
F. ALGORITHM 1
The purpose of Algorithm 1 is to maximize the number of mapped tasks and minimize makespan subject to the time and data QoS constraints. It takes a batch of real-time tasks as input that needs Grid computing resources for execution and data storage resources for retrieving data files. Initially tasks are ordered according to RM priorities (line 4) and submitted to the system. For each task, set of scheduling points is calculated (line 5). Each scheduling point in the set S i VOLUME 5, 2017 is used to check task's feasibility on each computing resource. Such resources are called as initial feasible resources. The algorithm works mainly in two parts. First part (from lines 1 to 23) is the mapping part and second part (from lines 24 to 39) is the dispatching part. In mapping part, the feasible resources are created by considering task constraints while in dispatching part the tasks are actually dispatched to the computing resources. In mapping part, a scheduling point t in the set S i is tested to check task's basic feasibility on a computing resource (line 7). The feasibility is tested at all scheduling points in ascending order and when RM schedulability is confirmed the test stops, otherwise all the points till p i are tested and if no feasible point is found then the task is declared unschedulable with RM. If a task is initially feasible at t (if the EET is less than or equal to the deadline of the task) (line 9) then the required data files information for the task is retrieved from the RFI directory (line 10). Such information contains specifying required data files and the data storage resources that holds the data files, and the link information connecting computing and data storage resources. Based on the aforementioned information, the FTT for the required data files is calculated. If the required data file is already fetched in the computing resource memory then the FTT is taken as 0 in the task's schedulability analysis (lines 11 and 12), otherwise, FTT is calculated (lines 13 and 14) . If the task's deadline is violated at point t then the task is checked on next t in S i with the expectation that the next iteration will give feasible resource. Next, the TEPT of the task is calculated (line 16) and again the task's schedulability is checked. If a task is finally schedulable on a computing resource by considering all the constraints (line 17) then the task is marked as schedulable in matrix A (line 18), otherwise the next computing resource is checked and this process goes on for all resources until a feasible resource is found.
In dispatching part, we access elements of matrix A. This matrix contains the value 1 for schedulable tasks and 0 for non-schedulable tasks. For schedulable tasks (line 24), we compare TEPT of the task on all initially feasible resources (line 25) and assign the task to the resource (line 26) that gives minimum TEPT. This procedure ensures that the choice of a compute resource we make with the current constraints does not compromise the deadline of the task and that the resource we select at each iteration is better than that selected in all previous iterations. All the files required by the task are transferred to the computing resource (line 27) where the task is executing if the files do not already fetch in the computing resource memory. The task is declared as mapped task on that resource in matrix A (line 29) and is removed from the unmapped tasks list (line 30). The same procedure is repeated for all tasks in a metatask and after checking schedulability of the last task, if all the tasks in a metatask are schedulable (line 33) then metatask is schedulable with a reduced makespan (line 34). If even a single task in a metatask is not schedulable then a metatask is not schedulable (line 36). After executing all the tasks, the computing resources are initialized to maximum processing powers and the RFI directory is updated.
The time complexity of Algorithm 1 is O(nmp n /p 1 ), where p n /p 1 is the ratio of the largest period to the smallest period in the task set when there are total n number of tasks in the system and m number of computing resources in the Grid.
IV. RESULTS AND DISCUSSION
In order to evaluate the effectiveness of our proposed scheduling algorithm, RDTA, we compare it with the aforementioned PTA technique. Both techniques use different simulation parameters, but modifying the nature of tasks, we can compare from the perspective of task's schedulability and makespan. It requires the study of performance using different parameters such as variations in the number of tasks and resources, tasks and resource characteristics, requirements, and resource conditions. But, it is almost impossible to achieve a stable configuration for the evaluation in the practical Grid environment due to the placement of resources under different administrative domains, dynamic variations in the number of users and resources, their characteristics, access to limited resources, and inconsistent network conditions over the public networks [28] . Therefore, to observe the performance of our proposed algorithm (Algorithm 1), we have conducted simulation experiments to get stable and repeatable environment using two different types of Grid infrastructure scenarios for two different size problems. The infrastructures were differentiated on the basis of a number of resources, their characteristics, and the network bandwidths connecting these resources so that the modeled platform reflects heterogeneity and capability of a practical Grid. In both the Grid infrastructure scenarios, the computing resources were heterogeneous and initially equipped with the full processing powers distributed randomly within the range [1, 10] . The data storage resources were separated from the computing resources and connected by the communication links of various bandwidths. The link bandwidth values (in Mb/s) among computing and data storage resources were generated by using the uniform distribution over [1, 100] .
To check the schedulability and calculate makespan, the problems were categorized into small and large size problems. These categories were made on the basis of workload (total number of tasks), characteristics of tasks, and data files demands. The same categories and number of resources were identified by the comparing counterpart. The total number of data files was equally distributed among data storage resources.
In all the experiments, tasks were periodic having periods p i and the execution times c i in the uniform distributed range of [100, 10000] and [1, p i ] respectively. The tasks have relative deadlines (d i = p i ) and the initial priorities were assigned using RM algorithm. The results obtained are the average of the 100 runs of all the tasks sets.
In the first Grid infrastructure scenario, we have initially considered a simple Grid system of 5 computing and 6 data Algorithm 1 Assigning Real-Time Data-Intensive Batch of Tasks to Grid Computing Resources 1. Input: resources are initialized to maximum processing power and the metatask consisting of n tasks in decreasing order of RM priorities; 2. Output: a real-time data-intensive tasks to Grid computing resources mapping with minimum possible makespan; 3. procedure 4. for all τ i (in decreasing order of their RM priorities) do 5. compute
for all available computing resources R r R (in decreasing order of processing powers) do 7. for all t S i do 8. calculate EET ir ; 9. if constraint (10) is satisfied then 10. retrieve data files information required for τ i from RFI directory; 11. if required data file already exists in R r memory then 12. FTT ri = 0; 13. else 14. calculate FTT ri ; 15. end if 16. calculate TEPT ir ; 17. if constraint (11) is satisfied then 18. mark τ i schedulable on R r in A; 19. break; 20. end if 21. end if 22. end for 23. end for 24. if τ i is schedulable then 25. compare TEPT for τ i on all feasible resources and select R r that gives minimum TEPT; 26. assign τ i to R r ; 27. transfer all required data files from data resources to R r if already not exist in R r memory; 28. update RFI directory; 29. mark τ i mapped task in A only on R r ; 30. remove τ i from unmapped tasks list; 31. end if 32 38. initialize computing resources to maximum processing powers and update RFI directory; 39. endprocedure storage resources. The problem size was small, comprising of task sets generated within the range [10, 50] . To check performance, we have initially considered real-time tasks without data constraints which pertain to a fair comparison. As PTA approach considers energy efficient task allocation, so the makespan is increased as compared to RDTA methodology because minimizing system speed can increase the task computation time. It is likely that some of the tasks may miss their deadlines when the system is operated at low power.
In next experiments, the RDTA technique was simulated for real-time data-intensive tasks. Each task required a randomly selected data file(s) for processing. The maximum number of data files was fixed at 100 and each file was assumed to be of size 30 MB. These data files were equally distributed among data storage resources and were transferred in parallel to the computing resources before task execution. They were not replicated and each data file was stored just at one data storage resource. So, the response time of the data storage resources can be ignored. We also assumed that the computing resource is ready for execution as soon as the task arrives at that resource. The reported makespan values for the real-time data-intensive tasks may be greater due to the addition of the data files transfer time in the schedulability analysis. Fig. 3 depicts the comparative results of both aforementioned techniques. PTA is simulated for realtime tasks without data constraints in all the experiments and RDTA for real-time tasks with and without data constraints. It is reported that RDTA performs better when real-time tasks without data constraints are considered.
In the second Grid infrastructure scenario, the similar configuration was used for large size problems with different number of resources, tasks and data file requirements. The number of computing resources was increased to 16, data storage resources to 18, and range of size of the task sets was changed to [1000, 5000]. The rest of the parameters were kept the same. In order to avoid contention on the resources due to a large number of tasks (5000 tasks), we have increased the number of resources so that a suitable number of tasks are assigned to each resource. If number of computing resources are much less than the number of tasks in the system, then the tasks will wait in long queues and a chance exists that some tasks may miss their deadlines.
Since tasks are real-time (i.e., time critical where fulfilling deadlines are mandatory for the effectiveness of the system), so choosing a proper number of resources can execute tasks within deadlines. In both of the aforementioned scenarios, the experimental parameters were chosen in order to maintain a fair comparison and test the proposed technique on the same platform as the other counterpart developed.
We have divided problems into small (50 tasks) and large (5000 tasks) size categories on the basis of workload (total number of tasks). So, for small size problem less number of resources (5 and 6) were involved, which can execute tasks within deadlines while for large size problems large number of resources (16 and 18) are simulated. In order to avoid load on the resources due to a large number of tasks (5000 tasks), we have increased the number of resources so that a suitable number of tasks are assigned to each resource. If number of computing resources are much less than the number of tasks, then the tasks will wait in long queues and a chance is there that some tasks may miss the deadlines. Since tasks are real-time (i.e., time critical where fulfilling deadlines are mandatory for the effectiveness of the system), so choosing a proper number of resources can execute tasks within deadlines. Fig. 4 shows performance of both previously mentioned techniques for real-time tasks with and without data constraints. The reported results show that all tasks in tasks set complete their execution by their respective deadlines.
From experiments, we can observe that the RDTA procedure continues searching at each scheduling point constituted by S i until a computing resource is found that can maintain task schedulability and execute a given task set in a minimum possible time.
V. CONCLUSION AND FUTURE WORK
We have developed the novel RA algorithm and a new scheduling policy for the real-time data-intensive tasks in a heterogeneous Grid environment. In our model, the processing of data necessary for computing numerical tasks is an integral phase of the scheduling and RA processes. The proposed method takes into account the data files transfer time from the decoupled data storage resources to the computing resources, and the processing powers of the computing resources to execute tasks. The computing resources are sorted based on their processing powers. This sorting technique determines the task schedulability at very earlier stage and reduces the overall feasibility testing time. We have constituted a scheduling points set and the tasks feasibility were tested on each scheduling point. We have formulated the problem as a constrained optimization problem where the number of mapped tasks is maximized and makespan is minimized under QoS constraints (execution time, data transfer time, and deadlines). The effectiveness of the proposed mechanism was proved by rigorous experiments with modified task's parameters. The results were compared with the other counterparts that report the superior performance of our technique for both data-intensive and non-data-intensive real-time tasks from the perspective of scheduling and makespan.
In the future, the proposed RA algorithm can be extended for dependent tasks where tasks have precedence constraints. Also, the computing resources can be ranked based on their utilization. We expect more promising results in the future for dynamic priority task sets where dynamicity on application demands is challenging which change during execution and needs to be accommodated at runtime. The profit and energy consumption issues are another research direction of our proposed RA mechanism that can be addressed for future power-efficient strategies such that a fair balance is achieved while running the system at minimum possible speed.
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