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Abstract
In this paper, we discuss the problem of testing the homogeneity of several populations when the available
data are progressively Type-II censored. Deﬁning for each sample a univariate counting process, we can
modify all the methods that were developed during the last two decades (see e.g. [P.K. Andersen,]. Borgan,
R. Gill, N. Keiding, Statistical Models Based on Counting Processes, Springer, New York, 1993]) for use to
this problem.An important aspect of these tests is that they are based on either linear or non-linear functionals
of a discrepancy process (DP) based on the comparison of the cumulative hazard rate (chr) estimated from
each sample with the chr estimated from the whole sample (viz., the aggregation of all the samples), leading
to either linear tests or non-linear tests. Both these kinds of tests suffer from some serious drawbacks. For
example, it is difﬁcult to extend non-linear tests to the K-sample situation when K3. For this reason, we
propose here a new class of non-linear tests, based on a chi-square type functional of the DP, that can be
applied to the K-sample problem for any K2.
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1. Introduction
In this paper, we consider the problem of comparing the hazard rates of several progressively
Type-II censored samples. Formally, our problem is to decide if K populations have the same
hazard rate, that is, to test the hypothesis
H0 : 1 = · · · = K = 0,
or equivalently
H0 : F1 = · · · = FK = F0,
where i and Fi are, respectively, the hazard rate function and the cumulative distribution func-
tions (cdf) of the ith sample, and 0 and F0 are the corresponding functions under the null
hypothesis. This homogeneity test is known as the K-sample test in survival analysis or reliability
theory. Assume that we observe K independent samples denoted by X1,X2, . . . ,XK with sizes
m1,m2, . . . , mK . Then, we observe X = (X1, . . . ,XK) having joint cdf F = ∏Ki=1 Fmii .
Speciﬁcally, after observing X, we need to reject the hypothesis F = Fm0 , where m = m1 +
· · · + mK , when H0 is false. Then, ﬁxing  ∈ (0, 12 ) for the probability of Type I error, we need
to deﬁne a subset m, of Rm, which does not depend on the common cdf F0 of the K samples
under H0, for which we do not accept H0 when X /∈ m,. Such a test statistic will be said to be
free from the underlying distribution.
Several K-sample tests have been proposed for parametric models as well as non-parametric
models. Moreover, there exist many results for the K-sample tests when the data are censored.
Most of the two-sample tests are based on functionals of the discrepancy process. Given two
samples with respective chr 1 and 2 estimated, respectively by ˆ1 and ˆ2, we call DP any
process D deﬁned by
D(t) =
∫ t
0
W(s)
(
ˆ1(ds) − ˆ2(ds)
)
, t0,
whereW is a weight function. Linear homogeneity tests are based on punctual values ofD, whereas
non-linear homogeneity tests are based on non-linear transformations of D. Because linear tests
introduce weight functions, the problem of choosing good weight functions has been discussed
extensively in the literature. Klein and Moeschberger [19] have compared linear tests based on 10
different weight functions to test the effectiveness of two methods for placing catheters in kidney
dialysis resulting in p-values between 0.002 and 0.964. On the other hand, statistical tests based on
non-linear functionals of the DP are of two types: supremum of a rescaled and normalized version
of the DP, leading to Kolmogorov–Smirnov-type statistics, or integrated quadratic functionals of
the DP leading to Cramer–von Mises-type statistics. Similar tests also exist based on linear or non-
linear functionals of a different DP that is the difference between the Kaplan–Meier estimators
from the two samples (see [24,23]). One drawback of these non-linear tests is that they generally
are not asymptotically free of the unknown parameters of the model; however, it is still possible to
adapt these tests into conservative ones (see [14, p. 282]). The main drawback of non-linear tests
is, however, that they are not easily generalized to the situation of K3 samples. It should be
mentioned here that some authors have recently discussed methods to test speciﬁc null hypothesis
against speciﬁc alternatives such as the problem of testing proportionality of hazard rates; see,
for example, [10,12].
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The progressive censoring appears to be of great importance in planning duration experi-
ments in reliability studies. In many industrial experiments involving lifetimes of machines or
units, experiments have to be terminated early and also the number of failures must be lim-
ited for various reasons (for example, when expensive items must be destroyed, when experi-
ments are time-consuming and expensive, etc.). In addition, some life tests require removal of
functioning test specimens to collect degradation related information to failure time data. The
samples that arise from such experiments are called censored samples. The planning of exper-
iments with the aim of reducing the total duration of the experiment or the number of failures
leads naturally to the well-known Type-I and Type-II right censoring schemes. The progressive
censoring scheme described below has the same objectives, but it is constructed with the aim
of moderating the loss of information by reducing the number of failures with respect to the
full sample approach. Montanari and Cacciari [20] reported results of progressively censored
data aging tests on XLPE-insulated cable models under combined thermal–electrical stresses
(covariates). In this experiment, live specimens were removed at selected times (progressive
Type-I censoring) or at the time of breakdowns (progressive Type-II censoring). For the progres-
sively Type-II censoring sampling plan, the numbers of live specimens that are removed from
the life test at time of breakdowns are generally deﬁned a priori, and then, they do not depend
on time.
Recently, different inferential procedures based on progressively Type-II censored samples
have been discussed by several authors; see for example [25,8,7,21,22,16,17,9,4–6,11]. As shown
by Viveros and Balakrishnan [25] and Ng et al. [22], the progressive Type-II censoring scheme
provides an efﬁcient way to design a reliability experiment. For a detailed treatment of various
developments on progressive censoring, one may refer to the book by Balakrishnan andAggarwala
[3]. The progressively Type-II censored sample can be viewed as a special case of the generalized
order statistics studied by Kamps [18]. In this paper we propose new classes of K-sample tests
(K2) for progressively Type-II censored samples. The test statistics are based on quadratic
functionals of the DP.
Now, we describe how a progressively Type-II censored sample will be observed in prac-
tice. Let X1, . . . , Xn be independent and identically distributed random lifetimes of n items.
Consider that we are given, a priori, integers m, r1, . . . , rm such that r1 + · · · + rm + m = n.
A progressively Type-II right censored sample is obtained in the following way: at the time
of the ﬁrst failure, denoted by X1:m:n, r1 surviving items are removed at random from the re-
maining n − 1 surviving items; at the time of the next failure, denoted by X2:m:n, r2 surviving
items are removed at random from the remaining n − r1 − 2 items, and so on; ﬁnally, at the
time of the mth failure, all the remaining rm = n − m − r1 − · · · − rm−1 surviving items are
removed.
Remark 1. If r1 = · · · = rm−1 = 0, we obtain the usual Type-II right censored sample, that is,
we observe the ﬁrst m order statistics X1:n, . . . , Xm:n and the remaining n − m times are right
censored at Xm:n. If, moreover, m = n, the usual order statistics from the complete sample are
obtained.
From now on, we assume that samples X1, . . . ,XK are progressively censored in the above
form. In other words, for 1 iK , Xi = (X(i)1:mi :ni , . . . , X
(i)
mi :mi :ni ) is a progressively Type-
II censored sample with censoring scheme speciﬁed by integers mi and r(i)1 , . . . , r
(i)
mi , and the
underlying cdf is denoted by Fi .
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2. Assumptions and preliminary results
Now, we assume that we have K samples (K2) denoted by X1, . . . ,XK with respective
censoring schemes given by (r(i)j )1 jmi for 1 iK . We then assume that the following
assumptions are satisﬁed:
A1. There exists an integer C satisfying
for all m1,m2, . . . , mK, sup
1 iK
sup
1 jmi
r
(i)
j C < +∞.
A2. There exists 1, . . . , K ∈ (0, 1)K such that ∑Ki=1 i = 1, and for 1 iK we have
mi/m −→ i as m =
K∑
i=1
mi → +∞.
A3. For 1 iK , the empirical mean r¯ (i) = ∑mij=1 r(i)j /mi satisﬁes
r¯ (i) −→ r(i) as m → +∞.
A4.  is a real number such that F0() < 1 under H0.
Let us now introduce a few results established by Bordes [11]. Let Ni be the counting processes
deﬁned by
Ni(t) =
mi∑
j=1
1(Xj :mi :ni  t), t0, (1)
with 1(·) denoting the indicator function, and F (i) = (FNit )t0 being the natural ﬁltration gen-
erated by Ni and (r(i)j )1 jmi , FNit = {X(i)j :mi :ni , r
(i)
j ; Xj :mi :ni  t}, say.
Proposition 2. For 1 iK , the process Mi deﬁned on [0,+∞) by
Mi(t) = Ni(t) −
∫ t
0
Yi(s)i (s) ds, (2)
where
Yi(s) =
mi∑
j=1
(r
(i)
j + 1)1(Xj :mi :ni s),
is a martingale with respect to the ﬁltration F (i).
The above result shows that Ni is a counting process with intensity deﬁned by Yii . As an
obvious consequence, we have the following result.
Corollary 3. The process N = N1 + · · · +NK has intensity Y11 + · · · + YKK with respect to
the ﬁltration F = ∨Ki=1 Fi .
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The above result is important since, under H0, the intensity of N is in fact equal to (Y1 +
· · · + YK)0. Then, under H0, we are able to propose an estimate of the cumulative common
hazard function 0 by using the K samples together. This estimator can then be compared with
the estimators obtained from the individual samples; this provides a way to test the homogeneity
of the K samples, as we shall see in subsequent sections.
The following result will be useful to establish the asymptotic behavior of some functionals.
Proposition 4. Under Assumptions A1–A4, for 1 iK , we have
sup
t∈[0,]
∣∣∣∣Yi(t)mi − yi(t)
∣∣∣∣ P−→ 0 as m → ∞,
where yi(t) = (r(i) + 1)(1 − Fi(t))(r(i)+1).
3. Two-sample tests
3.1. Linear tests
This section is devoted to testing the null hypothesis H0 when K = 2. Under H0, we denote
by F0, R0, 0, and 0 the common cdf, reliability function, hazard rate function, and cumulative
hazard function (chf), respectively. Let us recall that the Nelson–Aalen-type estimator of the chf
i is deﬁned by
ˆi (t) =
∫ t
0
dNi(s)
Yi(s)
, t0. (3)
Many test statistics are based on the discrepancy process Dm deﬁned by
Dm(t) =
√
m
∫ t
0
Wm(s)
(
dˆ1(s) − dˆ2(s)
)
, (4)
where Wm is a non-negative locally bounded predictable weight process. Some typical examples
of weight processes Wm will be given later on. The tests proposed in this section are based on
the asymptotic behavior ofDm(t), which is a linear functional of ˆ1–ˆ2. This is the reason why
they are called linear tests. Our ﬁrst result is regarding the asymptotic behavior of the process
Dm when the weight process Wm converges to a deterministic function on [0, ].
Proposition 5. Suppose that Assumptions A1–A4 are satisﬁed. Assume, moreover, that there
exists a deterministic function w deﬁned on [0, ] such that
sup
t∈[0,]
|Wm(t) − w(t)| P−→ 0 as m → ∞.
Then, under H0,
Dm
D−→ G ◦ 2 in D[0, ],
where G is a centered Gaussian martingale with covariance function 2 deﬁned by
2(t) =
∫ t
0
w2(s)
(
1
1y1(s)
+ 1
2y2(s)
)
0(s) ds.
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Proof. First note that we have
Dm(t) = D¯m(t) +Rm(t),
where, by Proposition 2 and the assumption on Wm,
D¯m(t) =
√
m
∫ t
0
Wm(s)
(
dM1(s)
Y1(s)
− dM2(s)
Y2(s)
)
is an F-martingale (F = F1 ∨ F2), and
Rm(t) = √m
∫ t
0
Wm(s) (J1(s) − J2(s)) 0(s) ds,
where Ji is a 0–1 process deﬁned by Ji(s) = 1(Yi(s) > 0) for s ∈ [0, ].
Let ε > 0 be a real number. Now, we note that{
sup
t∈[0,]
|Rm(t)| > ε
}
⊂
{
sup
t∈[0,]
|J1(t) − J2(t)| = 1
}
⊂
{
min
(
X(1)m1:m1:n1 , X
(2)
m2:m2:n2
)

}
. (5)
Then, applying Lemma 3 of Bordes [11], we get
sup
t∈[0,]
|Rm(t)| P−→ 0 as m → +∞.
Finally, applying to D¯m the version of Rebolledo’s theorem given in Andersen et al. [2, Theorem
II.5.1], we obtain the result of the proposition. 
We know by Rebolledo’s theorem that the predictable variation process of D¯m is a consistent
estimator of the asymptotic correlation function 2 at any ﬁxed time t ∈ [0, ]. We have
〈
D¯m
〉
(t) =
∫ t
0
W 2m(s)
(
mJ1(s)
Y1(s)
+ mJ2(s)
Y2(s)
)
d0(s),
and, under H0, by Corollary 3, the Nelson–Aalen-type estimator of 0 using the two samples is
deﬁned by
ˆ0(t) =
∫ t
0
dN(s)
Y (s)
, t0,
where N(s) = N1(s) + N2(s) and Y (s) = Y1(s) + Y2(s). Then, it is easy to check, by applying
the Lenglart inequality (see [2, p. 86]), that ˆ2 deﬁned by
ˆ2(t) = m
∫ t
0
W 2m(s)
(
J1(s)
Y1(s)
+ J2(s)
Y2(s)
)
dN(s)
Y (s)
(6)
is a uniformly (in t ∈ [0, ]) consistent estimator of 2.
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Example 6. If we take Wm = {wY1Y2/(mY)}1/2 with w some positive deterministic function
deﬁned on [0, ], then we have
2(t) =
∫ t
0
w(s)0(s) ds
and, by (6), it is consistently estimated by
ˆ2(t) =
∫ t
0
w(s)dˆ0(s) =
m∑
i=1
w(Xi)
Y (Xi)
1 (Xi t) ,
where X = (X1,X2) = (X1, . . . , Xm). In this case, a linear test can be carried out by using the
fact that by Proposition 5 the statisticDm()/ˆ() has an asymptotic standard normal distribution
under H0.
There exists many other tests based on some speciﬁc choices of weight functions Wn. These
choices are discussed in [14,2,19].
3.2. A quadratic functional of Dm
The main drawback of tests based on linear functionals of Dm (see Example 6) is that a bad
choice of  can lead to a very poor performance of the test under alternatives H1 for which∫ 
0 w(s)1(s) ds is close to
∫ 
0 w(s)2(s) ds. In order to reduce this risk, we can perform the
comparison of chr (or, of their weighted versions) at several time points in the following manner.
Let us consider a partition 0 = t0 < t1 < · · · < tp =  of [0, ] into p cells. If we consider the
vector Vm = (Dm(t1),Dm(t2)−Dm(t1), . . . ,Dm(tp)−Dm(tp−1))T , we show by Proposition 5
that Vm converges weakly to a centered Gaussian distribution with diagonal variance–covariance
matrix
 = diag(2(t1), 2(t2) − 2(t1), . . . , 2(tp) − 2(tp−1)).
The above matrix is diagonal since the weak limit of processes Dm is a Gaussian martingale. If
we suppose that  is non-singular, i.e.,
A5. 2(tk) − 2(tk−1) > 0 for 1kp,
and if we deﬁne
ˆ
−1 = diag(1/ˆ2(t1), 1/(ˆ2(t2) − ˆ2(t1)), . . . , 1/(ˆ2(tp) − ˆ2(tp−1))),
where ˆ2 is the consistent estimator of 2 deﬁned by (6), we then have the following result.
Proposition 7. Under Assumptions A1–A5, we have
V Tm ˆ
−1
Vm
D−→ 2p as m → +∞.
Remark 8. The above result leads to a class of chi-square tests which reduces to the linear test
of the previous subsection for p = 1.
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Remark 9. Fleming and Harrington [14, p. 278] proposed a similar approach by considering a
p-variate vector Um, whose kth component was deﬁned as∫ 
0
Hk(s)
(
dˆ1(s) − dˆ2(s)
)
.
Their test was based on the deviation of the supremum of the components of Um leading to
an asymptotic distribution of the statistic of the test statistic which is not free of the unknown
parameter 0. However, it is possible to establish a link between their approach and ours by
choosing the weight processes Hk(s) equal to Wm(s)1(tk−1s tk) for 1kp which leads to
Vm = Um.
3.3. Other non-linear functionals of Dm
Just as the linear tests are based on linear forms on the processDm, non-linear tests will be based
on non-linear forms on the processDm. Typical examples of such tests will be based on maximal
deviation statistics like the supremum of Dm on [0, ], or on integrated squared deviations like
integrated square statistics of type
∫ 
0 D
2
m(s) dHm(s), where Hm will be a suitable sequence of
weight processes. The ﬁrst type of statistics leads to Kolmogorov–Smirnov-type statistics while
the second one leads to Cramer–von Mises or Anderson–Darling-type statistics.
Let us now introduce B, a standard Brownian bridge on [0, 1]; then, applying Propositions
V.4.1 and V.4.2 of Andersen et al. [2], we get, under H0, the following results. With the notation
d = 2()/(1 + 2()), we have
(a) sup
0 t
∣∣∣∣ Dm(t)1 + ˆ2(t)
∣∣∣∣ D−→ sup
0 td
|B(t)|, m → +∞.
(b) sup
0 t
∣∣∣∣Dm(t)ˆ(t)
∣∣∣∣ D−→ sup
0 td
∣∣∣∣ B(t)√t (1 − t)
∣∣∣∣ , m → +∞.
(c)
∫ 
0
(
Dm(s)
1 + ˆ2(s)
)2
d
(
ˆ2(s)
1 + ˆ2(s)
)
D−→
∫ d
0
B2(t) dt, m → +∞.
(d)
∫ t2
t1
D2m(s)
ˆ2(s)
d
(
ˆ2(s)
1 + ˆ2(s)
)
D−→
∫ d2
d1
B2(t)
t (1 − t) dt, m → +∞,
where 0 < t1 < t2 and di = 2(ti)/(1 + 2(ti)) (i = 1, 2) such that 0 < d1 <
d2 < 1.
(e) sup
t∈[0,T ]
|Dm(t)|
ˆ(T )
D−→ sup
t∈[0,1]
|W(t)|,
where T = min(X(1)m1:m1:n1 , X(2)m2:m2:n2), and W is a standard Brownian motion on [0, 1].
The last statistic was given by Fleming and Harrington [14, p. 281], and they gave also the
exact formulas to calculate the cdf of both the supremum of absolute values of Brownian motion
and Brownian bridge.
As mentioned earlier, the asymptotic distributions of these test statistics are not free of the
unknown parameter 0 since both supremum and integrals are taken on intervals with extremities
that depend on 0 through 2. However, there are two ways to perform these tests. First, we can
estimate d1, d2 or d by using the data and then we can compute the conﬁdence region by a Monte
Carlo method, simulating a large number of independent standard Brownian bridge paths. The
S. Alvarez-Andrade et al. / Journal of Multivariate Analysis 98 (2007) 1195–1213 1203
second way (see [14]) is based on extending the bounds of [0, d] or [d1, d2] into [0, 1] leading to
more conservative tests. For simplicity, we chose this way in our Monte Carlo study.
4. K-sample test
4.1. Introduction
In this section, we show how we can derive a test of homogeneity in the general K-sample case.
It should be mentioned that the ﬁnal statistic we obtain is not original but the way we derive it
seems to be. First, we assume a proportional hazards model for the K samples, that is,
k = ck1 = ck0, with ck 
= 1 for k = 2, . . . , K.
Our goal is to test the hypothesis
H0 : 1 = · · · = K = 0.
Let us write ck = exp(k) for k = 2, . . . , K . Then, clearly, testing H0 is same as testing 2 =
· · · = K = 0. Now, for k = 2, . . . , K , we denote by Lk(k) the log-likelihood of the kth sample.
Using the joint density of a progressively Type-II censored sample, it is easy to see that, up to a
multiplicative constant (that depends only on the r(k)i ’s ), we have
Lk(k) ∝
mk∏
j=1
fk(X
(k)
j :mk :nk )R
r
(k)
j
k (X
(k)
j :mk :nk )
∝
mk∏
j=1
k(X
(k)
j :mk :nk )R
r
(k)
j +1
k (X
(k)
j :mk :nk )
∝ exp(mkk)
mk∏
j=1
0(X
(k)
j :mk :nk ) exp
(
− exp(k)(r(k)j + 1)0(X(k)j :mk :nk )
)
.
Let us now denote  = (2, . . . , K) and lk(k) = logLk(k), the log-likelihood function of Xk
at . We write l() = ∑Kk=2 lk(k), the log-likelihood of the whole sample X. We then deﬁne by
U the score function, which is the gradient of the log-likelihood function l at  = 0. Therefore,
under H0, we have
U =
⎛
⎜⎜⎜⎜⎝
l
2
(0)
...
l
K
(0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
m2 −∑m2j=1(r(2)j + 1)0(X(2)j :m2:n2)
...
mK −∑mKj=1(r(K)j + 1)0(X(K)j :mK :nK )
⎞
⎟⎟⎟⎠ .
In fact, it is easy to see that the kth component of U is∫ +∞
0
dNk(s) −
∫ +∞
0
Yk(s) d0(s).
Obviously, this last quantity cannot be computed directly since it depends on the unknown quantity
0. However, under H0, we can replace in U the unknown chf 0 by its natural Nelson–Aalen
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estimator ˆ0 deﬁned by
ˆ0(t) =
∫ t
0
dN(s)
Y (s)
for t0,
where N = N1 + · · · +NK and Y = Y1 + · · · + YK . This leads to an approximate Uˆ of U whose
kth component Uˆk is deﬁned by
Uˆk = lim
t→+∞
(∫ t
0
dNk(s) −
∫ t
0
Yk(s)
Y (s)
dN(s)
)
.
If we restrict the interval of study to [0, ], Uˆ is approximated by Uˆ() the kth component of which
is deﬁned by
Uˆk() =
∫ 
0
dNk(s) −
∫ 
0
Yk(s)
Y (s)
dN(s).
In fact, the classical K-sample tests are based on weighted version of the above Uˆ() statistic.
From a general point of view, a weighted version Uˆ (w)() has its kth component deﬁned by
Uˆ (w)k () =
∫ 
0
Wk(s) dNk(s) −
∫ 
0
Wk(s)Yk(s)
Y (s)
dN(s),
where Wk is a predictable weight function. For example, choosing for the weight function 1/Yk ,
the kth component of Uˆ (w)() becomes ˆk()−ˆ0(), where ˆk is the Nelson–Aalen estimator of
the chr of the kth sample, and the score test then consists of comparing the chr of each sample to the
hazard rate of the whole sample. This last fact shows the robustness of this kind of statistics since
the comparison of cumulative hazard functions is of interest even if the assumption of proportional
hazards is not satisﬁed. Therefore, in the sequel, we consider a Uˆ (w)() type statistic.
4.2. Weighted score tests
Under H0, it is easy to see that the kth component of Uˆ (w)() satisﬁes
Uˆ (w)k () =
K∑
l=1
∫ 
0
Wk(s)
(
	lk − Yk(s)
Y (s)
)
dMl(s),
where 	lk is the Kronecker symbol. It follows that the process {Uˆ (w)(t)}t∈[0,] is a multivariate
F-martingale.
Proposition 10. We assume, together with Assumptions A1–A4, that Wk (2kK) are K − 1
bounded predictable processes and that there exists K −1 deterministic functions wk (2kK)
such that
max
2kK
sup
s∈[0,]
|Wk(s) − wk(s)| P−→ 0 as m → +∞.
Then, the process m−1/2Uˆ (w) converges in distribution to a multivariate centered Gaussian mar-
tingale G ◦  in (D[0, ])K−1 with variance–covariance function  = (ij )2 i,jK deﬁned
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on [0, ] by
ij (t) =
K∑
l=1
l
∫ t
0
wi(s)wj (s)
(
	il − yi(s)
y(s)
)(
	j l − yj (s)
y(s)
)
yl(s)(s) ds,
where y = ∑Kl=1 lyl . Moreover, for t ∈ [0, ], matrices (t) are consistently estimated by
ˆ(t) = (ˆij (t))2 i,jK , where
ˆij (t) = 1
m
K∑
l=1
∫ t
0
Wi(s)Wj (s)
(
	il − Yi(s)
Y (s)
)(
	j l − Yj (s)
Y (s)
)
Yl(s)
Y (s)
dN(s).
Proof. We apply Rebolledo’s theorem (see [2, pp. 83–84]) to m−1/2Uˆ (w). First, recall that this
process is an F-martingale for which we need to prove that:
(i) m−1
〈
Uˆ (w)i , Uˆ (w)j
〉
(t)
P−→ ij (t) as m → +∞ for all 2 i, jK and t ∈ [0, ];
(ii) for all ε > 0, m−1/2Uˆ (w)ε,i (t)
P−→ 0 as m → +∞, where m−1/2Uˆ (w)ε,i is the ith component of
the jump process m−1/2Uˆ (w)ε deﬁned by
K∑
l=1
∫ 
0
Wi(s)
(
	li − Yi(s)
Y (s)
)
1
(∣∣∣∣Wi(s)m1/2
(
	li − Yi(s)
Y (s)
)∣∣∣∣ > ε
)
dMl(s).
Let us prove (i). First, we have for 2 i, jK ,
∗ij (t) =
〈
U
(w)
i , U
(w)
i
〉
(t)
=
K∑
l=1
∫ t
0
Wi(s)Wj (s)
(
	il − Yi(s)
Y (s)
)(
	il − Yj (s)
Y (s)
)
Yl(s)
m
(s) ds.
By assumptions on the Wi’s, results of Proposition 2 on the Yi’s, and the fact that processes
of types Yi/Y and Yi/m are bounded, we get, using the telescoping rule (i.e., ab − a′b′ =
a′(b − b′) + b′(a − a′) for a, a′, b and b′ in R) repeatedly, that ∗ij (t)
P−→ ij (t) when m → ∞.
By Lenglart’s inequality (see [2, p. 86]), to prove (ii), it is then enough to show that for all
2 iK , we have 〈m−1/2Uˆ (w)ε,i 〉()
P−→ 0. Since we have〈
m−1/2Uˆ (w)ε,i
〉
()
=
K∑
l=1
∫ 
0
W 2i (s)
(
	il − Yi(s)
Y (s)
)2
1
(∣∣∣∣Wi(s)m1/2
(
	il − Yi(s)
Y (s)
)∣∣∣∣ > ε
)
Yl(s)
m
(s) ds,
the result follows because, for 2 iK , processes Wi (	il − Yi/Y ) are uniformly bounded on
[0, ], and so the set characteristic functions in the integrand is uniformly (with respect to s) equal
to 0 on [0, ] for m large enough. Then the convergence result holds.
Another consequence of Rebolledo’s theorem is that for all t ∈ [0, ], for all 2 i, jK ,
we have ∗ij (t)
P−→ ij (t). Therefore, the last result of the proposition follows by proving that
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ˆij (t)− ∗ij (t)
P−→ 0 as m → +∞. This last result is again a straightforward consequence of the
telescoping rule and properties of the processes Wi’s and Yi’s. This completes the proof of the
proposition. 
A straightforward consequence of the above proposition is the following corollary.
Corollary 11. Under the assumptions of Proposition 10, we have(
Uˆ (w)(t)
)T (
ˆ(t)
)−1 Uˆ (w)(t) D−→ 2K−1 as m → +∞,
for all t ∈ (0, ] such that (t) is non-singular, where 2K−1 denotes a central chi-square distri-
bution with K − 1 degrees of freedom.
Of course, the above result allows us to construct an homogeneity test in the following way:
for a given t ∈ (0, ] and a given  ∈ (0, 1/2), we do not reject H0 with a conﬁdence level
1 −  if(
Uˆ (w)(t)
)T (
ˆ(t)
)−1 Uˆ (w)(t)2K−1,1−,
where 2K−1,1− is the (1 − )th quantile of a 2K−1 distribution.
4.3. A class of chi-square tests
In the last subsection, it was hinted that Corollary 11 would allow us to perform a chi-square
test for the K-sample problem. However, the construction of such a test requires the choice of a
point t ∈ (0, ] and it is clear that a bad choice of this point could lead to bad behavior of the test
as we mentioned already in Section 3 for the two-sample problem, since it is possible for several
cumulative hazard functions to be close at a point t even if H0 is false (see, for example, Fig. 5 of
Section 5.1). We now discuss how to reduce such a risk in constructing the K-sample test.
Let {0 = t0 < t1 < · · · < tp = } be a partition of the interval of study such that matrices
i = (ti) − (ti−1) are non-singular for i = 1, . . . , p. Let us deﬁne random vectors Vˆi =
Uˆ(ti) − Uˆ(ti−1) for i = 1, . . . , p. We denote Vˆ = (VˆT1 , . . . , VˆTp )T and ˆ = diag(ˆ1, . . . , ˆp), a
p(K − 1)×p(K − 1) matrix, where ˆi = ˆ(ti)− ˆ(ti−1). Because Vˆ is a linear transformation
of Uˆ , by Proposition 10, we get that m−1/2Vˆ converges in distribution to a centered Gaussian
distribution with variance–covariance matrix = diag(1, . . . ,p). Moreover, is non-singular
and, by Proposition 10, it is consistently estimated by ˆ. We then obtain the following corollary
of Proposition 10, which generalizes Corollary 11.
Corollary 12. Under the assumptions of Proposition 10 and if  is non-singular, we have
VˆT ˆ−1Vˆ D−→ 2p(K−1) as m → +∞.
Remark 13. If p(K − 1) is large enough, the distribution of
VˆT ˆ−1Vˆ − p(K − 1)√
2p(K − 1)
is approximatively standard normal.
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Remark 14. A typical problem in constructing the above test is that we need to choose a partition
of the interval of study. It is well-known that chi-square-type tests have bad behavior whenever
some classes do not contain sufﬁcient information. A practical way to reduce this risk is to choose
classes with equal probabilities. Therefore, for a given p, we choose a random partition of R+,
where we have tˆ0 = 0, tˆp = +∞ and tˆk = qˆ(m)k/p for 1kp − 1; here, qˆ(m)k/p is a consistent
estimator of the quantile F−1(k/p). Such estimators are discussed in Alvarez and Bordes [1].
5. Monte Carlo study
The aim of this section is to check that the asymptotic behavior of the aforementioned test is
reasonable and as expected. A comparison of the quadratic tests with respect to the linear test is
also performed on the basis of their power for speciﬁc alternatives.
5.1. Two-sample tests
In Fig. 1, we compare the empirical cdf of the linear test with the theoretical asymptotic standard
normal cdf. The comparison is done based on a simulation of M = 200 realizations of the linear
test for two progressively censored samples of size m = 200 and a weight function Wm = 1. This
ﬁgure shows that the two cdf’s are very close. We get the same kind of result for the quadratic
test (with p = 4) in Fig. 2, where the asymptotic distribution is a chi-square with 4 degrees of
freedom. The result is quite satisfactory.
In Figs. 3 and 4, we perform the same type of comparison for three tests denoted T 1 (linear
test), T 2 (non-linear test given by formula (a) of Section 3.3), and T 3 (non-linear test given by
formula (e) of Section 3.3). In Fig. 3, we used the weight function Wm = 1 while in Fig. 4 we
used the weight function Wm = Rˆ (the Kaplan–Meier-type estimator of the reliability function
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Fig. 1. Linear test (Wm = 1): the empirical cdf of a sample of size M = 200 of Dm()/ˆm() for m = 200 versus the
cdf of its asymptotic distribution N(0, 1).
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Fig. 2. Quadratic test (Wm = 1): the empirical cdf of a sample of size M = 200 of the quadratic test of Proposition 7 for
m = 200 and p = 4 versus the cdf of its asymptotic distribution 24.
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Fig. 3. Cumulative hazard functions 2(t) = 2t2(1(t1) + (t2 − t + 1)1(t < 1)) and 1(t) = 2t2.
R; this was the weight function proposed by Gehan; see, for example, [14]). The empirical cdf
was obtained by a simulation of M = 500 values of each test for progressively censored samples
of size m = 100. The theoretical limiting cdf was evaluated by truncation of its series expansion
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Fig. 4. Reliability functions R1 and R2 corresponding to chf of Fig. 5.
Table 1
Power comparison of linear tests and the quadratic test for several weight functions and several values of p; power estimated
from M = 500 pairs of samples of size m = 100, the alternative hypothesis H1 is speciﬁed by1 and2 of Fig. 5
Wm = 1 Wm = Y1 Wm = Rˆ
p = 1 0.130 0.414 0.172
p = 2 0.204 0.338 0.218
p = 3 0.214 0.314 0.206
p = 4 0.178 0.262 0.196
given in Fleming and Harrington [14, pp. 250, 282]. We see that the results are much better when
the weight function is Wm = Rˆ.
Table 1 shows that for the speciﬁc alternative of Figs. 5 (chf functions) and 6 (reliability
functions) the most powerful tests are obtained for the weight function W = Y1 and, among these
tests, the best result is obtained for the linear test (p = 1). However, a change of the weight
function can lead to best behavior of quadratic tests; this is especially clear for W = 1 or W = Rˆ
for which the quadratic tests perform better than the linear tests for p = 2, 3 and 4. However, it is
difﬁcult to say what value of p will lead to the most powerful test. This problem generally links
p and the mi’s, as was shown by Drost [13].
5.2. K-sample tests
In Fig. 7, we compare the empirical cdf of the quadratic test with the theoretical asymptotic
cdf of 24. The comparison is based on a simulation of M = 200 realizations of the quadratic
test for K = 3 progressively censored samples of size m = 50, a weight function Wm = 1 and
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Fig. 5. Comparison of three tests with plots of the empirical cdf versus the cdf of the asymptotic law of the tests; this plot
is based on a simulation of M = 500 pairs of samples of size m = 100, with the weight function Wm = 1.
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Fig. 6. Comparison of three tests with plots of the empirical cdf versus the cdf of the asymptotic law of the tests; this plot
is based on a simulation of M = 500 pairs of samples of size m = 100, with the weight function Wm = Rˆ.
S. Alvarez-Andrade et al. / Journal of Multivariate Analysis 98 (2007) 1195–1213 1211
0 2 4 6 8 10 12 14 16
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Fig. 7. The empirical cdf versus the cdf of the asymptotic law of the quadratic test based on a simulation of M = 200
times K = 3 samples of size m = 50, with the weight function Wm = 1 and p = 2.
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Fig. 8. The empirical cdf versus the cdf of the asymptotic law of the test based on a simulation of M = 183 times K = 4
samples of size m = 100, with the weight function Wm = 1 and p = 3.
p = 2 classes. In Fig. 8, we compare the empirical cdf of the quadratic test with the theoretical
asymptotic cdf of 29. The comparison is based on a simulation of M = 183 realizations of the
quadratic test for K = 4 progressively censored samples of size m = 100, a weight function
Wm = 1 and p = 3 classes.
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Table 2
Power comparison of linear tests and the quadratic test for several weight functions and several values of p; power
estimated from M = 500 realizations of K = 3 samples of size m = 100, the alternative hypothesis H1 is speciﬁed by
i (t) = [t/(4 + 0.2i)]3
Wm = 1 Wm = Y Wm = Rˆ
p = 1 0.382 0.334 0.368
p = 2 0.316 0.292 0.286
p = 3 0.284 0.224 0.278
p = 4 0.266 0.224 0.248
Table 3
Power comparison of linear tests and the quadratic test for several weight functions and several values of p; power
estimated from M = 500 realizations of K = 3 samples of size m = 100, the alternative hypothesis H1 is speciﬁed by
1(t) = t2/4 + 3t/4,2(t) = t2 + t/2 and3(t) = 3t2/4 + t/4
Wm = 1 Wm = Y Wm = Rˆ
p = 1 0.350 0.628 0.524
p = 2 0.474 0.544 0.542
p = 3 0.504 0.552 0.560
p = 4 0.494 0.520 0.544
Table 2 shows that linear tests take advantage of the alternative hypothesis H1 because for i 
= j
we have |i (t) − j (t)| → +∞ as t → +∞. Moreover, power results obtained for linear tests
are better than those obtained by the quadratic tests whatever the choice of the weight function.
As we saw for the two-sample case, other hypotheses could favor quadratic type tests, especially
when there exists t0 > 0 such that i (t) is closed to j (t) for t t0 and 1 i < jK . We
can note also that under H1, for any choice of weight function Wm, the power of tests decreases
when the number of classes p increases. This is no longer true for Table 3 where for Wm = 1 and
Wm = Rˆ quadratic tests are always better than linear tests. Again, both Tables 2 and 3 show the
inﬂuence of weight functions on power results, and ﬁnally, we notice in Table 3 that the linear
test has again the best behavior for Wm = Y even if, under H1, hazard rate functions are not
proportional.
6. Concluding remarks
In this paper, we have discussed the problem of testing the homogeneity of several populations
when the available data are progressively Type-II censored. First, we have shown that usual linear
or non-linear tests based on classical counting processes approach can be applied to this kind
of censored data. We have pointed out that it is difﬁcult to extend non-linear tests when there
are more than two samples (K3). For this reason, we have proposed a new class of quadratic
tests based on the classical chi-square-type tests. This class of tests proves to be suitable to test
homogeneity whatever be the number of samples. However, Monte Carlo simulation results show
that the power of these tests depends on the choice of the number of classes. Also, a good choice
of weight function can lead to better power results for the linear test. However, an a priori choice
of the weight function is always difﬁcult as it is shown by an example by Klein and Moeschberger
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[19, pp. 196–197]. Finally, adding a quadratic-type test to the usual linear tests might be of help
to make the inferential decision properly.
References
[1] S. Alvarez-Andrade, L. Bordes, Empirical quantile process under Type-II progressive censoring, Statist. Probab.
Lett. 68 (2004) 111–123.
[2] P.K. Andersen,]. Borgan, R. Gill, N. Keiding, Statistical Models Based on Counting Processes, Springer, NewYork,
1993.
[3] N. Balakrishnan, R. Aggarwala, Progressive Censoring: Theory, Methods, and Applications, Birkhäuser, Boston,
2000.
[4] N. Balakrishnan, N. Kannan, C.T. Lin, H.K.T. Ng, Point and interval estimation for Gaussian distribution, based on
progressively Type-II censored samples, IEEE Trans. Reliab. 52 (2003) 90–95.
[5] N. Balakrishnan, N. Kannan, C.T. Lin, S.J.S. Wu, Inference for the extreme value distribution under progressive
Type-II censoring, J. Statist. Comput. Simul. 74 (2004) 25–45.
[6] N. Balakrishnan, H.K.T. Ng, N. Kannan, Goodness-of-ﬁt tests based on spacings for progressively Type-II censored
data from a general location-scale distribution, IEEE Trans. Reliab. 53 (2004) 349–356.
[7] U. Balasooriya, N. Balakrishnan, Reliability sampling plans for lognormal distribution, based on progressively-
censored samples, IEEE Trans. Reliab. 49 (2000) 199–203.
[8] U. Balasooriya, S.L.C. Saw, V. Gadag, Progressively censored reliability sampling plans for the Weibull distribution,
Technometrics 42 (2000) 160–167.
[9] I. Basak, N. Balakrishnan, Robust estimation under progressive censoring, Comput. Statist. Data Anal. 44 (2003)
349–376.
[10] A. Bhattacharjee, B. Rajeev, D. Sengupta, Testing for the proportionality of hazards in the two samples against the
increasing cumulative hazard ratio alternative, Scand. J. Statist. 25 (1998) 637–647.
[11] L. Bordes, Non-parametric estimation under progressive censoring, J. Statist. Plann. Inference 119 (2004) 171–189.
[12] J.Y. Dauxois, S. Kirmani, Testing relative risk under random censoring, Statist. Probab. Lett. 62 (2003) 1–7.
[13] F.C. Drost, Asymptotics for generalized chi-square goodness-of-ﬁt tests, CWI Tract, vol. 48, 1988.
[14] T.R. Fleming, D.P. Harrington, Counting Processes and Survival Analysis, Wiley, New York, 1991.
[15] R.D. Gill, Non- and semi-parametric maximum likelihood estimators and the von Mises method (Part 1), Scand. J.
Statist. 16 (1989) 97–128.
[16] O. Guilbaud, Exact non-parametric conﬁdence intervals for quantiles with progressive Type-II censoring, Scand. J.
Statist. 28 (2001) 699–713.
[17] O. Guilbaud, Exact non-parametric conﬁdence, prediction and tolerance intervals with progressive Type-II censoring,
Scand. J. Statist. 31 (2004) 265–281.
[18] U. Kamps, A concept of generalized order statistics, J. Statist. Plann. Inference 48 (1995) 1–23.
[19] J.P. Klein, M.L. Moeschberger, Survival Analysis, Springer, New York, 1997.
[20] G.C. Montanari, M. Cacciari, Progressively-censored aging tests on XLPE-insulated cable models, IEEE Trans.
Electr. Insul. 23 (1988) 365–372.
[21] H.K.T. Ng, P.S. Chan, N. Balakrishnan, Estimation of parameters from progressively censored data using EM
algorithm, Comput. Statist. Data Anal. 39 (2002) 371–386.
[22] H.K.T. Ng, P.S. Chan, N. Balakrishnan, Optimal progressive censoring scheme for Weibull distribution,
Technometrics 46 (2004) 470–481.
[23] M.S. Pepe, T.R. Fleming, Weighted Kaplan–Meier statistics: a class of distance tests for censored survival data,
Biometrics 45 (1989) 497–507.
[24] M. Schumacher, Two-sample tests of Cramér–von Mises and Kolmogorov–Smirnov type for randomly censored
data, Internat. Statist. Rev. 52 (1984) 263–281.
[25] R.Viveros, N. Balakrishnan, Interval estimation of parameters of life from progressively censored data, Technometrics
36 (1994) 84–91.
