Abstract
Introduction
The use of a main-memory buffer is a good way to increase the speed of systems dealing with mass storage such as database systems. Therefore, most real-time database systems try to keep the whole database (or at least the whole actual working set) resident in the buffer at runtime. This avoids slow mass storage access and makes the system behavior more predictable. If the database (or working set) becomes too big to entirely fit in the buffer, a replacement strategy is needed. A good replacement strategy keeps the average system performance still high, but it becomes very difficult to predict buffer misses and the resulting performance for a single database operation (e.g. search).
In the approach presented here, a partial solution for this problem is proposed. This solution works for a specific part and type of data structures kept in the database files: the access-paths based on B or B+-trees. The data to keep in the buffer for these structures are the tree nodes. A buffer replacement strategy for these tree nodes is introduced, which allows a certain prediction of buffer hits and misses for tree search and update operations.
The replacement strategy
A search operation in a B-or Bc-tree walks from the root to the leaves [ 11. Searching an item X starts with the root node. Depending on the data found in this node, a node from the next deeper level is selected. This continues until a leaf node is reached. So, on each tree level a single node is used. The node needed on level i+l depends on the result of level i. [3] use the knowledge about the past to estimate future behavior. By analyzing the past, e.g. how often each node in the buffer was used until now, they try to find a node to replace, which has the least likelihood to be reused in the future. For realtime database applications, these strategies have been enhanced to respect transaction priorities [4] [5] [6] . But for all these strategies a buffer hit or miss can only be predicted for a specific known node.
So if one of these strategies is used for B-or B+-trees, it is impossible to predict the buffer hits or misses for a search operation, because the nodes needed during the walk through the tree are unknown at the beginning of the search operation.
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This strategy called LC (Level Control) uses the structural information known about the trees and the tree search to determine a node to be replaced. The basic idea is to use the level of a node as replacement criteria. The replacement priority R, of a node n is calculated by the node's distance from the root level, which is level 1. R, = level@), where: level(root) = 1
(1)
The node with the highest replacement priority will be replaced.
This strategy has two advantages: Firstly, it should be efficient. Because only a single node is used on each tree-level during a search operation, the usage probability P, of a node depends mainly on the number of nodes sharing its level. The usage probability of the root node is 1. In general, P, can be calculated as:
where: nodes(level(n)) = number of nodes on the level of node n Supposing a B-or B+-tree with an average of f successors for each node, P, can be estimated as a function of a node's level:
It is obvious, that the usage probability of a node is as higher as closer this node is to the root level. So the proposed replacement strategy favors nodes with high usage probabilities.
The second advantage using this strategy is the predictability of buffer hits and misses. As shown in figure 2 , the LC-strategy causes the following buffer organization: The first L levels (1 .. L) of a tree are completely stored in the buffer. Level L+1 is stored partially. The remaining levels (L+2 .. LL) are not stored. The value of L depends on the available buffer size for that tree and on the size of the tree itself. So it is v e q simple to calculate the number of buffer hits and misses during a tree search operation. In worst case, we have:
In best case, we have:
This is a good prediction, because the difference between best and worst case is only 1. Based on (4) .. (7), resulting best and worst buffer hit rates during a tree search operation can be calculated as:
So if only L and LL are known (which is not difficult in a concrete buffer management implementation based on LC), the number of b e e r hits and misses in worst and best case can be calculated independent of a specific search item's value. If the number of stored nodes st of a B-or B+-tree with m to 2 m successors per node is known, the worst and best case for the value of L can be calculated as well:
Of course, hit rates calculated by (8) and (9) are more precise than those by (11) and (12), because equations (8) and (9) use the actual value of L, equations (1 1) and (12) use worst and best case values of L.
Additionally, if the total number of nodes and the number of nodes stored in buffer for level L + 1 are known, the probability of the best case hit rate can be calculated:
If the total number of nodes on level L+l is unknown, an upper limit can be given:
So far, we have analyzed search operations in Band Bf-trees using LC as buffer replacement strategy. Finally let's have a look at insert and delete operations. Each insert and delete operation is preceded by a search operation. In best case, only a single value in one of the nodes accessed has to be removed or inserted. No further access to any other node is necessary. This means, in best case the number of misses and the hit rate is equal to the one for search operations (7):
In worst case, a second node has to be accessed on each tree level due to splitting, melting or compensating tree nodes. This means, in worst case the number of misses for insert and delete operations doubles (5):
Simulation results and comparison to other strategies
To confirm the results and to compare the LC strategy to other strategies, several simulations have been made. Figures 3 a, b and c show some of the measured hit rates for search operations in different trees compared to the calculated worst and best case hit rates based on equations (11) and (12). As expected, the calculated worst case hit rate is the lower limit in all cases. For slender trees (low values of m), the hit rate gets closer to the best case hit rate. This behavior can be explained by equation (15) . If the value of m decreases, the probability Pb for best case hit rates increases. So as expected, equations (4) to (7) produce a good and small prediction interval for buffer hits and misses. identical conditions. Furthermore, as a measure of quality, an 'optimal strategy' [7] is used, which is unrealizable outside a simulation. This strategy uses knowledge about the future to determine the node, that will be unused for the longest time in future. So the 'optimal strategy' can be considered as an upper limit to all realizable strategies. The comparison shows, that the LC strategy is a very efficient strategy. In nearly all simulations made, the LC strategy got the best results of the compared realizable strategies. Sometimes it even comes close to the 'optimal strategy'. Especially for a small number of nodes buffered, the LC strategy has significant hit rate advantages. This is because upper levels of a tree contain a small number of nodes compared to the lower levels, but each level is used exactly once during a search operation. So the LC strategy can be considered efficient in hit rates and in the use of buffer capacities.
Applications
The LC strategy can be applied to realize an efficient buffer management for B-or B+-trees in a realtime database system kernel. If this management software maintains the values of L and LL, the number of buffer misses for each tree access can be predicted. A first implementation of LC was made for the soft real-time database kernel Merlin [SI. A second implementation is planned for a scaleable firm and hard real-time database kernel, which is in the conception phase at the moment.
In a real-time database application, some enhancements to the basic strategy can be made without affecting predictability: First it is very likely, that there is more than one node with the same highest replacement priority. To decide between these nodes, a secondary strategy is needed. A good secondary strategy, e.g. LRU, can increase the value of Pb.
Furthermore, in a database application more than one tree is stored in buffer at the same time. Several trees must share the buffer. Some of those trees may be used more often than others. To respect this, trees can be given a usage-dependend weight to increases the value of L for often used trees.
Transaction priorities and deadlines may affect the tree weights and the secondary strategy as well.
Conclusions
The presented LC strategy is an efficient and predictable buffer replacement strategy for B-and B+-trees. Buffer hits and misses during search operations can be predicted in small intervals of constant size 1. During update operations, the prediction interval is of larger size (LL -L + l), but a worst case value can be guarantied as well. So LC seems to be a good strategy for access-path buffer management based on B-or B+-trees in real-time database system kernels.
With some modifications, it should be furthermore possible, to adapt the LC strategy to other types of trees as well.
