A shape prior-based object segmentation is developed in this paper by using a shape transformation distance to constrain object contour evolution. In the proposed algorithm, the transformation distance measures the dissimilarity between two unaligned shapes by cyclic shift, which is called 'circulant dissimilarity'. This dissimilarity with respect to transformation of the object shape is represented by circular convolution, which could be efficiently computed by using fast Fourier transform. Given a set of training shapes, the kernel density estimation is adopted to model shape prior. By integrating low-level image feature, high-level shape prior and transformation distance, a variational segmentation model is proposed to solve the transformation invariance of shape prior. Numerical experiments demonstrate that circulant dissimilarity-based shape registration outperforms the iterative optimization on explicit pose parameters, and show promising results and highlight the potential of the method for object registration and segmentation.
Introduction
The goal of object segmentation is to extract the object-of-interest q : → {0, 1} from a given image I : → R, where q is the object label on the image domain . For any pixel x ∈ , q(x) = 1 if x is an object pixel; 0 otherwise. In the case of single-object segmentation, q is commonly known as an object shape. As a classical and fundamental problem in computer vision, object segmentation has been widely studied [9, 16, 22, 23] . From a probability-based perspective, object segmentation could be treated as a Bayesian posterior estimation problem: p(q | I) = p(I | q)p(q)/p(I), where p(I) is a constant once I is given. In terms of logarithmic likelihood E = − ln p, we can minimize the posterior energy:
Assuming that the independence of pixels in the image, the data model of p(I | q) can be written as 
where p in (x) and p out (x), for every pixel x ∈ , the probabilities that this pixel is inside the object and background, respectively. The distribution of probability p(q) is called shape prior model since it specifies a prior bias among the desired object and is independent of data observation. The classic active CONTACT Fei Chen chenfei314@fzu.edu.cn shape model [4] encodes statistical prior of object shape for segmentation. The shape is represented as a set of landmark points, and the variation of shape is constrained by the point distribution model which is inferred from a training set of shapes. Based on the seminal work of level set method [13] , shape prior-based variational approaches have gained significant attention in object segmentation. Many statistical and learning models of shape priors have been proposed, such as Gaussian distribution [11] , kernel density estimation (KDE) [5, 17] , sparse representation [2] , manifold learning [15] , deep learning [3] , etc. KDE [17] is quite suitable for segmenting objects of a known class in the image according to their possible similar shapes. Given a set of aligned training shapes {p 1 , . . . , p N }, the shape distribution can be modelled by the KDE:
where σ is the width of the Gaussian kernel function, and κ σ (q) = (1/ √ 2π) exp(−q 2 /2). However, the segmented object often has similar shapes in different poses in real applications. An important problem of transformation invariance arises from the requirement of these shape driven object segmentations. Considering the transformations of translation h, scaling s and rotation by an angle ν, the Bayesian inference problem is therefore rewritten as
where θ = (ν, s) denotes the vector of pose parameters associated with the shape q, that is, q h,θ (x) = q(sR ν (x + h)). Furthermore, a uniform prior is commonly assumed with respect to h, ν and s, and q is independent of these parameters, that is, p(q, h, θ) = p(q). Early ideas of handling this issue [1, 18, 20] was to introduce a set of explicit pose parameters to describe the shape transformation, which is iteratively optimized the best transformation parameters by an alternating minimization procedure. However, such methods are difficult to balance the time step size in gradient descent. Cremers et al.
proposed an intrinsic alignment [5] to deal with the pose issue. However, the training shapes requires normalization with respect to translation, scale and rotation in advance. In numerical experiments, it needs to accurately compute the centre of mass and the principal axes of the shape for alignment. Based on sparse representation [2, 21, 24] , invariance of shape prior can be implemented by searching a set of transformations aiming at the error to be sparse between the transformed test shape and linear combination of training shapes. However, this approach is time consuming and not suitable in low-dimensional space. In this paper, a new shape registration method is introduced for object segmentation by exploiting shape circulant dissimilarity. It is observed that the object shape can be approximated by the training shapes after a certain cyclic shift. This circulant dissimilarity is used as a shape distance of transformation between the evolutionary shape and the reference shape, and could be easily integrated into variational segmentation model. By using circulant shift, the proposed shape registration becomes very simple and relies solely on the kernel circulant matrix. Moreover, the computational cost can be much reduced by fast Fourier transform. In contrast to existing approaches for transformation invariance in the level set framework, the proposed closed-form solution removes the need to iteratively optimize explicit pose parameters.
Shape transformation distance via circulant dissimilarity
In order to define a transformation distance or dissimilarity measure for two given shapes, we introduce a probabilistic definition of shape [6] . A shape on an image domain is defined as a function q : → [0, 1], which assigns to each pixel x ∈ a probability q(x) that x is part of the object. By selecting τ ∈ [0, 1], it is easy to get the traditional binary shape of the object (q) τ = {x | q(x) ≥ τ } and the background of image (q) C τ = 1 − (q) τ . 
Translation invariance via cyclic shift
In this section, we stick to definitions for 1D signals for simplicity of presentation. The extension to 2D is straightforward. Denote by q the observed object shape, q = [q 0 , . . . , q n−1 ] , and we define a shift operator T l : T l (q 0 , . . . , q n−l−1 , q n−l , . . . , q n−1 ) = (q n−l , . . . , q n−1 , q 0 , . . . , q n−l−1 ), where l is the number of shifted elements to the right, and we have T 0 = T, T n+l = T l . Given a reference shape p, the object shape q can be approximated by a sparse linear combination of circulant shifted p (see Figure 1 ). This can take the following form,
where the weight function κ h (·) is used to measure the similarity between the shape q and cyclic shifted shape T i p. If the weight function κ h is chosen as a Gaussian kernel, we have κ h (T i q, T j p) = κ h (q, T j−i p). By cyclic shift, the above equation can also be written in matrix notation
where
From the above equation, it can be seen that the shape similarity between q and p is dependent on the kernel matrix K, and K is a circulant matrix [10] . Based on the theory of circulant matrices [8] , K is often denoted by
Note that if p is 2D shape, then k h is also 2D kernel matrix. When κ h (q, T i p) → 1, it means that T i p is very similar to q. In particular, κ h (q, T 0 p) = 1 means T 0 p = q. On the contrary, if κ h (q, T i p) → 0, then T i p is very different from q. Since our problem focuses on translation transformation, we apply a simple method to locate object shape accurately by setting the largest element in k h to be one and others zero (see Figure 1 ). Since K is a circulant matrix, we have the circular convolution
Given two shapes q and p, a simple measure of their dissimilarity with respect to translation transformation is given by their L 2 -distance in :
While translation is usually written in Cartesian coordinates, rotation and scaling are simpler in polar coordinates. The above approach may be extended to a shape distance which is invariant to rotation and scaling.
Rotation and scaling invariance via cyclic shift
The invariance for the cases of rotation ν and scaling s is detailed here. When a shape q is given in Cartesian coordinates, it can be converted to polar coordinates by a transformation −1 , such that q = ( −1 (q)), where from polar to rectangular coordinates is defined by the pixels on the boundaries of object (s, ν) = (s cos ν, s sin ν) = (x, y), and −1 is its inverse transformation. For example, a test hand shape is transformed from Cartesian coordinates to polar coordinates (see Figure 2 ). By cyclic shifting 30-degree along ν axes, a rotated shape could be obtained by conversion from polar coordinates to Cartesian coordinates. Similarly, a scaling shape might be obtained by vertical cyclic shift along s axes. Therefore, the rotation and scaling transformations map to simple translations in the polar coordinates and we can employ a similar FFT-based technique to recover the rotation ν and scaling s. Like translation invariance on shapes p and q, we can perform cyclic shift along ν and s coordinates, and obtain a kernel matrix k θ , and have
where θ = (ν, s). Assuming that translation takes place before rotation and scaling, the transformation dissimilarity between two shapes p and q is proposed by considering translation and rotation, 
Object segmentation via shape registration

Energy formulation
Considering a set of aligned training shapes χ = {p 1 , . . . , p N }, the KDE is used to model the shape distribution. By combining image data term (2), shape prior term (3), and the proposed transformation term (10), the energy function for object segmentation can be formulated as
Here, λ 1 and λ 2 are positive constants. The first term on the right is the simplified form of (2), and e(x) = log(p in (I)/p out (I)). The second term adds an additional force aiming at maximizing the transformation similarity between the evolutionary shape q and the reference shape p. The last term enforces p to be the estimation shape inferred from the training set χ. When the prior shape is only a given shape, the last shape statistical term can be neglected. If the transformed shape p is expected as the desired shape for extraction, we can define q = (k θ −1 (k h p)). Figure 3 illustrates the effect of shape registration, which couples the shape-based cue and intensity-based cue to establish a correspondence between them. By alternating minimization, registration and segmentation are carried out simultaneously.
There are three obvious advantages of the proposed object segmentation by using transformation constraint. First, the proposed transformation term is consistent with the shape probabilistic representation, and can be easily integrated into data-driven variational frame for object segmentation. Second, shape alignment is obtained by circulant dissimilarity, which quickly finds the most similar shape by incorporating information from all transformed shapes. Third, a closed-form and fast solution can be derived for circulant similarity, and it removes the need to iteratively optimize explicit pose parameters.
Model in low-dimensional representation
Since shape is defined by probability, the space of shapes is convex so that principal component analysis (PCA) can be used to reduce dimensions of shape data.The shape space of χ spanned by the first m ≤ N eigenmodes {ψ 1 , . . . , ψ m } can be written as χ m = {p α = μ + m i=1 α i ψ i | α i ∈ R} by PCA. Therefore, an arbitrary shape p can be approximated by a shape vector of the form α p = T (p α − μ), where = [ψ 1 , . . . , ψ m ] and α ∈ R m×1 . By PCA, the training set of shapes p 1 , . . . , p N can be reduced to a sequence of low-dimensional coefficient vectors α 1 , . . . , α N . By neglecting the constant terms, the variational model (12) in low-dimensional representation can be described by
To this end, we propose a shape registration-based statistical shape prior which combines the efficiency of low-dimensional PCA-based methods.
Energy minimization
When the PCA parameters { , μ} are known, the proposed model in Equation (13) has three kinds of unknowns: q, α, and the transformation kernel matrices {k h , k θ }. To solve the model, we employ the alternating minimization algorithm by iteratively performing the following three steps: (i) updating q given α, k h and k θ , (ii) updating k h and k θ given q and α, and (iii) updating α given q, k h and k θ .
Updating q
Given the estimate of p (t) 
h and k (t) θ , the subproblem on q can be formulated as
The above q-subproblem is convex, and its closed-form solution can be obtained by
Updating k h and k θ
Given the estimate of the latent shape q (t) and p (t) , the subproblem on k h and k θ can be formulated as
Assuming that translation takes place before rotation, the model above can be decomposed into two subproblems,
Since accurate kernel matrixes are difficult to directly obtain from the above equations, so we use Gaussian kernel function to approximate the desired solution. As discussed in Section 2.1, k h measures the similarity between the patch q and p by cyclic shift. If σ 0 is the width of the chosen Gaussian kernel function, we have kernel matrix
To accurately locate the object shape, we define B max (x) as threshold function that sets the largest element in x to be one and others zero. The closed-form solution to k h -subproblem can be obtained by
Similarly, we have
where −1 q = −1 (q (t) ), and −1 p = −1 (k (t) h p (t) p out (I) ) for each x ∈ ; Estimate the object region q (t) according to (15) ; Compute the k (t+1) h according to (19) ; Compute the k (t+1) θ according to (20) ;
Updating α
Given the shape q (t) , and kernel matrixes k 
With p α = μ + α, the α-subproblem is non-convex and can be solved by using gradient descent:
and t is the time step size.
Finally, Algorithm 1 summarizes the main steps of our alternating minimization optimization. The algorithm involves multiple circular convolution, which can be computed by FFT [10] . For a shape with n pixels, the three steps in the optimization procedure have the complexity of O(n log 2 n), which makes this new algorithm very efficient for object segmentation. 
Experimental results
This section evaluates the efficiency and robustness of the proposed method on two datasets: walkingperson dataset [6] and hand-posture dataset. Various test sequences are carried out to demonstrate the transformation invariance, covering the case of different types of images including partial occlusions, deformation, background clutter, etc. In our experiments, the initial translation parameter in the first frame is given manually. When moving on to a new frame, the final translation parameter of previous frame is used as the initial translation estimate for the segmentation of the current frame. We set Max-Iter = 30, λ 1 = 10, τ = 0.5, and t = 0.1. The parameter α is initialized as [0, . . . , 0] T . The involved parameters λ 2 , σ and σ 0 in the proposed algorithm are fixed to 1. We assume all the transformation parameters h,ν and s are bounded, and set h ∈ [−N/2, N/2] × [−N/2, N/2], ν ∈ [−π/4, π/4], and s ∈ [0.9, 1.1] by assuming that shape q is an N × N binary image. To validate the segmentation results, Dice Coefficient (DC) [14] and Hausdorff Distance (HD) [25] are computed between the object region of the computed segmentation and the ground truth.
Track a walking person
We first test our algorithm on publicly available dataset provided by the authors of [6] . The training set has 151 binary shapes of a walking person from a consecutive sequence, and the test set is an image sequence showing a different person walking at a different pace in a cluttered scene. In our experiments, all training shapes are centred at the origin, and ten sample shapes from the training set are shown in Figure 4 (a). As can be seen, a human silhouette exhibits strong shape deformation while walking. Figure 5 shows five samples from the test sequence. Due to partial occlusion, gradient-based shape model [5] which uses alternating iteration could not provide reliable location for shape prior in the first sample, thus yielding a dissatisfactory segmentation. Such gradient-based optimization methods often need careful tuning (e.g. time step size, order of parameter update), which makes the approach difficult to be applied in a general setting. The proposed model uses circulant dissimilarity to estimate pose and translation parameters on a global scope. For each frame with 50 × 50 pixels, our method is able to converge to a near-global optimum in approximately 1 s with 30 iterations, running on a dual-core, 3 GHz PC with 16 GB of memory.
The proposed approach is more robust to the location of initial evolution curve than the existing iterative optimization methods. For comparison, the evolution shapes are simply initialized as the mean shape of all training shapes. We experiment with arbitrary initial shapes and all arrive at similar results. The red boundary is the 0.5-level set of the mean shape, as shown in Figure 6(a) . In order to validate the robust initialization, 50 different locations of initial curves are randomly chosen within a local range (yellow box on Figure 6(b) ). Since the location of initial evolution curve is sensitive to active contours-based models, the method [17] only has a 82 % success rate in segmenting the walking person. It indicates that gradient descent approach obviously requires an appropriate initialization of position parameter. Two typical failures of initial location are shown in Figure 6(c,d) . Note that the initial locations are a certain distance from the walking person. However, the proposed method adopts circulant dissimilarity to overcome these drawbacks, and achieves a success rate of 100% under the same conditions.
In order to demonstrate the robustness for segmenting different walking persons, another two test sequences based on [7, 19] are used to examine the proposed model. Figure 7 shows five samples from segmentation results. Note that the body shapes in two sequences are quite different, and their shape variations (walking vs. jogging) are also very large. As we can see in the first row of Figure 7 , the satisfactory results can be obtained even when the shapes of the walking person are smaller than the training shapes. The proposed method is very accurate because the closed form solution to cyclic shift removes the need to iteratively update local estimates of scaling parameter. As the shape variation of different persons is very large, the training set is insufficient to provide reliable shape prior for accurate segmentation. In such case, more training shapes from the object of interest should be considered in shape prior term. Experiments performed under different persons reveal that prior shape knowledge can effectively enhance object segmentation by introducing circulant dissimilarity for pose and location. By combining shape-prior-based registration and intensity-based image segmentation, the proposed method can reduce complexity of optimization on the parameters of transformation and produces more satisfactory segmentation results.
Hand posture segmentation
As a second example, we apply the proposed method to the hand-posture segmentation. In this experiment, we segment 200 frames from two hand-posture sequences with varying positions of the hands on complex background. A training set is constructed by selecting the first 40 frames from the sequence 1 and the first 60 frames from the sequence 2. We manually obtain their binary images and align them to their respective centre of gravity to build a training set of shapes. Figure 4(b) shows some sample shapes from the training set. In order to validate the performance of the proposed method, we compare it with recently posed state-of-art segmentation algorithm, including KDE for level set segmentation [17] , shape Boltzmann machine (SBM)-based object segmentation [3] , fully convolutional networks (FCN) for semantic segmentation [12] . Two typical comparisons are shown in Figures 8  and 9 . It is clear that gradient-based local optimization techniques [17] are difficult to efficiently locate the optimum solution in pose estimation. There are two advantages of the proposed method in comparison with shape Boltzmann machine (SBM)-based object segmentation [3] . First, the proposed method does not require a learning process in advance. The learning process of SBM contains complex computation and large storage. The MATLAB implementation of the learning process is around 3 h, running on a dual-core, 3 GHz PC with 16 GB of memory. Second, our method can rapidly compute the transformation parameters in frequency-domain space. Compared with exhaustive search [3] , our method is more than 6 times faster even they also restrict the pose parameters to a certain domain. Figures 8(d) and 9(d) show the segmentation results produced by FCN. Convolutional neural networks are powerful visual models that offer very good performance on object segmentation. However, such visual models are sensitive to rotation and noises. This is because pixels around the boundaries are centred at similar receptive fields, while the network is trained to discriminate binary labels. Therefore, the network may produce maps with inaccurate shape. For the two experiments, we keep all involved parameters constant. Due to circulant dissimilarity to translation and rotation, there is no need to iteratively optimize explicit pose parameters to align the evolutionary shape with the reference shape. The final segmentation is shown in the bottom row of Figures 8 and 9 . Notice that the red contours accurately outline the hand skin surfaces at different locations and rotations. Furthermore, we demonstrate two different types of visual comparison on low-quality images. In Figure 10 , first three columns show the segmentation results on test images with partial occlusion, and the last three columns give the results on test images with additional white Gaussian noise of standard deviation 20. Clearly, the segmentation results of FCN are very strongly influenced by image noises and the misleading occlusions. The proposed method effectively exploits the external shape prior to find appropriate pose and translation parameters to guide hand segmentation. This makes the proposed method very robust to cluttered scenes and occlusions in practical applications. Table 1 shows quantitative comparisons of competing segmentation methods on two test sequences. As we can see, the performance of our method on these challenging datasets is very satisfactory, obtaining the accurate segmentation results in a matter of a few seconds. In contrast, FCN and SBM are typically much slower in the training process. To further demonstrate the robustness of hand segmentation, we build the noise version and partial occlusion version of test sequences. In contrast to FCN, the proposed model has a better performance on segmentation accuracy. It can be easily observed that the proposed segmentation method is more robust to misleading information.
Conclusion
We introduce a new transformation distance for shape registration in object segmentation, namely circulant dissimilarity. Since the object shape is approximately represented by a sparse linear combination, the transformation invariance (translation, rotation and scaling) can be achieved by cyclic shift. Due to the circulant structure, shape transformation is represented as circular convolution, which could be implemented by using FFT. This circulant dissimilarity-based shape registration and KDEbased shape priors are introduced in an energetic form to regularize the target shape in variational segmentation. In comparison with iterative optimization on explicit pose parameters, the proposed model could provide more reliable pose information and achieve satisfactory results even under large pose variability of the objects of interest.
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