Abstract-This paper presents a full state feedback adaptive dynamic inversion method for uncertain systems that depend nonlinearly upon the control input. Using a specialized set of basis functions that respect the monotonic property of the system nonlinearities with respect to control input, a state predictor is defined for derivation of the adaptive laws. The adaptive dynamic inversion controller is defined as a solution of a fast dynamical equation, which achieves time-scale separation between the state predictor and the controller dynamics. Lyapunov-based adaptive laws ensure that the predictor tracks the state of the nonlinear system with bounded errors. As a result, the system state tracks the desired reference model with bounded errors. Benefits of the proposed design method are demonstrated using Van der Pol dynamics with nonlinear control input.
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I. INTRODUCTION

D
YNAMIC inversion is one of the most popular methods for controlling affine-in-control minimum phase nonlinear systems [4] , [12] , [14] . The main challenge in extending the methodology to nonaffine systems has to do with the fact that in the latter case the zero dynamics are not always well defined [21] . Several methods for particular classes of nonaffine systems have been reported in [13] , [19] , [20] , and [26] . In [26] , nonaffine cascaded systems are considered and a linearization-based approach is presented using the results from [18] . In [13] , three classes of nonaffine systems are considered that in addition to nonaffine control term have also linear input, and dynamic backstepping is used for global stabilization. In [19] , the averaging theory is employed for controlling a special class of nonaffine systems using high-frequency control signals. Moulay and Perruquetti [20] solved the control design problem for a class of nonaffine systems that are polynomial in control variable. Adaptive methods for controlling nonaffine systems have been presented in [1] - [3] , [6] - [8] , and [16] . In this paper, using the main result from [22] and [24] and tools from singular perturbations theory [14] , we present a dynamic inversion methodology for minimum-phase uncertain nonaffine systems with well-defined zero dynamics. We note that the main challenge in control of nonaffine systems as compared to affine ones is the algebraic loop for the definition of the control signal. In [1] , [2] , [9] , and [10] , this algebraic loop has been resolved by delaying the implementation of the control signal for one time step. In [3] , the system dynamics is further differentiated to lead to an affine-in-input system, where the input is the derivative of the original control signal for which linear-in-control design methods can be applied. However, the method is limited to class of systems, in which uncertainties can be globally linearly parameterized in terms of known basis functions. The method in [6] uses a mean-value-type argument leading to redefinition of uncertain nonlinearity such that it is independent of the control input. The consequent analysis requires an assumption on the boundedness of the time derivative of the control effectiveness, which is hard to verify a priori.
In this paper, we present a nonlinear approach for resolving the algebraic loop for control definition using tools from singular perturbations theory. To simplify the presentation, first we review the main result from [11] . The methodology in [11] invokes fast dynamics to invert the system, and hence relies on the time-scale separation property between the system dynamics and the dynamics of the inverting controller. The main idea can be illustrated by considering a scalar dynamical system of the form (1) where is a known function of the system state and the control input . Assuming that is bounded away from zero for , where are compact sets, the control objective is to find such that the state of the system (1) tracks a bounded reference input from an arbitrary initial condition . In [11] , we prove that such a controller can be determined via the solution of the fast dynamics: , where . If , then for minimum phase nonlinear systems in normal form with well-defined zero dynamics, Tikhonov's theorem can be used to prove bounded tracking of a desired reference system [11] .
In [17] , under a set of restrictive assumptions, the method is extended to uncertain systems, and the adaptive counterpart of the method is developed. Assuming that in (1) is unknown, the methodology in [17] considers linear-in-parameters neural network approximation of the unknown nonlinearity on a compact set of possible initial conditions Following the framework of [11] , one needs to require that be constant, which in its turn is crucial for exponential stability of the boundary layer system required by Tikhonov's theorem. In general, constant sign for is not straightforward to verify. In fact, it is not guaranteed in the most general case. In [17] , we consider a special class of nonlinear systems for which a regressor vector can be introduced to ensure the constant sign for . That assumption, however, implies that the nonaffine nature of the system dynamics is weak as compared to its affine counterpart with respect to control efficiency.
In this paper, we relax the restrictive assumption of [17] and extend the methodology to uncertain systems of more general class. We recall the main result from [22] that enables approximation of positive valued functions by a set of radial basis functions (RBFs) with positive coefficients. This consequently leads to consideration of a specialized set of basis functions and appropriate choice of adaptive laws such that in ensemble they verify the exponential stability property of the boundary layer system required for time-scale separation. Moreover, the methodology leads to explicit construction of the set of RBF distribution, to which the system state belongs for all . This paper is organized as follows. In Section II, we recall some preliminaries from approximation theory and Tikhonov's theorem from singular perturbation theory. We give our main result on tracking a given reference signal for single input systems in Section III. A relevant simulation example is given in Section IV.
II. MATHEMATICAL PRELIMINARIES
A. Preliminaries on Approximation Theory
In this section, we recall the main result from [22] and [24] . Let denote the usual space of continuous maps . Theorem 1 [22] : Let be an integrable bounded function such that is continuous and , and be the set of functions (4) where is a positive integer, , , The proof in [22] gives an explicit expression for the coefficients in (4). It shows that the coefficients are directly proportional to the corresponding function values on the compact set . Consequently, if for all , and the class is chosen to be positive semidefinite, then . We also notice that the Gaussians given by , where is the center, while is the width parameter, represent one particular choice of .
B. Preliminaries on Singular Perturbations Theory
For proving our main result, we will use Tikhonov's theorem on singular perturbations, which we recall below (see, for instance, [14, Th. 11.2 
, p. 439]).
Consider the problem of solving the system (5) where and are smooth. Assume that and are continuously differentiable in their arguments for , where and are domains, . In addition, let be in standard form, i.e., has isolated real roots , , for each . We choose one particular , which is fixed. We drop the subscript henceforth. Let . In singular perturbations theory, the system given by (6) is called the reduced system, and the system given by (7) is called the boundary layer system, where and , , are treated as fixed parameters. The new time scale is related to the original time via the relationship . The following result is due to Tikhonov [14] .
Theorem 2: Consider the singular perturbation system given in (5), and let be an isolated root of . Assume that the following conditions are satisfied for all for some domains and , which contain their respective origins. A1) On any compact subset of , the functions and , their first partial derivatives with respect to , and the first partial derivative of with respect to are continuous and bounded, and have bounded first derivatives with respect to their arguments, is Lipschitz in , uniformly in , and the initial data given by and are smooth functions of . A2) The origin is an exponentially stable equilibrium point of the reduced system given by (6) . There exists a Lyapunov function that satisfies for all , where are continuous positive-definite functions on , and let be a nonnegative number such that is a compact subset of . A3) The origin is an equilibrium point of the boundary layer system given by (7), which is exponentially stable uniformly in . Let denote the region of attraction of the autonomous system , and let be a compact subset of . Then, for each compact set , there exists a positive constant such that for all , , , and , has a unique solution on , and holds uniformly for , where denotes the solution of the reduced system in (6). Remark 1 will be useful in the sequel [14] . Remark 1: Assumption A3) can be locally verified by linearization. Let denote the map . It can be shown that if there exists such that the Jacobian matrix satisfies the eigenvalue condition for all , then Assumption A3) is satisfied.
III. TRACKING CONTROLLER
A. Problem Formulation
Consider the following nonlinear single-input system in normal form: (8) where denotes the state vector of the system, , is the control input, is the relative degree of the system, , , . Because , it follows from Theorem 1 that for arbitrary there exists positive-valued such that for one has , which leads to the following upper bound: (15) Because the approximation is considered over the compact set , then there exist finite such that . Hence (16) for any arbitrary small . This implies that the second term in (14) can be approximated arbitrarily closely by a -type function from (12) . Hence, for arbitrary there exists such that for all . The proof is complete.
Following the statement in Proposition 1, consider the following approximation for the unknown function in system dynamics (8) via the family of functions so that , where , , , and 's are positive.
C. State Predictor
Consider the following one-step-ahead state predictor using a series parallel model for the dynamics in (8): (17) where is the prediction error signal, define a Hurwitz polynomial, while is an adaptive parameter for estimating the unknown constant vector . Then, the prediction error dynamics for the series parallel model in (17) are (18) (19) with , where has the same structure of r except for the last row being composed of the coefficients instead of . The proof of Lemma 1 follows from the properties of the projection operator [23] (see the Appendix). are positive, the lower bound for the compact set in the application of the projection operator can be selected in a way so that remain positive for all , i.e., for all . The upper bound can be arbitrarily large.
Remark 3: Notice that ultimate boundedness of parametric errors, stated in Theorem 1, does not imply stability of the overall system. One needs to construct a bounded and prove in addition that, in the presence of this feedback, one of the systems, (8) or (17), remains bounded and achieves the tracking objective. We will apply the methodology from [11] to force the state of the predictor in (17) to track the desired reference input. Boundedness of the system state will follow. We notice that the states of (21) and (22) (25) Let be an isolated root of . The reduced system for (21) and (22) The boundary layer system is (28) Thus, the adaptive control signal is defined via (24), (20), (17), and (9), and its implementation diagram is shown in Fig. 1 .
D. Control Design
Tikhonov's theorem leads to the following result. is bounded below by some positive number for all . Then, if in addition is a bounded signal, the origin of (28) is exponentially stable. Moreover, let be a compact subset of , where denotes the region of attraction of the autonomous system . Then, for each compact subset , there exists a positive constant and a such that for all , ,
, and , the system of (17) and (24) has a unique solution on , and r holds uniformly for . Proof: We need to verify that Assumptions A1)-A3) in Tikhonov's theorem are satisfied. Assumption B1) clearly implies that A1) holds.
We now show that Assumption A2) holds. Assumption B2) implies (see [14, Lemma 4.6, p. 176] ) that the system r r (with and viewed as the inputs) is input to state stable. Thus, there exist class and class functions and , respectively, such that for all . Furthermore, from the proof of Lemma 4.6 of [14] , it follows that , for some constant . Using the fact that the unforced system r has 0 as an exponentially stable equilibrium point, it can be seen from the proof of Lemma 4.6 of [14] that for some positive constants and . Thus, the solution to the reduced system (26) and (27) satisfies and for all and for some . Hence, the origin is an exponentially stable equilibrium point of (26), (27) . From a converse Lyapunov theorem, it follows that there exists a Lyapunov function such that [14] and where r r We note that any positive can be chosen in A2) of Tikhonov's theorem, and so can be any compact subset of . In the light of Remark 1, it is straightforward to see that with the definition of the boundary layer system, given by (28), its exponential stability can be verified locally by linearization with respect to . Indeed, because is independent of , it follows from (25) that As stated in Remark 3, because are positive, the compact set in the application of the projection operator can be selected such to ensure that . Therefore, using the condition in (13), we conclude that Thus, the linearization of (28) around its origin implies that the boundary layer system has locally exponentially stable origin. Hence, Tikhonov's theorem applies and so it follows that for each compact set there exists a positive constant and such that for all , , and , the system of equations given by (17) and (24) 
Hence, Fig. 3 demonstrates the convergence ability of the state predictor to the system state (left) and tracking performance of the reference system r by the predictor , respectively. Fig. 4 plots the time history of . We note that the states and the control input remain within the domain of RBF approximation, as predicted by Theorem 4.
V. CONCLUSION
In this paper, we presented a new design technique for adaptive dynamic inversion of nonaffine-in-control uncertain systems. Using the main result from [22] , we proposed a new family of basis functions that respects the monotonic property with respect to control input of the unknown system dynamics. Using this class of approximators, we designed a state predictor and used tools from singular perturbation theory to achieve the desired tracking objective for the state predictor. With the projection type of adaptive law, standard Lyapunov arguments implied that the state predictor tracks the system state with bounded er- rors. As a result, the proposed control enables the system state track the reference model with bounded errors.
APPENDIX
The projection operator introduced in [23] ensures boundedness of the parameter estimates by definition. We recall the main definition from [23] .
Definition 1: Consider a convex compact set with a smooth boundary given by (48) where is the following smooth convex function:
where is the norm bound imposed on the parameter vector and denotes the convergence tolerance of our choice. For any given , the projection operator is defined as if if if where (50) The properties of the projection operator are given by Lemma 2.
Lemma 2: Let , and let the parameter evolve according to the following dynamics:
Then (52) for all , and
The proof is straightforward. From Definition 1, it follows that is not altered if belongs to the set . In the set , subtracts a vector normal to the boundary of so that we get a smooth transformation from the original vector field to an inward or tangent vector field for . Therefore, on the boundary of , always points toward the inside of and never leaves the set , which is the first property in (52).
From the convexity of function , it follows that for any and , the inequality holds. Then, from Definition 1, it follows that if if if which proves (53).
