Abstract. We present a high-order formulation for solving hyperbolic conservation laws using the Discontinuous Galerkin Method (DGM). We introduce an orthogonal basis for the spatial discretization and use explicit Runge-Kutta time discretization. Some results of higher-order adaptive refinement calculations are presented for inviscid Rayleigh Taylor flow instability and shock reflexion problems. The adaptive procedure uses an error indicator that concentrates the computational effort near discontinuities.
. The DGM is a finite element method in the sense that both geometrical and functional discretizations define the finite-dimensional approximation space ( ¥ . The accuracy of a finite element discretization depends both on geometrical and functional discretizations. Adaptivity seeks an optimal combination of these two ingredients: p-refinement is the expression used for functional enrichment and h-refinement for mesh enrichment.
Classical continuous FEMs typically use conforming meshes where elements share only complete boundary segments. Thus, spatial discretizations like those shown in Figure 1 .1 would, normally, not be allowed. Since the approximation space ( ¥ is also constrained to be a subspace of a continuous function space, e.g.,
)
, the basis (shape functions) for ¥ are typically associated with element vertices, edges, faces, or interiors. These simplify the imposition of continuity requirements but limit choices. The DGM allows more general mesh configurations and discontinuous bases (see Figure 1 .1) which simplify both h-and p-refinement. For example, non-conforming meshes and arbitrary bases for functional approximation [20] may be used. In particular, we use a 0 2 1 -orthogonal basis that yields a diagonal mass matrix. The DGM can also be regarded as an extension of Finite Volume Methods (FVMs) to arbitrary orders of accuracy without the need to construct complex stencils for high-order reconstruction. Indeed, the DGM stencil remains invariant for all polynomial degrees. This greatly simplifies parallel implementation for methods of all polynomial orders. Finally, the DGM has aspects in common with finite difference schemes in that it may use fluxes associated with Riemann problems [3] . Herein, we concentrate on DGM formulations for hyperbolic conservation laws ( §2). For the spatial discretization, we choose an orthogonal basis that diagonalizes the mass matrix and, thus, simplifies its evaluation ( §2.1). Time discretization is performed by an explicit total variation diminishing Runge-Kutta scheme [3] . To improve the performance of the explicit integration, we use a new local time stepping procedure similar to one used by Flaherty et al. [7] and which will be explained in a forthcoming paper [18] .
We present procedures to perform adaptive computations where the discretization space ¥ changes in time. Because of the flexibility of the DGM, we are able to change both mesh and elementary polynomial orders often, e.g., several thousand times with very little computational overhead.
Transient computation of unstable flows provide an application where adaptivity in time is crucial. The instability of an interface separating miscible fluids of different densities subject to gravity is known as a Rayleigh-Taylor Instability (RTI). Bubbles (spikes) of lighter (heavier) fluid penetrate into the heavier (lighter) fluid, leaving behind a region where the two fluids are mixed. This mixing region quickly becomes irregular and may provide an understanding of turbulence since the flow there has chaotic features [11, 22] .
Young et al. [22] solved an incompressible RTI problem governed by the Boussinesq equations using spectral methods. We likewise believe that the complex structure of the mixing zone could be efficiently represented by high-order polynomials. Fryxell [9] used a piecewise parabolic method [21] with adaptive h-refinement to solve compressible RTI problems in two and three dimensions. Without explicit interface tracking [10] , h-adaptivity will certainly be necessary to accurately represent the complex evolution of bubbles and spikes [11] .
We present solutions of a standard two-dimenstional RTI problem using h-and p-refinement. Increasing the polynomial degree S improves the quality of the solution. However, p-refinement alone is not effective for capturing the fine scale structures near discontinuities. Using an error indicator based on solution jumps, we present results for the same problem using adaptive h-refinement and compare computations with those using adaptive p-refinement. Finally, an
adaptive hp-refinement computation is performed which is shown to be the best of these RTI calculations.
Discontinuous Finite Element Formulation for Conservation Laws. Consider an open set
whose boundary
is Lipschitz continuous with a normal`a that is defined everywhere. We seek to determine
as the solution of a system of conservation laws
is the vector valued divergence operator and
is the flux vector with the m th componentk
consists of square integrable vector valued functions whose divergence is also square integrable i.e.,
With the aim of constructing a Galerkin form of (2.1), let 
Finite element methods (FEMs) involve a double discretization. First, the physical domain 
Because all approximation are disconnected, we can solve the conservation laws on each element to obtain
Now, a discontinuous basis implies that the normal trace
is not defined on
is usually used on each portion . This numerical flux must be continuous, so`
, and be consistent, so
. With such a numerical flux, equation (2.4) becomes and several operators are possible [12, 21] . It is usual to define the trace as the solution of a Riemann problem across X ©
. Herein, when we consider problems with strong shocks [6, 21] , an exact Riemann solver is used to compute the numerical fluxes and a slope limiter [2] is used to produce monotonic solutions when polynomial degrees « ª ¬
. For Rayleigh-Taylor instabilities, Roe's flux linearization [19] is used with a physical limiter that we describe in §4.
Spatial discretization.
Even if DGM solutions do not depend on the choice of basis (because they all span B 6 # ), some of them are more convenient and computationally efficient than others. We construct an orthogonal basis of j 6 # with respect to the 0 1 # scalar product. As a result, an explicit time integration scheme will neither necessitate "lumping" nor inversion of the mass matrix. Another advantage, which is, perhaps, more important, is that the orthogonal basis makes p-refinement trivial.
In two dimensions, consider a right-triangular reference element as shown in Figure 2 .1. Without a need to maintain inter-element continuity, consider a basis of
. This basis is said to be hierarchical in the sense that, if¸n is the space of
Let us define the scalar product on the reference element as
and the induced norm We seek an alternate basis
of which is orthonormal, i.e.,
. For this purpose, we apply Gram-Schmidt orthogonalization to basis 
. Scalar products
. This simple result (2.12) avoids the need for numerical integration in the Gram-Schmidt process so that any order shape functions can be computed without a loss of precision. In Table 2 .1, we give the transformation
for a complete second-order basis (q=2).
Integration of shape functions are usually not done in the parametric coordinates d f° # of the element but in the actual coordinates 's will only be preserved if the mapping from the actual to the parametric coordinates is linear, i.e., the Jacobian of the mapping is constant. Curved elements, which are essential for higher-order analysis on curved domains [1] , will require some modifications, e.g., we can use GramSchmidt orthogonalization with a different scalar product and induced norm. Shape functions would become element dependent and the matrix
would have to be computed and stored for every curved element of the mesh. This is not excessive because the total memory never exceeds that required for a global mass matrix and the number of curved elements is typically
for a problem with ¤ ¥ elements.
3. Adaptive h-and p-Refinement. Adaptive analysis techniques have been shown to be highly effective for use in fluid mechanics problems (e.g., [14, 15] ). H-refinement consists of modifying element sizes while p-refinement consists of modifying polynomial orders. We seek methods where it is possible to do either or both on any element of the mesh at any time step. We describe a procedure to alter element sizes or polynomial orders using only local operations to change the approximation space. We also give a heuristic rule as to when and where to enrich the solution space.
P-Refinement.
Increasing the degree of an approximation is straightforward: higherorder coefficients are initially set to zero with the new approximation being an identity projection of the existing one. Reduction of polynomial degree is more complex because of the associated loss of precision. Reduction of order is not only used when higher-order coefficients are small and, hence, do not contribute to the accuracy of the solution, but to eliminate spurious oscillations in the solution when non smooth fields are present.
All shape functions are orthogonal to the constant one which ensures conservation of mass. More generally, consider a function
, is defined as
Because of the projection from any order to a lower order is performed by dropping all higherorder coefficients.
H-Refinement.
Modifying element sizes is also straightforward. The DGM does not impose inter-element continuity of the approximated fields. As with p-refinement, we are able to divide elements in a non-conforming way as shown in Figure 3 .1. Element may be split into four sub-elements
, may be coarsened to recover element
. For both refinement and coarsening operations, a projection is performed to define the new solutions. With refinement, the identity projection is used. A loss of precision is associated with coarsening, as well as with the order reduction for p-refinement case.
Refinement Strategy.
Both h-and p-refinement and coarsening procedures are strictly local to these elements being enriched. The h-and p-refinement procedures use identity projections with no loss of precision or conservation. Adaptivity with the DGM is, thus, is the maximum level of refinement allowed (a user input) and if
is the maximum value of
, then we determine the appropriate refinement level for element by finding
. The constant É is prescribed by the user. If, e.g.,
, then all elements where
will be refined at the maximum level of refinement
. All elements where
will be refined to level
, etc.
Double Mach Reflection.
In order to demonstrate our refinement strategy, we have computed the classical problem of the reflection of a planar shock moving at Mach¬ by an oblique surface canted at are used to compute post shock conditions. Quadrilateral elements are used to discretize the domain with tensor products of Legendre polynomials used for the functional discretization [2] . These shape functions have the same orthogonality properties as those presented in §2.1. The DGM does not produce monotonic solutions when
and discontinuities are present. To reduce spurious oscillations produced near discontinuities with higher-order methods, the moment limiting scheme of Biswas et al. [2] is effective with rectangular elements.
We have used a level of refinement
and a local time stepping procedure of [18] for increased computational efficiency. The initial mesh consists of . All shocks are well resolved as well as the jet produced by the double Mach reflexion. The contact discontinuity, which turns to form the jet, is widened. This is essentially due to the limiting , which is a present research issue.
This computation was performed on one Intel PIII Xeon processor at 700 MHz. The total computation time, including adaptive refinement, was
¤ b
minutes. As a comparison, we solved the same problem on a fixed mesh of in hydrostatic (unstable) equilibrium in a cavity (Figure 4.1 The initial data is summarized in Table 4 no normal flow on three walls and parallel flow on the open upper surface (Figure 4.1) . On the walls, the fluxes are
. Pressure remains as initially specified on the top. This problem is considered as compressible but no shocks occur and the only discontinuity is the contact surface separating the two fluids of different densities. Cockburn and Shu [3, 5] describe a limiting procedure that prevents the approximate solution on an element from taking values outside of the range spanned by the neighboring solution averages. When applied to the RTI with S ½ ª ¬ , this limiter heavily diffuses the interface. The moment limiter of Biswas et al [2] does not apply to triangular elements. We observe that the amplitude of oscillations near contact surfaces does not increase with S . It is necessary, however, to avoid catastrophic oscillations that produce negative temperature or density. For this application, we found a "physical limiter" that essentially eliminates all spurious oscillations. After each time step (or sub-time step), we evaluate the solution at each integration point on element edges and faces. When a negative temperature or density is found, we reduce the order of the polynomial approximation by one. This procedure is applied several times until all oscillations are removed. To give an indication, in the secondorder case ( Another feature of these calculations is the asymmetry that results with the asymmetric mesh U S . Rayleigh-Taylor problems are unstable; this asymmetry is, thus, not surprising. In fact, without viscosity, the solution is chaotic. The mesh asymmetry induces a small perturbation that leads to significant modification to the flow. We do not conclude that symmetric meshes are preferable, they are just unable to break the initial symmetry of the flow. However, any other perturbation will break the symmetry which is not a physical feature of this flow.
Error Indicator.
The selection of an error indicator for the RTI is a problem. Error estimators suppose the existence of an exact solution of the problem and convergence of a method to it. Since the RTI has no exact solution, this is not possible. Our current aim is to capture the rich structure of the interface between the two fluids. Thus, refinement might reasonably be assumed to be proportioned to the inter-element jump of density. Hence, we select
where a is the number of edges of element . This error indicator is convenient for a practical implementation because it requires the same "jump" information
as needed for computation of the numerical flux
. The error indicator will "diffuse" on one layer of elements which makes it well suited for transient calculations that feature velocities which do not move more than a cell per time step. In fact, it is always too late to adapt at time and our indicator will simply propagate adaptation in all directions so that a certain number of time steps can be performed using the same discretization with good precision. , which correspond to the linear RTI regime with this resolution [22] . After that, the fully nonlinear RTI develops and the mesh asymmetry introduces small asymmetric perturbations to the flow which grow in time. The whole flow is clearly asymmetric at f j ¹ ¶ . In either case, the effort required for mesh adaptation is less than 5% of the total computation time.
On the top of Figure 4 .6, we show density contours at f for different levels of refinement using the symmetric mesh
U S
. For all refinement levels, the main columns are similar and smaller features appear when increasing the refinement level. This flow has the property that small wavelength perturbations propagate faster than large ones. That means that the instability arrives earlier with finer meshes, which is clear in figure 4.6.
On the bottom of Figure 4 .6, we apply adaptive p-refinement to the same problem. A level of refinement of í u $ û l ü ² ø corresponds to a maximum polynomial degree of five since the initial degree is Ã
. Table 4 .2 shows both the CPU time for one time step and the time step for p-and h-refinement at for non-smooth fields, optimal convergence of DGM's cannot be obtained through p-refienement; p-refinement is not as local as h-refinement since the entire element is refined when only a part of it need be; and the "physical limiter" might be reducing the order of accuracy in crucial regions (near but not at a discontinuity). richement were not sufficient to preserve symmetry. The only cause of asymmetry in the flow are roundoff errors.
Conclusions.
We have shown that the discontinuous Galerkin method is well suited to adaptive flow computations. The solution limiting and the use of an orthogonal basis allows us to use p-refinement efficiently. A simple error indicator was appropriate to capture the interface with precision and to show details of the flow structure. It is clear that our DGM has to be improved for shock calculations: general purpose limiters are not available for shock problems. Further work will focus on higher-order limiters that maintain accuracy in smooth regions and limit oscillations near discontinuities. One possibility is the adaptive moment limiter of Biswas et al. [2] that works well on structured meshes.
The final computation of Figure 4 .7 was done on a six processor Linux cluster. Parallel computation with dynamic load balancing will be essential for three-dimensional computations. The DGM software is being combined with a parallel data management system [8, 17] for this purpose.
