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あらまし 本論文では、画像間の補間や姿勢推定に有効であろう線形写像の一つとして、1 軸回転する物体のような
巡回する画像列が与えられたときに、画像間の関係を単純な 1次元複素空間での回転で表現できるような部分空間へ
の線形写像を提案する。提案手法は、まず画像列を置換する巡回群を考え、その群を表現する行列を低ランクの複素
行列の積に分解する。この複素行列により、画像空間中の画像が複素部分空間へと投影されるが、その部分空間にお
いては画像間の関係が単純な複素平面上での回転で表現されることを示す。そしてサンプル画像間を補間する方法と
実画像を用いた例を示す。
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Abstract This paper proposes a linear map that projects images of an rotating object about an axis onto a com-
plex subspace where the rotation is represented with an simple rotation in one dimensional complex space. First we
consider a cyclic group that permutates the image sequence, then construct a complex matrix of the cyclic group
by multiplication of low rank matrices. We demonstrate interpolation of the image sequence by rotation in the
subspace, and discuss the ability of the proposed linear map onto the complex subspace.
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1. は じ め に
画像に写る物体の姿勢パラメータ推定はコンピュータビジョ
ンの重要な問題として多くの研究がなされている。その多くは
既知形状の剛体を仮定し、運動や投影の解析的モデルを採用し
て最適化問題を解く [1]ものである。それに対して村瀬ら [2], [3]
のパラメトリック固有空間法は、物体の形状や 3次元空間での
投影といった幾何学的な撮像過程を仮定せず、連続的に変化す
るパラメータ列とそれに付随する画像系列を学習セットとし、
その画像列が固有空間中に描く軌跡（多様体）を認識に用いる、
いわばパターン認識的姿勢推定問題を提起した。
多様体を描く非線形性の強い画像列のようなデータを教師
なしのデータ解析問題として扱うために、カーネルトリック
を利用した非線形主成分分析 (kernel PCA, kPCA) [4], [5] や
SVM [6]などの手法や、多様体学習 (manifold learning) [7]が
提案されてきている。これらは、固有顔 [8], [9]に代表されるよ
うな、主成分分析や判別分析を応用した線形的な認識手法より
も優れた結果を出すことが示されている。
一方、パラメトリック固有空間法のような姿勢推定手法が扱
うのは、ある画像とそのときの姿勢パラメータというセットを
学習する教師付き問題であり、すなわちデータのパラメータへ
の回帰問題に相当する。非線形な回帰手法にはカーネルトリッ
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クを用いた SVM回帰 [10] やカーネルリッジ回帰 [11]があり、
それらを用いた物体の姿勢推定 [12]が提案されている。また、
線形的な手法 [13], [14]も提案されている。
認識問題については非線形手法の優位性が示されているが、
回帰問題についてはあまり議論がされていない。カーネルを用
いた回帰自体の性能評価 [11]については議論されているものの、
実際の画像の姿勢推定の状況における評価はなされていない。
しかし、画像の姿勢推定問題において本当に非線形手法が必
要であろうか。一般の回帰問題と異なり、姿勢推定問題では画
像の次元（画素数）が画像の枚数（サンプル数）よりもかなり
大きい。つまり、高次元空間中にかなり疎らにサンプル点が存
在することになる。そのため、物体の画像が多様体を描いたと
しても、膨大なサンプルを集めない限り、実際には高次元空間
中の点と点を結ぶ折れ線でしかなく、多様体としての振る舞い
を眺めることはできない。
画像の次元がサンプル数よりも大きいという状況において
は、単にサンプルが部分空間に収まってしまうというだけでは
ない。この状況では、線形手法 [13], [14]における推定のための
連立方程式の解は、最小ノルム解、であることがすでに指摘さ
れている [15], [16]。つまり、学習サンプルにおいては厳密に方
程式が成り立つ解が無数に存在し、その中のノルムが最小であ
る解を 1つ推定しているに過ぎない。したがって、1軸回転す
る物体の画像列の姿勢パラメータを推定するという問題は、画
像列を 2次元平面の単位円周上に等間隔に並ぶ点への投影を実
現する（無数の写像のうちの一つの）線形写像を求める問題と
みなすことができる [16]。もしサンプル数が画像の次元よりも
多い場合でも、非線形に次元を上げてしまえばその条件を満た
すため、同様に単なる線形写像の推定になる。
そのため、おそらく姿勢推定に関しては、複雑な非線形手法
までは必要ではなく、線形手法による推定でも十分であるとい
えるであろう、と思われる。ただし汎化性能には違いがあるこ
とが予想されるためその評価は必要ではあるが、前述の通りあ
まり議論されていないのが現状である。
そこで、非線形手法は議論せずに線形手法に焦点をあて、姿
勢推定などに有効な画像の線形写像を追求しようというのが本
論文の狙いである。どのような線形手法や線形写像が有効なの
かという議論は十分になされていないのにもかかわらず、線形
手法の改良という場合には単にカーネル法を適用して手法を非
線形にしてしまうことが多い。しかし画像の次元がサンプル数
よりも大きい場合には、検討すべき線形写像が多数存在するは
ずである。それらを検討した後、有効な線形手法を非線形に拡
張することで、画像の姿勢推定という特有の問題に対する手法
に拡張できると思われる。
本論文では、画像間の補間や姿勢推定に有効であろう線形写
像の一つとして、1 軸回転する物体のような巡回する画像列が
与えられたときに、画像間の関係を単純な 1次元複素空間での
回転で表現できるような部分空間への線形写像を提案する。提
案手法は、まず画像列を置換する巡回群を考え、その群を表現
する行列を低ランクの複素行列の積に分解する。この複素行列
により、画像空間中の画像が複素部分空間へと投影されるが、
その部分空間においては画像間の関係が単純な複素平面上での
回転で表現されることを示す。
本論文の構成は以下の通りである。まず 2.節において、画像
間の遷移を表現する巡回群を定義し、その群を表現する行列を
導出する。次にその行列の低ランクの行列の積への分解につい
て 3.節で述べる。そして 4.節において、サンプル画像間を補
間する方法について説明し、4. 2節で実画像を用いた例を示す。
2. 画像列の巡回群による表現
ここでは、n枚の画像 x1;x2; : : : ;xn が与えられたとき、巡
回群の行列表現によって画像間の関係を表すことを考える。ま
ず巡回群について説明した後、どのように画像 x1 と x2 の間
を補間して画像（例えば x1:5 など）を生成するかについて述
べ、それを応用してサンプル画像間を補間する手法について述
べる。著者らはブロック対角化を用いた手法 [17], [18]を提案し
ているが、本稿では複素対角化を用いた手法について述べる。
2. 1 巡回群による画像間の関係
画像 xj = (xj1; xj2; : : : ; xjN )T を N 次元ベクトルとし、そ
の画像を表すパラメータを µj とする。1軸回転を表す角度など
のように、ここでは n個のパラメータは連続的に µ1; µ2; : : : ; µn
と変化し、また µ1 に循環して戻るものを考える。したがって、
画像も x1;x2; : : : ;xn と変化し、また x1 に戻るような順番付
けがされているとする。さらに実際の状況としてN > n、つま
り画素数は画像数より大きいことを仮定する。
ここで、画像を x1;x2; : : : と変化させるために、以下のよ
うな群を考えよう。つまり、画像に左から作用する変換の群
Gn = fG;G2; : : : ; Gng があって、
x2 = Gx1 (1)
x3 = Gx2 = GGx1 = G
2x1 (2)
...
xn = Gxn¡1 = : : : = G
n¡1x1 (3)
x1 = Gxn = : : : = G
nx1 (4)
ここで、Gn は n位の有限巡回群、元 Gは群 Gn の生成元と呼
ばれる [19]。群の定義から、Gn には各元の逆元が存在し、ま
た単位元 I が存在する。
xi = Gxi¡1 = GG
n¡1xi = xi; G
¡1 = Gn¡1 (5)
xi = G
nxi; G
n = I (6)
2. 2 巡回群の行列表現
群自体は抽象的なものであるため、ベクトルとして扱われる
画像 xi を扱うために、群を行列で表現する。これは一般に群
の表現論と呼ばれるものであるが、一般論には立ち入らずに、
ここでは以下のように画像認識を容易にすることを目的に行列
を構成することにする。
前節で述べた巡回群 Gn の生成元 Gを行列 Gで表現すると、
画像 x1;x2; : : :の関係は以下のように表せる。
[x2 x3 ¢ ¢ ¢ xn x1] = G[x1 x2 ¢ ¢ ¢ xn¡1 xn] (7)
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ここで上式を
X1 = GX0 (8)
とおく。Gの次元はN£N であるが、rank(X1) = rank(X0) =
nであり、さらに N > nを仮定しているので、連立方程式 (7)
は劣決定問題になり、この方程式を満たす G は無数に存在す
る。そこで、ここでは最小ノルム型一般化逆行列 [20]を用いて
以下のように Gを定める。
G = X1(X
T
0 X0)
¡TXT0 (9)
したがって rank(G) = rank(X0) = n である。
2. 3 行列の分解 (N = nの場合)
一般的な状況では正方行列は対角化可能である [21]ので、本
研究では Gが対角化可能（注1）であるとする。すると、Gは以下
のように分解できる。
G = U¡1DU (10)
D = diag(¸1; ¸2; : : : ; ¸N ); ¸n+1 = : : : = ¸N = 0 (11)
ここで D は対角行列で対角要素に固有値を持ち、一般に複素
数である。また U も複素行列であるが、Gが対称行列ではな
いので、一般に U はユニタリ行列ではない。
ここで議論の簡単化のため、サンプル画像が十分にあって
N = n = rank(G)であるとしよう。すると、群 Gn の単位元 I
は N £N 単位行列 IN に相当するので、以下のように行列 G
の冪乗は容易に計算できる。そこで、画像列を一周するために
Gの n乗を考えると、以下のようになる。
Gn = IN = U
¡1DnU (12)
Dn = diag(¸n1 ; ¸
n
2 ; : : : ; ¸
n
N ) = UINU
¡1 = IN (13)
つまり、与えられた画像列を行列Gによって次々に遷移し、ま
たもとの画像に戻るためには、Gの固有値は ¸nj = 1、つまり
1の原始 n乗根でなければならない。
¸j =
n
p
1 = e
2k¼
n
i; i =
p¡1; k = 1; 2; : : : ; n (14)
N 個の固有値 ¸j が、n通りあるうちのどの原始 n乗根である
かは、元の与えられた画像列 X0 に依存する。
2. 4 群の作用としての複素回転
ここで再び Gを式 (7)による画像 xj への作用を見てみる。
xj+1 = Gxj = U
¡1DUxj (15)
Uxj+1 = DUxj (16)
x0j+1 = Dx
0
j ; x
0
j = Uxj (17)0BBBB@
x0j+1 1
x0j+1 2
...
x0j+1N
1CCCCA =
0BBBB@
¸1 x
0
j 1
¸2 x
0
j 2
...
¸N x
0
j N
1CCCCA (18)
（注1）：実数の範囲では 1£ 1 または 2£ 2 のブロック対角化 [17], [18] となる
が、複素数の範囲では対角行列による対角化となる。
x2
x1
図 1 2 次元における複素回転の例
これは各画素を複素回転していることに他ならない。その解釈
について以下に述べる。
複素数 z は、絶対値 jzjと偏角 \z を用いて z = jzjei\z と表
され、二つの複素数 z1; z2 の積は z1z2 = jz1jjz2jei(\z1+\z2) で
ある。前節で述べたように、行列 Gの固有値 ¸j は 1の原始 n
乗根であるので、j¸j j = 1である。よって、例えば式 (18)の 1
行目 x0j+1 1 = ¸1 x0j 1 をみると、
jx0j+1 1j = jx0j 1j ; \x0j+1 1 = \x0j 1 + 2¼
n
k (19)
となる。つまり上の式は、固有値 ¸1 をかけることによって
x0j 1 が x0j+1 1 になり、その絶対値は変わらず偏角だけが変わる
（つまり複素平面における原点を中心とした回転）ことを意味
している。
またここで x01 = Ux1 であるので、x01 は、実数である学習
サンプル画像 x1 2 RN を複素行列 U 2 CN£N により複素空
間へと座標変換した複素画像 x01 2 CN であるとみなすことが
できる。
したがって複素行列 U は、単に各画素を複素回転させること
で画像が x01;x02; : : :と次々に移りあうことができる複素空間へ
の変換を実現している。
2. 5 2次元における複素回転の例
前述のような複素行列による変換が存在することを、2次元
の例を用いて示す。
N = n = 2の場合、固有値は
p
1、つまり §1である。した
がって、2 サンプル x1;x2 を変換後した後の座標系において
は、1つ目の要素は同じ値を持ち (x011 = x021)、2つ目の要素は
符号が逆転する (x012 = ¡x022)。このような変換は簡単に示す
ことができる（図 1 参照）。変換後の座標系の 1 つ目の軸は、
x1;x2 を通る直線に垂直な実軸（とそれに付随する虚軸）、2つ
目の軸は、x1;x2 の中点を通る直線に垂直な実軸（とそれに付
随する虚軸）である。
3. 低ランク行列の積による巡回群行列の表現
前節で行列 Gの性質ついて述べたが、N = nを仮定したこ
と、また N £N 行列の対角化を必要とすることが問題である。
もし扱う画像が高々128£ 128画素のサイズだとしても、単純
に複素行列 G を保持するだけのために膨大なメモリ領域が必
要となり（注2）、現実的ではない。
（注2）：N = 128£128 = 16384であり、実部と虚部それぞれ double型（8バ
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ここでは再びN > nを仮定し、n£nの対角化での実現につ
いて議論する。
3. 1 列置換行列による巡回群の表現
前節では画像列X0 に左から作用する行列Gを考えたが、逆
に右から作用する行列を考えると、以下のように単なる n£ n
の列置換行列M で表現できる。
X1 = X0
0B@
0 1
1 0
1 0
. . .
. . .
1 0
1 0
1CA = X0M (20)
すると、式 (9)は以下のように書ける。
G = X0M(X
T
0 X0)
¡TXT0 (21)
ここで rank(G) = rank(M) = nである。
単に画像列 X0 の列を取り替えたいのであれば、Gよりも次
元の小さいM を使ったほうが効率がよい。しかし本手法の目
的は、ある一枚の画像に有効に働く行列を考えることであるた
め、右から作用するM をそのまま用いるのは適切ではない。
しかし、上式のように GはM を含む表現になる。そこでこ
れを利用して、Gの対角化の代わりにM を対角化することを
考えてみる。
3. 2 低ランク行列の対角化による行列Gの構成
画像列X0の特異値分解をX0 = EΣV T とすると、式 (21)は
G = EΣV T M V Σ¡1ET (22)
と書き直せる。一方列置換行列M は、複素対角行列DM と複
素行列W を用いて
M = W¡1DMW (23)
と対角化できる（詳細は [18] を参照）。これを代入し、
U1 =WV Σ
¡1ET , U2 = EΣV TW¡1 とおくと、
G = EΣV TW¡1DMWV Σ
¡1ET = U2DMU1 (24)
となる。これは、以下のように式 (10)の固有値 0に対応する
部分を削除したものと一致する。
U1 = ( In 0 ) U; U2 = U
¡1
Ã
In
0
!
(25)
DM = ( In 0 ) D
Ã
In
0
!
= diag(¸1; : : : ; ¸n) (26)
固有値 0に対応する固有ベクトルは必要ないため、N £N の
行列Gを直接対角化する代わりに、N £nの行列X0 の特異値
分解と n£ nの行列M の対角化で、Gの対角化が計算できる
ことになる（注3）。
イト）を確保するとすると、16384£16384£8£2 = 4:295£109 Byte = 4GB
となる。また一般的に行列 G は密であり、疎行列のようなメモリ領域の削減が
行えない。実際には、さらに行列のサイズに応じた計算のためのワークエリアが
必要となる。
（注3）：画像列が互いに相関がある場合には、小さい特異値 Σ に対応する E の
列ベクトルを削除することがよく行われるが、本手法でそれを行うことはできな
い（詳細は省略する）。
ここで再び Gn を考えると、式 (22),(24) と U1U2 = In から
Gn = U2D
n
MU1 = EΣV
T Mn V Σ¡1ET (27)
と計算できる。ここでMn = In であるので、
Mn = In =W
¡1DnMW (28)
DnM = WM
nW¡1 = In (29)
となる。つまり、N = n の場合と同様に、N > n の場合も
DM の 0 でない固有値はやはり 1 の原始 n 乗根になることが
わかる。
したがって、前節の結論は次のように言い換えることができ
る。「複素行列 U1 は、単に各画素を複素回転させることで画像
が x01;x02; : : :と次々に移りあうことができる複素部分空間への
投影を実現している」。
4. 新しい中間姿勢の画像の生成
4. 1 複素部分空間での回転による中間画像の生成
前節で、画像列 x1;x2; : : : の関係を単純な 1 次元複素空間
（複素平面）での回転で表現できるような部分空間への線形写
像を表す複素行列 U1; U2 の構成方法について述べた。これに
より、x1 から x2 へ、また x1 から x3 への画像の遷移を、そ
れぞれ x2 = Gx1 と x3 = G2x1 という行列 G を用いた形で
はなく、x2 = U2DMU1x1 と x3 = U2D2MU1x1 という行列の
積により実現することができる。
ではここで、2乗するとGとなる行列G
1
2 というものを考え
てみよう。式 (27)と同様にして、対角行列部分を 1
2
乗するこ
とで、そのような行列が得られる（注4）。
G
1
2 = U2D
1
2
MU1 (30)
D
1
2
M = diag(¸
1
2
1 ; ¸
1
2
2 ; : : : ; ¸
1
2
N ) (31)
この G
1
2 を x1 や x2 に作用させると、x1:5 = G
1
2x1 や
x2:5 = G
1
2x2 などという、サンプル間に存在するであろう
中間の画像を生成することができないだろうか。
このようにして作成した画像が実際の物体を回転させたとき
の中間画像に一致すれば、本手法が提案する複素部分空間はま
さに有用なものになるはずである。それが本研究の目的である
が、まだそこには至らないため、ここでは実際は生成される中
間画像はどのようなものなのかを考察する。
図 1を見れば明らかなように、固有値 1に対応する軸では部
分空間に投影された後でも、1の偏角は 0であるため、回転さ
れていない。そのため、生成される中間画像の実部だけを見る
と、元のサンプルが張る空間内に収まっている。このことは式
(24)を見ても分かるが、G のもっとも左側に存在する E はサ
ンプル画像が張る部分空間の基底ベクトルであり、それより右
側の行列の積はその部分空間の係数（ただし複素数）となって
いる。したがって、中間画像の実部は元のサンプルが張る空間
（注4）：実際には (¡1)2 = 1 であるので、D
1
2
M
の要素の表現は ¸
1
2
j
と ¡¸
1
2
j
と 2 通りある。一般に D
1
m
M
の要素の表現は、1 の原始 m 乗根の数の m 通り
存在する。ここではもっとも直感的な、偏角を 1m にするものを採用している。
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内に存在し、虚部はそれと直交する空間に飛び出るようにして
回転していることを意味している。
4. 2 画像の生成例
これまでに述べた手法を用いて、実際の画像列における複
素部分空間を構成し、中間画像を生成した結果を示す。画像は
COIL-20 [22]の物体 4（招き猫）を用いた。この画像のサイズ
は N = 128 £ 128 であり、5 度ずつ 1 軸回転した n = 72 枚
の画像サンプルからなる。手法の実装と複素対角化の計算には
Scilab-4.1を用いた。
x1
x1:1
x1:2
x1:3
x1:4
x1:5
x1:6
x1:7
x1:8
x1:9
x2
x2
x2:1
x2:2
x2:3
x2:4
x2:5
x2:6
x2:7
x2:8
x2:9
x3
図 2 行列 G
1
10 を画像へ作用させて作成した補間画像。左から 1列目
は原画像で、coil-20(obj4)の 0, 5, 10度の画像 x1;x2;x3 のみ
を示す。2列目から 4列目は、それらの間を 1
10
にして補間した
複素画像 x1+0:1j = G
j
10 x1 (j = 0; 1; : : : ; 20) の実部、虚部、
絶対値を示す。灰色が 0 で、正の値を白く、負の値を暗く表示
している。
-4000
-2000
 0
 2000
 4000
-4000-2000
 0 2000
 4000 6000
-4000
-2000
 0
 2000
 4000
 6000
e3
x1
x2
x3
projections of 72 images of obj4
projections of generated images
e1
e2
図 3 固有空間における coil-20(obj4) の 72 枚の原画像と生成した補
間画像の軌跡。補間画像については、coil-20(obj4) の 0, 5, 10
度の画像 x1;x2;x3 の間のみの補間を示す。
72 枚の画像から複素部分空間を計算し、生成した中間画
像の一部を図 2 に示す。学習サンプル画像のうち 0,5,10 度に
対応する画像 x1;x2;x3 の間を 10 等分したときの中間画像
x1:1;x1:2; : : :を計算した。これは複素画像になるため、それぞ
れの画像の各画素の実部と虚部と絶対値を画像として表示して
いる。学習サンプルと一致する部分では虚部は 0となり、それ
以外の中間画像では実部と虚部が徐々に正負を交替するように
（白っぽい画像から暗い画像へと）入れ替わっているのがわか
る。とくに実部画像はサンプル間の中間点において平均画像に
近いものになっており、絶対値画像ではサンプル間がぼけて補
間されているようなものになってしまっている。
このことを確かめるため、中間画像を画像列の固有空間に投
影した結果を図 3に示す。固有空間は 72枚の画像から生成した
もので、各軸の e1; e2; e3は第 1,2,3固有ベクトルを表す。72枚
の画像の投影点列を結んだものを実線で示しており、x1;x2;x3
は矢印で示してある。そして x1;x2;x3 の間を 100等分して生
成した中間画像の絶対値を投影した軌跡を点線で示してある。
この軌跡は x1 から出発し、大きく円を描くようにして平均画
像を表す原点付近を通過し、x2 へと到達している。この図で
は表示はしていないが、すべてのサンプル間の中間画像を投影
した結果、やはり同様に螺旋を描くような軌跡となっている。
このように、サンプルの中間ではサンプル画像から離れて原点
へと向かう軌跡になってしまっているために、図 2のように画
像としてみた場合に、ぼやけた平均画像のような中間画像を経
由してサンプル間を遷移してしまっている。
本研究の目的である、姿勢推定や補間に有用な部分空間の構
成という観点から見れば、この結果は明らかに満足できるもの
ではない。もっとサンプル間を直接的に結ぶような軌跡を生成
する部分空間を構成するために、今後さらなる検討が必要で
ある。
一方で、画素数がサンプル数より多い場合の線形手法を追求
するという点においては、本手法の有用性が見出せる。すなわ
ち、これまでは画像列が強い非線形性を持っているために、多
様体学習や非線形手法が必要だと思われていたが、本手法では
線形手法によって学習サンプル間を滑らかに補間する軌跡を生
成することができている。そのため、今後本手法を改良して直
感に沿ったサンプル画像の補間を行う部分空間が構成できれば、
線形手法による画像の姿勢推定が行えるのではないかと考えて
いる。
5. お わ り に
本論文では、1軸回転する物体のような巡回する画像間の関
係を単純な複素空間での回転で表現できるような複素部分空間
への線形写像を提案し、低ランク行列の積によるその線形写像
行列の構成方法と、画像補間への応用を示した。補間画像の生
成例で示したように、まだまだ本手法による部分空間が有用な
ものであるとは言えず、検討すべきことが山積している。
まず一つ目は、図 3で示したように、中間画像の軌跡が平均
画像付近を経由してしまっている問題の検討である。これは、
共役複素数が対で固有値になっていることを考慮していないた
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めであり、実ブロック対角化手法 [17], [18] のようにそれらを対
にして用いるべきである。また、行列 G を構成する際に、式
(9)の最小ノルム型の一般化逆行列を用いていることも一因と
みられる。この一般化逆行列はN ¡n次元の零空間を持ってい
るため、サンプル画像の情報を用いて零空間の中からより適切
な解を探索するという手法 [23]を応用することを考えている。
また一般化逆行列を用いずに、そもそも式 (17),(18)のよう
に「投影したら複素回転で画像列の遷移が表現できる複素部分
空間が存在する」という仮定から出発して、U1 を構成する n
個の行ベクトル uk(k = 1; : : : ; n)を以下のように推定すること
も考えられる。
min
X
j
jx0j+1 k¡¸kx0j kj2 =
X
j
jukxj+1¡¸kukxj j2 (32)
こうすることで、部分空間への U1 の推定に、画像間の遷移の
滑らかさなどの知識を制約条件として入れることができると思
われる。
二つ目は、姿勢推定への応用である。既知の物体の新たな画
像 xが与えられたときに、すでに学習しているサンプル画像 x1
とどれだけ姿勢が変わっているかということがこの部分空間か
ら分かると思われる。つまりxと x1を部分空間に投影し、その
偏角の差が行列 Gの何乗で表せるか、つまり U1x = D®MU1x1
を満たす適切な ®を推定する問題に置き換えることができる。
三つ目は、3次元の回転の推定問題への拡張である。単純な
巡回群として学習サンプルを扱うだけでは、1軸回転以上の物
体の姿勢を扱うことはできない。そこで 3次元の姿勢の回転を
表すための四元数を用いて、先ほどと同様に「投影したら四元
数による回転で画像列の遷移が表現できる四元数体の部分空間
が存在する」という仮定から出発することで、部分空間への線
形写像を推定できるのではないかと考えている。また四元数体
の行列の対角化 [24]～[26] も研究されており、3次元回転を表
す行列の対角化も検討の余地があると思われる。
以上のような問題点はあるものの、本手法は線形手法を再考
するきっかけになりうるものであると思われる。次元数がサン
プル数よりもかなり大きいという条件は、認識問題においては
次元の呪いとして知られているが、非線形手法はその条件を利
用して高次元空間における線形判別を実現している。本手法が
提案するように、その条件は姿勢推定においても有効に利用す
ることができるのではないかと思われる。また、これまで画像
認識において用いられることのなかった複素部分空間の積極的
な利用が問題を解決する鍵になりうる、ということは示唆に富
んだ考え方であると考えている。
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