Abstract
Introduction
In the context of information technology, intrusion can be defined as a series of attempts in order to compromise the security of a (often network based) resource [1] . Network based systems or resources require constant monitoring in order to ensure that malicious activities can be contained [2] . An Intrusion Detection System (IDS) is responsible for monitoring network traffic and based on a set of rules that raise alerts for information security officers when malicious traffic is detected [2] .
Although IDSs are successful in terms of preventing attacks on network resources, they are not adaptable in cases where new attack attempts are made i.e. they need human intervention for investigating new attacks [3] . Furthermore, an IDS could become a bottleneck where it is employed on a busy network. An IDS require time for processing network data before it can be released to the production network [3] .
A solution to address the above problem is to create a system that is based on Machine Learning. This signaturebased system will use existing IDS such as Snort to compare packet signatures with rules defined by Snort and the packet suspected to be malicious are subjected to be passed to an intelligent model that has been trained to detect malicious contents [3] [4] . Hence, Snort will act as the first level of filtering reducing the amount of traffic that becomes a candidate for further investigation using the intelligent model. Overall, this reduces human intervention as the intelligent trained model is responsible for deciding if certain sets of packets are malicious or otherwise. If a set of packets are found to be malicious an automated signature will be created that will update a set of rules used by Snort.
The novelty is offered by integration of a training model for detecting misuse in the incoming network data packets with a reasoning model that is applied on the outliers (uncategorised data packets) [4] . The result of reasoning model is in the form of a rule that can be used by IDS actively on a production level system to filter malicious data packets.
Section 2 provides the aim of this paper. Section 3 discusses related research conducted in this domain. Section 4 provides a brief background with regards to classifier algorithms viz. Naïve Bayes, Decision Tree, Neural Network, and Fuzzy Logic. In Section 5, a detailed description of our research methodology has been provided. Section 6 provides a description of KDD'99 intrusion detection data set and Section 7 discusses the metrics used for attribute selection in the KDD'99 intrusion detection data set. Section 8 describes the experiments conducted and discusses results obtained after passing the data through Naïve Bayes and Decision Tree algorithms respectively. Section 9 discusses the reasoning mechanism and how it was implemented using a neural network and fuzzy logic. Section 10 provides the conclusion of this paper and finally, Section 11 provides a description of future work to be conducted. misuse detection. In this comparative study we present results in terms of a confusion matrix and metrics such as true-positive, false positive, true negatives and false negatives. Also presented are comparisons between expected and predicted classes of KDD'99 intrusion detection data [5] .
Related Research Work
One of the most well-known works in the context of using data mining for intrusion detection is by Stefan Axelsson [6] . In this the model created uses the maximised posterior probabilities as parameters provided by Bayesian algorithm [6] . As a result the false alarm rate that is usually shown by IDSs is reduced. In our research the aim has been to create new signatures based on reasoning of outlier instances. In other words, our research is complementing research work by provision of a reasoning module [6] .
Intrusion Detection using Data Mining uses a real-time network intrusion detection system for detection of misuse [7] . It employs association rules; characteristic rules and meta rules to provide results with regard to deviation from normal network activity.
Similar to that is Mining Audit Data for Automated Models for Intrusion Detection. W. Lee outlined a datamining framework for constructing intrusion detection models [8] . The key idea is to first apply data mining programs to audit data to compute frequent patterns, extract features, and then use classification algorithms to compute detection models.
In Chang et al. the method of back propagation by sample query and attribute query has been used for intrusion detection to identify and analyse feature of training data. The main contribution of Chang has been a reduction in processing time and storage of data instances [9] .
Perhaps, the closest research work that has been conducted is by Barbara, where a training system to classify, unknown and false alarm instances was built [10] . Furthermore they used and analysed the unknown instance by following their audit trail in order to provide concrete result informing if the data instance is an outlier. Our research goes a step further by creating a rule signature where by IDSs rule holder can be updated automatically.
Brief Background
For misuse detection, we have used four classifiers viz. Naïve Bayes, Decision Tree, Neural network, and fuzzy logic. This section provides a brief description of each technique. For detailed background, see [11] 
Naïve Bayes
Bayesian reasoning is applied to decision-making that deals with probabilistic inference i.e. the knowledge about previous events is used to predict future events [12] . In a Naïve Bayes classifier the availability or unavailability of certain attributes is not related to the availability or unavailability of another attribute. Naïve Bayes provides an advantage when making decisions based on small amounts of training data to compute mean and variance of the attributes to compute its class. Bayes theorem provides a method of calculating the posterior probability, P(c|x), from P(c), P(x), and P(x|c). The Naive Bayes classifier assumes that the effect of the value of a predictor (x) on a given class (c) is independent of the values of other predictors [14] . This offers conditional independence. Bayes algorithm is explained by following:
where,  P(c|x) is the posterior probability of class given attribute.  P(c) is the prior probability of class.  P(x|c) is the likelihood which is the probability of attribute given class.  P(x) is the prior probability of attribute.
Decision Tree
A decision tree classifies a data set through a sequence of decisions where a decision on a current node facilitates a decision to be made on the following nodes [11] . This forms an n-array tree structure where a decision is made by traversing from a root node to a leaf node where the leaf node represents a class. Nodes are formed of attributes or features from the data set. One of the best-known decision tree algorithms is J48 -an open source implementation of the C4.5 algorithm for decision trees, available through Weka [11] [13] . J48 offers the handling of a variety of input data types for instance nominal, textual and numeric and is high in performance. The algorithm operates as follows: 
Neural Network
An Artificial Neural Network is a computational model inspired by the principles of an animal's central nervous system. This model has the capabilities of machine learning as well as pattern recognition. It has been described as a system that adapts its structure in the learning phase; this adoption is based on external or internal information flowing through the system [14] .
The most commonly used architecture of supervised neural networks is Multi-Level Perceptron (MLP). That architecture contains a number of layers (one input layer, a number of hidden layers, and one output layer), each layer contains a number of processing units called neurons. Each neuron is connected with a weight to a neuron in the following layer. MLP uses the back propagation algorithm in the training process. In that algorithm, the input data is passed to the neural network. Then, the output of the network is compared to the desired output to compute the error. That error is used to adjust the weights in order to get closer to the desired output [14] . The error calculation and weight changes are explained by following [14] :
Where,  is the calculated error for neuron j.  n is the index of training data.  is the desired value.  is the produced value by neuron j.  is the error of entire output.  is the weight of the connection between neuron i in a layer and neuron j in the following layer.  is the learning rate (a value between 0.2 and 0.8).
Fuzzy Logic
Fuzzy logic is a computational approach based on human language rules. The fuzzy system translates the defined rules to mathematical equivalent [15] . A system shown in Fig.1 consist of a fuzzifier, interference engine, rules base, and defuzzifier. Fuzzy systems work as follow [15] :
 The fuzzifier converts the crisp inputs to a fuzzy set by using specified membership functions for each input.
 Based on the defined rules, the interference engine produces a fuzzy output.  The fuzzy output is converted to a crisp value using the membership functions defined for defuzzification.
Figure 1. Fuzzy logic Components

Research Methodology
Figure 2. High Level View of Research Process
The research process consists of the following elements (see Fig. 1 
):
 Data Set and Categorisation: The first step in the research process is to find a reliable high quality network traffic data set where each packet has been labelled so that the training model is created as a result the classification can be used reliably.
 Feature Selection: The network packets in the data set are then passed through an attribute evaluator in order to extract a set of features that can be used effectively to detect intrusions. Unessential features are known to be not only a bottleneck in terms of cost of computation but also are factors that contribute towards increased error rates [16] .
 Classifier Model Creation: The purpose of this step is to use a classification algorithm using Decision Tree and Naïve Bayes that can compute a model that uses the most discriminating features in an instance of a data packet to describe a class (concept) [12] . This is done by training a classifier using a pruned set of features where the objective is that the model created are more generic than the rules (as compared to Snort) and hence, it outperforms this in accuracy and effectiveness when compared to general rule based signature matching systems.
 Reasoning Mechanism Creation: The purpose of this step is to provide another stage for classifying the network traffic if the first stage fails to classify it. The reasoning mechanism is based on a hybrid model built using neural network (MLP) and fuzzy logic.
Description Of Data Set
The data set used in this paper is the KDD'99 intrusion detection data set. This data set is based on a 1998 DARPA initiative and has been used by researchers for evaluation of various intrusion detection methodologies in past. The data is collected as a result of a setup of a fictitious military network with a number of target machines running various services. A sniffer was used to record all network data using a raw TCP/IP dumps [5] .
The data set consists of 41 discrete and continuous attributes and has 22 attack classes and 1 normal class, where each instance in data set has been categorised as one class. 
Selection Of Important Features
For selection of important attributes in the network data set, Correlation-based Feature Selection (CFS) was employed. A search algorithm as well as a classifier function is used by CFS to evaluate the importance of each feature and provide a subset of features [17] . The heuristic that is used by CFS indicates that important features are highly correlated to the class; however, they are uncorrelated from each other [17] . In a data-mining context, this approach is based on information gain that measures the importance of each attribute for predicting the class based on the calculated entropy of that attribute. An attribute with entropy value approaching 0 will have information gain approaching 1 [18] .
Where C is the desired class.
Information gained by removal of an attribute can be computed as a difference of entropy before removal to entropy after removal of that attribute [13] . 
First Stage of Classification
For this paper, 10% of the whole KDD'99 intrusion detection data set was used. This data set represents a concise version of the whole data. This data set contained approximately half a million classified instances of network data packets [5] . For the purpose of testing the effectiveness of the created model, 34% of this data set approximates to 168,000 known classified instances were used. A training model has been created upon considering two model creation strategies:
1. All Classes: In this case, a training model has been created upon considering all the classes described in the KDD intrusion detection data set.
2. Two Classes: In this case, a training model has been created by categorising the KDD data set into only two different classes; normal and malicious. The results also show that high FP rate has been observed in classes corresponding to probing and remote to local attack categories. This indicates the attacks were mainly in categories where the attacker was scanning a machine to understand more about vulnerabilities of network resources and furthermore that these could be initiated from a remote location where a local machine could have been compromised. Table 3 shows the results of instances classified correctly and incorrectly upon use of Naïve Bayes and Decision Tree (J48) algorithms for creation of a training model using the two classes model creation strategy. It is observed that using the training model created by use of Decision Tree is better than Naïve Bayes.
All Classes Based Model Creation Strategy
Two Classes Based Model Creation Strategy
It is further observed that in contrast to the all classes based model creation strategy; Naïve Bayes has performed better in correctly classifying the instances as the results were boosted from 91.82% to 98.44%. Overall, it has been observed that Decision Tree algorithm is more effective in prediction of classes for data instances. Furthermore, the true positive rate of the Decision Tree algorithm is higher in the two classes based model creation strategy making this strategy a better choice for the model. However, it should be noted that the objective of our model is to provide a prediction of data instances with high granularity of categorised class so that any categorised instances can be subjected to further critique using a reasoning mechanism. Because of the aforementioned requirement, we have selected the all classes based training model creation strategy for prediction of classes of data instances. 
Second Stage of Classification
The second stage of classification is achieved through a reasoning mechanism. The proposed reasoning mechanism in this paper classifies the network traffic into normal (1) or attack (0). The mechanism is based on a hybrid model consisting of two modules; the first one is based on a neural network while the second one is based on fuzzy logic. Fig.4 gives an overview of the proposed system. The proposed system will classify network traffic as normal if both modules classify it as normal while it will classify it as attack if either of the modules classifies the traffic as attack. Both modules of the hybrid model have been implemented using PHP and MYSQL rather than using Weka due to a known memory issue with Weka. In addition, developing the model using a programming language rather than using a ready-made tool has given more flexibility to customize the model in the way the authors need in their experiments.
The Neural network has the advantage of the ability to work with incomplete and inprecise data. This merit can be employed in an IDS context for detecting attack patterns presented during the training phase but modified by an attacker in order to pass through the system [19] . The flexibility of fuzzy logic can be employed in case of uncertain problems of intrusion detection and allows much greater complexity for IDS [20] .
Figure 4. Hybrid Model Overview
The benefit of using the hybrid approach is to increase the intrusion detection rate; because some of attacks may not be detected by one of the modules but the other one may be able to detect them. In other words, one module will overcome some of the module shortcomings of the other in detecting malicious traffic. However, there is a chance of increasing the false positive rate for normal traffic.
The architecture used in the neural network module is MLP. This architecture has three layers. The first layer contains 10 neurons; the hidden layer contains 8 neurons, and one neuron in the output layers. The neural network module was trained using 10% of the whole KDD'99 intrusion detection data set. It has been trained by setting the max mean square error to .01, and max number of epochs to 3000. The training data was pre-processed as follows before starting the training process:
1. Feature labelling: Label non-numeric attributes with numeric values. Some features are not represented by a numeric value (e.g. service), whilst numeric values are required by the neural network. For example, each service has been given a number; 1 for telnet, 2 for ftp_data [14] .
2. Feature normalization: It has been found that each feature has a different range. Thus, all attributes have been normalized in a way that has made each attribute to have the same range (between 0 and 1). This step helps in making the selected attributes comparable.
3. Remove redundant data: Removing redundant or repeated data from the training data set prevents the training algorithm from being biased in the direction of more frequent records and ignoring less frequent records. The number of the training data set records after removing the duplicates is 142,000.
On the other hand, the rules of the fuzzy module were created using 10%` of the whole KDD'99 intrusion detection data set as follow:
1. All selected feature apart from 'service' (as it is a discrete value not continuous) have been normalized in a way that has made each attribute to have the same range (between 0 and 1). This step helps in simplifying the rules generation process. while the output is either described as normal or attack. The rule was then created in the following form:
If (feature1 is feature1_desc AND feature2 is feature2_desc AND ….feature10 is feature10_desc) Then output is output_desc 4. The created rule in the previous step would not be added to the rule base, if it was added before to avoid having duplicate rules. The total number of rules added to the rule base is 1343.
Different values had been tried for V1, V2, V3 but the value selected above gave the best results in terms of false positive and detection rates. The last step in implementing the fuzzy module was the membership functions selection for both inputs (selected feature) and output. Fig.5 shows the membership functions for all inputs apart from the 'service' feature which was handled by a singleton membership function for each value as it is a discrete attribute. The output has two membership functions as shown in Fig.6 . The results of evaluation obtained from the hybrid model after completing the neural network training and the rules generation and membership functions selection for the fuzzy module are shown in table 5. The evaluation process was carried out using 10% of the whole KDD'99 intrusion detection data set, this data set is different from the data set presented in the neural network training and rules generation stage. Table 5 shows that the hybrid model achieved a higher detection rate for malicious traffic than both the neural network and fuzzy logic modules individually. On the other hand, the false positive rate of the hybrid model is higher than both the neural network and fuzzy logic each one individually. 
Conclusion
Snort monitors network traffic and uses content searching and matching to detect attacks. One of problems with using Snort is the fact that it is not adaptable to detect new attacks. In addition, it generates false alarms at a high rate.
Our experiments can be used to conclude that data mining can be implemented as an added portion to preexisting IDS. When implemented properly, data mining can improve the classification process resulting in a lowered number of false positive alerts. The first stage of our proposed model built using the Decision Tree approach is able to classify most data correctly, has better accuracy rate, detection rate and lower false positive rates. In this paper, we have compared two different training model creation strategies using Naïve Bayes and Decision Tree algorithms. It is concluded that an all classes based training model creation using the decision tree is the most effective as it not only provides a better true positive rate but also a high level in granularity for classification of data instances and this has high precedence over a slightly better training model created using two classes model creation strategy. The second stage of the proposed model (reasoning mechanism) was built using a hybrid approach. The hybrid approach in this paper uses both neural network and fuzzy logic. The benefit of using the hybrid approach is increasing the intrusion detection rate, some of attacks may not be detected by one of the modules but the other one may be able to detect them. The results obtained by this approach achieves a higher detection rate than both the neural network and fuzzy logic each one individually. However, it has a higher false positive rate.
Future Work
For the next phase of research work, the authors are working on decreasing the false positive rate of the reasoning mechanism by trying a different neural network structure, and different membership functions in the fuzzy module. The authors will also consider developing the proposed model to handle multi-stage attacks by analysing and modelling different multi-stage attacks scenarios.
