Abstract. Feature set dimensionality reduction via Discriminant Analysis (DA) is one of the most sought after approaches in many applications. In this paper, a novel nonlinear DA technique is presented based on a hybrid of Artificial Neural Networks (ANN) and the Uncorrelated Linear Discriminant Analysis (ULDA). Although dimensionality reduction via ULDA can present a set of statistically uncorrelated features, but similar to the existing DA's it assumes that the original data set is linearly separable, which is not the case with most real world problems. In order to overcome this problem, a one layer feed-forward ANN trained with a Differential Evolution (DE) optimization technique is combined with ULDA to implement a nonlinear feature projection technique. This combination acts as nonlinear discriminant analysis. The proposed approach is validated on a Brain Computer Interface (BCI) problem and compared with other techniques.
Introduction
Techniques that can introduce low-dimensional feature representation with enhanced discriminatory power are of paramount importance, because of the curse of dimensionality. Many methods have been proposed for dimensionality reduction and feature extraction, such as Principal Component Analysis (PCA), Independent Component Analysis (ICA), and Linear Discriminant Analysis (LDA) [1] . LDA, unlike other methods, is particularly suitable for solving classification problems. It aims to maximize the ratio of the determinant of the between-class scatter matrix of the projected samples to the determinant of the within-class scatter matrix of the projected samples. However, there are many problems with the classical LDA [2] . Classical LDA requires the scatter matrices to be non-singular and fails when the scatter matrices are singular. Another limitation is that it pays no attention to the decorrelation of the data.
Uncorrelated features, are desirable in many applications, because they contain minimum redundancy. Recently, Jin et al [3] clustered structure in the data because of its linear nature. Motivated by extracting nonlinear uncorrelated features, there were many attempts to solve this problem by employing kernel based approaches [4] [5] [6] . Due to the computational complexity associated with the kernel based approaches, especially for very large datasets, then it is a tempting task to search for alternative methods to perform the nonlinear mapping task.
In this paper, a two layer projection technique is presented. In the first layer a feed forward neural network layer is utilized as a nonlinear mapping stage for which the parameters are optimized with Differential Evolution (DE) [7] . The aim of using this layer is to nonlinearly map the input space to a highdimensional feature space where different classes of objects are supposed to be linearly separable. This will prepare the scene for the second stage for further reducing the dimensionality by utilizing the ULDA, thus performing the linear mapping into a set of uncorrelated features.
This paper is organized a follows: Section 2 introduces the proposed projection technique and the DE optimization. The experiments and practical results are given in section 3. Finally a conclusion is given in Section 4.
Nonlinear Discriminant Analysis Based Feature Projection
An artificial neural network (ANN) model is an information processing paradigm consisting of many nonlinear computational elements operating in parallel and arranged in patterns reminiscent of biological neural nets [8] . Several studies were made to illustrate that ANN can perform well for pattern classification [9, 10] . These studies proved that within Multi-Layer Perceptrons (MLP), each layer of weights can be thought of as performing projections that try to separate as best as possible the different classes, so they can be linearly separable by the cells in the last layer. All of these studies suggest that the MLP actually consist of two projections: A Non-linear projection from input-to-hidden and from each hidden-to-hidden layer and a second projection being linear from the final hidden-to-output layer. Studies in this field can be decomposed into two parts. The first focused on studies to enhance the functionality of multilayer feed-forward neural networks performing the nonlinear discriminant analysis [11, 12] . The second trend focused on Fisher's Discriminant Analysis itself as a statistical technique mixed with kernel functions to perform the nonlinear mapping [4] [5] [6] . Although many of these studies does actually perform well as a nonlinear discriminant analysis tool, but up to the authors knowledge there were no studies that combined neural networks with the statistical discriminant analysis for the specific purpose of feature projection. Thus the main focus of this paper is to combine these two techniques and compare the performance of the proposed nonlinear method with the existing techniques.
The basic structure proposed in this paper is shown in Fig.1 sharing similar architecture with the MLPs. However, we replaced the final linear layer of MLP
