Algebras defined by patterns of zeros  by Davis, Robert L.
JOURNAL OF COMBINATORIAL THEORY 9, 257--260 (1970) 
Algebras Defined by Patterns of Zeros 
ROBERT L. DAVIS 
University of North Carolina, Chapel Hill, North Carolina 27514 
Communicated by Gian-Carlo Rota 
Received January 17, 1969 
ABSTRACT 
If X is any set and T any subset of X • X, call V(T) the vector space of all 
functions with support T and values in a field of characteristic zero. The main 
theorem below shows that a necessary and sufficient condition that V(T) admit 
(and be closed under) a convolution f*g(x, y) = ~f(x,  z) g(z, y), sum over all 
z ~ X, is that T be a locally finite transitive relation. One special corollary is 
that, if V(T) consists of upper triangular (finite or infinite) matrices and contains 
the identity, then there is such a convolution if and only if V(T) is the incidence 
algebra, as defined by Rota, of the locally finite partial order T. 
1. INTRODUCTION 
Compare 
matrices with zeros in the following patterns: 
the vector spaces V1 ,..., V4 defined as the sets of all rea 
(i ~176 i)(i i)(i ~ (io i) o .  o ,  o .  * r  o .  
0 0 0 0 00  0 0 
Simple calculation shows that V 1 and I14 are linear algebras, while V2 
and V3 are not closed under multiplication. Such facts, and how to 
construct ever larger and more complicated examples of algebras defined 
by patterns of "holes," are a curious by-product of Rota's far reaching 
study [1] of foundations of combinatorial theory. The spaces V1 and V4 
are closed because they are realizations of a certain incidence algebra of 
a locally finite partial order. 
The rather remarkable fact is that this is essentially the only way a 
vector space so defined by a pattern of holes can be closed under multi- 
plication. In fact, it is a consequence of the axiomatic haracterization f  
257 
58z/9/3-3 
258 DAVIS 
incidence algebras given by David A. Smith [2] that a vector space of 
upper triangular matrices defined by its "holes" in this manner is closed 
under multiplication if and only if it is the incidence algebra of a locally 
finite partial order. (See Theorem 2 of [2]; Theorem 7 of [3] extends this 
to infinite matrices.) 
The main theorem below characterizes a much wider class of function 
spaces for which such a convolution can be defined and reduces such 
questions to what seems to be their simplest, most natural, setting in terms 
of an associated algebra of relations. Not only does this approach lead to 
a generalization of the notion of incidence algebra, but it has interesting 
consequences both for relation algebras and for various special kinds of 
function space. Among the latter, one is the fact cited above about spaces 
of upper triangular matrices defined by patterns of zeros. 
2. THE MAIN THEOREM 
Let T be a relation in any set X (a subset of X x X) with indicator, or 
characteristic function, t : t(x, y) = 1 or 0 according as (x, y) E T or not. 
If  K is any field of characteristic zero call V(T) = VK(T) the set of all 
functions f :  X • X--+ K having support T. The complement of T is the 
set of"holes" defining V(T), in the sense that, if(x, y) 6 T, thenf(x, y) = 0 
for any f~  V(T). V(T) is a vector space under pointwise addition and 
scalar multiplication. 
Now in many interesting applications it is possible to define a convo- 
lution multiplication in V(T) by setting f*g(x, y) = Y, f (x, z) g(z, y), the 
sum taken over all z ~ .,1(. 
THEOREM. If this convolution is a well-defined binary operation on V(T) 
then T is a locally finite transitive relation: that is, T is transitive and for 
each (x, y) ~ X x X the set {z ~ X : xTz and zTy} is finite. 
Proof. To eachf~ V(T) associate its skeleton, the support relation Rf 
with indicator l(x, y) = 1 or 0 according as f (x ,  y) ~ 0 or f (x ,  y) ~ O. 
The set ~(X) of all binary relations in X is a Boolean algebra under 4 ,  
n and u and also admits a relation multiplication in which RS is the 
composite relation. 
The map f~-+ R i is not a homomorphism as it stands. However, with 
characteristic zero there is a subspace V~(T) of V(T) consisting of all 
rational-valued functions, and within this subspace the cone V+(T) of all 
non-negative functions is closed under convolution (as well as addition, 
Which plays no role in the sequel), provided V(T) is. 
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Now if f ,  g ~ V+(T) and h = f 'g ,  then h(x, y) = Z f (x ,  z) g(z, y) ~ 0 
if and only if there is some z with f (x ,  z) g(z, y) ~ 0; in other words 
rs(x, z) r~(z, y) = 1. That is to say, Rs.g ~ RsRg for any f, g ~ V+(T): the 
skeleton map is a homomorphism of the multiplicative semigroup V+(T) 
onto the set S a = {R s ~ ~(X)  : f ~ V(T)}. (Indeed it is a semiring homo- 
morphism, mapping the sum of non-negative functions onto the union of 
their skeletons.) 
Because T is the support relation of all of V(T) it is clear that for any R 
in this image ,90, R ~ T. Now let g : X • X - -+K with g(x,y) ~ 1 if 
t(x, y) ~ 1 and g(x, y) ---- 0 otherwise. Then g ~ E§ and hence so is 
g'g, so that Rg,g =R~Rg= T2; but since Rg .~50,  Ra*a ~ T 2 ~ T. 
This is precisely the condition that T be a transitive relation. 
I f  there were any (x, y) (having infinitely many z with t(x, z) t(z, y) --- 1 
then g(x, z)g(z, y) = 1 too for all these z and thus g*g would not be 
defined. Hence T must be locally finite. Q.E.D. 
REMARK. The converse is immediate: local finiteness shows * is 
everywhere defined, transitivity gives closure. 
3. CONSEQUENCES 
COROLLARY 1. If T ~ ~(X)  and I(T) = {R ~ ~(X)  : R ~ T} is the cone 
under T then I(T) is closed under relation multiplication if and only if T is 
transitive. 
In ~(X)  regarded as a Boolean algebra I(T) is the principal ideal 
generated by T; it is thus only a very special class of Boolean ideals that 
are respected by relation multiplication. This corollary is proved above 
only for the locally finite case when V(T) has a convolution. But, in any 
case, if Tis not transitive then even T 2 6 I(T), while sufficiency follows from 
the observation that, for relations R ~< U and S <~ V, it follows that 
RS <~ UV. Hence if R and S are in I(T) then RS <~ T 2 <~ T, if T is 
transitive, so in that case RS ~ I(T). 
I f  X is countable suppose its elements indexed by a segment of the 
integers and define f~j = f (x i ,  xs). Then V(T) is represented as a matrix 
space with the usual addition and scalar multiplication, while the convo- 
lution carries over into matrix multiplication. 
COROLLARY 2. Let V(T) be the vector space of all square K-matrices of 
a given size (possibly infinite) and having support indicator T. Then matrix 
multiplication is a well-defined binary operation in V(T) if and only if T is a 
locally finite transitive relation. 
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I f  T is in fact a locally finite partial order (reflexive and antisymmetric 
too) it can be shown that the linear order of the subscripts defining the 
matrices can be taken as an extension of 7": if t(xi,  x~) = 1 then i ~< j. 
In this case V(T) becomes an algebra of upper triangular matrices. In the 
course of a series of  papers on various related topics David A. Smith gave 
an axiomatic haracterization of incidence algebras of locally finite partial 
orders and used it to establish a result equivalent o the following. 
COROLLARY 3 (Smith). Let V be the vector space of all upper triangular 
matrices F (including the identity) which have a prescribed pattern of zeros 
above the diagonal. Then V is closed under multiplication if and only if its 
support relation (the complement of the "hole set") is a locally finite partial 
order. 
That support relations of such "hole algebras" need be neither anti- 
symmetric nor reflexive is variously shown in the following simple 
examples. 
(i ~ * i) ' 0 0 
Local finiteness, however, is intimately linked to the possibility of  
defining such a convolution. I t  is easy to give examples of preorders 
(transitive reflexive relations) on the integers which are not locally finite. 
However, if a partial order P in a countable set can be extended to be 
linear in such a way that xiPxj entails i ~< j, then it has a triangular- 
matrix incidence algebra and hence is easily seen to be locally finite. 
Added in Proof. Professor Rota calls my attention to F. W. Lawvere's "The 'Group 
Ring' of a Small Category" (Notices Amer. Math. Soc. 10 (1963), 280) which tells, 
in other language, how to define the incidence algebra on any preorder. 
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