The original Bayley Scales of Infant Development (BSID) have been among the most popular measures of performance and aptitude of infants. In this study, the construct validity of scores on the Behavior Rating Scale of the revised Bayley Scales, the BSID-II, was investigated using national standardization and clinical samples of children ranging in age from roughly 1 to 42 months, and a variety of factor analytic methods. In all, 2,106 children (562 1-to 5-month-old, 503 6-to 12-month-old, and 1,041 13-to 42-month-old subjects) provided data for the analyses. Results indicate that motor performance has an important influence on scores on the BSID-II Behavior Rating Scale, a result that is judged to be consistent with expectations. It is also clear that the structure underlying scale scores becomes increasingly more complex as the samples become more heterogeneous. The least heterogeneous samples are at the youngest age where development is least differentiated. These results offer insight into the integrity of scores from the new Bayley Scales. Seventeen tables present analysis details. (Contains 26 references.) 
The original Bayley Scales of Infant Development (BSID) (Bayley, 1969) have been among the most popular measures of performance and aptitude of infants.
The initial publication of the BSID prompted a host of investigations regarding the characteristics of intelligence of infants ranging in age from roughly 1 to 42 months. Two parts of the original BSID--the mental scale and the motor scale--have been the primary focus of previous research efforts.
However, a third part of the measure--the Behavior Rating Scale (formerly labelled the Infant Behavior Record or IRB)--has also undergone considerably less clinical and experimental use. As noted by Matheny (1980, p. 1157) with respect to the Behavior Rating Scale, the scale is "considered by Bayley [and others] to provide uscful information about infants' developmental status, but it has not received nearly as much attention" as the very thoroughly researched mental and motor scales. The IBR's most widely cited use has been in twins studies (e.g., Freedman, 1965; Goldsmith & Gottesman, 1981; Matheny, 1983) , where it has been helpful in shedding important insights into the origins of aptitude and performance. Efforts to understand intelligence and behavior in infants is important to efforts to understand development more generally, and studies of development may ultimately have important implications for the ways we educate youngsters.
The revised Scales, the BSID-II, are currently being released, and the new BSID-II will doubtless spark at least as much research and attendant insight and controversy. The present study was 1 4 conducted to explore the construct validity of scores from the new Behavior Rating Scale of the new BSID-II.
Our study was grounded on the philosophical premises that the business of science is formulating generalizable insight, and that no one study, taken singly, establishes the basis for such insight.
As Neale and Liebert (1986, p. 290) In the context of the analytic methods that we employed--factor analyses--Gorsuch (1983, p. 201 ) made a related observation that, "Factors that will appear under a wide variety of conditions are obviously more desirable than factors that appear only under specialized conditions", e.g., only when certain samples or certain factor extraction or rotation methods are used.
2 Given our premises, we investigated the structure underlying BSID-II Behavior Rating Scale scores across (a) two different types of samples of subjects, (b) three different age groups of subjects within each sample type, and (c) using both first-order and secondorder factor analyses and several factor rotation strategies.
Specifically, with regard to sampling, we investigated structure using both BSID-II national standardization samples and samples consisting only of children with identified exceptionalities, and also using the combination of these two sample types. The three age cohorts we considered were: (a) children 1 to 5 months of age, (b) children 6 to 12 months of age, and (c) _:hildren 13 to 42 months of age. Different though overlapping items are used at each of these three ages.
Our study was conducted to address three research questions. First, what is the first-order factor structure underlying responses to BSID-II Behavior Rating Scale items across the two sample types and the combined sample across the three age groups?
Second, what is the second-order factor structure underlying responses to BSID-II Behavior Rating Scale items across the two sample types and the combined sample across the three age groups?
Third, do differences in mean factor scores across the two sample types also provide evidence of construct validity of BSID-II Behavior Rating Scale score?
Empirical Research with the Scale on the Ori inal BSID
The structure underlying scores on the original MID Behavior
Rating Scale (formerly labelled the Infant Behavior Record) was 3 6 investigated independent by various researchers (e.g., Wolf C Lozoff, 1985; Matheny, 1983; Matheny, Dolan & Wilson, 1974;  Sameroff, Seifer & Zax, 1982; and Becker, Lederman & Lederman, 1989 ). Matheny's work was at the vanguard of these efforts. Based upon analysis of the items that had 5-or 9-point rating scales, Matheny (1983) proposed that three gender-and age-invariant factors underlay BS1D Behavior Rating Scale items: (a) Task
Orientation, (b) Test Affect-Extraversion, and (c) Activity. This three-factor solution was supported by results in several other studies (Braungart, Plomin, DeFries & Fulker, 1992; Plomin & DeFries, 1985; Kaplan, Jacobson & Jacobson, 1991) .
Sameroff, Seifer and Zax (1982) , however, extracted five factors in their research with children 4 and 12 months old, and six factors for children 30 months old. Although these factors appeared to overlap with those reported by Matheny, few details of their analyses were reported. Fried and Watkinson (1988) studied infants prenatally exposed to marijuana, cigarettes, and alcohol, and extracted factors similar to those obtained by Matheny.
Kaplan, Jacobson and Jacobson (1991) analyzed data from continuously-scaled BS1D Behavior Rating Scale items completed for low-income African American infants at ages 13 and 25 months. They extracted three factors--Test Affect, Test Attention, and Arousal--that closely resembled Matheny's (1980) , notwithstanding some variation in the contribution of individual items to each factor.
Method
Sample 4 Test publishers are frequently willing to provide researchers with access to standardization sample data when theY can be assured that the data will be treated as proprietary information, when thoughtful analytic proposals have accompanied requests for data access.
We are grateful to the Psychological Corporation for providing us with access to BSID-II Behavior Rating Scale data for the purposes of the present study.
We were provided with access to national samples of data both for the standardization sample and for a clinical sample of children with diagnosed exceptionalities. heart of the measurement of psychological constructs" (Nunnally, 1978, pp. 112-113) . We employed both first-order and second-order factor analysis in the present study. We employed principal components analyses for all factor extractions.
Analysts differ quite heatedly over the utility of principal components as compared to common or principal factor analysis. For example, an entire special issue on this controversy was recently published in Multivariate Behavioral Research. The difference between the two approaches involves the entries used on the diagonal of the correlation matrix that is analyzed--principal components analysis uses ones on the diagonal while common factor analysis uses estimates of reliability, usually estimated through an iterative process.
The two methods yield increasingly more equivalent results as either (a) the factored variables are more reliable or (b) the number of variables being factored is increased. Snook and Gorsuch (1989, p. 149) explain this second point, noting that "As the number of variables decreases, the ratio of diagonal to offdiagonal elements also decreases, and therefore the value of the communality has an increasing effect on the analysis." only 1% (100 / 10,000) of the 10,000 matrix entries.
Gorsuch (1983) suggests that with 30 or more variables the differences between solutions from the two methods are likely to be small and lead to similar interpretations.
With respect to the 562 children aged 1 to 5 months in our With respect to the 503 children aged 6 to 12 months, based on application of Cattell's "scree" test to the eigenvalues (i.e., 8.55, 5.21, 1.66, 1.50, 1.31, etc.) prior to factor rotation (Thompson, 1989) , we extracted three first-order factors for these data.
We extracted the same numbers of factors in separate analyses for the standardization (n=315) and the clinical (n=188)
samples. Because many items correlated with more than one factor, we again rotated the first-order solution to the promax criterion, 7 0 Table 3 presents these results.   INSERT TABLE 3 ABOUT HERE. With respect to the 1,041 children aged 13 to 42 months, based on application of Cattell's "scree" test to the eigenvalues (i.e., 8.21, 4.83, 2.17, 1.80, 0.94, etc.) prior to factor rotation (Thompson, 1989) , we extracted three first-order factors for these data. We extracted the same number of factors in separate analyses for the standardization (n=639) and the clinical (n=402) samples.
Because many items correlated with more than one factor, we again rotated the first-order solution to the promax criterion. Table 4 presents these results.
INSERT to interpret the second-order factors using the first-order factors.
For example, in his review of Kerlinger's (1984) second-order analyses, Thompson (1985) Gorsuch (1983, p. 247) suggested that one way to avoid "interpretations of interpretations" is to postmultiply the first-order factor pattern matrix times the orthogonally rotated second-order factor pattern matrix. However, if rotation is used to facilitate interpretation of other structures, it also seems plausible to rotate the product matrix itself to the varimax criterion.
For the purposes of the second-order analyses, we employed 10 13 Guttman's (1954) criterion, and extracted all first-order factors with eigenvalues greater than 1.0. These first-order factors were rotated to the promax criterion, the interfactor correlation matrix was analyzed and second-order factors were extracted and rotated to the varimax criterion. First-order factors were then postmultiplied by the second-order factors, as recommended by Gorsuch (1983) , and the product matrix was then rotated to the varimax criterion. These analyses were conducted with program SECONDOR (Thompson, 1990) . Tables 5 through 7 present these results for the three age groups and the various samples.
INSERT TABLES 5 THROUGH 7 ABOUT HERE.
There is another very intriguing way to interpret second-order factors that also avoids the interpretation of shadows of shadows of real objects. This is the solution proposed by Schmid and Leiman (1957) , and explained by Gorsuch (1983, pp. 248-254) . This solution "orthogonalizes" the two levels of analyses to each other and also allows interpretation of both levels of analysis in terms of the observed variables. Tables 8 through 10 present the Schmid-Leiman solutions, computed by program SECONDOR (Thompson, 1990) , for the data from the children aged 1 to 5 months.
It should be noted that the first two columns in To address this question, the varimax-rotated product matrices for the combined samples reported in Tables 2 through 4 were used to create factor scores for each of the three age groups.
We then tested the mean differences across the standardization and the clinical samples across each factor for each of the three age groups. These results are reported in Table 17 .
INSERT This meant that differences in items means across the two samples in a given age group might not necessarily create structure differences across the groups. That is, the structures might differ because relationships among variables differed, but differences in means per se do not yield such differences. If the only differences across samples are developmental delays, then structures will be comparable across groups.
Second, we recognized that restriction of range or variability does attenuate product-moment correlation coefficients, which in turn impacts factor structure (Dolenz, 1992) . If subjects in a given sample generally score near the measurement "floor" or "ceiling", then the variability of scores on items will be smaller, 13
16
and correlation coefficients among these scores will be attenuated.
We expected some of these effects in our samples. With respect to factor scaling, the direction in which a factor is scaled is generally arbitrary. For example, in one data set the variable "handsome" may have a structure coefficient on Factor I of +.9, while "ugly" has a structure coefficient of -.8.
In a second sample the signs of the coefficients may be reversed.
The construct still remains a measure of attractiveness. We can always legitimately "reflect" any factor by multiplying all the coefficients on the given factor by -1. This is legitimate because in the social science we do not presume any meaningful difference between abstract constructs scaled in different directions. Rating Scale items across the two sample types and the combined sample across the three age groups? With respect to children ages 1 to 5 months, as suggested by the results reported in Table 2 , a
Motor Quality factor emerged as Factors I in all three analyses (standardization only, clinical only, and the combined sample).
Factor II was reasonably similar across the three samples, and we named the factor, Attention. One noteworthy finding is that Factor I in the standardization sample was more of a "G" or "General" factor, as indicated by the structure coefficients reported in As Thompson (1990, p. 579) explained, "The first-order analysis is a close-up view that focuses on the details of the valleys and the peaks in mountains. The second-order analysis is like looking at the mountains at a greater distance, and yields a potentially different perspective on the mountains as constituents of a range. Both perspectives may be useful in facilitating understanding of data." Table 5 presented the varimax-rotated product matrix (F18,4 X F4,2 = F18,2) relating the two second-order factors for the children aged / to 5 months through the four first-order factors back to the original 18 variables used at this age level. In the clinical and the combined samples an Attention factor emerged as Factor I while 16 a Motor Quality factor emerges as Factor II.
However, for the standardization sample Factor I was a "G" factor. This result is consistent with the Table 2 first-order finding of a more saturated factor in this sample. However, in the nore heterogenous combined sample (which also has the most subjectis, i.e., Emotional Regulation. The Schmid and Leiman (1957) solutions presented in Tables 8   through 16 provided yet another way to view the data.
These solutions present the unrotated product matrices (as against the varimax-rotated product matrices presented in Tables 5 through 7) as the first several columns, followed by the first-order factors with all variance present in the second-order product matrices 503), the" factor appeared to measure The second-order Motor factor emerged as a more general activity factor, while the residualized and thus "orthogonalized" first-order factor more narrowly measures movement per se.
One implication of these results is that movement saturates the factor space for the test and does so at several levels of analysis simultaneously.
Research Ouestion #3
The study's third research question asked, do differences in mean factor scores across the two sample types also provide evidence of construct validity of BSID-II Behavior Rating Scale 18 score? Tables 5 through 7 ) were used to compute these factor scores; these factors involved the most subjects and were most heterogenous, and therefore should yield the most generalizable scoring structures.
As reported in Table 17 , statistically significant differences were noted only for Factors II, II, and I, .aspectively.
As indicated in our interpretation of the combined samples results in Tables 5 through 7 , these three factors are all the Motor Quality dimension.
Thus, the two samples consistently differed on the average on this factor, but did not differ on other dimensions.
Summary
In a practical context, it is important to be able to measure abilities and behaviors of very young children, so that we may be able to identify those who may need and benefit from early intervention. In a scientific context, it is important to develop theory about the nature and the dynamics of aptitude and behavior as regards even very young children. Of course, deriving meaningful measurement of very young children is a daunting task. In some analyses (e.g. the for children aged 1 to 5 months) the dimension tends to be a "G" factor that dominates the factor space.
In several Schmid and Leiman emerge as strong influences at levels.
From a construct validity point of view, the question is whether this result is consistent with theoretical expectations.
Given the nature of motor behavior and the item pools used on the scale at various age levels, we believe the result is consistent with expectations. Motor behavior is most easily discerned by the observer of very young children, and these behaviors seem conceptually discrete from the other items on the scale. It is also likely that motor quality mediates other aspects of performance on the Behavior Rating Scale. The remaining items on the scale are more abstract in their nature, and therefore the theoretical relationships among these items are less obvious.
Second, it is clear that the structure underlying scale scores becomes increasingly more complex as the samples become more (1957) solutions, motor dynamics both first-order and second-order 20 heterogenous.
The least heterogenous samples are at the youngest age, where developmental is least differentiated. And within the sample of children aged 1 to 5 months, the standardization sample is the most homogeneous. Thus, this sample at this age yields a two-dimensional structure in which one factor tends to be a "G" or "General" factor that is most highly correlated with the second factor, as reported in Tables 2, 5 Note. "Major." is majority race, while "Nonmaj." is other. Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 2 columns represent the second order factors. The next 4 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 2 columns represent the second order factors.
The next 4 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 2 columns represent the second order factors. The next 4 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors. The next 6 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . .19 20.61
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Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors. The next 6 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors.
The next 5 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors. The next 5 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . .99 18.21
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Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors. The next 4 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . Note. The column after the orthogonalized matrix presents the sum of the squared entries in a given row. The first 3 columns represent the second order factors.
The next 4 columns represent the first order solution, based on variance orthogonal to the second order (Gorsuch, 1983, pp. 248-254) . 
