International recently defined the ECMA-368 standard, which specifies the physical and media access control (MAC) layers for Ultra Wideband (UWB) based wireless personal area networks (WPANs). The MAC protocol in ECMA-368 has a superframe structure. Each superframe is divided into three different time periods. One of them is the prioritized contention access (PCA) period which supports contention-based access between different traffic classes. In this paper, we propose an analytical model to evaluate the performance of PCA in ECMA-368 MAC protocol. We assume that packets follow the Markovian Arrival Process (MAP) and various service times can be modeled by different phase type distributions (PHs). We apply the Matrix Geometric Method (MGM) technique and model the system as a MAP/PH/1 queueing system. We derive the probability mass function for the number of the packets in the queue, and the cumulative distribution function for the packets' waiting time. The correctness of our proposed analytical model is validated via OPNET simulations.
I. INTRODUCTION
Ultra Wideband (UWB) is an emerging technology for high rate, short range wireless communications. Its unique features such as low power operation, robustness to multi-path fading, and accurate positioning capabilities makes UWB a good platform for wireless personal area networks (WPANs). One of the recent UWB standards standardized by the European Computer Manufacturers Association (ECMA) International is the ECMA-368 [1] , which defines the physical (PHY) and media access control (MAC) layers for high rate WPANs. The PHY layer uses multi-band orthogonal frequency division multiplexing (MB-OFDM) UWB technique. The MAC protocol in ECMA-368 has a superframe structure (see Figure 1) . Each superframe is divided into three different time periods. The beacon period is used for control purposes. The distributed reserved protocol (DRP) period allows devices to reserve bandwidth for data transmission. The PCA (prioritized contention access) period supports contention-based access between different traffic classes.
The channel access during PCA period is similar to the channel access in IEEE 802.11e. Each node has to contend to obtain the transmission opportunity (TXOP). The PCA period provides service differentiation for four access categories (ACs). The service differentiation is provided with different Short Inter-Frame Spacing (SIFS[AC]), different transmission opportunity (TXOP[AC]) limit, and different minimum and Various analytical models have been proposed to evaluate the performance of carrier sense multiple access with collision avoidance (CSMA/CA) based MAC protocols. Models that are based on the use of Markov chains can be found in [2] , [3] , [4] , [5] . Another approach is to use the Matrix Geometric Method (MGM) [6] - [9] . The MGM method has been used to analyze the performance of MAC protocols in wireless networks [10] [11] .
In this paper, we propose an analytical model to evaluate the performance of PCA in ECMA-368 MAC protocol. We assume that packets follow the Markovian Arrival Process (MAP) and various service times can be modeled by different phase type distributions (PHs). We apply the MGM technique and model the system as a MAP/PH/1 queueing system. The contributions of this paper are as follows:
• The model considers various input parameters including the packet arrival rates, packet collision due to channel contention, the number of devices in the system, and the buffer size for the packets waiting in the queue.
• We derive the number of packets in the system and the cumulative distribution function of the waiting time of the packets in the system. • We validate the correctness of our analytical model via simulations. We develop the ECMA-368 MAC module by using the OPNET simulator. Analytical and simulation results are presented under different scenarios. The rest of the paper is organized as follows. The mathematical background is provided in Section II. We describe our analytical model in Section III. Section IV presents the analytical and simulation results. Conclusions and future work are given in Section V.
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II. MATHEMATICAL BACKGROUND

A. Phase Type Distribution (PH)
Consider a Markov chain of n transient states and one absorbing state, the time to absorption is a random variable with a PH distribution. A PH distribution according to [12] can be represented with (α, T ), where α is the initial probabilities of the transient states and T is the matrix of probability transitions of the transient states. All the characteristics of a distribution can be defined with these two matrices. The probability transition matrix P is as follows:
where T 0 is the column vector of transition probabilities to the absorbing state. T 0 is defined as follows:
where 1 is a column vector with all entries equal to one and it has the same dimension of T . Many distributions can be represented by PH distributions in discrete time domain. For example, the geometric distribution with parameter q can be represented as follows:
B. Markovian Arrival Process
A Markovian arrival process (MAP) with n phases can be represented by four n × n matrices D 10 
and ν1 = 1.
Then, λ 1 and λ 2 which are the respective arrival rates to the DRP and PCA queues can be determined from:
and
C. Matrix Geometric Method (MGM)
Consider a MAP/PH/1 system. The probability transition matrix P of the system is a Quasi Birth Death (QBD) process and is defined as follows:
where 
where π is the steady state probability of matrix A and is calculated from:
and π1 = 1.
If the stability condition in (9) is satisfied, then the nonnegative matrix R can be calculated as follows:
The matrix R has a spectral radius less than one [12] [13] [14] . The spectral radius of a matrix is defined as the largest eigenvalue of that matrix. To make sure that the system is stable, there is another matrix G which can be calculated as follows:
The matrix G is stochastic if the system is stable. From MGM [12] [13], we have:
where x i denotes the steady state probability vector of having i packets in the system. To determine x 1 , we have to form another matrix B [R] , which is a function of the matrix R. is a stochastic matrix, it has an eigenvalue equal to one. x 1 and x 0 can be calculated as follows:
We can find other steady state probabilities from (14) . The x i vectors are the steady state probabilities of the matrix P .
D. Kronecker Product
Elaborating on MGM is not possible without considering the contribution of Kronecker product. In mathematics, the Kronecker product, ⊗, is an operator between two arbitrary matrices that results in a block matrix. For instance, assume matrices A and B are as follows:
The matrix A ⊗ B, the Kronecker product of A and B is:
III. ANALYTICAL MODEL
We assume a MAP/PH/1 system, where the arrival process follows a MAP distribution, and the service time follows a PH distribution. The server has three different modes of service. The first mode is the beacon period during which no data packets are being transmitted. Therefore, the server can be considered as idle. The second mode is the DRP part, in which each node has allocated one time slot for data transmission. The distribution of the service time for this part can be modeled as a deterministic service. The third mode of the server is the PCA with the geometric distribution. The state space of the system can be defined as:
where i is the number of the packets in the PCA queue, j is the number of packets in the DRP queue; k 1 and k 2 are the phase of arrival for the PCA and DRP queue, respectively, since there are two separate queues for DRP and PCA; r is the number of time slots that the server is in idle mode (0 ≤ r ≤ N B ); l is the number of time slots that the server has spent in the DRP mode (0 ≤ l ≤ N T ), and u is the number of time slots that server has spent in the PCA mode (0 ≤ u ≤ N C ). The vector ∆ B denotes the states that the server is either in the idle mode or the beacon period. The vector ∆ T denotes the states when the server visits the DRP queue, and the vector ∆ C denotes the states when the server visits the PCA queue. The deterministic service in the discrete time can be represented as a PH distribution with the number of phases equal to the number of time slots that the server visits the queue of that specific mode. For instance, a deterministic service with four phases can be shown as follows:
where S is the transition probability matrix and β is the initial state probability [13] . We follow the conventional notation [15] , [6] , [7] and use (T, α) for the arrival distribution and (S, β) for the service distribution.
We can obtain the steady state probability of the system from the transition matrix P in [16] , which is a QBD based on the changes to the DRP queue. Therefore, when we want to find the waiting time distribution of the PCA or the inner queue in the Markov chain, we have to find the probability transition matrix regarding to changes to PCA queue. The process to find the probability transition matrix for PCA queue is the same as DRP queue. If we assume the transition probability matrix of PCA is Q, then Q has the following format as a QBD:
where the matrix blocks A P CA 2 , A P CA 1
, and A P CA 0 are probability matrices standing for decreasing the number of packets in the PCA queue by one, no change in the number of packets, and increasing the number of packets by one, respectively. The matrix B P CA is the initial probability matrix representing no change in the number of PCA packets. The matrix C P CA is the initial probability matrix for the states with an increase in the number of DRP packets, and the matrix E P CA is the initial probability matrix for a decrease by one in the number of PCA packets. The block matrices A P CA 2 , A P CA 1 , A P CA 0 are as follows:
where I is the identity matrix;Ŷ k is the probability of decreasing by one for the DRP queue and can be calculated as:
The matrixŶ k is defined as:
The matrixŶ is defined as:
The matrix F is defined as:
Now, we have the block matrices A
and A P CA 2 , matrix R and the steady state probability vectors can be obtained from equations (12) and (14), respectively.
A. Probability mass function (pmf) of the number of packets
The probability mass function can be extracted from the steady state probability vectors that we obtained from (14) . Let q i be the probability of having i PCA packets in the system, then q i can be obtained as follows:
where 1 is a column vector of one with the appropriate length. We can find the steady state probability vectors of the PCA from the model proposed in [16] as well.
B. Waiting Time Distribution
To determine the distribution of the waiting time of the system for each queue, we need to find the embedded Markov chain. The Markov chain that we implement for the system is based on a scenario from an observer to the system. To calculate the waiting time distribution, we need to find the state of the system from the point of view of a packet that arrives at the system. That is the reason why the embedded Markov chain needs to be modified. After the embedded Markov chain has been calculated, the steady state probability of the new chain can be determined.
After forming the probability transition matrix for the system based on the changes to the PCA queue, we can find the embedded Markov chain according to the number of packets in the line from an arriving packet point of view. According to [12] , it is sufficient to find the steady state probability of the number of the packets in the PCA queue that a tagged packet sees as it arrives at the system. Letẑ B j,u denote the steady state probability vector of finding j packets of PCA type in front of a tagged packet arrives at the system in time slot u during the beacon period. where N B and N C are the number of beacon period time slots and PCA period time slots, respectively. Letẑ T j,u denote the steady state probability vector of finding j packets of PCA type in front of a tagged packet arrives at the system in time slot u during the DRP period.
where N T is the number of time slots of the DRP period. Letẑ C j,u denote the steady state probability vector of finding j packets of PCA type in front of a tagged packet arrives at the system in time slot u during the PCA period.
From the above steady state probabilities, we can calculate the waiting time distribution of the PCA packets. Let
be the steady state probability vector of finding j packets in front of a tagged packet arriving at the system, and each ofẑ 
where Q embedded is the transition probability matrix of the embedded Markov chain that can be obtained from the transition probability matrix Q. 
whereŴ τ is the probability of waiting more than τ time slots in the PCA queue. 
IV. RESULTS AND DISCUSSION
In this section, we present the analytical results and compare them with the simulation results to validate the correctness of our model. Table I shows the simulation parameters. Figure 2 shows the pmf of the number of the PCA packets in a tagged node. Results from the analytical model and the simulation are consistent which show the correctness of the proposed analytical model. There is only a slight difference between the simulation and the analytical results. The reason behind is that in the simulation since the transmission of each packet may finish before the end of a specific time slot. Other nodes can sense the channel idle and wait for SIFS amount of time and start sending the next packet one time slot sooner than what happen in the analytical model. Since in the analytical model, the assumption is that the service will last for the whole time slot and the time slot is not going to be free before the end of the superframe. Therefore, for the cumulative distribution function of the waiting time of a packet in PCA queue (see Figure 3) , there is a small gap between the analytical and simulation results. 
A. Effect on Varying the Arrival Traffic
In this section, we study the effect of changes in the arrival traffic of the network. Figure 4 shows the aggregate throughput versus the arrival traffic. As the number of the PCA packets which arrive at each node increases, the throughput increases. The throughput improvement continues until the network reaches its saturation condition. When the network is saturated, an increase of the traffic not only cannot increase the throughput but may also cause in a decrement in throughput to some extend. Figure 4 shows an increase in the number of nodes in the network can increase the aggregate throughput. The reason behind this increment is that when the number of the nodes increases, there is an increase in the arrival traffic of the network.
As the arrival traffic increases, the average amount of time that each packet should wait increases as well. Figure 5 shows the changes to the medium access delay due to the changes in the arrival traffic. In case of 15 nodes in the network, due to the increasing amount of collisions, the waiting time increases significantly. If the number of nodes within the network increases, the medium access delay will increase. The reason behind this increment is that there are higher number of nodes competing to obtain the channel. Therefore, on average each node should wait a longer time to obtain a TXOP.
V. CONCLUSIONS
In this paper, we proposed an analytical model for PCA in ECMA-368 MAC protocol. Based on the the MAP/PH/1 queueing model and MGM technique, we obtained the probability mass function of the number of packets in PCA queue and also the cumulative distribution function of the waiting time distribution of the packets in the PCA queue. We demonstrated that the results from the analytical model and the results from the OPNET simulator agreed with each other. For future work, we plan to extend the model by including different access categories in PCA and apply the MGM technique to analyze the IEEE 802.15.3a protocol. 
