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Abstract
In this paper we study the relativistic Boltzmann equation in a spatially flat FLRW space-
time. We consider Israel particles, which are the relativistic counterpart of the Maxwellian
particles, and obtain global-in-time existence and the asymptotic behaviour of solutions. The
main argument of the paper is to use the energy method of Guo, and we observe that the
method can be applied to study small solutions in a cosmological case. It is the first result
of this type where a physically well-motivated scattering kernel is considered for the general
relativistic Boltzmann equation.
1 Introduction
The Einstein-Boltzmann system is a system of equations which can describe the time evolution
of a collection of particles, where the particles interact with each other via gravitation and col-
lisions. In this paper the equations will be studied in the cosmological context, and a spatially
flat Friedman-Lemaˆıtre-Robertson-Walker(FLRW) spacetime with a positive cosmological con-
stant will be considered. The main interest of the present paper is to understand the late-time
behaviour of matter distribution, rather than the evolution of spacetime itself, and we refer to
[3, 4, 17] for general relativity or relativistic kinetic theories.
There are not so many results concerning solutions to the Einstein-Boltzmann system. Local
existence of solutions was shown in [1, 2], but it was not until much later that global problems were
studied by Noutchegueme and his collaborators. For instance, a global existence result for spatially
flat FLRW spacetimes with the cosmological constant was obtained in [16], where it was also shown
that there cannot exist global solutions with a negative cosmological constant. This result was
generalised to the Bianchi I LRS case in [15]. On the other hand, the asymptotic behaviour of
solutions to the Boltzmann equation was recently obtained in [12] with FLRW symmetry. This
result has been extended to the general Bianchi I case in [13, 14] for particles with and without
mass.
The feature of the present paper is twofold. First, we do not impose any artificial restrictions
on the scattering kernel. In the results mentioned above certain artificial restrictions were imposed
for technical reasons, which are not physically motivated, for instance boundedness or restrictions
on the angular variable. In this paper we obtain global existence of solutions and the asymptotic
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behaviour in the case of a positive cosmological constant. In particular we focus now on Israel
particles [10] which are the relativistic counterpart of the Maxwellian particles. Second, we use
a new representation of post-collision momenta to obtain classical solutions. For the relativistic
Boltzmann equation it was observed in [9] that two different representations for post-collision
momenta must be considered to obtain classical solutions, and this was applied to the Bianchi
I case in [13]. In this paper we derive a new representation and obtain classical solutions with
this single representation. More precisely, we will observe that partial derivatives of post-collision
momenta in the new representation do not have singularities, but are uniformly bounded in p.
2 FLRW spacetimes
The FLRW spacetimes are the homogeneous and isotropic cosmological models, and we will assume
that the metric is given by
(4)g = −dt2 + g, g = R2η, η = diag(1, 1, 1),
where R = R(t) is the scale factor. Note that later ηαβ will be used to denote the Minkowski
metric ηαβ = diag(−1, 1, 1, 1). Denoting by a dot the derivative with respect to time, the governing
equations in a FLRW spacetime with the cosmological constant Λ are given as follows:
R˙2
R2
=
8piρ+ Λ
3
, (1)
3R¨
R
= −4pi(ρ+ 3P ) + Λ, (2)
where ρ and P are the energy density and the pressure, respectively. In order to show the existence
of solutions of the Boltzmann equation we will need the following lemma.
Lemma 1. Consider an initially expanding FLRW spacetime with a positive cosmological constant
Λ, which satisfies the weak and the dominant energy conditions. Then, the scale factor grows
exponentially with time and Λ.
Proof. We multiply (1) by R2 and derive with respect to time to obtain
2R˙R¨ =
8piρ˙
3
R2 +
8piρ+ Λ
3
2R˙R. (3)
If we substitute R¨ with (2), then we obtain
2
3
R˙(−4pi(ρ+ 3P ) + Λ)R = 8piρ˙
3
R2 +
8piρ+ Λ
3
2R˙R, (4)
which can be simplified to
ρ˙ = −3R˙
R
(ρ+ P ). (5)
For any matter which satisfies the weak energy condition we have ρ ≥ 0. In the presence of a
positive cosmological constant this implies that R˙2 > 0. We are interested in spacetimes that are
initially expanding, i.e., we will assume
R˙(0) > 0, R(0) = 1, (6)
where the second equality can always be obtained by rescaling if necessary. Due to continuity this
implies that our universe expands forever, and we ignore from now on the negative root of (1)
which corresponds to initially contracting spacetimes. For matter which satisfies the dominant
energy condition we have also that the pressure is bounded by the energy density, which means
that the energy density is non-increasing due to (5).
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In fact from what has been said we have the following bounds
C1 =
Λ
3
≤ R˙
2
R2
≤ 8piρ(0) + Λ
3
= C2, (7)
which implies that
e
√
C1t ≤ R(t) ≤ e
√
C2t, (8)
where the equalities hold in case of vacuum, which are the well-known de Sitter spacetimes. We
see thus that for any matter which satisfies the usual energy conditions the scale factor grows
exponentially.
In this paper we will assume that an initially expanding FLRW spacetime with Λ > 0 is given
and will study the late-time behaviour of the Boltzmann equation. One may consider a coupled
system such as the Einstein-Boltzmann system. In this case, the equations (1)–(2) are coupled to
the Boltzmann equation (9) through the energy-momentum tensor, and this will be discussed in
Section 7.
2.1 Notations
We use the following notation for partial derivatives: for a multi-index I = (i, j, k) with i, j,
and k non-negative integers, ∂I = (∂
1)i(∂2)j(∂3)k, where ∂a = ∂/∂pa is the partial derivative
with respect to pa for each a = 1, 2, 3. Note that ∂
a = gaβ∂β = R
−2∂a in the FLRW case,
where ∂a = ∂/∂p
a. Greek letters run from 0 to 3, while Latin letters from 1 to 3, and as usual
we assume the Einstein summation convention. Momentum variables without indices will denote
three dimensional vectors.
The orthonormal frame approach will be frequently used to simplify calculations. For instance,
we have the relation pˆa = pa/R, where the hat denotes that the momentum is written in an
orthonormal frame. In an orthonormal frame the Minkowski metric will apply, i.e., pˆa = ηabpˆ
b,
and the quantities like qˆ and nˆ will be understood in a similar way. For partial derivatives in
an orthonormal frame, we use hat as ∂ˆa = ∂/∂pˆ
a and have ∂a = R−1∂ˆa for each a = 1, 2, 3.
For a multi-index I = (i, j, k), the operator ∂ˆI will be understood as ∂ˆI = (∂ˆ1)
i(∂ˆ2)
j(∂ˆ3)
k. For
simplicity, we use the following notations:
|p∗|2 =
3∑
i=1
(pi)
2, |p|2 =
3∑
i=1
(pi)2, |pˆ|2 =
3∑
i=1
(pˆi)2.
Note that |pˆ|2 = ηabpˆapˆb, but |p∗|2 6= gabpapb and |p|2 6= gabpapb. With these notations we define
the weight function:
〈p∗〉 =
√
1 + |p∗|2,
and note that 〈p∗〉 6= p0 =
√
1 +R−2|p∗|2.
3 The Boltzmann equation in a spatially flat FLRW space-
time
In a spatially flat FLRW spacetime the Boltzmann equation is written as
∂tf = Q(f, f),
where the distribution function f = f(t, p∗) is understood as a function of time t and covariant
variables p∗ = (p1, p2, p3). To determine the collision operator Q, let us consider an orthonormal
frame {eµ}, and obtain Q with the representation of (34) and the post-collision momentum (35).
To revert to a coordinate frame, we write eµ = e
α
µ∂/∂x
α and pα = pˆµeαµ. Since e
α
µe
β
νgαβ = ηµν ,
3
we have pˆµηµν = pˆ
µeαµe
β
νgαβ = p
αeβνgαβ = pαe
α
ν and pˆ
µ = pαe
α
ν η
µν . Then, the quantities in (35)
can be written in terms of covariant variables. For instance, nˆ · ω = ηabnˆaωb = ηabnαeαν ηaνωb =
nαe
α
b ω
b. In a spatially flat FLRW case, we can introduce an explicit form of an orthonormal frame
as follows: e00 = 1, e
a
a = R
−1, and eαµ = 0 otherwise. Then, we have nˆ · ω = nαeαb ωb = naωa/R
and observe that pˆ0 = −p0 = p0 and pˆa = pa/R for each a = 1, 2, 3. The Boltzmann equation is
now written as
∂tf = R
−3
∫
R3
∫
S2
vMσ(h, θ)
(
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
dωdq∗, (9)
where vM is the Møller velocity defined by
vM =
h
√
s
4p0q0
, h =
√
(pα − qα)(pα − qα), s = −(pα + qα)(pα + qα),
where h and s are called the relative momentum and the total energy, respectively. The post-
collision momentum p′α is now given by
(
p′0
p′k
)
=


p0 + 2
(
− q0naω
a
√
s
+ qaω
a +
naω
anbq
b
√
s(n0 +
√
s)
)
ncω
c
R2
√
s
pk + 2
(
− q0naω
a
√
s
+ qaω
a +
naω
anbq
b
√
s(n0 +
√
s)
)(
ωcηck +
ncω
cnk
R2
√
s(n0 +
√
s)
)

 , (10)
and q′α = pα + qα − p′α, where nα denotes pα + qα for simplicity, and ω = (ω1, ω2, ω3) ∈ S2 serves
as a parameter. For more details we refer to the appendix.
3.1 Israel particles
In this paper we are interested in the Israel particles [10], i.e., the scattering kernel is given by
σ(h, θ) =
4
h(4 + h2)
σ0(θ),
where σ0 is an arbitrary function of the scattering angle θ (see (5.101) of [3] for more details).
This corresponds to the Maxwellian particles in the non-relativistic limit, and for simplicity we
assume that
σ0(θ) ≡ 1.
Hence, the scattering kernel of our interest is written as σ(h, θ) = 4(hs)−1.
4 Preliminaries
In this part we collect basic estimates.
Lemma 2. The following estimates hold:
s = 4 + h2,
|pˆ− qˆ|√
p0q0
≤ h ≤ |pˆ− qˆ|, s ≤ 4p0q0, |pˆ| = R−1|p∗| ≤ p0.
Proof. These estimates follow easily from the definitions and assumptions. We refer to [9, 13] for
the proofs.
Lemma 3. For any integer m, we have∫
R3
(p0)me−p
0
dp∗ ≤ CR3,
where the constant C does not depend on t.
4
Proof. This is a simple calculation given by∫
R3
(p0)me−p
0
dp∗ =
∫
R3
(1 +R−2|p∗|2)m2 e−
√
1+R−2|p∗|2dp∗
= R3
∫
R3
(1 + |z|2)m2 e−
√
1+|z|2dz ≤ CR3,
and this completes the proof.
Lemma 4. Suppose that p′∗ and q
′
∗ are represented by (10) for given p∗ and q∗. Then, we have
〈p∗〉 ≤ C〈p′∗〉〈q′∗〉,
where the constant C does not depend on t.
Proof. In an orthonormal frame we have
1 + |p∗|2
(1 + |p′∗|2)(1 + |q′∗|2)
=
1 +R2|pˆ|2
(1 +R2|pˆ′|2)(1 +R2|qˆ′|2) ≤
1 +R2|pˆ|2
1 +R2(|pˆ′|2 + |qˆ′|2) ,
and will show that this quantity is bounded uniformly in time. In the first case, (i) |pˆ| ≥ 4, we
have Lemma 2.2 of [7], which shows that max{|pˆ′|, |qˆ′|} ≥ |pˆ|/4. Hence, we have
1 +R2|pˆ|2
1 +R2(|pˆ′|2 + |qˆ′|2) ≤
1 +R2|pˆ|2
1 +R2|pˆ|2/16 ≤ 16.
In the second case, (ii) |pˆ| ≤ 4 and |qˆ| ≥ 4, we use the energy conservation:√
1 + |pˆ′|2 +
√
1 + |qˆ′|2 =
√
1 + |pˆ|2 +
√
1 + |qˆ|2.
This shows that 4 ≤ |qˆ| ≤
√
1 + |qˆ|2 ≤
√
1 + |pˆ′|2 +
√
1 + |qˆ′|2, which implies
max{
√
1 + |pˆ′|2,
√
1 + |qˆ′|2} ≥ 2,
and equivalently we have max{|pˆ′|2, |qˆ′|2} ≥ 3. Hence, we have
1 +R2|pˆ|2
1 +R2(|pˆ′|2 + |qˆ′|2) ≤
1 + 16R2
1 + 3R2
≤ 16
3
.
In the last case, (iii) |pˆ| ≤ 4 and |qˆ| ≤ 4, we use the representation (33) such that
pˆ′ = pˆ− ((pˆα − qˆα)Ωα)Ω, qˆ′ = qˆ + ((pˆα − qˆα)Ωα)Ω.
For simplicity let us write Uα = pˆα − qˆα. Then, we have
|pˆ′|2 + |qˆ′|2 =
∣∣∣∣ pˆ+ qˆ2 +
(
pˆ− qˆ
2
− (UαΩα)Ω
)∣∣∣∣
2
+
∣∣∣∣ pˆ+ qˆ2 −
(
pˆ− qˆ
2
− (UαΩα)Ω
)∣∣∣∣
2
=
|pˆ+ qˆ|2
2
+
|U − 2(UαΩα)Ω|2
2
.
Since ΩαΩ
α = 1 and UαU
α = h2, we have
h2 = UαU
α = (Uα − 2(UβΩβ)Ωα)(Uα − 2(UβΩβ)Ωα)
= −(U0 − 2(UβΩβ)Ω0)2 + |U − 2(UβΩβ)Ω|2 ≤ |U − 2(UβΩβ)Ω|2.
Hence, we obtain
|pˆ′|2 + |qˆ′|2 ≥ |pˆ+ qˆ|
2
2
+
h2
2
.
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We now apply Lemma 2 to estimate the right side as follows:
|pˆ+ qˆ|2
2
+
h2
2
≥ |pˆ+ qˆ|
2
2
+
|pˆ− qˆ|2
2p0q0
≥ |pˆ+ qˆ|
2 + |pˆ− qˆ|2
2p0q0
≥ |pˆ|
2 + |qˆ|2
17
,
and this shows that |pˆ′|2 + |qˆ′|2 ≥ (|pˆ|2 + |qˆ|2)/17. Hence, we have
1 +R2|pˆ|2
1 +R2(|pˆ′|2 + |qˆ′|2) ≤
1 +R2|pˆ|2
1 +R2|pˆ|2/17 ≤ 17,
and this completes the proof of the lemma.
Lemma 5. For a multi-index I, there exists a polynomial P such that
∂I
[
1
p0
]
=
1
R|I|(p0)|I|+1
P
(
p∗
Rp0
)
,
where p∗ = (p1, p2, p3).
Proof. We prove this lemma in an orthonormal frame, and then use the relation ∂a = R−1∂ˆa to
conclude the lemma. We claim that for a multi-index I, there exists a polynomial P such that
∂ˆI
[
1
p0
]
=
1
(p0)|I|+1
P
(
pˆ
p0
)
. (11)
The proof is given by an induction. Note that (11) holds trivially for |I| = 0, and then suppose
that (11) holds for some I such that |I| = n ≥ 0. We now prove (11) for I ′ such that |I ′| = n+1.
We first notice that
∂ˆap
0 =
pˆa
p0
, ∂ˆb
[
pˆa
p0
]
=
1
p0
(
ηab − pˆa
p0
pˆb
p0
)
=
1
p0
P1
(
pˆ
p0
)
, (12)
for some polynomial P1. This shows that for any polynomial P ,
∂ˆa
[
P
(
pˆ
p0
)]
=
1
p0
P2
(
pˆ
p0
)
, (13)
for some polynomial P2. Since ∂ˆI′ = ∂ˆa∂ˆI for some a and |I| = n, we have
∂ˆI′
[
1
p0
]
=
∂
∂pˆa
[
1
(p0)n+1
P
(
pˆ
p0
)]
=
−(1 + n)
(p0)n+2
pˆa
p0
P
(
pˆ
p0
)
+
1
(p0)n+1
∂
∂pˆa
[
P
(
pˆ
p0
)]
=
1
(p0)n+2
P3
(
pˆ
p0
)
=
1
(p0)|I′|+1
P3
(
pˆ
p0
)
,
where P3 denotes another polynomial. This proves (11), and the relations ∂
a = R−1∂ˆa and
p∗ = Rpˆ derive the desired result.
Lemma 6. For a multi-index I, there exist polynomials Pi such that
∂I
[
1√
s
]
=
1
R|I|
√
s
|I|∑
i=0
(
q0
s
)i(
1
p0
)|I|−i
Pi
(
p∗
Rp0
,
q∗
Rq0
)
,
where p∗ = (p1, p2, p3).
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Proof. We first show that in an orthonormal frame there exist some polynomials Pi such that
∂ˆI
[
1√
s
]
=
1√
s
|I|∑
i=0
(
q0
s
)i(
1
p0
)|I|−i
Pi
(
pˆ
p0
,
qˆ
q0
)
, (14)
which holds trivially for |I| = 0. Suppose that it holds for some I such that |I| = n ≥ 0. By a
direct calculation, with s = 2 + 2p0q0 − 2ηabpˆaqˆb, we have
∂ˆas = 2(∂ˆap
0)q0 − 2qˆa = q0P1
(
pˆ
p0
,
qˆ
q0
)
, (15)
where we used (12) and P1 denotes a polynomial. Then, we obtain
∂ˆa
[
1√
s
]
= − ∂ˆas
2s3/2
=
1√
s
(
q0
s
)
P2, ∂ˆa
[
q0
s
]
= −q
0∂ˆas
s2
=
(
q0
s
)2
P3,
where P2 and P3 are some polynomials having pˆ/p
0 and qˆ/q0 as variables. These calculations,
together with the previous lemma and the estimate (13), show that (14) holds for I ′ satisfying
|I ′| = n + 1. Applying to (14) the relations ∂a = R−1∂ˆa, p∗ = Rpˆ, and q∗ = Rqˆ, we obtain the
desired result.
Lemma 7. For a multi-index I 6= 0, there exist polynomials Pi such that
∂I
[
1
n0 +
√
s
]
=
1
R|I|
|I|∑
i=1
(q0)|I|
(n0 +
√
s)i+1
Pi
(
p∗
Rp0
,
q∗
Rq0
,
1
p0
,
1
q0
,
1√
s
)
,
where p∗ = (p1, p2, p3).
Proof. In this lemma we consider a multi-index I such that |I| ≥ 1. As in the previous lemmas,
we prove the lemma in an orthonormal frame:
∂ˆI
[
1
n0 +
√
s
]
=
|I|∑
i=1
(q0)|I|
(n0 +
√
s)i+1
Pi
(
pˆ
p0
,
qˆ
q0
,
1
p0
,
1
q0
,
1√
s
)
. (16)
Below, Pi will denote some polynomials of pˆ/p
0, qˆ/q0, 1/p0, 1/q0, and 1/
√
s. To get an induction
we first consider ∂ˆI = ∂ˆa to obtain
∂ˆa
[
1
n0 +
√
s
]
=
−(∂ˆap0 + ∂ˆa
√
s)
(n0 +
√
s)2
=
P1 + q
0P2
(n0 +
√
s)2
=
q0
(n0 +
√
s)2
P3,
where we used (12) and (14), and observe that (16) holds for |I| = 1. The representations (11),
(12), and (14) show that for any polynomial P ,
∂ˆb
[
P
(
pˆ
p0
,
qˆ
q0
,
1
p0
,
1
q0
,
1√
s
)]
= q0P4
(
pˆ
p0
,
qˆ
q0
,
1
p0
,
1
q0
,
1√
s
)
,
for some polynomial P4. It is now easy to see that (16) holds for any |I| = n. The lemma is now
obtained by applying the relations ∂a = R−1∂ˆa, p∗ = Rpˆ, and q∗ = Rqˆ.
Lemma 8. Consider post-collision momenta p′∗ and q
′
∗ in (10) for given p∗ and q∗. Then, high
order derivatives of them are estimated as follows: for a multi-index I 6= 0,
|∂Ip′∗|+ |∂Iq′∗| ≤ CR1−|I|(q0)|I|+4,
where the constant C does not depend on p∗.
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Proof. By the relations ∂I = R
−|I|∂ˆI and p′∗ = Rpˆ
′, we have ∂Ip′∗ = R
1−|I|∂ˆI pˆ′. Hence, we
will obtain an estimate for ∂ˆI pˆ
′, and will conclude the lemma by applying these relations. The
representation (10) can be written in an orthonormal frame as in (33) with Ωα:
pˆ′α = pˆα + 2(qˆβΩβ)Ωα, Ωα =
(
(nˆ · ω)√
s
, ω +
(nˆ · ω)nˆ√
s(n0 +
√
s)
)
,
which shows that it is enough to consider the derivatives of (nˆ · ω)/√s and nˆ/(n0 +√s). Below,
the following estimate of 1/
√
s will be frequently used: if |pˆ| ≥ max{2|qˆ|, 1}, then
1√
s
≤ 1
h
≤
√
p0q0
|pˆ− qˆ| ≤
2
√
p0q0
|pˆ| ≤ 4
√
q0
p0
, (17)
and if |pˆ| ≤ max{2|qˆ|, 1}, then 1/√s ≤ C by Lemma 2.
We first estimate the quantity ∂ˆI((nˆ · ω)/
√
s). For |I| = 0, we have
∣∣∣∣∂ˆI
[
(nˆ · ω)√
s
]∣∣∣∣ ≤ |nˆ|√s ≤
{
Cq0, if |pˆ| ≤ max{2|qˆ|, 1},
C(p0)
1
2 (q0)
1
2 , if |pˆ| ≥ max{2|qˆ|, 1},
(18)
where we used |nˆ| ≤ |pˆ|+ |qˆ| ≤ Cq0 in the first estimate, and |nˆ| ≤ |pˆ|+ |qˆ| ≤ Cp0 in the second
estimate with (17). High order derivatives of (nˆ · ω)/√s are written as follows:
∂ˆI
[
(nˆ · ω)√
s
]
=
∑
∂ˆI1
[
nˆ · ω
]
∂ˆI2
[
1√
s
]
, (19)
which is a finite sum for some multi-indices I1 and I2. Note that the quantity ∂ˆI1(nˆ ·ω) is bounded
by a constant C or by |nˆ| for |I1| ≥ 1 or |I1| = 0, respectively, and that the representation (14)
shows that
∣∣∣∣∂ˆI2
[
1√
s
]∣∣∣∣ ≤ C (q0)|I2|√s
|I2|∑
i=0
(
1
s
)i(
1
p0
)|I2|−i
≤ C (q
0)|I2|√
s
, (20)
for any |I2| ≥ 0. If |I2| ≥ 1, then the above estimate is improved by
∣∣∣∣∂ˆI2
[
1√
s
]∣∣∣∣ ≤ C (q0)|I2|√s
|I2|∑
i=0
(
1
s
)i(
1
p0
)|I2|−i
≤ C (q
0)|I2|√
s
(
1
s
+
1
p0
)
. (21)
We now consider (19) for |I| ≥ 1. If |I1| ≥ 1, then the quantity ∂ˆI1(nˆ ·ω) is bounded by a constant,
and we apply (20) to ∂ˆI2(1/
√
s). If |I1| = 0, hence |I2| ≥ 1, then the quantity ∂ˆI1(nˆ ·ω) is bounded
by |nˆ|, and we apply (21) to ∂ˆI2(1/
√
s). We obtain an estimate:∣∣∣∣∂ˆI
[
(nˆ · ω)√
s
]∣∣∣∣ ≤ C (q0)|I|√s
(
1 +
|nˆ|
s
+
|nˆ|
p0
)
,
which is further estimated as follows: If |pˆ| ≤ max{2|qˆ|, 1}, then |nˆ| ≤ Cq0, and we obtain
1 + |nˆ|/s+ |nˆ|/p0 ≤ Cq0. If |pˆ| ≥ max{2|qˆ|, 1}, then |nˆ| ≤ Cp0, and we apply (17) to obtain the
same estimate, i.e., 1 + |nˆ|/s+ |nˆ|/p0 ≤ Cq0. Therefore, we conclude that for |I| ≥ 1,
∣∣∣∣∂ˆI
[
(nˆ · ω)√
s
]∣∣∣∣ ≤ C (q0)|I|+1√s ≤
{
C(q0)|I|+1, if |pˆ| ≤ max{2|qˆ|, 1},
C(p0)−
1
2 (q0)|I|+
3
2 , if |pˆ| ≥ max{2|qˆ|, 1},
(22)
where we used (17).
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The quantity ∂ˆI(nˆ/(n
0 +
√
s)) is estimated in a similar way. It is easy to see that for |I| = 0,∣∣∣∣∂ˆI
[
nˆ
n0 +
√
s
]∣∣∣∣ ≤ n0n0 +√s ≤ C. (23)
For |I| ≥ 1, we write ∂ˆI(nˆ/(n0 +
√
s)) as a finite sum of (∂ˆI1 nˆ)∂ˆI2 (1/(n
0 +
√
s)) for some multi-
indices I1 and I2 satisfying I1 + I2 = I. If |I2| = 0, then |I1| ≥ 1, hence |∂ˆI1 nˆ| ≤ C, and in this
case we have ∣∣∣∣(∂ˆI1 nˆ)∂ˆI2
[
1
n0 +
√
s
]∣∣∣∣ ≤ Cn0 +√s .
If |I2| ≥ 1, then we apply the representation (16) to obtain∣∣∣∣(∂ˆI1 nˆ)∂ˆI2
[
1
n0 +
√
s
]∣∣∣∣ ≤ Cn0(q0)|I2|(n0 +√s)2 ≤ C(q
0)|I|
n0 +
√
s
,
where we used the fact that |∂ˆI1 nˆ| ≤ Cn0 for any |I1| ≥ 0. We combine these estimates to conclude
that for |I| ≥ 1, ∣∣∣∣∂ˆI
[
nˆ
n0 +
√
s
]∣∣∣∣ ≤ C(q0)|I|n0 +√s ≤ C(p0)−1(q0)|I|, (24)
where we simply used n0 ≥ p0.
We now collect the estimates (18), (22), (23), and (24) to obtain
|∂ˆIΩα| ≤


C(p0)
1
2 q0, if |I| = 0,
C(q0)|I|+1, if |I| ≥ 1, |pˆ| ≤ max{2|qˆ|, 1},
C(p0)−
1
2 (q0)|I|+
3
2 , if |I| ≥ 1, |pˆ| ≥ max{2|qˆ|, 1}.
(25)
Hence, we observe from the representation of pˆ′ that high order derivatives of pˆ′ are estimated as
follows:
|∂ˆI pˆ′| ≤


Cp0(q0)3, if |I| = 0,
C(p0)
1
2 (q0)|I|+3, if |I| ≥ 1, |pˆ| ≤ max{2|qˆ|, 1},
C(q0)|I|+4, if |I| ≥ 1, |pˆ| ≥ max{2|qˆ|, 1}.
Since p0 ≤ Cq0 in the second case, we conclude that for |I| ≥ 1,
|∂ˆI pˆ′| ≤ C(q0)|I|+4, (26)
and consequently the relation ∂Ip
′
∗ = R
1−|I|∂ˆI pˆ′ derives the desired result. The estimate of ∂Iq′∗
is the same, and this completes the proof.
5 Energy estimate
In this part we study the energy estimate for the Boltzmann equation. We write the Boltzmann
equation as follows:
∂tf = Q(f, f) = Q+(f, f)−Q−(f, f),
where the gain term Q+ and the loss term Q− are written by
Q+(f, f) = R
−3
∫∫
1
p0q0
√
s
f(p′∗)f(q
′
∗)dωdq∗,
Q−(f, f) = R−3
∫∫
1
p0q0
√
s
f(p∗)f(q∗)dωdq∗.
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Define the norm as follows: for k ≥ 0 and N ≥ 0,
‖g(t)‖2k,N =
∑
|β|≤N
‖∂βg(t)‖2k, ‖g(t)‖2k =
∫
R3
〈p∗〉2kep
0(t)|g(t, p∗)|2dp∗,
where N and k will be determined later.
Lemma 9. Let f be a solution of the Boltzmann equation. Then, f satisfies the following estimate:
‖f(t)‖2k ≤ ‖f(0)‖2k + C sup
s∈[0,t]
‖f(s)‖3k,
where k is a non-negative integer.
Proof. Multiplying f to the Boltzmann equation, ∂t(f
2)/2 = fQ(f, f), and integrating the equa-
tion on [0, t] at a fixed p∗, we have
f2(t, p∗) = f2(0, p∗) + 2
∫ t
0
f(s, p∗)Q(f, f)(s, p∗)ds.
We consider p0 = p0(t) as a function of t, and multiply ep
0
to the above to obtain
ep
0(t)f2(t, p∗) = ep
0(t)f2(0, p∗) + 2
∫ t
0
ep
0(t)f(s, p∗)Q(f, f)(s, p∗)ds
= ep
0(t)f2(0, p∗) + 2
∫ t
0
R−3(s)f(s, p∗)
∫∫
1
p0q0
√
s
ep
0(t)f(s, p′∗)f(s, q
′
∗)dωdq∗ds
− 2
∫ t
0
R−3(s)f(s, p∗)
∫∫
1
p0q0
√
s
ep
0(t)f(s, p∗)f(s, q∗)dωdq∗ds.
Note that since R is increasing, p0 is decreasing in t for each p∗, hence we have
ep
0(t)f2(t, p∗) ≤ ep
0(0)f2(0, p∗)
+ 2
∫ t
0
R−3(s)f(s, p∗)
∫∫
1
p0q0
√
s
ep
0(s)f(s, p′∗)f(s, q
′
∗)dωdq∗ds,
where we ignored the loss term. By the energy conservation at time s, i.e.,
p′0(s) + q′0(s) = p0(s) + q0(s),
we have
ep
0(t)f2(t, p∗) ≤ ep
0(0)f2(0, p∗)
+ 2
∫ t
0
R−3(s)e
1
2
p0(s)f(s, p∗)
∫∫
1
p0q0
√
s
e−
1
2
q0(s)e
1
2
p′0(s)f(s, p′∗)e
1
2
q′0(s)f(s, q′∗)dωdq∗ds.
We now multiply the weight function 〈p∗〉 to the above. By Lemma 4 with k ≥ 0 we have
〈p∗〉2kep
0(t)f2(t, p∗) ≤ 〈p∗〉2kep
0(0)f2(0, p∗)
+ C
∫ t
0
R−3(s)〈p∗〉ke 12 p
0(s)f(s, p∗)
×
∫∫
1
p0q0
√
s
e−
1
2
q0(s)〈p′∗〉ke
1
2
p′0(s)f(s, p′∗)〈q′∗〉ke
1
2
q′0(s)f(s, q′∗)dωdq∗ds.
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Integrate the above inequality with respect to p∗ to obtain ‖f(t)‖2k and ‖f(0)‖2k from the left
side and the first quantity on the right side, respectively. To estimate the last quantity we write
F (s, p∗) = 〈p∗〉ke 12p0(s)f(s, p∗) for simplicity, and consider for each s,∫
F (p∗)
∫∫
1
p0q0
√
s
e−
1
2
q0(s)F (p′∗)F (q
′
∗)dωdq∗dp∗
≤ C
(∫∫∫
F 2(p∗)e−q
0(s)dωdq∗dp∗
) 1
2
(∫∫∫
1
p0q0
F 2(p′∗)F
2(q′∗)dωdq∗dp∗
) 1
2
≤ C‖F (s)‖L2
(∫
e−q
0(s)dq∗
) 1
2
(∫∫∫
1
p0q0
F 2(p∗)F 2(q∗)dωdq∗dp∗
) 1
2
≤ CR 32 (s)‖F (s)‖3L2 ,
where we used (p0q0)−1dp∗dq∗ = (p′0q′0)−1dp′∗dq
′
∗ and Lemma 3. To summarize, we have
‖f(t)‖2k ≤ ‖f(0)‖2k + C
∫ t
0
R−
3
2 (s)‖F (s)‖3L2ds,
and, since R−
3
2 is integrable and ‖F (s)‖L2 = ‖f(s)‖k, we obtain the desired result.
Lemma 10. Let f be a solution of the Boltzmann equation. Then, f satisfies the following
estimate: for β 6= 0,
‖∂βf(t)‖2k ≤ ‖∂βf(0)‖2k + C sup
s∈[0,t]
‖f(s)‖3k,|β|,
where k is a non-negative integer.
Proof. For a multi-index β 6= 0, we take ∂β to the Boltzmann equation,
∂t∂βf = R
−3∑∫∫ ∂β0
[
1
p0q0
√
s
]
∂β1
[
f(p′∗)
]
∂β2
[
f(q′∗)
]
dωdq∗
− R−3
∑∫∫
∂β0
[
1
p0q0
√
s
]
∂β1f(p∗)f(q∗)dωdq∗,
where the summations are finite and taken for some β0, β1, and β2 satisfying β0 + β1 + β2 = β or
β0 + β1 = β. Multiply 2∂βf and take integration on [0, t] to obtain
(∂βf)
2(t, p∗) = (∂βf)2(0, p∗)
+ 2
∫ t
0
R−3(s)∂βf(s, p∗)
∑∫∫
∂β0
[
1
p0q0
√
s
]
∂β1
[
f(p′∗)
]
∂β2
[
f(q′∗)
]
dωdq∗ds
− 2
∫ t
0
R−3(s)∂βf(s, p∗)
∑∫∫
∂β0
[
1
p0q0
√
s
]
∂β1f(p∗)f(q∗)dωdq∗ds.
As in the previous lemma, we multiply 〈p∗〉2kep0(t) to the above equation, and use the decreasing
property of p0(t) and Lemma 4 as follows:
〈p∗〉2kep
0(t)(∂βf)
2(t, p∗) ≤ 〈p∗〉2kep
0(0)(∂βf)
2(0, p∗)
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12p
0(s)|∂βf(s, p∗)|
×
∫∫ ∣∣∣∣∂β0
[
1
p0q0
√
s
]∣∣∣∣e− 12 q0(s)〈p′∗〉ke 12 p′0(s)∣∣∣∂β1[f(p′∗)]∣∣∣〈q′∗〉ke 12 q′0(s)∣∣∣∂β2[f(q′∗)]∣∣∣dωdq∗ds
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12p
0(s)|∂βf(s, p∗)|
×
∫∫ ∣∣∣∣∂β0
[
1
p0q0
√
s
]∣∣∣∣e− 12 q0(s)〈p∗〉ke 12 p0(s)|∂β1f(p∗)|〈q∗〉ke 12 q0(s)f(q∗)dωdq∗ds. (27)
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To estimate the right hand side of (27), we first consider the partial derivatives. Since p∗/(Rp0),
q∗/(Rq0), 1/s, and 1/p0 are bounded quantities, we obtain by Lemma 5 and 6 for a multi-index I,∣∣∣∣∂I
[
1
p0q0
√
s
]∣∣∣∣ ≤ ∑
I1+I2=I
C(q0)|I|
R|I1|(p0)|I1|+1q0R|I2|
√
s
≤ C(q
0)|I|
p0q0
, (28)
where we simply ignored R and
√
s. To estimate ∂β1 [f(p
′
∗)], we apply Faa di Bruno’s formula as
in [5, 9]. Applying the main theorem of [5] to our case, we obtain for a multi-index I 6= 0,
∂I
[
f(p′∗)
]
=
∑
(∂I1f)(p
′
∗)[∂J1p
′
∗]
K1 · · · [∂Jsp′∗]Ks ,
which is a finite sum for multi-indices I1, Ji, and Ki such that 1 ≤ |I1| ≤ |I|, |Ji| ≥ 1, |Ki| ≥ 1,
and |I| = ∑si=1 |Ji||Ki|, and [∂Jip′∗]Ki is understood as (∂Jip′1)ki1(∂Jip′2)ki2 (∂Jip′3)ki3 for Ki =
(ki1, ki2, ki3). Applying Lemma 8, we have
∣∣∣[∂J1p′∗]K1 · · · [∂Jsp′∗]Ks∣∣∣ ≤ C
s∏
i=1
(
R1−|Ji|(q0)|Ji|+4
)|Ki| ≤ C(q0)5|I|,
where we used |Ji| ≥ 1 and |I| =
∑s
i=1 |Ji||Ki|. Hence, we obtain∣∣∣∂I[f(p′∗)]∣∣∣ ≤ C(q0)5|I|∑ |(∂I1f)(p′∗)|, (29)
where the summation is over 1 ≤ |I1| ≤ |I|, and the same estimate for ∂I [f(q′∗)]. Note that the
estimate (29) still holds for I = 0, in which case we understand I1 = 0.
We are now ready to estimate (27). Applying (28) and (29) to the integrands in the second
and the third terms of (27), we obtain
〈p∗〉2kep
0(t)(∂βf)
2(t, p∗) ≤ 〈p∗〉2kep
0(0)(∂βf)
2(0, p∗)
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12 p
0(s)|∂βf(s, p∗)|
×
∫∫
(q0)5|β|
p0q0
e−
1
2
q0(s)〈p′∗〉ke
1
2
p′0(s)|(∂I1f)(p′∗)|〈q′∗〉ke
1
2
q′0(s)|(∂I2f)(q′∗)|dωdq∗ds
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12 p
0(s)|∂βf(s, p∗)|
×
∫∫
(q0)|β0|
p0q0
e−
1
2
q0(s)〈p∗〉ke 12p
0(s)|∂β1f(p∗)|〈q∗〉ke
1
2
q0(s)f(q∗)dωdq∗ds, (30)
where the summation of the second term is over some I1 and I2 satisfying |I1| + |I2| ≤ |β|. The
estimate is now almost the same with that of Lemma 9. Integrating the above inequality with
respect to p∗, we obtain ‖∂βf(t)‖2k and ‖∂βf(0)‖2k from the left side and the first term on the right
side, respectively. To estimate the second term, we write Fβ(s, p∗) = 〈p∗〉ke 12p0(s)|∂βf(s, p∗)|, and
consider for each s,∫
Fβ(p∗)
∫∫
(q0)5|β|
p0q0
e−
1
2
q0(s)FI1(p
′
∗)FI2(q
′
∗)dωdq∗dp∗
≤ C
(∫∫∫
F 2β (p∗)(q
0)10|β|e−q
0(s)dωdq∗dp∗
) 1
2
(∫∫∫
1
p0q0
F 2I1 (p
′
∗)F
2
I2 (q
′
∗)dωdq∗dp∗
) 1
2
≤ C‖Fβ(s)‖L2
(∫
(q0)10|β|e−q
0(s)dq∗
) 1
2
(∫∫∫
1
p0q0
F 2I1(p∗)F
2
I2(q∗)dωdq∗dp∗
) 1
2
≤ CR 32 (s)‖Fβ(s)‖L2‖FI1(s)‖L2‖FI2(s)‖L2 ,
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where we used (p0q0)−1dp∗dq∗ = (p′0q′0)−1dp′∗dq
′
∗ and Lemma 3. This shows that the second term
of (30) is estimated as
∑∫ t
0
R−
3
2 (s)‖Fβ(s)‖L2‖FI1(s)‖L2‖FI2(s)‖L2ds ≤ C sup
s∈[0,t]
( ∑
|β1|≤|β|
‖Fβ1(s)‖L2
)3
,
since R−
3
2 is integrable. In a similar way we estimate the loss term and obtain the same upper
bound as in the gain term. We skip the estimate of the loss term, and conclude that f satisfies
‖∂βf(t)‖2k ≤ ‖∂βf(0)‖2k + C sup
s∈[0,t]
‖f(s)‖3k,|β|,
and this completes the proof.
Remark 1. Lemma 9 and 10 show that if f is a local-in-time solution of the Boltzmann equation,
then it satisfies for any N ≥ 0 and k ≥ 0,
‖f(t)‖2k,N ≤ ‖f(0)‖2k,N + C sup
s∈[0,t]
‖f(s)‖3k,N , (31)
on a (short) time interval. This proves that the solution is extended to a global-in-time solution,
if initial data is given such that ‖f(0)‖2k,N is sufficiently small.
6 Main result
6.1 Global-in-time existence for the Boltzmann equation
Local-in-time existence is proved by a standard iteration method. Let us consider the following
iteration:
∂tf
n+1 = R−3
∫
R3
∫
S2
vMσ(h, θ)
(
fn(p′∗)f
n(q′∗)− fn+1(p∗)fn(q∗)
)
dωdq∗,
with fn+1(0, p∗) = f(0, p∗) and f0(t, p∗) = f(0, p∗), and obtain a sequence {fn}∞n=0. As in Lemma
9 and 10, we take a partial derivative ∂β for β ≥ 0 and multiply 2∂βfn+1 to the above equation.
To the equation obtained, we first take integration on [0, t], and then multiply 〈p∗〉2kep0(t) and use
the decreasing property of p0(t) to obtain the following inequality:
〈p∗〉2kep
0(t)(∂βf
n+1)2(t, p∗) ≤ 〈p∗〉2kep
0(0)(∂βf)
2(0, p∗)
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12p
0(s)|∂βfn+1(s, p∗)|
×
∫∫ ∣∣∣∣∂β0
[
1
p0q0
√
s
]∣∣∣∣e− 12 q0(s)〈p′∗〉ke 12p′0(s)∣∣∣∂β1[fn(p′∗)]∣∣∣〈q′∗〉ke 12 q′0(s)∣∣∣∂β2[fn(q′∗)]∣∣∣dωdq∗ds
+ C
∑∫ t
0
R−3(s)〈p∗〉ke 12p
0(s)|∂βfn+1(s, p∗)|
×
∫∫ ∣∣∣∣∂β0
[
1
p0q0
√
s
]∣∣∣∣e− 12 q0(s)〈p∗〉ke 12p0(s)|∂β1fn+1(p∗)|〈q∗〉ke 12 q0(s)fn(q∗)dωdq∗ds.
Integrate the above inequality to obtain ‖∂βfn+1(t)‖2k and ‖∂βf(0)‖2k from the left side and the
first quantity on the right side, respectively. Following the proofs of Lemma 9 and 10 and summing
over |β| ≤ N , we obtain the following estimate:
‖fn+1(t)‖2k,N
≤ ‖f(0)‖2k,N + C sup
s∈[0,t]
‖fn+1(s)‖k,N‖fn(s)‖2k,N + C sup
s∈[0,t]
‖fn+1(s)‖2k,N‖fn(s)‖k,N
≤ ‖f(0)‖2k,N + C sup
s∈[0,t]
‖fn(s)‖3k,N + C sup
s∈[0,t]
‖fn+1(s)‖2k,N‖fn(s)‖k,N ,
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where we used a simple inequality ab2 ≤ a2b + b3 for positive a and b. Suppose now that there
exists a positive M such that ‖f(0)‖2k,N ≤ M/2 and ‖fn(t)‖2k,N ≤ M on a time interval [0, T ].
Then, we have
‖fn+1(t)‖2k,N ≤M/2 + CM
3
2 + C
√
M sup
s∈[0,t]
‖fn+1(s)‖2k,N ,
which shows that if M is sufficiently small, then ‖fn+1(t)‖2k,N ≤ M on [0, T ], and we conclude
that fn is bounded uniformly on n. Taking limit n → ∞, we have a local-in-time solution such
that ‖f(t)‖2k,N ≤ M on [0, T ], and the inequality (31) now proves that if ‖f(0)‖2k,N is sufficiently
small, then the solution exists globally in time. Non-negativity of solutions is guaranteed by the
iteration, and uniqueness is easily proved as in [8]. For more details, we refer to [8, 9].
Theorem 1. Consider a spatially flat FLRW spacetime where the scale factor R = R(t) is given
by an increasing function with an exponential rate. Let f(0) = f(0, p∗) be an initial data of the
Boltzmann equation (9) such that ‖f(0)‖2k,N is bounded with k ≥ 0 and N ≥ 3. Then, there exists
an ε > 0 such that if ‖f(0)‖2k,N < ε, then the corresponding solution exists globally in time such
that
sup
0≤t<∞
‖f(t)‖2k,N ≤ Cε,
for some constant C > 0.
Remark 2. The Boltzmann equation is written as in an orthonormal frame,
∂tfˆ − (R˙pˆ/R) · ∇pˆfˆ = Q(fˆ , fˆ), (32)
where fˆ = fˆ(t, pˆ) denotes that the distribution function is written in an orthonormal frame to have
variables t and pˆ = R−1p∗. Let f be a solution of the Boltzmann equation (9) constructed in the
previous theorem. Since N ≥ 3, f is of C1 in p∗, hence the equations (9) and (32) are equivalent,
and fˆ(t, pˆ) = f(t, p∗) solves the equation (32). Since f(t, p∗) ≤ Cε〈p∗〉−ke− 12p0(t), we now have
the asymptotic behaviour as follows:
fˆ(t, pˆ) ≤ Cε(1 +R2(t)|pˆ|2)− k2 e− 12p0 ,
where p0 =
√
1 + |pˆ|2 is independent of t in an orthonormal frame.
7 Summary and outlook
The result of an accelerated expansion has been obtained for a given distribution function in Section
2. The existence of classical solutions to the Boltzmann equation has been shown in Section 6 and
presents the core of this paper. One may now consider the coupled Einstein-Boltzmann system,
where the equations (1)–(2) are coupled to the Boltzmann equation (9) through the energy density
and the pressure, which are given by
ρ = R−3
∫
R3
f(t, p∗)p0dp∗,
P = R−5
∫
R3
f(t, p∗)
|p∗|2
3p0
dp∗,
where the distribution function again is understood as a function of time t and covariant momenta
p∗ = (p1, p2, p3). Since we have considered particles of unit rest mass, which are future pointing,
i.e., pαpβg
αβ = −1 and p0 > 0, and the distribution function is non-negative, it is easy to see that
the matter, described by the Boltzmann equation, satisfies the weak and the dominant energy
conditions. In this sense, Lemma 1 applies to the coupled system as well, and in the present paper
we only remark that a standard iteration method will give us the same results.
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Using a new representation for the collision operator and the post-collision momentum we
have obtained future global existence of classical solutions for Israel particles and shown that they
have an asymptotic behaviour in a spatially flat FLRW spacetime with a positive cosmological
constant. There are not so many results concerning solutions to the Einstein-Boltzmann system,
and moreover most of them impose artificial restrictions on the scattering kernel for technical
reasons. We have been able to obtain our results without any artificial restrictions. The results
have been achieved however only for small solutions in the presence of a positive cosmological
constant, which has been used in a crucial way. In any case the results obtained open the possibility
to explore in more detail scattering kernels which are physically relevant. It is clear that the
Universe is not exactly isotropic, so it will be of interest to consider more general models such as
the homogeneous, but anisotropic Bianchi I spacetime. Further it should be possible to consider
forever expanding Bianchi spacetimes as was done for the Vlasov case in [11]. Finally, we remark
that on the basis of the monograph [17] (cf. in particular p. 154–156 and Appendix F) it is of
interest to consider stability in the general case.
Appendix
In this part we derive the representation of the collision operator that we used in this paper.
The main idea is to use a Lorentz transform as in [18], and calculation is slightly modified. Let
us consider the Minkowski case, i.e., gαβ = ηαβ , and suppose that p
α and qα are pre-collision
momenta satisfying the mass shell condition. Let Λ be a Lorentz transform satisfying
Λαβn
β = (
√
s, 0, 0, 0), ΛαβΛ
γ
δ ηαγ = ηβδ,
where nα = pα + qα. For simplicity, we use tildes to denote transformed quantities, for instance
p˜α = Λαβp
β, p˜′α = Λαβp
′β, and so on. Since Λ is a Lorentz transform, the mass shell condition still
holds for pre- and post-collision momenta, i.e., p˜αp˜
α = q˜αq˜
α = p˜′αp˜
′α = q˜′αq˜
′α = −1, which derive
p˜0 =
√
1 + |p˜|2, p˜′0 =
√
1 + |p˜′|2,
and similar representations for q˜0 and q˜′0. Since n˜0 =
√
s and n˜k = 0, we have p˜0 = q˜0 =
√
s/2
and |p˜| = |q˜| = h/2. The collision operator is written as
Q(f, f) =
∫∫∫
W (p, q, p′, q′)G(p, q, p′, q′)
dp′dq′dq
p′0q′0p0q0
,
where G denotes f(p′)f(q′)− f(p)f(q). The transition rate W is given by
W (p, q, p′, q′) =
s
2
σ(h, θ)δ(4)(pα + qα − p′α − q′α),
where δ(4) is the four-dimensional Dirac delta function. For given p and q, let us consider
I =
∫∫
W (p, q, p′, q′)G(p, q, p′, q′)
dp′dq′
p′0q′0
=
∫∫
sσ
2
δ(4)(pα + qα − p′α − q′α)G(· · · )dp
′dq′
p′0q′0
.
Since (p′0)−1dp′ and (q′0)−1dq′ are Lorentz invariant, we have
I =
∫∫
sσ
2
δ(4)(p˜α + q˜α − p˜′α − q˜′α)G(· · · )dp˜
′dq˜′
p˜′0q˜′0
.
Since p˜k + q˜k = 0, the quantity δ(3)(p˜k + q˜k − p˜′k − q˜′k) derives q˜′k = −p˜′k, and the mass shell
condition shows that p˜′0 = q˜′0. Since we already have p˜0 = q˜0, the quantity I reduces to
I =
∫
sσ
2
δ(2p˜0 − 2p˜′0)G(· · · ) dp˜
′
(p˜′0)2
=
∫
sσ
4
δ(p˜′0 − p˜0)G(· · · ) dp˜
′
(p˜′0)2
.
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To compute the quantity δ(p˜′0− p˜0), we take the translation p¯′k = p˜′k − p˜k for k = 1, 2, 3, and use
the mass shell conditions to have
p˜′0 − p˜0 = |p˜
′|2 − |p˜|2
p˜′0 + p˜0
=
(p˜′ + p˜) · (p˜′ − p˜)
p˜′0 + p˜0
=
(p¯′ + 2p˜) · p¯′
p˜′0 + p˜0
.
We write p¯′ = |p¯′|ω for ω ∈ S2 to obtain
δ(p˜′0 − p˜0) = δ
( |p¯′|(|p¯′|+ 2p˜ · ω)
p˜′0 + p˜0
)
=
(p˜′0 + p˜0)
|2p˜ · ω|
(
δ(|p¯′|) + δ(|p¯′|+ 2p˜ · ω)
)
,
where we used Lemma 1.3.1 of [6]. Hence, we have
I =
∫
sσ
4
(p˜′0 + p˜0)
|2p˜ · ω|
(
δ(|p¯′|) + δ(|p¯′|+ 2p˜ · ω)
)
G(· · · ) |p¯
′|2d|p¯′|dω
(p˜′0)2
=
∫
sσ
4
(p˜′0 + p˜0)
|2p˜ · ω| δ(|p¯
′|+ 2p˜ · ω)G(· · · ) |p¯
′|2d|p¯′|dω
(p˜′0)2
,
where δ(|p¯′|) vanishes by the quantity |p¯′|2. Note that p˜′0 = p˜0, when |p¯′| = −2p˜ ·ω, and therefore
we have
I =
∫
sσ
4
2p˜0
2|p˜ · ω|G(· · · )
4|p˜ · ω|2dω
(p˜0)2
=
∫
sσ|p˜ · ω|
p˜0
G(· · · )dω.
Since p˜ = −q˜ and p˜0 = √s/2, we obtain
I =
∫
2
√
s|q˜ · ω|σ(h, θ)G(· · · )dω.
Note that q˜ is a transformed variable, and we consider the inverse of the Lorentz transform. By
introducing a four-dimensional vector ωα = (0, ω), we have the following representation:
q˜ · ω = ηαβ q˜αωβ = ηαβΛαγ qγΛβδ (Λ−1)δµωµ = ηγδqγ(Λ−1)δµωµ = qαΩα,
where we defined Ωα = (Λ−1)αβω
β . The post-collision momentum is given by p˜′0 = p˜0 and p¯′ = |p¯′|ω
for ω ∈ S2. Since p¯′ = p˜′ − p˜ and |p¯′| = −2p˜ · ω = 2q˜ · ω, we have p˜′ = p˜+ 2(q˜ · ω)ω. Then, we can
write p˜′α = p˜α + 2(q˜ · ω)ωα. Taking the inverse of the Lorentz transform, we have
p′α = pα + 2(qβΩβ)Ωα, q′α = qα − 2(qβΩβ)Ωα. (33)
Note also that Ωα is a unit spacelike vector and nαΩ
α = n˜·ω = 0, which shows that it is orthogonal
to pα+qα, hence we may write the post-collision momentum as p′α = pα+((qβ−pβ)Ωβ)Ωα. Then,
we have p′α − q′α = pα − qα + 2((qβ − pβ)Ωβ)Ωα and multiply pα − qα to obtain
h2 cos θ = (pα − qα)(p′α − q′α) = h2 − 2((pβ − qβ)Ωβ)2,
and therefore ((pα − qα)Ωα)2 = h2(1− cos θ)/2 = h2 sin2(θ/2). Since 2|q˜ · ω| = |(pα − qα)Ωα|, we
have the following representation for I:
I =
∫
h
√
s sin(θ/2)σ(h, θ)G(· · · )dω.
By abuse of notation we may redefine the scattering kernel as 4 sin(θ/2)σ(h, θ) and introduce the
Møller velocity vM = h
√
s/(4p0q0) to obtain the following representation of Q:
Q(f, f) =
∫
R3
∫
S2
vMσ(h, θ)
(
f(p′)f(q′)− f(p)f(q)
)
dωdq. (34)
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For the Lorentz transform, we use the boost matrix as in [18]:
(Λ−1)αβω
β = Ωα =
(
(n · ω)√
s
, ω +
(n · ω)n√
s(n0 +
√
s)
)
.
Then, the post-collision momentum is given by
(
p′0
p′k
)
=


p0 + 2
(
− q0 (n · ω)√
s
+ q · ω + (n · ω)(q · n)√
s(n0 +
√
s)
)
(n · ω)√
s
pk + 2
(
− q0 (n · ω)√
s
+ q · ω + (n · ω)(q · n)√
s(n0 +
√
s)
)(
ωk +
(n · ω)nk√
s(n0 +
√
s)
)

 , (35)
and a similar representation for q′α is obtained. The representations (34) and (35) are generalized
to the FLRW case as in (9) and (10).
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