Abstract. Quality and efficiency increased in importance over the last years within the manufacturing industry. To stay competitive companies are forced to constantly improve their products and processes. Today's information technology and data analysis tools are promising to further enhance the performance of modern manufacturing. In this paper, at first, the concept of the product state based view in a distributive manufacturing chain is presented, followed by a brief introduction of relations between product states along the chain. After showing that a in detail description based on cause-effect models is not economical viable today, the possibilities of using machine learning on intermediate product states to analyze the process sequence is introduced and discussed. Providing a chance to analyze large amounts of data with high dimensionality and complexity, machine learning tools combined with cluster analysis are perfectly suited for the task at hand within the product state based concept.
Introduction
Today's global manufacturing environment is increasingly becoming more complex and competitive [1] . Quality is considered a consequential key factor of success for manufacturing companies due to this development [2] . Successful manufacturing companies have to improve constantly to meet increasingly rigorous customer requirements on product and service quality [3, 4] . A number of companies have chosen to focus on their core competencies [5] and collaborate in production networks in order to meet these challenging customer requirements [6] . These developments, especially networked production, lead to an increase of complexity of a company's business processes. The quality of business processes on the other hand, has a major influence on the company's business success [7] . Thinking of manufacturing companies, the manufacturing processes are key as they directly add value to the product and define the company's reception on the market through the product's quality [8, 9] . In recent years, the importance of looking at the complete manufacturing chain instead of isolated single process steps in order to reduce scrap and rework and thus, increase quality was slowly recognized by industry and academia [10] .
All these mechanisms and developments add to the complexity modern companies face today. One lever to help these companies cope with the complexity is to take a closer look at the value adding manufacturing processes and the information/data involved. Understanding the mechanisms of the manufacturing processes and how the product changes along the whole manufacturing process and the single process steps can help to identify improvement potential and finally to realize better product and process quality. To do so, there is a need for a new perspective on the processes, focusing on the products state, its state and state characteristic change, and the process parameters involved along the manufacturing chain [11] . During the development of this product state based view, the importance of cross process relations and (inter-) dependencies surfaced. In a complex manufacturing process chain, different causes trigger various effects and the connection between cause and effect is not necessarily clear. For example, the cause can be triggered at an early stage of the process during an operation carried out by company A. The connected effect triggered at these early stages might surface at the final process step carried out by company D. The connection, especially in a networked production, is neither obvious nor easy to analyze. But in order to optimize the manufacturing process as a whole and thus the final product quality, the connection is nevertheless important.
In the following chapter, the product state based view will be introduced briefly as a basic framework for the following considerations. Based on that, possible relations of states over the manufacturing process are presented and the challenges/complexity of describing such relations e.g. through cause-effect diagrams are elaborated. Following, machine learning in combination with cluster analysis is introduced as a possible solution to grasp the complexity and high dimensionality and generate results usable from a product state perspective.
Product State
The advantage of the product state based view is the focus on the product itself to structure the information and data involved throughout the process. Using the intermediate product states as proxy data for this purpose, a product can at any time throughout its life cycle be described by its product state. Within this paper, the focus will be on the Beginning-of-Life (BOL) phase of the lifecycle, the manufacturing processes.
The product state describes a product at a certain time during the production process or after through a combination of (selected) state characteristics (see Fig. 1 ). State characteristics are definable and ascertainable measures, which can be described in a quantitative or qualitative way, e.g. weight or chemical composition of the material. The product state changes due to external influence, for example machining or corrosion from t=0 to t=1 when at least one descriptive state characteristic changes [11] .
Fig. 1. Product State Change during Manufacturing Process
Step [12] The product state can be derived theoretically at all times during the manufacturing process. In order to develop a manageable and sufficiently detailed model, the points when the product state should be derived have to be defined. The number of defined product state checkpoints during the manufacturing process affect the complexity of the model and the amount of data/information generated. It makes sense to choose at least as many check points (plus one) as there are process steps to grasp the major (intentional) product state changes. . provides an overview on how the information and data can be structured through the product state based view. Number one in the figure indicates that the whole manufacturing process has to be considered even so not all process steps take place in one location. In that case, it is necessary to think about physical and virtual interfaces between department or company boarders. The physical product (number two) is in the center of the concept. The flow of the physical product is one directional and at each process step value is added to the product and such the product state (number three) changes by definition. In this way, the product's overall progress may be viewed as a set of concatenated 'state vectors', each vector representing one of the product states [14] . The product states have descriptive characteristics and are partly interdependent of each other as are product states over the whole manufacturing process. The surrounding information management system (number four), integrates the process (number one) and product (number two/three) information processes if needed and distributes the information to the right addressee. The distribution of the information can for example be organized through an on demand system, if the information need of the individual stakeholders in specific situations is known.
Relations of Product States
Based on the before introduced product state based view, this section will describe the relations along the manufacturing process between the different product states and state characteristics, which are helpful to provide some understanding the complexity of a modern manufacturing process chain. The term relations will be used throughout this paper compromising other terms like dependency or interdependencies to help the understanding even so the alternative terms might theoretically be more appropriate at different times. Within a complex manufacturing chain there can be a lot of different relations (see Fig. 3 ). They can be within a certain product state (a/b), between two directly following product states (c) or even between random product states (d). In the cases of c/d, the direction of the relation is one-directional whereas in within a product state (a/b) the direction can be reciprocal.
Fig. 3. Schematic Illustration of Possible Relations of State Characteristics
In theory, it would be ideal, if all relations along the manufacturing chain could be described in great detail so a prefund forecast of the products final state could be made with exact results. That way, in case of a deviation to the originally planned product state, certain adjustments could be executed accordingly to meet the customer requirements. But practically, due to the high complexity and dimensionality of the task, it is unlikely that all or even most relations can be identified and described in the needed detail. This is due to different factors e.g. too expensive, time-consuming, lack of knowledge or extensive to analyze. Therefore the chance to develop a functional and practical tool (e.g. cause-effect-diagram), based on the existing (known) product state relations, is not very likely today. A main question in this context is how relevant drivers (causes) of certain product state changes can be identified in a practical and efficient way without having to analyze the relations in such great detail. Prescriptive data processing/algorithm will find this sort of complexity hard/impossible to handle because cause-effect mechanisms may be hidden and unknown by all the relations, some of which are in themselves unknown. By basing the manufacturing process chain analysis on a 'growing' state-vector and pushing this into a machine learning process the idea is to identify the state characteristics that are likely to drive the product to success/failure.
It is thus assumed that the finished product quality, 'fitness for purpose', can be envisaged as driven by all the 'drivers' which come into play during the complete manufacturing of the product. It is clearly impractical to capture all influencing process data that is likely to contribute to the final product quality. It is thus assumed that proxy data would be useful in this context. Proxy data may be seen as two sets of parameters likely to be captured to a greater or lesser extent during the manufacturing cycle. S = the set of product states, such that The proxy data sets S and P are represented by sets of vectors, matrices, such that at any stage k, C k = S k + P k represents the complete product proxy information at k.
It should be noted that difference(C k ) represents the incremental proxy state progression from stage k-1 to stage k. Both C k and difference(C k ) may be used as inputs to combined supervised and un-supervised machine learning so that analysis may be performed to determine which are the product quality driving parameters at any stage. C k and difference(C k ) will imply a degree of cluster behaviour and the dynamics of such clustering may be used to observe the quality dynamics of the product through the manufacturing cycles. In this manner it may be possible to capture cause-effect mechanisms that influence the product quality through observing the product state progression in conjunction with the practically recorded process information.
Machine Learning
The initial discussion points above are seen as pertinent to a number of recent methodologies used in handling large multi-variate data sets. Traditional methods and techniques may be unsuitable due high dimensionality and heterogeneous, distributed nature of the data. It is therefore considered relevant to draw on ideas from machine learning/AI, pattern recognition, statistics, and database systems. Cluster analysis (CA) classifies unknown groups while discriminator function analysis classifies known groups. CA allows many choices about the nature of the algorithm for combining groups. Each choice may result in a different grouping structure.
In short, clustering analysis is about defining groups of data matching certain requirements as e.g. given a set of data points, each having a set of attributes, and a similarity measure among them, find clusters (see Fig. 4 ).
Fig. 4.
Examples of Data to be Clustered [16] When trying to establish the characteristics of a process state or regime, a clear division between the different regimes/states is required. Therefore some form of classification method would be useful.
Support Vector Machine (SVM) has received considerable attention. This classification technique has its roots in statistical learning theory and has shown promising empirical results in a number of practical applications and works very well with highdimensional data. Another unique aspect of this approach is that it represents the decision boundary using a subset of the training examples, known as the support vectors.
The basic idea behind SVM, is the concept of a maximal margin hyper plane. A linear SVM can be trained explicitly to look for this type of hyper plane in linearly separable data, the method can be extended to non-linearly separable data. Fig. 5 shows a data set containing examples that belong to two different classes, represented as squares and circles. The data set is also linearly separable; i.e., there is a hyper plane such that all the squares reside on one side of the hyper plane and all the circles reside on the other side. Inevitably such clear cut results are not always available in real applications and suitable compromise solutions are used in order to allow a certain amount of mis-classification. [16] There are infinitely many hyper-planes possible. Although their training errors may be zero, there is no guarantee that the hyper-planes will perform equally well on previously unseen examples. The classifier must choose one of these hyper-planes to represent its decision boundary, based on how well they are expected to perform on test examples. The problem with SVM classifiers is, being able to establish relevant training/learning data for the case at hand so that the computation of the support vectors can be completed. Given that most process control and analysis task display a degree of dynamism, the use of SVM is not immediately clear for such applications as it is likely that the generation of support vectors will have to be done frequently and without knowledge of detailed performance results of the process.
Through an application of suitable tools like Cluster-Analysis combined with Support Vector Machines, it is considered likely to determine which process parameters are the product state drivers based on process or even proxy data. This way, the relevant information for adjusting the manufacturing process to reach the customers quality requirements of the individual product can be derived and put to use.
Conclusion
The paper presented an approach to derive information of the manufacturing process sequence using intermediate product states using a combination of cluster analysis and machine learning. This approach is capable of handling the complexity and high dimensionality of modern production whereas describing the actual relations between state characteristics along the manufacturing chain (through e.g. cause-effect models) soon reaches its limits of being applicable efficiently. The introduced approach seems well suited for the tasks within the product state based view. The perspective on the product by its time-dependent state over the manufacturing process corresponds directly with the requirements of machine learning tools. Thus, the time and effort to match the (product state) data to the requirements of the machine learning tools will be within an acceptable range and can possibly even be automated in a later step. In a next step the theoretically presented approach will be put to the test with manufacturing process data and an in depth analyses and discussion of the results will offer the chance to evaluate its prospects in an industrial application to increase quality and reduce rework and scrap.
