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I. INTRODUCTION
As the increasing energy adequacy and environmental concerns, large-scale integration of wind power has been contributing more to the world energy supply. China is the largest wind power market worldwide and has abundant wind energy resources.
Wind power is becoming the third main power supplier in China after thermal power and hydro power. In 2014, Chinese wind power industry maintained a robust growth. 19,810 MW of new wind power installed capacity was added which reaching a new record. Wind power cumulative installation capacity was 96,370 MW which accounting for 7% of the total generation capacity of China and 27% of the global wind power installation. In 2014, wind power had 2.78% share of the total generation in power supply. It is estimated that the wind power capacity will reach 30 GW 2 .
However, the intermittent nature of wind generation creates challenges for market trading, load management and the economic operation of power systems 3, 4 .
Reliable wind power forecasting (WPF) is one of effective ways to mitigate technological and economic impacts on the power system, because it provides direct estimation of wind power availability. Unfortunately, it is difficult to make an accurate prediction, especially in an area with complex topography or meteorological environment. Currently, mean average percentage error of the wind speed forecasting is approximately in the 8-20% range in Chinese wind farms 5, [41] [42] [43] [44] [45] .
Therefore, it is important for wind farm owners, system operators, and energy suppliers to understand how existing WPF models perform in different external conditions and to further improve their prediction accuracy.
A great amount of literature has been devoted to short term WPF using statistical or physical approaches. Statistical models employ weather variables from numerical weather prediction (NWP) model to predict time series of future power generation. The relationships between weather variables and historical power generated at a wind farm are modeled by different artificial intelligent techniques. The algorithms include, for instance, time series analysis 6, 7 , Kalman filtering 8, 9 , neural network (NN) [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , support vector machine (SVM) [20] [21] [22] 36 ,and relevance vector machine (RVM) 23, 24 , etc. Physical models [25] [26] [27] [28] [29] [30] estimate wind condition at reference locations according to the atmospheric behaving law, then transfer to power production through power curve. It is independent of the measured historical data and can be used for both the newly built and the operating wind farms. Commonly used methods are the analytical methods or computational fluid dynamics (CFD) methods. For physical models, analytical method is efficient to compute but difficult to meet accuracy requirements. Conversely, CFD method solves the Navier-Stokes equation in every prediction process and simulates wind flow accurately. As a sacrifice, the computational burden of CFD method makes it challenging to satisfy real-time operation requirements.
Among the statistical methods, artificial NN (ANN) is widely used because of its good prediction generalization, but it is sensitive to the size of training samples and suffers from the over-fitting problem. SVM is an effective machine learning method with small samples and can A number of studies tested and compared the performance of different WPF algorithms [31] [32] [33] [34] [35] .
The results show that strong improvements of up to about 20% have been obtained by using the data of different NWP models or ensemble models as input data for the WPF models. Artificial neural network and vector machine methods can significantly improve the forecasting accuracy over traditional persistence methods, especially after optimization by genetic algorithm (GA) and particle swarm optimization (PSO). The multi-layer perceptron ANN (MLP ANN) outperforms SVM, regression trees and random forests in short term wind speed and wind power forecasting in Jursa and Rohrig's study 12 . But, SVM for system orders from 1 to 11 had better accuracies than MLP ANN in Mohades's wind speed forecasting results
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. This above contradiction might come from the fact that each WPF methodology might have different adaptabilities and training characteristics towards various external conditions. So, it requires reproducing the results from existing WPFs in extensive practical examples, particularly in wind farms with complex topography and climate patterns. Moreover, a comprehensive understanding on the forecasting performance in China, the largest and newly born wind power industry center, is needed. And the influence of training samples on forecasting is also needed to investigate.
To mitigate the above problems, this paper investigates the characteristics and adaptabilities of various WPF methodologies in three Chinese wind farms with various meteorological and topological conditions. Three statistical WPF models including back propagation optimized by genetic algorithm (GA-BP), Radial Basis Function (RBF), and SVM are considered for evaluation in three Chinese wind farms with distinctive external conditions. The performances of these models are assessed over three aspects: accuracy, adaptability and computational efficiency. The effects of training samples on forecasting accuracy are also analyzed in terms of their sizes, qualities and time scale. In this way, the most representative training samples can be selected for securing the best prediction performance. This work will help wind power predictors to select the most suitable prediction models for different terrains and climates, and it could also help to improve model performance according to the specific characteristics.
The remainder of this paper is as follows: Section II and section III describe the operational data from wind farms in case study and the NWP tool used to provide meteorological variables for WPF. Section IV and V presents a brief summary of the used WPF methods and their evaluation criteria. Case study in section VI shows the comparison results. Finally, section VII presents a summary of the results.
II. DATA
In order to compare the adaptabilities of three WPF models, three wind farms in China are taken as examples to conduct one day ahead of wind power prediction. 
III. NUMERICAL WEATHER PREDICTION
As wind vector is the key factor affecting the power generation characteristics of wind turbines, the WPF models take NWP as input data and power output at wind farms as the training targets. In this paper, the NWP data are produced and maintained at State Key Laboratory of Alternate Electrical Power System with Renewable Energy Sources (North China Electric Power University), in China. The maintenance of NWP system makes sure it can have a consistent run.
As NWP tool, WRF (weather research and forecasting) model predicts the time series of NWP wind speed and wind direction at met mast location to serve as reference point. It downscales to 6km horizontal resolution. NWP wind speed and wind direction are interpolated from the lowest levels in WRF to a hub height of wind turbines. The time resolution of NWP is the same as SCADA. The WRF model is initialized every day with the prediction of GFS (Global
Forecasting System). GFS is released by NCEP (National Centres for Environmental Prediction)
corresponding to the assimilation of atmospheric data at 00:00 GMT (Greenwich Mean Time).
This prediction horizon of initial field is 72 hours ahead. The NWP is available at about 7:00
GMT.
The initial field of NWP is from NCEP FNL (Final) Operational Global Analysis data, which are calculated based on 1-degree by 1-degree grids prepared operationally every six hours. They are from the Global Data Assimilation System (GDAS), which continuously collects observational data from the Global Telecommunications System (GTS). The FNLs are made with the same model which NCEP uses in the Global Forecast System (GFS), but the FNLs are prepared about an hour or so after the GFS is initialized. The FNLs are delayed so that more observational data can be used. The GFS is run earlier in support of time critical forecast needs, and uses the FNL from the previous 6 hour cycle as part of its initialization 37 .
The analyses are available on the surface, at 26 mandatory (and other pressure) levels from 1000 millibars to 10 millibars, in the surface boundary layer and at some sigma layers, the tropopause and a few others. Parameters include surface pressure, sea level pressure, geopotential height, temperature, sea surface temperature, soil values, ice cover, relative humidity, u-and vwinds, vertical motion, vorticity and ozone
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.
IV. SUMMARY OF WPF METHODS
There are three WPF methods implemented in this paper to evaluate their performance in wind farms mentioned above. The methods are summarized in Table I Since the training objective is to minimize the mean square error (MSE) of the network, the fitness function is defined as the follow 46 .
whereˆi y is the desired model output or the learning target -the measured wind farm power output.
When fitness is close to 1, the requirement of network accuracy is thought to be reached. M is the neuron number in the hidden layer.
The weight parameter updates for minimizing the total fitting error as follow.
  
In this paper, Matlab toolbox is used to perform the training and testing. The modeling flow of the RBF model is shown in Fig.2 .
FIG.2. Modeling process of the RBF neural network

C. Support vector machine
The basic idea of support vector machine (SVM) 49 for forecasting is to map the input vector into a high-dimensional feature space by a nonlinear mapping function, and then to perform linear regression in the feature space. The following estimate function is used to make the prediction. 
 
The minimizing function can be written as the following form. (12) In order to obtain the estimates of weights and threshold, a minimization function can be obtained with Lagrange multipliers and Karush-Kuhn-Tucker conditions as follow. (13) subject to:
The data points associating with 
V. EVALUATION CRITERIA
The deterministic WPFs are evaluated and compared on three aspects: prediction accuracy, computation efficiency and model adaptability.
(1) The error criteria adopted in the performance evaluation of the deterministic WPF is Normalized root mean square error (RMSE). It gives a more representative evaluation of the forecasting error for the complete validation period 51, 52 .
  9 shows the linear dependency between three forecasting RMSEs (or predictability) and normalized wind power variability in three wind farms. The RMSE is based on forecast horizon of 24 hours. In Eq. (16), the wind power variability is defined by the mean absolute 15 minute gradient of the measured power time series P(t) that serves also as training targets 53 . It is clear to see that larger variability leads to lower predictability, which reflects the seasonal effects on forecasting error distribution.
FIG. 9 Correlation between variability and predictability (RMSE) in 12 months.
e. Adaptability to the terrains
The average RMSE of every model is shown in Table II . The three models meet the requirement of RMSE less than 20%. SVM has better prediction average accuracy of 10.54% in WF1 and 14.87% in WF2. This is because that both wind farms are flat and have complete met mast data as well as better NWP data. Due to the topological complexity of WF3 and lack of partial met mast data, the prediction performance of three models is all a little worse. Relatively, RBF has better prediction accuracy of 18.76% in WF3, owing to its strong adaptability.
On the whole, RBF and SVM have a more accurate prediction than GA-BP. SVM is suitable for the wind farms with flat terrains and precise NWP data, especially coastal areas, whilst RBF shows advantages in those with complex terrains and worse NWP data. 
VII. CONCLUSION
In this paper, GA-BP, RBF and SVM methods are established and analyzed for prediction accuracy, computation efficiency and model adaptability. Based on the case study in China, following conclusions can be drawn:
(1) Training sample effects. GA-BP and RBF have similar interaction effects from training sample number on forecasting accuracy. The prediction accuracy increases with the increase in training sample number. The change of sample number is less sensitive than that of SVM. GA-BP forecasting accuracy is equally sensitive to all size of training samples. With small training sample, the rising slope of RBF red curves is far greater than that of GA-BP. But with more samples, RBF accuracy remains constant. The prediction accuracy of SVM increases with the decreasing of training samples, however, it reduces rapidly with large training samples.
(2) The size of the training sample for different forecasting algorithm has such a distinctive influence on forecasting performance. According to the training sample analysis in this paper, it is suggested that:
 At least 7000-8000 samples should be used for GA-BP model training.
 At least 800-1000 samples should be used for RBF model training to obtain an accuracy-efficiency balanced result. Around 7000 training samples can produce better accuracy, but the effect is marginal and the training time is increased.
 At least 400-600 samples should be used for SVM model training.
 To convert from sample number to calendar time, one has to use the proper sampling time and subtract the amount of unusable data due to missing measurements, invalid data, maintenance and curtailment, and 10-min samples would work the same way as hourly samples.
(3) Model adaptability to the terrains. SVM is suitable for the wind farms with flat terrains and precise NWP data, especially coastal areas. Whilst RBF shows advantages in those wind farms with complex terrain and worse NWP data.
(4) Model adaptability to climates. RBF and SVM have good prediction accuracy in spring, while GA-BP is more suitable for summer. It is suggested to combine these three models depending on different seasons to increase the wind power prediction accuracy. 
