A data-driven approach is introduced for studying, analyzing and processing the voice source signal. Existing approaches parameterize the voice source signal by using models that are motivated, for example, by a physical model or function-fitting. Such parameterization is often difficult to achieve and it produces a poor approximation to a large variety of real voice source waveforms of the human voice. This paper presents a novel data-driven approach to analyze different types of voice source waveforms using principal component analysis and Gaussian mixture modeling. This approach models certain voice source features that many other approaches fail to model. Prototype voice source waveforms are obtained from each mixture component and analyzed with respect to speaker, phone and pitch. An analysis/synthesis scheme was set up to demonstrate the effectiveness of the method. Compression of the proposed voice source by discarding 75% of the features yields a segmental signal-to-reconstruction error ratio of 13 dB and a Bark spectral distortion of 0.14.
Introduction
Voice analysis is very important for many areas of speech science and technology. The linear source-filter model of speech has propelled greater understanding of voice production (Fant, 1960; Flanagan, 1972; Strube, 1974; Wong et al., 1979) and given rise to advances in speech technology, such as coding (Makhoul, 1975; Spanias, 1994) , synthesis (Atal and Hanauer, 1971; Moulines and Charpentier, 1990; Kumar and Gersho, 1997; Cataldo et al., 2006) and voice transformation (Childers et al., 1995; Stylianou et al., 1998) . Fig. 1 shows a 35 ms speech segment and an estimate of the glottal flow derivative which is referred to as the voice source waveform. There are several ways of carrying out this estimate, but the task is essentially that of blind channel identification and is traditionally implemented by inverse filtering (Alku, 1992) . Inverse-filtered speech reveals some important features of the voice source waveforms as depicted in Fig. 1 . The features include a discontinuity at the closure instants, a closed phase where the glottal flow is assumed to be zero and an open phase pulse. The voice source waveform during the closed phase interval can be noisy due to aspiration and/or under-modeling of the vocal tract. The signal produced by inverse-filtering can also contain other artifacts due to poor modeling of the vocal tract. Voice source waveform modeling is therefore dependent upon the optimality of the chosen inverse filtering method. The proposed voice source techniques model both features and artifacts and can, therefore, be used to improve suboptimal inverse-filtering methods.
Voice source modeling has proven to be very useful for understanding the voice production process and has aided the development of new speech processing technology. Many reports, however, only give vague or anecdotal results on the speech production process (Wong et al., 1979; Ma et al., 1994) . Most reports that do make specific claims about the voice source signal only do so with respect to the effectiveness of the developed technology and not with respect to the underlying physical process (Carlson et al., 1989; Childers et al., 1995; Zhu and Kasuya, 1996) . In speech synthesis, for example, it has been pointed out that even though prosody and the vocal tract is well represented, modeling the voice source is still problematic (Black et al., 2007) . The voice source has also had a limited use in speaker recognition (Plumpe et al., 1999; Gudnason and Brookes, 2008) .
Most existing voice source models aim to characterize the voice source waveform using very few parameters. A classical way of describing the voice source is to use two positive real poles close to unity (Atal and Hanauer, 1971; Markel et al., 1976) but this only constrains the voice source to have a simple shape in frequency, i.e. a À6 dB/ octave slope. Typically, a function-fitting model, such as the LF (Liljencrants-Fant) model (Fant et al., 1985) for example, uses four free parameters to characterize the asymmetric open phase pulse, the return phase and the duration of the closed phase. There are many attempted improvements to these approaches as reviewed in Section 2. These approaches are limited in two respects: they impose very low-order model constraints on the voice source waveform and introduce ad-hoc criteria on its shape. In this paper, data-driven voice source modeling (DDVSM) is proposed that applies machine learning techniques (Duda et al., 2001) to define a novel voice source model. Very few prior assumptions are made about the voice source waveform but instead its intrinsic dimensionality, and therefore a compact representation, is obtained. This is enabled through preliminary processing where speechbased glottal closure instants (GCIs) are used (Thomas et al., 2010a) to segment the voice source waveform into individual cycles. Each cycle is normalized in scale and amplitude so as to remove dependence on pitch period and energy.
The machine learning methods chosen for this paper are principal component analysis (PCA), to obtain an orthogonal basis of the voice source, and Gaussian mixture models (GMM), to identify clusters in the PCA coefficients. PCA is chosen because it decomposes the voice source into basis functions that are optimal in a least-squares sense and GMM is chosen because it provides an appropriate clustering of the PCA spectra. Other machine learning approaches could also be suitable and would improve the argument for using DDVSM. By choosing machine learning techniques that make no prior assumptions about the voice source waveform, features such as non-flatness in the closed phase of high pitched (particularly female) voices can be modeled. Such features still elude functionfitting approaches. A thorough description of DDVSM is given in Section 3.
An analysis/synthesis system using data-driven modeling is demonstrated in Section 4. It is shown how the voice source can be compactly represented retaining high signalto-reconstruction-error ratio and low Bark spectral distortion. The models were trained on a large dataset that allows the relationship between the shape of the voice source signal and the speaker, phone and pitch to be studied. The results are presented in Section 5 and show that there is a relationship between the shape of the voice source waveform and speaker identity, but pitch and phone have very little effect on the voice source.
Review of existing methods
The term voice source signal is used to describe the glottal flow or the glottal flow derivative in a linear source-tract model. It has to be identified blindly as the vocal tract transfer function is normally not known beforehand. A popular approach to identifying the vocal tract transfer function in voiced speech is to use closed-phase covariance analysis, where the glottal closure and opening times are identified and the vocal tract parameters estimated during the phase in the cycle when the vocal folds are closed (Strube, 1974; Wong et al., 1979; Chan and Brookes, 1989; Alku et al., 2009) . The main advantage of using closed-phase covariance analysis is that it provides very accurate estimation of the vocal tract transfer function but its main disadvantage is that stable poles are not guaranteed. Auto-correlation linear prediction (Makhoul, 1975) does however guarantee stable poles but pre-emphasis is needed to reduce the effect of the voice source in the estimation of vocal tract parameters.
Medical imaging methods such as video-stroboscopy (Hirano, 1981) , high-speed digital stroboscopy (Eysholdt et al., 1996) or videokymography (Svec and Schutte, 1996) have also been used to study the vocal chord vibrations. These methods are popular for clinical work and the study of speech pathologies but have the drawback of requiring invasive endoscopic measurements through the mouth or nose. Less invasive alternatives are electroglottography (Lecluse et al., 1975; Abberton et al., 1989; Cummings and Clements, 1995) and electromagnetic glottography . The approach advocated in this paper assumes that all parameters have to be derived from the recorded speech signal. Researchers have developed models whose parameters are set according to some prior knowledge about the physiology and geometry of the vocal apparatus. For example, the one- (Flanagan and Landgraf, 1968) and two- (Ishizaka and Flanagan, 1972 ) mass models use a mass-spring analogy to build a model of the vocal fold movements. The glottal volume flow has also been synthesized using a lumped-element model of the body-cover structure of the vocal folds (Story and Titze, 1994 ) and a finite element modeling of the vocal fold tissues (Alipour et al., 2000) .
One of the early work on temporal modeling of the voice source signal was produced by Rosenberg, who proposed a piecewise function fit to the voice source waveform (Rosenberg, 1971 ). The Rosenberg model consists of a three-segment trigonometric fit to the glottal flow with three free parameters, where the open phase is modeled by two cosines and the closed phase as zero. This function fitting idea has been expanded on by many researchers, adding parameters and changing the basic functions involved. For example a model of the glottal flow derivative with five parameters and three segments has been proposed (Ananthapadmanabha and Fant, 1984) . Similar models were developed by Fant et al. who produced the LF (Liljencrants-Fant) model that approximates the glottal flow derivative with four free parameters in two segments (Fant et al., 1985) . Klatt and Klatt developed a speech synthesizer with a novel temporal model of voice source where seven control parameters determine quantities such as the amplitude of voicing, open and closed quotients and amplitude of aspiration noise (Klatt et al., 1990 ) and Fujisaki and Ljungquist performed an autoregressive moving average analysis on the voice source and vocal tract and developed a four-segment, six parameter model of the glottal flow derivative (Fujisaki and Ljungqvist, 1987 ). The LF model was improved by Brookes and Chan by modeling the skewness of the open phase adding the fifth free parameter (Brookes and Chan, 1994 ) and the LF model was used to define the coarse structure of the coarse/fine structure model of the glottal flow derivative by Plumpe et al. (1999) . The closing phase segment of the temporal model was studied and improved for voices with large intensity range (Backstrom et al., 2002) .
Preliminary work on data-driven modeling of the voice source was given in (Thomas et al., 2010b; Gudnason et al., 2009 ). The basic principle behind this method is to collect a large sample of equal length vectors containing a pair of voice source periods determined from GCIs. A compact representation for the waveforms can then be obtained for reconstruction or classification. This has many advantages.
In particular the voice source parameters are easy to derive from an unobserved test speech signal given the model and all degrees of freedom of the voice source signal can be captured. In (Thomas et al., 2010b) , voice source prototype waveforms were derived from GMM components of the voice source waveform. The speech signal could then be represented as a set of autoregressive coefficients and a weighted sum of voice source prototype waveforms. A different approach was presented in (Drugman et al., 2009; Gudnason et al., 2009) where the voice source signal was decomposed into principal components. An excitation model based on PCA was used to improve a parametric speech synthesizer (Drugman et al., 2009 ) and an analysis/synthesis scheme using PCA and GMM was presented in (Gudnason et al., 2009 ).
Data-driven voice source processing
The proposed method derives the voice source waveform from the speech signal, converts it to a data matrix format and processes the data matrix using standard machine learning algorithms. This section describes this process in detail and explains how the model parameters can be converted back to voice source waveform and speech signal through synthesis.
Preliminary processing
The motivation for modeling the voice source waveform is the source-filter model of the speech production,
where s(n) is the speech signal and a k are the frame-dependent vocal tract filter coefficients of order p (the frame dependence of a k is implicit in this paper). The focus of glottal modeling and inverse filtering has primarily been on voiced speech. This is because it is inappropriate to model the voice source for voiced speech as an independent and identically distributed zero mean Gaussian noise where the variance of the residual signal obtained from the autoregressive analysis represents the voice source. The voice source signal u d (n) can be estimated using the inverse filtering defined by (1), but the vocal tract transfer function, characterized by the parameters a k , has to be estimated simultaneously. This is done by using constraints on the vocal tract transfer function, the voice source signal or both (Alku, 1992; Alku et al., 2009) . Artifacts in the estimate of the voice source signal produced by inverse filtering are either due to errors in the estimation process or to real, but perhaps uncommon features in the voice source signal. Both these artifacts are modeled in the proposed approach, which makes it robust for synthesis and useful for analysis of inverse filtering performance. In this paper we use the state-of-the-art Iterative Adaptive Inverse Filtering (IAIF) (Alku, 1992) which is based on the a priori knowledge that the vocal tract has an overall all-pass quality but has high energy in formant regions. A segment of a voice source signal obtained by this process is shown in Fig. 1 . In this work IAIF was used with analysis frame duration 20 ms and frame increment 10 ms.
The glottal closure instants are obtained using the YAGA algorithm (Thomas et al., 2010a) . The glottal closure instants act as frame boundary markers in voiced segments as described below. Markers for frame boundaries in unvoiced segments are spaced at fixed 10 ms intervals. The sample index of marker i is denoted as n i and corresponds to a glottal closure instant in voiced segments but an arbitrary frame boundary marker in unvoiced segments. We construct a data matrix where each row is a resampled and normalized frame from the voice source signal u d (n) and is done as follows. A frame size is defined for frame i as Dn i = n i+1 À n iÀ1 , which is two times longer in duration than the average of the two larynx cycle durations. Each frame is then normalized and resampled to obtain an entry in the data matrix, ; K ¼ 2t max f s and j is a gain factor that normalizes Aweighted energy (IEC, 2003) . The sampling frequency is f s and t max is set to 10 ms which is greater than the duration of most larynx cycles therefore, in most cases l b a performs upsampling. Using two-cycle frames ensures that high-energy glottal closures occur in the centre of the window which aids the quality of resynthesis (Thomas et al., 2008) and ensures that the excitation from glottal closure is not attenuated by windowing in any subsequent processing. The voice source shape vectors u T i are the row vectors in the data matrix
Data-driven modeling
Principal component analysis of the voice source waveform is obtained from the linear combination,
where u is the empirical mean of u and v k are the eigenvectors of the covariance matrix R x = E{xx T } (x is zero mean by design). The coefficients z i,k are called PCA spectra and represent the projection of x i onto eigenvectors v k . They are obtained by
It is also assumed that the eigenvectors are ordered on the eigenvalues k 1 > k 2 >Á Á Á> k K . For dimensionality reduction, only the first K 0 < K components in (5) are retained. The following optimum approximation in the least-squares sense is then achieved by,û
where V 0 is a K Â K 0 matrix of the first K 0 eigenvectors and z 0 i contains the first K 0 elements of z i . PCA assumes that the distribution of the voice source vectors is unimodal. The principal components are derived from the covariance matrix estimated over the entire data matrix U and represent the directions of the largest variance in the signal space. Our investigations have shown that clustering techniques are required in order to find the modes in U.
Gaussian mixture models can be used to find a multimodal representation of the voice source in a low-dimensional subspace provided by the PCA. The probability density function is a weighted sum of Gaussians,
where p(x m ), l m and R m are the weight, mean vector and covariance matrix (diagonal) of the mth mixture component x m and f z 0 i jx m À Á is the Gaussian probability density function for x m . The training initialization uses K-means clustering of the data (Hartigan and Wang, 1979) such that cluster centroids span the same subspace as that of the principal components subspace (Ding and He, 2004) . For the initialization the GMM mean vectors are set to the cluster means, the covariance matrices are computed from the cluster members and the initial weights are set to be the proportion of data vectors belonging to each cluster. The mixture means, variances and weights are then estimated using expectation maximization (Dempster et al., 1977) . Voice source prototypes can be derived from the mean vectors by using (5) and setting z 0 = l m . This is demonstrated in Section 5.
Voice source synthesis
The approximation to the voice source signal,ûðnÞ, is achieved by the concatenation of resampled, scaled and windowedû ðK 0 Þ i . Most speech processing applications assume a fixed-length frame with constant overlap of $25 À 75 % using windows for constant-energy crossfades. Glottal-synchronous frames are generally not of uniform length so an alternative windowing scheme must be devised.
Let 
For a crossfade between two consecutive frames centered on n i and n i+1 ,
In order to ensure constant-energy crossfades with (periodic) Hanning windows,
The aggregate windowing function for each frame, w i ðnÞ ¼ w from the frame centre. The reconstructed voice source signal is thereforê
where a and b are as defined in (2), d(n) is a unit impulse function and
. Note thatû i is a non-causal function centered on the GCI.
Analysis/synthesis results
This section demonstrates some of the methods described in Section 3 and describes the APLAWD database, which is used in the experiments. Results for PCA synthesis of the voice source are presented and comparison with the LF model of the voice source is made. Results of an analysis/synthesis experiment are then presented.
Data
The APLAWD database was used for the experiments and demonstrations (Lindsey et al., 1987) . APLAWD contains utterances from 10 speakers repeated 10 times. For the most part we used the sentence subset that contains five uttered sentences so the number of utterances is 10 Â 10 Â 5 % 490 (there were 10 corrupted files). The first five repetitions of each utterance from each speaker is used as a training utterance. The training set of 250 utterances was used to determine the PCA transform and GMM parameters. Evaluation was performed on the remaining test set. APLAWD also contains a set of read letters that was used to examine how the developed models relate to phones and is described in Section 5. The speech waveform was recorded at f s = 20 kHz so the length of each frame in the data matrix is K = 2t max f s = 400 samples.
Voice source PCA analysis
The principal components, which are the column vectors of V in (5), are plotted in Fig. 2 for voiced frames. The components corresponding to the highest eigenvalues are on the left and contribute most to the approximation of the voice source. All the vectors are of unit length and are orthogonal to each other. It can be seen that the discontinuity in the voice source (seen in Fig. 1 ) is prominent in the first 50 components. For 100 components or more the eigenvectors are modeling noise due to aspiration and/or under-modeling of the inverse filtering process.
The voice source waveform mean vector u and the first four principle components v k are shown in Fig. 3 . All the components model the excitation with an abrupt change at the glottal closure instants. The mean vector captures the average shape of the waveform whereas the first two components model the flatness in the closed phase and the steepness of the opening. PCA spectra for a frame i are obtained by
The first 100 spectra are plotted for an all-voiced speech utterance in Fig. 4 . The brief pauses are left empty (zero or grey) but the pattern of spectra varies across the utterance. Higher order spectra can be seen to take high and variable values at the soft onsets around 0.70 s and 1.35 s. Throughout the utterance the lower order spectra are seen to take higher and less variable values.
Voice source PCA synthesis
The analysis scheme introduced in this paper lends itself to an efficient representation of the voice source waveform. Two possible approximation approaches using the techniques are described in Section 3: (1) PCA and (2) the mixture component prototype. Preliminary results of the PCA method are described in (Gudnason et al., 2009 ) and the prototype method is described in (Thomas et al., 2010b,c) . Here we describe the use the PCA method of modeling the voice source and use, for comparison, the LF function-fitting approach of approximating the voice source (Fant et al., 1985) . The voice source signal can be synthesized by using the first K 0 principal components as shown in (5). The approximation accuracy when using this approach can be estimated by the cumulative energy ratio of the subset of K 0 components used for the approximation and is obtained from the eigenvalues,
This is plotted in Fig. 5 for three scenarios. The solid line shows the outcome of the PCA when all the frames were included in the same analysis, the dashed and dotted lines show results where only voiced or unvoiced frames were included in the analysis respectively. The covariance matrices were estimated from the training set that was defined as the first five repetitions of each sentence from each speaker. We can see from the dotted line that the voiced frames are wellmodeled with PCA as more than 90% of the variance is represented in the first 55 eigenvectors. It suggests that the intrinsic dimensionality of the voice source is small ((K). The voice source for unvoiced frames is not well modeled using PCA, as linear prediction coding models any structure in unvoiced speech and the voice source is assumed to be independent and identically distributed zero mean Gaussian noise. This is why the analysis in this paper is only applied to voiced segments of speech but unvoiced voice source frames are represented by their variance.
The PCA approximation accuracy can be compared to that of the LF model (Fant et al., 1985) . The approximation error signal, which is the difference between the voice source signal and the LF approximation is obtained and its standard deviation r a is estimated The average energy ratio for the LF model for all voiced frames in the dataset is m LF = 1 À r a /r s = 0.493 were r s is the standard deviation of the inverse-filtered speech. This is comparable to the performance of the PCA approximation m(K 0 = 3) = 0.482. One of the benefit of using PCA approximation is that the level of approximation can be adjusted using K 0 . The PCA approximation is obtained by using (5), and is shown in Fig. 6 for K 0 = 2, 8, 16 and 96 PCA components. Choosing K 0 = 2 results in a bad approximation to coarse features as even the duration of the return phase is not captured. With K 0 = 8 the shape of the return phase is captured as well as the duration of the closed phase. This is also modeled well with K 0 = 16 but here the discontinuity at the closure instant is better approximated. When using K 0 = 96 the finer detail of the waveform is captured as well as some of the noise included in the inverse filtering. Fig. 7 shows the same two cycles of normalized inversefiltered speech as that shown in Fig. 6 with PCA approximation using 16 coefficients, shown by the solid black line and LF model approximation shown with the dotted black line. The figure demonstrates the difference between the function-fitting approach of the LF model and the approximation achieved by approaches such as PCA. The LF model is restricted to have a value of zero in the closed phase even though the inverse filtered signal has an offset. The LF approximation to the opening phase does not capture the voice source signal adequately, but the return phase is approximated well. The discontinuity is also well captured by the LF model but it fails to fit to the shape of the closure (the abruptness of the negative spike). All of these features are well approximated by the PCA model. 
Speech synthesis
The speech waveform was synthesized using (1) with u d (n) replaced byûðnÞ and using a lattice ladder filter implementation to handle the fixed frame rate of the linear prediction modeling. A speech segment and its synthesized versions are shown in Fig. 8 . The gray lines show the original speech and the sharper black lines show the synthesized speech with PCA approximation set to K 0 = 2, 8, 16, and 96.
All utterances in the test set of the APLAWD database were synthesized using K 0 = 1, 2, 3, 6, 12, 25, 50, 100, 200, 400 with the segmental Signal-to-Error Reconstruction Ratio (SERR) and the Bark spectral distortion (BSD) computed. The segment size for each measure was set to 30 ms and for the BSD the overlap was set to 50%. The results are shown in Fig. 9 . The segmental SERR exceeds 13 dB when using more than 100 components and 20 dB when using more than 260 components. The Bark spectral distortion is below 0.14 when more than 100 components are used. After that an improvement in reconstruction is small even if the number of spectral components is doubled.
Gaussian mixtures and voice source prototypes
Articulation of speech is linguistically regulated and the primary source of information in the speech signal conveys linguistic content. Secondary information sources in the speech signal describe attributes such as identity, mood or health. With the voice source waveform, however, the articulation effect of the vocal tract has been removed. Multimodal decomposition of the voice source signal can be achieved by Gaussian mixture models in (6). In this section the voice source prototypes are analyzed and the relationship is studied between the voice source prototypes and speaker identity, phonetic regulation and pitch respectively.
Prototypes and posterior probabilities
The first 64 PCA spectra are modeled using 16 Gaussian mixtures. These choices were made using trial and error where the convergence behaviour of the EM algorithm was used. The mixture means can be resynthesized using (5) and are interpreted as prototype voice source vectors. These are shown in Fig. 10 . Components 1, 2, 6, 7 and 9 are plotted and demonstrate different properties of the voice source prototypes. The basic shape feature is the ratio between the highest value in the open phase and the value of the negative peak of the closure instant (Fant et al., 1985) . This value is high for the prototypes corresponding to l 1 and l 9 but low for the others. Other noticeable features are the flatness in the closed phase, captured by l 6 and l 7 but not in the others, and the abruptness of the return phase which is particularly high for l 2 . Many high pitched (particularly female) voices display a lack of flatness in the closed phase as the glottis never fully closes. This is a feature that many of the existing models fail to model. The probability that component x m generates z 0 i is
where c i is a vector of M probabilities. This vector is plotted for an entire utterance in Fig. 11 . The first panel shows the speech signal and the second shows the most likely prototypem ¼ arg max m c i median filtered with a window size of 5. The third panel shows c i in an inverse gray-scale.
We can see that the most common components in this utterance are 3, 6, 9, 14 and 15.
Speaker prototypes
The GMM approach can be used to demonstrate that there is a relationship between the voice source and speaker identity for some of the prototypes but other prototypes are not good indicators. This is revealed by calculating the probability of a speaker f s given a prototype x m . To get this we can compute
which is the speaker specific a-posteriori probability of a mixture given a frame. The maximum likelihood estimate of the probability of a mixture given speaker is the expected value estimated with, 
where N i is the number of frames z i from a given speaker f s . The prior probability of a mixture component needs to be estimated again over the dataset containing the given speaker and is estimated similarly to (16) as,
where N s is the number of speakers. The probability of a speaker f s given a mixture component x m is
according to Bayes's rule, with the prior probabilities of each speaker set to p(f s ) = 1/N s .
The probabilities of speaker f s given a mixture component x m are shown in Fig. 12 for the 10 speakers with 16 mixture components. The figure shows that components 6, 15, and 16 show one dominant speaker (speakers b, g, and h, respectively) and components 1, 9, and 14 have two or three dominant speakers. Moreover, there are several component/speaker combinations that have very low probabilities. The non-uniform distribution of probabilities (i.e. dominant probabilities combined with very low ones) indicate that the voice source may be suitable for speaker recognition.
Phonetic regulation
In English, the main factors for determining an uttered phone is the placement of the tongue, lips and cheeks (Jurafsky and Martin, 2000) . These are the factors that shape the vocal tract and are mostly represented by the vocal tract parameters. However, the relationship between voice source prototypes and the voiced phone being uttered can be measured. The APLAWD database contains a set of uttered letters of the alphabet spoken by an English talker. The vowels ey, iy, eh, ow, uw or ae can be extracted from these simple utterances and treated as phone classes. The same processing is applied to these phone classes as is done with the speaker classes above. Eqs. (15)- (18) are used with the speaker classes f s replaced by phone classes q p where p 2 [1, 2, . . . , P], with P = 6 is the phone index.
The probability of phone given a mixture component, p(q p jx m ) is obtained and shown in Fig. 13 . Components 7 and 13 are strong indicators of phone eh. Mixture component 16 has two dominant phones iy or uw but on the whole however, there is not a strong relationship between a phone and a mixture component. Apart from the four peaks, the rest of the probabilities are uniform and the phonetic regulation of the voice source waveform is not apparent.
Pitch distribution
The duration of a pitch cycle is T i = Dn i /f s and the pitch value 1 is 1/T i . A mixture component is assigned to each frame,
and a distribution of associated pitch value for each mixture component is obtained. The boxplot in Fig. 14 shows the pitch distribution for each mixture component. The solid line displays the median value, the edges of the box extend to the 25th and 75th percentile of the data and the whiskers extend to the end of the data. Outliers are few and not plotted for clarity. The histograms for the first four mixture components are shown in Fig. 15 . We see from these plots that the pitch distribution varies only slightly between mixture components. The experiment is specific to the mode of speech present in APLAWD which is that of speech read from a manuscript where the pitch does not vary much within phones. The results depicted in Figs. 14 and 15 show that pitch his not related to the shape of the voice source waveform despite mixture components 14, 15, and 16 having relatively narrow distribution compared to other mixture components.
Summary and conclusions
A novel data-driven approach to analyzing and processing the voice source waveform has been proposed. The voice source signal was segmented into glottal-synchronous frames, normalized and resampled to give a data matrix of voice source waveforms. The voice source signal was obtained using the Iterative Adaptive Inverse Filtering (IAIF) technique (Alku, 1992) and the glottal closure instants were obtained using the YAGA algorithm (Naylor et al., 2007; Thomas et al., 2010a) . The data matrix was analyzed using PCA and GMM. The need for analyzing the voice source waveform shapes from voiced speech separately from unvoiced speech was demonstrated and the main features of the principal components and the voice source prototypes obtained from the mixture components were presented. The relationship between voice source prototypes and speaker, phone and pitch was investigated. It was shown that the voice source prototype can depend on speaker but is not regulated by phonetic content or pitch. An analysis/synthesis scheme was demonstrated using a reduced number of principal components to approximate the voice source signal.
The main conclusion of this study is that this method lends itself well to modeling the voice production process. 1 This is strictly called the fundamental frequency or f 0 as the term "pitch" refers to perception of frequency but as there is no danger of confusion here so we refer to this as pitch.
