This paper studies the optimal rate of estimation in a finite Gaussian location mixture model in high dimensions without separation conditions. We assume that the number of components k is bounded and that the centers lie in a ball of bounded radius, while allowing the dimension d to be as large as the sample size n. Extending the one-dimensional result of Heinrich and Kahn [HK18], we show that the minimax rate of estimating the mixing distribution in Wasserstein distance is Θ((d/n) 1/4 +n −1/(4k−2) ), achieved by an estimator computable in time O(nd 2 +n 5/4 ). Furthermore, we show that the mixture density can be estimated at the optimal parametric rate Θ( d/n) in Hellinger distance; however, no computationally efficient algorithm is known to achieve the optimal rate.
Introduction
Mixture models are useful tools for dealing with heterogeneous data. A mixture model posits that the data are generated from a collection of sub-populations, each governed by a different distribution. The Gaussian mixture model is one of the most widely studied mixture models because of its simplicity and wide applicability; however, optimal rates of both parameter and density estimation in this model are not well understood in high dimensions. Consider the kcomponent Gaussian location mixture model in d dimensions:
(1.1)
where µ j ∈ R d and w j ≥ 0 are the center and the weight of the jth component, respectively, with k j=1 w j = 1. Here the scale parameter σ 2 and the number of components k are assumed to be known; for simplicity, we assume that σ 2 = 1. Equivalently, we can view the Gaussian location mixture (1.1) as the convolution P Γ Γ * N (0, I d ) (1.2) between the standard normal distribution and the mixing distribution
which is a k-atomic distribution on R d . For the purpose of estimation, the most interesting regime is one in which the centers lie in a ball of bounded radius and are allowed to overlap arbitrarily. In this case, consistent clustering is impossible but the mixing distribution and the mixture density can nonetheless be accurately estimated. In this setting, a line of research begun by [Che95] and culminating in the works of [HK18, WY18] obtained optimal convergence rates and practical algorithms for one-dimensional Gaussian mixtures. The goal of this paper is to extend these works to high dimension. That is, we seek to further the statistical and algorithmic understanding of parameter and density estimation in high-dimensional Gaussian mixtures in an assumption-free framework, without imposing conditions such as separation or non-collinearity between centers or lower bounds on the weights that are prevalent in the literature on Gaussian mixtures but that are not statistically necessary for estimation.
Main results
We start by defining the relevant parameter space. Let G k,d denote the collection of k-atomic distributions supported on a ball of radius R in d dimensions, i.e.,
(1.4)
where · 2 denotes the Euclidean norm. Throughout the paper, R is assumed to be an absolute constant. The corresponding collection of k-Gaussian mixtures (k-GMs) is denoted by P k,d = {P Γ : Γ ∈ G k,d }, P Γ = Γ * N (0, I d ).
(1.5)
Let φ d (x) = (2π) −d/2 e − x 2 2 /2 denote the standard normal density in d dimensions. Then the density of P Γ is given by
(1.6)
We first discuss the problem of parameter estimation. The distribution (1.1) has kd + k − 1 parameters: µ 1 , . . . , µ k ∈ R d and w 1 , . . . , w k that sum up to one. Without extra assumptions such as separation between centers or a lower bound on the weights, estimating individual parameters is clearly impossible; nevertheless, estimation of the mixing distribution Γ = w i δ µ i is always well-defined. Reframing the parameter estimation problem in terms of estimating the mixing distribution allows for the development of a meaningful statistical theory in an assumptionfree framework [HK18, WY18] since the mixture model is uniquely identified through the mixing distribution.
For mixture models and deconvolution problems, the Wasserstein distance is a natural and commonly-used loss function ([HN16, HK18, WY18] ). For q ≥ 1, the q-Wasserstein distance (with respect to the Euclidean distance) is defined as
where the infimum is taken over all couplings of Γ and Γ , i.e., joint distributions of random vectors U and U with marginals Γ and Γ , respectively. We will mostly be concerned with the case of q = 1, although the W 2 -distance will make a brief appearance in the proofs. In one dimension, the W 1distance coincides with the L 1 -distance between the cumulative distribution functions [Vil03] . For multivariate distributions, there is no closed-form expression, and the W 1 -distance can be computed by linear programming. In the widely-studied case of the symmetric 2-GM in which
the mixing distribution is Γ µ = 1 2 (δ −µ + δ µ ), and the Wasserstein distance coincides with the commonly-used loss function W 1 (Γ µ , Γ µ ) = min{ µ − µ 2 , µ + µ 2 }. In this paper we do not postulate any separation conditions or any lower bound on the mixing weights; nevertheless, given such assumptions, statistical guarantees in W 1 -distance can be translated into those for the individual parameters ([WY18, Lemma 1]).
For general k-GMs in one dimension where k ≥ 2 is a constant, the minimax W 1 -rate of estimating the mixing distribution is n −1/(4k−2) , achieved by either a minimum W 1 -distance estimator [HK18] or the Denoised Method of Moments (DMM) approach [WY18] . This is the worst-case rate in the absence of any separation assumptions. In the case where the centers can be grouped into k 0 clusters each separated by a constant, the optimal rate improves to n −1/(4(k−k 0 )+2) , which reduces to the parametric rate n −1/2 in the fully separated case.
Given the one-dimensional result, it is reasonable to expect that the d-dimensional rate is given by (d/n) 1/(4k−2) . This conjecture turns out to be incorrect, as the following result shows. , (1.9)
where the notation k means that both sides agree up to constant factors depending only on k. Furthermore, if n ≥ d, there exists an estimatorΓ, computable in O(nd 2 ) + O k (n 5/4 ) time, and a positive constant C k , such that for any Γ ∈ G k,d and any 0 < δ < 1 2 , with probability at least 1 − δ,
(1.10)
We now explain the intuition behind the minimax rate (1.9). The atoms µ 1 , . . . , µ k of Γ span a subspace V in R d of dimension at most k. We can identify Γ with this subspace and its projection therein, which is a k-atomic mixing distribution in k dimensions. This decomposition motivates a two-stage procedure which achieves the optimal rate (1.9):
• First, estimate the subspace V by principal component analysis (PCA), then project the d-dimensional data onto the learned subspace. Since we do not impose any spectral gap assumptions, standard perturbation theory cannot be directly applied; instead, one needs to control the Wasserstein loss incurred by the subspace estimation error, which turns out to be (d/n) 1/4 .
• Having reduced the problem to k dimensions, a relevant notion is the sliced Wasserstein distance [RPDB11] , which measures the distance of multivariate distributions by the maximal W 1 -distance of their one-dimensional projections. We show that for k-atomic distributions in R k , the ordinary and the sliced Wasserstein distance are comparable up to constant factors depending only on k. This allows us to construct an estimator for a k-dimensional mixing distribution whose one-dimensional projections are simultaneously close to their estimates. We shall see that the resulting error is n −1/(4k−2) , exactly as in the one-dimensional case.
Overall, optimal estimation in the general case is as hard as the special cases of d-dimensional symmetric 2-GM [WZ19] and 1-dimensional k-GM [HK18, WY18]. From (1.9), we see that there is a threshold d * = n (2k−3)/(2k−1) (e.g., d * = n 1/3 for k = 2). For d > d * , the rate is governed by subspace estimation error; otherwise, the rate is dominated by the error of estimating the lowdimensional mixing distribution.
We note that the idea of using linear projections to reduce a multivariate Gaussian mixture to a univariate one has been previously explored in the context of parameter and density estimation (e.g., [MV10, HP15, AJOS14, LS17, WY18]); nevertheless, none of these results achieves the precision needed for attaining the optimal rate in Theorem 1.1. In particular, to avoid the unnecessary logarithmic factors, we use the denoised method of moments (DMM) algorithm introduced in [WY18] to simultaneously estimate many one-dimensional projections, which is amenable to sharp analysis via chaining techniques.
Next we discuss the optimal rate of density estimation for high-dimensional Gaussian mixtures, measured in the Hellinger distance. For distributions P and Q, let p and q denote their respective densities with respect to some dominating measure µ. The squared Hellinger distance between P
In this work, we focus on proper learning, in which the estimated density is required to be a k-GM. While there is no difference in the minimax rates for proper and improper density estimators, computationally the former is more challenging as it is not straightforward to find the best k-GM approximation to an improper estimate.
Theorem 1.2 (Density estimation). Let P Γ be as in (1.2). Then the minimax risk of estimating P Γ over the class P k,d satisfies:
Furthermore, there exists a proper density estimate PΓ and a positive constant C k , such that for any Γ ∈ G k,d and any 0 < δ < 1 2 , with probability at least 1 − δ,
(1.12) Theorem 1.2, which follows a long line of research, is the first result we know of that establishes the sharp rate without logarithmic factors. The parametric rate O k ( d/n) can be anticipated by noting that the model (1.1) is a smooth parametric family with k(d + 1) − 1 parameters. Justifying this heuristic, however, is not trivial, especially in high dimensions. To this end, we apply the Le Cam-Birgé construction of estimators from pairwise tests, which, as opposed to the analysis of the maximum likelihood estimator based on bracketing entropy [vdVW96, GvdV01, HN16] , relies on bounding the local Hellinger entropy without brackets. The celebrated result of Le Cam-Birgé [LC73, Bir83, Bir86] shows that if the local covering number (the minimum number of Hellingerballs of radius δ that cover any Hellinger-ball of radius ) is at most ( δ ) O(D) , then there exists a density estimate that achieves a squared Hellinger risk O D n . Here the crucial parameter D is known as the doubling dimension (or the Le Cam dimension [vdV02] ), which serves as the effective number of parameters. In order to apply the theory of Le Cam-Birgé, we need to show that the doubling dimension of Gaussian mixtures is at most O k (d).
Bounding the local entropy requires a sharp characterization of the information geometry of Gaussian mixtures, for which the moment tensors play a crucial role. To explain this, we begin with an abstract setting: Consider a parametric model {P θ : θ ∈ Θ}, where the parameter space Θ is a subset of the D-dimensional Euclidean space. We say a parameterization is good if the Hellinger distance satisfies the following dimension-free bound:
(1.13) for some norm · and constants C 0 , C 1 . The two-sided bound (1.13) leads to the desired result on the local entropy in the following way. First, given any P θ in an -Hellinger neighborhood of the true density P θ * , the lower bound in (1.13) localizes the parameter θ in an O( )-neighborhood (in · -norm) of the true parameter θ * , which, thanks to the finite dimensionality, can be covered by at most ( δ ) O(D) δ-balls. Then the upper bound in (1.13) shows that this covering constitutes an O(δ)-covering for the Hellinger ball.
While satisfied by many parametric families, notably the Gaussian location model, (1.13) fails for their mixtures if we adopt the natural parametrization (in terms of the centers and weights), as shown by the simple counterexample of the symmetric 2-GM where P θ = 1 2 N (−θ, 1) + 1 2 N (θ, 1), with |θ| ≤ 1. Indeed, it is easy to show that [WZ19] :
which is tight since the lower and upper bound are achieved when θ → θ and for θ = 0 and say θ = 0.1, respectively. This behavior can be attributed to the zero Fisher information at θ = 0.
It turns out that for Gaussian mixture model (1.2), a good parametrization satisfying (1.13) is provided by the moment tensors. The degree-moment tensor of the mixing distribution Γ is the symmetric tensor
(1.14)
It can be shown that any k-atomic distribution is uniquely determined by its first 2k − 1 mo-
Consequently, moment tensors provides a valid parametrization of the k-GM in the sense that M 2k−1 (Γ) = M 2k−1 (Γ ) if and only if P Γ = P Γ . At the heart of our proof of Theorem 1.2 is the following robust version of this identifiability result:
which shows that the Hellinger distance between k-GMs are characterized by the Euclidean distance of their moment tensors up to dimension-free constant factors. Furthermore, the same result also holds for the Kullback-Leibler (KL) and the χ 2 divergences. See Section 4.1 for details. Note that moment tensors appear to be a gross overparameterization of G k,d since the original number of parameters is only kd + k − 1 as compared to the size d Θ(k) of moment tensors. The key observation is that the moment tensors (1.14) for k-atomic distributions are naturally low rank, so that the effective dimension remains Θ(kd). This observation underlies tensor decomposition methods for learning mixture models [AHK12, HK13]; here we use it for the information-theoretic purpose of bounding the local metric entropy of Gaussian mixtures.
Finally, we mention that results similar to (1.15) were previously shown in [BRW17] for the problem of multiple-reference alignment, a special case of Gaussian mixtures with mixing distribution being uniform over the cyclic shifts of a given vector. The crucial difference is that the characterization (1.15) involves moments tensors of degree at most 2k − 1, while [BRW17, Theorem 9] involves all moments.
Related work
There is a vast literature on Gaussian mixtures; see [Lin89, HK18, WY18] and the references therein for an overview. In one dimension, fast algorithms and optimal rates of convergence have already been achieved for both parameter and density estimation by, e.g., [WY18] . We therefore focus the following discussion on multivariate Gaussian mixtures, both low-and high-dimensional.
Parameter estimation For statistical rates, [HN16, Theorem 1.1] obtained convergence rates for mixing distribution estimation in Wasserstein distances for low-dimensional location-scale Gaussian mixtures, both over-and exact-fitted. Their rates for over-fitted mixtures are determined by algebraic dependencies among a set of polynomial equations whose order depends on the level of overfitting; the rates are potentially much slower than n −1/2 . The estimator analyzed in [HN16] is the maximum-likelihood estimator (MLE), which involves non-convex optimization and is typically approximated by the Expectation-Maximization (EM) algorithm.
In the computer science literature, a long line of research starting with [Das99] has developed fast algorithms for individual parameter estimation in multivariate Gaussian mixtures under fairly weak separation conditions, see, e.g., [AK05, BS09, KMV10, MV10, HK13, HP15, HL18]. Since these works focus on individual parameter estimation, some separation assumption on the mixing distribution is necessary. This work also provides a total variation guarantee ofÕ( kd/n) for location mixtures, whereÕ hides polylogarithmic factors, as compared to the sharp result in Theorem 1.2. The algorithm in [ABDH + 18] runs in time that is exponential in d.
To our knowledge, there is no polynomial-time algorithm that achieves the sharp density estimation guarantee in Theorem 1.2 (or the slightly suboptimal rate in [ABDH + 18]), even for constant k. The works of [KMV10, MV10] showed that their polynomial-time parameter estimation algorithms also provide density estimators without separation conditions, but the resulting rates of convergence are far from optimal. [FSO06, AJOS14, LS17] provided polynomial-time algorithms for density estimation with improved statistical performance. In particular, [AJOS14] obtained an algorithm that runs in timeÕ(n 2 d + (d/n) k 2 ) and achieves a total variation error ofÕ((d/n) 1/4 ). The running time was further improved in [LS17] , which achieves the rateÕ((d/n) 1/6 ) for 2-GM.
Nonparametric mixtures
The above-mentioned works all focus on finite mixtures, which is also the scenario considered in this paper. A related strain of research (e.g., [GW00, GvdV01, Zha09, SG17]) studies the so-called nonparametric mixture model, in which the mixing distribution Γ may be an arbitrary probability measure.
In this case, the nonparametric maximum likelihood estimator (known as the NPMLE) entails solving a convex (but infinite-dimensional) optimization problem, which, in principle, can be solved by discretization [KM14] . For statistical rates, it is known that in one dimension, the optimal L 2rate for density estimation is Θ((log n) 1/4 / √ n) and the Hellinger rate is at least Ω( log n/n) [Ibr01, Kim14] , which shows that the parametric rate (1.11) is only achievable for finite mixture models. For the NPMLE, [Zha09] proved the Hellinger rate of O(log n/ √ n) in one dimension; this was extended to the multivariate case by [SG17] . In particular, [SG17, Theorem 2.3] obtained a Hellinger rate of C d k(log n) d+1 /n for the NPMLE when the true model is a k-GM. In high dimensions, this is highly suboptimal compared to the parametric rate in (1.11), although the dependency on k is optimal.
Organization
The rest of the paper is organized as follows. Section 3 presents an efficient algorithm for estimating the mixing distribution and provides the theoretical justification for Theorem 1.1. Section 4 introduces the necessary background on moment tensors and proves the optimal rate of density estimation in Theorem 1.2. Section 5 provides simulations that support the theoretical results. Section 6 provides further discussion on the connections between this work and the Gaussian mixture literature.
Notation
Let [n] {1, . . . , n}. Let S d−1 and ∆ d−1 denote the unit sphere and the probability simplex in R d , respectively. Let e j be the vector with a 1 in the jth coordinate and zeros elsewhere. For a matrix A, let A 2 = sup x: x 2 =1 Ax 2 and A 2 F = tr(A A). For two positive sequences {a n }, {b n }, we write a n b n or a n = O(b n ) if there exists a constant C such that a n ≤ Cb n and we write a n k b n and a n = O k (b n ) to emphasize that C may depend on a parameter k.
For > 0, an -covering of a set A with respect to a metric ρ is a set N such that for all a ∈ A, there exists b ∈ N such that ρ(a, b) ≤ ; denote by N ( , A, ρ) the minimum cardinality of -covering sets of A. An -packing in A with respect to the metric ρ is a set M ⊂ A such that ρ(a, b) > for any distinct a, b in M; denote by M ( , A, ρ) the largest cardinality of -packing sets in A.
For distributions P and Q, let p and q denote their relative densities with respect to some dominating measure µ, respectively. The total variation distance is defined as TV(P, Q)
µ(dx), respectively. Let supp(P ) denote the support set of a distribution P . Let L(U ) denote the distribution of a random variable U . For a one-dimensional distribution ν, denote the rth moment of ν by m r (ν)
Mixing distribution estimation
In this section we present the algorithm that achieves the optimal rate for estimating the mixing distribution in Theorem 1.1. The procedure is described in Sections 3.1 and 3.2. The proof of correctness is given in Sections 3.3 and 3.4. Throughout this section we assume that n ≥ d.
Dimension reduction via PCA
Recall that the atoms Γ are µ 1 , . . . , µ k ; they span a subspace of R d of dimension at most k. Therefore, there exists V = [v 1 , . . . , v k ] consisting of orthonormal columns, such that for each
This perspective motivates the following two-step procedure. First, we estimate the subspace V using PCA, relying on the fact that the covariance matrix satisfies E[XX ] = I d + k j=1 w j µ j µ j . We then project the data onto the estimated subspace, reducing the dimension from d to k, and apply an estimator of k-GM in k dimensions. The precise execution of this idea is described below.
For simplicity, consider a sample of 2n observations X 1 , . . . , X 2n
∼ P Γ . We construct an esti-matorΓ of Γ in the following way:
(a) Estimate the subspace V using the first half of the sample. Given {X 1 , . . . , X n }, let
∈ R d×k be the matrix whose columns are the top k orthonormal eigenvectors ofΣ.
(b) Project the second half of the sample onto the learned subspaceV :
Thanks to independence, conditioned onV , x 1 , . . . , x n are iid samples from a k-GM in k dimensions, with mixing distribution
obtained by projecting the original d-dimensional mixing distribution Γ ontoV .
(c) To estimateγ, we apply a multivariate version of the denoised method of moments to x 1 , . . . , x n to obtain a k-atomic distribution on
This procedure is explained next and detailed in Algorithm 1.
as the final estimate of Γ.
Alternatively, we could achieve a slightly better dimension reduction by first centering the data by subtracting the sample mean, then projecting to a subspace of dimension k − 1 rather than k. We would then add back the sample mean after obtaining the final estimator. To simplify the presentation, we forgo the centering step.
Estimating mixing distribution in low dimensions
We now explain how we estimate a k-GM in k dimensions from i.i.d. observations. As mentioned in Section 1, the idea is to use many projections to reduce the problem to one dimension. We first present a conceptually simple estimatorγ • with an optimal statistical performance but unfavorable run time n O(k) . We then describe an improved estimatorγ that retains the statistical optimality and can be executed in time n O(1) .
To make precise the reduction to one dimension, a relevant metric is the sliced Wasserstein distance [RPDB11] , which measures the distance of two d-dimensional distributions by the maximal W 1 -distance of their one-dimensional projections:
Here we recall that Γ θ defined in (2.1) denotes the projection, or pushforward, of Γ onto the direction θ. Computing the sliced Wasserstein distance can be difficult and in practice is handled by gradient descent heuristics [RPDB11]; we will, however, only rely on its theoretical properties.
The following result, which is proved in Section 3.4, shows that for low-dimensional distributions with few atoms, the full Wasserstein distance and the sliced one are comparable up to constant factors.
Lemma 3.1 (Sliced Wasserstein distance). For any k-atomic distributions Γ, Γ on R d ,
Having obtained via PCA the reduced samples x 1 , . . . , x n ∼ γ * N (0, I k ) in (3.2), Lemma 3.1 suggests the following "meta-procedure": Suppose we have an algorithm (call it a 1-D algorithm) that estimates the mixing distribution based on n i.i.d. observations drawn from a k-GM in one dimension. Then
∼ γ θ * N (0, 1), we can apply the 1-D algorithm to obtain an estimate γ θ ∈ G k,1 ; 2. We obtain an estimate of the multivariate distribution by minimizing a proxy of the sliced Wasserstein distance:γ
Then by Lemma 3.1 (with d = k) and the optimality ofγ • , we have
Recall that the optimal W 1 -rate for k-atomic one-dimensional mixing distribution is O(n − 1 4k−2 ). Suppose there is a 1-D algorithm that achieves the optimal rate simultaneously for all projections, in the sense that
This immediately implies the desired
(3.10) However, it is unclear how to solve the min-max problem in (3.7) where the feasible sets for γ and θ are both non-convex. The remaining tasks are two-fold: (a) provide a 1-D algorithm that achieves (3.9); (b) replaceγ • by a computationally feasible version.
Achieving (3.9) by denoised method of moments In principle, any estimator for a onedimensional mixing distribution with exponential concentration can be used as a black box; this achieves (3.9) up to logarithmic factors by a standard covering and union bound argument. In order to attain the sharp rate in (3.9), we consider the Denoised Method of Moments (DMM) algorithm introduced in [WY18] , which allows us to use the chaining technique to obtain a tight control of the fluctuation over the sphere. The DMM method is an optimization-based approach that introduces a denoising step before solving the method of moments equations. For location mixtures, it provides an exact solver to the non-convex optimization problem arising in generalized method of moments [Han82] . For Gaussian location mixtures with unit variance, the DMM algorithm proceeds as follows:
∼ ν * N (0, 1) for some k-atomic distribution ν supported on [−R, R], we first estimate the moment vector m 2k−1 (ν) (m 1 (ν), . . . , m 2k−1 (ν)) by their unique unbiased estimatorm = (m 1 , . . . ,m 2k−1 ), wherem r = 1 n n i=1 H r (Y i ), and H r is the degree-r Hermite polynomial defined via
Then E[m r ] = m r (ν) for all r. This step is common to all approaches based on the method of moments.
(b) In general the unbiased estimatem is not a valid moment vector, in which case the method-ofmoment-equation lacks a meaningful solution. The key idea of the DMM method is to denoisẽ m by its projection onto the space of moments:
where the moment space (c) Use Gauss quadrature to find the unique k-atomic distributionν such that m 2k−1 (ν) =m. We denote the final outputν by DMM(Y 1 , . . . , Y n ).
The following result shows the DMM estimator achieves the optimal rate in (3.9) simultaneously for all one-dimensional projections (for a single θ, this is shown in [WY18, Theorem 1]):
∼ γ * N (0, I k ) as in (3.2). There is a positive constant C k such that, for any δ ∈ (0, 1 2 ), with probability at least 1 − δ,
Solving (3.7) efficiently using marginal estimates We first note that in order to achieve the optimal rate in (3.10), it is sufficient to consider any approximate minimizer of (3.7) up to an additive error of , as long as = O(n − 1 4k−2 ). Therefore, to find an -optimizer, it suffices to maximize over θ in an -net (in 2 ) of the sphere, which has cardinality ( 1 ) k = n O(1) , and, likewise, minimize γ over an -net (in W 1 ) of G k,k . The W 1 -net can be constructed by combining an -net (in 2 ) for each of the k centers and an -net (in 1 ) for the weights, resulting in a set of cardinality ( 1 ) O(k 2 ) = n O(k) . This naïve discretization scheme leads to an estimator of γ with optimal rate but time complexity n O(k) . We next improve it to n O(1) .
The key idea is to first estimate the marginals of γ, which narrows down its support set. It is clear that a k-atomic joint distribution is not determined by its marginal distributions, as shown by the example of 1 2 δ (−1,−1) + 1 2 δ (1,1) and 1 2 δ (−1,1) + 1 2 δ (1,−1) , which have identical marginal distributions. Nevertheless, the support of the joint distribution must be a k-subset of the Cartesian product of the marginal support sets. This suggests that we can select the atoms from this Cartesian product and weights by fitting all one-dimensional projections, as in (3.7).
Specifically, for each j ∈ [k], we estimate the jth marginal distribution of γ by γ j , obtained by applying the DMM algorithm on the coordinate projections e j , x 1 , . . . , e j , x n . Consider the Cartesian product of the support of each estimated marginal as the candidate set of atoms:
Throughout this section, let
and fix an ( n,k , · 2 )-covering N for the unit sphere S k−1 and an ( n,k , · 1 )-covering W for the probability simplex ∆ k−1 , such that 1
(3.14)
Define the following set of candidate k-atomic distributions on R k :
Note that S is a random set which depends on the sample; furthermore, each ψ j ∈ A has coordinates lying in [−R, R] by virtue of the DMM algorithm. The next lemma shows that with high probability there exists a good approximation of γ in the set S. Lemma 3.3. Let S be given in (3.15). There is a positive constant C k such that, for any δ ∈ (0, 1 2 ), with probability 1 − δ,
We conclude this subsection with Algorithm 1, which provides a full description of an estimator for k-atomic mixing distributions in k dimensions. The following result shows its optimality under the W 1 loss:
Then Algorithm 1 produces an estimatorγ ∈ G k,k such that, for any δ ∈ (0, 1 2 ), with probability 1 − δ,
(3.17) 
Proofs of Theorem 1.1
The proof is outlined as follows. Recall that the estimateΓ in (3.5) is supported on the subspace spanned by the columns ofV , whose projection isγ in (3.4). Similarly, the projection of the ground truth Γ on the spaceV is denoted by γ = ΓV in (3.3). Note that both γ andγ are k-atomic distributions in k dimensions. LetĤ =VV be the projection matrix onto the space spanned by the columns ofV . By the triangle inequality,
We will upper bound the first term by (d/n) 1/4 (using Lemmas 3.5 and 3.6 below) and the second term by n −1/(4k−2) (using the previous Lemma 3.4). We first control the difference between Γ and its projection onto the estimated subspaceV . Since we do not impose any lower bound on µ j 2 , we cannot directly show the accuracy ofV by means of perturbation bounds such as the Davis-Kahan theorem [DK70] . Instead, the following general lemma bounds the error by the difference of the covariance matrices.
Lemma 3.5. Let Γ = k j=1 w j δ µ j be a k-atomic distribution. Let Σ = E U ∼Γ [U U ] = k j=1 w j µ j µ j with eigenvalues λ 1 ≥ · · · ≥ λ d . Let Σ be a symmetric matrix and H r be the projection matrix onto the subspace spanned by the top r eigenvectors of Σ . Then,
We will apply Lemma 3.5 with Σ being the sample covariance matrixΣ. The following lemma provides the concentration ofΣ we need to prove the upper bound on the high-dimensional component of the error in Theorem 1.1.
Then there exists a positive constant C such that, with probability at least 1 − δ,
Proof of Theorem 1.1. We first show that the estimator (3.5) achieves the tail bound stated in (1.10), which, after integration, implies the average risk bound in (1.9). To bound the first term in (3.19), note that the rank of Σ = E U ∼Γ [U U ] is at most k. Applying Lemmas 3.5 and 3.6 yields that, with probability 1 − δ,
where we used the fact that W 1 (Γ, Γ ) ≤ W 2 (Γ, Γ ) by the Cauchy-Schwarz inequality. To upper bound the second term in (3.19), recall thatV was obtained from {X 1 , . . . , X n } and hence is independent of {X n+1 , . . . , X 2n }. Thus conditioned onV ,
Letγ be obtained from Algorithm 1 with input x 1 , . . . , x n . By Lemma 3.4, with probability 1 − δ,
(3.21)
Note that (k 2 log(k/δ)/n) 1/4 + (log(1/δ)/n) 1/2 in (3.20) is dominated by = 2C k n −1/(4k−2) log 1 δ . The desired (1.10) follows from combining (3.19), (3.20), and (3.21).
Finally, the lower bound in (1.9) is obtained by combining the Ω((d/n) 1/4 ∧ 1) lower bound in [WZ19, Theorem 10] for the special case of d-dimensional symmetric 2-GM and the Ω(n −1/(4k−2) ) lower bound in [WY18, Proposition 7] for 1-dimensional k-GM.
Proofs of supporting lemmas
In this subsection we prove Lemmas 3.1-3.6.
Proof of Lemma 3.1. For the lower bound, simply note that for any θ ∈ S d−1 , U − U 2 ≥ |θ U − θ U | by the Cauchy-Schwartz inequality. Taking expectations on both sides with respect to the optimal W 1 -coupling L(U, U ) of Γ and Γ yields the lower bound.
For the upper bound, we show that there exists θ ∈ S d−1 that satisfies the following properties:
1. The projection y → θ y is injective on supp(Γ) ∪ supp(Γ );
2. For all y ∈ supp(Γ) and y ∈ supp(Γ ), we have
This can be done by a simple probabilistic argument. Let θ be drawn from the uniform distribution on S d−1 , which fulfills the first property with probability one. Next, for any fixed x ∈ R d , we have
Let X = {y − y : y ∈ supp(Γ), y ∈ supp(Γ )}, whose cardinality is at most k 2 . By a union bound,
This probability is strictly positive for t = 1/(k 2 √ d). Thus, there exists θ ∈ S d−1 such that (3.22) holds. Since θ, · is injective on the support of Γ and Γ , denote its inverse by g : R → supp(Γ) ∪ supp(Γ ). Then any coupling of the pushforward measures Γ θ and Γ θ gives rise to a coupling of Γ and Γ in the sense that if L(V, V ) is a coupling of Γ θ and Γ θ then L(g(V ), g(V )) is a coupling of Γ and Γ . By (3.22), we have
Taking expectations of both sides with respect to L(V, V ) being the optimal W 1 -coupling of Γ θ and Γ θ yields the desired upper bound.
Next we prove Lemma 3.2. Note that a simple union bound here would lead to a rate of (log n/n) 1/(4k−2) . To remove the unnecessary logarithmic factors, we use the chaining technique (see the general result in Lemma A.4), which entails proving the concentration of the increments of a certain empirical process.
Proof of Lemma 3.2. By the continuity of θ → W 1 ( γ θ , γ θ ) and the monotone convergence theorem, it suffices to show that there exists a constant C k such that, for any finite subset Θ ⊂ S k−1 ,
Throughout the proof, C k stands for a constant depending only on k whose value may vary from line to line.
Recall that X 1 , . . . , X n
where H r is the degree-r Hermite polynomial defined in (3.11). Define the centered random process indexed by θ:
Let r ∈ [2k−1]. By Lemma A.3, there are positive constants C, c k such that P{|f r (θ 1 )−f r (θ 2 )| ≥ θ 1 − θ 2 2 λ} ≤ C exp −c k λ 2/r . So we can apply Lemma A.4 (with Θ ⊆ S k−1 , ρ(θ 1 , θ 2 ) = θ 1 − θ 2 2 , 0 = 2, and α = 2/r). Note that the maximal -packing of Θ has size M ( , S k−1 , · 2 ) ≤ (4/ ) k . Fix θ 0 ∈ Θ. Then, by Lemma A.4, with probability 1 − C exp(−c k t 2/r ),
We take a union bound over r ∈ [2k − 1] and obtain that, with probability 1 − δ,
(3.25)
Recall that for each θ, the DMM estimator results in a k-atomic distribution γ θ , such that m r ( γ θ ) = m r (θ) for all r = 1, . . . , 2k − 1, where (m 1 (θ), . . . ,m 2k−1 (θ)) is the Euclidean projection ofm(θ) = (m 1 (θ), . . . ,m 2k−1 (θ)) onto the moment space M 2k−1 (see (3.13)). Thus,
By the moment comparison inequality in Lemma A.1, we have
Finally, maximizing both sides over θ ∈ Θ and applying (3.25) yields the desired (3.23).
Proof of Lemma 3.3. By Lemma 3.2, there is a positive constant C k such that, for any δ ∈ (0, 1 2 ), with probability 1 − δ,
Thus there exists µ ji ∈ supp( γ i ) such that
Let µ j = (µ j1 , . . . , µ jk ) ∈ A. Then
Since W is an n − 1 4k−2 -covering of the probability simplex with respect to · 1 , there exists a weights vector w = (w 1 , . . . , w k ) ∈ W such that w − w 1 ≤ .
Consider the distributions γ k j=1 w j δ µ j ∈ S and γ k j=1 w j δ µ j . Note that γ and γ have the same weights. Using their natural coupling we have W 1 (γ, γ ) ≤ k j=1 w j µ j − µ j 2 . Note that γ and γ have the same support. Using the total variation coupling (see [GS02, Theorem 4]) of their weights w and w (and the fact that total variation equals half of the 1 -distance), we have
Proof of Lemma 3.4. The proof parallels the simple analysis of the estimatorγ • in (3.8). Throughout this proof we use the abbreviation ≡ n,k . Fix an arbitrary γ ∈ S. Then W 1 (γ, γ) ≤ W 1 (γ, γ ) + W 1 (γ , γ). Furthermore,
where (a) is due to from the upper bound in Lemma 3.1 (with d = k); (b) is by the following argument: Recall that N is an ( , · 2 )-covering of the unit sphere, so that for any θ ∈ S k−1 , θ − u ≤ for some u ∈ N . Since by definition, each estimated marginalγ j is supported on [−R, R] and hence any γ ∈ S is supported on the hypercube [−R, R] k . Consequently, W 1 (γ u , γ θ ) ≤ √ kR θ − u 2 by Cauchy-Schwarz and the natural coupling between γ u and γ θ ; (c) follows from the optimality ofγ -see (3.18); (d) uses the lower bound in Lemma 3.1.
In summary, by the arbitrariness of γ ∈ S, we obtained the following deterministic bound:
The first and the second terms are bounded in probability by Lemma 3.2 and Lemma 3.3, respectively, completing the proof of the lemma.
It remains to show Lemmas 3.5 and 3.6 on subspace estimation.
Proof of Lemma 3.5. Let V ⊥ r be the subspace of R d that is orthogonal to the space spanned by the top r eigenvectors of Σ , and let y j = argmax x∈V ⊥ r ∩S d−1 |µ j x|. Then µ j − H r µ j 2 2 = (µ j y j ) 2 . Furthermore, for each j, y j w j µ j µ j y j ≤ y j ( k =1 w µ µ )y j = y j Σy j . It remains to bound the latter. Let λ 1 ≥ . . . ≥ λ d be the sorted eigenvalues of Σ . Now
where the last step follows from Weyl's inequality [HJ91] . Consequently, by the natural coupling between Γ and Γ H r ,
Proof of Lemma 3.6. Write
∼ N (0, I d ) for i = 1, . . . , n. Then
We upper bound the spectral norms of three terms separately. For the first term, let Γ = k j=1 w j δ µ j
j=1ŵ j µ j µ j . Therefore, by Hoeffding's inequality and the union bound, with probability 1 − 2ke −2t 2 ,
For the second term, by standard results in random matrix theory (see, e.g., [Ver12, Corollary 5.35]), and since d < n, there exists a positive constant C such that, with probability at least
To bound the third term, let A = 1 n n i=1 U i Z i + Z i U i , and N be an 1 4 -covering of S d−1 of size 2 cd for an absolute constant c. Then
Therefore, by a union bound, with probability 1 − 2e cd− τ 2
By taking τ = C( √ d + t) for some absolute constant C, we obtain that with probability 1 − e −t 2 ,
(3.28)
In this section we prove the density estimation guarantee of Theorem 1.2 for finite Gaussian mixtures. The lower bound simply follows from the minimax quadratic risk of the Gaussian location model (corresponding to k = 1), since H 2 (N (θ, I d ), N (θ , I d )) = 2 − 2e θ−θ 2 2 /8 θ − θ 2 when θ, θ ∈ B(0, R). Thus, we focus on the attainability of the parametric rate of density estimation. Our strategy is to prove a tight upper bound on the local entropy of Hellinger balls for k-GMs. More precisely, in Lemma 4.5 we show that any -Hellinger ball in P k,d can be covered by at most C δ Cd δ-Hellinger balls, where C only depends on k. This allows us to invoke the construction of Le Cam and Birgé (see [LC73, Bir83, Bir86] ; see also [Wu17, Lec. 18 ] for a self-contained exposition) to arrive at an estimator that achieves the parametric rate of O k ( d n ) in the squared Hellinger loss. We note that the Le Cam-Birgé estimator is a theoretical construction based on (exponentially many) pairwise tests. Finding a computationally efficient proper density estimate that attains the parametric rate in Theorem 1.2, or even within logarithmic factors thereof, is open. This problem is much more challenging than estimating the mixing distribution, for which we have constructed a polynomial-time optimal estimator in Section 3. In fact, we show in Section 4.3, estimation of the mixing distribution can be reduced to proper density estimation both statistically and computationally.
The construction of a good Hellinger covering is accomplished indirectly by resorting to moment tensors, which we now introduce.
Moment tensors and information geometry of Gaussian mixtures
We recall some basics of tensors; for a comprehensive review, see [KB09] . The rank of an ordertensor T ∈ (R d ) ⊗ is defined as the minimum r such that T can be written the sum of r rank-one tensors, namely [Kru77] :
(4.1)
We will also use the symmetric rank [CGLM08]:
An order-tensor T is symmetric if T j 1 ,...,j = T j π(1) ,...,j π( ) for all j 1 , . . . , j ∈ [d] and all permutations π on [ ]. The Frobenius norm of a tensor T is defined as T F T, T , where the tensor inner product is defined as S, T = j 1 ,...,j ∈[d] S j 1 ,...,j T j 1 ,...,j . The spectral norm (operator norm) of a tensor T is defined as T max{ T, u 1 ⊗ u 2 ⊗ · · · ⊗ u : u i = 1, i = 1, . . . , }. For T ∈ S (R d ), if rank s (T ) ≤ r, then the spectral norm can be bounded by the Frobenius norm as follows [Qi11] :
For any d-dimensional random vector U , its order-moment tensor is
which, by definition, is a symmetric tensor; in particular, M 1 (U ) = E[U ] and M 2 (U − E[U ]) are the mean and the covariance matrix of U , respectively. Given a multi-index j = (j 1 , . . . ,
is the jth entry of the moment tensor M |j| (U ), with |j| j 1 +. . . j d . Since moments are functionals of the underlying distribution, we also use the notation M (Γ) = M (U ) where U ∼ Γ. An important observation is that the moment of the projection of a random vector can be expressed in terms of the moment tensor as follows: for any u ∈ R d ,
Consequently, the difference between two moment tensors measured in the spectral norm is equal to the maximal moment difference of their projections. Indeed, thanks to (4.4),
Furthermore, if U is a discrete random variable with a few atoms, then its moment tensor has low rank. Specifically, if U is distributed according to some k-atomic distribution Γ = k i=1 w i δ µ i , then
whose symmetric rank is at most k.
The following result gives a characterization of statistical distances (squared Hellinger, KL, or χ 2 -divergence) between k-GMs in terms of the moment tensors up to dimension-independent constant factors. Note that the upper bound in one dimension has been established in [WY18] (by combining Lemma 9 and 10 therein). 
(4.10)
where the constants c, C may depend on k and R but not d.
To prove Theorem 4.1 we need a few auxiliary lemmas. The following lemma bounds the difference of higher-order moment tensors of k-atomic distributions using those of the first 2k − 1 moment tensors. The one-dimensional version was shown in [WY18, Lemma 10] using polynomial interpolation techniques; however, it is hard to extend this proof to multiple dimensions as multivariate polynomial interpolation (on arbitrary points) is much less well-understood. Fortunately, this difficulty can be sidestepped by exploiting the relationship between moment tensor norms and projections in (4.8).
Lemma 4.2. Let U, U be k-atomic random variables in R d . Then for any j ≥ 2k,
Proof. Let U ∼ Γ and U ∼ Γ , X ∼ P Γ = Γ * N (0, I d ) and X ∼ P Γ = Γ * N (0, I d ). Then θ, X ∼ P Γ θ and θ, X ∼ P Γ θ . By the data processing inequality,
(4.13)
Applying Lemma 4.3 to all monomials of degree at most 2k − 1, we obtain
for some constant c depending on k and R, where the last equality is due to (4.8). Thus the desired lower bound for Hellinger follows from the tensor norm comparison in (4.5).
To show the upper bound for χ 2 , we first reduce the dimension from d to 2k. Without loss of generality, assume that d ≥ 2k (for otherwise we can skip this step). Since both U and U are k-atomic, the collection of atoms of U and U lie in some subspace spanned by the orthonormal basis
To bound χ 2 (P ν P ν ), we first assume that E[B ] = 0. For each multi-index j = (j 1 , . . . , j d ) ∈ Z 2k + , define the jth Hermite polynomial as
which is a degree-|j| polynomial in x. Furthermore, the following orthogonality property is inherited from that of univariate Hermite polynomials: for Z ∼ N (0, I 2k ),
Recall the exponential generating function of Hermite polynomials (see [AS64, 22.9 .17]): for
It is straightforward to obtain the multivariate extension of this result:
Integrating b over B ∼ ν, we obtain the following expansion of the density of P ν :
.
. Furthermore, by the assumption that E[B ] = 0 and B ≤ U ≤ R almost surely, Jensen's inequality yields
Consequently, 
Proof. Using (4.8) and binomial expansion, we have:
where in the step we used the Cauchy-Schwarz inequality.
Local entropy of Hellinger balls
Recall from Section 2 that N ( , A, ρ) the -covering number of A with respect to ρ, i.e., the minimum size of a -covering set A such that, for any v ∈ A, there existsṽ ∈ A with ρ(v,ṽ) < . The main result of this section is the following lemma, which bounds the covering number of a Hellinger ball in k-GMs. for some absolute constant C.
Proof. For any T ∈ T , rank s (T ) ≤ r.
for some a i ∈ R and v i ∈ S d−1 . Furthermore, T F ≤ . Ideally, if the coefficients satisfied |a i | ≤ for all i, then we could cover the r-dimensional -hypercube with an 2 -covering, which, combined with a 1 2 -covering of the unit sphere that covers the unit vectors v i 's, constitutes a desired covering for the tensor. Unfortunately the coefficients a i 's need not be small due to the possible cancellation between the rank-one components (consider the counterexample of 0 = v ⊗ − v ⊗ ). Next, to construct the desired covering we turn to the Tucker decomposition of the tensor T .
Let u = (u 1 , . . . , u r ) be an orthonormal basis for the subspace spanned by (v 1 , . . . , v r ). In particular, let v i = r j=1 b ij u j . Then
where α j = r i=1 a i b ij 1 · · · b ij . In tensor notation, T admits the following Tucker decomposition
where the symmetric tensor α = (α j ) ∈ S (R r ) is called the core tensor and U is a r × d matrix whose rows are given by u 1 , . . . , u r . Due to the orthonormality of (u 1 , . . . , u r ), we have for any j, j ∈ [r] ,
Hence we conclude from (4.22) that α F = T F . (4.25)
In particular α F ≤ . Therefore,
(4.26)
LetÃ be a δ 2 -covering of {α ∈ S (R r ) : α F ≤ } under · F of size ( C δ ) r for some absolute constant C; letB be a δ 2 -covering of {(u 1 , . . . , u r ) : u i , u j = 1 {i=j} } under the maximum of column norms of size ( C δ ) dr . LetT = { j∈[r] α jũj1 ⊗ · · · ⊗ũ j :α ∈Ã,ũ ∈B}. Next we verify the covering property.
For any T ∈ T , there existsT ∈T such that α −α F ≤ δ 2 and max i≤r u i −ũ i ≤ δ 2 . Then, by the triangle inequality,
The second term is at most α −α F ≤ δ/2. For the first term, it follows from the triangle inequality that
(4.28) Therefore, the first term is at most δ 2 α F ≤ δ/2.
Connection to mixing distribution estimation
The next result shows that optimal estimation of the mixing distribution can be reduced to that of the mixture density, both statistically and computationally, provided that the density estimate is proper (a valid k-GM). Note that this does not mean an optimal density estimate PΓ automatically yields an optimal estimator of the mixing distributionΓ for Theorem 1.1. Instead, we rely on an intermediate step that allows us to estimate the appropriate subspace and then perform density estimation in this low-dimensional space. (4.30)
Proof of Theorem 4.7. We first construct the estimatorΓ using X 1 , . . . , X 2n
for a positive constant c k , as guaranteed by (4.29). LetV ∈ R d×k be a matrix whose columns form an orthonormal basis for the space spanned by the atoms ofΓ ,Ĥ =VV , and γ = ΓV . Note that conditioned onV , {V X i } i=n+1,...,2n is an i.i.d. sample drawn from the k-GM P γ . Invoking (4.29) again, there exists an estimatorγ = k j=1ŵ j δψ j ∈ G k,k such that
We will show thatΓ γV = k j=1ŵ j δVψ j achieves the desired rate (4.30). Recall from (3.19) the risk decomposition:
] whose ranks are at most k. ThenĤ is the projection matrix onto the space spanned by the top k eigenvectors ofΣ. It follows from Lemma 3.5 and the Cauchy-Schwarz inequality that W 1 (Γ, ΓĤ ) ≤ 2k Σ −Σ 2 . By Lemma 4.3 and the data processing inequality of the Hellinger distance,
Therefore, by (4.31), we obtain that
We condition onV to analyze the second term on the right-hand side of (4.33). By Lemmas 3.1 and A.1,
Again, by Lemma 4.3 and the data processing inequality, for any θ ∈ S k−1 and r ∈ [2k − 1],
Therefore, by (4.32), we obtain that
(4.35)
The conclusion follows by applying (4.34) and (4.35) in (4.33).
Proof of Lemma 4.3
We start by recalling the basics of polynomial interpolation in one dimension. For any function h and any set of m + 1 distinct points {x 0 , . . . , x m }, there exists a unique polynomial P of degree at most m, such that P (x i ) = h(x i ) for i = 0, . . . , m. For our purpose, it is convenient to express P in the Newton form (as opposed to the more common Lagrange form):
where the coefficients are given by the finite differences of h, namely, a j = h[x 0 , . . . , x j ], which in turn are defined recursively via:
Proof of Lemma 4.3. Let U ∼ γ and U ∼ γ . Note that p γ , p γ are bounded above by 1 √ 2π , so we have
Thus to show (4.11), it suffices to show there is a positive constant c such that
Next, by suitable orthogonal expansion we can express p γ − p γ 2 in terms of the "moments" of the mixing distributions (see [WV10, Sec. VI]). Let α j (y) = √ 2φ( √ 2y) j! H j ( √ 2y). Then {α j : j ∈ Z + } form an orthonormal basis on L 2 (R, dy) in view of (4.16). Since p γ is square integrable, we have the orthogonal expansion p γ (y) = j≥0 a j (γ)α j (y), with coefficient
where the last equality follows from the fact that [GR07, 7.374.6, p. 803]
Therefore
(4.38)
In particular, for each j ≥ 0,
(4.39)
In view of (4.39), to bound the difference |E[h(U )] − E[h(U )]| by means of p γ − p γ 2 , our strategy is to interpolate h(y) by linear combinations of {y j e −y 2 /4 : j = 0, . . . , 2k − 1} on all the atoms of U and U , a total of at most 2k points. Clearly, this is equivalent to the standard polynomial interpolation ofh(y) h(y)e y 2 /4 by a degree-(2k − 1) polynomial. Specifically, let T {t 1 , . . . , t 2k } denote the set of atoms of γ and γ . By assumption, T ⊂ [−R, R]. Denote the interpolating polynomial ofh on T by P (y) = 2k−1 j=0 b j y j . Then
It remains to bound the coefficient b j independently of the set T . This is given by the next lemma. |h[x 0 , . . . ,
This completes the proof.
Numerical studies
We now present numerical results. We compare the estimator (3.5) to the classical EM algorithm. The algorithm that computes (3.5) relies on an exhaustive search and is not meant to be practical, but it turns out that it can be competitive with the EM algorithm both statistically and computationally, as our experiments show.
All simulations are run in Python. The DMM algorithm relies on the CVXPY ( [DB16] ) and CVXOPT ([ADV13]) packages; see Section 6 of [WY18] for more details on the implementation of DMM. We also use the Python Optimal Transport package ([FC17]) to compute the d-dimensional 1-Wasserstein distance.
In all experiments, we let d = 100 and σ = 1. We let n range from 10, 000 to 200, 000 in increments of 10, 000. We initialize EM randomly, and our stopping criterion for the EM algorithm is either after 1000 iterations or once the relative change in log likelihood is below 10 −6 . For the dimension reduction step in the computation of (3.5), we first center our data, then do the projection using the top k − 1 eigenvectors ofΣ in (3.1). Thus when k = 2, we project onto a one-dimensional subspace and only run DMM once, so the grid search of Algorithm 1 is never invoked. We note that sample-splitting is used for the estimator (3.5) for purposes of analysis only; in the actual experiments, we do not sample split.
When k = 3, we project the data to a 2-dimensional subspace after centering. In this case, we need to choose W, N , the n,k -nets on the simplex ∆ k−1 and on the unit sphere S k−2 , respectively. Here W is chosen by discretizing the probabilities and N is formed by by gridding the angles α ∈ [−π, π] and using the points (cos α, sin α). Note that here, |W| ≤ (C 1 / n,k ) k−1 , |N | ≤ (C 2 / n,k ) k−2 . For example, when n = 10000, 1/ n,k ≈ 3. In the experiments, we choose C 1 = 1, C 2 = 4. In our experience, an even coarser grid N can be used and still achieve fairly high accuracy in the well-separated models, while gaining some speed.
In Fig. 1 , we compare the performance on the symmetric 2-GM, where the samples are drawn from the distribution 1 2 N (µ, I d )+ 1 2 N (−µ, I d ). For Fig. 1(a) , µ = 0, i.e., the components completely overlap. And for Fig. 1(b) and Fig. 1(c) , µ is uniformly drawn from the sphere of radius 1 and 2, respectively. In Fig. 1(d) , the model is
where µ is drawn from the sphere of radius 2. That is, the model is the same as the one used in Fig. 1(c) except that the weights are uneven. We still run PCA and DMM without any grid search.
Our algorithm and EM perform similarly for the model with overlapping components; our algorithm is more accurate than EM in the model where µ 2 = 1, but EM improves as the model components become more separated.
There is little difference in the performance of either algorithm in the uneven weights scenario. In terms of running time, computing (3.5) takes about the same time as EM for smaller values of n, but EM slows much more as n increases since it accesses all the samples on each iteration. For the largest sample size in the experiments, computing (3.5) is about 6 times faster than EM. In Fig. 2 , we compare the performance on the 3-GM model 1 3 N (µ, I d ) + 1 3 N (0, I d ) + 1 3 N (−µ, I d ). We follow the same pattern of increasing the separation of the components in each experiment. For Fig. 2(a) , µ = 0, i.e., the components completely overlap. And for Fig. 2(b) and Fig. 2(c) , µ is uniformly drawn from the sphere of radius 1 and 2, respectively.
In the experiments where k = 3, we see the opposite phenomenon in terms of the relative performance of our algorithm and EM: the former improves more as the centers become more separated. This seems to be because in, for instance, the case where µ = 0, the error in each coordinate for DMM is fairly high, and this is compounded when we select the two-coordinate final distribution. The performance of our algorithm improves rapidly here because as the model becomes more separated, the errors in each coordinate become very small. Note that since we have made the model more difficult to learn by adding a center at 0, the errors are higher than for the k = 2 example in every experiment for both algorithms. In terms of running time, for k = 3, EM is faster than our algorithm for smaller sample size because of the grid search being invoked for Algorithm 1. But EM slows much more rapidly as the sample size increases and is actually slower than our algorithm for large values of n. 
Discussion
In this paper we focused on the Gaussian location mixture model (1.1) in high dimensions, where the variance parameter σ 2 and the number of components k are known, and the centers lie in a ball of bounded radius. Below we discuss weakening these assumptions and other open problems.
Unbounded centers While the assumption of bounded support is necessary for estimating the mixing distribution (otherwise the worst-case W 1 -loss is infinity), it is not needed for density estimation [AJOS14, LS17, ABDH + 18]. In fact, [AJOS14] first uses a crude clustering procedure to partition the samples into clusters whose means are close to each other, then zooms into each cluster to perform density estimation. For the lower bound, the worst case occurs when each cluster is equally weighted and highly separated, so that the effective sample size for each component is n/k, leading to the lower bound of Ω( kd n ). Finally, the results of NPMLE in [GvdV01, Zha09, SG17] do not impose bounded assumptions, which is partly responsible for the logarithmic factors in the obtained rates.
Location-scale mixtures
We have assumed that the covariance of our mixture is known and common across components. There is a large body of work studying general location-scale Gaussian mixtures, see, e.g., [MV10, HN16, ABDH + 18]. The introduction of the scale parameters makes the problem significantly more difficult. For parameter estimation, if all clusters share the same unknown scale parameter, the optimal rate is shown to be n −1/(4k) in [WY18] ; otherwise, the optimal rate remains unknown even in one dimension except for k = 2 [HP15] .
Number of components
This work assumes that the parameter k is known and fixed. Since the centers are allowed to overlap arbitrarily, k is effectively an upper bound on the number of components. If k is allowed to depend on n, the optimal W 1 -rate is shown in [WY18] to be Θ(n −1/(4k−2) ) and Θ( log log n log n ) for k = O( log n log log n ) and k = Ω( log n log log n ), respectively. Extending this result to the high-dimensional setting of Theorem 1.1 is an interesting future direction.
The problem of selecting the mixture order k has been extensively studied. For instance, many authors have considered likelihood-ratio based tests; however, standard asymptotics for such tests may not hold [Har85] . Various workarounds have been considered, including method of moments [Lin89, DCG97] , tests inspired by the EM algorithm [LC10] and quadratic approximation of the log-likelihood ratio [LS03] .
Efficient algorithms for density estimation As mentioned in Section 1.2, for the highdimensional k-GM model, achieving the optimal rate O( d n ) (or the less ambitious goal of outperforming the resultÕ(( d n ) 1/4 ) of [AJOS14] ) with a proper density estimate in polynomial time is unresolved. A notable exception is the special case of symmetric 2-GM (1.8), for which spectral algorithms achieve the sharp rate for both parameter estimation and density estimation. Indeed, by Theorem 4.1, since both the first and third moment tensors are zero by symmetry, we have H(P µ , P µ ) 2 µµ − µ µ 2 F . (6.1)
Letμμ be the best rank-one approximation ofΣ in (3.1). Then for d ≤ n, it is easy to show that (see, e.g., [WZ19, Appendix B]) E µµ −μμ 2 F = O( d n ) and E[min{ μ − µ , μ + µ }] = O(( d n ) 1/4 ). In contrast, if the 2-GM is asymmetric, then it is necessary to use the third-order moment tensor as the model is not identified by the first two moments; however, low-rank tensor approximation is difficult without extra separation assumptions, creating algorithmic challenges for density estimation.
Analysis of the MLE A natural approach to any estimation problem is the maximum likelihood estimator, which, for the k-GM model (1.6), is defined asΓ MLE = argmax Γ∈G k,d n i=1 log p Γ (X i ). Although this non-convex optimization is difficult to solve in high dimensions, it is of interest to understand the statistical performance of the MLE and whether it can achieve the optimal rate of density estimation in Theorem 1.2.
A rate of convergence for the MLE is typically found by bounding the bracketing entropy of the class of square-root densities; see, e.g., [vdVW96, vdG00] . Given a function class F of real-valued functions on R d , its -bracketing number is defined as the minimum number of brackets (pairs of functions which differ by in L 2 -norm), such that each f ∈ F is sandwiched between one of such brackets. Suppose that the class F is parametrized by θ in some D-dimensional space Θ. For such parametric problems, it is reasonable to expect that the bracketing number of F behaves similarly to the covering number of Θ as ( 1 ) O(D) (see, for instance, the discussion on [vdG00, p. 122]). These two quantities are typically related using the smoothness of the parameterization plus an additional truncation argument (see, e.g., [vdVW96, Lemma 2.7.11], [GvdV01, Theorem 3.1] [HN16, Lemma 2.1]). Neither of these results seems to yield good dependency on the dimension. It is for this reason that we turn to the Le Cam-Birgé estimator, which relies on bounding the local entropy without brackets, in proving Theorem 1.2. Determining the optimality of the MLE for high-dimensional GM model remains open.
Adaptivity The rate in Theorem 1.1 is optimal in the worst-case scenario where the centers of the Gaussian mixture can overlap. To go beyond this pessimistic result, in one dimension, [HK18] showed that when the atoms of Γ form k 0 well-separated (by a constant) clusters (see [WY18,  Definition 1] for a precise definition), the optimal rate is n −1/(4(k−k 0 )+2) , interpolating the rate n −1/(4k−2) in the worst case (k 0 = 1) and the parametric rate n −1/2 in the best case (k 0 = k). Furthermore, this can be achieved adaptively by either the minimum distance estimator [HK18, Theorem 3.3] or the DMM algorithm [WY18, Theorem 2].
In high dimensions, it is unclear how to extend the adaptive framework in [HK18] . For the procedure considered in Section 3, by Lemma 3.5, the projectionV obtained from PCA preserves the separation of the atoms of Γ. Therefore, in the special case of k = 2, if we first center the data so that the projection γ in (3.3) is one-dimensional, then the adaptive guarantee of the DMM algorithm allows us to adapt to the clustering structure of the original high-dimensional mixture; however, if k > 2, Algorithm 1 must be invoked to learn the multivariate γ, and it does not seem possible to obtain an adaptive version of Lemma 3.2, since some of the projections may have poor separation, e.g. when all the atoms are aligned with the first coordinate vector. ∼ N (0, I k ). Conditioning on U = (U 1 , . . . , U n ), we have Var H r (θ 1 X i ) − H r (θ 2 X i )|U i .
Since the standard deviation of a sum is no more than the sum of the standard deviations,
We construct an increasing sequence of approximating subsets by maximal packing. Let Θ 0 = {θ 0 }. For i = 0, 1, 2, . . . , let Θ i+1 be a maximal subset of Θ containing Θ i that constitutes an i+1 -packing, where i+1 = i /2. Since Θ is finite, the procedure stops after a finite number of iterations, resulting in Θ 0 ⊆ Θ 1 ⊆ · · · ⊆ Θ m = Θ. By definition,
For i = 0, . . . , m − 1, define a sequence of mappings i : Θ i+1 → Θ i by i (t) arg min s∈Θ i ρ(t, s) (with ties broken arbitrarily). Then,
|f (s) − f ( i (s))|.
Since Θ i is a maximal i -packing, we have ρ(t, i (t)) ≤ i for all t ∈ Θ i+1 . By the assumption (A.5) and a union bound, with probability 1 − m−1 i=0 N i+1 C α exp(−c α λ α i ),
Set λ i = (t α + 1 cα log(2 i+1 N i+1 )) 1/α . Note that i+1 = 0 2 −(i+1) . Then λ i ≤ C α G( i+1 ) for a constant C α , where G(r) t + (log ( 0 M (r, Θ, ρ)/r)) 1/α is a decreasing function for r ≤ 0 . By (A.6), there is another constant C α such that with probability 1 − C α exp(−c α t α ),
