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We consider the question of finding an extreme value for some function 
of the eigenvalues of the differential equation y” + h$(w) y = 0, y(0) = y( 1) = 0, 
as 4(.-x) varies over a region in a function space. A characterization of the C(x) 
at which the function of the eigenvalues achieves its extremum is derived. 
1. INTRODUCTION 
Consider the eigenvalue problem 
yv + W(x) y = 0, x E [O, 11, y(0) = y(1) = 0. (1.1) 
The eigenvalues of (1 .l) form an unbounded sequence 0 < A, < ... < Aj < 
A,+1 . Each eigenvalue is a functional of 4(x), that is Aj = X,(+(x)) all j. Let 
f(xI ,..., x,) be a differentiable function of the n variables x1 ,..., x, defined for 
xi > 0, i = l,..., n. We define the functionalf($(x)) by 
.f(vYx>) =f(U4)9-, b44))* U-2) 
Let a,(x), b,(x), a,(x), b,(x) be measurable functions defined for x E [0, 11, and 
let M be a constant, such that 
and 
s 
1 
as(x) dx < M < 
0 s 
1 
b,(x) dx. 
0 
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(1.4) 
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We define two classes of functions F1(al , 4) and Vs(z(az ,b,; M) by 
If for some & E %‘1(%‘2),f(&,) is an extreme value off(#), $ E V1(g2) can anything 
be said about the structure of c#+, ? In this paper we will discuss minimizing and 
maximizingf(X, ,..., I\,J with I$ E Vr(ul , b,) and also 4 E V2(uz , b,; M). 
A natural question to ask at this point is one of existence. Do we know that 
there is a CO(x) E %‘$?a) such thatf(h,(&,),..., &(c&,)) will be an extreme value, i.e. 
maximum or minimum, with respect o all other f(hl($),..., Ala($)), $ E%#?.a) ? 
The answer to this question is yes. In fact a stronger esult is known which is 
given in the following theorems. 
THEORE~VI 1. 7% set S, = {(~(#J(x)), &k+))v.., hz(+(x))) I 4(x) E%l(% 9 4)) 
is a closed subset of R@. 
THEOREM 2. The set S2 = -X&(4(x), hz(4(4),-., &&,W)) I $44 c g2(u2 ,b2; 
M)} is a closed subset of R”. 
The proofs of both of these Theorems are nearly identical tothe proof of 
Theorem 4 in Gentry and Banks [4] and so will not be given here. 
An additional point before we begin to investigate he &,(x)‘s at which 
f @I ,*--, u will achieve its extrema. Let $(x) be any element in %J?Z2). We 
denote the first n eigenvalues corresponding tothis C(x) by a, , u2 ,..., u . Define 
a particular f (A, ,..., A,) by 
f (4 ,-*-9 A,) = 1 - 2 (hi - UJZ. (1.7) 
i=l 
It is obvious that this f(A, ,..., h,)will achieve its maximum at 4(x). 
If we place no restrictions  f(A, ,..., X,), given any function from %@r) we 
can find an f (Al ,..., &J which achieves an extremum at this function, as in the 
above example. Therefore the property that a given C(X) causes ome f (A1 ,..., A,) 
to achieve an extremum would tell us nothing about this +(x). We place the 
following restriction f(Al ,..., A,). If we are considering extremizing 
f (4 ,a.-, hz) over %?‘r(V.J we will require that 
This property is assumed for the rest of our discussion. 
132 WILLNER AND MAHAR 
In Section 2 we state two Theorems which characterize those elements of %I 
or $YZ at which a given f(Ar ,..., A ) is extremized. In Section 3 we prove the 
theorems. In Section 4 we compare our results with Krein [I], Keller [2], and 
Mahar and Willner [3]. We contrast our results with Gentry and Banks [4] 
with whom we differ. We also point out an alternative formulation of the pro- 
blem. 
In analyzing our problem by variational nalysis, as will be performed in 
Section 3, there arises in a natural manner the following quesion. Can a linear 
combination of the squares of the first n eigenfunctions ofequation (1.1) be a 
constant, zero or non-zero, over some measurable subset of [0, l] which has 
non-zero measure. That is, does there exist an h(x) such that when 4(x) = h(x) 
in equation (1 .l) there further exists n constants c,,..., c not all zero, a constant 
K, and a set, T, which is a measurable subset of [0, l] of non-zero measure such 
that if yi ,..., yn are the first n eigenfunctions then 
gl cjyj2 = k, x E T. (1.9) 
Willner and Mahar [5] have demonstrated this is indeed possible. They have 
shown further that there exist a family of analytic functions completely des- 
cribable in terms of 4n parameters uch that if T is a subinterval of[0, l] where 
(1.9) holds then h(x) must be equal to some member of this family. 
2. MAIN RESULTS 
Let yj be the jth eigenfunction fequation (1 .l). We will assume that it is 
normalized such that 
I 
1 
yj2ax = 1. (2-l) 
0 
For a givenf(h, ,..., A ), J(x), and constants k,c we define functions g,h and sets 
A, 4 C by 
(2.2) 
(2.31 
A($, 4 = tx I g($, 1, x) > 4, (2.4) 
B@, 4 = {x I g(d, 1, xl = 4, (2.5) 
C(d, 4 = ix I gtg, 1,x) -=L 4. (2.6) 
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We further divided B($, c) into disjoint subsets indexed by j, j = 1,2,... 
B,(J, 4 = {x I g(J, 194 = c, g<+, i, x) = 0 
for integers i, i E [2,j], and g(g, j + 1, x) # 0). 
(2.7) 
We will use the notation mS to mean the measure of the set S. Given an 
f (4 ,***, A,)satisfying (1.8) we now characterize any 4(x) which extremizes it. 
THE~EM 3. Let &(x) E Wl(a, , b,) be such that &(x) E V,(a, , b,) impZies 
f NJ ~fk4,)* Then 
(i) 4% I x E 4do , 0) a~A&4 Z h(x)) = 0, 
(ii) 4x I x E: Bi(do ,O) and$dx) # W. , j, ~>/g($~ , i + 1,x>> = 0, 
(iii) m{x / x E C($, , 0) f&q%,(x) # u,(x)} = 0. 
If COG4 E ~I(% Y h) is such that $1(x) E Vl(ul , b,) implies f(&) < f (+J then 
(0 4% I x E 4h , 0) UndMx) f 44) = 0 
(4 mix I x c 4% ,O) and h(x) + W. , j, xMh T j + 1, xl> = 0, 
(iii) m(x ) x f2 C($, , 0) und y&(x) # 4(x)} = 0. 
THEOREM 4. Let 4,,(x) E g2(uz , b,; M) be such that y$(x) E ‘+?,(a, , b,; M) 
implies f (&,) > f (&). Then there exists a constant K such that 
6) 4x I x E Jd, , K) ~nd~,(x) f 4(x)> = 0, 
(ii) m{x I x E %J , K) and bdx) f W, , j, x)/g(~o , j + Lx)> = 0, 
(iii) m(x 1 x G C(&, , K) and&,(x) # u,(x)} = 0. 
Let q5&) E gz(u2 , b,; M) be such that &(x) c g&u, , b,; M) implies f (+J <f(&). 
Then there exists a constant K such that 
(0 4x I x E 4Co , K) and+,(x) f 4~)) = 0, 
(ii) 4% I x c WO y 9 ~%4h4 f 44 ,A x)/g(40 , j + 1, x>> = 0, 
(iii) m(x 1 x G C(+, , K) and&(x) # b,(x)} = 0. 
Observe that Theorems 3 and 4 characterize the extremizing functions almost 
everywhere since [0, I] = A u B u C. 
3. PROOFS 
We first state and prove 2 lemmas and then prove Theorems 3 and 4. 
LEMMA 1. Let 6&x) b e a ouriution of some function g(x). The corresponding 
vuriution Sf off (4) is given by 
af = s,lg(& 1, x) a+(x) dx. (3.1) 
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Proof. The proof of this lemma is given by Keller [2], equation (5.1), and 
Gentry and Banks, Theorem 2. 
LEMMA 2. With the definitions (2.2)-(2.7) and with f (A,..., A,) satisfying (1.8) 
then 
m x / x E Bj(J, c) and&x) # 
! 
h6 j, 4 
d&j+ 1,x) =O I 
for any c. 
Proof. Let &“(J, ) c and Bji(~, c) be the set of accumulation points and 
isolated points of Bj($, c) respectively, observe that 
B&, c) = B,“(+, c) u Bj(& c). (3.2) 
The function g(& j, ) . d’ff x is 1 erentiable everywhere on [0, 11. (In fact g’($, j, x) 
is absolutely continuous). 
Let f~ BjQ(& c); th en there exists a sequence (x,} E Bja(& c), x, # x, such 
that limn+m(x,) = X. 
Sinceg(4, j, ) ’ d’ff x is 1 erentiable atfit follows that (recallg(4, j, x,) = g(& j, a)) 
g’(J, j, X) = lim g(J, i, 4 - gt4, i 3 = o, - n-tm x, - x 
i.e. g’(J, j, S) = 0 for x E Bju(& c). 
Let By($, c) and BF(& c) be th e set of accumulation points and isolated 
points of Bja(& c) respectively. Let qi($, c) and r’($, c) be the subset of 
e($, c) where g”(& j, > x exists and g”(r$, j x) does not exist, respectively. It 
follows, by argument similar to the above, that 
g”(f$, j 4 = 0, x E Byl($, c). (3.4) 
Recall 
where 
B&, c) = B;“‘(& c) u &@, c) (3.5) 
&(c$, c) = Bjaa2($, c) u By@, c) u B;(& c). (3.6) 
Since a set may contain only countably many isolated points, it follows that 
m(By($, c)) = m(B,i(& c)) = 0, (3.7) 
and as g”($, j, x) exists almost everywhere 
m(By2($, c)) = 0, (3.8) 
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it follows that 
Therefore 
m(B(cJ, c)) = 0. (3.9) 
m{x ( x G Bj($, c) andg”($, j, x) # O> = 0. 
However, using equation (1.1) 
(3.10) 
g”(&i 4 = -d&i + 1; 4 4 + @,j, x). (3.11) 
Equations (2.7) (3.10) and (3.11) taken together completes the proof of the 
lemma. 
Proof of Theorem 3. Let Co maximizef($), 4 E; %,(a, , b,), making no assump- 
tion on uniqueness of the maximizing function $a . If 6&,(x) is an admissible 
variation of 9,(x) the corresponding variation of f($,,), Sf, must be non-positive. 
Assume, to the contrary, m{x 1 x E A($a, 0) and 4,,(x) # b,(x)} > 0. An admis- 
sable variation, positive onthis et and zero elsewhere on [0, 11, could be defined. 
The Sf corresponding to this variation, using Lemma 1, is positive. This is a 
contradiction. The above set must have zero measure. A similar argument holds 
for the set xE C(+,, 0). 
For x IS B,(&, , 0) no conclusion is drawn from variational nalysis. The 
characterization here is provided by Lemma 2. The result for the minimization 
off over the class %?r follows from similar reasoning. 
Proof of Theorem 4. Let 4,, maximize f ($), r$ E %?a(~, b,; &Q making no 
assumption on uniqueness. IfS+,(x) is an admissible variation off (de), Sf must 
be non-positive, also, in light of (1.6) 
(3.12) 
Define the following set valued functions of the real variable t
vdt) = h E P> 11 I &Al , 194 > Q, 
~,(t)=(XEIO,l]Ig(+l),l,x)=t}, 
VsC/-) = 1% E [O, 11 I g(do 91, x) < t>. 
Multiply equation (3.12) by t and subtract from (3.1) to produce 
*f = s, (t) k(do 7 194 - t) %ix) dx + 
1 
5, (t) k(h, 3 1,~) - t) W,(x) dx 
2 
+ s, (t) MA , 1,x>- t) W,(x) dx. 
3 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
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We now claim that for every t either 
or 
m{x j x E VI(t) and do(x) # b,(x)} = 0 (3.17) 
m(x / x E I’s(t) and&(x) # a,(x)} = 0. (3.18) 
If VI(t) or F’s(t) have zero measure the statement is trivially true. If both Vi(t) 
and Vs(t) have non-zero measure and both (3.17) and (3.18) are false, we can 
construct an allowable variation of 4,,(x) which is positive on a subset of V1(t), 
negative on a subset of Vs(t) both subsets of positive measure so that the cor- 
responding Sf would be positive which is a contradiction. We now wish to show 
that there is a t for which both (3.17) and (3.18) hold. It is possible that there 
will be more than one since the inequalities in (1.6) are not strict. Define the sets. 
V, = (t ] equation (3.17) is true) (3.19) 
V, = {t 1 equation (3.18) is true). (3.20) 
It follows from the definition (3.13) and (3.15) that 
and 
if 
if 
toe Vb then [to , a) c VIJ (3.21) 
t1c viz then (-co, t1l c v/J. (3.22) 
and that V,, and V, are both closed. 
As g(+, , 1, x) is continuous it is also bounded for x E [0, I]. If t is greater 
than the maximum of g(40 , 1, x), VI(t) is empty so that (3.17) is trivially true 
for this t. Similarly a t below the minimum of g($o , 1, x) is in VcL . k’, and Vb are 
therefore non-empty. Let 
Ki = inf{t 1t E V,}, (3.23) 
K2 = sup{t 1 t E V,}. (3.24) 
We claim Kl < K, . If K, < Kl there is a t such that K2 < t < Kl . Since 
either (3.17) or (3.18) holds for this t, (3.17) or (3.18) is contradicted. Itmay 
seem contradictory that Kl < K,; however, if M = jibs(x) dx, then Co(x) = 
bs(x), x E [0, I], and K, is the minimum of g(+o , 1, x), x E [0, l] and Kl = - CO. 
Most often Kl = K, . 
Choose K such that Kl < K < K, . This establishes (i)and (iii). If g(+o , 1, x) 
= K, the result follows from Lemma 2. The result for the minimization off 
over the class %?a follows from similar reasoning. 
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4. DISCUSSION 
M. G. Krein [I] solved the problem of extremizingf(h, ,..., h ) = hj over the 
class %?,(a, , b,; M) with us and b, constants. He found the extremizing $(x)‘s 
and the corresponding values off. The form of his extremizing functions are in 
accord with our Theorem 4. J. B. Keller [2] and T. J. Mahar and B. E. Willner 
[3] solved the problem of extremizingf(h, , ha) = h,/h, over the class Vr(ul , b,) 
with a, and b, constants. They found the extremizing $(x)‘s and corresponding 
values off. Their results are in accord with our Theorem 3. Keller [2] observed 
that the extremization of a general f(h, ,..., h ) over the class %‘r(u, , b,) is 
related to the question of the linear independence of the squares of the eigen- 
functions. This problem was studied by Mahar and Willner [5]. These results 
are needed to characterize 4,,(x) on sets where variational analysis provides no 
characterization, namely, where g($,, , 1, X) is zero or K. 
R. D. Gentry and D. 0. Banks [4] investigated the extremization of a general 
f@, ,...) h) over the class %‘,(a, , b,; M). We considered the same question in 
our Theorem 4. Their description of the C,,(x) which maximizesf is as follows. 
If 4,,(x) maximizesf over the class C, , then there must exist a set S, S C [0, 11, 
and constant K such that&,(x) = bz(x), x E S, and Co(x) = us(x), x E [0, l] - S; 
further, if s E S, g($s , 1, x) > K and x c [0, l] - S, g($,, , 1, X) ,< K. Their 
result on the minimization off is similar. 
We have two objections to Gentry and Banks’ results, both of which show 
these results to be invalid in the cases where they differ from ours. First, they 
place no restriction on f(& ,..., h,) such as our (1.8). As we pointed out in our 
Introduction, this allows any+(x) E V a ( us , b,; M) to extremize somef(h, ,..., h ). 
This contradicts their description that the extremizing &,(x) must take on only 
the values of aa and b,(x). We will now assume such a restriction is placed in 
their hypothesis so that our discussions are in the same context. We now bring 
up our second, more important, point. 
It can be shown that the K arising in their analysis and ours must be the same; 
therefore, our results differ only if the set of x such that g(+,, , 1, X) = K has 
positive measure. Mahar and Willner [6] have shown that a linear combination of 
the squares of the first 1z, 12 >, 2, eigenfunctions may be a constant on a set of 
positive measure. The question of whether there exists an f(& ,..., X ) and an 
extremizing 4” such that the constant K in Theorem 4 is such that Bj(+,, , K) 
has non-zero measure is presently under investigation. The results will be 
published elsewhere. We believe that the proof of the Theorem of Gentry and 
Banks is in error. 
We will use their notation and point out their error in the context of their 
paper. The remark after their equation (2.7) that unless pa = p, almost every- 
where the inequality in (2.7) is strict is incorrect. The correct statement is that 
the inequality will be strict unless p0 = p, almost everywhere g(x) # t, . To 
show this explicitly, let S = (X 1 g(x) = t,,}. 
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We start with the equation above their equation (2.7) 
*F(Po) = j g[H - PO1 dx + j g[h - %I fh 
S” So” 
= js y[H - Pal dx t-~ js ,ss[ff - ~01 dx i- j 0 - I’,] dx 
0 0 So”-S 
+.i 
dh - Pal dx 
S,%S 
= js y[H - P,I dx + to j H - Po dx + j g[h - $01 dx 
0 sons So”-s 
+toj [h - Sol dx 
S”Q-LT 
> to j 
so-s 
[ff - P,I dx + to j 
&pS 
[H - Pal dx + to j P - ~01 dx 
s,c- s
+toj [h - PO1 dx 
s,=ns 
[I 
1 
= to 
0 
rdx-~Jj:podx]=to[M-M]=O. (4.1) 
The “2” in equation (4.1) arises from the fact that g > to and H 3 p, for 
xc So - S and that g < to and M < p, for x E Sot - S. The values of p, for 
x E S have no effect on whether the inequality is strict or not. The only con- 
clusion that can be drawn is that p, = H, x E So - S and p, = h, x E Sot - S. 
No conclusion can drawn for x E S, i.e. where g(x) = to . 
One might consider the extremalization of eigenvalue functionals a generaliza- 
tion of the work of Krein [I] who found the extreme values of each individual 
eigenvalue. We feel that Krein’s work may be generalized in a different direction 
to yield richer results which might ultimately lead to a clearer, more unified 
understanding of the question of extremalization and the properties of eigen- 
values. To start, think of Krein’s work not in terms of extremalization but in 
terms of the allowable range of values of one eigenvalue. That is, if we perform a 
continuous variation of the minimizing 4(x) to the maximizing 4(x), the given 
eigenvalue will pass through all its possible values and the corresponding $‘s, 
though not necessarily unique, might be considered known. Generalizing this, 
we ask what are the sets S, and S, given in Theorems I and 2. That is, what is 
the range of (A1 ,..., A,) as a subset of R” as + can vary over C, or ga and what 
4’s correspond to what points in the eigenvalue space. Once this question is 
answered the question of extremalization is trivial in principle. We are currently 
investigating this question. The results will be published elsewhere. 
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