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The analysis of an inventory system requires a model for the demand process. Some 
contributions consider discrete-time models where the total demand in a time period can 
follow any probability distribution. Others consider only the total demand in a lead-time, 
often assuming it to be normally distributed. Note, both these approaches, aggregates the 
demand of the individual order requests. Finally, many contributions are more detailed 
because here the arrival process of the individual order requests is explicitly modeled. 
Most often the approach here is to assume the demand process is (compound) Poisson. 
We refer to [5,8] for a good overview of literature. Concerning the last approach, it is not 
always reasonable to assume that the time between order requests can be represented by 
an exponential random variable. For instance, if the stock point is somewhere upstream in 
the supply chain with a few larger customers, all applying batching policies, it would 
probably then be more appropriate to model inter-arrival times as a mixture of Erlang 
distributions. Moreover, it is known (see Theorem 2.9.1 in [6]) that any positive 
continuous random variable can be arbitrarily closely approximated with a mixture of 
Erlang distributions, all with the same scale parameter. Therefore it is surprising that this 
very general demand model is not studied very often. 
 
Inspired by the result of [6] we consider a demand process where the time between order 
requests is modeled by a random variable T that is a mixture of Erlang distributions, all 
with the same scale parameter. We assume order requests are modeled by a positive 
integer-valued random variable X. In practice we can not apply the result of [6] in its 
extreme. We must approximate with a finite number of Erlang distributions. Appendix B 
in [6] shows two methods to approximate a positive random variable with a mixture of 
two Erlang distributions, both with the same scale parameter, denoted, by [6], a 
generalized Erlang distribution. The first method shows how to approximate with a 
mixture of two Erlang distributions with k and k + 1 phases, respectively. The second 
method shows how to approximate with a mixture of an exponential distribution (which 
is an Erlang distribution with 1 phase) and an Erlang distribution. It is noted by [6] that 
the first of these methods probably has most practical relevance due to that it will 
generate a unimodal distribution, which resembles a gamma distribution. Therefore we 
have decided in the paper to feature the first of these two methods. Thus we assume that 
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where T1 is Erlang distributed with mean k/λ, T2 is Erlang distributed with mean (k+1)/λ, 
k is a positive integer and λ is a positive real number.  
 
We analyze an (R,s,nQ) inventory control policy where all replenishment orders have a 
constant lead-time L and unfilled demand is back-logged. It is a periodic review model,   3
where the time between reviews is specified by a given constant R. We find it more 
realistic to consider a periodic review model rather than a continuous one, because in 
reality there will always be a lower bound on how often it is possible to replenish. The 
control policy operates as follows. At each review instance, if the inventory position is at 
or below s then a replenishment order is made with size of an integer multiple of Q, 
bringing the inventory position to be in the interval from s + 1 to s + Q. We assume Q is 
some predetermined “practical” batch-size, like a pallet or a box, but we have to find s. 
Since Q is given we do not include a fixed replenishment cost into our model, because 
the expected number of replenishments per time unit is fixed. We will, however, assume 
that there are given parameters of inventory and penalty costs. We derive a closed-form 
cost expression of this (R,s,nQ) policy where one subsequently can find the optimal 
reorder level s. We believe that many in the research community shy away from making 
inventory analyses assuming non-Poisson processes because they think it is either too 
difficult or impossible to derive closed form cost expressions. Our conclusion is that it is 
possible and not that difficult though it requires some lengthy mathematical derivations.  
 
In Section 2 we analyze the compound renewal process. In Section 3 we develop our cost 
expression of the (R,s,nQ) policy and present our algorithm to compute the optimal s. In 
Section 4 we illustrate our derivations by a numerical example. Finally, Section 5 





2. Analysis of the renewal process 
 
One can find some, but not many, expositions on compound renewal processes and 
inventory theory, cf. [1,4]. Our exposition follows the analysis in [3]. Not all the lengthy 
mathematical derivations are stated in the paper, but they can be found in the Appendix. 
Define: 
 
T(m)  The random variable which is the sum of m inter-arrival times. Per definition T(1) 
≡ T and T(0) ≡ 0. 
 
Ωm(t)  The distribution function of T(m). It is the probability that at least m customers 
have arrived in a time interval of length t that began immediately after a demand 
instance.  
 
pm(t)  The probability that exactly m customers have arrived a time interval of length t 
that began immediately after a demand instance.  
 
T    The random variable which is the residual time from a randomly chosen time 
point until the next demand instance.  
 
() t ω    The density function of T  . 
   4
() m t Ω   The distribution function of  ( 1) TT m + −  . It is the probability that at least m 
customers have arrived in a time interval of length t where the start time is 
randomly chosen. 
 
() m p t    The probability that exactly m customers have arrived in a time interval of length t 




In order to evaluate Ωm(t) we need to look at all the possible ways in which m inter-











generating m inter-arrival times, we generate i inter-arrival times from distribution T1 and 
m - i inter-arrival times from distribution T2. In all, the number of phase completions 













=+ − ∑ , as all phase completions have durations that are exponentially 
distributed with mean 1/λ. 
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where per definition Ω0(t) = 1. 
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which can be rewritten to: 
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where the coefficients  ( ) m r Γ   are given as follows. 
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Here we use the convention that b(0,0) = 1. 
  
Because  1 () () () mm m p tt t + =Ω −Ω    (and thus  01 () 1 () p tt =− Ω   ), it can be written in 
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and for m ≥ 2 
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In finishing this section, we also define the random variable: 
 
() t D    the total demand in a time interval of length t with a randomly chosen start time. 
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where X(m) is the random variable denoting the total demand of m customers, where per 






3. The (R,s,nQ) inventory control policy 
 
Note that we let the length of the review period be R and not scaled to 1 as in many 
expositions. We find it most natural to derive the cost expression as generally as possible. 
In a later contribution we also, as in [7], intend to let this (R,s,nQ) policy be a subpart of a 
multi-item inventory control policy where the length of the review period is a policy 
variable. We assume the cost parameters: 
 
h: inventory cost rate 
v: penalty cost rate 
π: fixed cost per item backlogged. 
 
Let x be the inventory position at a review instance just after a replenishment decision has 
been made (thus x belongs to the interval from s + 1 to s + Q). Denote by G(x) the total  
costs incurred during the review period when starting with an inventory position of x. 
Then following the derivation of the cost function of Model 3 in [3] we get 
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These are the same cost expression as that in [3] (Equation 14). Due to our more 
numerical approach we have specifically chosen to write everything as finite sums. 
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For a Poisson process with rate λ, let the random variable NA denote the number of 
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When combining (12a-b) with (8) and (9), we get a closed-form expression of the cost 
function. The inventory position, immediately after a replenishment decision, is 
uniformly distributed on s+1,..,s+Q. For a mathematical proof see Exercise 6.5 in [8]. 










           ( 1 3 )  
 
This is accomplished by the following algorithm, stated here in pseudo programming 
language. It is similar to the algorithm in [2]. 
 
Algorithm 
s:= argmin{G(x): x≥0} 
s:=s-1 
q:=1 
While q < Q do 
  If  G(s)<G(s+q+1)  then 
   s : = s - 1  
  End  If 




Each time the while-loop is entered we have found the point’s s + 1,..,s + q, where the 
function G(x) attains its least values. The justification for this observation follows from 
[3] who under very general conditions show that G(x) is quasi-convex. Because q < Q we 
must enlarge this range. If G(s) < G(s + q + 1) then we should enlarge this range in a 
downward direction, and accordingly decrement s by 1. Otherwise s remains the same. In 
any case q is incremented by 1. In this manner we continue until q = Q. 
   9
 
 
4. A numerical example 
 
We have developed a computer code, programmed in Visual Basic for Excel, which 
computes (9a-b) and finds the optimal value of s. In order to demonstrate this we present 
a numerical example. We have cost parameters h = 2, v = 4, π = 30. The lead-time L = 
0.5, and the length of review period R = 1. The characteristics of the demand process is k 
= 4, p = 0.2, λ = 8 while the random variable X can attain values 1,2,3 and 4 with equal 
probability. Table 1 lists our results for values of Q ranging from 1 to 6. We have also 
simulated the inventory system using the computed control policy, because in [3] it is 
acknowledged that Model 3 is an approximation. Here we believe, however, that [3] is 
very cautious, which also seems to be tacitly assumed in [3], since otherwise the 
following rigorous analysis of the cost function in [3] seems odd. We believe that for all 
practical purposes a review instance must be considered as a randomly chosen time point 
with respect to the renewal process. Therefore the cost expression of Model 3 in [3] 
should be almost exact.  
 
<Table 1 about here> 
 
As expected when comparing the simulation results to the derived cost expressions, we 
see a nice fit in Table 1.  
 
 
5 Concluding remarks 
 
In this paper we have demonstrated how to develop a closed-form cost-expression for an 
(R,s,nQ) inventory system where the demand process is compound generalized Erlang. 
Furthermore we also demonstrate how to develop a computational tool to find the optimal 
reorder level. It is, of course, also possible to make a similar analysis for the case of 
continuous review, taking a point of departure in Model 2 in [3]. In our paper we have 
assumed that the order size distribution X is positive and integer valued. We could also 
have developed our analysis assuming P(X=0) > 0 as well as assuming X t o  b e  a  
continuous random variable. It is also clear that it is possible to further generalize the 
model by letting T to be mixtures of more than 2 Erlang distributions. The derived 
mathematical expressions will then involve multinomial expressions instead of binomial 
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Q  Optimal s  Minimum costs (13)  Simulated costs 
1 10  15.8385  15.8469  (0.0308) 
2 9  15.9479  15.9561  (0.0408) 
3 9  16.1961  16.2038  (0.0349) 
4 8  16.6359  16.6326  (0.0378) 
5 8  16.9368  16.9301  (0.0317) 
6 8  17.4249  17.4288  (0.0356) 
Table 1 Optimal solutions for the data set when Q ranges from 1 to 6. The simulation 
was conducted in Arena, Version 9.0. Each simulation lasted 120000 time units and the 
initial inventory position and net-inventory were both set equal to s + Q.  The simulation 
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Derivation of expressions (4b), (5a-c) 
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 for all nonnegative integer’s j and q 
 
It is verified by considering the following three cases. 
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The case j > 0 and q = 0 
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The case j > 0 and q > 0 
 
0
(( ) )( )
!!







1 ( ( ) )() ( ( ) )()
(1 ) ! ! (1 ) !(1 ) !





++ − ⎡⎤ −− −




(( ) ) ( ) (( ) )
.....
(1 ) !(1 ) ! ( ) !










1( ( )) 1 ( )
(1 ) ! (1 ) !




++ ++ ⎡⎤ −−









0( 1 ) ( 1 ) 1
()










== + − − =
⎡
Ω= − ⎢ +− + ⎣∑∑ ∑   
  
1 1
0( 1 ) ( 1 )
()
(1 ) ( 1, )
(1 ) !
jk m






== + − −
⎤





By introducing a new index r = j + q and collecting all terms with j + q = r it holds for 
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Therefore (A3) can be rewritten to 
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Now we rewrite the double-summation expressions in (A5), interchanging the order of 
summation of indices i and r. 
 
Consider the first double summation in (A5). By interchanging the order of summation, 
then index r goes from r = k(m-1)+1 to (k+1)m-1. For a fixed r within this range then 
index i goes from max{0,(k+1)(m-1)+1-r to m-1-max{r-km,0}. 
 
 
Similarly by changing the order of summation, the second double-summation expression 
in (A5) can, using that 
1
0
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Therefore (A5) can be rewritten to 
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for all non-negative reals a and u (with a < u), and a non-negative integer j. Note, that by 
proving (A9) we verify (11). We consider the following two cases. 
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Derivation of expressions (6) and (7a-b) 
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This can be written as (6) with  0() r γ  specified as (7a). 
 
The case m ≥ 1. 
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summation index r ≥ (k+1)(m+1), we only need to compare the ranges of the summation 
indices of r for the “complicating” terms in  () m t Ω   and  1() m t + Ω  , respectively. 
 
Here are the ranges of the summation indices r = k(m-1)+1 to (k+1)m-1 for  ( ) m t Ω  , and r 
= km+1 to (k+1)(m+1)-1 for  1() m t + Ω  .   17
 
The ranges overlap when (k+1)m – 1 ≥ km + 1, that is, when m ≥ 2. Therefore the case m 







Derivation of (9a-b) 
 
 
We make a self-contained derivation of the cost-expression, following the approach in 
[4]. Note that our derivation is slightly more general than [4] because we let the review 
interval be specified by a variable R and not scaled to 1 as in [4].Let t0 be the time point 
where review takes place, bringing the inventory position at level x. As in [4] we focus 
on the total costs incurred in the time-interval from t0 + L to t0 + L + R. 
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The expected new backlog during the time interval the time-interval from t0 + L to t0 + L 
+ R is 
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Substituting (C3),C(5) and C(6) into (C4) gives (9a-b). 
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