Abstract. Vertex rewriting in graphs is a very powerful mechanism which has been studied for quite a long time. In this paper we eventually provide a categorical theory of vertex rewriting and show how it can extend in a uniform way to node and pattern rewriting mechanisms in hypergraphs.
Introduction
After more than twenty ve years of (hyper)graph rewriting 16], a large number of rewriting mechanisms have been introduced which generate various classes of (hyper)graphs with di erent properties. A huge number of papers has been devoted to the classi cation and comparison of all those rewriting techniques, proposing various kind of encoding -sometimes fairly complicated -to help compare di erent classes of languages. Quoting them would signi cantly increase the size of this paper but we can refer the reader to at least 13, 17, 26, 30] . Still, since most of those works propose their own mechanism described in their own formalism -in general an ad hoc set-theoretic one -this comparison is quite di cult and the necessity of a unifying framework is getting clearer and clearer. Among the proposals for such a framework, the double pushout approach has probably been the most popular and the most successful, although it can deal only with a limited number of cases. One of the di culties one meets when looking for such a formalism is that graphs can be considered from two rather di erent points of view, either as sets of vertices linked by edges or as sets of edges glued by vertices, each point of view leading to a di erent kind of item rewriting in a graph, basically edge rewriting (or hyperedge replacement, shortly HR, see 8, 22] ) and node rewriting (or vertex replacement, shortly V R, see 18, 24] ). Of course, both of them induce a notion of pattern rewriting where a whole subgraph is rewritten at once, respectively, double pushout rewriting and NCE-rewriting. In both cases, the basic ingredients of the mechanism are given by specifying what is to be replaced, how it is linked to the rest of the graph, by what it will ? be replaced and how the replacing part will be connected to the remaining part of the original graph. The main di erence between both types of rewriting is probably that node rewriting may create new edges in an unpredictable way (cf. 24]), while edge rewriting does not create anything, but simply unites already existing items into a single object. This has made a big di erence when trying to develop a more abstract setting for graph rewriting. Indeed, considering the graph to be rewritten as "embedded" in the big graph (in a sense which we shall not make more precise), it quickly appeared that the categorical generalisations of union and equivalence relation, namely coproduct and coequalizer where enough to give a good description edgeoriented rewriting. This gave rise to the well known double-pushout approach extensively developed by the Berlin school under the name of algebraic theory of graph grammars 20], which we would rather call categorical. Unfortunately, this approach was absolutely unable to describe the creation of edges and thus was not applicable to node rewriting. Other approaches to graph grammars have been developed since, providing a genuine algebraic description of graph rewriting in the usual sense 8, 13] and an extensive logical theory of graphs (see 14] for a survey of the main results). The of recursive equations (c.f. 3, 4] ) from the edge rewriting to the node rewriting context, we had to develop a new theory which would provide us with a notion of approximation for these in nite graphs. We knew from 3] that the only possible approach what to use an appropriate categorical framework and started to try and ll the "None" in the table.
To our surprise, it turned out that we had change our point of view quite dramatically, going from embedding to projection and from union to product, since it was a complete category instead of a cocomplete which proved to be the good categorical framework we were looking for (our rst results in that direction have been presented in 5] with more detailed justi cation). Further investigation of this new framework then showed that it was much richer than expected, and that provided one accepted to change one's point of view on graphs, it was not only encompassing both the vertex (NLC) and edge (HR) replacement systems 6], but also richer systems as described by the double pushout approach or the NCE grammars of 25]. We actually believe that while lling a gap in the general pattern of graph rewriting since no categorical rewriting mechanism (similar to double pushout for edge rewriting) was available for node rewriting, it actually stands as a good candidate for a universal generating mechanism. But this is an other story that will the topic of an other paper (see 6] for rst indications).
In this paper, we shall be interested only in providing a categorical mechanism for node and pattern rewriting in graphs (a classical topic) and in hypergraphs (to our knowledge, an almost untouched issue 27]) and shall brie y indicate how it can be used to describe as well (hyper)handle rewriting (replacement of a hyperedge together with all its incident vertices in an NCE-like way 15, 26] ). Before going into the details, we would like to emphasise one of the peculiarities of our framework : our notion of a labelling. Indeed, in all classical approaches to rewriting (words, trees, graphs or hypergraphs), a fundamental role is played by a notion of labelling and by the alphabet in which the labels are taken. Labels are names which are put on the basic items which constitute the object to be rewritten, in order to characterise the behaviour of each item through each rewriting step -in a uniform way since two items with the same label normally behave exactly in the same way. The labelling (which may change or not through the rewriting) is then given by a simple mapping from the object into an alphabet set A which associates a unique letter to each item of the object we want to label. This alphabet is generally completely unstructured, at most it may be ranked (see for instance 8]).
Our notion of a labelling will be completely di erent, since we need a more precise way to name the items in such a way that we shall be able to distinguish not only the item itself but also its neighbourhood and the rest of the graph. This is why we shall use as an alphabet not a mere set but a very structured object -namely a graph -, as a label not a letter but a graph morphism and as a labelling, not a mapping but a (coherent) family of such morphisms. As a consequence, the use of this more complicated labelling will make totally useless that of classical labels -although they will sometimes appear in drawings, simply to facilitate the understanding. Although this approach is quite new, it must be noted that a similar one has recently been used independently by other authors in the area of graph rewriting 12] or in some -totally unrelated -works on graph colourings respecting orientation 29].
In the same way, it seems that products and pullbacks are becoming more and more popular after years of omnipresence of sums and pushouts 11]. By the way, and as a concluding remark for this introduction, let us simply suggest that the surprising fact is not that a mechanism based on product proves to be so e ective, but rather that union and pushout have taken such a prominent part in the theory of graph rewriting : we have the feeling that throughout computer science, product is usually more popular than union (product types are more widely used than union types, and SQL natural join is clearly a pullback). This paper contains two main sections devoted respectively to node rewriting in graphs and in hypergraphs. Section 2, introduces the necessary de nitions and results on graphs and their categorical properties, before discussing node rewriting and pattern rewriting and comparing them to NLC and NCE rewritings.
In section 3, we introduce our own description of hypergraphs (essentially as bipartite graphs, technically as graph morphisms) and show how a uniform extension to hypergraphs of the de nitions we gave in section 2 for the case of standard graphs, provides reasonable de nitions for node and pattern rewriting in hypergraphs. We then show how some already known formalisms 15, 26] can be described in this way. Others like 27] would necessitate a generalisation of the notion of hypergraph which will be developed elsewhere.
Since we are quite aware that our approach may look rather unfamiliar to many readers, we shall try to be as self contained as possible, restating all the de nitions and results that we shall need. 
It is well known that the good properties of graph morphisms turn the set of graphs into a category that we shall denote by G. Let us brie y enumerate the main properties of this category that we shall need in the sequel.
Proposition3. The category G of ordinary graphs has arbitrary products and equalizers. The graph with one vertex and one edge is a terminal object simply denoted by . It is a neutral element for the product.
Proof. We shall not give the proof of this result which is classic, but simply enumerate the description of the objects that such a proof would build. Extension of the de nition to an arbitrary product is straightforward as well. The only arrow from any graph G to sends all nodes and all edges of G respectively into the unique node and edge of . It is now easily checked from the de nition of the product that is a unit. Note that the unique vertex of creates all the vertices of the product, while the unique edge creates all the edges. u t
To avoid any possible confusion, we must insist here on the fact that the categorical product di er from the cartesian product of graphs which is used in various area of computer science. Example 1. Figure 2 provides an example of a simple product, that of C 3 by C 2 , cycles with respectively three and two nodes. The product has six vertices corresponding to all the pairs (u; v) 2 V C3 V C2 denoted on the drawing as u v .
But it has only six edges, since both components of their extremities must be di erent. Although our interpretation might look like being imposed upon the reader, it is clear that this new pullback can be interpreted (for instance, since it is symmetric) as the rewriting of node 2 by the subgraph of the bottom left C 3 based on the vertices b and c with a connection relation stating that all vertices of the right hand side will be linked to all nodes which where linked to the vertex 2 in the original graph : this is an example of what literature calls an NLC rewriting.
Of course, we do not pretend that this example is a good model of NLC rewriting since -for instance -it is not able to rewrite a node in a larger context, but we thing that it is su cient to justify the idea of using pullback as a generic rewriting mechanism. In the next sections, we will show how it can actually specialise to describe the usual vertex and edge rewritings. Given those de nitions and results, a basic framework for graph rewriting could be the following :
De nition5. A production rule is a graph morphism p : R ?! L, where L is called the left-hand side of the rule, while R is the right-hand side. An occurrence of the left-hand side of p in the graph G is a morphism x : G ?! L. The rewriting of G by p at occurrence x is the pullback of x and p. Clearly, this is a very general rewriting mechanism which we shall not study here in its full generality. To lead to interesting cases, it will need specialising in particular through an appropriate choice of the graph L which relates the two morphisms. As we shall see, since this graph together with the two morphisms p and x plays the role of a labelling we shall call it the alphabet and denote by A.
In order to de ne a meaningful rewriting mechanism, the main issue will be to decide which part of the rewritten graph will remain unchanged (the context), which part will be rewritten (the unknown or occurrence). This will be encoded within the alphabet and the occurrence morphism. It is important to note that both the context and the unknown are made of a node with a re exive edge, i.e. a copy of the terminal objet which is neutral for the product. This remark will remain true in other contexts such as node rewriting in hypergraphs.
Considering the graph A will allow us to take into account an arbitrary number of distinct letters, but if we only need a nite number m of such letters, we can Figure 5 gives as an example the alphabet graph A 3 . Remember that since the labelling of nodes will be provided by morphisms into A, we shall not need any letters or labels in the traditional sense, but we shall often use some sort of names, letters, numbers, colours or various kinds of ellipsis to make the drawings more intuitive. Here, each node is labelled by its name i.e. an integer. 1) is the right hand side of the rule. A production is a pair (a; r) where A is an unknown and r is a V R-rule. Intuitively, r ?1 (?1) is the graph to be substituted to the rewritten node, and the edges describe the connection relation of the node rewriting rule, a ?1 ( ?1) is the node x to be rewritten, a ?1 (n) for n 2 A are those neighbours which will be connected to the rewritten graph according to the connection described by r ?1 (n), and a ?1 (0) are the nodes of M which will not be a ected by the rewriting (this is why we talk about the context of x).
Single pullback rewriting De nition9. The application of the V R-rule r to M at occurrence a is the pullback of r and a. We let M denote the graph built as a pullback.
Example 5. A V R rewriting step is described on gure 6 where we have removed the names of all vertices and used ellipsis to indicate the way edges are mapped onto each other. The right hand column represents the V R-rule itself, the morphism working "vertically", i.e. sending a node on the one below. The two connecting edges, drawn with ellipsis, are sent on the one which is drawn with the same ellipsis in the alphabet. The graph G in the bottom left gures any graph with a re exive node sent on the unknown in A through an occurrence morphism, both connecting edges being sent to the same edge. The graph H in the upper left is the result of the replacement which invariates the context drawn here as a big circle. We shall not elaborate any further on the notion of vertex replacement by single pullback rewriting that we have just de ned, but show that it is equivalent to the more classical notion of NLC-rewriting.
NLC rewriting. A vertex replacement rewriting rule is usually de ned by giving separately the graph to be substituted to a node with a certain label and a connection relation which speci es the way its nodes will be linked to the neighbours of the rewritten node.
For the sake of minimal self-containment, we shall now recall from 23, 24] the de nition of Node-Label Controlled rewriting (for short, NLC ). We refer the reader to the quoted papers for any details or further results.
Let then = fa 1 ; . . .; a n g be an nite non empty set (the alphabet in the classical sense), a non empty subset of (the terminal alphabet) and C be a relation (called the connection relation). Encoding an NLC rule. In the rest of this section, we shall show that our vertex rewriting mechanism actually encompasses NLC rewriting. We rst describe how any NLC rewriting rule in the sense of 23, 24] and definition 10 can be encoded into a V R-rule in the sense of de nition 8. In our new setting all the items of the traditional NLC mechanism will be integrated within the rewriting rule itself, in what we consider to be a quite elegant way, while trying to integrate both part of the rule in a unique setting has only given rise so far to quite awkward formalisms (see for instance 17]). Note that conversely, any V R-rule r can be decomposed into the basic items of an NLC rule r ?1 (?1) is the right hand side of the rule, and the edges between the elements of r ?1 (?1) and those of r ?1 (i); i 2 N de ne the connection relation.
Example 6. A very simple example of this encoding is provided by the NLC rule whose rewriting part and connection rule are represented on the left side of gure 7. It rewrites any node labelled by a into the graph C 2 , both of whose nodes are labelled by a. The connection relation states that all nodes labelled by a in the new graph will link to all nodes labelled by a in the initial graph. Clearly, this rule would generate all the complete simple graphs. The corresponding V R-rule is represented on the right side of this same gure : this is the V R rule used in gure 6. The copy of C 2 projects onto the unknown ?1, only one of the three possible neighbours is active and is linked to both nodes of C 2 . Of course, the projection (the rule) respect the names of all the other nodes. Let us simply insist -one last time -on the fact that we do not need any label for our rewriting mechanism and that the integers used in the right hand column of the drawing are simply the names of the vertices which are explicitly indicated merely to make the drawing clearer (at least do we hope). 
We have to consider three cases corresponding to the three parts of this union.
1. Let X 1 be the set of elements V V belonging to E M , 
and we have shown that (f; f) is one-to-one and onto as well. Let us now set h =< h V ; h E > with :
It is clear that h is a graph morphism:
hence a graph isomorphism. This eventually concludes the proof.
u t
Remark. This theorem proves that NLC-rules and V R-rules are equivalent since two associated rules generate the same graphs. It must be intuitively clear for the reader that V R-grammars could be de ned in the classical way as some triple hA; Z; Pi where A is the alphabet graph, Z the axiom and P a nite set of rules (we will not do it right now, but in the more general context of node rewriting in hypergraph since it would involve giving a de nition of more than one variable). Nevertheless, it must be fairly clear that NLC-grammars in the sense of 23, 24] would only be a special case of such V R-grammars, since their connection relation is global, while the relation encoded in the V R-rule can easily change from rule to rule.
Pattern Rewriting
Double pullback rewriting. Double pullback rewriting can be de ned exactly like double pushout rewriting as a means to substitute a graph to a full subgraph of a given graph. Simply, as shown in gure 8 all the arrows will be the other way round and the occurrence of the left-hand side of the rule within the graph to rewrite will not be an embedding but a projection, a di erence which shall be signi cant. Proposition14. If { the deep di erence between embedding and projection : projection does not allow edges crossing the boundary between the context and the graph to be rewritten, since it would imply the existence of an edge between the vertices 0 and -1 in the alphabet graph, { the fact that in the case of NLC or V R rewriting, the rule r is by de nition one to one on the neighbour nodes. Once again, we shall not study this mechanism by itself, we compare it to a more classical pattern rewriting system : NCE-rewriting.
NCE rewriting . Let us now recall from 25], the basic de nitions of Neighboorhood Controlled Embedding graph rewriting. Once again we take = fa 1 ; . . .; a n g as a xed nite alphabet of label in the ordinary sense.
De nition16. A neighbourhood-controlled embedding graph production rule is a triple = ( ; ; ) where is a connected graph, is a graph, both labelled by elements of , and is a function from V V into f0; 1g. is called We now describe how an NCE-rewriting rule in the sense of 25] can be encoded into a double pullback rule.
Theorem 17. An NCE-rule is equivalent to a double pullback production rule p : L l ? A r ?! R where both l and r are V R-rules.
Proof. Once again, we shall have to prove that the graphs generated by application of p and are isomorphic. Of course this proof is even more tedious than the proof in the NLC case. Let =< ; ; > be an NCE rule. We rst construct the associated double pullback rule p : L l ? A r ?! R. The basic idea is that the left hand side L will be used to identify a pattern isomorphic to in the initial graph. Hence it will contain three components : itself, a unique node u for the whole context of the occurrence and some nodes (neighbours) to specify the interface between and its context. Of course, u will be uniformly linked to the neighbours, while the connection between and those same neighbours will encode a part of . More technically, L will be given by (for the sake of simplicity, we restrict to a maximum of n di erent neighbours, ie. n di erent letters in the alphabet = a 1 ; . . .; a n ) : Figure 10 describes the encoding of rule of gure 9. Let us simply claim without further justi cation but the evidence of the picture that the right column of gure 10 actually encodes this rule (according to the description given in the proof of the theorem) and that the double pullback described in the right column does actually describe the e ect of NCE rewriting. 3 Node rewriting in hypergraphs.
Hypergraphs
In the eld of hypergraph rewriting, several de nitions have been given and used of what actually is a hypergraph (see for instance 8, 22] ), most often with the idea of rewriting hyperedges or subhypergraphs. Of course, we shall give our own de nition, according to which a hypergraph will merely be a bipartite graph, where the bipartition of the set of vertices is made explicit through the use of graph morphism whose codomain will be the graph ?2 with two nodes and one edge. To ease the intuition, the two nodes are drawn in a di erent way, one as which will stand for ordinary nodes, the other as 2 which will stand for hyperedge. In further drawings of examples, and 2 will be empty or lled with either a symbol or a background colour, depending on what we believe makes the drawing easier to understand. For each hyperedge e 2 H G , we denote by vert G (e) the set of all its adjacent nodes. We shall say that the hyperedge e 2 H G links the vertices of vert G (e) and that any element of vert G (e) belongs to e. The #vert G (e) is the arity of e. If vert G (e) has only one element, we say that e is unary. A vertex (or a node) is isolated if it belongs to no hyperedge. An hyperedge e 2 H G with an empty sequence of vert G (e) is an isolated hyperedege. A node is re exive if it is adjacent to a unary hyperedge. By _ u we denote an item (a vertex or an hyperedge) and all its neighbours (resp. incident hyperedges together with all their own adjacent nodes).
Example 9. Such a hypergraph is drawn in gure 11. It has 7 nodes, split into 3 vertices and 4 hyperedges with arities ranging from 0 to 3. In this drawing, vertices are represented as a full black circles and hyperedges as full black squares.
Fig. 11. A hypergraph
Morphisms between hypergraphs will be exactly those graph morphisms which respect the bipartition. Unlike hypergraph morphisms considered by many other authors, our hypergraph morphisms do not respect the arity of the hyperedges. Proposition20. Let C be a category and C be an object of C. Then if C is complete, the category (C # C) of objects over C is complete. u t Corollary21. The category H of hypergraphs is complete. The graph ?2 is a terminal object.
We do not need nor wish to prove this result which is quite classical, but we would like to describe the structure of the product in H. Let ! H 2 there is a unique arrow k : K ! H such that k 1 = k f 1 and k 2 = k f 2 .
Let us translate this de nition in terms of the underlying graphs and graph morphims, setting H : G ?! ?2. Then f 1 : G ! G 1 and f 2 : G ! G 2 must be such that H 1 f 1 = H = H 2 f 2 and for any pair of arrows k 1 and k 2 such that H 1 k 1 = H 2 k 2 there exists k such that k 1 = k f 1 and k 2 = k f 2 .
In other words, the product in H is the pullback in the category of ordinary graphs. If follows clearly that in terms of graphs, only vertices of the same type (projection onto the same node in ?2) will multiply hence that in terms of hypergraphs, nodes and hyperedges will respectively multiply. Let simply add that in the sequel, whenever possible, we shall use the same letter to denote the hypergraph itself i.e., the corresponding graph morphism and the underlying graph.
Node rewriting
The alphabet. We must now x the alphabet hypergraph A, which plays a central role in the rewriting mechanism. Its structure is guided by a very simple idea : build a hypergraph whose property will enable us to de ne morphisms which "label" the hypergraphs in such a way that we can distinguish the items to be rewritten, the context of the rewriting and the interface between them. It will therefore always contain three main "areas" which shall correspond to those three objectives. Its structure is relatively intuitive, but its de nition is a bit heavy since we need to clearly specify to which part of the hypergraph each node and hyperedge belong and how they are linked by tentacles. Moreover, as promised earlier, we allow here for an arbitrary number of di erent (types of) unknowns. Note that, due to the basic properties of the pullback, both the context and the unknowns are made of a copy of ?2.
Such an alphabet allows us to take into account an arbitrary number of distinct neighbours (letters) and unknowns (variables), linked to their neighbours in an arbitrary number of ways (hyperedges). If we only need a nite number m of neighbours, n of linking hyperedges and t of variables we can restrict to its subgraph A m;n;t . Example 10. The hypergraph A 3;2;2 is represented on gure 5. The unknowns. We now de ne the notion of an unknown on a hypergraph G as a certain kind of morphism from G to A which will "colour" the vertices of G by vertices of A in such a way as to distinguish the node to be replaced, its neighbours and the context. associates to an unknown a type that we denote by (a (H;u) ).
De nition24. Let G = hS G H G ; E G i be a hypergraph and lab G a subset of S G such as each element of lab G is adjacent to one hyperedge of degree one, the pair hG; lab G i is a labelled hypergraph if there is a unique x-unknown on each of its vertices which appear in lab G . We say that x is the type of the rule r and that R is its right hand side (although it is on the left).
Let G be a hypergraph such that G a 0 G r 0 ! R is the pullback of R r ! A a G. We denote by fa ?1 (x) r ?1 (x)g the set of vertices v of G such that r(r 0 (v)) = a(a 0 (v)) = x and x y denotes the vertex v 2 G such that a 0 (v) = x; r 0 (v) = y and a(x) = r(y). As expected, the rewriting mechanism is now de ned by the following rule. De nition26. Let a (G;u) be a x-unknown on u in G and r be a VRinH-rule of type x : the application of r to G at a (G;u) is the pullback of the pair (a (G;u) ; r). We let G denote the hypergraph built as a pullback.
Intuitively, the inverse image of the item described by nodes (?x; s); (?x; h) and the edge (?x; s); (?x; h)] is the hypergraph to be substituted to the rewritten node, the connection relation is described by the items which project on IN + fs; hg and the corresponding edges, the inverse image of the context part of A is the sub-graph of G which will not be a ected by the rewriting and a ?1 (i; s) for i 2 N + are those neighbours which shall be connected to "new hyperedges" after the rewriting. In order to de ne a notion of grammar, we must allow for possible application of rules in sequences. This is why we have chosen the right hand side R of the rule to be labelled as well. The pullback hypergraph will then have two kinds of unknowns, those coming from the original hypergraph G and those introduced by the rewriting. The sequence lab G is nothing but the union of lab G?f _ ug and lab R , and the associated labelling will be as follow. De nition27. A VRinH-grammar is a system V Rg = hA; Z; Pi where : 1. A is the alphabet hypergraph, 2. Z 2 HG is the axiom : Z is a labelled hypergraph, 3. P is a nite set of pair (R; r) such that R r ! A is a VrinH-rule. Letting ! denote a step of direct derivation -the pullback of an unknown and a rule (section 3.2) -, the transitive and re exive closure of ! is denoted by ! and a sequence of i direct derivation steps by i !. A hypergraphK such that Z !K is called a sentential form of V Rg : a terminal hypergraph K is a sentential form of V Rg such that jlab K j = 0: The language generated by G, L(V Rg), is the set fK 2 HG =Z ! K^jlab K j = 0g. A VRinH grammar V Rg = hA; Z; Pi is linear if both jlab Z j = 1 and for all pair (R; r) 2 V Rg, jlab R j = 1. Example 12. To illustrate our construction, we consider the following grammar borrowed from 26] which generates the set of all rank-and degree-unbounded pointed hypergraphs of the form shown in gure 15. It only requires two distinct unknowns of types 1 and 2. For clarity, the rst is coloured by a, the second by b and its "adjacent hyperedges of degree one" are denoted by 2; in the same way, # and ? denote two distinct kind of hyperedges 3 . One must keep in mind that it is a linear grammar, which implies that for each hypergraph H (a sentential form, or a hypergraph such that (H; r) 2 P), there is a unique vertex in lab H . Its label -the graph morphism named A or b -is built up so that the unknown is mapped to (?1; s) or (?2; s) and it respectively "adjacent hyperedge of degree one" to (?1; h) and (?2; h), the other adjacent hyperedges are mapped to the hyperedges of A 1;2;2 (denoted by # and ?), the neighbours are mapped onto 1; s] and the rest of the graph onto items (0; s); (0; h)(whether it is a node or a hyperedge). The axiom is the hypergraph Z with a 1-unknown drawn in gure 16 , and P { and at least the sub-hypergraph composed by nodes (0; s); (0; h) and (1; s) whose are mapped respectively to nodes (0; s); (0; h) and (1; s) of A.
For instance gure 18 describes Z r1 ! Z as the pullback of (a (Z;a) ; r 1 ). Coding an HH-rule by a double pullback. Let us now consider an HHrule (X; (H; port H ), with n H = #port H and n X is the number of distinct port numbers, and show how it can be encoded into a double pullback rule, by a pair of morphisms L l ? A r ?! R.
We rst need to choose the alphabet we shall use. We could of course take the most general one, but for simplicity, we can restrict to A 1;n;m where n = maxf2 nX ? 1=H is a right hand side of a ruleg and m is the number of rules.
We are therefore using an alphabet with m unknowns, n hyperedges and only one neighbour. This is due to the fact that the model we are trying to encode only uses edge labels. Since we shall only be interested in the coding of a single HH-rule, we might as well use an alphabet with only one single unknown. The coding of the rule will be the following :
{ the graph L describes the way the hyperhandle will be reduced to a standard unknown. Therefore, it can be build from the alphabet A by replacing its unknown isomorphic to ?2 part with n X vertices linked by an hyperedge, representing the hyperhandle. This rule uses only 2 nX ? 1 of the hyperedges of A, and each of them is linked to one of the non-empty subsets of the set of the n X nodes coding the hyperhandle (two hyperedges being linked to di erent subsets).
{ the graph R must contain the right hand side of the HH-rule, namely the graph H. It will be build from L by replacing the hyperhandle with H, using a 2 nH ?1 hyperedges and connecting them to the n H ports of H in the same way.
{ the morphisms l and r are the obvious projections from L and R respectively to A. Simply, r will take into account the fact that two nodes of H may have the same port number, by sending the associated hyperedges to the same one in A.
We now claim :
Proposition29. Starting from an arbitrary hypergraph K, the rule (X; (H; port H ) and the corresponding double pullback rule L l ? A r ?! R generate the same hypergraph.
The proof of this result is too similar to the proofs we gave for similar results to be worth developing. 4 Conclusion This paper is a rst step in the development of a global theory of rewriting items in graphs and hypergraphs using a single categorical mechanism, pullback rewriting. We have shown that it could be used to describe the usual notions of vertex replacement in graphs -node-label controlled rewriting and neighbourhood controlled embedding -in terms similar to that used in the classical double push-out theory of graph grammars. Then, we have shown a great advantage of this formalism, its uniform extendibility by de ning a new kind of rewriting -nodes in hypergraphs -and indicating how its double pullback variation would generate much larger classes of languages including those generated by (hyper)handle rewriting. Figure 19 summarises the relationship between the various kind of rewriting described in this paper. This new framework is quite interesting per se since it eventually closes a gap between the formalisms describing HR and V R system : both could be described either by set theoretical de nitions describing the substitution mechanism or by an algebraic formalism giving a clean description of the generated languages, but only HR systems could be described within a categorical framework. Pullback rewriting has the double merit of lling the hole and of providing a uniform description of graph rewriting. Further work will show how this formalism can be used to provide : { a uniform description of item rewriting in graphs and hypergraphs, where an item can be either a node, an edge or a hyperedge (see 6] for early indications), { a description of the simultaneous rewriting of a set of nodes or hyperedges by a single rule 7] by simply collecting several rewriting sites into a single one (provided of course that some compatibility conditions are satis ed), { a detailed description of in nite graphs generated by systems of recursive equations (see 5] for rst ideas).
