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Graphene with its unique properties spurred the design of nanoscale electronic
devices. Graphene films grown by Si sublimation on SiC surfaces are promising
material combinations for future graphene applications based on existing semi-
conductor technologies. Obviously, the exact material properties of graphene
depend on the its interaction with the substrate. Understanding the atomic and
electronic structure of the SiC-graphene interface, is an important step to refine the
growth quality. In this work, computational ab initio methods based on density-
functional theory (DFT) are used to simulate the SiC-graphene interface on an
atomistic level without empirical parameters. We apply state-of-the-art density-
functional approximation (DFA), in particular the Heyd-Scuseria-Ernzerhof hybrid
functional including van-der-Waals dispersion corrections to address the weak
bonding between the substrate and graphene layers. DFA simulations allow to in-
terpret and complement experimental results and are able to predict the behaviour
of complex interface system.
Experimental work has shown that on the Si face of SiC, a partially covalently





commensurate periodic film. On top of the ZLG layer forms mono-layer graphene
(MLG) as large ordered areas and then few-layer graphene. By constructing an
ab initio surface phase diagram, we show that ZLG and MLG are at least near
equilibrium phases. Our results imply the existence of temperature and pressure
conditions for self-limiting growth of MLG key to the large-scale graphene pro-
duction. At the interface to the substrate, the Si atoms can be passivated by H
resulting in quasi-free-standing mono-layer graphene (QFMLG). We show that by
H intercalation both the corrugation and doping are reduced significantly. Our
calculations demonstrate that the electronic structure of graphene is influenced by
unsaturated Si atoms in the ZLG and therefore confirm that H intercalation is a
promising route towards the preparation of high-quality graphene films.
The situation on the C face of SiC is very different. In experiment, the growth of
large areas of graphene with well defined layer thickness is difficult. At the onset
of graphene formation a phase mixture of different surface phases is observed.
We will address the stability of the surface phases that occur on the C side of SiC.
However, the atomic structure of some of the competing surface phases, as well as
of the SiC-graphene interface, is unknown. We present a new model for the (3×3)
reconstruction – the Si twist model. The surface energies of this Si twist model, the
known (2×2)C adatom phase, and a graphene covered (2×2)C phase cross at the
chemical potential limit of graphite, which explains the observed phase mixture.
We argue that on the C face the formation of a well-controlled interface structure
like the ZLG layer is hindered by Si-rich surface reconstructions.
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Zusammenfassung
Die außergewöhnlichen Eigenschaften einer einzelnen Graphenlage ermöglichen
das Design von elektronischen Bauteilen im Nanometerbereich. Graphen kann
auf der Oberfläche von Siliziumkarbonat (SiC) durch das Ausdampfen von Si epi-
taktisch gewachsen werden. Die Materialkombination SiC und Graphen ist daher
hervorragend für die zukünftige Anwendung von Graphen basierten Technologien
geeignet. Die genauen Eigenschaften von epitaktischem Graphen hängen von der
Stärke und Art der Interaktion mit dem Substrat ab. Ein detailliertes Verständnis
der atomaren und elektronischen Struktur der Grenzschicht zwischen Graphen und
SiC ist ein wichtiger Schritt um die Wachstumsqualität von epitaktischem Graphen
zu verbessern. Wir nutzen Dichtefunktionaltheorie (DFT) um das Hybridsystem
Graphen-SiC auf atomarer Ebene ohne empirische Parameter zu simulieren. Die
schwache Bindung zwischen dem Substrat und der Graphenlage beschreiben wir
mit van-der-Waals korrigierten Austausch-Korrelations-Funktionalen, insbeson-
deren mit dem Hybrid Funktional von Heyd, Scuseria und Ernzerhof [138, 175].
Die Simulationen geben Aufschluß über das Verhalten und die Eigenschaften der
komplexen Grenzschicht.
Experimentelle Arbeiten auf der Si-terminierten Oberfläche von SiC haben gezeigt,





3)-R30◦ kommensurate periodische Struktur wächst. Die Grenzschicht
zwischen SiC und Graphen wird häufig als ZLG bezeichnet. Über dem ZLG bildet
sich die erste großflächig geordnete Graphenlage (MLG). Durch das Konstru-
ieren eines ab initio Oberflächenphasendiagrams zeigen wir, dass sowohl ZLG
als auch MLG Gleichgewichtsphasen sind. Unsere Ergebnisse implizieren, dass
Temperatur- und Druckbedingungen für den selbstbegrenzenden Graphenwach-
stum existieren. Die Si Atome an der Grenzschicht können durch Wasserstoffatome
abgesättigt werden und den ZLG zu quasi-freistehendem Graphen (QFMLG) um-
wandeln. Wir zeigen, dass durch die H-Interkalation das Doping und die Riffel-
lung von epitaktischem Graphene reduziert werden. Aus unseren Rechnungen
folgt, dass die ungesättigten Si Atome an der Grenzschicht die elektronischen Ei-
genschaften von Graphen beinflussen. Anhand unsere Ergebnisse zeigen wir, dass
die H-Interkalation eine vielversprechende Methode ist um qualitativ hochwertiges
Graphen zu wachsen.
Das Graphenwachstum auf der C-terminierten Oberfläche von SiC verhält sich
im Experiment qualitativ anders als auf der Si Seite. Zu Beginn des Graphen-
wachstums wird eine Mischung verschiedener Oberflächenphasen beobachtet. Wir
diskutieren die Stabilität dieser konkurierenden Phasen. Die atomaren Strukturen
von einigen dieser Phasen, inklusive der Graphen-SiC Grenzschicht, sind nicht
bekannt wodurch die theoretische Beschreibung erschwert wird. Wir präsentieren
ein neues Model für die bisher unbekannte (3×3) Rekonstruktion – das Si Twist
vi
Model. Die Oberflächenenergie vom Si Twist Model und von der bekannten (2×2)C
Oberflächenrekonstruktion schneiden sich direkt an der Grenze zur Graphitb-
ildung. Dies erklärt die experimentell beobachtete Phasenkoexistenz zu Beginn
des Graphenwachstums. Wir schlussfolgern, dass die Bildung von einer wohl-
definierten Grenzschichtstruktur, wie der ZLG auf der Si Seite, auf der C Seite
durch Si-reiche Oberflächenrekonstruktionen blockiert wird.
vii
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The technological progress in the second half of the twentieth century was
dominated by the development of microelectronics based on the semicon-
ductor silicon. In the development and production of new electronic devices,
silicon undeniably will continue to play a central role. Today, we aim to de-
velop electronic devices at the nanoscale. To meet the challenges that come
with advances in building components as small as a few nanometre, new
materials are necessary. A promising material candidate to lead the field
of device design is graphene. Graphene is a two-dimensional atom-thick
layer of carbon atoms, ordered in a honeycomb structure. For many years
graphene was considered a theoretician’s toy model and was assumed not
to exist in a free state [338]. Novoselov et al. [235] succeeded to isolate a
single layer of graphene from a pencil stroke using Scotch tape. Ironically,
their low-tech approach [235] paved the way to the production of nano-
scale high-tech devices [102, 161, 344, 197, 122, 91, 287]. The discovery of
graphene’s outstanding electronic and structural properties was met with
vast interest by the solid-state community [236, 351, 160, 50]. In 2010, An-
dre K. Geim and Konstantin S. Novoselov at the University of Manchester
were awarded the Nobel Prize in Physics "for groundbreaking experiments
regarding the two-dimensional material graphene".
The method of graphene exfoliation using Scotch tape is not practical for
large-scale device production. For practical applications of graphene-based
electronics, wafer-size high-quality graphene films are needed. The group
of W. A. de Heer [18, 19] demonstrated that epitaxial graphene on silicon
carbide (SiC) could be a successful alternative route towards wafer-size
graphene growth. Instead of graphene exfoliation, they faciliate the surface
graphitisation of high-temperature-treated SiC, e.g. Refs. [332, 95, 82, 263,
67, 302, 346]. In SiC, the vapor pressure of Si is higher than that of carbon.
When heated, Si sublimates and leaves a graphene-covered surface behind
[332, 95]. This makes graphene growth on SiC special in the sense that,
instead of offering one or more of the components from the gas phase,
graphene areas are formed by excess carbon at the surface [332, 95]. As
of today, epitaxial growth of graphene on SiC by thermal decomposition
is one of the most promising material combinations for future graphene
applications based on established semiconductor technologies [18, 19, 82,
263, 197, 67, 137, 65, 302, 122, 346]. Indeed, graphene-based devices and
even integrated circuits [161, 344, 287, 197, 137, 122, 91] were already created,
employing epitaxial graphene grown on SiC substrate.
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Figure 0.1.: Schematic illustration of the graphene growth on the Si-side of SiC. On the
Si-side, epitaxial graphene growth starts with a clean Si-terminated surface. At temper-
atures above 1000 K first a carbon interface layer forms [263], the so-called zero-layer
graphene (ZLG). Increased temperature and growth time lead to the formation of mono-
layer graphene (MLG) and bilayer graphene (BLG).
Graphene films grow on both polar surfaces of SiC, the C-terminated [18,
19, 334, 64, 302, 141, 83, 21, 337, 213] and the Si-terminated surface [332, 95,
264, 82, 263]. The growth mechanism and the resulting graphene film differ
considerably between the two different SiC faces.
Figure 0.1 illustrates schematically the growth process of epitaxial graphene
films on the Si side. In experiment the growth process starts from a clean
Si-terminated SiC surface. With increased temperature the surface phases
go from a Si-rich to a C-rich regime [332, 95, 263]. First, a (3×3) Si-rich
reconstruction [310] can be prepared, then upon further annealing more Si




3)-R30◦ bulk-terminated Si rich surface
forms [158, 308]. At temperatures above 1000 K a carbon interface layer
forms [263] – the zero-layer graphene (ZLG) also called ’buffer-layer’. The
ZLG is a carbon nanomesh with a honeycomb atomic structure similar
to graphene, but it is bonded to the substrate by strong covalent bonds
[109] as indicated in Fig. 0.1. With increased temperature and growth time
underneath the already formed ZLG grows a new interface layer. The
new interface layer lifts of the previous ZLG layer forming a mono-layer
graphene (MLG). The system now consists of the ZLG layer covered by the
MLG layer (see Fig. 0.1). Only the second carbon layer – the MLG – acts
like a graphene layer displaying the linear π bands typical for the graphene
band structure [35]. With increased layer thickness multi-layer graphene
behaves more like graphite than graphene.
During annealing, the nucleation of excess carbon atoms starts at the step
edge, allowing for a layer-by-layer growth process. On the Si side, the aim is
to control the graphene layer thickness and reduce the coexistence of MLG
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and bi-layer graphene (BLG) [18, 82, 92, 67]. Across MLG-BLG graphene
junctions on the same Si-terminated surface a recent joint experimental-
theoretical study finds particularly high local resistances [152]. This might
be a possible contributing factor to low carrier mobilities in graphene on
the Si face of SiC [82, 152]. Graphene films grown under ultrahigh vacuum
(UHV) conditions are typically inhomogeneous [82, 67]. Improved MLG
film homogeneity is achieved by increased growth temperature in an argon
background buffer gas [82]. de Heer et al. [67] reported excellent wafer-size
MLG films grown in a confined cavity that may retain a finite, well-defined
Si background pressure as Si evaporates from the surface. Improving the
quality of epitaxial graphene is a major and ongoing experimental goal [82,
67].
In the past, the appearance of different phases on the Si-terminated surface
was often interpreted [83, 217, 67] as successive intermediates formed by
an outgoing Si flux that ultimately leads to the growth of bulk-like graph-
ite layers. Tromp and Hannon [329] demonstrated that the C-rich ZLG
layer [332, 95, 264, 83] (not yet graphene) on the Si face is a reversible ther-
modynamic equilibrium phase at high T and a controlled disilane (Si2H6)
background pressure. Reversibility is much harder to demonstrate once a
complete graphene plane has formed [124]. What is still not clear, however,
is whether MLG itself is an equilibrium phase under certain conditions.
Graphene growth on the C-terminated surface differs greatly resulting
in multilayer graphene. During annealing a series of different surface
structures were observed [332, 304, 145, 192, 24, 292, 208, 140, 307, 139]. In
an Si-rich environment graphene growth starts with a Si-rich (2×2) phase




3) reconstruction [25, 192]. In the absence
of a Si background gas like disilane (Si2H6) a disordered oxidic layer with a
(1×1) periodicity of bulk SiC is observed [304]. Continued heating leads to
a (3×3) phase.
Using low-energy electron diffraction (LEED), Bernhardt et al. [24] showed
that the (3×3) reconstructions originating from different starting structures
and environments are equivalent [24]. Further annealing leads to a (2×2)
Si adatom phase, referred to as (2×2)C (notation taken from Ref. [24]).
Just before graphene forms on the surface, a coexistence of the two surface
phases, the (3×3) and the (2×2)C, is observed [24, 337]. The atomic structure
of the (2×2)C was resolved by quantitative LEED [292], while the (3×3)
reconstruction and the SiC-graphene interface remains a puzzle [192, 145,
139, 71].
Here, two very different scenarios have been invoked for the structural
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properties of the SiC-graphene interface:
(a) The first carbon layer is strongly bound to the substrate [334, 213, 302].
Here, the Si sublimation rate during graphene growth is controlled
by either using a confined geometry [129], by working in an inert gas
atmosphere [82], or by providing an external Si gas phase [302, 94] for
example disilane (Si2H6) background gas.
(b) For samples prepared under UHV conditions, the first carbon layer is
weakly bound to the substrate and shows the characteristic behavior of
the π-band at the K-point of the Brillouine zone. Here, an inhomogen-
eous interface is present since the (3×3) and the (2×2)C reconstructions
are observed underneath the graphene layers [141, 83, 307, 337].
For the weakly bound interface structure, a (2×2) and (3×3) LEED pattern
was observed underneath the graphene layer [141, 83, 307]. An additional
typical feature of this LEED pattern is a ring like structure originating
from rotational disordered graphene films [130, 131, 141, 337, 141]. The
rotational disorder originates from the growth process, where graphene
layers nucleate on a terrace and grow in all directions on the surface [231].
Due to the rotational disorder the electronic structure of the single graphene
sheet decouples from the underlying graphene layer and exhibits single-
layer-like electronic properties, even for multilayer graphene films with
very high electron mobilities [131, 301, 21].
A recent study on graphene grown by molecular beam epitaxy (MBE) on
the C side exhibited the same structural characteristics as graphene grown
by high-temperature annealing [218]. This is a strong indication that indeed
the (2×2)C as well as the (3×3) reconstruction prevails below the graphene
films.
While some groups report the successful growth of large-scale MLG [146,
269], other reports suggest that the pure monolayer growth regime is dif-
ficult to achieve on the C side [213]. The exact material properties of
graphene depend on the growth conditions and on the interaction between
the graphene layer and the substrate.
The ultimate goal is to move the production of devices based on SiC-
graphene hetero-structures from the laboratory to large scale production
similar to today’s semiconductor device fabrication. An important step to
refine the growth process is to gain a deeper understanding of the atomic
and electronic structure of the SiC-graphene interface. We will see below
that there are at least narrow thermodynamic equilibrium conditions for ZLG,
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MLG and even BLG grown on the Si-side of SiC. However, we found that
a controlled graphene growth on the C-terminated surface is hindered by
Si-rich surface reconstructions.
This thesis presents first principles studies of the SiC phases on the Si and C
face, laying the groundwork for a detailed atomistic understanding of the
phase equilibria and resulting electronic properties of the surfaces involved.
In particular, we will perform a density-functional theory (DFT) study on
the Si side and C side of the polar SiC surfaces, using the all-electron numeric
atom-centered basis function code FHI-aims. Due to the lattice mismatch
between the SiC and graphene large commensurate surface structures form
consisting of up to ∼ 2800 atoms. DFT is challenging for these systems,
because of the system sizes and van-der-Waals (vdW) interactions, not
accounted for by most standard density functionals. We applied the ab initio
atomistic thermodynamic formalism [340, 279, 280, 259, 260] to evaluate
the interface structure of epitaxial graphene and its competing surface
reconstructions. The formation energies of different reconstructions and
widely-used model systems are presented as a function of the chemical
potential of C.
We show below that graphene films on the Si face of SiC grow at least
as near-equilibrium phases. Therefore, by tuning the chemical potential,
which can be accomplished in experiment by varying the temperature and
background pressure of C or Si, it should be possible to grow high-quality
interfaces as well as graphene structures on the Si side. This makes the
Si-terminated surface an ideal substrate for graphene growth. We found
that the interface layer – ZLG interface structure – plays a central role for
a layer-by-layer graphene growth. We demonstrate that the presence of
the ZLG interface structure leads to a corrugated graphene film. Not all Si
atoms at the SiC-graphene interface are saturated, some Si atoms remain
unsaturated – the Si dangling bonds. We show that the ZLG, MLG and BLG
are doped by the Si dangling bond states at the Fermi level. Using DFT
Perdew-Burke-Ernzerhof generalised gradient approximation [246] (PBE)
including van-der-Waals effects [326] (PBE+vdW) and Heyd-Scuseria-Ern-
zerhof hybrid functional [138, 175] (HSE06+vdW) calculations, we evaluate
the influence of the Si dangling bonds on the electronic structure of the
graphene films. A different route to improve the electronic properties of
epitaxial graphene is to saturate the Si bonds at the SiC-graphene interface
with hydrogen. Hydrogen intercalation decouples the ZLG layer from
the substrate forming quasi-free-standing mono-layer graphene (QFMLG).
The QFMLG is flat and almost undoped featuring a homogeneous charge
density at the interface. The intercalation process improves the electronic
properties of the graphene film [97, 315].
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In experiment, the same mechanism which leads to graphene growth on
the Si face fails, on the C face. Here, controlling the layer thickness of the
graphene films remains a challenge [213]. Just at the onset of surface graph-
itisation, a phase mixture of different surface phases is observed. Studying
the thermodynamic stability range of graphene films on the C side is diffi-
cult, since the atomic structure of some of the competing surface phases as
well as of the SiC-graphene interface are unknown. We introduced a new
model for the unknown 3×3-SiC(1̄1̄1̄) reconstruction – the Si-rich Si twist
model inspired by the reconstruction known from the Si side [310, 276]. The
Si twist model captures the experimentally observed characteristics. Com-
paring the formation energy of the Si twist model and different interface
models indicates that the formation of a regulating interface structure like
the ZLG layer is hindered by Si-rich surface reconstructions.
This thesis is structured in three parts:
The first part introduces the basic concepts of electronic structure calcula-
tions. Chapter 1 familiarises the reader with the many-body problem in the
context of condensed matter physics. Throughout this work, results are
obtained by solving the many-body Schrödinger equation (Eq. 1.1) using DFT
for the electronic part. The fundamental concepts of DFT and the derivation
of the Kohn-Sham equations, as well as the basic ideas behind the practical
application of DFT are given in Chapter 2. The joint vibrational motion of
nuclei in a lattice at a specific frequency are called phonons. Material proper-
ties, such as the heat capacity, thermal conduction or expansion, depend on
phonons. In Chapter 3, the calculation of phonons in the DFT framework is
explained. The central question throughout this work is whether thermody-
namic equilibrium conditions like the temperature T and partial pressures
p can be found to control the growth of certain structures. To tackle this
question, we apply the ab initio atomistic thermodynamic formalism de-
scribed in Chapter 4. In Chapter 5, we discuss the Kohn-Sham band structure,
which can provide a first insight into the electronic structure of a surface, if
interpreted with care.
In the second part the reference bulk systems, diamond, graphite, graphene
and SiC are introduced. In Chapter 6, the structural and thermodynamic
properties of diamond, graphite and graphene are characterised by ab initio
electronic structure calculations. The three most relevant SiC polytypes,
cubic silicon carbide (3C-SiC), and hexagonal 4H-SiC and 6H-SiC and their
physical and electronic properties are discussed in Chapter 7.
The third part discusses epitaxial graphene growth on the polar surfaces of
SiC. In Chapter8, we introduce the different Si- and C-rich surface phases
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observed during graphene growth on the Si-terminated SiC surface. In
epitaxial graphene there are two aspects to strain. Artificially induced strain
by the choice of the coincidence lattice between the substrate and graphene
and strain caused by the bonding between the ZLG and the substrate. Both
aspects of strain are discussed in Chapter 9, published in Ref. [284]. In
Chapter 10 we present our work on thermodynamic equilibrium conditions
of graphene films on SiC, published in Ref. [227]. To evaluate the electronic
structure of epitaxial graphene and the interface grown on the Si face of
SiC, we developed a method for the band structure unfolding exploiting the
Bloch-theorem in Chapter 12. In Chapter 13 we argue that the quality of epi-
taxial graphene can be improved by hydrogen intercalation, the experimetal
and theoretical collaborative study was recently published in Ref. [294].
So far, the focus was on epitaxial graphene on the Si-terminated surface.
In Chapter 14, we investigate the relative phase stability of the competing
surface phases on the C-terminated surface in the thermodynamic range






This chapter introduces the theoretical toolbox applied in this thesis. We
briefly retrace the underlying theory leading to the pragmatic aspects of den-
sity-functional theory (DFT). The starting point is the quantum mechanical
many-body problem, Ch. 1, and the Born-Oppenheimer (BO) approxim-
ation, Sec. 1.2. The BO approximation formally separates the electronic
coordinates from the nuclear ones. The electronic sub-problem is then
solved for a fixed set of nuclear coordinates greatly simplifying the many-
body problem. Then, the electronic Schrödinger equation is tackled in the
DFT framework (Ch. 2). The foundation of DFT are the Hohenberg-Kohn
theorems Sec. 2.1. Using the Hohenberg-Kohn theorems, the electronic
many-body Hamiltonian is rewritten into a set of single particle Schrödinger
equations, the Kohn-Sham equations. To finally turn DFT into practice for
system sizes up to several thousand atoms, approximations for the un-
known terms in the Kohn-Sham equations have to be introduced. For a
reliable description of solids, surfaces or weakly bonded layered materials,
such as graphite, it is essential to include van-der-Waals (vdW) contribu-
tions (Sec. 2.4). Once the Kohn-Sham equations are solved, in this work
using the FHI-aims package (Ch. 2.5), the resulting total energy can be used
to determine the stability of structures and surface reconstructions (Ch. 4).
So-called phonons (Ch. 3), the movement of the nuclei in a solid within the
harmonic limit, can also be included. The Kohn-Sham eigenvalues can be
used to obtain a first impression of the electronic structure of the system.
The discussion in this chapter follows the books by Kohanoff [170], Martin
[211], Capelle [46] and the lecture given by Patrick Rinke in 20131.
1Electronic Structure Theory - Technical University of Berlin, Winter Term 2013
http://www.fhi-berlin.mpg.de/~rinke/
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1 The Many-Body Problem
A piece of matter is a collection of interacting atoms. The atoms can be
arranged periodically into a bulk solid, surface or wire. They can also form
molecules and clusters or a mixture like a molecule absorbed on a surface.
However, the description of materials on a quantum mechanical level is
challenging - known as the many-body problem. For example, a 1 cm3
large cube of 3C-SiC contains Ne ' 1025 electrons and Nn ' 1024 nuclei.
Here, the Ne electrons interact with each other and with Nn nuclei. In the
following, we discuss the approach used throughout this work to gain
insight into material properties by finding approximations to the many-
body problem.
1.1. The Many-Body Schrödinger Equation
The non-relativistic quantum-mechanical description of an N-particle sys-
tem, such as bulk 3C-SiC, is governed by the many-body Schrödinger
equation. In this work we focus on the time-independent Schrödinger
equation
ĤΨ = EΨ (1.1)
where Ĥ is the many-body Hamiltonian of the system, E the energy and
Ψ the many-particle wave function. Although the mathematical form of
the Schrödinger equation (Eq. 1.1) is known, an analytic solution is only
possible in certain special cases, e.g. the hydrogen atom [e.g. see 285,
Ch. 6.3].
The many-body Hamiltonian (Ĥ) is a coupled electronic and nuclear prob-
lem. Throughout this thesis we will use atomic units, this means




Then, the general Ĥ in our system is given by Eq. 1.2.
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• Coulomb interactions between electrons Vee
• Kinetic energy of the electrons


































ZJ∣∣ri − RJ∣∣ ,
(1.2)
• Kinetic energy of the
nuclei with P̂I → −ih̄∇RI T̂n
• Coulomb interactions between nuclei Vnn
• Coulomb interactions between nuclei and electrons Vne
Ne : number of electrons Nn : number of nuclei
me : electron mass Mn : nuclear mass
e : electronic charge Z : nuclear charge
r : electronic coordinate R : nuclear coordinate
p̂ : electronic momentum P̂ : nuclear momentum
The electronic contributions in Eq. 1.2, T̂e and Vee, and the nuclear contribu-
tions, T̂n and Vnn, are coupled through the Coulomb interaction between








Ψη = EηΨη, (1.3)
where Ψη ≡ Ψη({RI , ri}) is the many-body wave function that depends on
the coordinates of all electons ri and nuclei RI . The ground state wave func-
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tion (Ψ0) is a (Ne + Nn) · 3 dimensional object and E0 is the corresponding
ground state energy. All higher (n>0) states correspond to (neutral) excited
states.
Previously, we estimated the total number of particles in a 3C-SiC cube
to be ∼1025. Therefore the input to the ground state wave function is a
∼ 1025 dimensional object. The wave function Ψ0 has to be stored for many
combinations of coordinate values. Usually, Ψ0 is represented on a grid. To
store Ψ0 of this cube in a single grid point we would need a ∼1013 Terabyte
disc 1. Evidently, we have to find approximations to solve the many-body
Schrödinger equation.
1.2. The Born-Oppenheimer Approximation
The first approximation we apply is the Born-Oppenheimer (BO) approxim-
ation [see 285, Ch. 15.2]. The underlying idea is to reduce the complexity of
the many-body problem by separating the electronic problem from the nuc-
lear one. In the Born-Oppenheimer (BO) approximation the electrons are
calculated in an external potential (Vext) generated by a fixed nuclear con-
figuration. The electronic Hamiltonian (Ĥe) within the BO approximation
has the form
He = Te + Vee + Vext. (1.4)
The external potential (Vext) is generated by the Coulomb attraction between
electrons and nuclei given by (Vne) in Eq. 1.2 with the ion positions R = RJ
kept fixed. The electronic Schrödinger equation then reads
He({ri, R})φν({ri, R}) = E eνφν({ri, R}), (1.5)
where φν are the eigenfunctions of the electronic Hamiltonian and E eν its
eigenvalues. The electronic spectrum parametrically depends on R. For
any fixed nuclear configuration (R), the eigenfunctions φν({ri, R}) of He
form a complete basis set. In the BO approximation the wave function Ψη
of the many-body Schrödinger equation (Eq. 1.3) can be approximated by
an expansion in terms of the electronic eigenfunctions
Ψη(R, ri) = ∑
ν
cνη(R)φν({ri, R}), (1.6)
1In the case of a 1 cm3 SiC cube Ψ0 is a (Ne + Nn) · 3 ∼ 3.3 · 1025 dimensional object. If
we store every entry of Ψ0 for a single grid point as a floating point number with single
precision (4 byte per entry), ∼ 13.2 · 1025 byte ∼ 1013 Terabyte are needed.
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where the expansion coefficients cνη(R) depend on the ionic configuration.
The BO approximation holds, when we can assume that the electrons adjust
to the nuclear positions almost instantaneously. This is a valid assumption
for systems with well-separated adiabatic electronic states, in which the
movement of the nuclei (e.g. because of phonons or vibrations) does not
lead to electronic transition. All results shown in this work use the BO
approximation.
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2 Basic Concepts of Density-Functional
Theory
In solid state physics, material science or quantum chemistry electronic
structure theory is applied to gain information about material properties.
One of the most successful and popular quantum mechanical approaches
is density-functional theory (DFT). It is routinely applied for calculating
ground-state properties, such as cohesive energies, phase stabilities or the
electronic structure of solids and surfaces.
2.1. The Hohenberg-Kohn Theorems
The Hohenberg-Kohn theorems [144] are the foundation of density-functio-
nal theory (DFT), which formally introduces the electron density as basic
variable. In essence, the electronic many-body problem (Eq. 1.5) is reformu-
lated in terms of the ground state density n0(r) instead of the ground state
wave function Ψ0({ri}). The advantage is that n0(r) depends on only 3 and
not 3Ne spatial coordinates, but still contains all the informations needed to
determine the ground state. The ground state density is defined as
Definition 2.1.1. Ground State Density
n0(r) ≡ Ne
∫
d3r2 . . .
∫
d3rNe |Ψ0(r, r2, . . . , rNe)|
2 .
Ne is the number of electrons and Ψ0 is the normalised ground state wave function.
For simplicity it is assumed, that the ground state is non-degenerate. The
first Hohenberg-Kohn theorem states that there is a one to one mapping
between n0(r), Ψ0({ri}) and the external potential (Vext) [see Eq. 1.5]. In
other words, the Vext uniquely defines the density.
The second Hohenberg-Kohn theorem [144, Part I.2] introduces the vari-
ational principle. The electron energy E of a system can be formulated as a
functional of the electron density n(r)
E [n(r)] =
∫
d3r n(r)vext︸ ︷︷ ︸
specific




F [n(r)] is called the Hohenberg-Kohn functional. It contains the electron
kinetic energy and the electron-electron interaction as functionals of n(r),
but it is independent of the external potential (Vext).
Definition 2.1.2. Hohenberg-Kohn functional
F [n(r)] ≡ Te[n(r)] + Eee[n(r)].
The second Hohenberg-Kohn theorem states that for any Vext the ground
state density (n0(r)) minimises the energy functional E [n(r)]. The minim-
ising density of Eq. 2.1 is n0(r)
E0 = E [n0(r)] ≤ E [n(r)]. (2.2)
The Hohenberg Kohn theorems allow for an iteratively improvement of an
initially chosen trial density by minimising E [n(r)]. However, the major
challenge is that F [n] is unknown. In the original work by Hohenberg
et al. the density variation was limited to a non-degenerate ground states
and v-representable densities. These are densities that can be generated by a
unique external potential. The minimisation can be generalised by Levy’s
constrained search approach [191].
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2.2. The Kohn-Sham Equations
The Hohenberg-Kohn theorems in Sec. 2.1 provide the mathematical basis
of density-functional theory (DFT). However, guidance is not provided
on how to built the Hohenberg-Kohn functional (F [n]) (Def. 2.1.2) whose
minimisation gives the ground state energy and density. One challenge is
the kinetic energy Te[n(r)] of the electrons, because an explicit expression
in terms of the electron density is not known. Kohn and Sham cast the cal-
culation of the ground state energy into a set of single particle Schrödinger
equations. Their approach is based on a non-interacting system of electrons,
which can be described by a Slater determinant of one-particle orbitals,









interacting systemH auxiliary system hs = −∇
2
2 + veff
Figure 2.1.: The interacting system is mapped to a non-interacting auxiliary system.
The central idea of the Kohn-Sham approach is to map the real physical
system onto a non-interacting reference system, as sketched in Fig. 2.1. The
interaction of the electrons is described by the many-body Hamiltonian in
Eq. 1.5. Here, all electrons interact with each other (indicated by arrows in
Fig. 2.1). The system can be converted into a system of non-interacting elec-
trons governed by an effective potential veff. veff is an effective interaction
that guarantees that the orbitals corresponding to the non-interacting elec-
trons give the same density as the density of the interacting system. Since
the density is uniquely determined by the external potential (see Sec. 2.1) the
density of the Kohn-Sham system has to equal that of the fully interacting
system. However, the wave function of the fully interacting and the non-
interacting system are different. In Sec. 2.1, the Hohenberg-Kohn functional
(Def. 2.1.2) was introduced. It contains the electron-electron interaction
Eee[n(r)] and the kinetic energy Te[n(r)] of the electrons. Unfortunately,
the functional form of this two terms is unknown. The electron-electron
interaction term can be separated into the classical Coulomb repulsion EH
17







|r− r′|︸ ︷︷ ︸
EH [n(r)]
+Encl[n(r)]. (2.3)
The kinetic energy term can be separated in a known part, the kinetic energy
of the non-interacting reference system and in an unknown part






d3r ϕ∗(ri)∇2ϕ(ri)︸ ︷︷ ︸
Ts[n(r)]
+Tc[n(r)]. (2.4)
The Hohenberg-Kohn functional can then be rewritten as
F [n(r)] = Ts[n(r)] + EH[n(r)] + Encl[n(r)] + Tc[n(r)]︸ ︷︷ ︸
EXC[n(r)]
. (2.5)
The exchange-correlation functional (EXC) contains the difference between
the real, interacting system and the non-interacting, single particle system.
Definition 2.2.1. Exchange-correlation energy
EXC[n(r)] ≡ Te[n(r)]− Ts[n(r)] + Eee[n(r)]− EH[n(r)]
The two dominant terms Ts[n(r)] and EH[n(r)] can be calculated and are
often much higher in energy than EXC. Although EXC is not easier to
approximate than F [n(r)], the error relative to the total energy made by
approximations is smaller. The energy functional E [n(r)] (Eq. 2.1) can
now be rewritten containing all known terms and the unknown exchange-
correlation energy as
unknown
E [n(r)] = Ts[n(r)] + EH[n(r)] +
∫
d3r n(r) vext(r) + EXC[n(r)].
(2.6)
known
All terms in Eq. 2.6 are functionals of the density except for Ts which is
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explicitly expressed as a functional of the non-interacting wave function
and is unknown as an explicitfunction of n(r). The HamiltonianHs can be
















ϕi(r) are the eigenfunctions of the one-electron Hamiltonian hs(r). They are
obtained by solving the one-electron Schrödinger equation
Figure 2.2.: The effective poten-
tial veff of the many-body system
depends on Kohn-Sham density
(nKS(r)), which we are search-
ing, which depends on the Kohn-
Sham orbital (ϕi(r)), which in
turn depends on veff





ϕi = εi ϕi.
(2.8)
Equation 2.8 defines the Kohn-Sham equa-
tions. The Kohn-Sham density nKS(r) is given






The minimisation problem of the interacting many-body system is replaced
by the Kohn-Sham equations (2.8). Using the Rayleigh-Ritz principle and
varying the wave function under an additional orthonormalisation con-




+ VH + Vext. (2.10)
The effective potential veff[n(r)] depends on the density, therefore the Kohn-
Sham equations have to be solved self-consistently. As illustrated in Fig. 2.2,
the self-consistency cycle starts with an initial guess for nKS(r); next the
corresponding effective potential veff can be obtained. Then Eq. 2.8 is solved
for ϕi(r). From these orbitals a new density is calculated and used as a trial
density to calculate the new veff and start again. The process is repeated
until the trial density and veff equal the new density and the newly obtained
veff. However, the exact forms of EXC is unknown. The DFT total energy













The Kohn-Sham orbitals are introduced to simplify the problem, but their
meaning is purely mathematical. Neither the orbitals nor their correspond-
ing eigenvalues εi have a strict physical meaning, except for the eigenvalue
of the highest occupied orbital εVBM [150]. The energy level εVBM equals
the ionisation energy of the system. This is the minimum amount of energy
required to remove an electron of an atom, molecule or solid to infinity.
2.3. Approximations for the Exchange-Correlation
Functional
In the following sections, we will discuss approximations for the exchange-
correlation functional (EXC) Def. 2.2.1 necessary in any real application since
the true functional is not available. The Kohn-Sham approach maps the
many-body problem exactly onto a one-electron problem. It is possible to
solve the problem if approximations for EXC can be found. Exact solutions
are available for very few systems, but good approximations can be applied
to a large class of problems. The search for better functionals is an active
field of research.
2.3.1. Local-Density Approximation (LDA)
In the pioneering paper by Kohn and Sham in 1965 an approximation for
the exchange-correlation functional (EXC) was proposed - the local-density
approximation (LDA). Kohn and Sham’s idea was to approximate the ex-
change-correlation functional (EXC) of an heterogenous electronic system as
locally homogenous and use EXC corresponding to the homogenous electron






where εxc-LDA[n(r)] denotes the exchange-correlation energy per electron of
the homogenous electron gas. εxc-LDA[n(r)] can be rewritten as a sum of the
exchange and correlation contributions
εxc-LDA[n(r))] = εx-LDA[n(r)] + εc-LDA[n(r)] (2.13)
The exchange part εx-LDA[n(r)] of the homogeneous electron gas was evalu-











where rs is the mean inter-electronic distance expressed in atomic units [73].
For the correlation part the low- and high-density limits are known, but an
analytic expression for the range between the limits is not known. However,
for the homogeneous electron gas, excellent parametrisations of accurate
quantum Monte Carlo (QMC) calculations exist [52]. The LDA appears to
be oversimplified, in particular for strongly varying densities, as one might
expect in real materials. Nonetheless, LDA forms the basis for most of the
widely used approximations to EXC.
2.3.2. Generalised Gradient Approximation (GGA)
The LDA only takes the density at a given point r into account. One of
the first extension to the LDA was the generalised gradient approximation
(GGA). In the GGA, the treatment of inhomogeneities in the electron density
is refined by a first order Taylor series with respect to density gradients





d3r n(r)εx-hom FXC(n(r), |∇n(r)|)
(2.15)
where FXC is a dimensionless enhancement factor. As before, the exchange-
correlation energy per electron εxc-GGA is split into an exchange and correl-
ation contribution. The exchange contribution is the same as in the LDA
(Eq. 2.14). Unlike the LDA, the functional form of GGAs and thus FXC is
not unique. As a result, a large number of GGAs have been proposed. A
comprehensive comparison of different GGAs have been given for example
by Filippi et al. [90, chap 8] or Korth and Grimme [172].
The GGA suggested by Perdew et al. is used throughout this work. The
aim of the Perdew-Burke-Ernzerhof generalised gradient approximation
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[246] (PBE) is to satisfies as many formal constraints and known limits
as possible, sacrificing only those being energetically less important [246].
PBE improves the description of bulk properties like cohesive energies and
lattice constants, as compared to LDA [311, 312, 328].
2.3.3. Hybrid Functionals
In the approximations for the exchange-correlation functional (EXC) dis-
cussed so far, a spurious self-interaction error remains. The self-interaction
error, as the name suggests, is the spurious interaction of the electron dens-
ity with itself. For example, the Hamiltonian of an one-electron system
depends only on the kinetic energy and the potential due to the nuclei.
In the Kohn-Sham framework the energy of such a system is given by
Eq. 2.6 and contains two additional terms, the Hartree term (Eq. 2.3) and
the exchange-correlation functional (EXC) (Def. 2.2.1). The exact exchange-
correlation functional (EXC) would cancel the self-interaction introduced by
the Hartree term. However, in DFT most approximations to the exchange-
correlation functional (EXC) leave a spurious self-interaction error. This
is different to the Hartree-Fock approximation, where the self-interaction












However, Hartree-Fock theory neglects all correlation except those required
by the Pauli exclusion principle. This leads to sizeable errors in the de-
scription of chemical bonding. Combining DFT with Hartree-Fock exact-
exchange is a pragmatic approach to deal with the problem. These so-called
hybrid functionals were first introduced by Becke[16]. His main idea was to
replace a fraction of the DFT exchange EDFTX energy by the exact exchange
EHFX energy. In this work, we use the Heyd-Scuseria-Ernzerhof hybrid func-
tional [138, 175] (HSE), therefore the discussion focuses on HSE. For hybrid
functionals, EXC is reformulated as
EhybXC = αE
HF
X + (1− α) EDFTX + EDFTC (2.17)
where α specifies the fraction of exact exchange EHFX . This approach works
well for a varity of systems reaching from semiconductors to molecules
and mitigates the effects of the self-interaction error reasonably well. Heyd

















That way only the short-range part of the Hartree-Fock exchange is included
[138, 175]. Combining Eq. 2.17 and Eq. 2.18
EHSEXC (α, ω) = αE
HF,SR
X (ω) + (1− α) E
PBE,SR
X (ω) + E
PBE,LR




gives the so-called HSE functional. Equation 2.19 contains two parameters
α and ω; one controls the amount of exact-exchange α and the second separ-
ates the short- and long-range regime ω. In the case of α = 0 and ω = 0 we
fully recover PBE, α = 0.25 and ω = 0 gives the PBE0 exchange-correlation
functional [248]. In the 2006 version of HSE α is set to 0.25 and the range-
separation parameter ω to 0.11 bohr−1 [175], so-called HSE06. The authors
chose the value of ω by testing the performance of the functional for differ-
ent test sets of atoms, molecules and solids covering insulators, semicon-
ductors and metals. For bulk systems, they showed that band gaps are very
sensitive to variations of the screening parameter ω, while bulk properties
like the bulk modulus or lattice parameters are less affected. In addition to
an improved description of the underlying physics, the range-separation
reduces the computational effort if compared to hybrid functionals without
range-separation, mainly because the Hartree-Fock exchange decays slowly
with distance (1/r-decay).
2.4. Van-der-Waals Contribution in DFT
Materials as well as molecules are stabilised by primary interatomic bonds,
such as covalent, ionic or metallic bonds. In this section, we discuss the
secondary bonding by van-der-Waals (vdW) interactions. Van-der-Waals
forces are usually weaker than for example covalent interatomic forces. Of
particular importance for this work is their role for the interlayer binding
of graphite and few-layer graphene. However, all the exchange-corre-
lation functionals introduced in Sec. 2.3 do not include the long range
vdW tail. Different scientific communities define vdW forces differently;
throughout this work the term vdW energy or dispersion energy will be used to
describe the energy contributions originating from induced dipole - induced
dipole interactions. The dispersion correction that we use in this thesis is
based on a non-empirical method that includs a sum over pairwise C6/R6AB
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where |RA − RB| = RAB is the distance between atom A and B and C6,AB
is the corresponding C6 coefficient. The last term, fdamp is the damping
function. In practice, the functional form of fdamp is chosen in such a way
that it eliminates the 1
R6AB
singularity. The challenge is to find a good estimate
for the C6,AB coefficient in Eq. 2.20. Using the so-called Casimir-Polder







where αA;B(iω) is the frequency-dependent polarisability of atom A and B.
This expression can be approximated by homonuclear parameters (C6,AA,












In this work, we use the scheme proposed by Tkatchenko and Scheffler (TS-
vdW). In this approach, the homonuclear C6 coefficients become density-
dependent. To this end an effective volume for an atom in a crystal or




where n(r) is the total electron density and wA(r) is the Hirshfeld atomic





nfreeA (r) is the electron density of the free atom A and the sum goes over
all atoms in the system. The electron densities for the free atom as well
as for the full system are calculated within DFT. Finally, the effective C6
coefficients (Ceff6,AA) can be expressed in terms of the C
free
6,AA coefficient of the
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The C6/R6AB terms of the TS-vdW scheme are derived from the self consist-
ent electronic density, and thus adapt to their environment.
As a final remark, the nature of long-range dispersion is inherently a many-
body effect. The induced dipole moment of an atom in a solid (or molecule)
depends on the induced dipole moments of all surrounding atoms. These
additional screening contributions, due to many-body effects cannot be
accounted for in a pairwise summation of vdW corrections. Tkatchenko
et al. proposed a refinement to the above scheme, that corrects for the miss-
ing screening effects by modeling the dispersion interactions as coupled
quantum harmonic oscillators located at individual atomic sites. That way
it additionally captures nonadditive contributions originating from simul-
taneous dipole fluctuations at different atomic sites, leading to an overall
improved screening and accounts for long-range anisotropic effects. This
approach includes long-range many-body dispersion (MBD) effects employ-
ing a range-separated (rs) self-consistent screening (SCS) of polarisabilities
[324, 5] and is therfore called MBD@rsSCS [325, 324, 5] 1.
2.5. Computational Aspects of DFT: The FHI-aims
Package
The Kohn-Sham equations 2.8 are solved self-consistently as described in
Sec. 2.2. Usually the first step is to expand the Kohn-Sham orbitals {ϕi(r)}




Many basis function choices have been explored, to list a few commonly
used basis functions and a selection of electronic structure codes using
them2:
1We use the MBD@rsSCS formalism as implemented in the FHI-aims code since 06-2014.
2An extensive list of quantum chemistry and solid-state physics software including










Full-potential (linearised) augmented planewaves (fp-LAPW):
Wien2k [30, 286]
Exciting [121]




In this work, we use the FHI-aims package [32, 133]. FHI-aims is an all-
electron/full-potential code that is computationally efficient without com-
promising accuracy. In order to achieve this for bulk solids, surfaces or other
low-dimensional systems and molecules, the choice of basis functions is
crucial. FHI-aims is based on numerically tabulated atom-centered orbitals





where Ylm(Θ, Φ) are spherical harmonics and uj(r) is a radial part function.









+ vj(r) + vcut(r)
]
uj(r) = ε juj(r). (2.28)
The potential vj(r) defines the main behaviour of uj(r). Different potentials
can be chosen. However, the most common choices in FHI-aims are a self-
consistent free-atom (or ion) radial potential or a hydrogen-like potential.
The second potential in Eq. 2.28 is a confining potential vcut(r). It ensures
that the radial function is strictly zero beyond the confining radius rcut and
decays smoothly. In Fig. 2.3 the silicon 3s basis function is shown with
the two potentials vj(r) and vcut(r). The basis functions are obtained by
solving Eq. 2.28 on a logarithmic grid. An advantage of NAO is that they
26
Figure 2.3.: The radial function uj(r) of the 3s orbital for a free silicon atom is plotted along
radius r. Also shown are the free-atom like potential vj(r) and the steeply increasing
confining potential vcut(r). The dotted line indicates the confining radius rcut.
are localised around the nucleus, which is essential to achieve linear scaling
and calculating systems with 1000s of atoms. The oscillatory behaviour of
the electronic wave function close to the nucleus can be captured with just
a few basis function, as the oscillations are included by construction. NAOs
are non-orthogonal, therefore the overlap sij of two basis functions localised
at two different atoms i and j∫
d3r φ∗j (r)φj(r) = sij (2.29)
is taken into account. An analytic treatment of the NAOs is not possible,
instead FHI-aims uses accurate and efficient numeric tools. The main draw
back is that the implementation of such algorithms is often more difficult.
However, a major advantage of NAOs is that there are only basis functions
in regions with atoms, e.g. the vacuum in a slab calculation contains no
basis functions.
While plane waves allow a systematic improvement of the basis set by
increasing the number of plane waves, NAOs cannot systematically be
improved by a single parameter. To allow a systematic convergence of
the calculation with respect of the basis size, FHI-aims provides a library
of pre-defined settings for all species which govern the key parameters
regarding the numerical accuracy. The library contains three different levels
of accuracy, light, tight and really tight (see Appendix B.1). These three levels
specify the accuracy of the real space grids, Hartree potential and the basis
set size. The basis sets are organised in Tiers, ordered by increasing accuracy.
Each Tier contains several basis functions of different angular momenta.
The basis functions are determined by selecting them based on test sets of
non-selfconsistent symmetric dimers in LDA. That way the accuracy and
performance of calculations can be improved systematically by enabling
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additional tiers one after another. Further details on the construction of the
FHI-aims basis set and the species default library can be found in Blum et al.
[32].
We use light settings to gain a first insight into a system’s properties or for
structural to find a good first guess of the equilibrium atomic positions.
The next level, the tight species defaults are rather safe for a variety of
systems. The really tight settings are over-converged for most purposes. The
convergence with respect to numerical and basis settings used for a specific
property or system was ensured (see Appendix B.
For structural relaxations and phonons, total energy gradients with respect
to nuclear positions are calculated. In Section 2.2 the total energy of a system
is obtained by solving the Kohn-Sham equations self-consistently. Forces
are then given by the first derivative of the total energy Etot (Eq. 2.11) with














The derivative ∂Etot∂cij = 0, because the self-constant energy Etot is variational
with respect to the molecular orbital coefficients cij [101]. The forces Eq. 2.30
are derived by calculating the derivative of the total energy Eq. 2.11 term
by term, resulting in additional correcting terms (a full derivation and
discussion is given in Gehrke [101]):
• The Pulay forces [255] originating from the dependency of the basis
functions on the nuclear coordinates.
• The Hellman-Feynman forces [89, 136] correspond to the classical forces
arising from the embedding of each nucleus in a field generated by
the electronic charge density of all other nuclei.
• The multipole-correction term originates from the derivative of the
Hartree energy Eq. 2.3, because in FHI-aims the Hartree potential
is based upon a multipole expansion of the density instead of the
electron density [32].
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3 Swinging Atoms: The Harmonic Solid
In this chapter, we discuss the collective vibrational motion of nuclei in a
lattice at a specific frequency, so-called phonons (a detailed discussion can
be found e.g. in the book by Dove Ref. [77]). Many physical properties
of materials, such as the heat capacity, conduction or thermal expansion,
depend on phonons.
So far the nuclei were fixed at their nuclear positions RI and decoupled from
the motion of the electrons by the Born-Oppenheimer (BO) approximation,
Sec. 1.2. The many-body Hamiltonian (Eq. 1.2) separates into an electronic
and a nuclear part. In this sections, we are dealing with the Hamiltonian of
the nuclear system
H = Hnuc + E e = T̂n + E e + 1
2 ∑I,J;I 6=J
V(RI − RJ) = T̂n + U (R) (3.1)
where E en are the eigenvalues of the electronic Schrödinger Eq. 1.5, 12 ∑I,J;I 6=J V(RI−
RJ) is the interatomic potential Vnn and T̂n is the kinetic energy of the nuclei
given in Eq. 1.2. In a crystalline solid the instantaneous atomic positions
RI = R0I + uI(t) is given by the atomic equilibrium positions R
0
I and a time-
dependent displacement uI(t). For small displacements from the atomic
equilibrium positions, we can expand U (R) from Eq. 3.1 in a Taylor series


























up to the second order, this is known as the harmonic approximation. The
first derivative is zero, because all atoms are in their equilibrium position.
The second derivative with respect to the displacement uI(t) defines the
interatomic force constant matrix C̄ in real space. The Fourier transformed







The full solution for all vibrational states is given by the 3Nat× 3Nat determ-
inant equation to be solved for any wave vector q within the first Brillouin
zone (BZ) with vibrational frequencies ωη,q
det
∣∣∣ ¯̃D(q)−ω21∣∣∣ = 0, (3.4)
with the identity matrix 1. The dependency of the vibrational frequencies
ωη(q) on the wave vector q is known as the phonon dispersion and η
is the band index. If there are Nat atoms per unit cell, Eq. 3.4 gives 3Nat
eigenvalues – vibrational frequencies – per reciprocal lattice vector q. These
correspond to the 3Nat branches of the dispersion relation. In a one-atomic
unit cell, there are only three phonon bands for which ωη(q = 0) = 0,
they are called the acoustic modes. They split in one longitudinal and two
transverse acoustic modes. In crystals with more than one atom per unit cell
(Nat > 1), in addition to the three acoustic modes are higher branches, so-
called optical modes. For a crystal with more than one atom in the primitive
cell, there are 3Nat − 3 optical modes.








, with n = 1, 2, 3, · · · . (3.5)
The full knowledge of the detailed dispersion relation ωη(q) is not always
necessary. For expectation values of thermodynamic potentials or their
derivatives, the information about the number of phonon modes per volume
at a certain frequency or frequency range is sufficient, the so-called phonon
density of states (phonon-DOS). The phonon-DOS, gphon(ω, η), of each
branch η and the total phonon-DOS, gphon(ω) are given by counting the









Phonons from first-principles: The finite difference method
The interatomic force constant matrix C̄ can be computed using ab initio
quantum-mechanical techniques such as density-functional theory (DFT).
Two different methods are commonly used to compute phonons:
1. The finite difference method: This scheme is based on numerical differ-
entiation of forces acting on the nuclei when atoms are displaced by
a small amount from their equilibrium positions. In this work, we
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use the phonopy software package to calculate phonons applying the
finite difference method [327].
2. The linear response function or Green’s function method: Derivatives of
the energy are calculated perturbatively up to third order. A detailed
discussion is given for example in [8, 111].
In the following, we focus on the discussion of the finite difference method, as
this is the methodology used in this work. In practice, a single atom in a
supercell (SC) is displaced by uI,n and the induced forces on the displaced
atom I and all other atoms in the SC are calculated. The forces are
F(n, I) = −∑
n′
C̄n,I;n′,J · uJ,n=0 (3.7)
where C̄n,I;n′,J is the interatomic force constant matrix relating atoms I in
the unit cell n and J in unit cell n′ (Eq. 3.2). Then, the dynamical matrix in







−2πi q · (RI,0 − RJ,n′)
)
(3.8)
MI , MJ and RI,0, RJ,n′ are masses and positions of each atom plus an
additional phase factor, because the atom I is located in the primitive unit
cell and J in the n′ unit cell of the supercell. Effects due to periodic boundary
conditions are included by displacing only atoms in the central unit cell
(n = 0) and calculating the effect of the displacement on all the atoms in the
SC. At discrete wave vectors q the finite difference method is exact, if the
condition
exp (2πi q · L) = 1 (3.9)
is fulfilled (L is the lattice vector of the SC). Better accuracy of the phonon
dispersion is achieved by choosing a larger SC.
The great advantage is that the calculation uses the same computational
setup as other electronic structure calculations. To describe the phonon
modes at a reciprocal-lattice vector q, the linear dimension of the SC is of
the order of 2π‖q‖ . Calculating a detailed phonon dispersion is demanding,
because the cost of an interatomic-force constant calculation will scale as
3Nat × NUC where NUC is the number of unit cells in the SC and the factor
3 accounts for the three generally independent phonon polarisations. For-
tunately, making use of symmetry relations in the crystal can reduce the
computational effort and phonons are often well behaved in regular solids
and can be interpolated reducing the SC size needed [245].
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4 Ab initio Atomistic Thermodynamics
So far, density-functional theory (DFT) was used to gain insight into ma-
terial properties. To include the effects of temperature and pressure on
the macroscopic system, ab initio atomistic thermodynamics is applied. It
combines the results from DFT with concepts from thermodynamics and
statistical mechanics [340, 279, 280, 259, 260]. Of particular interest in this
work are phase diagrams to show conditions at which thermodynamically
distinct phases can occur at equilibrium.
In this chapter the ab initio atomistic thermodynamic formalism are de-
scribed and its connection to DFT calculations. In particular, two question
are relevant for this work:
1. How to determine the coexistence of materials in different phases?
2. How can the energetics of different surface phases be compared?
4.1. The Gibbs Free Energy
The coexistence of different phases as well as the stability of different single-
component surface phases are best represented in a p-T-diagram. Such a
diagram is described by an isothermal-isobaric ensemble. In this ensemble,
the number of particles N, the pressure p, and the temperature T are inde-
pendent variables. The corresponding characteristic state function is the
Gibbs free energy
G(T, p) = U − T · Scon f + p ·V, (4.1)
where U is the internal energy, Scon f is the configurational entropy and V is
the volume. In the harmonic approximation, we can rewrite U as a sum of
the Born-Oppenheimer (BO) energy EBO (obtained from electronic structure
calculations) and the vibrational free energy Fvib.
U = EBO + Fvib (4.2)
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The vibrational free energy Fvib then can be written as
Fvib = Evib − TSvib (4.3)
where Evib is the vibrational energy and Svib the vibrational entropy.
The vibrational free energies: In the previous chapter, the phonon disper-
sion in the harmonic approximation ωη(q) and the phonon density of states
(phonon-DOS) were calculated using the finite difference method. The micro-
scopic partition function Z(T, ω) can be calculated from the phonon-DOS
and then be used to determine the thermodynamic state functions Evib and
Svib of a solid









Inserting Eq. 4.4 into Eq. 4.3 leads to
















In some cases, it is sufficient to include only the vibrational free energy
contribution that originates from zero point vibrations. In this case the







Phase stabilities and the quasiharmonic approximation
Materials of the same chemical composition can occur in different phases,
such as graphite and diamond or the different polytypes observed for silicon
carbide. The most stable phase for a given temperature and pressure is the
one with the lowest Gibbs free energy (Eq. 4.1).
The volume of a material changes with the temperature at constant pressure.
This phenomenon is referred to as thermal expansion. The basic physical
idea is that as the temperature rises the amplitude of the lattice vibrations
increases, so that due to anharmonicities, the average value of the nuclear
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displacement changes. The nuclei, then, spend more time at distances
greater or smaller than the original interatomic spacing and on average the
atomic bond length changes. The whole crystal changes, so that the volume
dependent free energy is minimised.
In this work, we only consider free energy contributions from phonons,
as they dominate the thermal properties in the systems of interest. The
equilibrium structure at any temperature is always that with the lowest free
energy
F(T, V) = E(V) + Fvib(T, V) (4.7)
where E(V) is the volume dependent total energy, Fvib is the vibrational free
energy (Eq. 4.5). We use a phonon-based model, the so-called quasiharmonic
approximation (QHA), to describe volume-dependency of the vibrational
free energy (Eq. 4.5) thermal effects. In the QHA the unit cell volume
is an adjustable parameter. The basic assumption is that the harmonic
approximation holds separately for a range of different volumes, so that
the temperature dependence of the phonon frequencies arises only from
the dependence on the crystal volume. Since by expanding the volume the
local minimum of the BO surface changes, so does the phonon dispersion
leading to a change in the phonon-DOS and therefore in the vibrational free
energy.
4.2. The Surface Free Energy
In this section, we focus on different surface phases. We are interested in
the surface phase in equilibrium with its environment (e.g., background
gas or the silicon carbide (SiC) bulk). This means that the environment
acts as a reservoir, because it can give or take any amount of atoms to
or from the sample without changing the temperature or pressure. The
Gibbs free energy (Sec. 4.1) is the appropriate thermodynamic potential to
describe such a system. The Gibbs free energy G(T, p, Ni) depends on the
temperature and pressure, and on the number of atoms Ni per species i in
the sample. The most stable surface phase and geometry is then the one
that minimises the surface free energy. For a surface system that is modeled
by a slab with two equivalent surfaces the surface free energy is defined
as:
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where A is the area of the surface unit cell, G(T, p, Ni) is the Gibbs free energy of
the surface under consideration, Ni is the number of atoms of element i and µi the
element’s chemical potential and Nc the total number os different chemical species.
The Gibbs free energy is given by Eq. 4.1 with Eq. 4.2 as an approximation to the
internal energy U.
In this work, we are interested in surface phases in equilibrium with the bulk
phase. In a solid like SiC the compressibility is extremely low 1. Therefore,
the contribution of the p ·V term in Def. 4.2.1 to the surface free energy will
be neglected. In general, vibrational energy contributions can be included
and may lead to small shifts. However, the necessary phonon calculations
of a large surfaces including more than 1000 atoms are computationally
demanding and not always feasible. We neglect vibrational free energy Fvib
and configurational entropy contribution T · Scon f to the surface free energy.
Only the total energy term EBO is left as the predominant term. This allows












For the input energies EBO we use total energies obtained from DFT calcu-
lations. DFT total energies are related to a thermodynamical quantity only
in a restricted way. They correspond to the internal energy U Eq. 4.2 at zero
temperature and neglecting zero-point vibrations.
Range of the chemical potential
The limits of the chemical potentials are given by the formation enthalpy of
1The volume of cubic silicon carbide (3C-SiC) changes by a factor of V/V0 = 0.927 at
a pressure of 21.6 GPa and temperature of T = 298 K [300, 313]. In this work we are
interested in a low-pressure regime (< 1MPa). In this pressure regime the change of
the 3C-SiC bulk volume is negligible.
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SiC. The enthalpy of a system is
H(T, p) = G(T, p) + T · Scon f = U + p ·V, (4.10)
The enthalpy of formation ∆H f is the energy released or needed to form a
substance from its elemental constituents in their most stable phases.
Definition 4.2.2. The enthalpy of formation ∆H f
The enthalpy of formation ∆H f is the difference between the standard enthalpies of
formation of the reactants and of the products.









where Np is the total number of products involved in the process, Hi is the enthalpy
of the product i and its respective stoichiometric coefficient, Ni, and Nr is the total
number of reactants, Hj is the enthalpy of the reactant j and Nj its stoichiometric
coefficient.
∆H f (SiC)(T, p)

< 0 . . . products form
= 0 . . . reactants and products are in equilibrium
> 0 . . . products precipitate into its reactants
As before for the surface free energy (Def. 4.2.1), we will neglect the p ·V
and temperature and vibrational contributions to the internal energy U in
Eq. 4.10. Then, we can express the enthalpy of formation ∆H f in terms of
total energies obtained from DFT calculations.
Throughout this work, we address SiC surfaces grown by high temperature
silicon (Si) sublimation. Here, the SiC bulk is in equilibrium with the
surrounding gas phase. The gas phase is atomic carbon (C) and Si reservoirs,
which supplies or takes away atoms from the surface. The stability of the
SiC bulk dictates µSi + µC = EbulkSiC where E
bulk
SiC is the total energy of a SiC
bulk 2-atom unit cell.
As a next step the limits of the chemical potential have to be defined. The
allowable range of the chemical potentials µSi and µC under equilibrium
conditions are fixed by the elemental crystal phases of Si and C. The dia-
mond structure for Si is the appropriate bulk phase, but for C, there is a close
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competition between diamond and graphite [23, 347, 348]. Both reference
systems will be included in our analysis. In Ch. 6 and Appendix A a detailed
discussion on the competition between the two C phases is presented.
Finding the maximum of the chemical potentials:
The bulk phases define the upper chemical potential limits. Above these










Applying the approximations to the enthalpy of the products and reactants
in Def. 4.2.2 discussed above, we will use total energies E obtained from









for the maximum chemical potential of Si and C.
Finding the minimum of the chemical potentials:
Using the equilibrium condition of Def. 4.2.2 µC + µSi = EbulkSiC , we find for
the minimum chemical potential for C





























The chemical potentials, µC and µSi, can be experimentally manipulated for
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example through the substrate temperature and background pressure of
gases that supply Si or C [259, 329, 67, 302]. A precise control of the reser-
voirs provided by the background gases (for instance, disilane (Si2H8) [329])
is desirable, but calibration variations [202] may require exact (T, p) ranges
to be adjusted separately for a given growth chamber.
It is important to note, that small changes in the chemical potentials do
not necessarily correspond to small changes in the experimental conditions
(temperature and pressure). For example, a drastic change in the number of
Si (NSi) and C (NC) atoms can correspond to a small change of the corres-
ponding µ. To cross beyond the carbon rich limit of graphite (or diamond)
in equilibrium all Si has to be removed from the SiC crystal.
In this chapter, a bridge between DFT calculations and macroscopic phase
stability was built. The ab initio atomistic thermodynamics approach is a tool
to compare different systems, bulk or surfaces, that are in thermodynamic
equilibrium. However, it cannot give any information about the process
of the phase formation or kinetic effects during the growth process. Non-
etheless, a first very important step when dealing with systems in different
phases, is to identify the thermodynamic equilibrium state.
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5 The Kohn-Sham Band Structure
Chapter 2 introduced the basic concepts of density-functional theory (DFT).
Kohn and Sham turned the Hohenberg-Kohn theorems (Sec. 2.1) into a
computationally feasible scheme (Sec. 2.2) by mapping the system of inter-
acting particles onto a fictitious system of non-interacting particles, that
reproduces the same electron density as the many-body problem of interest.
The central quantities obtained in DFT are the total energy and the electron
density.
In this section and throughout this work, we will look at the Kohn-Sham
band structure by plotting the Kohn-Sham eigenvalues εi(k) along high-
symmetry lines in the Brillouin zone (BZ). Also DFT is a ground-state
theory, the Kohn-Sham band structure can provide a first insight into the
electronic structure of a surface or crystal, if interpreted with care.
The Bulk Projected Band Structure In an electronic structure calculation,
the transition from a three dimensional crystal with periodic boundary
conditions in all three directions to a two dimensional surface breaks the
symmetry of the direction perpendicular to the surface. For a surface, the
periodicity in the x-y-plane is conserved, but broken along the z-direction.
Figure 5.1 illustrates, how the periodicity of a periodic solid is broken along
the z-axis. In practice, the surface is calculated within periodic boundary
conditions. Surface calculations are realised by inserting a vacuum region
between the surface slabs as illustrated in Fig. 5.1b. The slab, then is re-
a. b. c.
Figure 5.1.: (a) shows a periodic cubic silicon carbide (3C-SiC) crystal. In (b) the periodicity
is broken by inserting a vacuum region along the z-axis. The bottom C atoms of the slab
are terminated by H atoms. In all surface calculations periodic boundary conditions are
applied. Hence the surface slab is periodically repeated along the z-direction as shown in
(c).
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peated periodically along the z-direction (Fig. 5.1c). Hydrogen (H) saturates
the dangling bonds of the bottom carbon (C) atoms in order to avoid spuri-
ous interactions or electron transfer. As a consequence of the symmetry
breaking, the wave number kz of the Bloch waves is no longer a good
quantum number. In the lateral directions the crystal surface is still periodic.
Therefore the wave vector k‖ are still good quantum numbers.
Figure 5.2.: A projected bulk band
structure is illustrated schematically.
For wave vectors k⊥ perpendicu-
lar to the surface bulk states appear.
For different k⊥ the band energies
between the lowest and highest val-
ues correspond to regions of bulk
states. These bulk states are shaded
in grey in the band structure along
wave vectors parallel to the surface
k‖. Outside the shaded bulk regions
surface states can occur. (Figure cour-
tesy of Johan M. Carlsson Interna-
tional Max-Planck Research School
“Theoretical Methods for Surface Science
Part I” (Presentation) )
The surface band structure can be characterised by a two dimensional
surface BZ1. A projected band structure, as shown in Fig. 5.2, is a very
helpful tool to identify and analyse electronic surface states. Any wave
vector k in the BZ splits into a component perpendicular to the surface k⊥
and one parallel k‖
k = k‖ + k⊥. (5.1)
For each k-point in the surface plane there is a range of k-vectors with a
perpendicular component. To identify the bulk states in the 2-dimensional
surface BZ the bands are calculated along a path in the surface BZ for
different k⊥. Due to the broken symmetry, the band energies for different
k⊥ change. The region between the minimum and maximum band energy
is shaded, like illustrated in Fig. 5.2. The shaded regions correspond to bulk
states. Outside the bulk regions surface bands can appear. They correspond
to states localised at the surface for example due to unsaturated bonds at
the surface.
1A detailed discussion of the projection of 3 dimensional onto 2 dimensional Brillouin





Before investigating the hybrid SiC-graphene structures, we will focus on
the pure bulk structures of crystalline carbon (C) and the substrate SiC. Both,
the substrate SiC and crystalline carbon phases exhibit a close competition
of different polymorphs.
We introduced the ab initio atomistic thermodynamics formalism in Ch. 4.
This formalism allows us to compare the stability of different phases in a
chemical potentials range. The reference bulk phases SiC and crystalline C
and Si determine the limits of the chemical potential (Sec. 4.2). In this part
we will discuss bulk SiC, crystalline C in detail.
SiC is observed in more than 250 different crystalline forms [57]. The
basic building block of any SiC polymorph is a Si-C-bilayer ordered in a
hexagonal lattice. The different polytypes of SiC differ in the stacking order
of these Si-C-bilayers. Only the technologically most relevant polytypes
are introduced in this chapter: 3C-SiC, and the hexagonal structures 4H-SiC
and 6H-SiC.
The situation of the carbon polymorphs is very different, in the sense that
the bonding characteristics change from a strong covalent tetrahedral - sp3
hybridisation in the case of C-diamond to planes of carbon atoms covalently
bonded by planar sp2 hybrid orbitals. A single plane is called graphene,
graphene layers stacked on top of each other and bonded by van-der-Waals
(vdW) forces form graphite. It is a challenge for electronic structure theory
to correctly describe the interlayer bonding in graphite. In the following,
we discuss the accuracy we can achieve with the methodology used in this
work. The energetic competition between graphite and diamond at room
temperature is very close. In Appendix A, we discuss the phase coexistence
of graphite and diamond.
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6 Carbon-Based Structures
Carbon is arguably the most versatile element in the periodic table of chem-
ical elements, due to its ability to form up to four covalent bonds by s-p
orbital hybridisation in various ways: tetrahedral - sp3, planar - sp2 or linear
- sp bonds. If we take oxygen and hydrogen also into consideration, carbon
builds the structural backbone of an enormous variety of organic molecules
providing the basic building blocks of life itself. Even if we only consider
materials solely built from carbon atoms the structural diversity is large.
The two most commonly known carbon allotropes are the three dimensional
crystalline structures: diamond and graphite.
In diamond, carbon atoms arrange in a face-centered cubic lattice with two
atoms in the unit cell, called diamond structure (see Fig. 6.1 a). The bond
network is build from four identical sp3-tetrahedral hybrid orbitals. The
strong covalent C-C-bonds make diamond an extremely strong and rigid
material with an exceptionally high atom-number density. Diamond is an
insulator with an optical band gap corresponding to ultraviolet wavelength
resulting in its clear and colourless appearance.
Graphite on the other hand is a semimetal with good in-plane conductance
giving it its opaque grey-black appearance with a slight metallic shimmer.
Its structure differs from the diamond structure as it is a layered material (see
Fig. 6.1 b). Each layer is formed by carbon atoms arranged in a honeycomb
lattice. The s, px and py orbitals hybridise to form planar sp2 bonds. The
non-hybridised pz orbitals are oriented perpendicular to the plane and
form weak π bonds with each of its neighbours [250]. The carbon planes
are stacked on top of each other and bonded by weak vdW forces. This
weak inter-plane bonding makes graphite soft enough to draw a line on a
paper. The very different nature of the in-plane and out-of-plane bonding
leads to highly anisotropic electronic, mechanical, thermal and acoustic
properties, because electrons as well as phonons propagate quickly parallel
to the graphite planes, but they travel much slower from one plane to the
other.
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Figure 6.1.: Shows five different carbon structures. The two commonly known three
dimensional carbon crystals: a. diamond and b. graphite. A single layer of graphite forms
graphene a sp2 bonded two-dimensional structure, labeled c. d. shows an example of a
carbon nanotube and e. the Buckminster-Fullerene - C60, also-called Buckyball.
A single graphite sheet is called graphene (see Fig. 6.1 c). In one of the
earliest graphene related studies, graphene was used as a theoretical model
to gain a deeper understanding of the graphite band structure [338]. Wal-
lace [338] first showed the unusual band structure with linear dispersing
electronic excitations characterising graphene as a semimetal. At that time,
two-dimensional crystals such as graphene were expected to be thermo-
dynamically unstable and therefore served as theoretical model systems
only [50]. 57 years after Wallace’s publication [338], the modern era of the
graphene “gold-rush” started when Novoselov, Geim et al. succeeded in
isolating a single layer of graphene from a pencil stroke using Scotch tape
[235]. Since 2004 the interest in graphene has boomed and the publication
trends in this area have been nearly exponential. The extent of the “graphene
hype” is visualised in Fig. 6.2. For comparison the number of publications
per year for SiC and for the hybrid SiC-graphene system are included as
well. Figure 6.2 clearly demonstrates the rapid growth of interest in this
extraordinary two-dimensional material, while the number of publications
for SiC has been almost constant for the last 20 years. In 2010, Andre K.
Geim and Konstantin S. Novoselov at the University of Manchester were
arwarded the Nobel Prize in Physics "for groundbreaking experiments re-
garding the two-dimensional material graphene". This atomically thin and
highly robust carbon layer is a promising material for future nano-electronic
components [333, 102, 287, 233, 234].
A single sheet of graphene rolled along a given direction and reconnected
the C-C bonds at the end, gives carbon nanotubes shown in Fig. 6.1 d [149].
For many physical aspects they show the behaviour of a one-dimensional
object.
Introducing pentagons in a single sheet of graphene creates a positive
curvature. In this way, the carbon atoms can be arranged spherically form-
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Figure 6.2.: Number of publications per year as given in a Web-of-Science search for the
keywords ’graphene’, ’silicon carbide’ and both keywords together [321].
ing so-called fullerenes molecules [174] (see Fig. 6.1 e). They have discrete
energy states and can be thought of as zero-dimensional objects.
In summary, we introduced zero-, one-, two-, and three-dimensional carbon
structures. In this work, we are mainly interested in the three- and two-
dimensional carbon allotropes, graphene, graphite and diamond.
6.1. The Ground State Properties of Diamond,
Graphite and Graphene
The aim of this Section is to characterise the structural properties and the
thermodynamic stability of diamond, graphite and graphene from ab initio
electronic structure calculations (Part I). In the description of thermody-
namic properties, such as the thermal expansion of the bulk phases, vi-
brational properties play a crucial role. The crystalline carbon structures
have been subject to extensive theoretical and experimental studies (e.g.
[349, 164, 103, 221, 250] and references therein).
We employ density-functional theory (DFT) using the FHI-aims all-electron
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code [32, 133] with ’tight’ numerical settings (Appendix B). We compare
results obtained from different approximation to the exchange-correlation
functional using the Perdew-Burke-Ernzerhof generalised gradient approx-
imation [246] (PBE), the local-density approximation (LDA) [249] and the
HSE hybrid functional with α=0.25 and ω=0.11 bohr−1 [175] (HSE06). For
an accurate description of the different crystalline phases, in particular the
interlayer bonding in graphite, we include the effect of long-range electron
correlations in an effective way using a vdW correction (Ch. 2.4) forPBE
and Heyd-Scuseria-Ernzerhof hybrid functional [138, 175] (HSE).
To calculate equilibrium lattice parameters two different methods are used
in this work. The first method minimises the energy with the help of
analytic forces and stress tensor as implemented in the FHI-aims-code
[169]. For finding a minimum of the DFT based potential energy surface
(PES) corresponding to the equilibrium lattice parameters, a minimisation
based on analytic forces and stress tensor gives the most accurate results.
The second method is based on numerically fitting computated energies
for different volumes to the Birch-Murnaghan (B.-M.) equation of states
Def. 6.1.1, which is used to account for temperature effects.
Table 6.1 lists the structural parameter and the cohesive energy for diamond,
graphite and graphene for different exchange-correlation functionals (LDA,
PBE, HSE06 and vdW corrected PBE+vdW and HSE06+vdW) based on
minimising the Born-Oppenheimer potential energy surface with the help
of analytic forces and stress tensor.
The experimentally reported energy difference between diamond and graph-
ite at T=0 K is 25 meV/atom [23] and 150 meV/atom [40]. Based on
the potential energy minima (no zero-point vibrational correction (ZPC))
Tab. 6.1 graphite is found to be more stable than diamond in PBE+vdW
by 60 meV/atom. This is qualitatively consistent with the extrapolated
experimental phase hierarchy. In plain PBE graphite is overstabilised by
130 meV/atom. In LDA, both phases are similarly stable: Considering only
the potential energy surface, diamond is slightly more stable (by 12 meV),
but already the inclusion of ZPC[347] neutralises this balance (graphite
more stable by 3 meV/atom).
As a next step, we include temperature effects by accounting for zero-point
vibrational effects. At constant pressure, the equilibrium volume of a mater-
ial changes with temperature. In Sec. 4.1, we saw that the thermal expansion
can be understood in terms of lattice vibrations. We introduced the quasihar-
monic approximation (QHA) to calculate the volume dependent potential
energy surface. The basic assumption of the QHA is that the anharmonicity
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Diamond
Functional a0 [Å] V/atom [Å3] Ecoh [eV/atom]
LDA PES 3.533 5.51 -8.95
PBE PES 3.572 5.70 -7.74
PBE+vdW PES 3.551 5.60 -7.94
HSE06 PES 3.548 5.58 -7.56
HSE06+vdW PES 3.531 5.51 -7.76
Exp. 3.567 [330] 5.67 [330] -7.356+0.007−0.039 [40]
Graphite
Functional a0 [Å] c0 [Å] V/atom [Å3] Ecoh [eV/atom]
LDA PES 2.445 6.643 8.598 -8.94
PBE PES 2.467 8.811 11.606 -7.87
PBE+vdW PES 2.459 6.669 8.762 -8.00
HSE06 PES 2.450 8.357 9.017 -7.65
HSE06+vdW PES 2.444 6.641 8.591 -7.78
Exp. 288.15K [226] 2.456±1e−4 [226] 6.694±7e−4 [226] 8.744 -7.371+0.007−0.039 [40]
Graphene
Functional a0 [Å] A/atom [Å2] Ecoh [eV/atom]
LDA PES 2.445 2.589 -8.92
PBE PES 2.467 2.634 -7.87
PBE+vdW PES 2.463 2.627 -7.91
HSE06 PES 2.450 2.599 -7.65
HSE06+vdW PES 2.447 2.596 -7.69
Table 6.1.: The structural and cohesive properties of diamond, graphite and graphene
are listed for different exchange-correlation functionals (LDA, PBE, HSE06 and vdW
corrected PBE+vdW and HSE06+vdW): The lattice parameters a0 [Å] and for graphite c0
[Å] calculated by minimising the energy with the help of analytic forces and stress tensor
as implemented in the FHI-aims-code [169]. The cohesive energy Ecoh [eV] as obtained in
this work. Reference data from experiment is included. “PES” refers to results computed
based on the Born-Oppenheimer potential energy surface without any corrections.
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is restricted to the change of the volume without any further anharmon-
icities, so that the lattice dynamics can still be treated within the harmonic
approximation (Ch. 3). The equilibrium volume for every temperature is
given by minimising F(T, V) = E(V) + Fvib(T, V) (Eq. 4.7) with respect to
the volume at a fixed T. For F(T, V) analytical gradients are not available.
In this case, the free energy potential surface is sampled by calculating the
Helmholtz free energy (Eq. 4.7) for different volumes. Then, the equilibrium
volume is calculated by fitting the F(T, V) pairs to the B.-M. equation of
states Def. 6.1.1 for every temperature T [223, 27].
The B.-M. equation of state describes the change of energy with the volume
at constant temperature.
Definition 6.1.1. Birch-Murnaghan equation of state





















. . . Bulk modulus
V0 . . . equilibrium
volume
B′0 . . . Bulk modulus derivative
with respect to pressure at
p = 0
Table 6.2 gives the ground state lattice parameter for graphite and diamond
calculated without any temperature effects by fitting to Def. 6.1.1. We also
include the ZPC lattice parameter calculated with PBE+vdW. The ZPC
lattice parameter were calculated by Florian Lazarevic and were presented
as part of his Master thesis [184]. Exemplary phonon band structures and
the details of the underlying phonon calculations are given in Appendix D.1.
Temperature effects beyond the ZPC and the diamond graphite phase coex-
istence line are presented in the Master thesis by Florian Lazarevic [184] or
in Appendix A.
For diamond, only one lattice parameter has to be determined, so the fitting
routine is straightforward to apply. In graphite, two parameters have to
be obtained: the in-plane lattice parameter a and the out-of-plane lattice
parameter c. In this case, first the ratio ac that minimises the energy for a
fixed volume is determined by a polynomial fit. Then the minimum energy
obtained from the polynomial fit enters the B.-M.-fit.
48
Diamond Graphite
Functional a0 [Å] V/atom [Å3] Ecoh [eV] a0 [Å] c0 [Å] V/atom [Å3] Ecoh [eV]
LDA PES 3.533 5.512 -8.95 2.445 6.647 8.603 -8.94
ZPC 3.547 5.58
PBE PES 3.573 5.702 -7.86 2.446 8.653 11.39 -8.00
PBE+vdW PES 3.554 5.611 -8.06 2.464 6.677 8.777 -8.13
ZPC 3.581 5.74 2.465 6.674 8.780
Table 6.2.: Calculated ground state lattice parameter a0 and c0, unit cell volume per atom
and cohesive energies for diamond and graphite using Def. 6.1.1. “PES” refers to results
computed based on the Born-Oppenheimer potential energy surface without any correc-
tions. We also include ZPC lattice parameters. (Data taken from Master thesis by Florian
Lazarevic [184])
The lattice parameters obtained by fitting show good agreement with the
lattice parameter obtained by lattice relaxation Tab. 6.1. The only exception
is the out-of-plane lattice parameter c0 of graphite calculated using the PBE
exchange-correlation functional. We present a detailed discussion of the
interlayer bonding of graphite for different exchange-correlation functional
in Sec. 6.2. It shows, that using PBE gives a very weak interlayer bonding
resulting in large interlayer spacing. This means, that small changes in the
energy can correspond to large changes in the lattice parameter c0, making
an accurate polynomial fit as well as a stress minimisation difficult. Apart
from this special complication, the minimisation procedure is able to give
reliable and accurate equilibrium volumes.
We also calculated the lattice paramter including ZPC for graphene using
PBE+vdW. The phonon band structure of graphene and the details of the
underlying phonon calculation used, are given in Appendix D.1. For the
zero-point corrected lattice parameter in graphene, we found 2.471Å.
The difference between the cohesive energies obtained for the stress tensor
based lattice relaxation (Tab. 6.1) and the B.-M.-fit (Tab. 6.2) are more pro-
nounced. The largest cohesive energy difference was found for graphite.
For the PBE and PBE+vdW exchange-correlation functionals the difference
is 0.13 eV. The cohesive energies in Tab. 6.1 are obtained from self-consistent
DFT total energies, while the energies in Tab. 6.2 were obtained by a fitting
procedure. For graphite two different energy fits are included in the cohes-
ive energy, first a polynomial fit to obtain the ratio between the minimum
energy with respect to the ration between the lattice parameter a and c. This
energy then enters the B.-M.-fit.
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6.2. The Challenge of Inter-planar Bonding in
Graphite
In Section 6.1 and Appendix A, we are confronted with the challenge of
determining the equilibrium crystal structure of graphite. The difficulty
originates from the strongly anisotropic bonding in graphite. While the
bond length of the strong covalent in-plane bonds are well described for
a variaty of exchange-correlation functionals (see Tab. 6.1 and 6.2), the
interaction between the layers is very weak and is generally attributed to
vdW forces. Closely related to the question of the interlayer bond distance is
the interlayer energy. Unfortunately, a computational investigation within
DFT of the interlayer bonding in graphite is a challenge. The problem arises
from the local and semi-local approximation to the exchange-correlation
functional commonly used in DFT and the intrinsically long-range nature
of vdW-bonding. For an accurate description of the interlayer bonding
in graphite long range electron correlation effects have to be included in
DFT calculations (Ch. 2.4). The inclusion of vdW effects is a very active
scientific area of its own (e.g. see [271, 116, 182, 117, 188, 326, 325, 324,
5] and references therein). Björkman et al. [28] and Graziano et al. [115]
gave a detailed discussion of incorporating vdW-effects in the theoretical
description of layered materials.
In this section, we focus on the comparison of two different vdW correction
schemes: the well established Tkatchenko-Scheffler (TS) scheme [326] and
the latest progress incorporating many-body effects [325, 324, 5]. Both vdW
schemes depend on the electronic density. Recapping briefly the summary
of the vdW section (Sec. 2.4), the TS approach is based on a non-empirical
method that includs a sum over pairwise interactions. The many body
approach includes long-range many-body dispersion (MBD) effects employ-
ing a range-separated (rs) self-consistent screening (SCS) of polarisabilities
[324, 5] (MBD@rsSCS). It captures non-additive contributions originating
from simultaneous dipole fluctuations at different atomic sites, leading
to an improved overall screening and accounts for long-range anisotropic
effects.
However, the determination of the graphite interlayer binding energy is
not just a challenge for theory. To our knowledge, four different experie-
ments have been published reporting binding energies in the order of
30-55 meV/atom [106, 17, 350, 201]. In the literature, three different ener-
gies are used to describe the interlayer binding energy: exfoliation energy,
binding energy and cleavage energy. The differences between these three terms
are subtle. Björkman et al. [29] gave an illustative description of this three
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Figure 6.3.: The interlayer binding energy sketch for three different types of binding: a.)
exfoliation energy, b.) binding energy, c.) cleavage energy. In (a) and (b), the layer of interest is
marked by a box. The scissor and dashed line for the exfoliation (a) and cleavage (c) cases
illustrates how the crystal is cut.
energies in the supplemental material of Ref. [29]. We here will follow their
line of argumentation. For completeness we will briefly derive the three
energies.
Figure 6.3 shows a sketch of the different terms for the binding energy.
The interaction energies between two layers are labelled as ε1 for nearest
neighbours, ε2 for second nearest neighbours etc. The exfoliation energy
(EXF) is the energy to remove a single carbon layer (marked by a box in
Fig. 6.3 (a)) from the graphite bulk structure. We assume that energy con-
tributions originating from in-plane relaxation are neglectible, which is a
good assumption for AB stacked graphite 1. From Fig. 6.3 (a) we see, that
EXF is a sum of the interaction energies





We determine EXF by calculating the total energy of a graphite slab with
n layers (En), of a graphite slab with n − 1 layers (En−1) and an isolated




(En − (En−1 + E1)) (6.2)
where E stands for calculated DFT total energies and Natom is the number
of atoms in the graphite slab.
1 The assumption does not necessarily hold for graphite layers rotated by an arbitray
angle, because due to the rotation there might be regions close to AA and other close to
AB stacking. AA and AB stacked graphite have different interlayer distances [220]. This
difference results in a layer corrugation and consequently in in-plane relaxation, which
leads to sizeable energy contributions.
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Another relevant energy is the energy needed to separate all layers from
each other by increasing the interlayer distance – the binding energy (EB)
(Fig. 6.3 (b)). When we stretch the crystal to separate the individual layers
from each other we break two bonds, but since the bonds are shared the







2 · εn. (6.3)
A comparison of Eq. 6.1 and Eq. 6.3 shows that the exfoliation energy is
equal to the binding energy per layer. We calculate the binding energy of








where Egraphite (Egraphene) is the total energy of graphite (graphene) and
Nlayer is the number of layers. In the case of an infinite large slab, Eq. 6.2
gives the same energy as Eq. 6.4. In practice, Eq. 6.4 is used to calculate
interlayer binding energies.
The cleavage energy is the energy required to split a graphite crystal in two
halves (see Fig. 6.3 (c)) or, in other terms, it is the energy to create two units
of surface. The cleavage energy expressed in terms of εn is




n · εn = 2 · Esur f (6.5)
Comparing Eq. 6.3 and Eq. 6.5 shows, that Eq. 6.5 is greater than the binding
energy and can only serve as an upper bound of the binding energy. The
definitions of the exfoliation energy, binding energy and cleavage energy





























































































































































































































































































Finding an accurate description of the graphite interlayer binding energy is
an ongoing quest in experiment and theory alike. We first summarise the
history of the search for the graphite interlayer binding energy (Fig. 6.4).
The four experiments [106, 17, 350, 201] and the improved interpretation
of the 2012 experiment [113] are shown as crosses. Girifalco and Lad [106]
gave their measured binding energy in units of ergs/cm2, the value of
260 ergs/cm2 was erroneously converted to 23 meV/atom (included in
Fig. 6.4 as a dashed line) instead of the correct 42 meV/atom. In the literature
both values were used reference. The different theoretical values are shown
as filled circles. The colour of each circle depends on the experimental
work cited. A full list of theoretical and experimental values of the graphite
binding energy is given in Appendix J.
Figure 6.5.: Binding energy EB of graphite as a function of the interplanar distance d
using LDA, PBE, HSE06 and two different vdW correction schemes (TS [326] and MBD
[325, 324, 5]). The symbols mark EB at the equilibrium interlayer distance. The vertical line
marks the experimental lattice spacing of c0 = 6.694Å [226]. For comparison EB values
from RPA@PBE calculations ( (1) Lebègue et al. [185], (2) Olsen et al. [239]) and from
experiment ( (3) Girifalco et al. [106], (4) Benedict et al. [17], (5) Zacharia et al. [350], (6) and
(7) Liu et al. [201, 113]) are included.
We first discuss the experimental data included in Fig. 6.4. In 1954, Girifalco
and Lad provided the first experimental value EXF = (42.5± 5) meV/atom
for the graphite exfoliation energy obtained indirectly from heat of wetting
measurements [106]. In a unique experiment Benedict et al. determined the
binding energy of twisted graphite based on transmission electron micro-
scopy (TEM) measurements of the radial deformation of collapsed multiwall
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carbon nanotubes. Carbon nanotubes with large radii collapse and lose
their circular cross-section, because of an interplay between the intersheet
attraction and the resistance to elastical deformation of the curvature of the
carbon nanotube (mean curvature modulus). The TEM data was evaluated
by continuum elasticity theory and a Lennard-Jones (LJ) potential for the
description of the graphite sheet attraction. They found a binding energy
of EB = (35+15−10) meV/atom [17]. Zacharia et al. investigated the graphite
interlayer bonding by thermal desorption of polyaromatic hydrocarbons,
including benzene, naphthalene, coronene, and ovalene, from a basal plane
of graphite. To determine the interlayer binding energy of graphite Zacharia
et al. used the thermal desorption data. They assumed the interaction of
carbon and hydrogen atoms to be pairwise additive to the total binding
energy of the molecules. For the graphite cleavage energy they found
Ecleav = (61.65± 5) meV/atom and EB = (52.65± 5) meV/atom for the
binding energy [350]. Liu et al. performed the first direct measurement of
the graphite cleavage energy based on displacement measurements facili-
ating mechanical properties of graphite [353]. In the experiment a small
graphite flake (a few micrometer) was sheared from a graphite island. The
profile of the cantilever graphite flake was measured using atomic force
microscopy (AFM). They derived a relationship between the cleaving force
and the displacement from a parameterised LJ potential. They estimated
the binding energy to be 85% of the cleavage energy and obtained a value
of EB = (31± 2) meV/atom. In a recent work Gould et al. suggested that
the binding energy in the latter experiment might be substantially underes-
timated, because the experimental data were analysed using a LJ potential.
At large separation the LJ potential gives qualitatively incorrect interlayer
binding energies [75]. The other experimental results in the literature might
also be affected by the same difficulty!
From a theoretical point of view the description of the interlayer bind-
ing energy is equally challenging. Various methods were employed, ran-
ging from semi-empirical approaches to advanced first-principles calcu-
lations. The obtained values for the graphite interlayer binding energy
scatter widely (see Fig. 6.4). In Sec. 2.4, we already pointed out that stand-
ard local and semi-local approximations such as the LDA and the PBE
approximation to the exchange-correlation functional cannot capture the
inherently long range nature of vdW interactions. A common technique
to include the long-range tail of dispersion interactions is to add ener-
gies obtained using pairwise interatomic potential to DFT total energies
[116, 117, 128, 326, 118]. This approach led to binding energies between
43-82 meV/atom [119, 128, 7, 114, 200, 38, 42, 45]. Another approach is
the seamless inclusion of vdW interaction in the exchange-correlation func-
tional [271, 72, 182, 53, 322, 207, 272] resulting in binding energies between
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24-66 meV/atom [271, 167, 59, 207, 115, 272, 323, 22]. Spanu et al. [299]
applied a quantum Monte Carlo (QMC) method (variational Monte Carlo
and lattice regularized diffusion Monte Carlo [51]) to determine the layer
energetics (EB = (56± 5) meV/atom) and equilibrium lattice parameter
(d = 3.426 Å) of graphite. The calculations were performed in very small
simulation supercells (2× 2× 2) and finite-size effects may limit the accur-
acy of their results. Two groups applied DFT (PBE) based random phase
approximation (RPA) calculations of the correlation. RPA@PBE calculations
provide a more sophisticated method for treating vdW interactions. Both
groups found an equilibrium interplanar distance d = 3.34 Å. However
their binding energies differ by 14 meV/atom (EB = 48 meV/atom [185]
and EB = 62 meV/atom [239]). Lebègue et al. confirmed the EB(d)∼ c3/d3
behavior of the correlation energy at large distances as predicted by ana-
lytic theory for the attraction between planar π-conjugated systems [75].
Olsen and Thygesen [239] also calculated the binding energy with the same
k-point sampling as Lebègue et al. [185] and found a binding energy of
47 meV/atom. The remaining difference might originate from a different
setup of the projector augmented wave method. Using a very dense k-point
sampling of (26× 26× 8) to obtain the Hartree-Fock wave function they
found 62 meV/atom for the binding energy.
We calculated the graphite interlayer binding energy as a function of the
interplanar distance d = c0/2 for different exchange-correlation function-
als (LDA, PBE, HSE06) and vdW correction schemes (TS [326] and MBD
[325, 324, 5]) shown in Fig. 6.5. LDA is a purely local approximation to the
exchange-correlation functional. Therefore it is not capable of capturing
the long-range dispersion interactions. However, it gives a surprisingly
good equilibrium lattice parameter of 6.643 Å (Tab. 6.1), but it clearly un-
derestimates the binding energy in comparison to available experimental
and RPA@PBE values [275, 54, 318, 127, 185, 239]. The PBE curve shows
a very weak bonding (c0 = 8.811 Å). More interesting is the performance
of the vdW corrected exchange-correlation functionals. We first compare
the two different vdW correction schemes. For the pairwise TS scheme
we find an equilibrium lattice parameter of c0 = 6.669 Å for PBE+vdW
and c0 = 6.641 Å for HSE06+vdW in very good agreement with the ex-
perimental value of 6.694 Å [226]. The binding energies are overestimated
with 84.0 meV/atom (87.1 meV/atom) for PBE+vdW (HSE06+vdW), re-
spectively. Combining the MBD@rsSCS scheme with exchange-correlation
functionals (PBE and HSE06) should improve the overall description of the
graphite inter-planar bonding, because it additionally captures non-additive
contributions and accounts for long-range anisotropic effects. Indeed, for
the binding energy we find 47.6 meV/atom and 52.5 meV/atom for PBE in-
cluding van-der-Waals effects with full many-body treatment (MBD@rsSCS)
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[325, 324, 5] (PBE+MBD) and HSE06+MBD, respectively. In Fig. 6.5 in partic-
ular the PBE+MBD but also the HSE06+MBD curve show a good agreement
with the RPA data of Lebègue et al. [185] close to the minimum.
As discussed above, the interpretation of the experimental data is usually
based on the LJ potential, which might lead to an underestimation of the
binding energy in graphite [113]. Here, high quality theoretical values of
the graphite binding energy are a challenge because electronic structure
calculations are difficult to converge [239]. In the case of graphite interlayer
binding energies reliable benchmark data is still missing. However, a recent
high quality QMC study provides a benchmark value for bilayer graphene
[220]. In the work of Mostaani et al. [220], finite size effects were controlled
by using large supercells (6× 6). They obtained a binding energy for AB
stacked bilayer graphene of EB= 17.7 meV/atom and an inter-planar lattice
constant of 3.384 Å [220]. In comparison, we find binding energies of bilayer
graphene of EB= 22.0 meV/atom using PBE+MBD and of EB= 36.5 using
PBE+vdW. For bilayer graphene, we find good agreement for the binding
energy between PBE+MBD and high level benchmark data (QMC) and an
overestimation for PBE+vdW.
The MBD@rsSCS method is a very recent development. At the current state
of the implementation it is not yet optimised well enough to treat large
systems containg 1000s of atoms. Therefore, we will use the TS scheme for
most of the results presented in this work. The TS scheme is an accurate non-
empirical method to obtain the C6 coefficients from ground-state electron
density and reference values for the free atoms allowing for an equally
accurate treating of atoms in different chemical environments. On the
other hand, most methods based on the pairwise summation of C6/R6
coefficients rely on empirical or at least semiempirical determination of the
C6 coefficients [343, 116, 117]. In these methods the accuracy depends on the
detailed determination of the C6 coefficients. However, all methods based
on the pairwise summation of C6/R6 coefficients cannot capture the non-
additive contributions originating from simultaneous dipole fluctuations at
different atomic sites.
In summary, a reliable benchmark value for the graphite interlayer binding
energy is still missing both experimentally and theoretically. The main
obstacle is the correct description of the binding energy at large separa-
tions. In computational studies, a sum over pairwise C6/R6 interactions
is often used, leading to a EB(d)∼ c5/d5 behaviour, which is incorrect for
graphite [75]. The same problem arises when interpreting experimental
data [113]. The best result currently available is given by RPA calculations,
because RPA does not rely on assumptions of locality, additivity, nor C6/R6
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contributions [185, 239]. However, a very dense sampling of the Brillouin
zone (BZ) is needed for converged RPA calculations on graphite due to its
semimetallic behavior at the Fermi level, which is computationally chal-
lenging. In this section we demonstrated clearly the importance but at the
same time problematic description of the anisotropic long-range dispersion
effects in graphite. The best method currently available with FHI-aims is
the MBD@rsSCS correction scheme which accounts for non-additive contri-
butions. However, as this is very recent development most of the results
presented in this work were calculated using the pairwise TS correction
scheme.
6.3. The Electronic Structure of Graphene
The electronic properties of graphene originate from its very special crystal
structure. The graphene honeycomb lattice can be seen as two triangu-
lar sublattices lattice A and lattice B with one C atom in each. The two
sublattices are bonded by sp2 hybridisation of the 2s, the 2px and 2py C
orbitals forming strong in-plane σ bonds. The remaining 2pz orbital is ori-
ented perpedicular to the graphene x-y-plane. The neighbouring 2pz orbital
form delocalised states across the graphene plane, so-called π-bonds. Elec-
trons move easily in these π states resulting in the exceptionally electrical
conductivity of graphene.
Figure 6.6 a shows the hexagonal graphene Brillouin zone (shaded in grey).
The graphene reciprocal lattice vectors b1, b2 connect the Γ-point of the first
Brillouin zone to the neighbouring Γ-points (indicated as blue arrows). The
graphene Brillouin zone contains three high symmetry points:
Γ-point in the zone center,
M-point at the mid point of the Brillouin zone edge,
K-point at the corners of the Brillouin zone.
The graphene band structure of pritstine graphene on the level of PBE is
shown in Fig. 6.6 b. We used the PBE+vdW lattice parameter given in
Tab. 6.1. The graphene unit cell contains two π orbitals forming two bands.
These bands are referred to as π band, the bonding lower energy valence
band (indicated by an arrow in Fig. 6.6 b), and π∗ band, the anti-bonding
higher energy conduction band. The π bands touch at the K-point and
close the band gap which is why graphene is often referred to as a zero-gap
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Figure 6.6.: Subfigure (a) shows the graphene Brillouin zone (shaded in grey) and the high
symmetry points Γ, M and K (marked by blue points). (b) The band dispersion of graphene
on the level of PBE. The k-path is chosen along the high symmetry lines of the graphene
Brillouin zone as indicated by arrows in Subfigure (a).
semiconductor. The energy-momentum dispersion of the π and π∗ bands
around the K-point is approximately linear. The energy where the two π
bands touch is called the Dirac point (ED) (see Fig 6.6 b). The π bands of an
undoped graphene sheet are half-filled, ED equals the Fermi energy.
The doping of the graphene layer shifts the Dirac point with respect to the
Fermi level. In a neutral graphene layer ED equals the Fermi energy. The
position of the Dirac point is very sensitive to small doping concentrations.
This is a direct consequence of the linear dispersion of the bands in the
close vicinity of the K-point in the graphene BZ. In reciprocal space the
electronic structure of graphene in the vicinity of the Dirac point is formed
like a cone. The amount of dopants is proportional to the area enclosed
by the Fermi surface which can be approximated by a circle with the area
kF2π. In this simple model we find that the position of the Dirac point




However, as can be seen in Fig 6.6 b the π bands are not fully symmetric
in the vicinity of the k-point [35, 50, 79]. In the following, we examine
the shift of the Dirac point with respect to the Fermi level for different
doping concentrations. The position of the Dirac point with respect to
the Fermi level is influenced by hole and electron doping of the graphene
layer. We simulate the doping of the graphene layer using the virtual-crystal
approximation (VCA) [336, 278, 261]. The VCA ensures that the simulation
cell remains neutral and therefore allows to calculate a doped crystal using
periodic boundary conditions. This is achieved by removing a fraction of
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the positive nuclear charge δq of all carbon atoms and adding the same
amount of negative charge to the conduction electrons. This means that a
fractional electron of the charge −δq is transferred to the conduction band,
which gives the Fermi level in the VCA.
Figure 6.7.: The position of the graphene
Dirac point with respect to the Fermi level
for doping in the range of± 0.005 e−/atom
on the level of PBE. PBE+vdW lattice para-
meter were used (Tab. 6.1).
We used the two atomic graphene
cell introduced in Sec. 6.1 with the
lattice parameter optimised on the
level of PBE+vdW as given in Tab. 6.1.
The Fermi surface for different doping
changes only in a small region around
the K-point in the graphene Brillouin
zone. In order to accurately account
for these small changes, we chose a
very dense off-Γ k-grid with 48 points
in the in-plane x and y direction. A
full band structure similar to Fig 6.6 b
was calculated for 28 different doping
concentrations using PBE. We chose
a doping range of ±0.005 e−/atom,
which corresponds to a doping con-
centrations of 0.08%. Within the VCA
higher doping concentrations could be
included. However, for doping con-
centrations much higher than the ones
considered here at the order of a few
tenth of the atomic charge local effects
in the electronic structure may not be
captured by the VCA [261].
Figure 6.7 shows the Dirac energy (ED)
with respect to the Fermi level. In the range between −0.005 e−/atom and
zero the graphene layer is hole doped, so that the Dirac point lies above
the Fermi level. In this case the Dirac cone is not fully occupied resulting
in a p-type doped graphene layer (see diagram in Fig. 6.7). In the range
between zero and 0.005 e−/atom the graphene layer is n-type doped and
the Dirac point is shifted below the Fermi level. In Chapter 12, we will use
the here presented analysis of doping in pristine graphene to aid a better
understanding of the doping of epitaxially grown graphene.
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7 Silicon Carbide: The Substrate
The wide band gap semiconductor SiC is extremly rare in nature. Edward
G. Acheson found a wide-scale production method to synthesise SiC in
the early 1890’s [2]. The new material quickly found industrial application
as an abrasive because of its hardness1. Since then the interest in SiC has
continued. In the last 15 years, there has been a continuous interest in
SiC with an average number of publications of 1450± 350 per year (see
Fig. 6.2).
SiC has been applied in various fields, in particular for electronic devices
such as Schottky diodes and metal-oxide-semiconductor field-effect tran-
sistors for temperatures up to 973 K [26, 49]. The first prototype of a light
emitting diode (LED) was built using SiC in 1907 [282]. Later, SiC was com-
mercially used for blue LEDs [216] until the much more efficient gallium
nitride LEDs replaced it. SiC is also a promising material for nanoelec-
tromechanical systems such as ultrafast, high-resolution sensors, and high
frequency signal processing components [345]. For high-temperature ap-
plications such as temperature sensors or turbine engine combustion mon-
itoring, SiC is commonly used [49], due to its comparablely high thermal
conductivity of 490 Wm K for 6H-SiC compared to 149
W
m K for Si [295, 26] and
its low thermal expansion coefficient [195, 194, 159]. However, the indus-
trial application of SiC is limited, as the quality of the substrate material is
still below that of Si wafers although advances and improvements in the
growth process have been made [224]. Recently, SiC has received much
attention, because of its use as a substrate for epitaxial graphene growth by
high-temperature Si sublimation [18, 238, 20, 64, 82, 263]. It is regarded as
the most promising route to large scale growth of high quality graphene for
practical applications.
One of the most intriguing properties of SiC is the structural diversity with
more than 250 different crystalline forms [57]. In this chapter, we introduce
the three SiC polytypes, 3C-SiC, and hexagonal 4H-SiC and 6H-SiC most
relevant for this work, and their physical and electronic properties.
1On Mohs scale of mineral hardness SiC scales between 9-9.5; for comparison diamond
scales as 10 and talc as 1
61
7.1. Polymorphism in Silicon Carbide
Figure 7.1.: The white spheres represent a hexagonal struc-
ture. The possible stacking positions of a closed hexagonal
structure are marked as A, B, and C. A SiC-bilayer overlay-
ers the hexagonal structure. The primitive unit cell of the
SiC-bilayer is shown.
The silicon carbide (SiC)
crystal is composed of an
equal number of silicon
(Si) and carbon (C) atoms
forming strong covalent
tetrahedral bonds by sp3
hybridisation. Four C
atoms surround a Si
atom and vice versa. Fig-
ure 7.1 shows a SiC-
bilayer. The central Si
atom (marked A) forms
three in-plane bonds with
neighbouring C atoms
(marked B). A single SiC-
bilayer can be pictured
as a sheet of Si-C pairs
arranged in a hexagonal
point lattice with an Si-C
pair at each point. The out-of-plane bonds connect the SiC-bilayers with
each other. In a closed hexagonal structure there are three possible stacking
positions labeled A, B, and C in Fig. 7.1. The SiC-bilayers can be stacked on
top of each other by shifting the central Si atom. In Fig. 7.1 the central Si
atom is labeled A. The position of the central Si atom of the next SiC-bilayer
is shifted either to position B or C.
We use the notation proposed by Ramsdell [258] to identify different SiC
polytypes. The notation consists of a letter and a number. The number
gives the number of SiC-bilayers stacked along the z-axis to complete the
unit cell. The letter C, H or R describes the Bravais lattice type: cubic C,
hexagonal H or rhombohedral R. Every SiC polytype can be constructed by
five basic polytypes with small stacking periods: 2H, 3C, 4H, 6H and 15R
[180]. The 2H-SiC has a wurtzite structure. It consists of two SiC bilayers
in AB stacking. 3C-SiC, also known as β-SiC, has a cubic Bravais lattice
with two atoms in the unit cell (zinc blende structure). This structure can
also be understood as three SiC-bilayers stacked along the (111)-axis with
ABC stacking. Figure 7.2 shows the atomic structure of the three different
polytypes 3C-SiC, 4H-SiC, and 6H-SiC.
We list the structural and cohesive properties of 3C-SiC, 4H-SiC and 6H-SiC
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Figure 7.2.: The atomic structure of three different SiC polytypes are shown, cubic silicon
carbide (3C-SiC) (left), and two hexagonal structures 4H-SiC (middle) and 6H-SiC (right).
The atoms in the black box mark the unit cell. The stacking sequence of the SiC-bilayers
is shown for every polytype and indicated by a grey line in the structure. 3C-SiC is also
shown in its zinc blende structure (bottom, left). The distance dn,n−1 between two bilayers
and the distance Dn between a Si and C atoms within a SiC bilayer are shown.
for different exchange-correlation functionals (LDA, PBE, HSE06 and vdW
corrected PBE+vdW and HSE06+vdW) in Tab. 7.1 and Tab. 7.2. We used
the stress tensor based lattice relaxation to optimise the crystal structure.
The choice of approximation to the exchange-correlation functional changes
the lattice parameter by less than 0.05 Å for all three polytypes.
PBE PBE+vdW LDA HSE06 HSE06+vdW
dn,n−1[Å] Dn[Å] dn,n−1[Å] Dn[Å] dn,n−1[Å] Dn[Å] dn,n−1[Å] Dn[Å] dn,n−1[Å] Dn[Å]
3C-SiC 1.904 0.635 1.890 0.630 1.876 0.625 1.886 0.629 1.878 0.626
4H-SiC 1.901 0.625 1.891 0.618 1.878 0.617
6H-SiC 1.901 0.631 1.892 0.626 1.879 0.623 1.880 0.622
Table 7.1.: The distance dn,n−1 between two SiC-bilayer and the distance Dn between the Si
and C sublayer with in SiC-bilayer are listed for 3C-SiC, 4H-SiC and 6H-SiC calculated for
different exchange-correlation functionals (LDA, PBE, HSE and vdW corrected PBE+vdW
and HSE06+vdW).
In Table 7.2, we also include the lattice parameters and bulk moduli includ-
ing zero-point vibrational correction (ZPC). To calculate the ZPC lattice
parameters, we applied the QHA (see Sec. 4.1). We calculated the Helmholtz
free energy (Eq. 4.7) for different volumes by full phonon calculations in
a finite-difference approach (details about the underlying phonon calcula-
tions are given in Appendix D.2). For 3C-SiC, we used a 5× 5× 5 supercell
for 5 volumes. We optimised the hexagonal structure in the same way as for
graphite (Sec. A). Here, we performed phonon calculations in a 3× 3× 2 su-
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percell for 7 volumes and for every volume we use 9 different ratios between
the lattice parameters a and c. The minimum-energy lattice parameter for
T=0 K was obtained by fitting to the Birch-Murnaghan equation of state
(Def. 6.1.1). The inclusion of ZPCs changes the bullk cohesive properties
only slightly.
The numerical convergence with respect to the integration grid in reciprocal
and real space, as well as with the number of basis functions included in the
calculation, is discussed in Appendix B. Differences in the lattice parameters
obtained by B.-M.-fitting and the stress tensor based lattice relaxation were
smaller than 10−3 Å.
For 3C-SiC, we also tested density functionals that account for long-range
dispersion. In Table 7.2, we include the TS scheme [326] (PBE+vdW and
HSE06+vdW) and the recently developed many body vdW treatment [325,
324, 5] (PBE+MBD). The effect of the many body vdW treatment on the
lattice parameter, cohesive energy and enthalpy of formation ∆H f is small.
However, using the PBE+MBD instead of the PBE+vdW method improves
the bulk modulus by 0.1 Mbar for the groundstate calculation and by
0.07 Mbar for the bulk modulus including ZPC. The experimental value is
2.48 Mbar [313].
Table 7.1 lists the distance dn,n−1 between two SiC-bilayers and the distance
Dn between the Si and C sublayer where n denotes the number of the
SiC-bilayer. Dn and dn,n−1 are illustrated in Fig. 7.2. In SiC the intralayer
distance is given by the Si-C bond length and the tetrahedral angle. In a
perfectly symmetric tetrahedron, the central angle between any two vertices
is the arccos (−1/3) (70.52◦). However, in the hexagonal structures the
bond tetrahedrons deviate from the symmetric tetrahedral angle by 0.36%
for 4H-SiC and 0.14% for 6H-SiC in PBE+vdW.
The enthalpy of formation ∆H f of SiC is calculated using the reference
phases, bulk silicon and carbon in the diamond structure. ∆H f is between
−0.53 eV and −0.59 eV, depending on the density-functional and polytype
used, and shows good agreement with a calculated literature value of
−0.58 eV using the pseudopotential plane wave (PSP-PW) method and
LDA [355, 126]. The calculated enthalpy of formation is notably smaller
(less energy gain) than the experimental room temperature value obtained
by an electromotive force (emf) measurement by Kleykamp [168], but in fair
agreement with the value tabulated in the Handbook of Chemistry & Physics
Haynes [134].
The enthalpies of formation ∆H f of the three SiC polytypes are very similar.
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3C-SiC
a0 [Å] B0 [Mbar] Ecoh [eV] ∆H f [eV]
PES 4.36 2.10 -6.76 -0.56
PBE+vdW
ZPC 4.38 2.09 -6.65 -0.58
PES 4.38 2.10 -6.52 -0.53
PBE
ZPC 4.40 2.06 -6.41
PES 4.33 2.30 -7.41 -0.56
LDA
ZPC 4.34 2.23 -7.30
PES 4.36 2.20 -6.78 -0.58
PBE+MBD[5]
ZPC 4.38 2.16 -6.67
HSE06 PES 4.36 2.31 -6.35 -0.58
HSE06+vdW PES 4.34 2.31 -6.59 -0.59
T=300K 4.358 [195] 2.48 [313] -6.34 [225] -0.77 [168]
Experiment
T=0K 4.357 [317] -0.65 [134]
Theory (LDA) PES 4.29 [157] 2.22 [157] -8.46 [157] -0.56 [126]
PSP-PW (LDA) PES 4.33 [355] 2.32 [12] -0.58 [355]
4H-SiC
a0 [Å] c0/n [Å] B0 [Mbar] Ecoh [eV] ∆H f [eV]
PES 3.08 2.51 2.15 -6.69 -0.57
PBE+vdW
ZPC 3.09 2.53 2.12 -6.78 -0.59
PBE PES 3.10 2.53 -6.43 -0.54
LDA PES 3.07 2.49 -7.42 -0.57
Experiment T=0K 3.07 [108] 2.51 [108] -0.62 [134]
PSP-G (LDA) PES 3.04 [12] 2.49 [12]
6H-SiC
a0 [Å] c0/n [Å] B0 [Mbar] Ecoh [eV] ∆H f [eV]
PES 3.08 2.52 2.15 -6.69 -0.57
PBE+vdW
ZPC 3.09 2.53 2.10 -6.58 -0.59
PBE PES 3.10 2.53 -6.43 -0.54
LDA PES 3.06 2.50 -7.42 -0.57
HSE06+vdW PES 3.06 2.50 -6.59 -0.61
Experiment 3.08 [1] 2.52[1] 2.30 [10] -0.77[168]
Theory (LDA) PES 3.08 [15] 2.52[15]
PES 3.07 [244] 2.52[244] 2.04 [244]
Table 7.2.: The structural and cohesive properties of 3C-SiC, 4H-SiC and 6H-SiC are lis-
ted for different exchange-correlation functionals (LDA, PBE, HSE06 and vdW corrected
PBE+vdW and HSE06+vdW): The lattice parameters a0 [Å], and for the two hexagonal
polytypes c0 [Å/n] where n is the number of SiC bilayers, the bulk modulus B0 [Mbar],
cohesive energy Ecoh [eV], and enthalpy of formation ∆H f [eV] as obtained in this work.
Reference data from experiment and theory is included. The theoretical reference data was
calulated using DFT codes based on pseudopotentials with a plane-wave basis (PSP-PW)
[15, 244, 157, 355, 126] or Gaussian basis (PSP-G) [12] in the LDA. “PES” refers to results
computed based on the Born-Oppenheimer potential energy surface without any correc-
tions. We also include zero-point vibrational correction (ZPC) lattice parameters and bulk
moduli.
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Davis et al. [63] measured ∆H f for 3C-SiC (∆H f = −0.65 eV) and hexagonal
SiC (∆H f = −0.65 eV) under normal conditions and found the same value
for both polytypes. The energetic close competion between the different
polymorphs is the main reason why it is difficult to grow high-quality SiC
of a specific polytype [224]. In a recent experiment Haynes [134] found a
energy difference of 0.03 eV between 3C-SiC and 4H-SiC.
However, once a specific polytype is grown the transformation from one to
the other occurs at temperatures as high as 2400 K by a reconstructive trans-
formation proceeding through a vapour transport mechanism involving
gaseous silicon [342].
7.2. The Electronic Structure of Silicon Carbide
Polymorphs
In Section 7.1, we introduced the atomic structure of SiC polytypes. The
nearest neighbour configuration is the same for all polytypes, because of the
tetrahedral sp3 hybridisation, but the polytypes differ in their long range
order. These changes have a profound influence on the electronic structure.
For example, the band gap depends on the polytype with the smallest gap
in 3C-SiC (2.2 eV) and the largest band gap in 2H-SiC (3.5 eV) [204]. If one
could control the stacking order during the SiC growth process, the band
gap could be tuned in this range. In this section we investigate the electronic
structure of 3C-SiC, 4H-SiC and 6H-SiC.
Figure 7.3 and Figure 7.5 show the calculated density of states (DOS) of
3C-SiC using the HSE06 and PBE exchange-correlation functional in com-
parison with experimental soft x-ray spectroscopy data. In HSE06 the
amount of exact exchange is set to α=0.25 and the range-separation para-
meter ω=0.2 Å−1 (for details about HSE see Sec. 2.3.3 or [175]). Ramprasad
et al. [257] proposed to judge the quality of the exchange-correlation func-
tionals with respect to the valence band width instead the Kohn-Sham (KS)
band gap. They observed a linear relationship between the valence band
width and formation energies for point defects over the (ω; α) parameter
space of the HSE family. We tested the influence of α on the band gap and
valence band width Appendix B.4.
Lüning et al. [204] performed synchrotron radiation excited soft x-ray emis-
sion (SXE) and absorption (SXA) spectroscopy to measure the band gap of
bulk SiC. The measured transition probability is to a good approximation
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Figure 7.3.: Density of states (DOS) around the band gap for 3C-SiC: The top panel shows
the experimental species projected DOS (C solid line and Si dashed line) measured by soft
x-ray spectroscopy with a band gap of 2.2 eV [204]. The middle panel shows the calculated
species projected DOS using the HSE06 exchange-correlation functional with a band gap
of 2.33 eV. In the bottom panel the calculated total Kohn-Sham DOS using the HSE06
exchange-correlation functional is compared to the total DOS calculated with PBE. The
theoretical magnitude of the peaks in the spectra depends on the number of basis functions
included in the calculation.
proportional to the local partial DOS. The method is orbital and symmetry
selective due to the selection rules, and because of the core excitations it
allows for element and site selectivity. We included their spectra for 3C-SiC
in the top panel of Fig. 7.3.
We calculated a species projected density of states (with a Gaussian broad-
ening of 0.1 eV) using the HSE06 exchange-correlation functional and the
vdW corrected lattice parameter from Tab. 7.2. The species projected DOS
around the band gap is plotted in Fig. 7.3. For HSE06 we find a band gap of
2.33 eV in good agreement with experiment. For comparison, we include
the total DOS for HSE06 and PBE (bottom panel Fig. 7.3).
In Figure 7.4 the calculated HSE06 band structure of 3C-SiC is compared to
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experimental photoemission data [143]. The calculated bands agree well in
shape with the experimental band dispersion in Ref. [143]. The X5v energy
level in our calculation is at −3.51 eV compared to −2.68 eV in Ref. [143].
By optical reflectivity measurements Lambrecht et al. [181] found for the
X5v energy level −3.6 eV, which is in good agreement with our results and
previous theoretical studies X5v=−3.47 eV (HSE06) [237], X5v=−3.49 eV
(GoWo@LDA) [341]. Appendix C shows the full band structure calculated
with HSE06 for 3C-SiC, 4H-SiC, and 6H-SiC.
Figure 7.4.: Plot of the band structure
of 3C-SiC from Γ to X. The band
structure (solid line) is calculated using
HSE06 exchange-correlation functional
and the vdW corrected lattice parameter
(HSE06+vdW from Tab. 7.2). The shaded
area (in grey) marks the band gap of
2.33 eV. In addition, experimental photoe-
mission data is included (filled cicle) and
parameterised bands (dashed line) taken
from Ref. [143].
Figure 7.5 shows the density of
states (DOS) of the valence band for
3C-SiC. For comparison, we include
the photoemission data taken from Ref.
[296]. The photoemission data gives a
valence band width of 11.3 eV. The cal-
culated DOS (with a Gaussian broad-
ening of 0.1 eV) using HSE06 gives a
band width of 9.3 eV and PBE 8.42 eV.
HSE06 underestimates the band width
by ∼18%. However, in the experi-
mental spectra it is not clear what the
best starting and end point would be
to determine the band width. We chose
two characteristic peaks in the experi-
mental and HSE06 spectra (dashed line
in Fig. 7.5): the first one at −2.5 eV
(HSE06 −2.4 eV) and a second one
at −9.5 eV (HSE06 −8.5 eV). If the
peak-to-peak distance is used as an
reference HSE06 underestimates it by
1.1 eV. The species projected DOS (mid
panel Fig. 7.3) identifies the first peak
at −2.5 eV to be dominated by C states
and the second peak at−9.5 eV is dom-
inated by Si states in agreement with
experiment Lüning et al. [204].
In Table 7.3 we listed the direct and in-
direct band gap and the band width
for different exchange-correlation func-
tionals (PBE, LDA, HSE06). PBE and LDA underestimate the band gap by
∼30% for 4H-SiC and 6H-SiC. The band gap of 3C-SiC is underestimated by
∼35% in PBE and ∼40% in LDA. Including a fraction of exact-exchange in
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Figure 7.5.: Shows the Density of states (DOS) of the valence band for 3C-SiC. The top
panel shows the experimental DOS measured by photoemission spectroscopy with a
band width of 11.3 eV [296]. The calculated DOS using the HSE06 exchange-correlation
functional with a band width of 9.3 eV is shown in the middle panel and using PBE with a
band width of 8.4 eV in the bottom panel.
HSE06 improves the description of the band gap and the band width over
PBE, but it still underestimates the band width if compared to the experi-
mental spectra. The agreement between the experimental band gaps and
the HSE06 calculated one is good for the polytypes 3C-, 4H- and 6H-SiC.
We demonstrated that the polymorphs of SiC relevant for this work are well
described by the level of theory applied. In particular, we achieved a very
good agreement for the structural properties Sec. 7.1 independent of the
approximation to the exchange-correlation functional. The band gap Tab. 7.3
is underestimated by PBE, LDA. However, a good agreement with high-
level theoretical calculations (GoWo@LDA) and experiment can be achieved,
when a fraction of exact-exchange α=0.25 is included in the calculation
by using HSE06 with a range-separation parameter set to ω=0.2 Å−1. We
found that the default HSE06 value of α=0.25 captures both the band gap












































































































































































































































































In Chapter 7, we introduced the wide-band-gap semiconductor SiC which
crystallises in various polytypes. The technologically most relevant poly-
types are the zinc-blende polytype 3C and the hexagonal polytypes 4H and
6H shown in Fig. 7.2.
The natural growth direction of SiC is along the stacking axis of the SiC-
bilayers that is, the [111] direction for 3C-SiC and [0001] for the hexagonal
polytypes. SiC is a polar material, the two opposite faces, the 3C-SiC-{111}
and the 6H-SiC-{0001}, differ by their surface termination. The 3C-SiC-(111)
(6H-SiC-(0001)) face consists of Si atoms and the opposite face, the 3C-SiC-
(1̄1̄1̄) (6H-SiC-(0001̄)), of C-atoms. Throughout this work, we focus on the
surface perpendicular to the natural growth direction.
Epitaxial graphene can be grown by high temperature Si sublimation on
the Si-terminated [332, 95, 264, 82, 263] and on the C-terminated surface
[18, 19, 334, 64, 302, 141, 83, 21, 337, 213] of SiC.
In this part we investigate the surface reconstructions observed during SiC
annealing and the hybrid SiC-graphene structures for the two polar SiC
surfaces.
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8 The 3C-SiC(111) Surface phases
Figure 8.1.: The surface termination of 3C-SiC and 6H-SiC is shown for a clean surface. In
6H-SiC every third Si-C bilayer is rotated by 30◦ indicated by a kink in the grey line. This
rotation in the stacking order leads to different surface terminations Sn6H and S∗n6H where
n runs from one to three.
For the 3C-SiC(111) surface, the bulk like stacking order close to the surface
is independent of where the surface is cut, but for specific surface recon-
struction the stacking can change at the surface. However, for 6H-SiC(0001)
this is different as here the SiC bilayers are rotated by 30◦ every third layer.
The position of the rotation is indicated in Fig. 8.1 by a kink in the grey
line. Due to these rotations the 6H-SiC offers more-or-less favourable step
terminations, introducing an additional degree of freedom – the choice of
the surface termination. The six different surface terminations are often
labeled with Sn6H where n runs from one to three. The symmetry equivalent
surfaces are marked by an additional asterix S∗n6H (see Appendix G).
Independent of the polytype, during graphene growth a series of surface
reconstructions is observed starting with a Si-rich (3×3) reconstruction [310].





R30◦ bulk-terminated Si rich surface forms [158, 308] followed by the C-rich
surface reconstruction, the so-called zero-layer graphene (ZLG) or “buffer
layer”, followed by mono-layer graphene (MLG), bi-layer graphene (BLG)
and few-layer graphene [332, 95, 264, 83].





3) reconstruction (Sec. 8.1) and the C-rich phases ZLG, MLG and BLG
(Sec. 8.2). The calculations were carried out using the all-electron, localised
basis set code FHI-aims Sec. 2.5 (’tight’ settings see Appendix B). For the
approximation to the exchange-correlation functional we use LDA, PBE.
We include long-range dispersion effects by using the TS scheme [326]
(PBE+vdW). The bulk lattice parameters of SiC are listed in Tab. 7.2, the
impact of different standard functionals is well understood and systematic
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(see Ch.7). Predicted lattice parameters for diamond C and graphite are
listed in Tab. 6.1. For the interplanar lattice parameter c of graphite, vdW
effects must be included into the PBE functional (see discussion in Sec. 6.2).
To simulate the substrate in the surface calculations, we use six SiC-bilayers
stacked along the z-axis (see Fig. 8.1 and Appendix B.2) and a sufficiently
thick vacuum region. We fully relaxed the top three SiC-bilayers and all
atoms above (residual energy gradients: 8·10−3 eV/Å or below).






3)-R30◦ Si Adatom Structure




3 translational symmetry was first
reported by Van Bommel et al. [332]. The structure was determined by DFT
calculations [232, 273, 156] and scanning tunnelling microscopy (STM) [241]
and later confirmed by quantitative low-energy electron diffraction (LEED)
measurements [305]. The structure consists of a Si adatom on top of a bulk-
like Si layer (shown in Fig. 8.2). The adatom is at position B in Fig. 7.1,
also known as T4-site. At this position the adatom forms bonds with the
three Si atoms of the top SiC-bilayer, reducing the number of dangling bond
orbitals at the surface from 3 to 1. The new pz-like dangling bond orbital
contains one unpaired electron per unit cell. The Si adatom pushes the C
atom underneath into the substrate leading to a corrugation δ1C in the top
C-layer, indicated by an arrow in Fig. 8.2 [232, 273, 305, 276].




3) surface was stud-
ied by angle-resolved photoemission spectroscopy (ARPES) and k-vector-
resolved inverse photoemission spectroscopy [154, 319]. The one-electron
band corresponding to a localised state at the Si-adatom splits into two
bands, resulting in a semiconducting surface with a bandgap of 2.0 eV [319].
The band splitting was discussed in the context of GoWo@LDA calcula-
tions [99, 267]. Their calculations showed that the band splitting is driven
by electron correlation effects of the top Si dangling bond. In conventional
DFT, the spin-unpolarised surface is by necessity metallic with a half-filled
band at the Fermi level. Introducing spin-polarisation opens a gap at the
surface.
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adatom structure. The bond
length of the adatom with the
top Si atom (LSi-Si), the distance
from the surface (D1Si,Si) and the
corrugation of the top C layer
(δ1C ) are shown.
Alternativly, the strong correlation between
the Si adatoms was addressed within the






3 reconstruction to evalu-
ate the influence of the exchange-correlation
functional and the polytype by comparing res-
ults for the 3C-SiC and 6H-SiC. We took the
SiC bulk lattice parameter from Tab. 7.2. We
also have to take into account the stacking
order for hexagonal SiC (see Fig. 8.1). We





3)-R30◦ Si adatom structure. We
found the lowest surface energy (Eq. 4.9) for
ABCACB and the symmetry equivalent ACB-
ABC stacking order, the so-called S36H and
S3∗6H terminations (see Appendix G). LEED
data also indicates a S36H surface termination
[291].
In Tab. 8.1 we list the three characteristic para-
meters of the Si adatom structure: the bond
length between the adatom and the top layer
Si atoms LSi-Si, the distance between the ad-
atom and top layer Si atoms along the z-axis
D1Si,Si, and the corrugation of the top C-layer
δ1C (see Fig. 8.2). We include results from spin-polarised and unpolarised
calculations for the 3C-SiC(111) and 6H-SiC(0001) surface. The surface
energetics will be discussed in Ch. 10.
Interestingly, the first Si-layer shows no corrugation with δ1Si<1 · 10−4 Å for
all exchange-correlation functionals used. The Si-Si bond length is slightly
larger than in bulk Si (PBE+vdW: 2.36 Å). Although changing from a spin-
unpolarised calculation to a spin-polarised one has a profound effect on the































































































































































































Figure 8.3.: The twist model of the 3C-SiC(111)-(3× 3) reconstruction. On the left: The
twist model from a side view. The layer distance between the substrate and the Si-ad-layer
D1Si,Si3 , as well as the distance between the ad-layer and the Si-trimer DSi3,Si2 and trimer-Si-
adatom DSi2,Si1 are indicated by arrows. On the right: The twist model from a top view.
The unit cell is shown in black.
Comparing the structural data in Tab. 8.1, we find that the change in the
adatom geometry between the 3C-SiC(111) and 6H-SiC(0001) surface is
negligible for PBE+vdW. In good agreement with a LEED analysis of the
3C-SiC(111) and hexagonal (0001) surfaces [305]. It seems that the surface
Si adatom reconstruction on Si-terminated SiC surface is not affected by the
polytype [156, 100, 277, 243].
In contrast to 6H-SiC only one type of stacking order is present at the surface
of 3C-SiC [304]. In fact, the stacking sequence for the 6H-SiC and 3C-SiC are
the same down to at least four SiC-bilayers below the surface (see Fig. 8.1).
However, the growth process [179] and the electronic structure [243] differ
among these two polytypes (see Sec. 7.2).
8.1.2. The Silicon-Rich 3C-SiC(111) (3× 3) Reconstruction
On the Si-terminated surface, a (3× 3) structure forms during annealing
under simultaneous exposure to Si [158]. The reconstruction was identified
as a Si-rich structure by Auger electron spectroscopy (AES) and electron-
energy loss spectroscopy (ELS) [158]. The (3× 3) reconstruction attracted
great attention after its stabilising role during SiC thin film growth by
molecular beam epitaxy (MBE) [316, 93] was identified. However, the
detailed atomic structure of the (3× 3) reconstruction remained a mystery
for many years.
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We briefly review the unsuccessful models of the 3C-SiC(111)-(3× 3) re-
construction on the Si terminated SiC surface. Later, we will use these
models as structure models for the unknown (3× 3) reconstruction on the
C terminated SiC surface (Ch. 14). The first structure was suggested by Ka-
plan [158]. Based on AES and ELS measurements they rationalise that the
structure contains a Si ad-layer. They suggested an adaption of the dimer
ad-atom stacking fault (DAS) model in analogy to the (7× 7) reconstruction
of the Si(111) surface. In this model the substrate is covered by a layer of
eight Si atoms. On top of the ad-layer is a second layer consisting of six Si
atoms, occuping three-fold surface sites. Finally, a Si dimer saturates the
dangling bonds of the underlying Si atoms. However, STM images did not
support the DAS model, because they showed only one protrusion per unit
cell [178, 192, 309]. Kulakov et al. [178] suggested a model consisting of a Si
ad-layer and a single ad-cluster. Li and Tsong [192] proposed a tetrahedral
ad-cluster structure without a Si ad-layer.
DSi2,Si1 DSi3,Si2 D1Si,Si3
LDA 1.43 1.12 2.33
PBE+vdW 1.44 1.14 2.36
PhD J.Schardt [276] 1.45 0.97 2.37
Table 8.2: Layer distances of the Si
adatom structure relative to the sur-
face for different exchange-correla-
tion functionals (LDA and PBE+vdW)
of the 3C-SiC(111)-(3× 3) reconstruc-
tion. For comparison, the layer
distances obtained from quantitat-
ive LEED measurements are in-
cluded [276]. (All values in Å)
In 1998, Starke et al. proposed the now widely accepted structure of the
3C-SiC(111)-(3 × 3) reconstruction in a combined STM, LEED and DFT
study [310]. The twist model, shown in Fig. 8.3, consists of three layers. First
a Si-ad-layer, then a ad-layer formed by a tetrahedral Si-ad-cluster. The Si-
ad-cluster is built from a Si-trimer and a single adatom on top. The trimer is
twisted with respect to the bulk position by a twist angle of 9◦ [306] and 9.3◦
(PBE+vdW) in this work. The six atoms in the Si-ad-layer connected to the
trimer perform a rotation and expansion movement leading to the formation
of five- and seven-membered rings arranged in a cloverleaf pattern (top
view in Fig. 8.3). In Appendix I, we list the structural details calculated
using PBE+vdW and compare it with quantitative LEED data from Schardt
[276] finding an overall good agreement.
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8.2. The Carbon-Rich Reconstructions of the
3C-SiC(111) Surface
In experiment, the first stage of graphitisation is the carbon rich surface
structure, the so-called zero-layer graphene (ZLG) or ’buffer-layer’. The
detailed atomic structure was debated for many years as there is conflicting
experimental evidence in the literature. In STM a (6×6) pattern is imaged





3)-R30◦ periodicity [332, 264]. Also, the detailed atomic structure
of the carbon nano-mesh has been under debate until recently. Chen et al.
[55] suggested a nano-mesh structure with isolated carbon islands and Qi
et al. [256] suggested an arrangement of C-rich hexagon-pentagon-heptagon
(H5,6,7) defects in the ZLG (the defects are discussed in more detail in
Sec. 9.2). In 2009, Riedl et al. [262] demonstrated that the ZLG can be
converted into sp2 bonded graphene layer, the so-called quasi-free-standing
mono-layer graphene (QFMLG) (see Ch. 13), by intercalation of hydrogen
at the SiC-graphene interface. This was interpreted as a strong argument
in favour of the hexagonal atomic arrangement in the ZLG [109]. Goler
et al. [109] clarified the atomic structure of the ZLG by atomically-resolved
STM imaging. They demonstrated that the ZLG is indeed topologically
identical to a graphene monolayer and thus represents a true periodic
carbon honeycomb structure. They could not observe any obvious atomic
defects in the QFMLG and concluded that also the defect concentration
in the ZLG is most likely very low. Today, the general consensus is that
the C atoms arrange in a hexagonal atomic lattice such as in free-standing





3)-R30◦ periodicity originates from the lattice mismatch be-
tween the SiC and the graphene lattice parameter. The large, commensurate




3) SiC supercell (108 Si and 108 C atoms
per bilayer) covered by a (13×13) honeycomb graphene-like supercell (338
C atoms) [264, 83, 335, 166, 263, 109, 227]. The lattice match is almost
strain-free compared to a graphene plane in graphite (experiment: 0.2 %
at T=0 K [195, 9], PBE+vdW: 0.1 % Tab. 7.2, see Ch. 9). The C atoms in
the ZLG-layer are partially covalently bonded to the top Si atoms of the
substrate.
Continued heating and extended growth times detaches the C-plane of the
ZLG from the substrate to form MLG and a new ZLG-layer underneath [293,
125]. The MLG-layer is a sp2 bonded graphene layer. Further heating leads
to a successive formation of BLG [238] and few-layer graphene films. In
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the following, we address the C-rich surface phases in their experimentally




3)-R30◦ supercells, using slabs
containing six SiC-bilayers under each reconstructed phase (1742 up to 2756
atoms for ZLG up to three-layer graphene (3LG), respectively).
Figure 8.4.: Top view of the relaxed ZLG structure using PBE+vdW. The unit cell in the
x-y-plane is indicate by a grey rhombus. The C atoms in the ZLG layer are coloured
according to their z-coordinate (the colour scale reaches from yellow for atoms close to
the substrate to blue for atoms away from it). The top Si-C bilayer is shown as well, here
the z-coordinate scales from black to white, where black indicates that the atom is pushed
towards bulk SiC. The ZLG hexagons furthest away from the substrate form a hexagonal
pattern (marked in grey). The Si atom of the top Si-C bilayer in the middle of a ZLG carbon
ring has the minimum z-coordinate (in the middle of the unit cell marked in light green).
Figure 8.4 shows the geometric structure of the ZLG-layer and the top Si-
C bilayer from a top view. The unit cell in the x-y-plane is indicate by a
grey rhombus. The atoms in the structure are coloured depending on their
position along the z-axis. The atoms of the top Si-C bilayer are coloured from
black to white, where black indicates an atom position close to the substrate
and white close to the ZLG-layer. The colour scale for the atoms in the
ZLG-layer ranges from yellow for atom positions close to the substrate to
blue for atoms away from it. In the ZLG-layer, the atoms furthest away from
the substrate (shown in blue) form a hexagonal pattern (marked in grey).
The corrugation of the ZLG-layer is also observed in STM experiments [166,
335, 263, 68, 80]. Riedl et al. [263] used atomically resolved STM images to




3)-R30◦ interface structure they found a
quasi (6×6) periodicity in good agreement with the pattern in Fig. 8.4 (see
Ref. [263] Figure 3.d). The Si atom of the top Si-C bilayer with the minimum
z-coordinate is located in the middle of a ZLG carbon ring (in the center of
the unit cell shown in Fig. 8.4). The corrugation originates from an interplay
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between C atoms covalently bonded to the substrate and sp2 hybridised
ones.
The next C-rich phase consists of the ZLG phase covered by a purely sp2
bonded graphene layer, the MLG. The MLG layer is a (13×13) graphene
cell stacked on top of the ZLG-layer in graphite-like AB stacking. The
BLG phase consists of the ZLG structure covered by two graphene layer in
graphite-like ABA stacking.
Figures 8.5a-c show the ZLG, MLG and BLG phases together with key geo-
metry parameters predicted at the level of PBE+vdW. To capture the extend
of the corrugation shown in Fig. 8.4 and analyse its effect on the substrate
and the adsorbed graphene layer, we plotted histograms for the atomic
z-coordinates. For illustration purposes, we broadened the histogram lines
using a Gaussian with a width of 0.05 Å.
The corrugation from the highest C atom to the lowest C atom in the ZLG-
layer is 0.83 Å. Emery et al. [80] found a corrugation of 0.9 Å by x-ray
standing-wave-enhanced x-ray photoemission spectroscopy (XSW-XPS)
and x-ray reflectivity (XRR) measurements [80]. Few of the Si atoms of the
top Si-C bilayer are pushed into the carbon layer of the top Si-C bilayer.
We highlighted the lowest Si atom in Fig. 8.4, as pointed out above the Si
atom is underneath the midpoint of a carbon hexagon in the ZLG-layer. The
dangling bond of this Si atom pushes against the π-bonded parts of the C
interface plane [334].
The addition of more graphene planes hardly affects the interface geometry.
The corrugation of the ZLG-layer transfers to the MLG phase, leading
to a significant buckling of the topmost graphene layer (0.41 Å between
top and bottom of the plane). This strong corrugation is qualitatively
consistent with x-ray characterisation techniques (XSW-XPS, XRR) [80] and
STM images [55, 65, 21]. The corrugation is reduced in the BLG phase to
0.32 Å in the first graphene layer and 0.24 Å in the second one. This buckling
reflects some coupling to the covalently bonded interface C-rich plane,
which is much more corrugated (0.8 Å in our work, similar to experimental
estimates [109, 68]). The observed graphene interplanar distances near the
interface are slightly expanded compared to experimental bulk graphite
(3.34 Å [9]) and in good qualitative agreement with estimates from STM [21]
and TEM [230].
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Figure 8.5.: Geometry and key geometric parameters determined by DFT-PBE+vdW for the
three phases (a) ZLG, (b) MLG and (c) BLG on the Si face of 3C-SiC(111) and histograms of
the number of atoms (Na) versus the atomic coordinates (z) relative to the topmost Si layer
(Gaussian broadening: 0.05 Å). Na is normalised by NSiC, the number of SiC unit cells. All
values are given in Å. (Data published in Nemec et al. [227])
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We compared our findings to geometries for the PBE functional without
vdW correction, and for LDA (Fig. 8.6). The LDA and PBE functional show
a similar trend for the interplanar bonding of the MLG-layer as for graphite
(see Ch. 6.2). In PBE, the interplanar distance between the ZLG and MLG-
layer is unphysically expanded to 4.42 Å. In contrast, the LDA geometry
of the carbon planes agrees qualitatively with PBE+vdW, although LDA
incorporates no long-range vdW interactions. The first qualitative geometry
difference between the PBE+vdW and LDA treatments appears in the cor-
rugation of the Si atoms in the top Si-C bilayer. In PBE+vdW the distance
between top an bottom Si atom is 0.76 Å, but in LDA it is reduced to 0.53 Å
(PBE: 0.08 Å). The difference mainly originates from the central Si atom
(shown in Fig. 8.4), where the Si dangling bond pushs against the π-bonded
parts of the C interface plane.
Figure 8.6.: Histogramm of the number of atoms Na versus the atomic coordinates (z)
relative to the topmost Si layer (Gaussian broadening: 0.05 Å). The key geometric parameter
of the MLG on the Si face of 3C-SiC(111) at the level of a) LDA and b) PBE. All values are
given in Å.
The atomic density map derived from combined XSW-XPS and XRR ana-
lysis [80], also shows a significant broadening for the Si atoms in the top Si-C
bilayer. However, the corrugation in the top Si-C bilayer was not the focus
of the experimental work [80] and therefore cannot clarify the observed
difference in the geometry obtained by using the LDA and PBE+vdW func-
tional. We will keep these subtle differences in mind, when discussing our
results.
The Si-terminated surface of 6H-SiC is widely used to achieve a controlled
formation of high quality epitaxial graphene monolayers [95, 82, 307, 263].
In the following, we discuss the structural difference between 3C-SiC- and
6H-SiC-MLG. For the 6H-SiC-MLG, we use the S36H terminated surface
(see Fig. 8.1) and the lattice parameter listed in Tab. 7.2. For the structure
optimisation, we used the PBE+vdW exchange-correlation functional.
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Figure 8.7: MLG on 6H-SiC(0001)
and histogram of the number of
atoms Na versus the atomic co-
ordinates (z) relative to the top-
most Si layer (Gaussian broaden-
ing: 0.05 Å). Na is normalised by
NSiC, the number of SiC unit cells.
Dn,n+1 is the distance between
the layer n and n + 1, dn gives
the Si-C distance within the SiC
bilayer n, and δn the corrugation
of the layer n. All values are
given in Å. (Figure published in
Ref. [294])
Overall, the atomic structure of 3C-SiC-MLG (Fig. 8.5 b) and 6H-SiC-MLG
(Fig. 8.7 are very similar. For 6H-SiC-MLG, the corrugation of the MLG-layer
and of the ZLG-layer is slightly increased to 0.45 Å and 0.86 Å, respectively.
However, the layer distances Dn,n+1 are the same for 6H-SiC-MLG and
3C-SiC-MLG. Overall, the changes with the polytype are minor, which is
not surprising as the Si-C bilayer stacking order is identical for 3C-SiC and
S36H terminated 6H-SiC.
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9 Strain in Epitaxial Graphene
There are two aspects to strain in epitaxial graphene. The first one is specific
to epitaxial graphene on the Si face of SiC, caused by the coupling between
the ZLG and the epitaxial graphene layer (MLG) [229, 87]. In the following
we discuss both aspects of strain in epitaxial graphene. The second one is
caused by the choice of the coincidence lattice between the substrate and
graphene: Depending on the interface structure used in the calculations
artificially induced residual strain may effect the energetics and the detailed
bonding at the interface [290].
9.1. ZLG-Substrate Coupling and its Effect on the
Lattice Parameter
By means of Raman spectroscopy, signatures of compressive strain were
observed in epitaxial graphene on the Si face of SiC [229, 87, 266, 281]. The
strain in the MLG is caused by the coupling between the ZLG and the
MLG layer [88, 109]. Conversely, in grazing-incidence x-ray diffraction
(GID) an increase of the in-plane lattice parameter was measured for the
ZLG layer (2.467 Å) [283] if compared to lattice parameter of the MLG-layer
(2.456 Å [283]) or the in-plane lattice parameter of graphite (2.456 Å [226]).
In Section 8.2, we introduced the ZLG interface structure. In Figure 9.1 (a)
the ZLG layer and the top SiC bilayer is shown from atop. The C atoms in
the ZLG are coloured depending on their vertical distance from the average
height of the top Si layer from black to white. The in-plane bonds between
the C atoms in the ZLG layer are coloured from blue to red depending
on their bond length. In regions close to C atoms covalently bonded to
the substrate the C-C bond length is streched compared to free-standing
graphene. For example, the previously discussed Si atom in the middle
of a carbon hexagon (marked in Fig. 8.4 or at the center of Fig. 9.1 (a)) is
surrounded by 6 Si atoms covalently bonded to C atoms in the ZLG-layer.
The Si-C bond length is 1.995 Å, for comparison the Si-C bond length in
3C-SiC is 1.896 Å. The mixture of sp2 and sp3 hybridised carbon at the
substrate/ZLG interface results in a corrugation of 0.83Å (see Fig. 8.5).
As alluded to above, Schumann et al. showed by GID that the lattice para-
meter of the ZLG layer is larger than the in-plane lattice parameter of
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graphite. Figure 9.1 (b) shows the bond length distribution in the ZLG layer.
We applied a Gaussian broadening of 0.002 Å for visualisation purposes
only. The area under the curve is shaded with the same colour gradient used
in Fig. 9.1 a). The bond length of free-standing graphene in the optimised
structure on a PBE+vdW level and the average bond length in the ZLG
layer are indicated by two vertical lines.
The bond length distribution curve shows two maximum a sharp one at
a bond length of 1.406 Å and a second between 1.468 Å and 1.504 Å. The
first maximum corresponds to a compression of the C-C bond length of
1.1% compared to free-standing graphene. On average, the bond length in
the ZLG layer is 1.6% larger (1.445 Å). The double peak in the bond length
distribution can be understood when examining Fig. 9.1 a). In regions
where a C atom of the ZLG layer is covalently bonded to a Si atom in
the substrate, the three in-plane C-C bonds are extended, while in regions
with a sp2-like hybridisation in the ZLG layer the bond length is closer
to free-standing graphene with a slight compression. This result is not
surprising, because an increase of the C-C bonds length has been observed
when moving from sp to sp2 to sp3 hybridised C-C bonds [41]. The presence
of inhomogeneous compressive strain was also suggested on the basis of
Raman spectroscopy by Roehrl et al. [266] and Schmidt et al. [281]. The
corrugation of the interface layer is reduced by an additional MLG layer on
top of the ZLG (see Fig. 8.5 b) resulting in a slightly smaller average C-C
bond length.
In GID measurements, the lattice parameter is measured as a projection
onto the x-y-plane. The changes in the bond length due to corrugation is
not captured by the experiment [283]. This makes a direct comparison with
our calculations difficult, because the average C-C bond length projected
on the x-y-plane is fixed by the choice of lattice vectors used in the calcula-
tion. However, the general trend is well captured in our calculations. The
increased lattice parameter can be explained by the mixture of the sp3 and
sp2-like hybridisation of the C atoms in the ZLG layer.
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Figure 9.1.: a) Top view of the ZLG layer and the top SiC bilayer fully relaxed using
PBE+vdW. The carbon atoms of the ZLG layer are coloured according to their vertical
distance from the average height of the Si-layer ranging from black being close to the Si
layer to white for C atoms away from the Si-layer. The bonds between the ZLG C atoms
are coloured from blue to red for increasing bond length. b) Bond length distribution in the
ZLG layer. A Gaussian broadening of 0.002 Å was applied for visualisation purposes only.
The two vertical lines indicate the bond length of free-standing graphene in the optimised
structure on a PBE+vdW level and the average bond length in the ZLG layer.
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9.2. Interface Models for Epitaxial Graphene
It would be computationally more efficient to use smaller-cell approximant




3)-R30◦ supercell. Indeed, different smaller-cell
approximant phases have been used in literature [214, 215, 334, 335, 289,
243]. However, the residual artificial strain and incorrect bonding in those
phases hinder a meaningful surface energies comparison. Sclauzero and





3)-R30◦ supercell covered by an (2× 2) graphene cell,





3-R30◦ ZLG structure. They com-





3-R30◦ ZLG structure to be the most stable one.
We constructed commensurate graphene-3C-SiC(111) interface structures
from rotated hexagonal supercells of 3C-SiC(111) and graphene. We ad-
dress artificially induced strain, dangling bond saturation, corrugation
in the carbon nanomesh and the surface energy for different coincidence
structures.
Figure 9.2.: Comparison of the surface energies for six different smaller-cell approximant
models of the 3C-SiC(111) ZLG phase, relative to the bulk-terminated (1×1) phase, as a
function of the C chemical potential within the allowed ranges using PBE+vdW. The Si









from Fig. 10.1 are included for comparison. The shaded areas indicate chemical potential
values outside the strict thermodynamic stability limits of Eq. 4.15.
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By rotating a graphene layer on a SiC substrate Sclauzero and Pasquarello
[290] found several model interfaces which give almost perfect commen-
surability between the graphene and SiC supercells. For a selection of
such interface models, they calculated the change in energy of a plane free-
standing graphene layer due to the strain necessary to built a commensurate
SiC-graphene interface model [290]. They found a change in energy to be





We include six different smaller-cell approximant models of the 3C-SiC(111)










3)-R30◦ & (11× 11)










3) & (13× 13)-R2.2◦ [131]









3)-R30◦ & (2× 2) [334, 214]
To our knowledge, structure (a) and (e) have not yet been discussed in
literature. We calculated a slightly rotated (5×5) approximant to the ZLG
phase [242] (structure (b)), a periodicity sometimes seen in experiment [210,
264, 307]. Structure (b) has also been discussed in Ref. [290] and Ref. [289].
Structure (c) was first introduced by Sclauzero and Pasquarello [290]. Hass





supercell, three rotational angle relative to SiC substrate can be found the
experimentally observed 30◦ (ZLG) and two additional rotational angle
±2.204◦. The graphene layer rotated by 2.204◦ can be constructed with the












with a graphene layer rotated by 2.204◦ (structure (d)). In Figure 9.2, we
compare the surface energies of the six different smaller-cell approximant






SiC cell ZLG cell Angle α NsurfSiC NZLG N
DB










3 11× 11 30◦ 75 220 19 0.95 −0.65 −0.36




13 16.2◦ 25 78 3 0.83 0.27 −0.35





3 13× 13 2.2◦ 108 338 19 0.74 0.14 −0.29














3 30◦ 9 24 3 0.30 9.3 0.15
Table 9.1.: Parameters of the simulated ZLG-3C-SiC(111) interface structures in different
commensurate supercells: the 3C-SiC and ZLG periodicity, the rotation angle (α), the num-
ber of surface Si atoms (NsurfSiC ) and C atoms in the ZLG (NZLG), the number of unsaturated
Si bonds (NDBSi ) (see Appendix E), the corrugation of the ZLG layer (δC), the strain in the
carbon layer, and the relative surface energy at the carbon rich graphite-limit (γ|µC=Ebulkgraphite ).




3)-R30◦ ZLG phase from Ch. 8.
All structural models consist of six 3C-SiC bilayer covered by a graphene
lattice, the bottom C atoms of the SiC substrate have been saturated by
hydrogen. The top three SiC-bilayers and the carbon layer above are fully
relaxed using PBE+vdW (residual energy gradients: 8·10−3 eV/Å or below).
The surface energies (γ) were calculated using Eq. 4.9. All surface energies
are given relative to the bulk-terminated (1×1) surface. The range of the





3)-R30◦ [334, 214] approximant intersects the graphite stability line
at a relative surface energy in the carbon rich limit (ref. Graphite) of 0.15 eV,
far above the actually stable phases.
In Table 9.1 we listed the parameters of the simulated ZLG-3C-SiC(111)
interface structures for the different smaller-cell approximant models shown
in Fig. 9.2: the 3C-SiC and ZLG periodicity, the rotation angle (α), the
number of surface Si atoms (NsurfSiC ) and C atoms in the ZLG (NZLG). We also
list the number of unsaturated Si bonds (NDBSi ). The Si dangling bonds were
identified on the basis of geometric position and bond length differences
(for a detailed discussion see Appendix E). Table 9.1 further includes the
corrugation of the ZLG layer (δC), the strain in the carbon layer, and the
relative surface energy at the carbon rich graphite-limit (γ|µC=Ebulkgraphite).
In structure (b) the strain in the carbon ad-layer is small with 0.27% and the





3-R30◦. However, the relative surface energy intersects
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with the chemical potential limit for graphite at −0.35 eV, still higher by





Si adatom phase. The (5×5) phase is either a nonequilibrium phase, or its
structure is not the same as that assumed in Ref. [242].





R30◦ & (13× 13)-ZLG structure. First, the surface energy is reduced by
minimising the strain between the SiC substrate and the ZLG layer [290].
Sclauzero and Pasquarello [288] pointed out a correlation between the bind-
ing energy and the corrugation of the ZLG-layer. In their study, the binding
energy was reduced with a reduction of the corrugation. It also has been
discussed that the structural properties are driven by saturation of dangling
Si bonds of the top SiC-bilayer through bond formation with the ZLG C
atoms [83, 290]. Structure (d) and the ZLG experience the same lattice mis-
match. Both phases saturate 89 Si atoms at the SiC-ZLG interface, leaving
19 Si dangling bonds (Tab 9.1). The corrugation of the ZLG-phase is higher
by 0.09 Å. If we follow the line of argument and compare the two structure
models, the ZLG and structure (d), we would assume that the binding
energy of strucutre (d) should be lower, because the lattice mismatch and
the Si dangling bond saturation is the same, but the corrugation of structure
(d) is lower. However, this is not observed. The ZLG phase is 0.15 eV lower
in surface energy Tab 9.1 and in LEED measurement show a 30◦ rotation
between the substrate and the ZLG-layer, e.g. in Ref. [263].
Certainly, the lattice mismatch, the corrugation and the dangling bond
saturation play a crucial role in the stabilisation of the ZLG phase, but these
three factors cannot explain why the 30◦ rotation is preferred energetically
over the 2.2◦ (Tab. 9.1, and Fig. 9.2). To shed some light on the origin of the
difference in surface energy between the two different rotation angles, we
compare the bond length distribution of these two phases.





13)-ZLG layer for two different rotational angles. The bond length distri-
bution of the 30◦ rotated ZLG layer is taken from Fig. 9.1 (shown in grey
in Fig. 9.3). Structure (d), rotated by 2.204◦, is shown in blue in Fig. 9.3.
We applied a Gaussian broadening of 0.002 Å for visualisation purposes
only. The average bond length of structure (d) is 1.434 Å, which is 0.012 Å
smaller than for the ZLG-layer. In Section 9.1, we demonstrated that the
two peak structure can be understood as a result of a mixture of regions
with a sp2-like and sp3-like hybridisation in the ZLG layer. The bond length
of the sp3-like hybridised C atoms in the ZLG-layer range from 1.468 Å to
1.504 Å. If we compare the two curves in Fig. 9.3, we see that in the bond
length range of the sp3-hybridised C atoms of the ZLG layer are only very
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3) & (13× 13)-ZLG layer for two
different rotational angles. The bond length distribution for the ZLG layer in the 30◦
rotated structure from Fig. 9.1 is shown in grey and the ZLG structure rotated by 2.204◦
in blue. A Gaussian broadening of 0.002 Å was applied for visualisation purposes only.
The two vertical lines indicate the bond length of free-standing graphene in the optimised
structure on a PBE+vdW level and the average bond length in the ZLG layer rotated by
2.204◦.
few C-C bonds of structure (d). Indeed, the maximum C-C bond length in
structure (d) is 1.472 Å, indicating that the C-C bonds with sp3 characteristic
are compressed. Most bonds of structure (d) are between the two peaks of
the ZLG structure. From the analysis shown in Fig. 9.3, we conclude that
the surface energy of structure (d) is increased by the compression of the
sp3-like hybridised C-C bonds and the stretching of the sp2-like hybridised
C-C bonds. The difference in the bond length distribution originates in the
detailed bonding situation determined by the position of the Si dangling
bonds. However, also the electronic structure of the specific arrangement
will play a role in the stabilisation of one structure over the other.
Finally, we discuss the influence of artificially strained approximant phases
on electronically relevant properties, such as the formation energies of
defects. To calculate the defect formation energy, we substract from the
surface energy (Eq. 4.9) of the system including the defect (γdef) the surface
energy of the defect free surface (γZLG) and account for additional C atoms











where NC is the number of substituted or vacant C atoms and Ndef the num-
ber of defects in the slab. For negative defect formation energies (∆G) the
defect is stable and for positive ∆G the formation of the defect is unlikely.
As an example, we consider a specific class of C-rich hexagon-pentagon-
heptagon (H5,6,7) defects suggested as an equilibrium feature of the ZLG
phase in Ref. [256]. The defects consist of three carbon heptagons and
pentagons surrounding one carbon hexagon. The central hexagon is rotated
by 30◦ with respect to the graphene lattice. This defect incoporates two
additional carbon atoms (NC =2) , lowering the average C-C bond length
in the ZLG. Qi et al. suggested two different defect positions, “hollow” and
“top”, shown in Fig. 9.4.
In Figure 9.4 the H(5,6,7) defect is shown for both positions in the approxim-




3)-R30◦ ZLG phase. The 3× 3 is a supercell




3)-R30◦ ZLG phase with a massively strained
carbon layer (see Tab. 9.1). All four phases were fully relaxed using the
same procedure as described above. Indeed, both defects would be more




3)-R30◦ ZLG approximant when in-
cluded in a (3× 3) arrangement as done in Ref. [256]: Using Eq. 9.2 gives
∆G = −1.75 eV per defect for the hollow and ∆G = −2.93 eV per de-
fect for the top position. However, the same defects are unstable when





∆G = +5.28 eV per defect for the hollow and ∆G = +5.27 eV for the top
site, again at the chemical potential limit for graphite. The formation energy




3)-R30◦ ZLG phase is too high to
make the formation of these defects likely. The formation of a H(5,6,7) defect
introduces two additional C atoms, lowering the overall strain of the C-C




3)-R30◦ ZLG phase, which leads to
a stabilisation of the defect. This example illustrates the importance of a
careful interpretation of any results obtained by using an approximated
interface structure.
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Figure 9.4.: The hexagon-pentagon-heptagon (H5,6,7) defect in the zero-layer graphene





phase. The defect was placed in two different positions. In inset a and c the defect is placed
at the “hollow” position with a silicon atom of the underlying SiC bilayer in the middle of
the central hexagon and at the “top” position.
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9.3. Defect Induced Strain in Graphene
Schumann et al. [284] demonstarted the feasibility of growing nano-crystalline




3)-R30◦ ZLG phase using MBE as an altern-
ative method for graphene synthesis. In a combined experimental and
theoretical study, we investigated the strain observed in nano-crystalline
graphene grown by MBE, published in Ref. [284]. Our experimental col-
laborators investigated the structural quality of the MBE grown graphene
films, by AFM, XPS, Raman spectroscopy and GID. XPS and Raman spec-
troscopy indicate that the ZLG-layer persists throughout the growth process.
They demonstrated that grown carbon films indeed consist of planar sp2-
bonded carbon by XPS measurements. The appearance of an intense D
peak in Raman spectroscopy, a characteristic feature in the Raman spectra
of defects in graphene, reveal that the MBE-grown carbon films possesses a
nano-crystalline and partially defective structure.
From the Raman spectra they estimated the average lateral size of the
graphene domains to be at the order of 15-20 nm. GID measurements show
that the graphene domains have the same in-plane orientation and are
aligned to the substrate. Interestingly, the lattice parameter of the nano-
crystalline graphene films is contracted by 0.45% in comparison to the lattice
parameter of graphite (2.461 Å [132]). They measured the lattice parameter
of the graphene films to be 2.450 Å. The origin of the observed contraction
is unclear. We here list three potential reasons:
i The linear thermal expansion coefficients of graphene and SiC are very
different in their low temperature behaviour [87, 266]. While the lat-
tice parameter of graphene decreases [221] the volume of SiC expands
[193, 196, 317] for increased temperatures. These qualitatively different
behaviour was related to the contraction of the MLG lattice parameter
[87, 266]. Based on this difference, Ferralis et al. [87] estimated that a
compressive strain in graphene of up to 0.8% can arise upon sample
cooling down to room temperature.
ii The strong corrugation in the ZLG as discussed in Sec. 9.1 could contrib-
ute to the apparent contraction of the (2D projected) lattice parameter of
the uppermost nano-crystalline graphene, despite the existent epitaxial
relation between them. Indeed, in Sec. 8.2 we found a corrugation of the
MLG films of 0.41Å.
iii The presence of defects and grain boundaries in the nano-crystalline
film could also lead to a lateral contraction of graphene. The strong
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D peak in the Raman spectra would allow for the presence of zero- or
one-dimensional defects in the films.
Strain up to 0.4% has been inferred by Raman spectroscopy for the epitaxi-
ally grown MLG [281]. A similar contraction was directly linked to substrate
thermal contraction in a recent study of near-perfect CVD-grown graphene
on Ir(111) [132]. However, the contraction observed by the GID measure-
ments extends to a smaller lattice parameter than that found in Ref. [281]
and Ref. [132]. For a perfect free-standing graphene layer, the observed
contraction would most likely induce the formation of wrinkles/nano-fins
for strain relief. Schumann et al. [284] performed an AFM analysis and did
not observe such wrinkles in the MBE grown graphene films.
To estimate the possible contributions of (ii) and (iii), we performed DFT cal-
culations of isolated graphene sheets. In Table 6.1, we found for the infinite
periodic flat graphene sheet a lattice parameter of a = 2.463 Å (PBE+vdW).
The calculated value for MLG layer on SiC is practically the same (within
0.1%, see Tab. 9.1). For straight PBE without vdW corrections the in-plane
lattice parameter of graphene is slightly affected leading to an increase of
0.004 Å (see Tab. 6.1). Beyond the original vdW correction of Tkatchenko
and Scheffler [326], the strength of effective interatomic C6 coefficients that
describe the vdW interaction in carbon-based nanostructures may vary
considerably with the structure [107] and could significantly change out-of
plane interactions with a graphene sheet (Sec. 6.2). However, their effect will
still be small on the energy scale of interest for the in-plane lattice parameter,
which is dominated by the covalent interactions that are described by the
PBE functional itself.
First we address point (ii), the influence of the substrate-induced corruga-
tion. In Sec. 8.2, we found that the corrugation of the ZLG-layer induces a
corrugation in the MLG-layer of 0.41 Å (Fig. 8.5). The MBE-grown graphene
on the ZLG should show the same approximate corrugation. If this corrug-
ation led to significant stress in the plane, a perfect graphene sheet with the
same (fixed) z corrugation should experience the same stress and should
thus contract. Our collaborator Volker Blum relaxed all in-plane coordinates
and lattice parameters of such a corrugated graphene plane with fixed z
corrugation. However, he found a calculated contraction of less than 0.05%,
leading to a surface area that corresponds to an effective graphene lattice
parameter of a = 2.462 Å.
Finally, we address the potential impact of different types of defects on the
in-plane lattice parameter (point (iii) above). We first address one dimen-
sional defect types (domain boundaries). Figure 9.5 shows the development
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of the effective lattice parameter of finite-size hexagonal graphene flakes as
a function of flake size. The effective lattice parameter is calculated by fully
relaxing the flat graphene flakes, then calculating the average of all C-C
nearest-neighbour bond distances in the flake and converting this value
to the equivalent lattice parameter of a perfect honeycomb mesh. We con-
sidered two different types of flakes: One type with a H-saturated boundary
(inset in Fig. 9.5) and those without H atoms at the boundary. The effective
lattice parameter for small flakes is significantly contracted in either case. To
approach the GID-observed lattice parameter of 2.450 Å by this effect alone,
the equivalent saturated flakes would have to be extremely small (less than
0.8 nm in diameter). The equivalent unsaturated flakes, however, could be
significantly larger: about 2 nm even if they were perfect otherwise. With
increasing flake size, the net contraction decreases rapidly for larger sizes.
However, the graphene domain size was estimated to be at the order of
15-20 nm.
Localised zero-dimensional (point-like) defects can also lead to strain and
corrugation in graphene sheets [47, 274]. In close collaboration with Volker
Blum, we investigate the influence of point-like defects on the average
in-plane lattice parameter. We used three different defect types: mono-
vacancies, divacancies and Stone-Wales defects in three different periodic
supercell arrangements (for a recent review, consider, e.g. [47]). Figure 9.6
shows the three defect types. The monovacancy and 5-8-5 divacancy defects
are shown in a (10× 10) graphene unit cell and the Stone-Wales defect in
a (7× 7 ) unit cell. To give a quantitative prediction on how the graphene
defects influence strain, corrugation and net area change of a periodic
graphene sheet (Tab. 9.2), we fully relaxed the atomic structure and unit cell
(residual forces and stresses below 0.001 eV/Å) of the three defect types in
different supercell (SC) arrangements using PBE+vdW.
In graphene, the perhaps most studied point defect type are monovacancies
(e.g. [274, 265, 6] and references therein). In a recent, exhaustive study
Santos et al. [274] addressed the relation between theoretically imposed
isotropic strain and monovacancy properties such as corrugation and spin
polarisation.
The following anaysis of the different defect types in graphene was carried
out by Volker Blum, published in a the joined publication Ref. [284]. He
considered only the fully relaxed, stress-free local optimum structures as
calculated by DFT on the level of PBE+vdW. Table 9.2 includes the calcu-
lated data for monovacancies in three different supercell arrangements with
and without spin polarisation. For the structures without including spin
polarisation monovacancies would be associated with significant strain and
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Defect Supercell aeff [Å] ∆z [Å] ∆Adefect [Å2]
monovacancy 5× 5 2.447 0.741 -1.72
7× 7 2.455 0.800 -1.78
10× 10 2.459 0.856 -1.88
spin-polarised (ferro- or paramagnetic)
5× 5 2.453 <0.01 -1.06
7× 7 2.458 0.197 -1.11
10× 10 2.461 0.055 -0.98
divacancy 5× 5 2.417 1.023 -4.94
7× 7 2.431 1.566 -6.82
10× 10 2.443 1.888 -8.46
flat (meta stable)
7× 7 2.447 <0.02 -3.42
Stone-Wales defect 7× 7 2.469 0.00 +0.54
Table 9.2.: PBE+vdW calculated effective lateral lattice parameter aeff (in Å), the top-to-
bottom corrugation ∆z (in Å) and the effective area lost (gained) per defect, ∆Adefect ( in
Å2) of different defect types and periodicities in an ideal, free-standing graphene sheet.
(Table published in Ref. [284])
corrugations of perfect graphene sheets (see Tab. 9.2). The picture changes
for monovacancies calculated with the inclusion of spin polarisation. In
DFT on the level of PBE+vdW monovacancies are paramagnetic defects
that carry a significant local moment. This leads to a slight reduction of
the compressive strain compared to a perfect graphene sheet, and thus
also to a reduction of the overall distortion (buckling of the monovacancy
and corrugation of the sheet). Even with the highest concentration con-
sidered in Tab. 9.2 (2% of monovacancies modeled by a (5× 5) supercell),
monovacancies alone would not yet lead to the full strain seen in the GID
experiments.
The next defect type in graphene, we considered is the divacancy. In fact,
divacancies in graphene are thermodynamically more stable than mono-
vacancies [47], a tendency that is even enhanced by compressive strain
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[48]. Volker Blum obtained the results for the divacancies with corruga-
tion shown in Fig 9.6 by starting from the fully relaxed, non-spinpolarised
monovacancy geometries and removing the most strongly buckled atom
(in z direction) in the monovacancy.
As can be seen in the Tab. 9.2 and the structure of the (10× 10) divacancy
defect in Fig. 9.6, this procedure leads to very significant strains and buck-
ling in a free-standing graphene sheet. The sheet curvatures seen at the
defect locations follow the trend described in the literature [47]. It is also
obvious that such defects could easily explain the GID-observed lateral
lattice parameter reduction even for relatively low defect concentrations
((10× 10) case). In fact, significant corrugations of this kind are seen in
atomically resolved STM images of defects generated in Highly Ordered
Pyrolytic Graphite by ion implantation (e.g. Fig. 1 in Ref. [203]). However,
even if a divacancy were completely flat, the associated strain would still be
significant. For comparison, Tab. 9.2 also includes the case of a flat, (7× 7)
periodic divacancy, which is a local structure optimum about 0.1 eV higher
in energy than the corrugated divacancy arrangement. The compression of
the lattice parameter for the defect densities of the divacancies included in
Tab. 9.2 compresses the latttice parameter to much compared to the 2.450 Å
measured by GID experiments.
Finally, we also include the case of the Stone-Wales defect, which results
from the rotation of a single C-C bond, but the number of C atoms remains
unchanged. Here, a slight expansion, not compression, of the overall lattice
parameter would result (Tab. 9.2).
We here used idealised theoretical defects and boundaries as approxima-
tions to the experimental reality of MBE-grown nano-crystalline graphene
films. Assuming that the growth process leads to defective graphene films,
such that the defects influence the characteristic of such films, the mor-
phology of the MBE-grown graphene films would most likely consists of a
combination of the defect types considered in this section, as well as others.
It thus seems qualitatively plausible that the strain induced by defects may
indeed significantly contribute to the overall lattice parameter contraction
that was observed in GID. However, to achieve large-scale homogeneous
electronic properties of epitaxially MBE-grown graphene films it will be
important to eliminate the potential for metastable defects.
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9.4. Summary
In summary, a detailed analysis of the ZLG layer revealed the origin of
the increased lattice parameter of the ZLG layer observed in GID measure-
ments [283]. The mixture of sp2 and sp3-like hybridisation of the carbon
atoms in the ZLG layer leads to a double peak structure in the bond length
distribution. The first peak corresponds to the sp2-like hybridised carbon
atoms and the second one to the sp3-like hybridised carbon atoms, leading
to an overall increase of the average in-plane C-C bond length.
We compared different interface models for the ZLG structure. Care has
to be taken when using smaller approximated interface structure to the
experimentally observed 6
√
3-ZLG interface. By comparing the ZLG struc-




3) SiC supercell and a (13× 13)-R2.2◦ C layer, we
found that the specific bonding situation at the interface plays a crucial
role in stabilising the SiC-graphene interface. The differences in strain and
the detailed position of the Si-C bonds at the substrate/graphene interface,
can for example misleadingly stabilise defects. We calculated the hexagon-
pentagon-heptagon (H5,6,7) defect as suggested by Qi et al. [256] in the ZLG
using the approximated
√
3-ZLG cell and the 6
√
3-ZLG phase. We found
that the defects calculated in the
√
3-ZLG would be energetically stable, the
same defects calculated in the 6
√
3-ZLG are energetically unfavourable.
To shed some light on the observed lattice contraction in MBE-grown nano-
crystalline graphene, we derived reference values for the lattice parameter
contraction expected from a possible substrate-induced corrugation. To
evaluate the influence of domain boundaries, we calculated the C-C bond
length of finite carbon flakes (hydrogen-saturated or unsaturated). How-
ever, both the corrugation and the domain boundary effects were too small
to solely explain the observed lattice corrugation. Finally, we calculated the
change of the average in-plane lattice parameter for graphene sheets with
monovacancies, divacancies and Stone-Wales defects in periodic supercell
arrangements. The calculations demonstrate that a lattice parameter con-
traction will arise from all defects except for the Stone-Wales defect. The
largest contraction is associated with the divacancy, which also induces a
significant buckling in free-standing graphene sheets. A low concentration
of defects is thus one possible explanation for the observed contraction.
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Figure 9.5.: (a) Calculated (PBE+vdW) effective lattice parameter (average C-C bond
length) in a series of fully relaxed graphene flakes of finite size with (squares) and without
(circles) hydrogen termination at the edges. The hydrogen terminated flakes are shown
in the inset. The lattice parameter of a flat, strainfree, periodic graphene sheet calculated
in PBE+vdW is indicated by a dashed line. (b) Diameter (maximum C-C distance) of the
flakes used in (a). (Figure published in Ref. [284])
101
Figure 9.6.: Top: calculated fully relaxed (atomic postion and unit cell) structure of a
graphene sheet with a (10× 10) periodic arrangement of a 5-8-5 divacancy defects (atoms
highlighted in red). The in-plane unit cell is marked by black lines. Bottom from left to
right: fully relaxed monovacancy and 5-8-5 divacancy defects in a (10× 10) unit cell and
Stone-Wales defect in a (7× 7 ) unit cell.
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10 Thermodynamic Equilibrium Conditions
of Graphene Films on SiC




3)-R30◦ and (3× 3) recon-
structions (Sec. 8.1) and the C-rich phases ZLG, MLG and BLG (Sec. 8.2). In
this chapter, we will examine the thermodynamic phase stability of these
different phases using the ab initio atomistic thermodynamics formalism as
presented in Ch. 4. The results presented in this chapter were published in
2014 Nemec et al. [227].
The surface energies (γ from Eq. 4.9) of the known surface phases of SiC
(Si face) are shown as a function of ∆µC = µC − EbulkC in Fig. 10.1a for
PBE+vdW. In the surface diagram in Fig. 10.1a, we included seven different
surface reconstructions:














3)-R30◦ & Si adatom
(see Sec. 8.1.1)
























3)-R30◦ & 4 ABAB-stacked (13× 13) C layer
The most stable phase for a given value of ∆µC is that with the lowest
surface energy. Going through Fig. 10.1a from left to right, we first find the
expected broad stability range of the very Si-rich (3×3) reconstruction (13





Si adatom structure (see Sec. 8.1.1). In the C-rich regime, just before the
C-rich limit (bulk graphite) is reached, the C-rich phases stabilise. First the




3) reconstruction and then the MLG, and even for a
very narrow stability range the BLG phase. The 3LG crosses the BLG within
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Figure 10.1.: Comparison of the surface energies for five different reconstructions of the
3C-SiC(111) Si side, relative to the bulk-terminated (1×1) phase (always unstable), as a
function of the C chemical potential within the allowed ranges (given by diamond Si,
diamond C or graphite C, respectively). (a) PBE+vdW, (b) PBE,(c) LDA. The shaded areas
indicate chemical potential values outside the strict thermodynamic stability limits of
Eq. 4.15. (Data published in Ref. Nemec et al. [227])
1 meV of bulk graphite. The respective stability ranges of the C chemical
potential are very narrow for the different C-rich phases are small (inset of
Fig. 10.1a: 4 meV, 5 meV and <1 meV for ZLG, MLG and BLG, respectively
at the chemical potential axis). As pointed out in Sec. 4.2 narrow chemical
potential ranges do not necessarily correspond to narrow experimental
conditions.
The differences in γ between the C-rich phases are also rather small (a
few tens of meV per (1×1) SiC surface unit cell), which necessitates the
calculation of highly accurate total energies. We ensured the convergence
with respect to the basis set size, the sampling in real and reciprocal space
and the number of SiC-bilayers included to represent the substrate (see
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Appendix B).
As already discussed in Ch. 4, one can further include the much smal-
ler (p, T) dependence of the solid phases by focusing on Gibbs free ener-
gies G(T, p) (see Eq. 4.1) in the QHA instead of E to e.g. capture small
temperature-dependent surface strain effects. However, quantifying this
T dependence precisely would necessitate accurate phonon calculations
for structure sizes of the order of ∼2,000 atoms, a task that is computation-
ally prohibitive at present. ZPC are small for the bulk phases (see Tab. 7.2).
However, there is the possibility of small contributions of finite T for the sur-
face phases [266]. We keep them in mind when interpreting our calculated
results below.
The primary approximations that we cannot systematically improve in
our calculations originate from the exchange-correlation functional used.
Standard approximations to the exchange-correlation functionals cannot
capture correlation effects [14] rendering all discussed surface phases metal-
lic. However, in experiment a small band gap of approximately 300 meV
was observed in scanning tunnelling spectroscopy (STS) measurements of
the ZLG layer [270, 109]. A more advanced treatment might suppress the
metallicity, shifting the surface energetics towards lower energies, most
likely maintaining the relative energy differences between the graphene
phases while the crossing point between the Si adatom phase and the ZLG
phase could change.
We evaluated the influence of different density functionals for the related
bulk phases in Part. II. In Figures 10.1 b & c), we show how the surface
energies would be affected by different density-functional treatments. We
have thus recomputed the surface phase diagram up to the MLG phase for
the PBE and LDA functionals.
The results for the plain PBE functional, which lacks long-range vdW inter-
actions are shown in Fig. 10.1 b). In Chapter 6.2 and Sec. 8.2, we already
discussed the importance of the inclusion of long-range vdW interactions
and demonstarted that plain PBE fails to describe the interplanar bonding
between the graphene layers. As expected, the absence of vdW tails in
the plain PBE functional changes the phase diagram drastically. Due to
the overstabilisation of graphite (130 meV/atom Sec. 6.1), its stability line
moves significantly further to the left, as does the crossover point between





3)-R30◦ phase in PBE, in outright contradiction
to experiment [329].
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In the LDA-derived phase diagram shown in Fig. 10.1 c), the most significant
change compared to PBE+vdW is the apparent incorrect stability hierarchy
of graphite vs. diamond (see Ch. 6 and Appendix A). If we focus on the
graphite line, we find that the ZLG-MLG crossover point is almost exactly
on that line. In LDA, the net interlayer bonding between the first graphene
layer and the ZLG phase is thus the same as that in bulk graphite. As a result,
the ZLG phase in LDA has a broader stability range than in PBE+vdW. The
MLG phase would only be a (very) near-equilibrium phase in LDA. Still,
even taking LDA at face value implies the existence of T-p conditions very
close to equilibrium for MLG, making the experimental search for such
conditions promising. The key message of Fig. 10.1 is thus that equilibrium
or near-equilibrium chemical potential ranges for ZLG, MLG, and even
BLG, corresponding to specific T/p conditions in experiment exist.
The actual growth process proceeds by Si out-diffusion from underneath
already formed graphene planes. Yet, the external Si reservoir background
pressure still matters in equilibrium: As long as the diffusion path to the out-
side remains open, so does the inward diffusion path, and near-equilibrium
with the reservoir gas can be achieved. During intermediate stages of the
formation of a new graphene plane [230], such diffusion paths must be
available. This finding proves the potential for much better growth control
for each phase than what could be expected if each phase were just a neces-
sary (but not thermodynamically stable) kinetic intermediate. Achieving
true reversibility for actual MLG may be hard, since the reverse growth
process require to disassemble a fully formed graphene plane which is kin-
etically difficult [329, 124]. However, the active forward growth process from
MLG to BLG under Si out-diffusion should still be limitable by appropriate
T/p conditions. A macroscopically homogeneous surface very close to
pure-phase MLG should thus be achievable in principle.
Next, we bring our results in the context of some specific growth-related
observations. For epitaxial graphene growth in ultrahigh vacuum (UHV),
the background pressures of Si and C are low and ill-defined leading to a
coexistence phases with different number of graphene layer [82]. Emtsev
et al. [82] achieved much more homogeneous graphene growth by introdu-
cing an argon atmosphere, although MLG/BLG phase areas still coexist.
A uniform background partial pressure of Si, however, will not be strictly
guaranteed. The observed thermodynamic ZLG stability and improved
growth of MLG by controlling a disilane (Si2H8) reservoir [329] is fully
consistent with our findings. The use of a confined cavity to control the Si
flux away from the sample reportedly yields excellent wafer-size films [67].
Maintaining a controlled Si partial pressure at constant temperature is most
likely the important step for large-scale growth of high quality graphene.
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11 Band Structure Unfolding
The bulk projected band structure is a very helpful tool to analyse surface
systems built from only a few unit cells. However, when studying the
interface between two materials with different lattice parameters, such as
SiC and graphene, a coincidence structure has to be found. These resulting
structures can easily become several hundreds of unit cells large. The
corresponding Brillouin zone of the supercell (SCBZ) then becomes very
small and the resulting band structure hard to interpret.
Figure 11.1.: a: Linear hydrogen chain with one hydrogen atom (H) in the unit cell and
its band structure. b: supercell of the linear hydrogen chain with 5 times the one-atomic
unit cell. The band structure is folded at the edges of the reduced Brillouin zone of the
supercell. The band structure corresponding to the actual one-atomic unit cell is plotted
with dashed lines. c: the hydrogen atoms in the 5 atomic chain are moved away from their
periodic position. The corresponding band structure is perturbed, preventing the straight
forward reversal of the band folding.
In Figure 11.1, we demonstrated how a SC influences the band structure
using a linear hydrogen chain as an example. We assume a periodic one-
dimensional chain of hydrogen atoms, shown in Fig. 11.1 a). The band
structure for the one-atomic unit cell is plotted from the zone edge (M) to
the Γ-point to the other M-point (M’). The bands of the linear hydrogen chain
with one atom in the unit cell show the typical parabolic behaviour. Next,
the hydrogen atom is repeated five times in a perfect chain. The supercell
(SC) contains five hydrogen primitive cells (PCs) and the band structure is
plotted in Fig. 11.1 b). The bands of the SC are folded at the zone edges of
the smaller SCBZ. Comparing Fig. 11.1 a and b), it becomes apparent that
the Brillouin zone of the supercell (SCBZ) is reduced to one-fifth compared
to the Brillouin zone of the primitive cell (PCBZ). For example the band
structure plot for the five-atomic hydrogen chain SC (Fig. 11.1 b) shows
six states at the Γ-point with two occupied states crossing at the Γ-point of
the PCBZ(circled in red). A comparison of the band structure of the one-
atomic and the perfectly periodic five-atomic hydrogen chain (Fig. 11.1 a
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and b), allows to lift the crossing by ordering the states of the folded SC
band structure into the PCBZ as indicated by red circles in Fig. 11.1 b). In
the extended PCBZ, it becomes clear that this crossing is an artifact of the
zone folding, because the eigenvalue is actually located at the neighbouring
PCBZ. In such a situation it is desirable to represent the band structure or
spectral function of the SC in an extended BZ by exploiting the additional
translational symmetry. In the third example, the atoms in the five-atomic
chain are moved away from their periodic position (see Fig. 11.1 c). The
band crossing at the Γ-point of the SCBZ (circeled in red) is lifted, preventing
the straight forward reversal of the folding operation. Although, the band
structure of the perturbed hydrogen chain shows a close resemblance with
the unperturbed one, it is unclear how to unfold the band structure into
the PCBZ of the one-atomic hydrogen chain. In the following, we present a
way to unfold the band structure of a supercell into that of a chosen unit
cell.
Many different approaches have been proposed to map the band structure
of a SC onto a different unit cell and have been implemented in a range of
electronic structure codes [189, 37, 36, 176, 253, 254, 4, 187, 84, 147, 3].
For the band structure of a periodically repeated primitive cell spanning
a perfect supercell, exact methods based on the Bloch’s theorem [31] exist
to map the eigenstates from a SC calculation onto a unit cell. For example,
in the tight-binding community an exact method has been proposed for
unfolding the band structure of a perfect SC into bulk dispersion curves
[37] with an extension to imperfect SCs [36] or to imaginary bands [3].
Facing the challenge of investigating the electronic band structure of alloys,
Popescu and Zunger developed an unfolding method within the plane-
wave DFT framework [253, 254]. To unfold the spectral function of func-
tionalised carbon nanotubes [189] or bulk structures with impurities [176],
the spectral function is represented in Wannier functions. Farjam adapted
the unfolding formalism from Lee et al. [189] for the density-fuctional-based
tight-binding scheme to visualise the influence of point defects on the elec-
tronic structure of graphene [84]. Allen et al. [4] and Huang et al. [147]
presented the unfolding formalism in a mathematical generalised notation
and applied it to tight-binding band structures and phonon dispersions.
Lee et al. [187] unfolded the band structure using a basis of linear combin-
ation of atomic orbitals (LCAO). It was developed independently of the
unfolding routine presented in this work. There is one major conceptual
difference between the unfolding formalism from Lee et al. [187] and this
work: The formalism presented by Lee et al. [187] (as well as the work by
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Ku et al. [176]) is built upon the concept of a connection between the SC and
a conceptual normal cell. In the case of a perfectly periodic SC the conceptual
normal cell is identical to the PC. The relationship between the conceptual
normal cell and SC coordinates is given by what Ku et al. refer to as “the
map”. This “map” consists of two pieces of information: First, a (3× 3)
integer matrix, the so-called N , which expresses the SC lattice vectors in
terms of the PC lattice vectors. Second, a list of SC orbitals and their cor-
responding PC lattice vectors and conceptual normal cell orbitals. In a
perfectly periodic SC the assignment of SC orbitals to their corresponding
PC lattice vectors is trivial. However, as soon as the periodicity in the SC
is broken for example by a defect, substitution, structural distortion or an
interface the identification of such a conceptual normal cell is not clear and
their is no unique mapping. As this “map” plays a fundamental role in their
algorithm, the unfolded band structure depends on the chosen conceptual
normal cell.
Figure 11.2.: a) shows 18 atoms arranged in a
perturbed hexagonal lattice, the unit cell and
the lattice vectors A1 and A2. b): the structure
from a) is presented as a (3× 3) supercell. The
nine primitive unit cells are indicated by blue
lines and the primitive lattice vectors a1 and
a2 by black arrows. The blue atom in the
central unit cell can be shifted to its periodic
image by a lattice vector translation.
In this work we exploit Bloch’s the-
orem to unveil hidden translational
symmetries in a SC calculation by
specifying an arbitrary supercell
matrix (N ). The formalism does not
require the knowledge of any sym-
metry in the system. Before, we in-
troduce the formal unfolding form-
alism, we discuss the basic underly-
ing idea.
Any wave function can be unfolded
by projecting onto a system with
shorter real space translation vec-
tors corresponding to a higher trans-
lational symmetry. For any projec-
tion, we can determine the unfold-
ing spectral weight. The unfolding
spectral weight gives the probabil-
ity of a state p to exist at K and takes
a value between 0 and 1. For the
spectral weight, we can distinguish
three different cases. First, the as-
sumed translational symmetry cor-
responds exactly to the periodicity
of the wave function. Then the spec-
tral weight will be one for one point
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in the BZ (see example Fig. 11.1 b). Second, the wave function does not
resembles the assumed translational symmetry. Then, the resulting projec-
tion will be noisy and no point in the BZ accentuated. The third case is the
range in between. Here, the wave function is approximately periodic and
the spectral weight will be close to 1 or close to 0.
Figure 11.2 a) shows 18 atoms forming a perturbed hexagonal lattice. The
lattice in Fig. 11.2 a) can also be seen as a 3× 3 SC with 2 atoms in the PC,
shown in Fig. 11.2 b). The SC is spanned by the unit cell vectors A1 and
A2. In the example sketched in Fig. 11.2, the supercell matrix (N ) is a 2× 2
matrix with the diagonal elements equal 3. In FHI-aims the wave function
of the system is expanded into numeric atom-centered orbitals (NAOs). A
set of NAOs is localised on every atom (see Sec. 2.5). We can use Bloch’s
theorem to define an operator that projects out all the contributions of the
wave function corresponding to the translational symmetry given by N .
Apart from the information available from the full system in Fig. 11.2 a)
the only additional requirement is the translation operator (marked in blue
in Fig. 11.2 b) defined by N . The projector then translates a basis element
localised at an atom in the SC by the translation vector (e.g. a2 indicated by
an arrow in Fig. 11.2 b). To determine the projection weight in one k-point
the basis element has to be translated to every PC determined by N .
11.1. The Brillouin Zone (BZ)
Just for the moment, we assume a perfect SC built from NC PCs and determ-
ine the connection between the PC and the SC lattice of the same crystal in
real and reciprocal space.
We consider a bulk crystal with a primitive cell (PC) described by real space
lattice vectors ai, where the integer i denotes the spatial direction. The
corresponding unit cell in reciprocal space is shown in Fig. 11.3. The BZ of
the conventional unit cell contains a mesh of k-points (shaded in grey and
the k-points are shown in purple) and is spanned by the reciprocal lattice
vectors bj. The real space lattice vectors and the reciprocal lattice vectors
are connected by the relation
ai · bj = 2πδij. (11.1)






where Nij are the integer entries of the invertible, (3× 3) supercell matrix
(N ). The inverse of N is calculated using integer vector and matrix oper-
ations only. Using the transposed inverse of the supercell matrix (N−1)T,




The Bj span the BZ of the SC (indicated in blue in Fig. 11.3).
Figure 11.3.: Sketch of a 2-dimensional
unit cell in reciprocal space: The grey
area indicates the first BZ with the re-
ciprocal lattice vectors bi of the conven-
tional unit cell (in this example 64 k-
points (k) (purple points)) and the SCBZ
of a 4× 4 supercell with lattice vectors
Bi and four k-points (K) (white points).
All calculation in the BZ are evaluated
on a grid of k-points defined by Mj: The
BZ of the SC contains Mj k-points in the
direction of the reciprocal lattice vector
Bj (shown as white points in Fig. 11.3).
This gives Nk = ∏j Mj k-points in total.







where the integer mj = 0, . . . , Mj − 1 is
the index of the k-point along the direc-
tion j. On the other hand, the reciprocal
representation of the SC is periodically
repeated. A K-vector in one BZ is con-







Within the PCBZ, there are NC different reciprocal lattice vector Gn. Any
k-point in the PCBZ can be uniquely written as a sum of a SCBZ vector K
and lattice vector Gn












N−1ji bi = k. (11.6)
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For any k, a vector of integers (pj = mj + Mjnj) can be found to express k
in terms of reciprocal lattice vectors b. 1
From these basic considerations, we can draw some helpful conclusions:
The folded SCBZ can be repeated to span the unfolded PCBZ corresponding
to the primitive unit cell. Therefore, every K in the folded SCBZ has a copy
in all periodically repeated PCBZ. With Eq. 11.6 each k in the unfolded
PCBZ can be determined by an integer operation in terms of the reciprocal
lattice vectors B. This facilitates a numerically accurate and easy assignment
of the k-path in the unfolded BZ.
11.1.1. The Wave Function
Figure 11.4.: The real-space
SC containing 3 × 3 PC is
shaded in blue. The lattice
vector Rj points to a periodic
copy of the SC. The PC with
lattice vectors a1,2 is shaded
in grey. The lattice vector ρl
points to a periodic copy of
the PC. Each PC contains two
atoms (red circle) with atomic
position rµ.
Before we introduce the actual unfolding routine,
we include some notational preliminaries:
First, we introduce the wave function of the su-
percell (shaded in blue in Fig. 11.4). The wave
function (eigenvector) φKp of the eigenstate with
band index (p) at SCBZ K-point (K) with energy
εKp of a SC calculation is a Bloch function
φKp(r + R) = 〈r + R|φp(K)〉
= eiK·RφKp(r)
(11.7)
for any SC lattice vector R = ∑i=1 niAi. The







where µ is the index of an orbital in the SC and
Nbasis the total number of basis functions. |K, µ〉
is the basis function in reciprocal space with





eiK·Rj |Rj, µ〉, (11.9)
1For example, applying Eq. 11.6 to the BZ shown in Fig. 11.3 the wave vector K becomes
K = 12 B1 +
1






where NS is the number of SCs included in the crystal, Rj is the lattice vector
pointing to the jth periodic copy of the SC and |Rj, µ〉 are the atomic basis
functions in real space (Eq. 2.27) in cell j and orbital µ.
11.2. The Unfolding Projector
Unfolding the states |φp(K)〉 in Eq. 11.8 into the PCBZ corresponds to a
projection onto Bloch states of higher periodicity given by the supercell
matrix (N ). We can thus project the component of a SC eigenvector at K
into the nth reciprocal PC given by the reciprocal lattice vector Gn (Eq. 11.5)
by a projector Pn(K). This projection measures how close a state is to a
Bloch state with higher periodicity. To express an unfolding projector, we
require a basis of the same periodicity defined by N . In general the SC
is not an exact copy of NC PCs and the wave function Eq. 11.8 does not
necessarily have the required periodicity. We extend the basis |K, µ〉 by
adding periodic copies of each basis function with
T̂(ρl)|K, µ〉 =: |K, µ, l〉, (11.10)
where T̂(ρl) is a translation operator that translates the basis function |K, µ〉
into the lth PC by the lattice vector ρl = ∑i niai.
The unfolding projector Pn(K) has to fulfil three constraints:
1. Pn(K) has to be invariant under PC lattice translations – Pn(K) is a
periodic operator.
2. once the projector acted on a state any additional application must
not change the result beyond the initial application – Pn(K) is an
idempotent operator.
3. in a perfectly periodic SC, Pn(K) projects a state fully in one reciprocal
unit cell Gn only. Any state with any Bloch symmetry has a unique
decomposition into NC functions of higher PC translational symmetry.
This has to be true for any arbitrary division in subcells that span the
SC by lattice vector translations. The sum of Pn(K) over all possible
NC SCBZ is one – Pn(K) sums to one.
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e−iGn·ρl |K, µ, l〉
a. Periodicity
Pn(K)|K, µ, l〉 = eiGn·ρl Pn(K)|K, µ〉








In the following, we show that the unfolding projector defined by Def. 11.2.1
satisfies the three conditions.








By construction |K, µ, l〉 is a Bloch function, so that
eiGn·ρl′ |K, µ, l〉 = |K, µ, l + l′〉,
where ρl′ and ρl are both lattice vectors, so that the sum of both is






e−iGn·ρl |K, µ, l + l′〉 = Pn(K)|K, µ, l′〉
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e−iGn·ρl Pn(K)|K, µ, l〉














NCe−iGn·ρl′ |K, µ, l′〉
Wich is the definition of Pn(K) (Def. 11.2.1)
= Pn(K)|K, µ〉.













e−iGn·ρl |K, l, µ〉
applying the basic rules of Fourier transformation









Here Eq. 11.10 was used for l = 0
|K, l = 0, µ〉 = T̂(ρl=0)|K, µ〉 = |K, µ〉.
The unfolding projector defined by Def. 11.2.1 satisfies the conditions a-c.
Therefore it can be used to uniquely determine the spectral weight in the
PCBZ.
As a final step the projector Pn(K) is applied to the eigenvector |φp(K〉 to
calculate the unfolded spectral weight wKpn of the state p in the PCBZ n at
K.
wKpn = 〈φp(K)|Pn(K)|φp(K)〉 (11.11)
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µ(K)e−iGn·ρl〈K, µ′|K, µ, l〉
(11.12)
In an orthonormal basis, the object 〈K, µ′|K, µ, l〉 would be a unity matrix
δµ′,µl and the work would be done. However, a numeric atom-centered
orbital-basis is non-orthogonal. Using Eq. 11.9 and Eq. 11.10 the matrix
element 〈K, µ′|K, µ, l〉 becomes








[S(K)]µ′;µl is the overlap matrix element of the basis function µ′ located
in the SC j′ and the basis function µ translated by a PC unit cell vector ρl.
In an exactly PC-periodic system, the translation operator T̂(ρl) translates
the basis function µ to an exact copy of µ. In that case, the (Nbasis × Nbasis)
overlap matrix used in the DFT calculation already contains all matrix
elements [S(K)]µ′;µl. The remaining task is to assign every µ to a primitive
cell l. However, in the case of a perturbed system, for example due to
structure relaxation or defects, T̂(ρl) translates an orbital µ to an empty site
and the overlap matrix [S(K)] is an (Nbasis × NCNbasis) object. The missing
matrix elements would have to be calculated. However in practice, we
introduce the first approximation by setting the overlap
[S(K)]µ;µ′l′ ≈ [S(K)]µ;µ′ , (11.14)
where in the overlap matrix [S(K)]µ;µ′ , µ′ can be assigned to a PC l′. This
approximation allows us to use the overlap matrix as calculated in the
FHI-aims-code. For two atoms far apart, the overlap is small and the change
in the overlap matrix element due to changes in the atomic position should
be minor. However, for neighbouring PC the overlap between basis func-
tions can still be sizeable. Here, the approximation only holds for small
changes in the geometry.
The unfolding spectral weight gives the probability of a state to exist at K.





wKpn = 1. (11.15)
The normalisation is ensured by the sum-to-one constraint of the unfolding




C∗pµ (K) [S(K)]µ;µ′ C
p
µ′(K) = 1. (11.16)
The unfolding formalism is exact and allows the mapping of any band
structure onto a Brillouin zone. By defining a supercell matrix one imposes
an underlying periodicity on the system. Only states corresponding to
the periodicity defined by N will show a band dispersion in the extended
Brillouin zone.
11.3. The Hydrogen Chain: Practical Aspects of
the Band Structure Unfolding
In the following we discuss some practical details on the basis of a few
examples shown in Fig. 11.5.
Example a: Figure 11.5a shows a perfectly periodic 10-atom hydrogen
chain. In this example the band structure can be unfolded exactly.
In the PCBZ the spectral weight, Eq. 11.12, is either zero or one.
Example b: Figure 11.5b shows a distorted geometry with broken trans-
lational symmetry. The overall shape of the band structure is very
similar to that of example a, but close to the Γ point the effect of the
distortion can be seen. In this example, the difference between an atom
in the PC l at position ρl and an atom at position ρl′ in the l′th PC is
not a lattice vector of the PC. The spectral weight reflects the strength
of the symmetry breaking by reaching a value between zero and one.
However, for very strong distorted geometry, where the displacement
is at the order of a lattice translation the approximation to the overlap
matrix Eq. 11.14 would break down. In this case, all overlap matrix
elements [S(K)]µ;µ′l′ would need to be calculated explicitly.
Example c: In this example the hydrogen chain is perfectly periodic except
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Figure 11.5.: The unfolded band structures of four different 10-atom hydrogen chains
are plotted along the PCBZ path M to Γ to M. Dashed lines indicate the SCBZ. The
corresponding atomic structure is shown at the bottom. a.: A perfectly periodic hydrogen
chain, b.: a hydrogen chain with geometric distortions, c.: a defect in the PC l = 6 in an
otherwise perfectly periodic chain and d.: two chains with different periodicity.
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for one defect in the PC l = 6. Part of the original hydrogen band
can still be observed, but the symmetry breaking is clearly seen in
Fig. 11.5c by small gap openings. To evaluate Eq. 11.12, the overlap
matrix of atom µ′ in PC l′ and atom µ in PC l = 6 is required, but the
overlap is not calculated within FHI-aims, because in the PC l = 6
contains no basis functions. This can be circumvent by introducing a
ghost atom that consists of the same basis functions but without any
mass or charge.
Example d: The system contains two hydrogen chains, a 10-atomic and
a 2-atomic one separated by 2.5 Å. It is not clear how N should be
chosen. We are interested in the effect of the additional chain on the







Figure 11.5d shows the unfolded band structure. The band originating
from the 10-atomic hydrogen experiences a small gap opening at
the Fermi level. The second 5-atomic chain is too far away for any
chemical bonding between the chains, which is reflected by the almost
undisturbed band, but introduces a periodic potential. Additional
states appear in particular some very weak states at the Fermi level.
What cannot conclusively be determined from the plot is which states
originate from which chain. In this system we face a similar problem
as in example c. We need to calculate the overlap of the two atoms in
PC l and l′, as depicted in Fig. 11.5d. The PC l′ contains just one atom,
as a consequence the overlap between the basis function in l and l′ is
not fully available. In this particular system, ghost atoms can again
be used to unfold the combined system. However, in general the full
(Nbasis × NCNbasis) overlap matrix defined in Eq. 11.13 is required to
unfold an interface system formed by two subsystems with different
periodicities.
119
Figure 11.6.: The unfolded band
structure of the two chain system
introduced in Example 11.3d. The
band structure is projected on the
10-atomic chain marked by a grey
box.
In summary, the unfolding procedure intro-
duced in this section facilitates the unfold-
ing of the band structure of an arbitrary
system by imposing a translational sym-
metry. However, because of the overlap
matrix [S(K)]µ′;µl Eq. 11.13 a first approx-
imation was introduced, see Example 11.3b.
For small displacements of atoms in the PC
the changes of the respective overlap matrix
element are smalss, such that the approx-
imation holds. As shown in Example 11.3c
there is a workaround by introducing mass-
and chargeless basis functions at the posi-
tion of “missing atoms”. For interface sys-
tems this workaround is only applicable in
a few special cases.
For an interface system formed by two sub-
systems with different periodicities, we are
generally interested in the band structure
projected on the subsystem of interest. In
a LCAO basis a straight forward projection
is given by a Mulliken partitioning [222].
In Eq. 11.12 the sum over basis functions µ
should than run over all basis functions µs located in the subsystem and not
over all basis functions. In essence the projection splits the eigenvector Cp
in two parts:
1. Eigenvector entries belonging to the subsytem Cp
µ′s
2. Eigenvector entries belonging to the rest Cp
µ′r

















the eigenvector is no longer normalised, because the contribution from the








is not included in the
sum. As a result, the eigenvector norm in Eq. 11.16 has to be introduced
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C∗pµs (K) [S(K)]µs;µ′s C
p
µ′s
(K) ≡ 1 (11.19)
the weight normalisation (Eq. 11.15) is ensured. In analog to Eq. 11.19 a
normalisation factor for the rest Nprest can be calculated. With




we can then determine how strongly the subsystem and the rest are coupled
for a state p. For a combined system in which the two subsystems are
infinitely separated, the overlap matrix becomes a block matrix and the
coupling coefficient Jp = 0. When interpreting Jp one has to keep in mind
that Jp strongly depends on the chosen basis set used for the projection
and there is no well defined upper limit of Jp in cases of strong coupling.
However, it can be used to visualise general trends within one system.
In Figure 11.6 the band structure of the system introduced in Example 11.3d
is shown. The two subsystems are well separated, the overlap matrix is close
to a block matrix and the coupling coefficients are very small. For the band
structure plotted in Fig. 11.6 the maximal coupling coefficient is Jp = 0.038
for the state p = 5 meV and the k-point at which the band touches the Fermi
level. At this very point the projected band structure shows a very small
gap opening at the Fermi level in an otherwise undisturbed band.
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12 The Electronic Structure of Epitaxial
Graphene on 3C-SiC(111)
In Section 8.2, we discussed the atomic structure of epitaxial graphene,
MLG and the interface, the ZLG, structure on the Si side of SiC. The atomic
composition of theses two structures differ by the number of hexagonal car-
bon layers. We found that the ZLG consitsts of a mixture of sp3 hybridised
bonds to the substrate and in-plane sp2-like bonds, while the MLG is a sp2
bonded graphene layer. ARPES measurements Ref. [83] and DFT (LDA)




3)-R30◦ commensurate supercell Ref. [166]
showed qualitatively different electronic structure originating from the
specific bonding situation of the top carbon layer.
Figure 12.1.: Figure taken from Ref. [263]: Dispersion of the π-bands of graphene grown on
6H-SiC(0001) measured with ARPES perpendicular to the ΓK-direction of the graphene Bril-
louin zone for (a) an as-grown ZLG (Ref. [263] Fig. 15 a); (b) an as-grown MLG (Ref. [263]
Fig. 15 e); (c) after hydrogen intercalation (Ref. [263] Fig. 15 b).
Figure 12.1 (taken from Ref. [263]) shows the dispersion of the π-bands
of ZLG, MLG and QFMLG grown on 6H-SiC(0001) measured with ARPES
perpendicular to the ΓK-direction of the graphene Brillouin zone. For the
ZLG layer the characteristic graphene π and π∗ states with their linear
dispersion at the K-point in the BZ are not present (see Fig. 12.1 a) [214, 334,
263]. However, the in-plane σ bonds are already observed in ARPES [35,
81, 83]. Only with the MLG layer π and π∗ band appear, Fig. 12.1 b) [83,
34, 263]. In epitaxial graphene the Dirac point is shifted under the Fermi
level showing a n-type doping [83, 35, 238, 263]. When the ZLG surface is
intercalated by hydrogen (H) QFMLG forms. QFMLG is undoped if grown
on 3C-SiC (see Fig. 12.1 c) [96].
The origin of the doping and the effect of charge transfer is not yet fully
understood. Improving the understanding of the SiC-graphene interface
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and its influence on the electronic structure of MLG and few-layer graphene
is the aim of this chapter.
In this chapter, we discuss the electronic structure of epitaxial graphene
on the Si side of SiC. For calculating the electronic structure, we use the
all-electron, localised basis code FHI-aims. For the approximation to the ex-
change-correlation functional, we use PBE and the hybrid functional HSE06
(ω =0.207Å−1, α =0.25). The atomic structure was introduced in Ch. 8 (all
structures were optimised using PBE+vdW).
12.1. The Electronic Structure of Epitaxial
Graphene
First, we discuss the electronic structure of the competing C-rich surface





cell covered by a strained 2× 2 graphene cell (see Tab. 9.1) [214, 215, 334, 335,





unit cell; two of them are covalently bound to the 2× 2 ZLG layer and
one Si atom is right underneath the midpoint of a carbon hexagon of the
ZLG layer. This structure closely resembles the configuration at the center
















In Section 7.2, we found that HSE06 improves the description of the cohesive
properties of SiC polytypes, in specific the valence band width and band-
gap, over PBE, so we used the hybrid functional HSE06 to calculate the
electronic structure. A comparison between the HSE06 and PBE DOS of
the
√
3-MLG structure can be found in Appendix F. For the bulk projected
states the 3C-SiC unit cell was chosen such that the three SiC-bilayers are




3 cell was chosen. For
the bulk projected DOS the bulk states were multiplied by two to equal the
six SiC bilayers in the slab calculation.
Figure 12.2 shows the calculated bulk projected band structure (see Sec. 5)








Figure 12.2.: The surface projected Kohn-Sham band structure and DOS of the (a) ZLG, (b)




(3)) approximate unit cell using the HSE06
hybrid functional.
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The bulk projected band structure, DOS and the geometric structure of the√
3-ZLG phase are shown in Fig. 12.2 a). The direct and indirect band gap
of bulk 3C-SiC are drawn into the band structure plot (for more details
about the 3C-SiC bulk properties see Sec. 7.2). There is a single band at
the Fermi level giving rise to a peak in the DOS. In the case of the 3C-SiC
polytype the conduction band minimum (CBm) reaches into the Fermi level
(see Fig. 12.2 a-c). This is different for hexagonal polytypes, where the CBm
is well above the Fermi level [243]. The
√
3-ZLG layer contains a mixture
of sp2 and sp3 hybridised orbitals, therefore the π bands with their linear
dispersion close to the K-point characteristic for graphene are missing.
However, experimental studies of the ZLG suggest a small band gap around
the Fermi level of 300 meV in STS [270, 109]. We tested the influence of
spin-polarisation in separate calculations for
√
3-ZLG (not shown here). In
a non-spin-polarised calculation every state is occupied by two electrons.
In a surface with one dangling bond the structure is by necessity metallic.
Introducing spin-polarisation allows the surface to open a gap. We com-
pared the spin-polarised and non-spin-polarised band structure and DOS,
but we could not find a change in the electronic structure or a gap opening,
which agrees well with a DFT study of the
√
3-ZLG structure using LDA
[215]. For the SiC/graphene hybrid structures included in this section the




3-MLG layer forms on top of the
√
3-ZLG interface. In the band
structure Fig. 12.2 b) the Dirac point is shifted by −0.64 eV (−0.62 eV
using LDA Pankratov et al. [243]) leading to n-type doping similar to the
experimental value of −0.4 eV [83, 35, 238, 96]. The energy difference
between ED and the CBm is 0.63 eV. The Fermi velocity is the slope of the
graphene π band at the Fermi level. For the
√
3-MLG layer, we found
1.00·106 m/s (PBE: 0.84·106 m/s; Experiment: 0.90·106 m/s [96]). A flat
surface band appears at the Fermi level, similar to the one observed in the
band structure of the
√
3-ZLG phase.
For the AB stacked
√
3-BLG (Fig. 12.2 c), we find a n-type doping of the
√
3-
BLG layer, in agreement with experiment [238, 263]. Between the bilayer
graphene related π bands a Kohn-Sham gap opens by 0.33 eV (PBE: 0.25 eV;





3-MLG there is a flat surface band at the Fermi level.
A possible explanation for the surface band at the Fermi level could be that
the absence of the band gap in the simulated band structure is due to the
approximated
√




3-ZLG and the 6
√
3-ZLG phase. Because of the increased system size,
we will use the PBE exchange-correlation functional instead of the hybrid
functional HSE06. In addition, we show in Fig. 12.3 the projected DOS of
all Si atoms in the simulation cell (beige) and of the single Si dangling bond
(pink) in the
√
3-ZLG and 19 dangling bonds in the 6
√
3-ZLG structure as
introduced in Sec. 9.2.





lated using PBE exchange-correlation functional. The full DOS is shown in blue, the
projected DOS of all Si atoms in the slab (beige) and of the Si dangling bonds (pink). On
the right are shown images of the geometric structure optimised using PBE+vdW.
We first discuss the DOS of the
√
3-ZLG structure in Fig. 12.3 a). In the√
3-ZLG structure the surface band (see Fig. 12.2 a) leads to a pronounced
peak in the DOS at the Fermi level. The peak at the Fermi level cannot
fully be contributed to the Si related states (shown in beige in Fig. 12.3 a).
However, the projected DOS of the Si dangling bonds (shown in pink in
Fig. 12.3 a), gives a clear peak at the Fermi level. Between the peak at the
Fermi level and the SiC bulk states the DOS shows a gap (for comparison
see Fig. 12.2 a).
In the case of the 6
√
3-ZLG phase, the picture changes. Here, also the DOS
close to the Fermi level increases. The states at the Fermi level are domiated
by Si states (shown in beige in Fig. 12.3 b), but the contribution to the Si
states originating from the Si dangling bonds is minor (shown in pink in
Fig. 12.3 b). In the case of the 6
√
3-ZLG the projected DOS of the Si dangling
bonds does not show a clear peak like in the
√
3-ZLG structure.
In a LDA based DFT study by Kim et al. [166] the simulated ARPES spectra
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of the ZLG layer on 4H-SiC shows several flat bands at the Fermi energy
originating from the interface [166]. However, Kim et al. [166] did not show
a DOS to allow for a detailed comparison.
However, the LDA as well as PBE are known to severely underestimate
band gaps [209]. In the case of the ZLG layer the experimentally observed
gap is of the order of 300 meV. To clarify the electronic structure of the
interface close to the Fermi level a simulated band structure accounting for
spin-polarisation on a dense k-grid at least on the level of HSE would be
desirable, but, at the moment prohibited by the computational costs for
system sizes of ∼2000 atoms.
12.2. The Influence of Doping and Corrugation on
the Electronic Structure
For epitaxial graphene grown on SiC, we found in Sec. 8.2 that the MLG
layer is corrugated. The corrugation is passed on to the MLG layer by
the substrate/graphene interface structure. In Section 12.1, we found by
evaluating the band structure of
√
3-ZLG, -MLG and -BLG structures that
epitaxial mono- and bi-layer graphene are n-type doped. Electronic states
originating from the interface could affect device operation through electro-
static screening even without directly contributing to electron transport. In
addition, doping the graphene by charge transfer from the substrate or a
possible symmetry breaking caused by the corrugation could affect electron
transport [219, 19].
The interplay of saturated and unsaturated Si atoms at the interface causes a
charge redistribution in the 6
√
3-ZLG carbon layer (Fig. 12.8). We calculated
the change in the electron density at the interface between the ZLG surface
and the MLG layer, to evaluate how the charge redistribution in the ZLG-
layer effects the MLG-layer.
We calculated the electron density n(r) of a 3C-SiC slab with a reduced
layer thickness (4 SiC bilayers instead of 6). The electron density of the
MLG layer nG(r), the substrate including the ZLG layer in the substrate
reference electron density nsub(r) and the full system nfull are calculated in
isolation from each other. The electron density is represented on an evenly
distributed grid (260× 260× 350) for all three systems. The electron density
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Figure 12.4.: The electron density of the 6
√
3-MLG phase. Panel (a) shows the full electron
density nfull of the MLG surface integrated over the x-y-plane along the z-axis (solid black
line), the electron density of the substrate (filled in grey) nsub and the graphene layer nG.
The average atomic layer position is indicated by dashed lines. Panel (b) displays a cutout
of the atomic surface structure. The boxes indicate the structures calculated in isolation,
black the full slab, grey the substrate and red the graphene layer. Panel (c) shows the
electron density difference ∆n(z) (Eq. 12.1 and Eq. 12.2). The charge transfer is calculated
by integrating ∆n(z) from z′ to ∞ (integrated area filled in red). Panel (d) shows the charge
distribution in the x-y-plane at z = z′.
difference ∆n(r) is given by
∆n(r) = nfull(r)− (nG(r) + nsub(r)). (12.1)
The change in the electron density along the z-axis is calculated by integrat-
ing over the x-y-plane
n(z) =
∫
dx dy n(r). (12.2)
In Figure 12.4 a), the electron densities n(z) are shown for the full system
nfull (outline in black), the substrate nsub filled in grey and the MLG layer
nG filled in red. To obtain information about a possible charge transfer from
the substrate to the MLG layer, we calculated the electron density difference
∆n(r) applying Eq. 12.1. Integrating ∆n(r) using Eq. 12.2 gives the change
in the electron density along the z-axis shown in Fig. 12.4 c). Already
the second SiC bilayer shows only small changes in the electron density.
At the interface between the SiC bilayer and the ZLG layer the electron
density redistribution is intensified. We use ∆n(z) to calculate the charge
transfer by integrating ∆n(z) from the inflection point z′ into the vacuum
region above the MLG layer marked in red in Fig. 12.4 c). It shows that the
MLG layer is negatively charged by an average charge of 0.0019 e−/atom.
Figure 12.4 d) shows ∆n(r) in the x-y-plane at position z = z′ between the
substrate and the graphene layer. Figure 12.5 shows ∆n(r) in the x-y-plane
at equidistant zi heights of 0.3 Å between the MLG-layer and the substrate.
The electron density pattern from Fig. 12.4 d) is shown in Fig. 12.5 8. The
resulting pattern is very similar for any chosen height. The modulations
of the electron density in the MLG layer are governed by the interplay of
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Figure 12.5.: The difference in the electron density given by Eq. 12.1 is shown for the 3C-SiC
MLG phase. Eq. 12.2 gives ∆n averaged over the x-y-plane and plotted it along z. The
position of the Si, C, H, and graphene-layer are indicated by dashed lines. We show ∆n(zi)
in the x-y-plane at equidistant zi heights between the MLG-layer and the substrate.
saturated and unsaturated Si bonds to the ZLG layer.
In Section 2.4, we introduced the Hirshfeld charge analysis as a tool to divide
the total electron density between different atoms of a system according
to the electron density of the electron density of a free neutral atom. In a
real system, we have an electron density in the field of positively charged
nucleii, which makes any definition of atomic charges arbitrary. Hirshfeld
charges show the general tendency to underestimate the charge transfer,
e.g. [190]. We calculate the average Hirshfeld charge in the ZLG and MLG
layer (shown in Fig. 12.6 a). The average Hirshfeld charge per C atom of the
ZLG layer amounts to 0.024 e−/atom leading to a negatively charged layer.
However the charge of a C atom in the ZLG layer underneath the MLG layer
is reduced to 0.021 e−/atom. Evaluating the Hirshfeld charges for the MLG
layer, we found a negatively charge per C atom of 0.0015 e−/atom, which
agrees well with the charge transfer of 0.0019 e−/atom calculated by charge
density differences. The charge transfer in the ZLG layer is approximately
10 times larger than in the MLG layer. This finding is not surprising as the
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ZLG layer is covalently bonded to the substrate, while the MLG layer is
attached to the ZLG layer by weak vdW bonds.
In experiment, the MLG band structure shows a n-type doping. ARPES
measurements of the MLG layer show that the graphene Dirac point is
shifted by approximately −0.4 eV [83, 35, 238]. From Fig. 6.7, we can
estimate that a charge transfer of ∼0.005 e−/atom would be necessary
to shift the Dirac point to −0.4 eV. An electron doping of 0.0019 e−/atom
(0.0015 e−/atom) shifts the Dirac point to−0.25 eV (−0.22 eV) (see Sec. 6.3).
The underestimation of the charge transfer could be an artefact of the ap-
proximation to the exchange-correlation functional. To test the influence
of the exchange-correlation functional on the charge transfer, we used the√
3-MLG structure introduced in Sec. 12.1 (see Tab. 12.1).







MLG 0.0045 0.0079 0.0015
ZLG 0.019 0.012 0.021
Table 12.1.: The Hirshfeld charge per C atom [e−/atom] in the
√
3-MLG calculated using




In Table 12.1, we list the Hirshfeld charges per C atom calculated in the√
3-MLG structure using PBE and the hybrid functional HSE06. In addition,
we include in Tab. 12.1 the Hirshfeld charges for the 6
√
3-MLG structure
using PBE. First, we compare the difference in charge transfer between
the two different MLG structures. The Hirshfeld charges listed in Tab. 12.1
for the
√
3-MLG-layer amounts to 0.0045 e−/atom, three times higher than
the charge transfer for the 6
√
3-MLG-layer using PBE. As a next step, we
compare the charge transfer calculated using the two different exchange-
correlation functionals PBE and HSE06. The charge transfer to the
√
3-
MLG-layer increases by almost a factor two from 0.0045 e−/atom for PBE





3-MLG) has a larger influence on the
charge transfer than the functional, at least for the functionals we tested.
However, the change in the charge transfer between HSE06 and PBE is
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not large enough to explain the discrepancy between our calculations and
the experiment. The difference might not solely originate from the ap-
proximation to the exchange-correlation functional, but originates from
the experimental setup. In experiment the SiC substrate is nitrogen doped
leading to a n-type doping [263]. One can well imagine that during the
growth process nitrogen migrates to the SiC surface enhancing the charge
transfer at the SiC-graphene interface.
The 6
√
3-MLG-layer differs from free-standing graphene due to the inter-
action with the substrate. Here the graphene-substrate interaction on the
level of PBE+vdW leads to a corrugation of 0.41 Å (see Fig. 8.5) and a
charge transfer from the substrate to the graphene layer of 0.0019 e−/atom
(0.0015 e−/atom, respectively). In the following, we will systematically
evaluate the effect of the corrugation and the charge transfer on the electron
band structure of the MLG layer.
For a systematic study of the influence of doping and corrugation on the
graphene layer, we calculated the Kohn-Sham band structure of an isolated
13× 13 graphene cell including the corrugation as calculated in Sec. 8.2 and
the charge transfere as given by the Hirshfeld analysis. The band structure
of the 13× 13 graphene supercell is then folded back into into the graphene
BZ applying the formalism introduced in Sec. 11. The bands were unfolded
along the high symmetry lines Γ - K - M - Γ in the graphene BZ. First, we
calculated the band structure of a perfectly symmetric 13× 13 graphene cell
and overlaid the unfolded band structure with the bands calculated in the
primitive graphene unit cell (Fig. 12.6 b). As expected, we find a perfect
agreement for the perfectly periodic graphene cell.
As a next step, we were interested in the influence of the doping. The
atom resolved Hirshfeld charges are shown in Fig. 12.6 a). The Hirshfeld
charges are unevenly distributed and vary between 0.0038 e−/atom to
0.0091 e+/atom leading to an average Hirshfeld charge of 0.0015 e−/atom.
We applied the VCA [336, 278, 261], every C atom was doped according
to its Hirshfeld charge calculated in the experimentally observed 3C-SiC-
6
√
3-MLG structure. The unfolded Kohn-Sham band structure Fig. 12.6 c)
shows the graphene Dirac point shifted by -0.22 eV with respect to the
Fermi level. However, signs of symmetry breaking in the graphene band
structure caused by the modulation of the Hirshfeld charge in the graphene
layer are not visible.
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Figure 12.6.: The band structure of a 13× 13 graphene cell. Subfigure a) shows the Hirsh-
feld charge distribution of a MLG layer. b) shows the unfolded band structure of a perfectly
periodic 13× 13 graphene cell and overlayed in red is the band structure of free-standing
graphene in its 1× 1 unit cell. c) unfolded band structure of a flat graphene layer doped
according to the Hirshfeld charges. The charges lead to a shift of the Dirac point by 0.22 eV.
c) the unfolded band structure with the same corrugation as the MLG layer. d) Band
structure of a graphene layer which is both corrugated and doped. The region around the
Dirac point is enlarged showing the shift of the Dirac point caused by the doping.
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Fig. 12.6 d) shows the unfolded band structure of a corrugated graphene
layer. We used the exact geometry of the MLG layer from the 3C-SiC-
3C-SiC-6
√
3-MLG structure from Sec. 8.2 without the substrate. Likewise
the corrugation of graphene layer is to weak to break the symmetry of
graphene enough to influence the graphene π bands.
In this analysis, we did not include the effects of the substrate directly. There
is still the possibility that electronic states originating from the interface
could affect device operation through electrostatic screening. However, the
corrugation of the MLG-layer and the inhomogeneous charge redistribution
alone do not show a significant change in the electronic band structure and
therefore should not affect device operation.
12.3. The Silicon Dangling Bonds and their Effect
on the Electronic Structure
3C-SiC has a band gap of 1.44 eV (PBE) and experimental gap of 2.2 eV
[204] (see Tab. 7.3). For ZLG the band gap is reduced to 300 meV (STS
measurements) [270, 109]. In Section 12.1, we discussed the the DOS close
to the Fermi level. However, we could not reproduce the opening of a small
band gap.
Figure 12.7.: The bulk projected Kohn-Sham
band structure and DOS of the
√
3-MLG
structure with the Si dangling bond satur-
ated by an H atom. The full band structure
and DOS of the slab used in the calculation
is shown in red and the 3C-SiC bulk states in
grey.
In Chapter 9, we found 19 unsatur-
ated Si atoms – the Si dangling bonds
– at the interface between the SiC
substrate and the ZLG layer. Their
influence on the electronic structure
and how they effect the graphene
electronic properties is not fully un-
derstood. It is speculated that the
difference in the electronic struc-
ture between the ZLG- and MLG
layer is due to partial hybridisation
of the C atoms in the ZLG layer
and the substrate Si atoms [83, 263].
It is conceivable that for the ZLG
the observed low DOS in the SiC
bulk band gap are caused by the un-
saturated Si atoms in the top SiC
bilayer.
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Figure 12.8.: Four times the ZLG layer coloured depending on the Hirshfeld charge of the C
atom from blue for electron gain to red for electron loss. The position of the unsaturated Si
atoms is shown in pink. The STM image taken from Qi et al. [256] is shown for comparison.
To evaluate the influence of the Si dangling bond, we will use the
√
3-ZLG
model as introduced in Sec. 12.1. The advantage of this approximated




3)-R30◦ is that the Si dangling bond can
be clearly distinguished from the two covalently bounded Si atoms.







3-BLG. The main suspect is the
unsaturated Si dangling bond in the top SiC-bilayer at the interface. To
evaluate the origin of the flat surface band, we saturated the Si dangling
bonds by one H atom. After optimising the atomic structure, we calculated
the band structure and DOS. In the band structure (Fig. 12.7) the Dirac
point coincides with the Fermi level, such that the surface is undoped.
The 3C-SiC bulk CBm is shifted away from the Fermi level. The energy
difference between ED and the CBm is slightly reduced to 0.51 eV compared
to 0.63 eV in the
√
3-MLG (see Sec. 12.1). The surface band at the Fermi
level disappeared. From Fig. 12.7, we can conclude that the doping of the
MLG layer is induced by the Si dangling bonds at the interface and that it
indeed give rise to the flat surface state at the Fermi level.
Using the
√
3-ZLG model, we found that the Fermi level is determined
by the interface structure most likely induced by charge transfer from the
dangling Si bonds at the interface. We marked the Si dangling bonds
underneath the ZLG layer in pink in Fig. 12.8. On the basis of geometric
position and bond length differences, we identified the Si dangling bonds
134
(for a detailed discussion see Appendix E). They form two different types
of cluster: two triangular shaped clusters per unit cell and one hexagonal.
The hexagonal cluster is centered around the Si atom positioned exactly in
the middle of a C hexagon of the ZLG layer (see Fig. 12.8). The dangling
bond cluster give rise to the characteristic corrugation of the ZLG layer as
discussed in Sec. 9.1.
We can assign every C atom in the ZLG layer a charge by using the Hirshfeld
partitioning scheme [142]. The calculated charge partitioning is shown in
Fig. 12.8. On average, a C atom in the ZLG layer is negatively charged
by 0.024 e−/atom, which is reduced to 0.021 if a additional MLG-layer is
adsorbed (see Tab. 12.1). The charge transfer in the ZLG layer is maximal at
C atoms with a Si atom right underneath forming a strong covalent bond
(shown as blue C atoms in Fig. 12.8). On the other hand, for C hexagons on
top of a Si dangling bond the electrons disperse (indicated by red C atoms
in Fig. 12.8).
In 2010, Qi et al. [256] visualised the ZLG surface using STM with a special
iron treated tip. They found two differently shaped patterns in their STM
images: one hexagonal and two triangular pattern (the STM image taken
by Qi et al. [256] is shown in Fig. 12.8). They suggested the presence of
C-rich hexagon-pentagon-heptagon (H5,6,7) defects at two different defect
positions, “hollow” and “top” (see Fig. 9.4). In Section 9.2, we demonstrated
that the formation energy for these defects make their presence at the
interface unlikely.
Due to the two different types of cluster formed by the Si dangling bonds,
the charge in the ZLG layer is redistributed. The resulting pattern of the
Hirshfeld charge map of the ZLG layer looks similar to the pattern seen in
STM. It is conceivable that Qi et al. [256] actually visualised the Si dangling
bonds in their measurements.
12.4. Summary
In conclusion, we used density-functional approximation (DFA) HSE06+vdW
and PBE+vdW calculations to evaluate the origin of doping in epitaxial
few-layer graphene on the Si face of SiC. The
√
3-approximated interface
structure features three Si atoms in the top layer of which two are covalently
bonded and one is unsaturated. Because of the clear interface structure the
dangling bond can be identified. We evaluated the influence of the dangling
bond on the ZLG-layer and few-layer graphene. We found that indeed the
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Si dangling bond dopes the ZLG, MLG and BLG by a interface state at the
Fermi level. The BLG structure has a Kohn-Sham band gap of 0.33 eV using
the HSE06 functional. Saturating the Si dangling bond by a hydrogen atom
shifts the graphene Dirac point to the Fermi energy resulting in an undoped
epitaxial graphene layer. Evaluating the electron density of MLG we found
a doping of 0.0019 e−/atom (experiment ∼0.005 e−/atom [83, 35, 238]). The
doping shifts the Dirac point to −0.22 eV (experiment −0.4 eV). However,
the doping as well as the corrugation of the MLG layer hardly disturb
the graphene π bands. In the case of the 6
√
3-ZLG structure, we found
a very low DOS near the Fermi level, which might be to low to be detec-
ted experimentally. Evaluating the electron density of the 6
√
3-ZLG we
found a pattern in the electron density of ZLG similar to the STM images
from Qi et al. [256]. In the STM image as well as in the electron density
plot two differently shaped patterns are found: one hexagonal and two
triangular pattern per unit cell. Similar to the patterns visualised in STM
measurements by Qi et al. [256].
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13 The Decoupling of Epitaxial Graphene
on SiC by Hydrogen Intercalation
In the previous Chapters, we discussed how the mixture of covalent and
non-covalent bonding between the substrate (SiC) and the ZLG-layer influ-
ences the atomic structure (see Ch. 8) and the electronic structure (Ch. 12)
of the MLG-layer. For future graphene applications, it is desirable to find a
substrate for which the interactions are minimised and the extraordinary
properties of a single graphene layer are preserved.
In experiment, Riedl et al. [262] demonstrated the possibility to decouple
graphene from SiC by intercalation of H atoms forming QFMLG. The inter-
calation process removes the covalent Si-C bonds by saturating the Si atoms
in the top SiC-bilayer. The experimental band structure (see Fig. 12.1 c)
and core-levels of graphene indicate that indeed the intercalation process
reduces the interaction with the substrate substantially [97].
For weakly interacting graphene the sensitivity of ARPES becomes insuf-
ficient to assess the interaction with the substrate [153]. An alternative
criterion to quantify the interaction strength of graphene with a substrate is
its adsorption height. However, for H-intercalated graphene, the adsorption
height is not known experimentally. Moreover, it is not clear whether for
such a weakly interacting system, this height can be calculated reliably, as it
is entirely determined by vdW interactions, which are difficult to treat (see
Sec. 2.4).
In this chapter, we present the results from a theoretical and experimental
collaborative study of the electronic and structural properties of QFMLG in
comparison to MLG on 6H-SiC(0001) [294]. The author of this thesis contrib-
uted the calculations and theoretical analysis. We present DFA calculations





ing of 6 SiC-bilayers using PBE+vdW. We fully relaxed the top three SiC
bilayers and all planes above (residual energy gradients < 8 · 10−3 eV/Å).
Our experimental collaborators validate this calculations with an accurate
experimental height measurement by normal incidence x-ray standing wave
(NIXSW) [294].
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13.1. The Vertical Graphene-Substrate Distance
To test whether the structure of this predominantly vdW interacting inter-
face can be predicted using DFA and to gain a detailed understanding of
how H decouples the graphene layer from the substrate, we performed
DFA calculations for the QFMLG on the level of PBE+vdW. The bulk lat-
tice parameters are listed in Tab. 7.2. In experiment and therefore in our
calculations we use 6H-SiC as a substrate.
Figure 13.1.: (a) Vertical distances measured by NIXSW on QFMLG. The position of the
Bragg planes around the surface are indicated by blue lines [294]. PBE+vdW calculated
geometry for (b) QFMLG on 6H-SiC(0001) and histograms of the number of atoms Na
versus the atomic coordinates (z) relative to the topmost Si layer (Gaussian broadening:
0.05 Å). Na is normalised by NSiC, the number of SiC unit cells. Dn,n+1 is the distance
between the layer n and n + 1, dn gives the Si-C distance within the SiC bilayer n, and δn
the corrugation of the layer n. All values are given in Å. (Figure published in Ref. [294])
The NIXSW method, combining dynamical x-ray diffraction and photoelec-
tron spectroscopy, is a powerful tool for determining the vertical adsorption
distances at surfaces with sub-Å accuracy and high chemical sensitivity.
Applying these techniques, our collaborators determined the heights of
bulk C and bulk Si and graphene C with respect to the bulk-extrapolated
SiC(0006) atomic plane. The CSiCsurf atoms are located at 0.61± 0.04 Å below
the bulk-extrapolated Si plane and the SiSiCsurf 0.05± 0.04 Å above. Thus we
obtain an experimental Si-C distance of 0.66± 0.06 Å, in agreement with
the SiC crystalline structure (Sec. 7.1, Lee et al. [186], Wang et al. [339]). In
the same way, we find the adsorption height zads of the graphene layer with
respect to the topmost Si layer to be 4.22± 0.06 Å, as shown in Fig. 13.1 a.
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Figure 13.1 shows the measured (panel a) and the calculated (panel b)
structure of the QFMLG on 6H-SiC, predicted at the PBE+vdW level. In
addition, we include a histogram of the atomic z coordinates relative to the
top Si layer normalised by the number of SiC unit cells. For illustration
purposes, we broadened the histogram lines using a Gaussian with a width
of 0.05 Å. For the QFMLG, we found a bulk-like distance of 1.89 Å between
the SiC bilayers. The Si-C distance within the top SiC bilayer (0.62 Å) and
the remaining Si-C bilayer distances are practically bulk-like (0.63 Å), in
good agreement with the experimental result (0.66± 0.06 Å). The distance
between the top Si-layer and the graphene layer is zads = 4.16 Å for 6H-SiC,
again in good agreement with the measured 4.22± 0.06 Å. Overall, we find
excellent agreement between calculation and experiment [294].
Next, we compare the QFMLG (Fig. 13.1 b) with the MLG (Fig. 8.7) structure.
The most significant difference between the geometry of these two structures
is the significant reduction of the layer corrugation in the QFMLG. For the
6H-SiC-MLG we found a strong corrugation of the top Si-C bilayer (top Si
layer 0.78 Å and C layer 0.30 Å), the ZLG-layer (0.86 Å) and the MLG-layer
(0.45 Å). In comparison the corrugation of the QFMLG-layer is very small
(0.02 Å) and for the H layer and all layers underneath the corrugation is <
10−2 Å. This is in agreement with STM results [109] showing no corrugation
within the experimental accuracy.
In Section 8.2, we demonstrated that the chosen exchange-correlation func-
tional can have a significant impact on the geometric structure, e.g. in
plain PBE the interplanar layer distance between the graphene layer and
the ZLG-layer is unphysically expanded. We also tested the influence of
the exchange-correlation functional on the geometry and in particular the
adsorption height for the QFMLG structure. For our test calculations, we




3)-R30◦ cell introduced in Sec. 9.2 (see Ap-
pendix F). For the adsorption height zads, we found a small difference of
0.01 Å between PBE+vdW and HSE06+MBD. Therefore, we do not expect
significant changes of the adsorption height in the 6
√
3-QFMLG for higher
level functionals, such as HSE06+MBD.
In addition, we found that the influence of the SiC polytype on the atomic
structure of the SiC surface reconstructions is small [100, 277, 243]. We
compare the structural key parameters of the QFMLG (see Appendix H) and
MLG (see Sec. 8.2) on 3C-SiC and 6H-SiC. The interface geometry hardly
changes with the polytype, and the same qualitative difference between the
QFMLG and MLG phases can be observed for both SiC polytypes.
To evaluate how strong the QFMLG-layer is bound to the substrate, we
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calculated the graphene exfoliation energy (EXF). In Sec. 6.2, we discussed
the challenge to reliably calculate the graphite interlayer binding energy. We
introduced the exfoliation energy (EXF) given by Eq. 6.2, as the energy of an
isolated graphene layer adsorbed on a graphite bulk structure. On the level
of PBE+vdW, we found a exfoliation energy for graphite of 81 meV/atom.
We rewrite Eq. 6.2 to calculate the EXF of a graphene layer adsorbed on any
substrate to
EXF =
Efull − (Esub + Egraphene)
Natom
, (13.1)
where Efull, Egraphene and Esub are DFT total energies for the full system, the
graphene layer and the substrate including the hydrogen layer for QFMLG
and the ZLG-layer for MLG. Natom is the total number of C atoms in the
graphene layer.
Evaluating Eq. 13.1, we found an exfoliation energy for the QFMLG-layer of
59 meV/atom and for the MLG-layer of 89.2 meV/atom. For the QFMLG-
layer the exfoliation energy is significantly smaller than the corresponding
values for MLG and graphite. The vdW correction may not capture the
correct absolut exfoliation energy, however the error should be of the same
order in the different structures compared here. We consider only the
relative change in the exfoliation energy, therefore it is conceivable that the
realtive energy differences are qualitatively correct.
13.2. The Electron Density Maps
To evaluate how the presence of a flat intercalated layer translates into
the electronic structure of the graphene layer, we calculate the change of
electron density at the interface between the H-terminated SiC surface
and the QFMLG-layer. The calculations were performed with a 3C-SiC
substrate as it allows us to use a smaller substrate thickness (4 SiC bilayers
instead of 6 for 6H-SiC) and renders the calculation more affordable. We
found the differences in geometry of the QFMLG to be small between the
3C-SiC and 6H-SiC (see Sec. 13.1 and Appendix H). We assume that the
qualitative changes in the electron density would also be small between the
two polytypes.
Similar to the electron density investigation in Sec. 12.2 for the MLG-layer,
we calculated the electron density n(r) of a 4-bilayer 3C-SiC-QFMLG slab
on an evenly distributed grid (260× 260× 350) for the full system nfull(r),
the graphene layer alone nG(r) and the substrate alone nsub(r) including
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Figure 13.2.: The difference in the electron density given by Eq. 12.1 is shown for the 3C-SiC
QFMLG phase. We integrated ∆n in the x-y-plane and plotted it along z (Eq. 12.2). The
position of the Si, C, H, and graphene-layer are indicated by dashed lines. We show ∆n(zi)
in the x-y-plane at equidistant zi heights between the graphene layer and the substrate.
the H layer.
The electron density difference ∆n(r) was calculated using Eq. 12.1. We
obtained the change in the electron density along the z-axis by integrating
∆n(r) over the x-y-plane (Eq. 12.2). In Figure 13.2 the change in the elec-
tron density along the z-axis is shown for the QFMLG. Figure 13.2 shows
∆n(r) maps in the x-y-plane at equidistant heights of 0.3 Å at the interface
region.
In the QFMLG, all Si atoms are saturated by H [33] resulting in negligible
variations of the electron density within the x-y-plane independently of the
chosen height as seen in Fig. 13.2. On the other hand, we found for the MLG
phase that the in-plane electron density is influenced by the interplay of
saturated and unsaturated Si bonds in the ZLG-layer (see Sec. 12.2 Fig. 12.5).
The modulations in the charge distribution of the QFMLG-layer are very
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small at any chosen position zi in the interface region. This is an additional
indication for the improved decoupling of the graphene layer from the
substrate and thus prevents its buckling.
13.3. Summary
In conclusion, we showed that our DFA calculations at the level of PBE+vdW
provide a valid description of the SiC-graphene interface. In particular, they
reproduce quantitatively the NIXSW-measured graphene-Si distances for
the QFMLG. From a comparison of the corrugation between the QFMLG
(0.02 Å) and the MLG (0.45 Å Fig. 8.7), we can conclude that QFMLG is
better suited for device applications than MLG. This is also reflected in the
low exfoliation energy EXF calculated for QFMLG.
The QFMLG is a very flat graphene layer with a very homogeneous electron
density at the interface. This significant difference between the MLG- and
QFMLG-layer translates into a dramatic improvement of electronic devices
after H intercalation [137, 198].
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14 Epitaxial Graphene
on the C Face of SiC
So far the focus of this work has been on epitaxial graphene on the Si
terminated surface of SiC (Ch. 8 - 13). On the Si side, nearly perfect, MLG
films can be grown over large areas [82, 66]. This is very different from the
C side, where controlling the layer thickness of the graphene films remains
a challenge [213]. In this chapter we will investigate the relative phase
stability of the competing surface phases in the thermodynamic range of
graphitisation, published in Ref. [228]. Parts of the results presented in this
chapter were obtained in close collaboration with Florian Lazarevic and
have been discussed in his master thesis Ref. [184].
14.1. The 3C-SiC (1̄1̄1̄) Surface Reconstructions
On the C side, during graphene growth, a series of different surface struc-
tures have been observed [332, 304, 145, 192, 24, 292, 208, 140, 307, 139].
The two most relevant surfcae phases for this work are the (2×2)C and the
(3×3) reconstruction. Seubert et al. [292] resolved the atomic structure of
the (2×2)C by quantitative LEED, but the (3×3) reconstruction remains an
open puzzle.
14.1.1. The (2 x 2) Si Adatom Phase
The (2×2) cell contains four C atoms in the top Si-C bilayer, so that the bulk
truncated surface has four unsaturated bonds. It is the only reconstruction
on the C side for which a detailed atomic structure was identified by quant-
itative LEED [292, 291]. The reconstructed surface consists of a Si adatom
on top of a bulk-like C layer (shown in Fig. 14.1). The adatom is at position
C in Fig. 7.1, also known as H3-site. At this position the adatom forms
bonds with the three C atoms of the top Si-C-bilayer, reducing the number
of dangling bond orbitals at the surface from 4 to 2. The two remaining
pz-like dangling bond orbitals are located on the Si adatom and one on the
unsaturated surface C atom.
We performed DFA calculations using different exchange-correlation func-
tionals. The bulk lattice parameter were taken from Tab. 7.2. As before, we
use six SiC bilayers and the bottom silicon atoms are H terminated. The
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Figure 14.1.: Geometry of the 3C-SiC(1̄1̄1̄) (2×2)C Si adatom structure. The bond length
of the adatom with the top C layer (LSi-C), the distance from the surface (DC,Si) and the
corrugation of the top Si layer (δSi) are shown.
top three SiC bilayers and all adatoms or planes above are fully relaxed
(residual energy gradients: 8 · 10−3 eV/Å or below). In Table 14.1, we list
the structural key parameter of the 3C-SiC(1̄1̄1̄) (2×2)C Si adatom structure
for different exchange-correlation functionals.
3C-SiC(1̄1̄1̄) LSi-C DC,Si δC δSi
LDA 1.90 0.86 0.10 0.32
PBE 1.91 0.88 0.09 0.33Data from Ref. [184]
PBE+vdW 1.91 0.87 0.09 0.33
HSE 1.87 0.86 0.10 0.33
HSE+vdW 1.86 0.86 0.09 0.34This work
HSE+MBD 1.86 0.85 0.10 0.34
6H-SiC(0001̄)
Exp. data from Ref. [291, 292] 1.94 1.06 0.22 0.2
Table 14.1.: Atomic position of the Si adatom relative to the surface for different exchange-
correlation functionals. The bulk lattice parameter were taken from Tab. 7.2. LSi-C is the
bond length between the adatom and the top layer C atoms, DC,Si is the distance between
the adatom and top layer C atoms along the z-axis, and δSi is the corrugation of the top
Si-layer (see Fig. 14.1). (All values in Å)
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We include in Tab. 14.1 experimental data from quantitative LEED meas-
urements [292, 291] The structure parameters on the level of LDA, PBE and
PBE+vdW were obtained by Florian Lazarevic and have been discussed
in his master thesis Ref. [184]. The overall agreement of the structural
parameter between the different exchange-correlation functionals listed in
this work is very good. However, the theoretical prediction only agrees
qualitatively with experiment [292, 291]. One has to keep in mind that the
experimental reference data from Ref. [292, 291] corresponds to the 6H-SiC
polytype. More importantly Seubert et al. [292] found that the (2×2)C re-
construction preferes a S16H stacking order (CACBAB) (see Fig. 8.1). LEED
data indicates that the (2×2)C reconstruction on the 6H-SiC(0001̄) surface





adatom reconstruction on the Si terminated surface we found a preferred
linear stacking (S36H) (see Sec. 8.1.1 and [304, 308, 309]).
It remains to examine whether the differences in the geometry between
experiment and theory originate from the different choice of polytype. In
the following, we will use the (2×2)C reconstruction as a reference phase.
14.1.2. The (3 x 3) Surface Reconstruction: An Open Puzzle
Over the last two decades, several structural models have been suggested
for the (3×3) phase on the C face [192, 145, 139, 71], however, so far it
remained an open puzzle. We here summarise the experimentally observed
characteristics of the (3×3) reconstruction:
Si-rich:
AES indicates that the stoichiometry of the surface recon-
struction is Si-rich [145, 24].
Triagonal adatom structure seen in STM:
The corresponding filled-state STM image is consistent
with three adatoms residing at the same height [71, 139].
Semiconducting:
STS shows a semiconducting surface with a band gap of
1.5 eV [140].
We performed DFT calculations using PBE+vdW and HSE06+vdW. In our
calculations, we use six SiC bilayers and the bottom silicon atoms are H
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Figure 14.2.: All structural models based on
the model proposed by Hoster et al. [145] for
the (3×3) reconstructions of the 3C-SiC(1̄1̄1̄)
are shown in a side and top view. In the top
view the unit cell is marked in red. We in-
clude three different chemical compositions:
(a) from Hiebel et al. [139], (b) from Deretzis
and La Magna [71], (c) as a plain Si adatom.
terminated. The top three SiC bilay-
ers and all adatoms or planes above
are fully relaxed (residual energy
gradients: 8 · 10−3 eV/Å or be-
low).
In the following, we discuss the
structural model of the (3×3) recon-
struction included in our analysis.
On the basis of these characteristics
various alternative structural mod-
els for the (3×3) reconstruction on
the C terminated surface have been
proposed in the literature [145, 139,
71, 192]. We here briefly discuss the
alternative surface reconstructions
of the 3C-SiC(1̄1̄1̄) surface:
We start with a geometric configur-
ation for the (3×3) reconstruction
suggested by Hoster, Kulakov, and
Bullemer [145]1. On the basis of
STM measurements they construc-
ted a model consisting of an ad-
cluster containing 10 atoms. On top
of the truncated SiC surface forms
3 dimers arrange in a hexagon with
an additional atom in the middle of
the hexagon. The remaining 3 ad-
atoms are adsorbed on top of the
hexagon (see Fig. 14.2 a). The unit cell contains five dangling bonds. Two
dangling bonds originate from the C atoms of the substrate and three from
the top adatoms. Hoster et al. [145] did not specify the chemical composition
of their model. Several modifications of the chemical composition have
been proposed (shown in Fig. 14.2) [71, 139].
Figure 14.2 a shows a variation of the model suggested by Ref. [139]. This
structure consists of a fractional bilayer with seven Si adatoms bonded to
the substrate and three C adatoms.
1The structure was first calculated and discussed by Lazarevic [184]. We took the geo-
metries from Ref. [184]. We adapted the structures to the lattice parameters given in
Tab. 7.2 and postrelaxed the structure with the numerical settings given in Appendix B
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The next structure, labeled b in Fig. 14.2, is a carbon rich model suggested
by Deretzis and La Magna [71]. It changes of the chemical composition
to six C adatoms forming a dimer ring and four Si adatoms. We added a
modification with all adatoms chosen to be Si, Fig. 14.2 c) (from Lazarevic
[184]).
Figure 14.3.: A Si rich structural model for the
(3×3) reconstructions shown in a side and top
view from Ref. [139]. In the top view the unit
cell is marked in red.
A new model was suggested by
Hiebel et al. [139]. Their model con-
sists of a Si-C-bilayer with a stack-
ing fault of one half of the cell and
two adatoms, a Si adatom and on
the faulted side a C adatom, shown
in Fig. 14.3 (This structure was not
included in Ref. [184]).
For the (3×3) reconstruction on the
Si- and C-terminated surface Li and
Tsong [192] proposed a Si or C-rich
tetrahedrally shaped cluster as adatoms. We tested three different chemical
combinations shown in Fig. 14.4 (from Lazarevic [184]2):
Figure 14.4.: Three different chemical compositions of the tetrahedral adcluster structure
suggested by Li and Tsong [192]. In a) the tetrahedron is formed by a Si atom surrounded
by three C atoms, b) three C atoms surrounding a Si atom ( a) and b) shown in a side view),
c) 4 Si atoms form a tetrahedron ( side and top view)
The first tetrahedron is formed by a Si atom surrounded by three C atoms
(see Fig. 14.4 a). The second one consists of three C atoms surrounding a Si
atom (see Fig. 14.4 b) and the last tetrahedron we tested is formed by four
Si atoms (see Fig. 14.4 c). For further analysis, we include the most stable
cluster formed by four Si atoms shown in Fig. 14.4 c).
2The structure was first calculated and discussed by Lazarevic [184]. We took the geo-
metries from Ref. [184]. We adapted the structures to the lattice parameters given in
Tab. 7.2 and postrelaxed the structure with the numerical settings given in Appendix B
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Next we include models for the (3×3) reconstructions, which were proposed
originally for the Si side of SiC.
Figure 14.5.: A Si rich structural model for the
(3×3) reconstructions adapted from the Si
face [177]
First, the Si-rich structure for the
6H-SiC(0001)-(3×3) reconstruction
shown in Fig. 14.5 by Kulakov et al.
[177]3. In this model dangling bond
saturation is optimal with only one
out of nine dangling bonds per
(3×3) cell remaining.
We base our last model on the Si
twist model [310, 277]3, known from
the 3C-SiC(111)-(3×3) reconstruc-
tion (see Sec. 8.1.2). It is a silicon rich surface reconstruction. Figure 14.6
shows its geometry in a side view and from atop. The top bulk C layer
is covered by a Si ad-layer forming heterogeneous Si-C bonds. Three Si
adatoms form a triangle twisted by 7.7◦ with respect to the top SiC layer. In
comparison, the twist angle on the Si side amounts to 9.3◦ (see Sec. 8.1.2)).
The topmost Si adatom is positioned on top of the triangle.
Figure 14.6.: The Si twist model adapted from the 3C-SiC(111)-(3 × 3) reconstruction
Sec. 8.1.2. On the left: The Si twist model from a side view. On the right: The Si twist model
from a top view. The unit cell is shown in blue. The Si adatoms are coloured depending on
their distance to the top Si-C-bilayer: The nine ad-layer Si atoms in dark blue, the three Si
adatoms on top of the ad-layer in blue and the top Si adatom in purple. (Figure published
in Ref. [228])
In Chapter 4, we showed that for finding the most likely (3×3) reconstruc-
tion, a good indicator is a comparison of the respective surface free energies
as introduced in Chapter 4. As before, we neglect vibrational and configura-
tional entropy contribution to the free energy, although in the coexistence
3The structure was first calculated and discussed by Lazarevic [184]. We took the geo-
metries from Ref. [184]. We adapted the structures to the lattice parameters given in
Tab. 7.2 and postrelaxed the structure with the numerical settings given in Appendix B
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region they might lead to small shifts.
In Figure 14.7, we show the the relative surface energy γ as a function of
∆µC = µC − EbulkC (Eq. 4.9) using PBE+vdW for the (2×2)C surface model
by Seubert et al. [292] (Sec. 14.1.1) and the different models for the SiC-
(3×3) reconstruction introduced above. All surface energies are in eV per
area of a (1×1) SiC unit cell. In Section 4.2 we found that the chemical
potential limits of the C and Si reservoirs are fixed by the requirement that
the underlying SiC bulk is stable against decomposition (see also Sec. 4.2
or Ref. [227]). Because of the close competition between the diamond and
graphite structure for C (see Appendix A or [23, 347, 348]), we include both
limiting phases in our analysis.
Figure 14.7.: Comparison of the surface energies relative to the bulk terminated (1×1) phase
as a function of the C chemical potential within the allowed ranges (given by diamond
Si, graphite C and for completeness diamond C, respectively). The shaded areas indicate
chemical potential values outside the strict thermodynamic stability limits. Included in
the surface energy diagram are structure models as proposed for the C face [(b) [292]
Sec. 14.1.1, (d) [192] Fig. 14.4 c), (e) Fig. 14.2 c) and (h) [145] with the chemical composition
given by [139] Fig. 14.2 a), (f) [139] Fig. 14.3, (g) [71] Fig. 14.2 b] and models adapted from
the Si face [(a) [310] Fig. 14.6 and (c) [177] Fig. 14.5]. In the right panel the different models
for the (3×3) reconstructions of the 3C-SiC(1̄1̄1̄) are ordered by their surface energies in
the graphite C limit of the chemical potential with increasing stability from top to bottom.
(Figure published in Ref. [228])
The structure with the lowest energy for a given ∆µC corresponds to the
most stable phase. The most stable phase in surface diagram (Fig. 14.7) is the
(3×3) Si twist. The four most stable models in the surface diagram (Fig. 14.7)
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are structure (a) the (3×3) Si twist with 13 Si adatoms (see Fig. 14.6), (c)
(3×3) Kulakov from Ref. [177] with 11 Si adatoms (see Fig. 14.5), (e) (3×3) Si
Hoster with 10 Si adatoms (see Fig. 14.2 c) and (d) (3×3) Li-Tsong from
Ref. [192] with 4 Si adatoms (Fig. 14.4 c). These four structures have in
common that they only include Si atoms in their adatom structures.
The three remaining less favourable structures Fig. 14.7 (f,g and h) include a
mixture of Si and C atoms in their reconstructions. A comparison of the dif-
ferent models shown in Fig. 14.7 indicate that Si rich (3×3) reconstructions
are energetically preferred. However, we did not include enough structures
in our comparison to conclusively show this trend.
14.1.3. The Si Twist Model
In the surface diagram (Fig. 14.7 of Sec. 14.1.2), the Si twist model adapted
from the 3C-SiC(111)-(3× 3) phase (Ref. [310] and Sec. 8.1.2) has the lowest
energy of all previously proposed (3×3) models (Sec. 14.1.2). Its formation
energy crosses that of the (2×2)C phase just at the C-rich limit (graphite)
of the chemical potential with a surface energy difference of 0.47 meV in
favour of the Si twist reconstruction. To coexist with the (2×2)C phase and
to be present at the onset of graphite formation, the (3×3) phase has to cross
the graphite line very close to the crossing point between the graphite line
and the (2×2)C phase. The Si twist model shown in Fig. 14.8 satisfies this
condition.
In Figure 14.8 I we show the surface energetics of the coexisting phases
(2×2)C and the Si twist model using the higher level HSE06+vdW func-
tional with fully relaxed structures including spin-polarisation and unit
cells (Tab. 7.2). As can be seen, the phase coexistence does not depend on
the chosen functional. However, to distinguish between a phase coexistence
or a close competition between the two phases, the inclusion of entropy
terms would be the next step [86].
In Section 14.1.2 we summarised the experimentally observed characteristics
of the (3×3) reconstruction. Next, we will show that Si twist model for
the (3×3) reconstruction based on a Si-rich termination well-captures the
various surface characteristics:
Si-rich:
In agreement with the AES experiments [145, 24] our model is Si-rich.
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Figure 14.8.: I: The a) and b) phases from Fig. 14.7 calculated using the HSE06+vdW
exchange-correlation functional with fully relaxed structures and unit cells (Tab. 7.2). II:
Simulated constant current STM images for occupied- and empty-state of the Si twist
model (unit cell shown in red). The three points of interest (A, B, C) are marked by arrows
and labeled according to Hiebel et al. [139]. III: The DOS for the spin-up and spin-down
states clearly shows a band gap rendering the surface semiconducting. (Figure published
in Ref. [228])
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Triagonal adatom structure seen in STM:
The atomic structure includes triangular Si adatom (see Fig. 14.6)
consistent with the filled-state STM image [71, 139]. Our simulated
STM images Fig. 14.8 (II) reproduce the measured height modulation,
[139] but the experimentally observed difference in intensity between
occupied and empty-state images is not captured by our simulated
images.
Semiconducting:
We performed a spin-polarised calculation of the electronic structure
using HSE06. Figure 14.8 (III) shows the DOS for the spin-down (in
red) and spin-up (in blue) channel. The DOS clearly demonstrates that
the surface is semiconducting in agreement with STS experiment [140],
featuring a band gap of 1.12 eV (Exp. 1.5 eV Ref. [140]). In the DOS
the spin-down surface state gives rise to a peak in the SiC bulk band
gap above the Fermi level. On the other hand the spin-up surface state
is in resonance with the SiC bulk states.
The disagreement in the STM images might be an indication that a different
structure is observed in the STM measurements. An exhaustive structure
search to find a surface model that is even lower in energy than the Si
twist model and that reproduces all experimental observations, including
the STM images, is desirable. However, if an alternative model were to
be found, its surface energy would have to be close to the Si twist model
at the graphite line to still coexist with the (2×2)C phase. As a result, it
would very likely coexist with the Si twist model. The conceptual Si twist
model - inspired by the Si side - appears to satisfy the existing experimental
constraints well.
14.2. Assessing the Graphene and SiC Interface
In the following, we will use the Si twist model (Sec.14.1.3) as a repres-
entative model to shed light on the SiC-graphene interface on the C face.
Depending on the specific growth conditions two qualitatively different in-
terface structures are observed. In one case, the first carbon layer is strongly
bound to the interface and in the other case it is weakly bound.
For the experimenatly observed strongly bound interface, it is unclear,
whether the different groups observe the same structures. Based on their






Figure 14.9.: Comparison of the surface energies for four different interface structures of
3C-SiC(1̄1̄1̄), relative to the bulk-truncated (1×1) phase, as a function of the C chemical
potential within the allowed ranges (given by diamond Si, diamond C or graphite C,
respectively), using the graphite limit as zero reference. In addition, the known (2×2)C
reconstruction and the (3×3) Si twist model are shown. (Figure published in Ref. [228])
R±7.6◦ SiC substrate with a (8×8) carbon mesh rotated by 7.6◦ with respect
to the substrate (’
√
43-R7.6◦’) [302].
Figure 14.9 shows a surface diagram including the (2×2)C (see Sec. 14.1.1)
reconstruction and the (3×3) Si twist model (Sec.14.1.2) from Fig.14.7. In
addition, we include 4 different SiC-graphene interface structures. Two
models represent the weakly bound C layer at the interface (Fig. 14.9 c-
d) and two models the strongly bound C layer at the interface shown in
Fig. 14.9 e-f.
As a first step, we constructed the strongly bound interface structures. We
construct an interface structure similar to the ZLG phase known from the Si
face (see Sec. 8.2)- a 6
√
3-R30◦-interface4, labeled e in Fig. 14.9. As a second
4The structure was first calculated and discussed by Lazarevic [184]. We took the geo-
metries from Ref. [184]. We adapted the structures to the lattice parameters given in
Tab. 7.2 and postrelaxed the structure with the numerical settings given in Appendix B
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structure, we included a purely C based model of the
√
43-R 7.6◦-interface5
as described above, labeled f in Fig. 14.9.
As a next step, we built the two weakly bound structures. To model the
interface, we limited our study to a 30◦ rotation between the substrate and
the graphene film. This choice was motivated by the LEED study of Hass
et al. [131], who showed that graphene sheets on the C face appear mainly
with a 30◦ and a ±2.2◦ rotation. A 30◦ rotation has also be seen in STM
measurements for the graphene covered (2×2) and (3×3) phases [141], from





3) SiC supercell, covered by a (13× 13) graphene cell
rotated by 30◦ with respect to the substrate.
The (2×2)G-interface covers 27 unit cells of the (2×2)C reconstruction. Our
model of the graphene covered (3×3) phase consist of the same (13×13)
graphene supercell, covering 12 units of the (3×3) Si twist model.
The surface energies for the four different interface structures of the 3C-SiC(1̄1̄1̄)
surface are shown in the phase diagram in Fig. 14.9. All surface energies are
calculated using PBE+vdW for the fully relaxed interface structures. The
surface energies are given relative to the bulk-truncated (1×1) phase, as a
function of the C chemical potential within the allowed ranges.
The 6
√
3-R30◦-interface crosses the graphite line 0.46 eV above the crossing
point of the (3×3) Si twist model, rendering it unstable. In our calcu-
lations, the
√





43-R 7.6◦-interface is grown reproducibly and ob-
served in LEED [206, 302, 303], however its detailed atomic structure is
unknown [135]. A recent LEED analysis indicates that the experiment-
ally observed
√
43-R 7.6◦-interface involves a graphene-like layer witH-
intercalated Si atoms between this layer and a hydrogenated SiC C-face
surface [85].
The (2×2)G-interface crosses the (2×2)C reconstruction just to the right of
the graphite limit at a chemical potential of 2 meV and a surface energy of
−0.69 eV. This finding demonstrates that the observed (2× 2) LEED pattern
underneath the graphene layer is indeed consistent with the well known
(2×2)C reconstruction. The surface energy difference between (2×2)G- and
the (3×3)G-interface amounts to 0.13 eV at the graphite line, favouring the
(2×2)G-interface.
5The structure was first calculated and discussed by Lazarevic [184]. We took the geo-
metries from Ref. [184]. We adapted the structures to the lattice parameters given in
Tab. 7.2 and postrelaxed the structure with the numerical settings given in Appendix B
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interface have both a comparatively high surface energy compared to the
(2×2)C reconstruction.
Already in Sec. 14.1.2 for the different models of the (3×3) reconstruction,
it seemed that the formation of Si-C bonds with the surface C atoms is
energetically favourable. This can be understood in terms of the enthalpy of
formation ∆H f Def. 4.2.2. The enthalpy of formation for SiC is quite large
(−0.77 eV in experiment [168], −0.56 eV in DFT-PBE+vdW and −0.59 eV in
DFT-HSE06+vdW (Tab. 7.2)), favouring the formation of SiC bonds. This
explains why the (2×2)C and (3×3) Si twist model are more stable, because





43-R 7.6◦-interface are made up of energetically less favourable C-C
bonds, which increases the surface energy considerably.
To put our results into context, we revisit the growth process. In experiment,
growth starts with a clean (3×3) reconstruction. The sample is annealed
until the surface is covered by graphene. At this stage, the (3×3) recon-
struction is the dominant phase underneath graphene [139]. However, a
shift from the SiC (3×3) to the (2×2)C surface reconstruction at the SiC-
graphene interface can be stimulated by an additional annealing step at a
temperature below graphitisation (950C◦ - 1000C◦) leaving the graphene
layer unaffected [139]. Graphene growth starts at a point where bulk SiC
decomposes. The interface is determined by the momentary stoichiometry
at which the sublimation stopped – a coexistences of different phases is
observed. The final annealing step shifts the chemical potential into a re-
gime in which SiC bulk decomposition stops and the graphene layer does
not disintegrate, but the SiC surface at the interface moves closer to local
equilibrium, in agreement with the phase diagram in Fig. 14.9, forming an
interface structure between the (2×2)C reconstruction and graphene. In our
view, the main difference between the Si face and the C face is the fact that
Si-terminated phases are more stable on the C face due to the formation of
heterogeneous Si-C bonds. The Si-rich phases are thus stable practically up
to the graphite line, allowing the surface to form graphene only at the point
where bulk SiC itself is no longer stable. This makes MLG growth on the C
side more difficult than on the Si face.
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14.3. Summary
In summary, we shed new light on the central aspects of the thermody-
namically stable phases that govern the onset of graphene formation on
SiC(1̄1̄1̄). We showed that a Si-rich model, represented by the Si twist model,
reproduces the experimental observations - Si-rich and semiconducting. We
also used the (2×2)C and the (3×3) Si twist model as interface structures.
We argue that the formation of C face surface MLG is blocked by Si-rich
phases in the same chemical potential range in which MLG formation can
be thermodynamically controlled on the Si face, making the growth of




Silicon carbide (SiC) is a widely used substrate for epitaxial growth of
mono- and few-layer graphene. The exact material properties of graphene
depend on their interaction with the substrate. In this work, we applied
the ab initio atomistic thermodynamic formalism (Ch. 4) to evaluate the
interface structure of epitaxial graphene on the silicon (Si) and carbon (C)
face of SiC, applying all-electron density-functional theory (DFT) based on
Perdew-Burke-Ernzerhof generalised gradient approximation [246] (PBE)
and HSE hybrid functional with α=0.25 and ω=0.11 bohr−1 [175] (HSE06)
including van-der-Waals effects [326]. The C-rich limit of the chemical
potential is of particular interest for the thermodynamic evaluation of the
combined SiC-graphene surface structures. The limiting structures in the
C-rich limit are diamond and graphite. However, the very small difference
in binding energy between diamond and graphite (see Ch. 6) necessitate
an accurate description of their energetics. This is a challenge for theory in
particular the description of the interlayer bonding between graphite sheets.
In graphite the atomic bonding is very inhomogeneous. The in-plane bonds
are formed by strong sp2-hybridised C orbitals. The bonding between
graphene sheets on the other hand is formed by weak van-der-Waals (vdW)
forces. Accurately determining the inter-planar binding energy necessitates
the inclusion of long-range vdW effects which is a major and ongoing
experimental and theoretical quest (Sec. 6.2).







3) commensurate periodic films [332, 95, 82,
263, 67, 302, 346]. We address how the substrate affects the atomic structure
Ch. 8 and the energetics of the different Si-rich reconstructions Ch. 10 and
the C-rich surface structures from the first, partially covalently bonded
zero-layer graphene (ZLG) via mono-layer graphene (MLG) and bi-layer
graphene (BLG), up to three-layer graphene (3LG), a challenge, because of
the system sizes up to ∼ 2800 atoms and vdW interactions, not accounted
for by most standard density functionals. We found narrow thermodynamic
equilibrium conditions for the ZLG, MLG and even BLG. The equilibrium
geometry emerged as a direct prediction, including the significant graphene
layer corrugation. The remaining difficulty will be to find the precise Si
partial pressure and temperature in experiment, an important step towards
equilibrium graphene growth.
In Chapter 9, we compared different approximated interface models of the
experimentally observed 6
√
3-ZLG structure. We also show that smaller-cell
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approximants may miss some geometric features, and could erroneously
stabilise hexagon-pentagon-heptagon (H5,6,7) defects due to artificially
induced strain. The bonding in the 6
√
3-ZLG layer contains a mixture of
in-plane sp2-like and sp3-like hybridisation of the carbon atoms. The C
atoms with sp3-like hybridisation covalently bind the ZLG layer to the
SiC substrate with an increased in-plane C-C bond length (compared to
free standing graphene). This explains the increased lattice parameter
of the ZLG layer observed in grazing-incidence x-ray diffraction (GID)
measurements [283].
Some of the Si atoms in the top SiC bilayer are covalently bonded to the ZLG
layer, while others remain unsaturated, the Si dangling bonds. We used DFT
PBE including van-der-Waals effects [326] (PBE+vdW) and HSE06+vdW
calculations to evaluate the influence of the Si dangling bonds on the elec-
tronic structure of the C-rich surface phases on 3C-SiC(111) (Ch. 12). Using
the
√
3 approximated interface structure, we found that the ZLG, MLG and
BLG is doped by the Si dangling bond state at the Fermi level. The doping of
the graphene layer can be removed by saturating the Si dangling bond with




3)-R30◦ is less clear. In the dens-
ity of states (DOS) of the 6
√
3-ZLG structure, we found a few states close to
the Fermi level in good agreement with scanning tunnelling spectroscopy
(STS) measurements [270, 109]. A Hirshfeld atomic charge partitioning
analysis [142] revealed one hexagonal and two triangular shaped pattern
per unit cell similar to those found in scanning tunnelling microscopy (STM)
images by Qi et al. [256].
A possibility to eliminate the effects of the Si dangling bonds on the epitaxi-
ally grown graphene layer is to saturate the Si atoms at the interface by H
atoms. Indeed H intercalation of epitaxial graphene on the Si face of SiC de-
couples the graphene layer from the substrate forming quasi-free-standing
mono-layer graphene (QFMLG) [262]. As described in Chapter 13, we found





unit cell to be in excellent agreement with normal incidence x-ray standing
wave (NIXSW) experiments. The corrugation is drastically reduced when
compared to the MLG layer and the electron density at the interface is
very homogeneous. All these features improve the electronic properties of
QFMLG compared to epitaxial MLG.
In contrast to graphene growth on the Si face, experimentally controlling
the layer thickness on the C face is significantly more challenging [213]. To
refine the growth quality of epitaxial graphene on the C side of SiC and
improving the resulting electronic character of these films, it is important
to understand the atomic interface structure. A phase mixture of different
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surface phases is observed when surface graphitisation first sets in. How-
ever, the atomic structure of some of the competing surface phases as well
as of the SiC-graphene interface are unknown. We calculated the formation
energy of different reconstructions and model systems for the interface and
compared the different structures within the thermodynamically allowed
range. We showed that the Si-rich Si twist model reproduces the experi-
mental observations - Si-rich and semiconducting - of the hitherto unknown
3×3-SiC(1̄1̄1̄) reconstruction. Its formation energy crosses that of the (2×2)C
phase just at the carbon rich limit of the chemical potential, which explains
the observed phase mixture. We used the (2×2)C and the (3×3) Si twist
model as interface structures. Our results indicate that the formation of an
interface structure like the ZLG on the Si-terminated surface is blocked by
Si-rich phases. This answers the key question why the graphene growth
differs strongly between the C and Si-terminated surface.
In conclusion, graphene films on the Si face of SiC form at least as near-
equilibrium phases. The remaining challenge is to find the necessary Si
partial pressure and growth temperature and keep them constant close to
the surface. This makes the Si-terminated surface an ideal substrate for
graphene growth. The ZLG interface structure – which aids the graphene
growth – on the other hand leads to a corrugation of the graphene film
and influences its electronic structure by states close to the Fermi level
originating from the Si dangling bonds. By H intercalation the Si bonds at
the SiC-graphene interface are saturated lifting the ZLG layer up forming
QFMLG. The QFMLG is flat and undoped featuring a homogeneous charge
density at the interface. The same mechanism which leads to graphene
growth on the Si face fails on the C face, because here the formation of





A Thermal Expansion and Phase
Coexistence
In 1938, the first phase diagram for carbon was constructed on the basis
of thermochemical data for temperatures up to 1200 K by Rossini and Jes-
sup [268]. Although both forms of carbon, diamond and graphite, exist in
nature, their phase diagram revealed that only graphite is thermodynam-
ically stable at standard conditions for temperature and pressure (normal
conditions)1. Fortunately, the rate of reversion from diamond to graphite
is insignificant under normal conditions and only measurable at temper-
atures above 1000 K. On the basis of theoretical considerations, Berman
and Simon [23] extended the phase line between diamond and graphite
to temperatures higher than 1200 K. This linear extrapolation of the form
p = a + bT, where p is the pressure and T the temperature, is known
as the Berman-Simon line. Since then, the interest in the phase diagram
of carbon continued experimentally [44, 162, 43], as well as theoretically
[205, 164, 103, 349, 120].
The following Sections are a brief outline of our results presented in the
Master thesis by Florian Lazarevic [184] about the phase coexistence line
between graphite and diamond in the temperature range from 0 to 2000 K.
Temperature effects are included by calculating the Helmholtz free energy
F(T, V) = E(V)+ Fvib(T, V) (Eq. 4.7), where E(V) is the volume dependent
total energy and Fvib is the vibrational free energy introduced in Sec. 4.1.
At constant pressure, the equilibrium volume of a material changes with
temperature. In Sec. 4.1, we saw that the thermal expansion can be un-
derstood in terms of lattice vibrations. We introduced the quasiharmonic
approximation (QHA) to calculate the volume dependent potential energy
surface. The basic assumption of the QHA is that the anharmonicity is
restricted to the change of the volume without any further anharmonicities,
so that the lattice dynamics can still be treated within the harmonic approx-
imation (Ch. 3). The equilibrium volume for every temperature is given by
minimising F(T, V) with respect to the volume at a fixed T.
The potential energy surface (PES) is sampled by calculating the Helmholtz
free energy (Eq. 4.7) for different volumes. Then, the equilibrium volume
is calculated by fitting the F(T, V) pairs to the Birch-Murnaghan (B.-M.)
equation of states Def. 6.1.1 for every temperature T [223, 27].
1The National Institute of Standards and Technology (NIST) defines the standard condi-
tions for temperature as 293.15 K (20◦C) and the absolute pressure as 1 atm (101.325 kPa)
I
Temperature [K] 288 423 573 723 873 973 1073
V/atom [Å3]
PBE+vdW 8.788 8.802 8.819 8.839 8.864 8.883 8.904
PBE-D [117] Ref.
[349]
8.700 8.722 8.757 8.791 8.817 8.837 8.860
Exp. Ref. [226] 8.744 8.773 8.808 8.846 8.885 8.912 8.939
Table A.1.: Calculated unit cell volume of graphite in the temperature range between 288 K
and 1073 K. For comparison DFT data using vdW Grimme [117] corrected PBE-D (Ref. Yu
et al. [349]) and experimental data (Ref. Nelson and Riley [226]).
As a next step the thermal expansion of graphite and diamond is calculated
within the QHA (Sec. 4.1). To calculate the vibrational free energy, we used
the finite displacement method (Ch. 3). We obtained the vibrational free
energy for different volumes from phonon calculations for diamond and
graphite. In the case of diamond we included 5 different volumes ranging
from 5.28 Å3/atom to 5.95 Å3/atom. For the phonon calculations, we used
a (3× 3× 3) supercell (SC) for diamond. For graphite we calculated the
vibrational free energy in a (5× 5× 2) SC for 4 different volumes ranging
from 8.10 Å3/atom to 8.70 Å3/atom. For each volume we included 5
calculations to optimise the ratio between the lattice parameter a and c
to find the minimum Helmholtz free energy.
Figure A.1 shows the fitting results at 4 different temperatures (0 K, 300 K,
700 K and 1500 K) for graphite and diamond. The energy for the chosen
volumes are shown in Fig. A.1 as crosses for diamond and squares for
graphite. The volumes were chosen close to the ground state equilibrium
volume as given in Tab. 6.2.
In the range between 0 K and 2000 K the equilibrium volume and corres-
ponding Helmholtz free energies was obtained by the fitting procedure
explained above. For high temperatures > 2000 K the inclusion of anhar-
monic effects becomes relevant. To include them, we would need to go
beyond the QHA. We are interested in the temperature range < 2000 K.
To ensure the quality of the data, we only included data with a root mean
square fitting error of the B.-M. smaller than 7 meV.
The thermal expansion of graphite and diamond is shown in Fig. A.2.
For diamond, we included experimental x-ray data [320]. Our computed
thermal expansion shows good agreement with experiment. At 293.15 K
Thewlis and Davey measured the diamond lattice constant to be 3.567 Å,
























































































































































































































































Figure A.2.: The unit cell volume for graphite (top panel) and diamond (bottom panel) for
temperatures ranging from 0 K to 1400 K calculated using PBE+vdW. [Data taken from
Lazarevic [184]] For comparison, experimental x-ray measurements data from Thewlis and
Davey [320] is included for diamond as green circles.
For graphite, we listed the volume per atom for temperatures between
288 K and 1073 K in Tab. A.1. The temperatures were chosen to be the same
as listet in Ref. Nelson and Riley [226]. For comparison, we included ab
initio (ab initio) data from Yu et al. [349] in the QHA and experimental data
from Nelson and Riley [226]. Yu et al. used the abinit-code, a plane-wave
and pseudopotential code, [110] to calculate the temperature dependent
volume of graphite using the vdW[117] corrected Perdew-Burke-Ernzer-
hof generalised gradient approximation [246] (PBE) exchange-correlation
functional (PBE-D). They fitted the equation of states to 11 E(V) data points.
At each fixed volume they performed a constant-volume optimisation of the
cell geometry to get the optimal lattice constant ratio c/a. Nelson and Riley
used a x-ray powder method to measure the temperature dependence of the
unit-cell dimensions of hexagonal Ceylon graphite. The stacking order of
hexagonal Ceylon graphite is ABC [11], while in the theoretical work , this
work and Yu et al. [349], an AB stacking was used. The largest disagreement
between our results and the reference data is at 288 K, here the unit cell
volume in this work is 1.0% larger than the value obtained by Yu et al. [349]
and 0.5% larger than the experimental value [226].
In thermodynamics the pressure for the canonical ensemble is defined as







This is the negative of the slope of the F(T = const, V) curve at a constant
temperature. For a specific temperature, both carbon phases - diamond
and graphite - coexist at the pressure given by the common tangent of the
IV
graphite and diamond free energy.




















For every temperature a coexistence pressure can be determined by cal-
culating the common tangent. The obtained pcoex(T) curve is called the
coexistence line. The coexistence line gives the temperature/ pressure pair
at which graphite and diamond coexist. The common tangent is shown
in Fig. A.1 for 4 different temperatures. The volumes for graphite were
chosen in such a way that the common tangent of graphite and diamond
touches the E(V) close to the calculated reference points. Figure A.3 shows
the coexistence line in a pressure-temperature phase diagram for different
exchange-correlation functionals. At a fixed temperature for pressure lower
than pcoex graphite is the most stable phase and for pressure higher than
pcoex diamond becomes more stable.
Experimental data from three different experiments are included in Fig. A.3.
Bundy et al. [44] measured the coexistence line in a temperature range
between 1500 to 2000 K and found that pcoex ranges from 4.9 GPa to 6.1 GPa.
The second experiment was performed by Kennedy and Kennedy [162],
who were able to reduce the error in the pressure determination. In the
linear part of the coexistence line, they found for the Berman-Simon line
P = 0.194 GPa + T 3.2 · 10−3 GPa/K. There have been several theoretical
attempts to predict the graphite-diamond coexistence line. In 2010, Khaliul-
lin et al. [164] studied the graphite-diamond coexistence by employing a
neural-network (NN) mapping of the generalised gradient approximation
(GGA)-derived ab initio potential energy surface. They used the obtained
potential to generate molecular-dynamics (MD) trajectories at the cost of
force field MD simulations (nanosecond-long trajectories are required to
study thermodynamics and mechanism of phases transitions [164]). This
allowed them to go beyond the QHA. A comparison of their results with the
experimental data [43], shown in Fig. A.3, reveals that the NN overestimates
the transition pressure by approximately 3.5 GPa. However, their slope of
the Berman-Simon line agrees well with the experimental findings, listed
in Tab. A.2. Ghiringhelli et al. [103] used a long-range carbon bond order
potential (LCBOPI+) to sample the potential free energy surface using MD
simulations [103]. In the 1000-2000 K range, the coexistence line predicted
by LCBOPI+ lies very close to the experimental line [43] at the onset cor-
rectly estimating the 0 K transition pressure. However, the slope in the















































































a [GPa] −0.37 5.6 3.7
b [GPa/K] 2.7 · 10−3 3.1 · 10−3 2.7 · 10−3
pcoex(0K) [GPa] 0.2 6.6 4.2
References
theo.(a) theo.(b) exp.(c) exp.(d) exp.(e)
a [GPa] 1.7 3.7 0.19 0.71 1.7
b [GPa/K] 2.5 · 10−3 2.8 · 10−3 3.2 · 10−3 2.7 · 10−3 2.2 · 10−3
pcoex(0K) [GPa] 1.6 4.7 1.8
Table A.2.: For the exchange-correlation functional (LDA, PBE, PBE+vdW) the linear
interpolation of the p-T-data in the temperature range between 1000 K and 1500 K, to the
Berman-Simon line, P = a + bT, where b is the slope in GPa/K. In addition the coexistence
pressure pcoex at 0 K is given for different functionals. Reference data is given for two
theoretical works (a) Yu et al. [349], (b) Khaliullin et al. [164] and experimental data (c)
Kennedy and Kennedy [162], (d) Bundy et al. [44] and (e) Bundy et al. [43].
First we compare our results obtained with the PBE functional to the experi-
mental data. For PBE, the transition pressure pcoex at 1500 K is overestimated
by 5.5 GPa. If we include vdW-effects, the overestimation is reduced to
1.9 GPa, while LDA underestimates pcoex by 1.7 GPa. The energy difference
between graphite and diamond is of the order of a few meV. For an accurate
description of the transition pressure the exchange-correlation functional
has to capture the E-V curve (Fig. A.1) for graphite and diamond equally
good. It necessitates a highly accurate description of the ground state energy
of these two systems, which is a challenge for density-functional theory
(DFT). The difficulty of DFT functionals to correctly describe the graph-
ite/diamond energetics, in particular the inter-planar bonding of graphite
(see Sec. 6.2), leads to the observed systematic shift of the coexistence line
in Fig. A.3.
We performed a linear interpolation of the p-T-data by fitting to the Berman-
Simon line. The Berman-Simon line is defined as
p = a + bT, (A.3)
where b is the slope in GPa/K. In experiment, the data is usually fitted in
the temperature range from 1000 K to 2000 K. We use the same temperature
VII
range for the fitting. The results are given in Tab. A.2 for different functionals
and reference data. The Berman-Simon line shown in Fig. A.3 was obtained
from experimental thermodynamic properties of diamond and graphite [23].
Its overall shape is well-captured by our calculations. The 0 K transition
pressure, however, varies depending of the used functional.
Regardless of the energy errors introduced by the functional, the onset of the
coexistence line at low temperatures is well described. In the linear regime
the slope is well captured and in excellent agreement with experiment.
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B Numerical Convergence
B.1. The Basis Set
The FHI-aims code employs numeric atom-centered basis sets; basic descrip-
tions of their mathematical form and properties as introduced in Sec. 2.5
or in Ref. [32]. The FHI-aims basis sets are defined by numerically determ-
ined radial functions Eq. 2.28 corresponding to different angula momentum
channels. Each radial function is obtained by solving a radial Schrödinger
equation and is subject to a confinement potential vcut(r) in Eq. 2.28. It
ensures that the radial function is strictly zero beyond the confining radius
C Si
minimal [He]+2s2p [Ne]+3s3p
tier 1 H(2p, 1.7) H(3d, 4.2)
H(3d, 6.0) H(2p, 1.4)
H(2s,4.9) H(4f, 6.2)
Si2+(3s)
tier 2 H(4f, 9.8) H(3d, 9.0)
H(3p, 5.2) H(5g, 9.4)
H(3s, 4.3) H(4p, 4.0)
H(5g, 14.4) H(1s, 0.65)
H(3d, 6.2)
. . . . . .
Table B.1.: Radial functions used for C and Si. The first line (“minimal”) denotes the
radial functions of the occupied orbitals of spherically symmetric free atoms as computed
in DFT-LDA or -PBE (noble-gas configuration of the core and quantum numbers of the
additional valence radial functions). “H(nl, z)” denotes a hydrogen-like basis function for
the bare Coulomb potential z/r, including its radial and angular momentum quantum
numbers, n and l. X2+(nl) denotes a n, l radial function of a doubly positive free ion of
element X. See also Ref. Blum et al. [32] for notational details.
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rcut and decays smoothly.
What is important for the present purposes is to demonstrate the accurate
convergence, up to a few meV at most, of our calculated surface energies
with respect to the basis set used. As is typical of atom-centered basis
sets (Gaussian-type, Slater-type, numerically tabulated etc.), variational
flexibility is achieved by successively adding radial functions for individual
angular momentum channels, until convergence is achieved. In practice,
the basis functions for individual elements in FHI-aims are grouped in so-
called “tiers” or “levels”: tier 1, tier 2, and so forth. In the present work,
basis functions for Si and C up to tier 2 were used. The pertinent radial
functions are summarised in Table (B.1), using the exact same notation that
was established in Ref. [32].
Figure B.1.: Effect of increasing the basis set size on the surface energy of the
√
3 approx-
imant to the ZLG phase at the chemical potential limit of bulk graphite. The PBE+vdW
functional was used. In the plot we use T1 (T2) as abbrevation of tier 1 (tier 2) , respectively
The convergence of the calculated surface energies in this work with basis




3)-R30◦ small unit cell approximant
[334, 214] to the ZLG phase in Fig. (B.1) including 6 SiC-bilayer. The bottom
carbon atoms were saturated by hydrogen. Its geometry was first fully
relaxed with FHI-aims tight grid settings, a tier 1+dg basis set for Si and
a tier 2 basis set for C basis settings. This geometry was then kept fixed
X
for the convergence tests shown here. What is shown in Fig. (B.1) is the
development of the surface energy (Si face and H-terminated C face) with
increasing basis size for both C and Si were calculated using




Eslab − NSiµSi − NCµC
)
. (B.1)
where NSi and NC denote the number of Si and C atoms in the slab, respect-
ively, and A is the chosen area. The computed surface energy is shown per
1×1 surface area as in all surface energies given in the main text.
The notation in the figure is as follows:
• “T1” and “T2” abbreviate the set of radial functions included in tier 1
and tier 2, respectively (see Table B.1).
• “Si T1- f ” denotes the Si tier 1 basis set, but with the f radial function
omitted.
• “C T2-g denotes the set of radial functions for C up to tier 2, but
omitting the g-type radial function of tier 2.
• “Si T1+dg” denotes the radial functions included up to tier 1 of Si, and
additionally the d and g radial functions that are part of tier 2. This is
also the predefined default basis set for FHI-aims ’tight’ settings for Si.
• “C T2” denotes the radial functions of C up to tier 2 and is the default
choice for ’tight’ settings in FHI-aims.
In short, the plot indicates the required convergence of the surface energy
to a few meV/(1×1) surface area if the default FHI-aims ’tight’ settings
are used. It is evident that the high-l g-type component for C contributes
noticeably to the surface energy.
B.2. Slab Thickness
The convergence of our surface calculations with respect to the number of





3)-R30◦ small unit cell approximant [334, 214]. The zero reference
XI
energy is an unreconstructed six bilayer 1x1 SiC surface. A six bilayer slab
is sufficient to accurately represent bulk effects.





proximant to the ZLG phase.
B.3. k-Space Integration Grids
We demonstrate the accuracy of the 2D Brillouin zone (BZ) integrals for our
graphene-like surface phases by comparing different k-space integration
grids in Table (B.2). The ZLG and mono-layer graphene (MLG) surface




3)-R30◦ cell are compared using the Γ-point
only and using a 2x2x1 k-space grid. These k-mesh tests were performed
in a four bilayer slab, using the PBE including van-der-Waals effects [326]
(PBE+vdW) functional, light real space integration grids, a tier1 basis set
without the f functions for Si and tier1 for C. The geometries were kept
fixed at the configuration relaxed with a Γ-point only k-space grid. In
Table (B.2), the surface energies relative to the unreconstructed 1x1 surface





ZLG and MLG phases. Table (B.2) clearly shows that the surface energies
are well converged using the Γ-point only. Hence in this work, all surface




3)-R30◦ phases were calculated using this k-space
integration grid. For all bulk reference energies as well as for the two silicon
rich surface reconstructions, the convergence with respect to the k-mesh












Table B.2.: Surface energies in [eV/SiC(1x1)] relative to the unreconstructed 3C-SiC(1x1)
surface for the chemical potential limit of graphite, four-bilayer SiC slabs. The silicon-rich√
3x
√
3 reconstruction, ZLG and MLG phases using different k-grids are shown. The
PBE+vdW exchange-correlation functional was used.
B.4. The Heyd-Scuseria-Ernzerhof Hybrid
Functional Family for 3C-SiC
In this work, we used the HSE [175] for calculating the electronic structure
and validating surface energies. In HSE06 the amount of exact exchange
is set to α = 0.25 and the range-separation parameter ω = 0.2Å−1. We
calculated the band gap and valence band width of 3C-SiC for different
values of α. We used with ’tight’ numerical settings as introduced in Sec. B.1
with an 12×12×12 off-Γ k-grid.
As can be seen in Fig. B.3, for fixed (ω) the band gap and valence band
width depend practically linearly on the exchange parameter α. We tested
the HSE06 with respect to the band gap and band width, the latter being a
measure for the cohesive properties of a crystal [257]. The default HSE06
value of α = 0.25 captures both the band gap and the band width well and
we therefore adopt it for our calculations.
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Figure B.3.: The Kohn-Sham band-gap (blue circles) and valence band width along Γ to X
(red circles) of 3C-SiC as a function of α. The HSE06 value α = 0.25 is marked by a vertical
line. The experimental valence band width is shown as horizontal line at 3.6 eV[143] and
the exp. band gap at 2.42 eV[148].
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C Band Structure Plots of SiC
C.1. Cubic Silicon Carbide (3C-SiC)
Figure C.1.: The band structure of cubic silicon carbide (3C-SiC) is shown along the high
symmetry lines. We used the Heyd-Scuseria-Ernzerhof hybrid functional [138, 175] (HSE).
The atomic structure was relaxed including vdW corrections (Tab. 7.2). 3C-SiC has an
indirect band gap between Γ and X of 2.33 eV.
XV
C.2. Hexagonal Silicon Carbide 4H-SiC and
6H-SiC
C.2.1. The HSE Band Structure of 4H-SiC
Figure C.2.: The band structure of 4H-SiC is shown along the high symmetry lines. We
used the Heyd-Scuseria-Ernzerhof hybrid functional [138, 175] (HSE). The atomic structure
was relaxed including vdW corrections (see Tab. 7.2). 4H-SiC has an indirect band gap
between Γ and M of 3.26 eV.
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C.2.2. The HSE Band Structure of 6H-SiC
Figure C.3.: The band structure of 6H-SiC is shown along the high symmetry lines. We
used the Heyd-Scuseria-Ernzerhof hybrid functional [138, 175] (HSE). The atomic structure
was relaxed including vdW corrections (see Tab. 7.2). 6H-SiC has an indirect band gap
between Γ and M of 2.92 eV.
XVII
D Phonon Band Structure
All phonon calculations are based on finite difference approach as described
in Sec. 3 using the phonopy-code [327].
D.1. The Phonon Band Structure of the Carbon
Structures: Graphene, Graphite and Diamond
D.1.1. Graphene
Figure D.1.: Calculated phonon dispersion relation of graphene along the high symmetry
lines (PBE+vdW).
We used the finite difference approach to calculating phonon dispersion
with a supercell of 6× 6 and a finite displacement of 0.008 Å. For an accurate
description of the soft accoustic phonon mode near the Γ-point a very dense
real space sampling (really tight Sec. 2.5) was chosen.
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Since the graphene unit cell contains two carbon (C) atoms, A and B, there
are six phonon dispersion bands Fig. D.1, three accoustic and three optic
phonon branches. The two atomic vibrations perpendicular to the graphene
plane correspond to one accoustic and one optic phonon mode. The accous-
tic one is the lowest phonon branch in the Γ-K direction and the optic one
has a phonon frequency of 873 cm−1 at the Γ-point. For the remaining 2
accoustic and 2 optic phonon modes the vibrations are in-plane. Near the
BZ center (Γ-point) the two optic in-plane phonon modes correspond two
vibrations of the two sublattices A and B against each other, the so-called
E2g phonon mode. The E2g mode is doubly degenerate in Γ at 1495 cm−1
and is a first order Raman active phonon mode [331]. However, within BO
approximation (see Sec. 1.2), the Raman G-peak position is independent of
Fermi-level in the electronic band structure, in contrast with experiments
[251, 62] where a stiffening (a shift to higher frequencies) of the E2g phonon
mode is observed with increased electron (hole) doping concentration. The
E2g mode within the BO approximation is given by the perturbation of
the electronic structure due to the atomic displacement (phonon) and the
rearrangement of the Fermi surface as a response. Pisana et al. showed that
in graphene these two contributions cancel out exactly because of the rigid




Figure D.2.: Calculated phonon dispersion relation of graphite along the high symmetry
lines (PBE+vdW).
We used the finite difference approach to calculating phonon dispersion
with a supercell of 5× 5× 2 and a finite displacement of 0.005 Å. For an
accurate description of the soft accoustic phonon mode near the Γ-point a
dense real space sampling (tight Sec. 2.5) was chosen.
XX
D.1.3. Diamond
Figure D.3.: Calculated phonon dispersion relation of diamond along the high symmetry
lines (PBE+vdW).
We used the finite difference approach to calculating phonon dispersion
with a supercell of 3× 3× 3 and a finite displacement of 0.001 Å. We chose
a dense real space sampling (tight Sec. 2.5).
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D.2. Phonon Band Structure of Silicon Carbide
Figure D.4.: Calculated phonon dispersion relation of SiC along the high symmetry lines
(PBE+vdW).
We used the finite difference approach to calculating phonon dispersion
with a supercell of 3× 3× 3 and a finite displacement of 0.001 Å. We chose
a dense real space sampling (tight Sec. 2.5).
XXII
E Counting Dangling Bonds
At the SiC-graphene interface on the Si face of SiC some Si atoms in the top
SiC bilayer remain unsaturated, the so-called Si dangling bonds. To identify
the Si dangling bonds, we computed the distance between a top layer Si
atom and the closest C atom in the ZLG layer. Figure E.1, shows the Si-C
distance for every Si atom in the top SiC bilayer ordered by bond length
of the 3C-SiC-ZLG structure calcualted with PBE+vdW. For all structures
we evaluated, we found a similar picture. The Si-C bond length of most Si
atoms is between the bulk Si-C bond length of 1.89 Åin the case of 3C-SiC
and the average Si-ZLG layer distance. The atoms well above the Si-ZLG






























F Comparing the PBE and HSE06 Density
of States of the MLG Phase
Figure F.1.: The Density of states of the
√
3-
MLG structure calculated using the PBE and
the HSE06 exchange-correlation functional.
Shown in red is the DOS of the slab used
in the calculation and in grey is shown the
3C-SiC-bulk projected DOS.
In Chapter 12, we discussed the
electronic structure of epitaxial
graphene on the 3C-SiC(111) sur-





3)-SiC unit cell with a
strained (2 × 2) graphene layer,
we calculated the electronic struc-
ture using the hybrid functional
HSE06. However, to gain inside






3)R30◦ structure, we use the PBE
approximation to the exchange-cor-
relation functional to render the cal-
culations affordable. In Figure F.1,
we compare the DOS of the the
√
3-
MLG structure calculated using the
PBE and the HSE06 exchange-cor-






by a (2× 2)-ZLG and (2× 2)-MLG
layer. It shows in red the full DOS
of the slab used in the calculation and in grey the 3C-SiC-bulk projected
DOS. PBE and HSE06 give qualitatively the same result, however, in HSE06
the bulk band gap is larger and the overall spectrum seems to be streched
over a larger energy range.
The doping of the
√
3-MLG layer increased with the fraction of exact ex-
change included in the exchange-correlation functional from PBE, to HSE06
to PBE0, shifting the graphene Dirac point from -0.48 eV (PBE), -0.63 eV
(HSE06) to -0.86 eV (PBE0).
F.1. Influence of the DFT Functional
In Appendix B, we included details on the numerical convergence of calcu-
lations for similar structures with respect to the number of basis functions
XXV





terfaces, we chose the Γ-point for accurate integrations in reciprocal space.
The FHI-aims code employs numeric atom-centered basis sets. Basic de-
scriptions of their mathematical form and properties are published in in
Ref. [32] or in Sec. 2.5. The basis set and numerical real space grids are of
high quality as defined by the tight settings including a tier1+dg basis set
for Si and a tier2 basis set for C [32].
To test the influence of the exchange correlation functional on the geometry
we used three different exchange correlation functionals, the LDA [249], the
Perdew-Burke-Enzerhof generalised gradient approximation (PBE) [247]
and the Heyd-Scuseria-Ernzerhof hybrid functional (HSE06)[175]. In HSE06
the amount of exact exchange is set to α = 0.25 and a range-separation
parameter ω = 0.2Å−1 is used.
For an accurate description of the different surface phases, in particu-
lar hydrogen-graphene bonding in the quasi-free-standing mono-layer
graphene (QFMLG) phase, we include long range electron correlations,
so-called van der Waals (vdW) effects. Here, we compare the results of two
different schemes. The first scheme used in this work is the well established
Tkatchenko-Scheffler (TS) [326] method. It is a pairwise approach, where
the effective C6 dispersion coefficients are derived from the self-consistent
electron density. The second approach is a more recent refinement to the TS
scheme incorporating many-body effects [325, 324, 5]. In this scheme, the
atoms are modelled as spherical quantum harmonic oscillators, which are
coupled through dipole-dipole interactions. The corresponding many-body
Hamiltonian is diagonalised to calculate the many-body vdW energies.
As a result, this approach accounts for long-range many-body dispersion
(MBD) effects employing a range-separated (rs) self-consistent screening
(SCS) of polarizabilities and is therefore called MBD@rsSCS (for details
see Ref. [5]). To include the long-range tail of dispersion interaction we
couple each functional with either the pairwise TS scheme, here refered
to as PBE+vdW (HSE06+vdW), or the MBD@rsSCS scheme in this work
abbreviated as PBE+MBD (HSE06+MBD).
In Table F.1 we list the layer distance (Dn,n+1), the Si-C distance within a SiC
bilayer (dn) and the layer corrugation (δn), the difference between the highest
and lowest atom in the layer, for QFMLG and MLG on 6H-SiC(0001) calcu-
lated with different exchange correlation functionals and vdW corrections.
We conclude that PBE+vdW, PBE+MBD, HSE06+vdW and HSE06+MBD






















































































































































































































































































































































































































































































































































































































































































































































G Bulk Stacking Order: The Si-terminated
6H-SiC(0001) Surface





3-R30◦ unit cell and their surface energies are shown for different
SiC-bilayer stacking order calculated using PBE+vdW.
For 3C-SiC(111), the stacking order close to the surface is independent of
where the surface is cut. However, for the 6H-SiC(0001) this is different
as the SiC bilayers are rotated every third layer by 30 degree in the unit
cell. The position of the rotation is indicated in Fig. G.1 by a kink in the





3-R30◦ unit cell. The surface energies calculated
using PBE+vdW of the 6H-SiC ZLG and the atomic structure are shown
in Fig. G.1. We find the lowest surface energy for ABCACB and ACBABC
stacked SiC. We therefore use a ABCACB stacked 6H-SiC substrate.
XXVIII
H Influence of the Polytype
QFMLG
6H-SiC 3C-SiC
n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C
G 2.66 — 0.02 2.68 — 0.01
H 1.50 — 0.00/0.00 1.50 — 0.00/0.00
1 1.89 0.62 0.00/0.00 1.89 0.62 0.00/0.00
2 1.89 0.63 0.00/0.00 1.89 0.63 0.00/0.00
3 1.89 0.63 0.00/0.00 1.89 0.63 0.00/0.00
MLG
6H-SiC 3C-SiC[227]
n Dn,n+1 dn δn Si/C Dn,n+1 dn δn Si/C
G 3.40 — 0.45 3.40 — 0.41
Z 2.36 — 0.86 2.36 — 0.82
1 1.92 0.55 0.78/0.30 1.93 0.55 0.74/0.31
2 1.90 0.61 0.21/0.14 1.90 0.61 0.21/0.13
3 1.89 0.62 0.08/0.05 1.89 0.62 0.08/0.05
Table H.1.: Geometry comparison of the layer distance (Dn,n+1), the Si-C distance within a
SiC bilayer (dn) and the layer corrugation, the difference between the highest and lowest
atom in the layer, (δn) for two different SiC polytypes, 6H-SiC(0001) and 3C-SiC(111),
including the QFMLG and MLG surface structure calculated with PBE+vdW. The data
was taken from [227].
To evaluate the influence of the SiC polytype on the geometry, we list the
key geometry parameters for the QFMLG and MLG in Tab. H.1 phase for
two different polytypes, the 3C-SiC and 6H-SiC. For the QFMLG phase the
interface geometries are practically identical. Likewise the interface of the
MLG phase shows polytype induced changes that are smaller than 0.04 Å.
Therefore, 3C and 6H polytypes can be exchanged without qualitatively
changing the result of the calculation. It should be noted that the advantage
of 3C is that the number of bilayers one uses in the slab can be smaller than
six.
XXIX
I The 3C-SiC(111)-(3x3) Phase: Details on
the Geometry
Figure I.1.: Schematic representation of the 3C-SiC(111)-(3× 3) reconstruction. The numer-
ation of the Si adatoms in the unit cell (shown in black) is used to mark the atoms according
to their appearance in Tab. I.1.
In Sec. 8.1.2, the 3C-SiC(111)-(3× 3) reconstruction was introduced. We
performed DFT calculations including structure realxation for the Si rich
(3 × 3) reconstruction. We here include details of the calculation using
the generalised gradient approximation to the exchange-correlation func-
tional including long-range dispersion effects using the well established
Tkatchenko-Scheffler [326] method (PBE+vdW). The bulk lattice parameter
are listed in Tab.7.2. Each slab consists of six SiC-bilayers and the bottom
C bonds are saturated by hydrogen. The top three SiC-bilayers and all
atoms above are fully relaxed (residual energy gradients: 8·10−3 eV/Å or
below).
Figure I.1 shows a schematic top few of the 3C-SiC(111)-(3× 3) reconstruc-
tion. The structure consists of a silicon (Si) adatom (atom 1), a trimer (atoms
2-4) and a Si-adlayer (atoms 5-13). The trimer is slightly rotated with respect
to its bulk position by an twist angle of 9.3◦ in excellent agreement with
Ref. [306].
In Table I.1, we list the structural displacement of the Si adatoms with
respect to their symmetric bulk position and the total displacement in the
XXX
This work (PBE+vdW) J. Schardt Ref. [276]
Atom id x [Å] y [Å] ∆xy [Å] x [Å] y [Å] ∆xy [Å]
1 Top Atom 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.37 0.37 0.01 0.38 0.38
3 -0.33 -0.19 0.38 -0.33 -0.19 0.38
4 Trimer 0.33 -0.19 0.38 0.33 -0.19 0.38
5 Sublayer 0.70 -0.26 0.75 0.71 -0.24 0.74
6 -0.13 0.73 0.74 -0.14 0.73 0.74
7 -0.57 -0.48 0.75 -0.56 -0.49 0.74
8 0.31 -0.66 0.73 0.31 -0.67 0.74
9 0.42 0.60 0.73 0.43 0.61 0.74
10 -0.73 0.06 0.73 -0.74 0.07 0.74
11 0.00 0.00 0.00 0.00 0.00 0.00
12 0.00 0.00 0.00 0.00 0.00 0.00
13 0.00 0.00 0.00 0.00 0.00 0.00
Table I.1.: The displacement of the adatoms with respect to their symmetric bulk position.
The surface structure was calculated using PBE+vdW for the approximantion to the ex-
change-correlation functional (EXC). The LEED optimised geometric structure from Schardt
[276] is included for comparison.
xy-plane (∆xy). The overall agreement between our calculation and the
experimental structure obtained from quantitative LEED measurements is
very good.
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J The History of Graphite Interlayer Binding
Energy
The history of the graphite binding energy (Eb) for different experiments




1954 Girifalco [105] 42 exp. Heat of wetting exper-
iments




1998 Benedict et al. [17] 35+15−10 exp. Collapsed carbon-
nanotube structure




2012 Liu et al. [201] 31±2 exp. Directly measure-
ment of the interlayer
binding energy




1952 Brennan [39] 173 theo. LCAO+vdW
1983 DiVincenzo et al. [74] 110 theo. DFT+Thomas Fermi
1987 Jansen and Freeman [151] 82 theo. All-electron augmen-
ted plane wave
1992 Schabel and Martins [275] 24 theo. DFT (LDA)
1994 Charlier et al. [54] 20 theo. DFT (LDA)
2003 Rydberg et al. [271] 24 theo. DFT PBE+ vdW cor-
rection
2003 Telling and Heggie [318] 35 theo. DFT (LDA)
2004 Hasegawa and Nishidate [127] 27 theo. DFT (LDA)
XXXII
2005 Zhechkov et al. [352] 38.5 theo. Density-functional-
based tight binding
(DFTB)
2006 Dappe et al. [60] 66±6 theo. DFT with perturb-
ation theory based
vdWcorrection
2006 Donchev [76] 55 theo. Quantum mechanical
polarisable force field
(QMPFF)
2006 Ortmann et al. [240] 83.5 theo. DFT PBE+ vdW cor-
rection
2007 Grimme et al. [119] 66 theo. All-electron DFT
(PBE-D)
2007 Hasegawa et al. [128] 60.4 theo. DFT+semi-empirical
correction
2007 Ziambaras et al. [354] 53 theo. DFT PBE+ vdW cor-
rection
2008 Barone et al. [7] 54 theo. DFT PBE+semi-
empirical addition of
dispersive forces
2008 Gould et al. [114] 59.7 theo. DFT PBE+ vdW cor-
rection
2008 Kerber et al. [163] 57 theo. DFT PBE+D vdW cor-
rected
2008 Kleis et al. [167] 50 theo. DFT PBE vdW-DF
2008 Silvestrelli [297] 61 theo. DFT PBE+ vdW cor-
rection
2009 Spanu et al. [299] 56 theo. QMC - not corrected
for finite size effects
2010 Cooper [59] 59 theo. DFT vdW corrected
exchange-correlation
functional
2010 Grimme et al. [118] 66 theo. DFT+D vdW correc-
ted
XXXIII
2010 Lebègue et al. [185] 48 theo. RPA-DFT
2010 Liu and Goddard [200] 43 theo. DFT-low gradient
(DFT-lg) formula
including ZPE
2010 Madsen et al. [207] 41 theo. DFT meta-GGA (M06-
L)





2012 Dappe et al. [61] 70±5 theo. Combined local or-
bital DFT and second
order perturbation
theory
2012 Graziano et al. [115] 56 theo. DFT optimised PBE
vdW (optPBE-vdW)
including ZPE
2012 Kim et al. [165] 59 theo. DFT PBE+ vdW cor-
rection
2013 Brandenburg et al. [38] 43 theo. DFT-D3 basis set su-
perposition error cor-
rected
2013 Bučko et al. [42] 55 theo. DFT PBE (TS + SCS)
vdW correction
2013 Chen et al. [56] 55.15 theo. DFT PBE+
vdWinterlayer
potential
2013 Gould et al. [112] 48 theo. DFT PBE+ vdW cor-
rection
2013 Strutyński et al. [314] 40 theo. Parameterisated DFT-
D
2013 Sabatini et al. [272] 39 theo. DFT rVV10 functional
(vdW correction)
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2013 Silvestrelli [298] 37 theo. DFT PBE many body
dispersion correction
2013 Thrower et al. [323] 58 theo. DFT optB88-vdW
functional
2013 Olsen and Thygesen [239] 62 theo. RPA-DFT
2014 Ambrosetti et al. [5] 50 theo. DFT
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