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Abstract
　The　principle　for　detection　of　random　signals，　where　the　signal　is　nonlinearlly　disturbed
l）ythe　noise，　is　descr三bed．
　It　is　precisely　shown　that　random　signals　can　be　detected　depending　on　properties　of
randomness　for　signals　and　noises，　and　on　a　scheme　of　disturbance　by　noises．
1　まえがき
周期をもつ信号が雑音に埋もれた場合，その信号の
検出を相互相関法によって解決する手法は周知の事実
である1）。検出問題はもともと信号自身の性質（たと
えば周期，あるいは波形そのもの等）についてはあら
かじめ分かっているものとして考察する。通常信号と
雑音は和の形で結合して受信入力を生じているが，あ
らかじめ知られている性能と同一の性質をもつ局部入
力を発生させて，上述の受信入力との相互相関をとる
ことによって信号の存在を確かめるわけである。しか
し乍ら，受信入力として，必ずしも信号と雑音とが和
の形で結合したものとして処理されうるという保証は
ないと思はれる。このような意味で，本報告では受信
入力は信号と雑音との非線形結合形で与えられる場合
をとりあげて，検出の原理，及びその可能性を論じた
い。
　2　相互相関による信号の検出
検出しようとするランダム信号，及びそれに対して
不本意に介在する雑音は共に多くの場合は近似的に定
常確率過程に属し，かつエルゴ＿ド的と考えられる。
このような仮定のもとで以下老察するものとする。通
常雑音n（のは，信号S（のに対して統計的独立性を
もつから，一般性を失わずにそれらの時間平均をそれ
ぞれ零とおくことにすれば，信号と雑音の相互相関は，
時間平均操作を一で示せば
・（t）・（t・・）裡必∫r・・（t）・（t・・）d・・＝・
　　　　　　　　　　　　　　　　　　　　　　（1）
とおいてさしつかえない。すなわち互いに無相関であ
る。
　さて，勿論検出しようとする信号波の性質，たとえ
ばその周期，統計的な性質はあらかじめ既知のものと
考える。いま信号S（のに対して和の形で雑音が結合
した揚合，その雑音に埋もれた信号を検出するのに，
S（のの性賀を類似の局部信号S（t）（たとえば波形そ
のものは必ずしも同一のものではなくても良いが，周
期がたとえば同一の波形とか）と受信入力∫（t）＋n（の
との相互相関をみると
　　　s（り｛s（t＋τ）＋n（t＋τ）｝
　　　＝s（t）s（t＋τ）＋s（t）n（t＋τ）
　　　＝s（t）s（t十τ）　　　　　　　　　　　　　　　　　　　　　　（2）
C　163）
となって雑音の影響を打ち消すことができる。よって
相関出力は局部信号と信号との相互相関のみからなる
から，何らかの信号についての情報を検出することが
できることはことさら目新しいことではない。しかし
乍らいまもしも受信入力が5（のとii（t）との他の結
合形の場合にはどうなるであろうか。たとえば受信入
力x（t）が
　　　　　　x（t）＝s（t）n（の　　　　　　　　　（3）
なる振幅変調積形を仮定すると
　　　　ρ動（r）：」（の｛s（t＋τ）n（t＋τ）｝
　　　　　　　＝s（t）s（τ＋τ）・n（t＋τ）　　（4）
しかるに　n（t十τ）＝0　なることから，
　　　　　　　　～ρξx（τ）＝0　　　　　　　　　　　　　　　　　（5）
すなわち，相関出力は零となって，信号についての情
報の検出は不可能となってしまう。
　また受信入力が
　　　　　　x（t）　＝＝s（の｛1十n（の｝
なる振幅変調形の揚合については，同様に
　　　　　　9§x（τ）＝・s（t）s（t＋τ）
となって，検出可能となる。またさらに
　　　　　　x（t）　＝（s（の十π（の）2
の場合，すなわち，S（の＋n（t）
たものを受信入力とした場合
（6）
（7｝
｛8）
が2乗素子を通過し
　　　　興、，（・）＝s（の｛5（t＋・）＋n（叶・）｝・
　　　　　　　＝3（t）s（t十τ）2　　’　　　　　　　　　　　｛9）
となる。但しS（のの平均値は一般性を失わずに零と
仮定をした。ここで時間平均を集合平均におきかえる
ことができるというエルゴード性を用いれば上式は
・3・（・）一∫：．■∫：．．s・・P（…1・）…ds
a◎
ここで　3＝3（t），S＝S（t十τ）　とおいた。
またp（S，slτ）は2次の結合確率密度関数である。
いま直交関数系　Ui（の，　Vi（の（i＝1，2……○○）　を
導入すれば2）
　　　　　　　　め　　？（s・　si・）＝i￥、・i（・）・ti（s）Vi（・）P（の9（・）ao
なる単一級数展開ができることを用いると
幅・）一亀・1（・）∫二．，s・・（9）P（9）ds
　　　　　　　　　　・∫2．、s・Vt（s）9（・）ds
となる。展開係数αi（τ）は
Q2）
ql（・）一∫：．．∫：．。P（s・・1・）・・（・）Wt（・）d・・ds
　　　　＝Ui（s）v2（5）　　　　　　　⑱
で与えられる。ここでP（の，g（5）はそれぞれ9，　s
の確率密度関数である。（12｝において
　　　　∫》一｛i雛ゆ圓
なる性質を用いると，結局囮は
・蕊（・）－c・・（・）T’・亘＋α1（・）・・∫：。・・×昏（・）ds
となる。ここで下＝下＝0　なる仮定を適用すれば
　　　　　　　　ぴあ－　　99x（τ）＝ユ∫3α1（τ）
　　　　　　　　σs
しかるにα1（τ）は　a3｝より
　　　　　　α1（τ）＝＿LS
　　　　　　　　　σ5σs
すなわち正規化された相関関数となる。よって
　　　　　　…x（・）≒矩
6ー
?
??
??
となって，信号についての情報はsの3次モーメント
が存在するかぎり，検出可能となる。ここでσ・2はs
の分散，したがってσsは標準偏差を示す。sの3次
モーメントが零となるのはどのようなときかは，たと
えば平均値零のガウス分布をなす時に生ずることは周
知の事実である。したがってガウス信号に対しては，
上述のような相互相関によっては検出不能となる。
　3　非線形結合受信入力に対する検出理論
　このように，ひとたび信号と雑音との和の形という
制限をはずしてしまうと，はなはだ複雑な問題となっ
てしまう。しかし乍ら，この間の事情を一般的な揚合
について整理することが重要と思われる。
　一般に信号S（のと雑音π（のとの結合形を
　　　　　　x（‘）　・＝　f〔s（の，7z（の〕
とかくことにすれば，工学上の問題では多くの場合，
上の関数はs（のとn（のとを2変数とする解析関数・
すなわち，テーラー展開形を仮定しても不自然ではな
い。
　　　　x（t）　・＝　f〔s（の，n（の〕
　　　　co　　　oo　　　＝ΣΣ．AijS（のりzωブ　　　　　　ag）
　　　　t＝Dゴ＝o
たとえば展開係数翫ブは，（3）の入力形に対しては
　　　　A・・一｛1：易翫，ブ　　⑳
であってく8）の入力形に対しては
（164）
で表わされる。
　よって相互相関は
ρ§x（τ）＝s（の！∫（t＋τ），n（t＋τ）〕
⑫1）
　　　　co　　　co　　　＝ΣΣ・4iゴ3（t）s（t＋τ）in（のゴ　　幽
　　　　ε＝oゴ＝o
となる。」（t）s（t＋τ）iは集合平均におきかえられて
　　s（彦）5（t＋τ）‘
　　一∫r、．∫：・雌・r・嗣・　　鯛
上式に⑳を代入すると
　　…（・）一急・t（・）∫：、、蝋・）・（の誘
　　　　　　　　　　・∫：．．・・　Vt（・）q（・）ds
ここで㈹を用いて　丁＝了＝0　を適用すれば
・・s（・）一・…（・）∫ll．．slv1（・）・（s）ds
＝璽α1（・）μ・、＋1
　σs
ただしμSi＋、はsの原点のまわりのi＋1次モーメン
トを表わす。ここでα、（τ）は働で与えられるから，
結局
　　　9・・（・）一饗1薔　　　e4
となる。ここで
　　　　　μsご＋1＝両　　　　　　　　　　　鯛
　よってn（の＝nとかいて雑音の原点のまわりのノ
次モーメントを
　　　　　　　　　　　　　　　　　　　　囲　　　μ’η；πブ
と表わすことによって，結局囲は
　　　　　　m　　co　　　　　　s　 　 　　n99・（τ）＝??fμ‘まi侮
となる。
鋤
　よつて，すべてのi，ノに対してことごとくは
んゴ幽＋1・μ評が零とならなければ，そのような入力
x（t）に対しては信号の検出は原理的に可能となる。
たとえla“　（Slで表わされる入力に対しては餌を適用す
れば鋤は
　　9§・（τ）＝藁（f・・s…n＋2・・ls…n＋・ls…n）
しかるに仮定から
　　　　　　　μ18＝μ1η＝0
なる性質と
　　　　　　　＃Dn＝1，
を適用すれば上式はtr8）と一致する。
　さて，鋤において，たとえば検出不能なる場合はど
のような場合であろうか。通常雑音はガウス分布をも
つことが知られている。いま，nの確率密度関数は
　　　　　　　　　　　？乙2　　　P（・）－v療。。戸
で与えられるから
　　・・廓一∫二・・v叢砺謙4・
よって，
酵｛三ii羅艦乳2）
このときは鋤は
　　9・・（・）「薬A　μ擁”2“薔　e・）
　したがってすべてのi，αに対して（i，α＝0，1，
2，……）Ai2・Pti＋i≡0　なるような入力形に対しては
g§x（τ）＝0　となって検出不能となる。
　たとえば，nの奇数巾乗の項のみが存在するような
入力形の場合である。このようなモデルとしてたとえ
ば
　　　　　x（の＝9i（s）92（n）　　　　　　　凶
なるようなそれぞれS，nの解析関数で表わされる非
直線素子9・，92を通過し，積で結合されていて，さ
らに92（n）が奇関数のような場合である。
　また，すべてのαに対してAi2。＞fOなるようなi
に対してμsε＋・が零でなければ，明らかに検出可能と
いえる。このようなモデルはたとえば（8）で表わせる
入力形の場合である。
　さて，こんどはStSi＋、に着目してみよう。いまもし
も信号Sがガウス分布をするようなものであれば
幽⊂：：；：鱗濃：1：’1：∴う
よって，この場合には囲は
　　P9．（。）一邑勤，β．、，、。μS・β半・射
　　　　　　＝oα＝o　　　　　　　　　　σsb　　　　　　β
となる。よって，もしも
すべてのα，βに対して，ことごとくは
　　　　　　　A2β＋1，・。≒0
なる限り検出可能となる。すなわち一般項が5の奇数
巾でnが偶数巾であるような入力形の場合である。た
とえば
　　　　（s十n）21　（1＝1，2，3，……）
（165）
のように，S＋nを偶数乗素子に通過させた場合であ
る。
　｛4）結　　言
　以上の議論を整理すると次のような性質にまとめる
ことができる。
　（1）互いに無相関なランダム信号s（のと雑音n（の
が圃の形で結合した受信入力に対しては，すべてのi，
ノに対しては，ことごとくはムブμ8掬μゴπ≒0なる場
合に限り，信号S（のの検出は原理的に可能となる。
　（2）雑音が，特にガゥス分布をなす場合は，すべて
のi，αに対して，ことごとくはAi，2αPtSi＋1≒0　な
る場合に限り検出可能となる。
　㈲　さらに信号，雑音が共にガウス分布をなす場合
には，すべてのα，βに対して，ことごとくは
A2β＋1，2・）iOなる限り信号の検出は可能となる。
　ただし以上の議論はS（の，n（のは共に定常且っエ
ルゴード的ランダムプロセスに属するランダム関数な
ることを仮定した。しかし乍ら，より一般に非定常性
を仮定した場合にも同様の性質が言えることが予想さ
れることをつけ加えておく。
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