On Linear Landau Damping for Relativistic Plasmas via Gevrey Regularity by Young, Brent
ar
X
iv
:1
40
2.
09
92
v2
  [
ma
th-
ph
]  
30
 A
pr
 20
15
On Linear Landau Damping for Relativistic Plasmas via
Gevrey Regularity
Brent Young
Universita¨t zu Ko¨ln
bojy77@gmail.com
Contents
1 Introduction 1
2 Basic Setup and Statement of Results 6
2.1 rVP on the Torus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Basic Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Assumptions and Results . . . . . . . . . . . . . . . . . . . . . . 8
2.2 rVP on R3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Basic Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Assumptions and Results . . . . . . . . . . . . . . . . . . . . . . 14
3 A Brief Overview of Gevrey Class Functions 16
4 Linearized rVP on the Torus 19
4.1 Evolution of the Spatial Fourier Modes . . . . . . . . . . . . . . . . . . . 19
4.2 Basic Properties of α(k, t) and β(k, t) . . . . . . . . . . . . . . . . . . . 20
4.3 Proof of Theorem 2.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.1 Decay Rates for α(k, t) and β(k, t) . . . . . . . . . . . . . . . . . 22
4.3.2 Existence of the Transform . . . . . . . . . . . . . . . . . . . . . 24
4.3.3 The Integral Kernel I . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.4 Decay Rates for Supercritical Modes . . . . . . . . . . . . . . . . 30
4.3.5 Heuristics for Subcritical Modes . . . . . . . . . . . . . . . . . . 31
5 Linearized rVP in R3 32
6 Appendix: Computations Related to α(k, t) and β(k, t) 33
1. Introduction
One of the more striking results for a non-relativistic one-component Coulomb
plasma with a (uniform) neutralizing background charge density ρ in unbounded space,
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as modeled by the Vlasov-Poisson system
VP+ :
 ∂tf + p · ∇qf + E · ∇pf = 0∇ ·E = 4π(ρ− ρ)
ρ(t, q) =
∫
f(t, q, p) d3p
, (1)
is the phenomenon of Landau Damping. As first noted by Landau in 1946 [12], solu-
tions to the linearization of VP+ about a uniform, Maxwellian equilibrium can exhibit
exponential decay of Fourier modes associated to non-zero wavevectors in their spatial
distributions, ρ (the electric field will also decay exponentially fast in such situations).
As such, the linearized system seems to exhibit a time-irreversible behavior (expo-
nential decay to a constant background). What makes this result so surprising at first
glance is that VP+ itself is time-reversible (and so also is its linearization). By contrast,
traditional approach-to-equilibrium results (e.g., plasmas described by the Boltzmann
equation tend to the uniform Maxwellian background) all involve irreversible equa-
tions describing dissipative systems where some Lyapunov functional is decreasing as
t increases (such as the negative entropy functional for the Boltzmann equation). Due
to the form of the Vlasov equation however, any reasonable Lyapunov functional will
be preserved under the evolution! Many different physical mechanisms have been put
forward to explain this apparent paradox, but from a purely mathematical perspec-
tive, the decrease in amplitude of ρ is paid for at the expense of increasing derivative
norms for f . The increasing filamentation in phase space (accompanied by increasingly
higher frequency oscillations) is such that it averages out in the marginal distribution
ρ. Hence, from a mathematical point-of-view, Landau Damping is a kind of weak
convergence result. For a nice introduction to these ideas, see [22].
Once we move from a mode-by-mode analysis to a full treatment of the linearized
system, things become much trickier. Since the zero Fourier mode is always preserved
in time (as this represents the total charge), it is reasonable to expect that only modes
associated to wavevectors well separated from zero can exhibit uniform exponential
decay in time. On the 3-dimensional torus of size L, this is a given since the smallest
non-zero wavevector has magnitude L−1. For plasmas distributed on the entirety
of R3, we can only hope that modes above a certain threshold will decay uniformly
exponentially fast. Indeed, Glassey and Schaeffer [6] have shown that for VP+ in one
spatial dimension linearized about a uniform kinetic equilibrium, f0(p), the best overall
decay rate (as measured by L2-norm) one can hope for is O(t−1). For the Maxwellian
equilibrium, the decay rate is only like (ln t)−3/2 (in three spatial dimensions, they also
show the decay for the Maxwellian is like (ln t)−5/2), and for f0 radially decreasing and
compactly supported, there can be no decay at all. In general, the faster f ′0 limits to
zero as |p| → ∞, the slower ρ tends to zero in L2-norm. Hence, confinement of the
plasma (as in the torus) seems essential for true exponential decay.
For many years, this damping phenomenon was known rigorously only for the lin-
earized system. Recently, Mouhot and Villani [16] have succeeded in showing that
sufficiently regular solutions to both the fully non-linear VP+ and VP− systems on
the torus do indeed exhibit the damping phenomenon exponentially in time; here,
VP− is the gravitational analog of the Coulombic VP+. More precisely, they show
that for an analytic kinetic equilibrium, f0 = f0(p), satisfying certain stability criteria
(along with constraints on the sizes of its derivatives and Fourier transform) there is
an ǫ > 0 so that all initial data, fi = fi(p, q), within ǫ of f0 in an appropriate norm
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limit exponentially fast in t to a spatially uniform state as t→∞.
When we inquire about Landau Damping for relativistic plasmas, we find much less
information in the literature. In 1994, Schlickeiser [21] examined the phenomenon for
mono-charged, relativistic plasmas close to the spatially uniform Ju¨ttner distribution
(which is the relativistic version of the Maxwellian profile). Working with an expres-
sion for the plasma conductivity tensor linearized about this relativistic equilibrium
(derived earlier by Trubnikov), he found that there is a temperature-dependent crit-
ical magnitude, kc, so that “superluminal oscillations undergo no Landau damping,”
(see the abstract of [21]) corresponding to wavevectors of magnitude below the critical
value (it is our reading of the paper [21] that “Landau damping” is meant in the strict
sense of exponential decay). This is in sharp contradistinction to the situation for non-
relativistic plasmas linearized about the Maxwellian where no such critical kc is to be
found. As such, mono-charged relativistic plasmas may not exhibit exponential decay
to the uniform equilibrium on the torus even for very nice initial data (depending, of
course, on the ambient temperature and size of the torus).
It is the purpose of this paper to begin a rigorous examination of the behavior of
relativistic plasmas in the spirit of Mouhot and Villani. As a first step, we study the
behavior of Fourier modes for the relativistic Vlasov-Poisson system (rVP which we
define below) linearized about a sufficiently nice, spatially uniform kinetic equilibrium.
Since at this level we work only on a mode-by-mode basis, many of our computations
hold equally well in the full space as on the torus. As such, we provide results in both
cases.
Incidentally, “relativistic Vlasov-Poisson” may sound like a strange mix of rela-
tivistic and non-relativistic physics, but in fact it is a special case of the relativistic
Vlasov-Maxwell system (rVM):
rVM:

∂tf + v(p) · ∇qf + σ (E + v(p)×B) · ∇pf = 0
∂tE = ∇×B − j
∂tB = −∇× E,
∇ · E = 4π(ρ− ρ), ∇ ·B = 0
ρ(t, q) =
∫
f(t, q, p) d3p
j(t, q) =
∫
v(p)f(t, q, p) d3p
, (2)
which describes the evolution of a mono-charged, dilute (i.e. collisionless) plasma with
phase-space distribution function f > 0 (the magnitude of charge for the particles
comprising the plasma is given by σ > 0); these equations are understood to be in the
rest frame of the neutralizing background (otherwise, one would need to add a corre-
sponding background current j). The relativistic velocity in terms of the momentum
is given by
v(p) =
p√
1 + |p|2 , (3)
in units where the speed of light and the mass of the particles in question are both
equal to 1. For an excellent introduction to this system see [18]. † Should we make
†In particular, this paper gives a nice review of the existence of global weak solutions to rVM. As
for results on decay rates, there are a few results (at least in certain special cases). In 2010, Glassey,
3
the ansatz that B is identically zero for all times, we arrive at the relativistic Vlasov-
Poisson system (rVP):
rVP:
 ∂tf + v(p) · ∇qf + σE · ∇pf = 0∇ · E = 4π(ρ− ρ)
ρ(t, q) =
∫
f(t, q, p) d3p
. (4)
In the case that the initial data, f0, for rVM is spherically symmetric (and there is no
stray electromagnetic radiation from sources at infinity), we obtain B ≡ 0 for all times
without further ado. Hence, we expect rVP to be significant for spherical, single-specie
plasmas.
If we allow the parameter σ appearing in rVP to become negative, we obtain a model
which formally describes a gas of relativistic particles interacting through Newtonian
gravitation. Such a model might well be assumed to be valid for a sufficiently “hot”
gas (so that the use of the relativistic velocity is justified) but rarefied enough that
gravity is adequately modeled by the Poisson equation. Currently, the only work along
these lines known to the author is [17] wherein Rendall proves that sufficiently regular,
asymptotically flat initial data for the fully covariant Vlasov-Einstein system launches
solutions which are well approximated by the non-relativistic Vlasov-Poisson system.
However in [11], Kiessling and Tahvildar-Zadeh proposed a novel scheme whereby this
attractive version of rVP might result from a two-specie version of rVM wherein the
oppositely charged species are distributed spherically. The author has investigated this
proposal, and the results will be reported elsewhere.
Since in the following we will examine both types of systems, we refer to rVP
with the repulsive interaction as rVP+ (or the plasma-physics case) and rVP with the
attractive potential as rVP− (or the astrophysical case). We will show in this paper
that the behavior of all Fourier modes of linearized rVP± is decidedly different from
that of the non-relativistic VP± — not only the behavior of the superluminal modes
as already noted by Schlickeiser. Before we begin the discussion of linearized rVP±,
we close this introduction with a brief overview of rigorous results concerning the fully
non-linear rVP systems.
One of the earliest papers to appear on rVP± is [5] wherein Glassey and Schaeffer
show that global classical solutions will exist for initial data that are spherically sym-
metric, compactly supported in momentum space, and vanish on characteristics with
vanishing angular momentum which are in addition compactly supported in R6 and
have L∞-norm below a critical constant C±∞, with C+∞ =∞ and C−∞ <∞.More recently,
Kiessling and Tahvildar-Zadeh [11] have extended the theorem of Glassey and Schaeffer
for rVP− by proving global existence of classical solutions for initial data which satisfy
the same basic requirements as above but are in P1 ∩ C1 † and have Lβ-norm below
a critical constant C−β with C−β <∞, and C−β identically zero iff β < 3/2. The authors
Pankavich, and Schaeffer [4] showed that there are solutions to rVM in 1.5 dimensions (i.e. one spatial
dimension and two momenta dimensions) for which the spatial distribution of charge exhibits no decay
in t. In fact, all Lp-norms of the distribution for p ∈ [1,∞] are bounded below by a constant which is
independent of t. They also show that there are no non-trivial, steady-state solutions in 1.5 dimensions
which are compactly supported.
† Pn ∩C
k is the set of probability measures on R6 absolutely continuous w.r.t. Lebesgue measure
whose first n moments are finite and whose Radon-Nikodym derivative is Ck.
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explicitly computed C−3/2 but characterized the constant for other values of β > 3/2 as
a variational problem. The constants for the remaining cases were computed by the
author [23] in terms of the famous Lane-Emden functions.
Glassey and Schaeffer also investigated what may happen when solutions to rVP−
are launched by initial data with ‖f‖∞ > C−∞. They proved that negative energy
data lead to “blow-up” (i.e. formation of a singularity) in finite time. This is in
sharp contradistinction to the non-relativistic Vlasov-Poisson system with attractive
coupling (VP−) which does not exhibit finite time blow-up for classical data. Indeed,
the possibility of collapse for solutions to rVP− is a primary motivation for studying the
system - as the collapse is due solely to “relativistic effects.” In [14], Lemou, Me´hats,
and Raphae¨l proved that systems launched by initial data with negative total energy
approach a self-similar collapse profile. Around the same time, Kiessling and Tahvildar-
Zadeh proved that any spherically symmetric classical solution of rVP− launched by
initial data satisfying f0 ∈ P3 ∩ C1 (along with other technical requirements) and
having zero total energy and total (scalar) virial less than or equal to −1/2 will blow
up in finite time (Theorem 6.1 of [11]). However, they left open the question whether
such initial data existed. Explicit examples of such data were found by the author and
reported in [24].
There has also been much work concerning the nonlinear stability of stationary
solutions of rVP− and the dynamical details of the solutions which blow-up in finite
time. Hadzˇic´ and Rein [8] showed the non-linear stability of a wide class of steady-
state solutions of rVP− against certain allowable perturbations utilizing energy-Casimir
functionals. Shortly thereafter, Lemou, Me´hats, and Raphae¨l [13] investigated non-
linear stability versus the formation of singularities in rVP− through concentration
compactness techniques.
As for work on decay rates for the full rVP system in unbounded space, Horst
[9] showed in 1990 that continuously differentiable, spherically symmetric initial data
which are compactly supported launch solutions whose spatial matter distributions
decay almost like t−3 in L∞-norm (there is a logarithmic factor in the decay rate).
In 2009, Glassey, Pankavich, and Schaeffer [3] proved that non-trivial, continuously
differentiable initial data for rVP− in 1.5 dimensions with compact support exhibit no
decay whatsoever in Lp-norm for p ∈ [1,∞]. The results of this paper (though only at
the level of the linearized equations) seem to suggest that this absence of rapid decay
in ρ persists in three-dimensions (though slower decay through dispersion is still to be
expected).
The outline of the remainder of the paper is as follows. Section 2 provides a sum-
mary of our basic assumptions and results for the torus and the full space. Following
this, we collect all the relevant functional analytic details we shall need in Section 3.
Sections 4 and 5 provide the proofs of all theorems for the case of the torus and the full
space, respectively. Finally, we collect in the Appendix several important (but lengthy)
calculations proving decay rates of certain functions appearing in sections 4 and 5.
Acknowledgements: The author wishes to thank Yves Elskens, Michael Kiessling,
and Markus Kunze for numerous enlightening conversations and many helpful com-
ments. The author also wishes to thank an anonymous reviewer for pointing out a
serious issue with the handling of the astrophysical case in the original formulation.
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2. Basic Setup and Statement of Results
In this section, we will give the basic setup for rVP on both the torus and the full
space, list the basic assumptions on the equilibrium and initial data, and state the
major results of the paper. Despite the fact that the conclusions are similar (for a
mode-by-mode study, at any rate), we have divided the discussion of the two cases into
separate subsections. The methods we use to attack the evolution of the Fourier modes
in either case follow largely the treatment in [6] for the linearized (non-relativistic)
Vlasov-Poisson system.
2.1. rVP on the Torus
2.1.1. Basic Setup
The relativistic Vlasov-Poisson system on T3L ×R3 (the three-dimensional torus of
volume L3 in the spatial variables) is given by
rVP± :

(
∂t +
p√
1+|p|2
· ∇q ±∇qϕt(q) · ∇p
)
ft(p, q) = 0
△qϕt(q) = 4π
(∫
ft(p, q) d
3p−ML−3) , (5)
where
M =
∫∫
f0(p, q) d
3pd3q =
∫∫
ft(p, q) d
3pd3q > 0. (6)
rVP+ models a system with repulsive interaction (the plasma-physics case) while rVP−
models a system with attractive interaction (the astrophysical case). We will identify
the torus as the cube [−L/2, L/2]3 in R3 equipped with periodic boundary conditions.
Defining ρt(q) =
∫
ft(p, q) d
3p, we can write
ϕt(q) = (△−1q ∗ (ρt −ML−3))(q)
where △−1q (q) is the fundamental solution to Laplace’s Equation
△q(△−1q (q)) = 4π
(
δ(q)− L−3) ,
on the torus. Hence, we obtain the equivalent integro-partial-differential equation:
∂tft +
p√
1 + |p|2 · ∇qft + σ∇q(△
−1
q ∗ (ρt −ML−3)) · ∇pft = 0, (7)
where σ = +1 in the repulsive case and σ = −1 in the attractive case.
We wish to study the behavior of solutions to rVP± that are close (in some suit-
able sense) to a sufficiently nice steady-state solution f0(p) ≥ 0 (with total mass
L3
∫
f0d
3p =M <∞). Suppose that
ft(p, q) = f0(p) + ht(p, q), (8)
ρt(q) = ML
−3 +
∫
ht(p, q)d
3p ≡ML−3 + ρht (q), (9)
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with ht “small” compared to f0 (at the very least, we will need f0+ ht to remain non-
negative). We note that we can always assume the initial condition, h0, is a neutral
variation of f0 — by which we mean∫∫
h0d
3pd3q = 0. (10)
If h0 does not satisfy this, letting m =
∫∫
h0d
3pd3q, we can take h˜0 = h0−mf0/M and
f˜0 = (1+m/M)f0 (which will still be positive as long as h0 is a small variation of f0).
Of course, this would necessitate replacing M in the rVP system above by M +m, but
this merely amounts to a redefinition of the total mass of the system.
Since the equilibrium steady state solution makes no contribution to the force term,
we have
∂tht +
p√
1 + |p|2 · ∇qht + σ∇q(△
−1
q ∗ ρht ) · ∇p(f0 + ht) = 0. (11)
If ht is indeed a small perturbation of f0, we can hope that the quadratic term in this
integro-PDE makes little contribution to the dynamics. Formally dropping this term,
we arrive at the linearized relativistic Vlasov-Poisson equation:
∂tht +
p√
1 + |p|2 · ∇qht + σ∇q(△
−1
q ∗ ρht ) · ∇pf0 = 0. (12)
We note that in both the full non-linear equation and the linearized equation for ht,
the neutral variation condition is propagated in time:∫∫
ht(p, q)d
3pd3q =
∫∫
h0(p, q)d
3pd3q = 0. (13)
We can give a formal solution to the linearized rVP system through Duhamel’s
principle. Defining
Sh(t, p, q) = σ∇q(△−1q ∗ ρht )(q) · ∇pf0(p), (14)
v(p) =
p√
1 + |p|2 , (15)
we find that the solution to (12) can be represented as
ht(p, q) =h0 (p, q − v(p)t)
−
∫ t
0
Sh (τ, p, q − v(p)(t− τ)) dτ. (16)
We wish to study the behavior of the spatial Fourier modes for this system. Since
we are on the torus, the wavevectors are discrete and can be indexed by k ∈ Z3. The
appropriate transform is
fˆ(k) =
1
L3
∫
T
3
L
f(q)e−2πi
k
L ·qd3q. (17)
We note that we are only interested in modes with |k| > 0 as the zero mode (which is
just the total mass of the system) is certainly conserved in time and equal to zero by
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our assumption that h0 is a neutral variation. Taking the transform of both sides of
(16) we arrive at
hˆt(p, k) =hˆ0(p, k)e
−2πi( kL ·v(p))t (18)
−
∫ t
0
Ŝh(τ, p, k)e
−2πi( kL ·v(p))(t−τ)dτ.
Integrating in p, we see that
ρ̂ht (k) =
∫
hˆt(p, k)d
3p.
Since
Ŝh(t, p, k) = σ2πi△̂−1q (k)ρ̂ht (k)
(
k
L
· ∇p
)
f0(p)
= −2iσL
2
|k|2 ρ̂
h
t (k)
(
k
L
· ∇p
)
f0(p),
we have the following equation for the Fourier modes:
ρ̂ht (k) = α(k, t) +
∫ t
0
β(k, t− τ)ρ̂hτ (k)dτ, (19)
where
α(k, t) =
∫
hˆ0(p, k)e
−2πi( kL ·v(p))td3p, (20)
β(k, t) =
2iσL
|k|
∫ (
kˆ · ∇p
)
f0(p)e
−2πi( kL ·v(p))td3p, (21)
and where kˆ is the unit vector in the direction of k. Note that (just as in the non-
relativistic case) the mode associated to the wavevector k evolves independently of any
other mode via a Volterra equation.
2.1.2. Assumptions and Results
First and foremost, we will easily deduce from (19) the following:
Theorem 2.1
For any kinetic equilibrium data, f0, only depending on |p| and initial data, h0, sym-
metric enough that the rate of decay as t tends to minus infinity matches the rate of
decay as t tends to infinity (in particular, if h0(p,−q) = ±h0(p, q)), exponential decay
of Fourier modes is not possible for the linearized relativistic Vlasov-Poisson system
on the torus.
Hence, if we narrowly interpret Landau Damping as exponential decay of modes,
then we see that this phenomenon cannot occur for rVP on the torus (at least under
the typical symmetry assumptions invoked in most all results known about rVP).
Moreover, we will see that this theorem is a direct consequence of the universal speed
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limit imposed by relativity (c = 1 in our units). As such, this is likely to be true for
any reasonable relativistic model of a plasma.
Despite this fact, it will be possible for modes to decay sub-exponentially (i.e. like
exp
(−|t|δ) for 0 < δ < 1). To see this, we make the following assumptions on the
equilibrium, f0, and initial datum, h0:
Assumption 2.1
Let f0 be Schwartz class on R
3 and h0 be Schwartz class on T
3
L × R3. Moreover, for
a given, non-zero wavevector, k, suppose there is an sk > 1 and a constant Ck > 0 so
that
sup
v∈B1(0)
∣∣∣∣∣(kˆ · ∇v)n
(
kˆ · (∇pf0)(p(v))
(1 − |v|2)5/2
)∣∣∣∣∣ ≤ Cn+1k (n!)sk , (22)
sup
v∈B1(0)
∣∣∣∣∣(kˆ · ∇v)n
(
hˆ0(p(v), k)
(1− |v|2)5/2
)∣∣∣∣∣ ≤ Cn+1k (n!)sk , (23)
where kˆ is the unit vector in the direction of k. Also, assume h0(p, q) is such that
h0(p,−q) = ±h0(p, q) and that ĥ0(p, k) = ĥ0(|p|, k). Finally, assume f0(p) is spheri-
cally symmetric and strictly decreasing in |p|.
Here, we have used the relativistic formula for momentum in terms of velocity
p(v) =
v√
1− |v|2 , (24)
which is just the inverse of (15).
We should note that as f0 is independent of q, the constants appearing in (22)
could be chosen independent of k. For our purposes, the estimates in the direction of
the wavevector k will be all that is required (even if f0 admits a uniform estimate for
these quantities). Note that these assumptions are true for the most important case of
the Ju¨ttner Distribution at temperature T :
fJ(|p|) = 1
4πkBTK2(1/kBT )
e−
√
1+|p|2/kBT , (25)
where kB is Boltzmann’s constant and K2 is the modified Bessel function of the sec-
ond kind with index 2. This describes the thermodynamic equilibrium distribution of
momenta in a spatially uniform, relativistic ideal gas (analogous to the Maxwellian
Distribution for non-relativistic gases). The exponent sk can be taken to be 3 for this
distribution (as can be shown via standard facts about Gevrey class functions - c.f.
[19] and Section 3 below). We note that our results can be easily extended to the case
where the equilibrium is decreasing and compactly supported (the critical constants
below will need to change accordingly).
Given the assumptions above, we can show:
Theorem 2.2
In the plasma-physics case (σ = +1), suppose( |k|
L
)2
> 4
∫ ∞
0
|p| [2artanh(v(|p|)) − v(|p|)] f0(|p|)d|p| > 0. (26)
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In the astrophysical case (σ = −1), suppose( |k|
L
)2
> 4
∫ ∞
0
[√
1 + |p|2 + |p|
2√
1 + |p|2
]
f0(|p|)d|p| > 0. (27)
If the equilibrium data and initial data meet the requirements of Assumption 2.1 for
this k, then there exist positive constants ck, ǫk so that for this particular wavevector
|ρ̂ht (k)| ≤ cke−ǫkt
1/sk
, (28)
for all t > 0.
We refer to modes whose wavevectors satisfy (26) and (27) as supercritical modes. The
modes associated to the remaining (non-zero) wavevectors will naturally be called sub-
critical. NB: Since the terms “supercritical” and “subcritical” occur in a variety of dif-
ferent contexts with various meanings, we emphasize that our use of the terms is rather
literal here. Supercritical modes are those with wavevectors of magnitude strictly larger
than the critical value (and so subcritical modes are those with wavevectors of magni-
tude less than or equal to the critical value). Note that it is the supercritical modes
which are damped out at a rather fast rate. The behavior of the subcritical modes is
more delicate, but in general we suspect that they will be damped out much slower
than the supercritical modes (or perhaps not damped at all on the torus). While we
do not provide anything more than heuristic reasoning that the subcritical modes are
not rapidly damped, our expectations seem to be well-founded. For example, Lerche
[15] shows that subcritical modes (supra-luminous in his terminology) for the electric
field are damped out only like t−1 for a one-dimensional relativistic plasma excited by
an initial impulse at the origin of infinitesimal duration.
In Figure 1, we plot the square root of the right-hand side of (26) for the Ju¨ttner
distribution (25) as a function of θ = kBT . Note that the maximum of this quantity
occurs somewhere near θ = 0.2 with a size of roughly 0.575. Since the zero mode is
zero by our neutral variation assumption, the wavevector with the smallest possible
non-zero magnitude for a given torus parameter, L, is of size 1/L. Hence, for tori of
“modest”† size, there may be no subcritical modes at all. Indeed, for 0 < L . 1.7 there
are no subcritical modes at any temperature for the Ju¨ttner distribution. Clearly, for
a given temperature, T, there is a critical torus dimension, LT , so that L < LT implies
that all modes in the repulsive case are supercritical.
Next, we plot the square root of the right-hand side of (27) for the Ju¨ttner distri-
bution (25) as a function of θ = kBT . By way of comparison with the plasma-physics
case, note that as the temperature of the gravitational plasma increases, the curve
approaches zero. So, for very hot gravitational plasmas (on the torus), it is possible
that modes for every non-zero wavevector can be damped out. As the temperature
approaches zero, however, the curve diverges to positive infinity (numerical estimates
†Since we use units where c = 1, taking time to be measured in seconds gives spatial units of
light-seconds. In these units, 0.05 light-seconds is roughly 15,000 km. For comparison, the average
equatorial diameter of the Earth is approximately 13,000 km (0.04 light-seconds) while the Sun has
a diameter of roughly 1.4 million km (4.6 light-seconds). The critical value of 1.7 light-seconds is
roughly 510,000 km.
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Figure 1: Supercritical Wavevector Size for Coulombic Plasmas as a function of θ = kBT for the
Ju¨ttner Distribution
show that it diverges like C/√kBT for C ≈ 0.564). Hence, colder gravitational plasmas
can have relatively slow decay of modes associated to arbitrarily large wavevectors.
We should note that we have made no attempt to be optimal in our choice of
Assumptions 2.1. These are merely the most convenient conditions which will ensure
the rate of decay we wish to show is possible for relativistic plasmas. Also, our technique
does not easily address how the critical constant ǫk depends on the wavevector k. Given
that the wavevectors are discrete on the torus, we suspect that the constants ck, ǫk,
and sk can be chosen uniformly for all k larger than a given magnitude (perhaps a
magnitude slightly larger than the supercritical boundary). Indeed, following the work
of Bedrossian, Masmoudi, and Mouhot [1] for non-relativistic plasmas, recent work by
the author [25] has shown that there can be uniform decay in t for plasmas on the torus
satisfying certain regularity conditions. In particular, these conditions would require
that there be no subcritical modes (other than k = 0, naturally). Of course, taking
the torus parameter, L, sufficiently small will guarantee that all non-zero wavevectors
are larger than a given magnitude.
2.2. rVP on R3
2.2.1. Basic Setup
Once we extend our examination to the entirety of R3, we are immediately forced
to make a rather serious choice as to how to proceed. As before, the Vlasov equation
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for rVP is given by:(
∂t +
p√
1 + |p|2 · ∇q + σ∇qϕt(q) · ∇p
)
ft(p, q) = 0, (29)
where once again σ = +1 is the repulsive (plasma-physics) case while σ = −1 is the
attractive (astrophysical) case. The choice we must make is what sort of equilibrium
solution to linearize about – which will greatly influence exactly what the potential
ϕt(q) should be.
The most natural choice is to linearize about a sufficiently nice, time-independent
solution, f0(p, q), of rVP (i.e. we consider solutions of the form f0(p, q) + ht(p, q)
for small ht). However, there are a number of issues which make an analysis in this
case difficult. If we write down a formal solution via Duhamel’s principle, take the
Fourier transform in the spatial variable, and integrate out the momentum variable,
we find two major obstacles. First, the spatial transform will involve convolutions
of the spatial transforms of ∇pht and ∇qϕt with transforms of analogous quantities
coming from the equilibrium solution. Hence, the time evolution of ρ̂ht (ξ) will no longer
evolve independently of the rest of the spectrum. Second, integration of ∇pht (or its
transform in q) against p does not give a quantity nicely related to ρht , and so we do
not get a nice Volterra equation for ρ̂ht (ξ).
The other option is to take a kinetic equilibrium, f0(p), which is uniform in the
spatial variable. This is, of course, much less reasonable from a physical viewpoint than
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the set-up above. However, if the spatial support of the perturbation, ht, is quite small
compared to a natural length scale for a given inhomogeneous equilibrium f0(p, q) (or at
least if the bulk of the perturbation lies in a compact set which is small on such a scale),
then the fiction of a spatially homogeneous equilibrium is not entirely unreasonable.
However, we must assume that this spatially uniform equilibrium makes no contribution
to the Poisson equation. In the plasma-physics setting, this is usually accomplished
by assuming there is a background neutralizing charge distribution (which is no more
unreasonable than taking a uniform equilibrium f0). For the astrophysics case, this
assumption is often referred to as the “Jeans Swindle.” As noted by Kiessling [10], this
assumption can be rigorously justified by an appropriate limiting procedure coupled
with the fact that it is the forces (rather than the potential itself) which are important
to the dynamics.
Given that such a maneuver is valid, if we linearize about a sufficiently nice, uniform
kinetic equilibrium we obtain:
∂tht +
p√
1 + |p|2 · ∇qht + σ∇qϕt · ∇pf0 = 0, (30)
△ϕt = 4π
∫
ht(p, q) d
3p, (31)
with the boundary condition that ϕt(q) ≍ |q|−1 as |q| → ∞. This is essentially the same
as what we found on the torus (and so many of the computations will be identical).
Formally, we can once again employ the construction used on the torus to ensure
that ∫∫
h0(p, q) d
3pd3q = 0, (32)
(i.e. the neutral variation assumption). However, the resultant h˜0 = h0 − Cf0 will no
longer decay nicely at infinity (unless, of course, h0 does not decay at infinity – which
stands in contradiction to the spirit of using the homogeneous equilibrium in the first
place). Hence, we will not make this assumption for h0 in the whole space R
3. This
will not be a serious impediment to the analysis going forward. We should mention
that the linearized flow is such that∫∫
ht(p, q) d
3pd3q =
∫∫
h0(p, q) d
3pd3q.
Once again, we can give a formal solution to the linearized rVP equation through
Duhamel’s principle:
ht(p, q) =h0 (p, q − v(p)t)
−
∫ t
0
Sh (τ, p, q − v(p)(t− τ)) dτ, (33)
where
Sh(t, p, q) = σ∇qϕt(q) · ∇pf0(p). (34)
For the Fourier transform, we take as our convention
fˆ(ξ) =
∫
f(q)e−2πiξ·qd3q. (35)
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Taking the transform of both sides of (33) we arrive at
hˆt(p, ξ) =hˆ0(p, ξ)e
−2πi(ξ·v(p))t (36)
−
∫ t
0
Ŝh(τ, p, ξ)e
−2πi(ξ·v(p))(t−τ)dτ.
Integrating in p, we see that
ρ̂ht (ξ) =
∫
hˆt(p, ξ)d
3p, (37)
and
Ŝh(t, p, ξ) = −2iσ|ξ| ρ̂
h
t (k)
(
ξˆ · ∇p
)
f0(p), (38)
where ξˆ is the unit vector in the direction of ξ. Thus, we arrive at the following
equation:
ρ̂ht (ξ) = α(ξ, t) +
∫ t
0
β(ξ, t− τ)ρ̂hτ (ξ)dτ, (39)
where
α(ξ, t) =
∫
hˆ0(p, ξ)e
−2πi(ξ·v(p))td3p, (40)
β(ξ, t) =
2iσ
|ξ|
∫ (
ξˆ · ∇p
)
f0(p)e
−2πi(ξ·v(p))td3p. (41)
Note that as we take ξ as a fixed parameter in our study going forward, (39) is formally
no different than (19) (all that is required is the replacement of k/L by ξ). Hence, much
of the analysis for the full space will not differ significantly from that for the torus.
2.2.2. Assumptions and Results
As before, we will easily deduce from (39) the following:
Theorem 2.3
For any kinetic equilibrium data, f0, only depending on |p| and initial data, h0, sym-
metric enough that the rate of decay as t tends to minus infinity matches the rate of
decay as t tends to infinity (in particular, if h0(p,−q) = ±h0(p, q)), exponential decay
of Fourier modes is not possible for the linearized relativistic Vlasov-Poisson system
on R3.
The proof is more-or-less identical to that on the torus. As such, we expect this to
be true for any reasonable model of a relativistic plasma.
We make the following assumptions:
Assumption 2.2
Suppose that f0 is Schwartz class on R
3 and h0 is Schwartz class on R
6. Let ξ ∈ R3
(non-zero) be given, and suppose that there are constants sξ > 1 and Cξ > 0 so that
sup
v∈B1(0)
∣∣∣∣∣(ξˆ · ∇v)n
(
ξˆ · (∇pf0)(p(v))
(1 − |v|2)5/2
)∣∣∣∣∣ ≤ Cn+1ξ (n!)sξ , (42)
sup
v∈B1(0)
∣∣∣∣∣(ξˆ · ∇v)n
(
hˆ0(p(v), ξ)
(1 − |v|2)5/2
)∣∣∣∣∣ ≤ Cn+1ξ (n!)sξ , (43)
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where ξˆ is the unit vector in the direction of ξ. Moreover, assume h0(p, q) is such
that h0(p,−q) = ±h0(p, q) and that ĥ0(p, ξ) = ĥ0(|p|, ξ). Finally, assume f0(p) is
spherically symmetric and strictly decreasing in |p|.
Once again, p(v) is the relativistic momentum given by (24). As before, the assump-
tions on the equilibrium are more restrictive than necessary, but they include the
Ju¨ttner Distribution (25).
Given these assumptions, we can show:
Theorem 2.4
In the plasma-physics case (σ = +1), suppose
|ξ|2 > 4
∫ ∞
0
|p| [2artanh(v(|p|)) − v(|p|)] f0(|p|)d|p| > 0. (44)
In the astrophysical case (σ = −1), suppose that
|ξ|2 > 4
∫ ∞
0
(√
1 + |p|2 + |p|
2√
1 + |p|2
)
f0(|p|)d|p| > 0. (45)
If the kinetic equilibrium and initial data satisfy the requirements of Assumption 2.2
for this particular ξ, then there exist positive constants cξ, ǫξ so that
|ρ̂ht (ξ)| ≤ cξe−ǫξt
1/sξ
, (46)
for all t > 0.
We will once again refer to the wavevectors satisfying (44) and (45) as supercritical. As
on the torus, the supercritical modes are the ones which can exhibit sub-exponential
damping. The behavior of the subcritical modes is far more delicate, and we still
expect that they are damped out at a far slower rate. Unlike the situation on the
torus, there will always be subcritical modes, and it is the contribution of these modes
which should dominate the large time behavior of the system.
As the method of proof is essentially the same, our technique does not easily address
how cξ, ǫξ, and sξ depend on ξ. As we approach the supercritical boundary (26) or
(27) (depending on the character of the interaction), ǫξ should go to zero. As above,
this expectation comes from the results outlined in the introduction which indicate an
overall rational rate of decay (at best) on R3. Considerations in the appendix (where
we collect several technical results) clearly show that we lose control over the estimates
guaranteeing that our functions belong to a particular Gevrey class as we approach
the critical boundary.† Unlike the torus, we will definitely have wavevectors arbitrarily
close to the critical boundary on the full space. Hence, if it is at all possible to choose
cξ, ǫξ, and sξ uniformly for |ξ| > c, then c must likely be strictly larger than (26) or
(27). The exact dependence of these important constants on the wavevector would
certainly make for an interesting research project in the future.
†Formally, we need control over the size of a function of the form (1− f(ξ, ω))−1 (where ω is dual
to t via Fourier Transform) uniform in ω. As ξ approaches the critical boundary, f(ξ, ω) will approach
1 for certain values of ω — effectively destroying all estimates.
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3. A Brief Overview of Gevrey Class Functions
We give a brief resume of Gevrey functions and their properties which are of primary
interest in this paper. For more details, see Chapter 1 of [19]. For an open subset,
Ω, of Rn, a function is in the Gevrey class Gs(Ω) (s ≥ 1) if f is C∞(Ω) and for every
compact subset K ⊂ Ω there is a constant C so that for every multi-index α
‖∂αf‖K ≤ C|α|+1(α!)s. (47)
We should note that this is equivalent to the requirement that
‖∂αf‖K ≤ RC|α|(α!)s. (48)
for some positive constants R and C independent of α and x ∈ K. Gs(Ω) is a vector
space closed under point-wise multiplication of functions and differentiation. Clearly
Gs(Ω) ⊂ Gt(Ω) whenever s ≤ t. The class G1(Ω) corresponds exactly to the analytic
functions in Ω.
When s > 1, there are functions in
Gsc(Ω) ≡ C∞c (Ω) ∩Gs(Ω),
which are the compactly supported functions of Gevrey degree s in Ω. Of course,
C∞c (Ω)∩G1(Ω) = {0} since no non-trivial analytic function can have compact support.
Via standard arguments, the spaces Gsc(Ω) are dense in C∞c (Ω) for any s > 1 (and so,
dense in many other spaces).
The primary theorem we shall quote is the following (for a proof, see pp. 31–33 of
[19]):
Theorem 3.1 (Fourier Transforms of Gevrey Functions)
(i) Assume ϕ ∈ Gsc(Rn) (s > 1); then there exist positive constants C and ǫ so that
|ϕ̂(ξ)| ≤ Ce−ǫ|ξ|1/s . (49)
(ii) If the Fourier transform of ϕ ∈ S ′(Rn) satisfies the estimate above, then ϕ ∈
Gs(Rn).
S ′(Rn) above is the space of Tempered Distributions (dual to the Schwartz class,
S(Rn)).
We will need a slight generalization of item (i) in the theorem above for dimension
n = 1.
Corollary 3.1
Assume ϕ ∈ Gs(R) for s > 1 and that there exist a real number δ > 0, an integer
m0 ≥ 0, and a compact set K ⊂ R so that for all integers m ≥ 0∫
Kc
∣∣∣∣dmϕdxm
∣∣∣∣ dx ≤ δm0+m(m0 +m)!, (50)
then there exist positive constants C and ǫ > 0 so that
|ϕ̂(ξ)| ≤ Ce−ǫ|ξ|1/s . (51)
For s = 1, the theorem holds but only with a rate of 1/s′ for s′ > 1 in the exponential.
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Proof: We follow the proof of item (i) in the theorem as given in [19]. The key idea
is that the decay rate above holds if and only if
|ξ|N/s|ϕ̂(ξ)| ≤ C (CN)N , (52)
for all N = 1, 2, 3, . . . and some constant C independent of N . Moreover, our as-
sumption on the integrability of ϕ ensures that ϕ̂ will be continuous (and vanishing at
infinity) by the Riemann-Lebesgue lemma. Hence, we need only verify (52) on |ξ| > 1
since we can then ensure this estimate holds for all ξ (by possibly making C larger).
From hence forth, we assume |ξ| > 1.
We have
|ξmϕ̂(ξ)| = (2π)−m
∣∣∣∣∣ d̂mϕdxm (ξ)
∣∣∣∣∣ (53)
≤ (2π)−m
(∫
K
∣∣∣∣dmϕdxm (x)
∣∣∣∣ dx+ ∫
Kc
∣∣∣∣dmϕdxm (x)
∣∣∣∣ dx) (54)
≤ (2π)−m (|K|Cm+1(m!)s + δm0+m(m0 +m)!) , (55)
where the last inequality follows by the fact that ϕ ∈ Gs(R) and the given estimate
for ϕ and its derivatives on Kc. Since m0 is fixed, for every γ > 0, there is a constant
C = C(m0, γ) so that
(m0 +m)! ≤ C(m!)1+γ .
Since δ is fixed and s > 1, without loss of generality we can assume (by making C
larger if necessary)
δm0+m(m0 +m)! ≤ |K|Cm+1(m!)s, (56)
for all m ≥ 0 (note that this is where we use the fact that s is strictly larger than 1).
Thus, we have
|ξ|m |ϕ̂(ξ)| ≤ 4π|K|
(
C
2π
)m+1
(m!)s
≤ 4π|K|
(
C
2π
)m+1
(m)sm. (57)
Note that for the case s = 1, we would need to use (m!)1+γ in the estimate above.
We may also assume that C is greater than or equal to 2π (at the possible expense of
making C larger).
Let M be the unique integer so that N/s ≤ M < N/s+ 1 and let m = M in the
inequality above. Since we only need consider |ξ| > 1, we have
|ξ|N/s |ϕ̂(ξ)| ≤ |ξ|M |ϕ̂(ξ)|
≤ 4π|K|
(
C
2π
)M+1
(M)sM
≤ |K|C
2
π
(
C
2π
)N
(N + 1)N+s, (58)
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where we have used the fact that s ≥ 1 to surmise that M < N + 1. Note that this is
where we need C/2π ≥ 1. Now, for some constant C˜ = C˜(s) > 0, we will have
(N + 1)N+s ≤ C˜NNN .
Hence, we see
|ξ|N/s |ϕ̂(ξ)| ≤ c (cN)N , (59)
where
c = max
{
|K|C2
π
,
CC˜
2π
}
,
Hence, the corollary follows. 
Remark: This result should continue to hold true in Rn. Since we will only use this
fact for the transform in the single variable t, the above corollary is sufficient for our
purposes.
We will state a simple lemma which will make it easier to use Corollary 3.1.
Lemma 3.1
Suppose that there are functions ϕ, φ ∈ C∞(R) such that there exist real numbers
δ, ǫ > 0, an integer m0 ≥ 1, and a compact set K ⊂ R so that for all integers m ≥ 0∥∥∥∥dmϕdxm
∥∥∥∥
L1(Kc)
≤ δm0+m(m0 +m)!, (60)∥∥∥∥dmφdxm
∥∥∥∥
L∞(Kc)
≤ ǫm0+m(m0 +m)!. (61)
Then there exists a constant C so that for all m ≥ 0∥∥∥∥dm(φ · ϕ)dxm
∥∥∥∥
L1(Kc)
≤ Cm0+m(m0 +m)!. (62)
Proof: This result follows easily from the generalized Leibniz formula for derivatives
of products:∫
Kc
∣∣∣∣dm(φ · ϕ)dxm
∣∣∣∣ dx ≤ m∑
i=0
(
m
i
)∫
Kc
∣∣∣∣diφdxi
∣∣∣∣ ∣∣∣∣dm−iϕdxm−i
∣∣∣∣ dx
≤
m∑
i=0
(
m
i
)∥∥∥∥diφdxi
∥∥∥∥
L∞(Kc)
∥∥∥∥dm−iϕdxm−i
∥∥∥∥
L1(Kc)
≤
m∑
i=0
(
m
i
)
ǫi+m0(i+m0)!δ
m−i+m0(m− i+m0)!. (63)
Let c = max{δ, ǫ}. Then we have∫
Kc
∣∣∣∣dm(φ · ϕ)dxm
∣∣∣∣ dx ≤ cncm0+m m∑
i=0
(
m
i
)
(i +m0)!(m− i+m0)!. (64)
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Using the estimate
(k + j)! ≤ 2k+jk!j!,
we see that ∫
Kc
∣∣∣∣dm(φ · ϕ)dxm
∣∣∣∣ dx ≤ (m0!)2(2c)m0(2c)m0+m(m+ 1)!
≤ (m0!)2(2c)m0(2c)m0+m(m0 +m)!, (65)
as m0 ≥ 1. Since m0 is fixed, (65) implies that we can find a constant C satisfying the
theorem. 
Remarks: Once again, this result should continue to hold in Rn. Also the restriction
thatm0 ≥ 1 is not too serious and can likely be relaxed with better estimates. However,
we will eventually use this result for functions which decay like x−m0 at infinity for
some m0 ≥ 1 (and so this result will suffice). Finally, by adapting the conditions on φ
and ϕ appropriately, Ho¨lder’s Inequality will give a similar result (with almost identical
proof) for any pair of conjugate indices p ≥ 1 and q = p/(p− 1).
4. Linearized rVP on the Torus
4.1. Evolution of the Spatial Fourier Modes
For each fixed wavevector k, we have (19) which is a Volterra equation for ρ̂ht .
Hence, the solution is best given in terms of the Laplace Transform:
L[f ](s) =
∫ ∞
0
f(t)e−stdt, (66)
which is sensible at least for functions f of exponential order at infinity and s sufficiently
large. Formally taking the Laplace Transform of both sides of (19) and solving for the
transform of ρ̂ht gives
L[ρ̂h· (k)](s) = L[α(k, ·)](s) +
L[β(k, ·)](s)
1− L[β(k, ·)](s)L[α(k, ·)](s). (67)
Hence, we have
ρ̂ht (k) = α(k, t) +
∫ t
0
I(k, t− τ)α(k, τ)dτ, (68)
with the integral kernel I defined by
L[I(k, ·)](s) = L[β(k, ·)](s)
1− L[β(k, ·)](s) (69)
whenever the inversion of the Laplace Transform is justified. To make these formal
calculations rigorous, we first examine basic properties of the functions α and β. We will
then need to determine exactly when taking the Laplace Transform of ρ̂ is justifiable.
Once that is settled, we show how our assumptions imply the sub-exponential rate of
decay.
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4.2. Basic Properties of α(k, t) and β(k, t)
First, note that both α and β are of the form
g(k, t) =
∫
f(p, k)e−2πi(
k
L ·v(p))td3p.
Moreover, in both cases we expect f(p, k) to decay in the variable k. For β(k, t) we
see that
f(p, k) =
2iσL
|k| kˆ · ∇pf0(p),
and so f decays like |k|−1. For α(k, t),
f(p, k) = hˆ0(p, k)
(the spatial Fourier Transform of the initial data) which will decay to zero as |k| → ∞
for any reasonable choice of initial data.
Our assumptions on f0 and h0 ensure that both will decay rapidly enough so that
we may take their Fourier Transforms in t (so long as k 6= 0). For instance, taking the
integral appearing in α and rewriting it in terms of v = p/
√
1 + |p|2 gives
α(k, t) =
∫
B1(0)
ĥ0 (p(v), k)
(1− |v|2)5/2
e−2πi
kt
L ·vd3v, (70)
which explains the form of the estimates in our assumptions. We know that this
integral is well defined at t = 0. For t > 0, we can integrate by parts in v to transfer a
directional derivative of the form kˆ ·∇v from the exponential over to the term involving
ĥ0. Each such integration by parts we perform adds a factor of (|k|t)−1. As the resulting
integrand is bounded (by assumption) and the integration is over the unit ball, we get
an estimate on the decay rate. Since we can do this as often as we like, we see that we
have an estimate of the form
|α(k, t)| ≤ dk,m
(1 + |k|t)m (71)
for all t > 0 and any m ≥ 1. The same estimates apply to β (with a constant dm
independent of k). Hence, we can assume our generic function g under consideration
has sufficient decay in t so that we may consider its Fourier Transform in this variable.
If we denote the Fourier Transform of g(k, t) with respect to t by ĝt(k, ω) (to
distinguish this transform from the one over the spatial variables), we have
ĝt(k, ω) =
∫
f(p, k)
[∫ ∞
−∞
e−2πi(
k
L ·v(p))te−2πiωtdt
]
d3p
=
∫
f(p, k) δ
(
ω +
k
L
· p√
1 + |p|2
)
d3p,
which is justifiable so long as f is integrable over the (unbounded) surfaces
ω +
k
L
· p√
1 + |p|2 = 0
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(f being Schwartz class will certainly do the job). Note that whenever this transform
makes sense, ĝt(k, ω) is compactly supported in the variable ω with support in the
interval |ω| ≤ |k|/L. Hence, g(k, t) will be C∞ as a function of t whenever it is well-
defined. Of course, this can be seen directly from the definition of g! If the function
f(p, k) makes sense in the integral defining g, then differentiating with respect to t
brings down a term of order 1 in p. Hence, dominated convergence gives existence of
the derivative (and by induction, all higher derivatives).
Moreover, g(k, t) will be analytic in t (for fixed k) whenever it is well-defined.
Simply inserting the power-series representation for the exponential function into the
definition of g gives
g(k, t) =
∞∑
n=0
[∫ (
k
L
· v(p)
)n
f(p, k) d3p
]
(−2πit)n
n!
.
This form is justified since ∣∣∣∣( kL · v(p)
)n∣∣∣∣ ≤ ( |k|L
)n
,
and f(p, k) is an L1 function of p (for each fixed k).
Since the phenomenon of Landau Damping in plasmas is often construed as expo-
nential decay of Fourier Modes in t, our next question would be to determine if such
decay is possible for the functions α and β. Assumption 2.1 ensures that for the generic
g defined above any decay of g as t→∞ is the same as the decay for t→ −∞.
Proof of Theorem 2.1:
Suppose that g decays exponentially as |t| → ∞. Then the complex Fourier trans-
form of g in the variable t,
g˜t(k, z) =
∫
g(k, t)e−2πiztdt,
would be holomorphic in an infinite strip containing the real axis (c.f. Section IX.3 of
[20]). However, we have already noted that on the real axis, this function is compactly
supported! Since we know the transform is not the zero function, this is impossible.
Hence, neither α nor β can decay exponentially in time. Likewise, taking the Fourier
Transform in t of (19) shows that the transform of ρ̂ht (k) will have compact support
whenever the transform of α does. Hence, ρ̂ht (k) cannot decay exponentially in time
either. 
This result is in sharp disagreement with the case of non-relativistic plasmas on the
torus where exponential decay can and does occur (for sufficiently nice initial data).
Moreover, we see that the roadblock is precisely the fact that relativistic speeds are
bounded above. Thus, we expect this fact to hold true in fully covariant models (rather
than being some artefact of the pseudo-relativistic nature of rVP). As we will detail
below, while we cannot have exponential decay of Fourier modes in the relativistic case,
we can have almost this much decay for nice enough initial data.
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We should note that the theorem above does not entirely rule out exponential decay
of modes. The only way a given Fourier mode can exhibit exponential decay in the
future is if the evolution in the past has a markedly slower rate of decay (at best sub-
exponential). In other words, exponential decay of Fourier modes can only occur when
there is sufficient asymmetry in the evolution of the plasma. Be sure to note that we
make no guarantee of such decay even in this case!
4.3. Proof of Theorem 2.2
In this section, we collect all the technical calculations which show that Assumption
2.1 implies the decay rate listed in Theorem 2.2. Proving this theorem entails a detailed
examination of the integral kernel appearing in (19) via the Laplace transform along
with the results on Gevrey class functions from Section 3.
4.3.1. Decay Rates for α(k, t) and β(k, t)
As we have seen above, the evolution of the Fourier modes of the spatial distribution
ρht depend in a complicated way on the smoothness of the equilibrium f0 and the initial
datum h0. While we have ruled out the possibility of exponential decay for the Fourier
modes, it is still possible that we can have sub-exponential decay with some exponent
0 < ǫ < 1:
|g(k, t)| ≤ C1e−C2|t|
ǫ
.
This brings us to the idea of Gevrey classes whose functions have exactly this property.
For the generic function g(k, t) introduced in the previous section, we have already
shown that ĝt(k, ω) is compactly supported in ω for any given wavevector, k. Thus,
if we know that ĝt(k, ω) is in Gs(R) for a given k and some s > 1 (which potentially
depends on k), then we can deduce that g(k, t) decays like |g(k, t)| ≤ Ce−ǫ|t|1/s for
some constants C and ǫ (also depending on k). As such, we need to estimate the size
of ∂nω ĝ
t over its support:
supp
(
∂nω ĝ
t
) ⊆ supp (ĝt) ⊆ {ω : |ω| ≤ |k|/L} . (72)
Switching the integration over to “velocity space”, we have
ĝt(k, ω) =
∫
B1(0)
f(p(v), k)
(1− |v|2)5/2 δ
(
ω +
k
L
· v
)
d3v, (73)
where B1(0) is the ball of radius 1 centered at the origin, and
p(v) =
v√
1− |v|2 .
A short calculation gives
∂nω ĝ
t(k, ω) = (−1)n L
n
|k|n
∫
B1(0)
(
kˆ · ∇v
)n( f(p(v), k)
(1− |v|2)5/2
)
· δ
(
ω +
k
L
· v
)
d3v, (74)
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where kˆ is the unit vector in the direction of k (our assumptions in momentum space
ensure that f and its derivatives will vanish fast enough at the boundary of the unit
sphere to make the integrals above sensible).
From the above calculation, we see that if∣∣∣∣(kˆ · ∇v)n( f(p(v), k)(1− |v|2)5/2
)∣∣∣∣ ≤ Cn+1k (n!)s, (75)
for all v ∈ B1(0) and some s > 1, then∣∣∂nω ĝt(k, ω)∣∣ ≤ Ck (CkL|k|
)n
(n!)s
∫
B1(0)
δ
(
ω +
k
L
· v
)
d3v (76)
≤ π
(
CkL
|k|
)n+1
(n!)s. (77)
The second inequality follows from the first as the remaining integral is merely the
surface area of the portion of the plane k/L · v = −ω which intersects the unit ball
(and so is bounded by π) multiplied by a factor of L/|k| coming from rescaling the
Dirac delta. Therefore, if the generic function f satisfies (75) for a given k, then ĝt will
be in Gsc(R), and we will have sub-exponential decay in t for this particular wavevector
k.
Recall that for α(k, t), the appropriate function to consider is
f(p(v), k) = hˆ0(p(v), k),
while for β(k, t) we have
f(p(v), k) =
2iσL
|k| kˆ · (∇pf0)(p(v)).
From our calculations above, we see that Assumption 2.1 implies that there are positive
constants ck and ǫk so that
|α(k, t)|, |β(k, t)| ≤ cke−ǫk|t|
1/sk
, (78)
which greatly improves our simpler (rational) decay rates deduced earlier. Moreover,
by our earlier computations, we know that these functions are in G1(R) as a function
of t, and by the above decay rate, we see that in fact
α(k, ·), β(k, ·) ∈ G1(R) ∩ Lp(R), (79)
for all p ≥ 1.
Note that we have not (as yet) made explicit use of the symmetry (or monotonicity)
of f0 or the assumption on the p dependence of ĥ0. These will play a role in the
subsequent analysis of the convolution integral involving the kernel I (and the function
α).
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4.3.2. Existence of the Transform
In our formal manipulations which led to the definitions of the integral kernel, I,
we have tacitly assumed that the transforms in question exist. To tackle the question
of exactly when this is justifiable, we begin with a preliminary analysis inspired by
[6][§2]. We define ∥∥∥ρ̂ht (k)∥∥∥
1
≡ sup
0≤τ≤t
(1 + τ)
∣∣∣ρ̂hτ (k)∣∣∣ . (80)
Using this norm with (19) gives∣∣∣ρ̂ht (k)∣∣∣ = |α(k, t)|+ ∥∥∥ρ̂ht (k)∥∥∥
1
∫ t
0
|β(k, t− τ)| (1 + τ)−1dτ (81)
≤ cke−ǫkt
1/sk
+ d2
∥∥∥ρ̂ht (k)∥∥∥
1
∫ t
0
dτ
(1 + τ) (1 + |k|(t− τ))2 , (82)
where we have used the sub-exponential decay shown above for α. For β, we have
used (71) with m = 2 since it has the advantage of having an explicit |k| dependence
(as opposed to the sub-exponential decay whose constants are a little more abstract).
Using basic estimates (and |k| ≥ 1), we find for t≫ 1∣∣∣ρ̂ht (k)∣∣∣ ≤ cke−ǫkt1/sk + d2|k| C1 + t ∥∥∥ρ̂ht (k)∥∥∥1 (83)
for some constant C independent of f0 and g0. Taking the norm of both sides yields∥∥∥ρ̂ht (k)∥∥∥
1
≤ C1 + C2d2|k|
∥∥∥ρ̂ht (k)∥∥∥
1
(84)
where C1 = C1(ck, sk) and C2 is a universal constant. Hence, we get an estimate of the
form ∣∣∣ρ̂ht (k)∣∣∣ ≤ C3(ck, ǫk, sk)1 + t (85)
(and so ρ̂ht is an L2-function of t) provided C2d2 < |k|. So, we see that taking the
Fourier Transform of ρ̂ht in t is certainly justifiable for large enough |k|. To get a more
precise handle on exactly how big is big enough, we appeal to the Paley-Wiener Theory
for Volterra Equations (c.f. [7][Chap. 2]).
In a nutshell, Paley-Wiener Theory considers generic fixed point problems of the
form
u(t) = φ(t) + k ∗ u(t),
for k ∈ L1t , k(t) ≤ eCt (C > 0), and φ ∈ L1loc(R+) where we extend u and φ to be zero
on R− (so that the convolution is sensible). The solution to this problem is u = φ−φ∗r
where r ∈ L1loc(R+) is the unique solution to r = k + k ∗ r. The major result of this
theory is that r ∈ L1(R+) iff the Fourier-Laplace Transform of k is never equal to
1 on the right half-plane ℜz ≥ 0 (depending, or course, on your conventions for the
transform) . Once r is in L1, if we then know φ is also in L1, we find that u ∈ L1(R+).
Once we know a function is L1, we can certainly take its transform.
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Certainly α and β meet all the bounds and integrability requirements of φ and k,
respectively. The only thing to explore is the Fourier-Laplace Transform (in t) of β on
the right half-plane. Our convention for this transform will be
L[f ](k, z) =
∫ ∞
0
f(k, t)e−ztdt (86)
=
∫ ∞
−∞
H(t)f(k, t)e−ztdt, (87)
where H(t) is the unit Heaviside function. If we write z = x+ 2πiy then we see that
L[f ](k, x+ 2πiy) =
∫ ∞
0
f(k, t)e−xte−2πiytdt
= F {H exp(−x·)} ∗ f̂(y). (88)
As is well known,
F {H exp(−x·)} (y) =
{
(x+ 2πiy)−1 , x > 0
1
2
(
P.V.
iπy + δ(y)
)
, x = 0
(89)
where the last expression is understood in the sense of distributions.
To begin, a quick calculation shows that under the assumption that f0 be spherically
symmetric
β̂t(k, y) =
{
4πiσL3
|k|3 y
∫∞
P(|y|L/|k|)
(1 + |p|2)(−f ′0(|p|))d|p|, |y| < |k|L
0, |y| ≥ |k|L
, (90)
where we have defined
P(x) = x√
1− x2 .
Note that β̂t is an odd function of y. Also note that under our assumption f0 be
strictly decreasing, β̂t is strictly non-zero on the interior of its support with the obvious
exception of y = 0.
Case 1: x > 0. Here we have
L[β](k, x+ 2πiy) =
∫
(x+ 2πi(y − τ))−1 β̂t(k, τ)dτ
=
4πiσL3
|k|3
∫ |k|
L
− |k|L
∫ ∞
P(|τ |L/|k|)
τ
x+ 2πi(y − τ) (1 + |p|
2)(−f ′0(|p|))d|p|dτ
=
4πiσL3
|k|3
∫ ∞
0
[∫ |k|
L v(|p|)
− |k|L v(|p|)
τ
x+ 2πi(y − τ)dτ
]
(1 + |p|2)(−f ′0(|p|))d|p|
=
4σL2
|k|2
∫ ∞
0
[
x+ 2πiy
2πi|k|/Lartanh
(
2πi|k|/L
x+ 2πiy
v(|p|)
)
− v(|p|)
]
(1 + |p|2)(−f ′0(|p|))d|p|
(91)
where v(|p|) = |p|/
√
1 + |p|2 is the inverse of P . Note that since x 6= 0, the argument
of the artanh is always in a sensible range for this function.
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The imaginary part of the integrand is controlled by
ℑ
[
zartanh
(v
z
)]
= (ℑz) ln
( |z + v|
|z − v|
)
+ (ℜz)
[
arctan
( ℑz
ℜz + v
)
− arctan
( ℑz
ℜz − v
)]
(92)
where v ∈ [0, 1]. For our purposes, z = L|k|
(
y − i x2π
)
with x > 0. Hence, the imaginary
part of the integral comes from an integral involving
−
(
Lx
4π|k|
)
ln
 x24π2 +
(
y + v|k|L
)2
x2
4π2 +
(
y − v|k|L
)2

+
(
Ly
|k|
)arctan
 x
2π
(
y − |k|vL
)
− arctan
 x
2π
(
y + |k|vL
)
 (93)
Note that this quantity is zero when v = 0. Taking the derivative of this quantity with
respect to v yields
2xyv2|k|2
πL2
(
x2
4π2
+
(
y − v|k|
L
)2)−1(
x2
4π2
+
(
y +
v|k|
L
)2)−1
(94)
which is positive on x > 0, y > 0 and negative on x > 0, y < 0. Hence, the Fourier-
Laplace transform cannot equal 1 in the region x > 0 unless y = 0.
If we consider the real axis, we have
L[β](k, x)=−4σL
2
|k|2
∫ ∞
0
[
v(|p|)− Lx
2π|k| arctan
(
2π|k|
Lx
v(|p|)
)]
(1 + |p|2)(−f ′0(|p|))d|p|.
(95)
The quantity in square brackets is easily shown to be non-negative over the range
of integration and decreasing in x. Thus for σ = +1 (the plasma-physics case), the
Fourier-Laplace Transform cannot equal 1 in the region x > 0. For σ = −1 (the
gravitational case), we can ensure that the Fourier-Laplace transform is never equal to
one if we insist that
lim
x→0
L[β](k, x) = −4σL
2
|k|2
∫ ∞
0
v(|p|)(1 + |p|2)(−f ′0(|p|))d|p|
=
−4σL2
|k|2
∫ ∞
0
(√
1 + |p|2 + |p|
2√
1 + |p|2
)
f0(|p|)d|p| < 1. (96)
Thus, we must require
|k|2
L2
> 4
∫ ∞
0
(√
1 + |p|2 + |p|
2√
1 + |p|2
)
f0(|p|)d|p| (97)
for gravitational plasmas. Not only will we see that this matches up with the expression
for the transform on the imaginary axis (x = 0), but we will find that there is no other
place that the transform can be equal to 1 for the gravitational case.
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Case 2: x = 0. Here we have
L[β](k, 2πiy) = 1
2
P.V.
∫
β̂t(k, y − τ)
iπτ
dτ +
1
2
β̂t(k, y)
=
1
2
β̂t(k, y)− i
2π
∫ ∞
0
β̂t(k, y − τ) − β̂t(k, y + τ)
τ
dτ. (98)
Since β̂t(k, y) is purely imaginary (by the fact the background is spherical), we see that
ℜ{L[β](k, 2πiy)} = − i
2π
∫ ∞
0
β̂t(k, y − τ)− β̂t(k, y + τ)
τ
dτ, (99)
ℑ{L[β](k, 2πiy)} = − i
2
β̂t(k, y). (100)
We note that the imaginary part of L[β](k, 2πiy) is compactly supported in |y| ≤ |k|/L
for each fixed wavevector k.
Given the form of β̂t above (90) and our assumption that f0 be strictly decreasing,
we see that the imaginary part of L[β](k, 2πiy) is strictly non-zero on the interior of its
support with the obvious exception of y = 0. Thus, L[β](k, 2πiy) cannot be equal to
one on the set |y| < |k|L except possibly at y = 0, and so any other potential singularities
of L[I(k, ·)](2πiy) must lie in |y| ≥ |k|L .
For the case y = 0, we have
L[β](k, 0) = ℜ{L[β](k, 0)}
=
i
π
∫ ∞
0
β̂t(k, τ)
τ
dτ
= −4σL
3
|k|3
∫ |k|/L
0
∫ ∞
P(τL/|k|)
(1 + |p|2)(−f ′0(|p|))d|p|dτ
= −4σL
2
|k|2
∫ ∞
0
|p|
√
1 + |p|2(−f ′0(|p|))d|p|
= −4σL
2
|k|2
∫ ∞
0
(√
1 + |p|2 + |p|
2√
1 + |p|2
)
f0(|p|)d|p|, (101)
which yields the same conclusions as our considerations from the case x > 0. Hence,
there is nothing new here.
We are left with |y| ≥ |k|L . Since we also have τ ≥ 0, β̂t(k, y + τ) is identically zero
on y ≥ |k|L , while β̂t(k, y − τ) is identically zero for y ≤ − |k|L . Thus, for |y| ≥ |k|L we
have
L[β](k, 2πiy) = ℜ{L[β](k, 2πiy)}
=

− i2π
∫ y+ |k|L
y− |k|L
β̂t(k,y−τ)
τ dτ y ≥ |k|L
i
2π
∫ −y+ |k|L
−y− |k|L
β̂t(k,y+τ)
τ dτ y ≤ − |k|L
(102)
= − i
2π
∫ |y|+ |k|L
|y|− |k|L
β̂t(k, |y| − τ)
τ
dτ, (103)
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where for the last equality we have used the fact that β̂t is an odd function of its second
variable. As this is clearly even in y, we need only consider y ≥ |k|/L.
Restricting ourselves to y ≥ |k|/L, we have
L[β](k, 2πiy) = − i
2π
∫ y+ |k|L
y− |k|L
β̂t(k, y − τ)
τ
dτ
=
2σL3
|k|3
∫ y+ |k|L
y− |k|L
y − τ
τ
∫ ∞
P(|y−τ |L/|k|)
(1 + |p|2)(−f ′0(|p|))d|p|dτ
=
4σL2
|k|2
∫ ∞
0
[
yL
|k| artanh
( |k|
yL
v(|p|)
)
−v(|p|)
]
·(1 + |p|2)(−f ′0(|p|))d|p| (104)
The function
F (x, v) = x artanh
( v
x
)
− v, (105)
appearing in the integrand above can be shown to be non-negative and decreasing in x
over our range of interest (x ≥ 1 and 0 ≤ v < 1). For more details, see the appendix at
the end of the paper where this function is studied in great detail. These results imply
that L[β](k, 2πiy) is a decreasing function of y for y ≥ |k|/L in the plasma-physics
case (σ = +1). So, should L[β](k, 2πi|k|/L) be less than one in this case, L[β] cannot
equal to 1 on the imaginary axis. In the astrophysical case (σ = −1), L[β](k, 2πiy) is
strictly negative for y ≥ |k|/L and so cannot equal 1.
At y = |k|/L, we have in the repulsive case
L[β](k, 2πi|k|/L) = 4L
2
|k|2
∫ ∞
0
[artanh (v(|p|))−v(|p|)]
· (1 + |p|2)(−f ′0(|p|))d|p| (106)
=
4L2
|k|2
∫ ∞
0
|p| [2artanh(v(|p|)) − v(|p|)] f0(|p|)d|p| (107)
So in the repulsive case, we must require
|k|2
L2
> 4
∫ ∞
0
|p| [2artanh(v(|p|)) − v(|p|)] f0(|p|)d|p| (108)
for the repulsive linearized rVP system (with equilibrium f0).
Thus, requiring (26) in the plasma physics case (i.e. σ = +1) or (27) in the
astrophysical case (i.e. σ = −1) ensures that L[β](k, x + 2πiy) never equals to 1 on
the right half-plane x ≥ 0 (again, given a spherical, decreasing background). Hence,
we are justified in taking transforms in t of ρ̂t in these cases.
We mention (as an aside) that the assumption that f0 be strictly decreasing in |p|
is not essential to the proof going forward. If f0 is decreasing in |p| and is compactly
supported, then our results continue to remain true. The only thing that will change
is that the support of β̂t(k, y) in the variable y will be strictly smaller than |y| ≤ |k|L .
Explicitly, if f0 is supported in |p| ≤ P for some P > 0, then the support of β̂t will be
in the set
|y| ≤ |k|
L
(
P√
1 + P 2
)
.
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Thus, we would need to evaluate certain quantities at these boundary points rather
than at y = ± |k|L . Having mentioned this possible extension to decreasing kinetic
equilibrium data with compact support, we will stick to the case of strictly decreasing
data in the following.
4.3.3. The Integral Kernel I
Having established rates of decay in t for the functions α and β and determining
that we are justified in taking t transforms for sufficiently large |k|, we now turn to a
closer examination of the integral kernel I. We begin by noting the following fact:
L[I(k, ·)](2πiy) =
∫ ∞
0
I(k, t)e−2πiytdt
=
∫ ∞
−∞
I(k, t)H(t)e−2πiytdt
= ÎHt(y). (109)
Thus, for all t > 0 we can write
I(k, t) = I(k, t)H(t)
=
∫ ∞
−∞
ÎHt(y)e2πiytdy
=
∫ ∞
−∞
L[I](k, 2πiy)e2πiytdy. (110)
so long as L[I](k, 2πiy) ∈ L2(R) for a given k (and with the understanding that the
integral above represents the extension of the Fourier Transform to L2). Since we have
L[I](k, 2πiy) = L[β](k, 2πiy)
1− L[β](k, 2πiy)
from the previous section, our problem is reduced to determining rates of decay for
L[β(k, ·)](2πiy). Note that our deliberations above show us that the denominator is
bounded away from zero by our assumptions on the wavevector k.
As above, we have for t > 0
L[β](k, 2πiy) =
∫ ∞
−∞
β(k, t)H(t)e−2πiytdt
= β̂t ∗ Ĥt(y)
=
1
2
β̂t(k, y)− i
2π
∫ ∞
0
β̂t(k, y − τ) − β̂t(k, y + τ)
τ
dτ. (111)
We have shown above that the imaginary part of this is compactly supported and the
real part is symmetric in y for |y| ≥ |k|L . Hence, for y ≥ |k|L we have
L[β](k, 2πiy) = 4σL
2
|k|2
∫ ∞
0
[
yL
|k| artanh
( |k|
yL
v(|p|)
)
−v(|p|)
]
·(1 + |p|2)(−f ′0(|p|))d|p|. (112)
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Deliberations in the appendix show that this behaves like |y|−2 for large y and so is
certainly an L2-function of y.
Given the form of L[I](k, 2πiy), the fact that L[β](k, 2πiy) is in L2 as a function of
y, and that L[β](k, 2πiy) is strictly bounded away from 1 by our assumptions, we can
conclude that L[I](k, 2πiy) is also in L2 as a function of y (it is also in L1 as a matter
of fact). Hence, the representation of I(k, t) given above is valid.
4.3.4. Decay Rates for Supercritical Modes
Since we have
ρ̂ht (k) = α(k, t) +
∫ t
0
I(k, t− τ)α(k, τ)dτ,
and since Assumption 2.1 implies that α(k, t) will decay cke
−ǫk|t|
1/sk for some constants
ck, ǫk > 0 and sk > 1, it remains to examine the decay rate for the convolution integral.
For t > 0, the Fourier Transform (in t) of this quantity is∫ ∞
−∞
H(t)
∫ t
0
I(k, t− τ)α(k, τ)e−2πiωtdτdt
= L[I(k, ·)](2πiω) · L[α(k, ·)](2πiω)
=
( L[β(k, ·)](2πiω)
1− L[β(k, ·)](2πiω)
)
L[α(k, ·)](2πiω). (113)
Since we are in the supercritical case, the denominator above is bounded away from
zero for all ω.
Note that we have
L[α(k, ·)](2πiω) = α̂t(k, ·) ∗ Ĥ(ω) (114)
L[β(k, ·)](2πiω) = β̂t(k, ·) ∗ Ĥ(ω). (115)
If we were to take the Fourier transform of these quantities, we would obtain
α(k,−t)H(−t) and β(k,−t)H(−t), respectively. Assumption 2.1 ensures that both
of these quantities decay like cke
−ǫk|t|
1/sk , and so the Laplace transforms above are
elements of Gsk (R) though they will no longer be compactly supported. In fact, it
will not even be the case that these functions are Schwartz class! For example, our
more-or-less explicit form for L[β(k, ·)](2πiω) in the previous section shows that this
quantity only decays like |ω|−2. Performing analogous computations with α(k, t) shows
that this quantity is
α̂t(k, y) =
2πL
|k|
∫ ∞
P(|y|L/|k|)
|p|
√
1 + |p|2 ĥ0(|p|, k)d|p|, (116)
for |y| < |k|L and 0 otherwise. So for large |ω|,
L[α(k, ·)](2πiω) = − i
2π
∫ ∞
0
α̂t(k, ω − τ) − α̂t(k, ω + τ)
τ
dτ. (117)
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By the apparent symmetry in y for α̂t, we need only consider the behavior for ω ≥ |k|/L.
A calculation similar to the one for β gives
L[α(k, ·)](2πiω)
=
−2iL
|k|
∫ ∞
0
artanh
( |k|
L|ω|v(|p|)
)
|p|
√
1 + |p|2 ĥ0(|p|, k)d|p|. (118)
Hence, this quantity decays as |ω|−1 for large |ω|. What we do have is that these
functions belong to Gsk(R) ∩ L2(R) by basic properties of the transform. Moreover,
the decay rates quoted above guarantee that
L[β(k, ·)](2πi·) · L[α(k, ·)](2πi·) ∈ Gsk (R) ∩ L1(R) ∩ L2(R). (119)
Since we are dealing with a supercritical mode, 1−L[β(k, ·)](2πiω) is bounded strictly
away from 0. Hence, we will certainly have the transform of our convolution integral in
L2(R). This also shows that (1− L[β(k, ·)](2πiω))−1 will be in Gsk(R). As the Laplace
transform is bounded strictly away from 1, the image of any compact set in R under
L[β(k, ·)](2πi·) yields a compact set of function values where (1− x)−1 is analytic. As
sk > 1, (1 − x)−1 will be in Gsk for these sets. Since the composition of two Gevrey
functions is Gevrey with the maximum degree (see the remark following Proposition
1.4.6 of [19]) , we see that the denominator above is of Gevrey class sk as well. Hence,
the Fourier transform of our convolution integral is in Gsk(R) ∩L2(R) and decays like
|ω|−3 for large |ω|.
Now, the calculations given in the appendix below show that the transform of the
convolution integral (113) satisfies the assumption of Corollary 3.1. Hence, the inverse
transform of (113) will satisfy a sub-exponential decay in time. Therefore, under
Assumption 2.1, there exist positive constants ck, ǫk and sk > 1 for the supercritical
wavevector k so that for t > 0
|ρ̂ht (k)| ≤ cke−ǫkt
1/sk
.  (120)
4.3.5. Heuristics for Subcritical Modes
The behavior of the subcritical modes (should there be any) is rather difficult
to determine. In this case, the Fourier-Laplace Transform will definitely have two
singularities on the imaginary axis in the plasma-physics case. In the astrophysics case,
there will be two singularities on the real axis by analytic continuation (symmetric with
respect to 0). A natural idea would be to take the usual Inverse Laplace transform and
attempt to evaluate it via an analysis of residues. If we naively do this, the singularities
on the imaginary axis would seem to indicate that subcritical modes are not damped in
general for the plasma-physics case (undergoing some kind of oscillatory behavior). In
the astrophysical case, the singularity on the positive real axis would seem to indicate
these modes will tend to grow (rapidly) in t!
The primary issue with these formal ideas is that the Fourier-Laplace transform of β
appearing in the transform of the integral kernel fails to be analytic at all points on the
imaginary axis whose magnitude is greater than |k|/L (this is intimately related to the
fact that the usual branch cut for the artanh in the complex plane consists of the two
rays on the imaginary axis emanating from ±i). The singularities for the integral kernel
in the plasma physics case are embedded somewhere in this range (or at its endpoints
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in the critical cases), but analyticity fails at the other points on the imaginary axis
because the imaginary part of the transform for β vanishes in this range (while its real
part is non-zero). Note that this is the case for both the repulsive and the attractive
interactions. Thus, it is unclear (at least to the author) whether the inversion formula
for the Laplace transform can be used directly in either the attractive or the repulsive
regimes for linearized rVP.
5. Linearized rVP in R3
Note that just as on the torus, we get an independent Volterra equation for each
wavevector ξ. By the conservation of the total integral of ht under the dynamics, we
know a priori that
ρ̂ht (0) = ρ̂
h
0 (0), (121)
for all times.
As before, the evolution is best analyzed via the Laplace Transform. Formally
taking the Laplace Transform of both sides of (39) and solving for the transform of ρ̂ht
gives
L[ρ̂h· (ξ)](s) = L[α(ξ, ·)](s) +
L[β(ξ, ·)](s)
1− L[β(ξ, ·)](s)L[α(ξ, ·)](s). (122)
Hence, we have
ρ̂ht (ξ) = α(ξ, t) +
∫ t
0
I(ξ, t− τ)α(ξ, τ)dτ, (123)
with the integral kernel I defined by
L[I(ξ, ·)](s) = L[β(ξ, ·)](s)
1− L[β(ξ, ·)](s) (124)
whenever the inversion of the Laplace Transform is justified.
At this point, we can see that our analysis on all of R3 will closely mirror that on
the torus. Since the wavevector was a fixed parameter in all of our considerations, for
any given proof in Section 4 we need only make the replacement k/L→ ξ to obtain a
proof for R3. As such, we will not repeat the details.
Proof of Theorem 2.3
As on the torus, Assumption 2.2 ensures that any decay of g as t→∞ is the same
as the decay for t→ −∞. Thus the proof of Theorem 2.3 is precisely the same as it was
on the torus. The same note applies here as well. The only way to have exponential
decay of a given Fourier mode for t > 0 is that any damping for t < 0 is strictly slower
than exponential (and in particular, the initial data needs to have some asymmetry).
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Proof of Theorem 2.4
The proof of Theorem 2.4 follows by exactly the same considerations as on the
torus. Now however, there will definitely be subcritical modes regardless of temperature
(simply by the fact that modes are no longer discrete). Recall that subcritical modes
are those associated to non-zero wavevectors not satisfying inequality (44) or (45) in
the plasma physics or astrophysics case, respectively.
So, in the unbounded space there will always be subcritical modes. Just as with the
torus, we expect that the singularities in both the astrophysical and plasma-physics
cases indicate that the corresponding Fourier modes will not decay rapidly in time.
Moreover, these long-lived modes will create huge problems in a full analysis of the
behavior of solutions. As such, determining the exact behavior of solutions on the full
space is likely to be a rather difficult problem.
6. Appendix: Computations Related to α(k, t) and
β(k, t)
We will use Lemma 3.1 to show that the transform of the convolution integral
(113) satisfies the assumptions of Corollary 3.1. It suffices to show that there is an
R > 0 so that the derivatives of L[α(k, ·)](2πiω) and (1 − L[β(k, ·)](2πiω))−1 in ω are
bounded in absolute value for all |ω| > R and such that the L1-norm of the derivatives
of L[β(k, ·)](2πiω) on |ω| > R are bounded as in the lemma.
We begin with an examination of L[α(k, ·)](2πiω). From the form of this function
given in (118), it is clear that is even in ω and so we need only concern ourselves with
ω > R > |k|/L. Consider the function
f(ω) = artanh
(
Kv
Lω
)
, (125)
which appears in the integrand. We take K,L, and v to be fixed, positive parameters
for our current discussion (with 0 ≤ v < 1). The derivatives of this function can be
shown by induction to have the form
f (2n+1)(ω) = − (2n)!KvL
2n+1
(L2ω2 −K2v2)2n+1
(
n∑
i=0
C2n+1i,n−i(L
2ω2)i(K2v2)n−i
)
, (126)
f (2n+2)(ω) =
(2n+ 2)!KvL2n+3
(L2ω2 −K2v2)2n+2ω
(
n∑
i=0
C2n+2i,n−i(L
2ω2)i(K2v2)n−i
)
, (127)
where the non-negative coefficients Cmi,j are given by a recurrence relation:
C10,0 = 1, C
2
0,0 = 1,
C2n+1i,n−i = (4n− 2i+ 1)C2ni−1,n−i + (2i+ 1)C2ni,n−1−i,
C2n+2i,n−i =
2n− i+ 1
(n+ 1)(2n+ 1)
C2n+1i,n−i +
i+ 1
(n+ 1)(2n+ 1)
C2n+1i+1,n−i−1,
where we interpret any coefficients with negative indices as zero. The first thing we can
conclude is that the absolute value of f and all of its derivatives are strictly decreasing
33
for ω ≥ R > Kv/L, and so the L∞-norm in all cases is given by evaluation at ω = R.
We take R =
√
2K/L for convenience (recall the bound on v). Plugging in this value
of R and making obvious estimates gives
∥∥∥f (2n)∥∥∥
L∞([−R,R]c)
≤
(√
2L
K
)2n
(2n)!
n−1∑
i=0
C2ni,n−1−i, (128)
∥∥∥f (2n+1)∥∥∥
L∞([−R,R]c)
≤
(√
2L
K
)2n+1
(2n)!
n∑
i=0
C2n+1i,n−i . (129)
Note that since artanh(1/
√
2) < 1, the estimate above holds also for f itself as long as
we interpret the ill-defined summation which appears for n = 0 as 1.
To estimate the sum of our coefficients, we first note by iterating and making simple
(and rather gross) estimates
C2ni,n−1−i ≤ 10C2n−2i−1,n−2−i + 2C2n−2i,n−3−i + 6C2n−2i+1,n−4−i, (130)
C2n+1i,n−i ≤ 10C2n−1i−1,n−i + 2C2n−1i,n−1−i + 6C2n−1i+1,n−2−i, (131)
Note that these estimates are reminiscent of the equivalent identities for binomial
coefficients. Using these (rather generous) upper bounds, we see that
n−1∑
i=0
C2ni,n−1−i ≤ 18
n−2∑
i=0
C2n−2i,n−1−i ≤ (
√
18)2n, (132)
n∑
i=0
C2n+1i,n−i ≤ 18
n−1∑
i=0
C2n−1i,n−i−1 ≤ (
√
18)2n+1, (133)
where the final upper bound in each case follows since the first sum in either case is
equal to 1. Hence, we see that∥∥∥f (2n)∥∥∥
L∞([−R,R]c)
≤
(
6L
K
)2n
(2n)!, (134)∥∥∥f (2n+1)∥∥∥
L∞([−R,R]c)
≤
(
6L
K
)2n+1
(2n+ 1)!. (135)
Putting all this together, we have for |ω| > R = √2K/L∣∣∣∣ dmdωmL[α(k, ·)](2πiω)
∣∣∣∣
≤ 1
π
∫ ∞
0
∣∣∣∣ dmdωm artanh
( |k|
L|ω|v(|p|)
)∣∣∣∣ |p|√1 + |p|2 ∣∣∣ĥ0(|p|, k)∣∣∣ d|p|
≤
(
6L
K
)m
(m)!
1
π
∫ ∞
0
|p|
√
1 + |p|2
∣∣∣ĥ0(|p|, k)∣∣∣ d|p|
≤ C
(
6L
K
)m
(m)!, (136)
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where the final constant C is simply given by the remaining integral (which is finite
under our assumptions on h0). Hence,∥∥∥∥ dmdωmL[α(k, ·)](2πi·)
∥∥∥∥
L∞([−R,R]c)
≤ C
(
6L
K
)m
(m)!, (137)
which is equivalent to the estimate we need to apply Lemma 3.1. Note that all the
derivatives of L[α(k, ·)](2πiω) in the variable ω are actually in L1([−R,R]c). However,
L[α(k, ·)](2πiω) itself only decays like |ω|−1 which prevents us from making an L1-
estimate for it. Fortunately, L[β(k, ·)](2πiω) does not suffer from this defect!
For constants K,L > 0 and any v ∈ [0, 1), consider the function
g(ω) =
Lω
K
artanh
(
Kv
Lω
)
− v = Lω
K
f(ω)− v, (138)
which appears in the integrand of L[β(k, ·)](2πiω) (c.f. (104)). Once again, we use the
symmetry of the quantities under investigation so that we need only concern ourselves
with the region ω > K/LWe have already noted above that for this region this function
is strictly decreasing and for large ω looks like
g(ω) ≍ K
2v3
3L2ω2
.
We play the same game as for the function f above. The first derivative of this quantity
is given by
g′(ω) =
L
K
artanh
(
Kv
Lω
)
− vL
2ω
L2ω2 −K2v2 , (139)
which decays (as expected) like
g′(ω) ≍ −2K
2v3
3L2ω3
.
After the first, the derivatives of g become more predictable:
g(2n)(ω) =
2(2n− 2)!K2v3L2n
(L2ω2 −K2v2)2n
(
n−1∑
i=0
D2ni,n−i−1(L
2ω2)i(K2v2)n−i−1
)
, (140)
g(2n+1)(ω) =
−2(2n)!K2v3L2n+2ω
(L2ω2 −K2v2)2n+1
(
n−1∑
i=0
D2n+1i,n−i−1(L
2ω2)i(K2v2)n−i−1
)
. (141)
The recurrence relation for the coefficients is now given by
D20,0 = 1
D2n+1i,n−i−1 =
(4n− 2i)D2ni,n−i−1 + (2i+ 2)D2ni+1,n−i−2
(2n)(2n− 1) ,
D2n+2i,n−i = (2i+ 1)D
2n+1
i,n−i−1 + (4n− 2i+ 3)D2n+1i−1,n−i,
where we once again identify any coefficients with negative subscripts as 0.
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As before, the form of these derivatives makes it clear that they are all decreasing
in magnitude for ω ≥ R = √2K/L (where we use the same R as for the previous
function). Moreover, it is clear by looking at the powers of ω that g and all of its
derivatives are in L1([−R,R]c). Once we estimate the L1-norm of these functions, we
will be able to conclude that L[β(k, ·)](2πiω) is in L1([−R,R]c) as a function of ω.
For g and its first two derivatives, we can compute explicitly that
‖g‖L1([−R,R]c) =
K
2L
(
2
√
2v − (2− v2) ln
(√
2 + v√
2− v
))
≤ K
L
, (142)
‖g′‖L1([−R,R]c) = 2
√
2artanh
(√
2v
2
)
− 2v
≤ 1
2
, (143)
‖g′′‖L1([−R,R]c) =
2L
K
√
2v − (2− v2)artanh(v/√2)
2− v2
≤ 4L
K
(144)
where we have used that 0 ≤ v < 1 to obtain the upper bounds listed. After this point,
we can use the monotonicity and symmetry of the derivatives along with the formulae
given above to give exact values for the L1-norms on [−R,R]c:∥∥g2n+1∥∥
L1([−R,R]c)
= 2g(2n)(R)
≤ 2(2n− 2)!
(√
2L
K
)2n n−1∑
i=0
D2ni,n−i−1
≤ 2
(
6
√
2L
K
)2n
(2n− 2)!, (145)∥∥g2n+2∥∥
L1([−R,R]c)
= −2g(2n+1)(R)
≤ 2(2n)!
(√
2L
K
)2n+1 n−1∑
i=0
D2n+1i,n−i−1
≤ 2
(
2
√
13L
K
)2n+1
(2n)!. (146)
Once again, we have used rather gross estimates to obtain
D2n+1i,n−i−1 ≤ 6D2n−1i−1,n−i−1 + 10D2n−1i,n−i−2 + 10D2n−1i+1,n−i−3, (147)
D2n+2i,n−i ≤ 21D2ni−1,n−i + 8D2ni,n−i−1 + 6D2ni+1,n−i−2, (148)
and so the summation of these coefficients is bounded by the appropriate power of
2
√
21 (again, since the first summation yields 1).
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Using these estimates, we see that (104) now yields∥∥∥∥ dmdωmL[β(k, ·)](2πi·)
∥∥∥∥
L1([−R,R]c)
≤ 4L
2
|k|2
∫ ∞
0
∥∥∥g(m)∥∥∥
L1([−R,R]c)
(1 + |p|2)(−f ′0(|p|))d|p|
≤ C
(
6
√
2L
|k|
)m+1
(m+ 1)!, (149)
which is precisely the sort of estimate needed in Lemma 3.1 (with m0 = 1).
Finally, we must concern ourselves with the remaining factor appearing in the
transform of the integral kernel:
1
1− L[β(k, ·)](2πiω) .
By Lemma 3.1 and our previous results, we need only show that this function and
all of its derivatives have appropriate bounds in L∞([−R,R]c). Note that we only
need these estimates in cases when the denominator of this expression is bounded
strictly away from zero. Let ǫ either be the minimum value of the denominator in the
expression above for ω ∈ [−R,R]c or equal to 1 if this minimum is greater than 1 (so
that 0 < ǫ ≤ 1).
For any set of indices such that j1 + j2 · · · + ji+1 = n, the multinomial coefficient
is given by (
n
j1, j2, . . . , ji+1
)
=
n!
j1!j2! · · · ji+1! .
Using these coefficients, the derivatives of the generic function h(x) = (1−g(x))−1 can
be written succinctly as
h(n)(x) =
n−1∑
i=0
(1− g(x))−(i+2)
·
 ∑
j1+j2···+ji+1=n
(
n
j1, j2, . . . , ji+1
)
g(j1)(x)g(j2)(x) · · · g(ji+1)(x)
 ,
via the Faa` di Bruno formula (with the understanding that all of the indices
j1, j2, . . . ji+1 are non-zero).
So, we see∣∣∣∣ dmdωm 11− L[β(k, ·)](2πiω)
∣∣∣∣ ǫm+1 (150)
≤
m−1∑
i=0
·
 ∑
j1+j2···+ji+1=m
(
m
j1, j2, . . . , ji+1
)
|g(j1)(ω)||g(j2)(ω)| · · · |g(ji+1)(ω)|
 ,
37
where g(ω) = L[β(k, ·)](2πiω). Using the monotonicity properties we developed above,
we know that ∥∥∥g(jk)∥∥∥
L∞([−R,R]c)
≤ C
(
6
√
2L
|k|
)jk
jk!, (151)
where we can assume that C ≥ 1. Thus,∣∣∣∣ dmdωm 11− L[β(k, ·)](2πiω)
∣∣∣∣
≤ Cǫ−1
(
6
√
2LC
ǫ|k|
)m
m! · (number of partitions of m) . (152)
Using the well-known result (c.f. [2])
p(m) = number of partitions of m ≍ 1
4
√
3m
exp
(
π
√
2m
3
)
, (153)
we see that there is a constant C˜ so that∥∥∥∥ dmdωm 11− L[β(k, ·)](2πi·)
∥∥∥∥
L∞([−R,R]c)
≤ C˜
(
6
√
2LC
ǫ|k| exp
(
π
√
2
3
))m
m!. (154)
Multiplying these three functions together gives the transform of our convolution
integral, (113). Hence, Lemma 3.1 implies that this transform satisfies the requirements
of Corollary 3.1 (with m0 = 1). As such, the convolution integral itself has the sub-
exponential decay guaranteed by the corollary.
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