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OBJETIVOS
Objetivo General
Comparar el desempen˜o entre modelos ocultos de Markov desarrollados mediante algoritmos de
aprendizaje espectral y algoritmos de maximizacio´n de la esperanza (EM), en el problema de reco-
nocimiento de emociones.
Objetivos Espec´ıficos
Implementar un algoritmo de maximizacio´n de la esperanza en el aprendizaje de un modelo
oculto de Markov.
Implementar un algoritmo espectral en el aprendizaje de un modelo oculto de Markov.
Aplicar los algoritmos anteriores al reconocimiento de emociones en la base de datos Cohn-
Kanade.
Comparar el desempen˜o de los algoritmos del numeral 1 y 2 en te´rminos del error de validacio´n
y el tiempo de procesamiento
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RESUMEN
Los modelos ocultos de Markov han sido popularmente utilizados durante mucho tiempo ya que
pueden manejar bases de datos muy grandes y a partir de estas recrear el modelo apropiado para
obtener predicciones en muy poco tiempo, anteriormente los para´metros utilizados eran calculados
bajo la estimacio´n de la verosimilitud EM que si bien es sencillo y de mu´ltiples aplicaciones tiene
como desventaja que debido a que los estados ocultos no son observables al me´todo de aprendizaje
entonces lo que hace es alternar entre los estados ocultos atribuidos como tambie´n las matrices de
observacio´n y transicio´n para as´ı maximizar la probabilidad de la muestra y del mismo estado, todo
este proceso requiere de mucho tiempo y es computacionalmente ma´s demandante, por esta razo´n
se han desarrollado nuevas te´cnicas de aprendizaje como la espectral que como novedad promete ser
mucho ma´s simple y ligero ya que se vale del a´lgebra lineal y utiliza la descomposicio´n en valores
singulares (SVD) y multiplicacio´n de matrices, sin importar el nu´mero de observaciones discretas.
En este trabajo se compara las te´cnicas de entrenamiento EM y ESPECTRAL en el reconocimiento
de emociones, la base de datos que se uso´ fue la Cohn-Kanade la cual posee 7 emociones pero solo
se tienen en cuenta 4, despue´s de aplicar cada me´todo se encentran los valores ma´s importantes
que son el tiempo y la precisio´n, los resultados obtenidos muestran que la precisio´n utilizando
el entrenamiento ESPECTRAL es casi que la misma obtenida aplicando el entrenamiento EM
y respecto al tiempo el entrenamiento ESPECTRAL es much´ısimo menor que el entrenamiento
EM .
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NOTACIO´N
NOTACIO´N
S´ımbolo Definicio´n
X Secuencia de observacio´n que se produce cuando se genera un
HMM
pi Vector de distribucio´n de estados iniciales
O Matriz de probabilidad de salida
p¯i Vector de distribucio´n de estados estacionarios
T Matriz de transicio´n de un HMM
λ Describe un HMM como un sistema formado por T ,O y pi
H Conjunto de estados ocultos
θ Para´metros de una distribucio´n de probabilidad
m Taman˜o del vector de estados ocultos
n Taman˜o del vector de observaciones
bt Distribucio´n de probabilidades de estado para el instante de tiem-
po t de un HMM Espectral
b1 Distribucio´n inicial de probabilidades de estado de un HMM es-
pectral
Bx Base cano´nica para cada s´ımbolo de observacio´n en el subespacio
de un HMM espectral
b∞ Elemento neutro multiplicativo para la distribucio´n de probabili-
dades de estado de un HMM
P1 Vector de probabilidad de instancia u´nica formado por la secuencia
de observacio´n dada
P2,1 Matriz de probabilidad de pares formados por la secuencia de ob-
servacio´n dada
P3,x,1 Tripleta de probabilidades de instancia u´nica formadas por la se-
cuencia de observacio´n dada
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NOTACIO´N
Pˆ1 Vector de probabilidad emp´ırica de instancia u´nica formado por
la secuencia de observacio´n dada
Pˆ2,1 Matriz de probabilidad emp´ırica de pares formados por la secuen-
cia de observacio´n dada
Pˆ3,x,1 Tripleta de probabilidades emp´ıricas de instancia u´nica formadas
por la secuencia de observacio´n dada
U Base ortonormal generada por la SV D de la matriz P2,1
Uˆ Base ortonormal emp´ırica generada por la SV D de la matriz P2,1
5
INTRODUCCIO´N
El reconocimiento de emociones juega un papel importante en el desarrollo de las relaciones sociales
y de la sociedad. En la actualidad en diversas a´reas de la ciencia existe un intere´s en desarrollar
me´todos de reconocimiento de emociones que permitan una interaccio´n hombre ma´quina precisa.
Resulta entonces imperativo disen˜ar herramientas pra´cticas y eficientes para adquirir informacio´n
que permita el reconocimiento automa´tico de las emociones. Un me´todo para obtener dicha infor-
macio´n es el uso de expresiones faciales que al codificarse permite generar patrones que pueden ser
asociados a una emocio´n determinada. Para el reconocimiento y clasificacio´n de estos patrones se
emplean te´cnicas de ana´lisis, como los modelos ocultos Markov (HMM).
Los modelos ocultos de Markov resultan ser una herramienta ampliamente utilizada en el aprendi-
zaje automa´tico (como la clasificacio´n y reconocimiento de patrones) puesto que al ser un modelo
probabil´ıstico, presenta un mayor poder de generalizacio´n comparado con otros me´todos [1]. Una
de sus ventajas es que puede ser utilizado en problemas en los que se dispone de grandes bases de
datos (datos de entrenamiento), pudie´ndose seleccionar y estimar el HMM ma´s apropiado, obte-
nie´ndose modelos con una alta capacidad de prediccio´n, pues el problema caracter´ıstico es clasificar
o identificar nuevos datos.
Generalmente para determinar los para´metros que conforman un HMM se recurre al algoritmo de
maximizacio´n de la esperanza (EM) cuyo propo´sito es a partir de una secuencia de observacio´n dada
ajustar los para´metros del modelo para maximizar la probabilidad de generar dicha secuencia, este
proceso de ajuste se conoce como problema de aprendizaje para los HMM. Pese a que el EM resulta
ser la herramienta ma´s utilizada para resolver dicho problema, su principal desventaja es su alto
costo computacional y la necesidad de bases de datos robustas. Como alternativa para solucionar
el problema de aprendizaje se presenta un nuevo me´todo, “algoritmo espectral”.
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El propo´sito de este proyecto es comparar el desempen˜o entre el algoritmo espectral y el algoritmo
de maximizacio´n de la esperanza (EM) para al aprendizaje de HMM. Se pretende verificar que bajos
condiciones propicias el algoritmo espectral puede hacer predicciones ma´s precisas que el algoritmo
EM. Para esto se implementan los dos algoritmos (maximizacio´n de la esperanza y espectral) en
el aprendizaje de un modelo oculto de Markov y se aplican al reconocimiento de emociones en la
base de datos Cohn-Kanade, para posteriormente comparar el desempen˜o de ambos en te´rminos del
error de validacio´n y el tiempo de procesamiento.
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Cap´ıtulo 1
MODELOS OCULTOS DE MARKOV
Resumen
En este cap´ıtulo se expondra´n los conceptos matema´ticos que definen un modelos oculto de Markov
y se profundizara´ en algoritmos para solucionar el problema de aprendizaje presente en estos.
En el aprendizaje de los HMM se suele recurrir a procesos iterativos tales como el algoritmo de
maximizan de la esperanza EM [2], que permite encontrar los estimadores de ma´xima verosimilitud
para los para´metros que definen el modelo. Este tipo de procesos generalmente presenta problemas de
o´ptimos locales y suelen tener una alta carga computacional. Como respuesta se presenta el algoritmo
espectral [3] para el aprendizaje de HMM. El algoritmo espectral usa la representacio´n observable de
un HMM, evitando recuperar la transicio´n HMM y las matrices de observacio´n, dicha representacio´n
permite que el algoritmo de una estimacio´n a partir de las secuencias de observacio´n, sin recurrir a
la bu´squeda de la matriz invertible, lo que le permite ser un mejor me´todo de aprendizaje frente al
EM.
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1.1. CONCEPTOS BA´SICOS
Los modelos ocultos de Markov explicados en [1] [4] [5], son una herramienta estad´ıstica empleada
en el modelamiento de series de tiempo. Un modelo oculto de Markov es ba´sicamente una cadena de
Markov donde la observacio´n de salida corresponde a una variable aleatoria dada por una funcio´n
de probabilidad ligada de manera determin´ıstica a cada uno de los estados [6]. Los estados en
los HMM se encuentran ocultos, no pueden ser vistos desde el exterior pero es posible ver las
observaciones generadas a partir de estos. Se dice entonces que un HMM es un modelo doblemente
estoca´stico que consta de un proceso oculto (secuencia de estados), y que dicho proceso so´lo puede
ser asociado probabil´ısticamente con otro proceso estoca´stico observable produciendo la secuencia
de caracter´ısticas que se pueden observar.
Las variables que describen un HMM, son:
m Define el taman˜o del vector de Estados Ocultos.
n Define el taman˜o del vector de observaciones.
T ∈ Rm×m matriz de probabilidades de transicio´n de estado, se utiliza para hacer las transi-
ciones entre estados ocultos de un HMM.
O = {bj(xk)} matriz de probabilidad de salida, donde bj(xk) es la probabilidad de emitir el
s´ımbolo xk en el estado hj .
pi = (pi1, pi2, ..., pim)
T distribucio´n de estados iniciales.
H = {h1, h2, ..., hm} conjunto de estados ocultos (distinto a la variable de estados ocultos del
Proceso Markoviano).
X = {x1, x2, ..., xn} vector de las posibles observaciones o emisiones.
1.1.1. Fundamentos teo´ricos
Un modelo oculto de Markov esta´ definido por sus estados ocultos hi ∈ H con i = 1, 2, ...,m, donde
m define la longitud del vector de estados ocultos Ht. Se tiene tambie´n a el conjunto de s´ımbolos
de observacio´n o emisio´n denotado como xj ∈ X con j = 1, 2, ..., n, donde n define la longitud del
9
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vector de observaciones X; se debe tener en cuenta que m 6 n. Por u´ltimo encontramos a pi definido
como la distribucio´n de estados iniciales, de donde se tiene que el primer estado inicial h0 es una
variable independiente e ide´nticamente distribuida (iid) conocida como probabilidad marginal.
[pi]i = p (hi) . (1.1)
Partiendo de lo anterior se define a la matriz de probabilidades de transicio´n de estado T y la matriz
de probabilidades de observacio´n O las cuales se derivan del vector de estados ocultos H y el vector
de emisiones X. Las matrices T y O se pueden entender como un operador lineal para la transicio´n
entre los estados ocultos ht y los s´ımbolos de observacio´n x. T y O se describen de la siguiente
manera:
[T ]j,i = p (hj |hi) (1.2)
[O]k,j = p (xk|hj) , (1.3)
donde T describe la distribucio´n de probabilidad de las transicio´n entre cada uno de los estados y
O representa la distribucio´n de probabilidad para muestrear un s´ımbolo observable desde un estado
oculto. Las columnas de estas dos matrices siempre deben sumar 1 puesto que estas matrices son
distribuciones de probabilidad. A partir de lo anterior se define un HMM como un 3-tupla:
λ = (T,O, pi) . (1.4)
Este arreglo λ obedece a la primera condicio´n de Markov. Donde el estado oculto del instante t
depende u´nicamente del u´ltimo estado oculto, por lo que:
∀t : p (ht|h1:t−1) = p (ht|ht−1) . (1.5)
De igual manera se debe cumplir para el conjunto de s´ımbolos de emisio´n que la probabilidad de la
observacio´n en el instante de tiempo t so´lo depende del estado oculto del instante t. Lo que significa
que:
∀t : p (xt|ht) . (1.6)
Finalmente se define oj(xk) como la probabilidad de emitir un s´ımbolo de observacio´n en el estado
hj . Conforme al anterior desarrollo, el objetivo fundamental de los HMM es encontrar dentro de un
conjunto de modelos el que mejor explique una secuencia de observaciones dada. Esto por su parte
conlleva a tres problemas fundamentales:
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1. Problema de Evaluacio´n. Dado un modelo λ y una secuencia de observacio´n X, ¿cua´l es
la probabilidad p (X|λ) de que el modelo genera las observaciones?
2. Problema de Decodificacio´n. Dada un modelo λ y una secuencia de observacio´n X, ¿cua´l
es la secuencia de estados ocultos H ma´s probable en el modelo, que genero dicha secuencia
observable?
3. Problema de Aprendizaje. Dada un modelo λ y un conjunto de observaciones, ¿ co´mo
ajustar los para´metros del modelo para maximizar la probabilidad conjunta p (X|λ) ?
1.2. SOLUCIO´N AL PROBLEMA DE APRENDIZAJE
A continuacio´n se expondra´n dos algoritmos que permiten resolver el interrogante de co´mo dado
un modelo λ y un conjunto de observaciones, se pueden ajustar los para´metros del modelo λˆ para
maximizar la probabilidad conjunta p (X|λ). Estos algoritmos que dan solucio´n al problema de
aprendizaje en los HMM son:
1. Algoritmo de Maximizacio´n de la Esperanza (EM) [2] [7].
2. Algoritmo Espectral [3].
1.2.1. Algoritmo de Maximizacio´n de la Esperanza (EM)
Se considera un conjunto de datos X, donde existen valores ocultos H [7]. Ahora se asume el
conjunto de datos X como la secuencia de observaciones de entrenamiento y el conjunto de datos
H como la secuencia de observaciones ocultas. Por u´ltimo se definen el vector de para´metros del
modelo λ, los cuales son desconocidos. Supo´ngase entonces que no se conoce de manera expl´ıcita
la probabilidad de que el modelo genere las observaciones, es decir no se conoce p (X|λ), pero se
sabe que hay variables no observables H, de manera que se puede reescribir a p (X|λ) como una
sumatoria de la probabilidad conjunta de X y H, de la siguiente manera:
` (λ;X) = p (X|λ) = log
∑
H
p (X,H|λ). (1.7)
Lo que buscamos en este punto es maximizar el logaritmo de verosimilitud marginal dado por la
ecuacio´n 1.7, en otras palabras lo que se desea es encontrar la estimacio´n de ma´xima verosimilitud
11
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(MLE) de la probabilidad marginal, con respecto a los para´metros λ. Bajo los te´rminos planteados
dar solucio´n a este problema resulta dif´ıcil debido a la optimizacio´n no convexa en el l´ımite inferior
del logaritmo de la verosimilitud; lo que se suele hacer en estos casos es recurrir a una me´todo
iterativo como lo es el algoritmo de maximizacio´n de la esperanza. El algoritmo de maximizacio´n
de la esperanza se divide en dos pasos. Un primer paso conocido como Esperanza (E), en el que se
busca estimar la distribucio´n de estados ocultos, y un segundo paso, el de Maximizacio´n (M) en el
que se busca estimar para´metros ma´s o´ptimos para el modelo.
Paso E: Encontrar el l´ımite inferior de `(λ;X)
En el paso E (Esperanza) se emplea una funcio´n de densidad q (H), esta es llamada distribucio´n
posterior de las variables ocultas; de donde se tiene que el l´ımite inferior del logaritmo de la
verosimilitud [7], viene dado por:
` (λ;X) = log p (X|λ)
= log
∑
H
p (X,H|λ)
= log
∑
H
q (H)
p (X,H|λ)
q (H)
>
∑
H
q (H) log
p (X,H|λ)
q (H)
= Eq(H) [log p(H,X|λ)] + entropia [q (H)]
= L (q, λ;X) .
(1.8)
El termino ` (λ;X), se puede entonces descomponer como la suma de tres te´rminos.
` (λ;X) = Eq(H) [log p (X,H|λ)] +KL [q (H) ||p (H|X,λ)] + entropia [q (H)] . (1.9)
El termino Eq(H) [log p (X,H|λ)] es conocido como logaritmo de verosimilitud completa esperada o
funcio´n-Q. La suma de la entrop´ıa de la distribucio´n posterior de las variables ocultas q(H) y la
funcio´n-Q proporciona un l´ımite inferior para el logaritmo de la verosimilitud ` (λ;X).
12
CAPI´TULO 1. MODELOS OCULTOS DE MARKOV
Paso M: Maximizar el l´ımite sobre los para´metros del modelo λ y la distribucio´n
posterior de las variables ocultas q(H)
En el paso M (Maximizacio´n) se pretende maximizar los para´metros encontrados en el paso E. Del
l´ımite L (q|λ;X), se tiene que la igualdad se alcanza u´nicamente para q (H) = p (H|X,λ), y que el
te´rmino correspondiente a la entrop´ıa es independiente de los para´metros λ; esto permite escribir
los pasos E y M , de la siguiente manera:
Paso E : qt = arg ma´x
q
L
(
q, λt−1, X
)
= p
(
H|X,λt−1).
Paso M : λt = arg ma´x
λ
L
(
qt, λ,X
)
= arg ma´x
λ
Eqt(H) [log p (X|H,λ)].
A partir de estas expresiones se tiene la optimizacio´n y actualizacio´n de los para´metros del problema:
λt = arg ma´x
λ
Ep(H|X,λt−1) [log p (X,H|λ)] . (1.10)
Durante el paso de maximizacio´n se genera la estimacio´n de ma´xima verosimilitud de los para´metros
λ, como si no existieran datos faltantes. En el paso E se calcula la esperanza condicionada de los
datos faltantes, a partir de los datos observados y la estimacio´n actual de los para´metros, posterior-
mente se sustituyen los datos faltantes por la esperanza encontrada. Una ventaja del algoritmo es
converge cuando la diferencia del logaritmo de verosimilitud cae por debajo de un l´ımite inferior;
esta convergencia a un valor estacionario, se da hacia un ma´ximo local o punto de silla. El algoritmo
EM no ofrece ninguna garant´ıa de encontrar una buena solucio´n y so´lo converge localmente. Por
lo tanto el algoritmo de maximizacio´n de la esperanza presenta un problema de optimizacio´n no
convexa.
1.2.1.1. Estimacio´n de los para´metros de un HMM, empleando el algoritmo EM
Un modelo oculto de Markov no es ma´s que el modelo probabil´ıstico utilizado para representar la
probabilidad conjunta de un conjunto de variables aleatorias {X1, . . . , Xτ , h1, . . . , hτ}, donde las
variables Xt corresponde a observaciones, y la variable ht representa las variables ocultas, ambas
de naturaleza discreta, y τ corresponde al taman˜o de las secuencias (t = 1, . . . , τ). El algoritmo EM
se relaciona con estas variables aleatorias mediante dos hipo´tesis de independencia condicional [2];
estas son:
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1. La t-e´sima variable oculta, dada la (t− 1) variable oculta:
p (ht|ht−1, Xt−1, ..., h1, X1) = p (ht|ht−1) .
2. La t-e´sima observacio´n, dada la La t-e´sima variable oculta, es independiente de otras variables:
p (ht|hτ , Xτ , hτ−1, Xτ−1, ..., ht+1, Xt+1, ht, ht−1, Xt−1, ..., h1, X1) = p (Xt|ht) .
Con el fin de encontrar la ma´xima verosimilitud estimada de un HMM dado un conjunto de vectores
de caracter´ısticas observadas, es necesario derivar el algoritmo EM. Este proceso es conocido como
algoritmo de Baum-Welch. Para este caso se toma ht como una variable aleatoria discreta con
m posibles valores {1, · · · ,m}, e igualmente se supone que la cadena de Markov oculta subyacente
estara´ definida por p (ht|ht−1) y que no sera dependiente del tiempo t [2], por lo que se puede
representar a p (ht|ht−1) como una matriz de transicio´n estoca´stica que no depende del tiempo
T = {ai,j} = p (ht = j|ht−1 = i). Para el caso en que t = 1, la distribucio´n de estados inicial es
descrito mediante pii = p (h1 = i). Cuando ht = j se esta´ en el estado j y en el instante t. Lo
anterior permite definir los siguientes para´metros:
1. Una secuencia particular de estados descrita por H = (h1, . . . , hτ ) donde hτ ∈ {1, . . . ,m} es
el estado en el tiempo t.
2. Una secuencia particular de observaciones descrita como X = (X1 = x1, . . . , Xτ = xτ ).
Mediante estas definiciones se tiene que bj (xt) = p (Xt = x1|ht = j), esta expresio´n describe la
probabilidad de tener un vector particular de observaciones en el tiempo t durante el estado j. El
conjunto completo de para´metros para todas las distribuciones de observacio´n esta´ representado por
O = {bj (xt)}. En el caso de observaciones discretas se asume que una observacio´n es una de n posi-
bles s´ımbolos de observacio´n xt ∈ X = {1, 2, . . . , n}. Si xt = vk, entonces b (xt) = p (xt = vk|qt = j).
Ca´lculo eficiente de las cantidades deseadas
Teniendo en cuenta que los para´metros que conforman un HMM esta´n definidos por λ = (T,O, pi),
y que la funcio´n q (H) permite derivar el algoritmo EM, se puede escribir la siguiente serie de
procedimientos: Procedimiento hacia adelante:
αi (t) = p (X1 = x1, . . . , Xt = xt, ht = i|λ) , (1.11)
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es la probabilidad de ver la secuencia parcial (x1, . . . , xt) y que esta finalice en el estado i en el
instante t. Procedimiento hacia atra´s:
βi (t) = p (Xt+1 = xt+1, . . . , Xτ = xτ |h = i, λ) , 1 (1.12)
es la probabilidad de que la secuencia parcial (xt+1, . . . , xτ ) finalice dado que se empezo´ en el estado
i en el instante t. Ahora se define:
γi (t) = p (ht = i|X,λ) , (1.13)
es la probabilidad de comenzar en el estado i en el instante t para la secuencia de estados.
p (ht = i|X,λ) = p (X,ht = i|λ)
p (X|λ) =
p (X,ht = i|λ)∑N
j=1 p (X,ht = j|λ)
. (1.14)
Debido a la independencia condicional Markoviano, tambie´n se tiene:
αi (t)βi (t) = p (x1, . . . , xt, ht = i|λ) p (xt+1, . . . , xτ |hτ = i, λ) = p (X,ht = i|λ) . (1.15)
Ahora se puede definir γi (t) en te´rminos αi (t) y βi (t) como:
γi (t) =
αi (t)βi (t)∑N
j=1 αj (t)βj (t)
. (1.16)
Se tiene tambie´n la probabilidad de iniciar en el estado i en el instante t e iniciar en el estado j en
el instante t+ 1, definida como:
ξij (t) =
p (ht = i, ht+1 = j,X|λ)
p (X|λ) =
αi (t) aijbj (xt+1)βj (t+ 1)∑N
i=1
∑N
j=1 αi (t) aijbj (xt+1)βj (t+ 1)
. (1.17)
Si se suman estas cantidades a trave´s del tiempo, se obtienen el nu´mero esperado de veces en el
estado i y por lo tanto el nu´mero esperado de transiciones a trave´s del estado i en el instante de
tiempo τ para X:
τ∑
t=1
γi (t). (1.18)
De la misma manera se tiene que el nu´mero esperado de transiciones desde el estado i hasta el
estado j para X, es:
τ−1∑
t=1
ξij (t). (1.19)
Dado que el objetivo del algoritmo EM es estimar nuevos para´metros para el HMM empleando los
viejos para´metros del modelo, se pueden emplear frecuencias relativas y las definiciones anteriores [5],
para dicha labor. As´ı se tiene que las ecuaciones de reestimacio´n para el caso discreto, son:
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1. Frecuencia relativa del estado i en el instante t = 1.
p¯ii = γi (1) . (1.20)
2. El nu´mero esperado de transiciones desde el estado i hasta el estado j en relacio´n con el
nu´mero esperado de transiciones desde el estado i.
a¯ij =
∑τ−1
t=1 ξij (t)∑τ−1
t=1 γi (t)
. (1.21)
3. Nu´mero esperado de veces del estado j y el s´ımbolo de observacio´n vk, con relacio´n al nu´mero
de veces en el estado j.
b¯j (k) =
τ∑
t∈Xt=vk
γj (t)
τ∑
t=1
γj (t)
. (1.22)
1.2.2. Algoritmo Espectral para el Aprendizaje de HMM
El algoritmo espectral depende u´nicamente de las secuencias observables [6]. Entre los me´todos que
emplea para su construccio´n esta´ la descomposicio´n en valores singulares (SVD) (Ver Ape´ndice
B). A diferencia de algoritmos como el de maximizacio´n de la esperanza, el algoritmo espectral no
aproxima los para´metros del modelo de forma iterativa, su aprendizaje lo realiza mediante el uso
del a´lgebra lineal [3].
Representacio´n Observable de los HMM
Primero se definira´n a los Operadores Observables OOM planteados en [8] [9], como una parame-
trizacio´n que depende u´nicamente de las observaciones, las cuales dependen a su vez de los HMM.
A (x) = T · diag (Ox,1, ..., Ox,m) . (1.23)
Cumplie´ndose que:
p (xt, ..., x1) = 1m
T ·A (xt) · ... ·A (x1) · pi.
A partir de los OOM se tiene una representacio´n de los HMM que se puede aprender directamente
de las cantidades observables, por lo que no se requiere conocer el modelo de transicio´n. Para
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garantizar que un HMM describa completamente la distribucio´n de probabilidad de una secuencia
de la muestra, se debe cumplir la propiedad de independencia condicional. Las secuencias de la
muestra se emplean para definir una estimacio´n emp´ırica de la representacio´n observable (que se
denotara con un circunflejo ∧). Se definira´ t como el instante de tiempo actual y tf como el instante
de tiempo final.
Condicio´n de no degeneracio´n
Esta condicio´n permite que el algoritmo de aprendizaje espectral haga una distincio´n entre distribu-
ciones de salida y mezclas de distribuciones de salida [3]. La representacio´n observable esta´ basada
en las probabilidades de instancia u´nica, definidas por parejas y tripletas basadas u´nicamente en las
observaciones dadas. Estas probabilidades forman los tres primeros momentos del HMM, el vector
P1, la matriz P2,1 y el conjunto de matrices P3,x,1. El vector de instancia u´nica se define como:
[P1]i = p (x1 = i) = O · p¯i. (1.24)
El vector P1 describe la probabilidad marginal de una observacio´n en la secuencia de observacio-
nes, con P1 ∈ Rn. La matriz P2,1 con P2,1 ∈ Rn×n, consiste en la correlacio´n por pares de dos
observaciones sucesivas. La matriz P2,1 se define como:
[P2,1]i,j = p (x2 = i, x1 = j) ,
= O · T · diag (p¯i) ·OT .
(1.25)
Esta matriz se utiliza para identificar una proyeccio´n U entre el subespacio en el que se define la
representacio´n observable y el espacio actual, he ah´ı la razo´n de su importancia para el aprendizaje
del algoritmo espectral. Por otra parte el conjunto de matrices P3,x,1 ∈ Rn×n describe un correlacio´n
parametrizada entre la observacio´n previa y la observacio´n posterior para alguna observacio´n dada
xt. Para su formulacio´n se recurre a los OOM :
[P3,x,1]i,j = p (x3 = i, x2 = v, x3 = j) ∀x ∈ X
= O ·A (x) · T · diag (p¯i) ·OT
(1.26)
El grupo de matrices dadas por P3,x,1 son agrupadas como un tensor de tercer orden. Un tensor de
orden d, se define como un arreglo Mi1,i2,...,id de nu´meros reales i1 = i2 = ... = id = n. P3,x,1 como
tensor de tercer orden se escribe:
[P3,x,1]i,k,j = p (x3 = i, x2 = k, x3 = j)
= (O ·A (xk) · T · diag (p¯i) ·OT ) ⊗ ek ∀x ∈ X,
(1.27)
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donde ek corresponde al k-e´simo vector columna de la base cano´nica y el s´ımbolo de observacio´n
xk es proporcional a x2. Teniendo en cuenta estas definiciones se retomara´ la proyeccio´n U como
una matriz unitaria para crear la representacio´n observable final, esta sirve de base a el subespacio
obtenido a partir de la descomposicio´n en valores singulares de la matriz de pares P2,1. Esta ma-
triz es necesaria pues permite crear la representacio´n observable final en forma de distribucio´n de
probabilidades de estado. Se tiene una distribucio´n inicial de probabilidades de estados la cual se
define por la Ecuacio´n (1.28). La base de la formulacio´n de una distribucio´n inicial de probabilidades
de estados esta´ relacionado directamente con el HMM. Se parte desde la distribucio´n inicial y la
transicio´n a trave´s de la distribucio´n de probabilidades de estado se hara´ como la transicio´n en un
HMM.
b1 = U
T · p1 = UT ·O · p¯i. (1.28)
El vector de distribucio´n inicial presenta un comportamiento similar a la distribucio´n de estado
estacionario del HMM [3]. Existe adema´s una base cano´nica para todos los vectores de la represen-
tacio´n observable expresados como un estado de transicio´n (Ecuacio´n(1.29)). Esta distribucio´n de
probabilidades de estado se comporta como el elemento neutro para la multiplicacio´n en el subes-
pacio y resume las filas de nuestra distribucio´n actual de probabilidades de estado. Se debe tener
presente, que la representacio´n observable esta´ definida y opera en el mismo subespacio.
b∞T = p1T ·
(
UT · P2,1
)+
= piT ·OT · (UT · P2,1)+
= 1T · T · diag (p¯i) ·OT · (UT · P2,1)+
= 1T · (UT ·O)−1 · (UT ·O) · T · diag (p¯i) ·OT · (UT · P2,1)+
= 1T · (UT ·O)−1 · (UT · P2,1) · (UT · P2,1)+
= 1T · (UT ·O)−1.
(1.29)
Ahora se cuenta con un distribucio´n inicial de probabilidades de estado b1 y una distribucio´n de
probabilidades de estado b∞, partiendo de esto lo que se desea es realizar la transicio´n entre las
observaciones y la distribucio´n de probabilidades de estados. Para lo que se emplea un tensor de
18
CAPI´TULO 1. MODELOS OCULTOS DE MARKOV
base cano´nica para dichas observaciones:
Bx =
(
UT · P3,x,1
) · (UT · P2,1)+
=
(
UT ·O ·A (x) · T · diag (p¯i) ·OT ) · (UT · P2,1)+
=
(
UT ·O) ·A (x) · T · diag (p¯i) ·OT · (UT · P2,1)+
=
(
UT ·O) ·A (x) · (UT ·O)−1 · (UT ·O) · T · diag (p¯i) ·OT · (UT · P2,1)+
=
(
UT ·O) ·A (x) · (UT ·O)−1 · (UT · P2,1) · (UT · P2,1)+
=
(
UT ·O) ·A (x) · (UT ·O)−1.
(1.30)
En la pra´ctica se pueden estimar los momentos de un HMM, a partir de la obtencio´n del Vector de
Probabilidad Emp´ırica de instancia u´nica Pˆ1 (Ecuacio´n 1.12 ) como se muestra en la Figura 1.1,
donde la ocurrencia de cada s´ımbolo de observacio´n v ∈ V se cuenta a partir de la secuencia de
observacio´n X y posteriormente se normaliza junto con la suma de todas las ocurrencias de los
s´ımbolos observables. El inicio y el final de la secuencia en la Figura 1.1 se deja fuera, so´lo para dar
la idea de co´mo proceder en el orden indicado por el Vector de Probabilidad Emp´ırica de instancia
u´nica Pˆ1. En otras palabras la secuencia de observacio´n X de taman˜o |X| se dividira´ en muchas
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+1 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
Figura 1.1: Ca´lculo del primera momento emp´ırico.Vector Pˆ1.
secuencias de observacio´n de longitud uno. En la pra´ctica se suprime el inicio de la secuencia y se
parte de la distribucio´n de estados estacionarios pˆi. La estimacio´n de los pares Pˆ2,1 y tripletas Pˆ3,x,1
se muestra en las figuras 1.2 y 1.3.
Basados en estas estimaciones, es posible formular la distribucio´n de probabilidades de estados de
manera emp´ırica dada la proyeccio´n lineal Uˆ .
Objetivo del Aprendizaje Espectral
El objetivo del aprendizaje espectral es llegar a una factorizacio´n que permita anular el estado
escondido en medio. Esto se logra teniendo en cuenta que la base del algoritmo es la identificacio´n
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. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
Figura 1.2: Ca´lculo del segundo momento emp´ırico. Matriz Pˆ2,1.
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
. . . xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+3 . . .
Figura 1.3: Ca´lculo del Tercer momento emp´ırico. Tensor Pˆ3,x,1.
del subespacio generado por la descomposicio´n en valores singulares de la matriz P2,1. Ba´sicamente
lo que se persigue es obtener de las observaciones una matriz de correlacio´n unitaria explicado
en [10] [3] [9], esta puede ser de dimensio´n inferior y preserva la dina´mica de los estados del sistema
original. Esta base unitaria se puede encontrar a partir de la SVD econo´mica de la matriz P2,1;
Dicha Descomposicio´n en Valores Singulares, vendra´ dada por:
SV D (P2,1) = U ·D ·W ∗. (1.31)
La matriz unitaria U consta de un vector de valores singulares no nulos por izquierda, por lo que el
rango de U es igual al rango de O.
Condicio´n de Invertibilidad
La matriz P2,1 posee informacio´n que correlaciona dos puntos en cada componente de la matriz. La
SV D econo´mica ba´sicamente trata de encontrar una proyeccio´n lineal que maximice mutuamente
la correlacio´n entre estos dos puntos. Para este propo´sito, se emplean los OOMs pues permiten la
identificacio´n del subespacio generado por la SV D [3]. Partiendo de la representacio´n observable se
puede entonces estimar la actualizacio´n de la distribucio´n de probabilidades de estado, la secuencia
de probabilidad y la probabilidad condicional. Donde la actualizacio´n entre la transicio´n de una
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distribucio´n de probabilidades de estados y las observaciones en el espacio de probabilidades de
estados esta´ dada por:
bt+1 =
Bxt · bt∑
x b∞
T ·Bx · bt
. (1.32)
La ecuacio´n (1.32) permite definir la estimacio´n de la probabilidad de una secuencia dada la distri-
bucio´n de probabilidades de estado, de la siguiente manera:
p (x1, ..., xt) = b∞T ·Bxt · ... ·Bx1 · b1
= 1T · (UT ·O)−1 · (UT ·O) ·A (xt) · (UT ·O)−1 · ...
· (UT ·O) ·A (x1) · (UT ·O)−1 · (UT ·O) · pi
= 1T ·A (xt) · ... ·A (x1) · pi.
(1.33)
La probabilidad condicional de xt dado xt−1 se define como:
p (xt|x1, ..., xt−1) = Bxt · bt∑
x b∞
T ·Bx · bt
. (1.34)
El aprendizaje espectral estara´ definido en te´rminos de la matriz unitaria U y las ecuaciones (1.28),
(1.29) y (1.30).
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Cap´ıtulo 2
MATERIALES Y ME´TODOS
En este cap´ıtulo se exponen la metodolog´ıa y los materiales, con el fin de dar cumplimiento a
los objetivos de este proyecto, por tal razo´n explicaremos la obtencio´n de la base de datos y la
seleccio´n de caracter´ısticas, luego seguiremos con la implementacio´n del algoritmo de maximizacio´n
de la esperanza para el reconocimiento de emociones, y finalmente la implementacio´n del algoritmo
espectral para el reconocimiento de emociones.
2.1. BASE DE DATOS COHN-KANADE
La base de datos Cohn-Kanade o CK+ fue desarrollada con el fin de promover los estudios de
visio´n por computadora y s´ıntesis de rostros, brindando un banco de expresiones faciales donde
cada una de las secuencias pertenecen a un co´digo llamado facial action coding system (FACS) las
cuales empiezan en una expresio´n neutra y luego avanzan hasta llegar a la expresio´n de intere´s,
contiene las sonrisas involuntarias durante la sesiones de grabacio´n de 84 personas y 593 secuencias
de ima´genes de 123 personas, las secuencias var´ıan de 10 a 60 cuadros y la poblacio´n estudiada
fue de 210 adultos en edades entre 18 y 50 an˜os tambie´n se reporta que el 69 % eran mujeres, la
variedad racial de la poblacio´n es del 81 % euro-americana un 13 % afroamericana y un 6 % de otros
grupos.
Las emociones estudiadas son 7, ira, desprecio, asco, miedo, felicidad, tristeza y sorpresa. Las ima´ge-
nes fueron tomadas en un primer plano frontal del sujeto, a cada uno se le tomaron 23 ima´genes
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faciales y fueron digitalizadas a 640x490 o 640x480 p´ıxeles con una precisio´n de 8 bits en escala
de grises o valores de color de 24 bits, para la extraccio´n de caracter´ısticas la base de datos fue
sometida a dos etapas.
Figura 2.1: Ejemplo Base de Datos CK+
2.1.1. Preprocesamiento.
El preprocesamiento fue utilizado con el fin de mejorar la calidad de la base de datos, debido a
la naturaleza de la misma no se adopto´ ninguna etapa de filtrado de modo que solo se realizo´ un
ajuste en los para´metros mediante el me´todo Active Shape Models (ASM)1 para la localizacio´n de
40 landmarks, los cuales son utilizados en aprendizaje de los EM y espectral.
2.1.2. Clasificacio´n.
Como podemos ver en la tabla C.3 el nu´mero de secuencias no son totalmente similares ni cercanas
esto puede generar problemas puesto que unas emociones esta´n mejor muestreadas que otras para
dar solucio´n a esto y que queden de una misma longitud, se aplico´ una te´cnica llamada Generalized
Time Warping (GTW) a la base de datos la cual es usada para resolver problemas por alineacio´n
de mu´ltiples secuencias, el GTW extiende el me´todo DTW por medio de la parametrizacio´n de
la matriz de deformacio´n como una combinacio´n de funciones mono´tonas adema´s se vale de la
correlacio´n canon´ıca para optimizar la inmersio´n espacial, este me´todo encuentra las secuencias
1Modelo parame´trico donde a partir de un conjunto de entrenamiento consistente en ima´genes anotadas se genera
un modelo estad´ıstico de la variacio´n global de la forma del objeto.
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faltantes y recorta las secuencias sobrantes para alinear eficientemente y de manera flexible bajo
ciertas restricciones, para mayor profundidad ver Ape´ndice A.
Los algoritmos aqu´ı empleados necesitan un gran nu´mero de datos para que los resultados sean
confiables, es por eso que se tomaron las 4 emociones con mayor nu´mero de datos (Tabla 2.1),
y despue´s de ser tratadas con la te´cnica GTW todas quedaron del taman˜o de 71 frames, luego se
normalizaron todas las clases al valor de secuencia menor tomando los datos que la conforman de
manera aleatoria para luego elaborar un nuevo conjunto de datos para cada clase.
EMOCIO´N SECUENCIAS
1 IRA 45
2 ASCO 59
3 FELICIDAD 69
4 SORPRESA 83
TABLA 2.1: Emociones Analizadas
2.2. LIBRERI´AS USADAS
1. Hidden Markov models desarrollado por Kevin Murphy.
La librer´ıa Murphy2es utilizada para el aprendizaje de HMMs discretos en Matlab, particular-
mente utilizamos la opcio´n dhmm el cual ejecuta los tres algoritmos necesarios como Viterbi,
Forward, y Baum-Welch para salidas discretas, tambie´n ofrece opciones como configurar el
nu´mero de estados y de observaciones.
2. Netlab.
La librer´ıa Netlab3 fue creada para uso exclusivo de Matlab, proporciona todas las herramien-
tas necesarias para la simulacio´n de algoritmos de redes neuronales y modelos usados para la
2Se puede descargar de http://www.cs.ubc.ca/ murphyk/Software/HMM/hmm.html
3Se puede descargar de http://www.aston.ac.uk/eas/research/groups/ncrg/resources/netlab/downloads/
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ensen˜anza, esta herramienta es utilizada en te´cnicas de reconocimiento de patrones esta´ndar
como la regresio´n lineal y clasificadores del K vecino ma´s cercano.
2.3. FORMULACIO´N ALGORITMO DE MAXIMIZACIO´N DE
LA ESPERANZA (EM) PARA EL APRENDIZAJE DE
HMM
Se presenta a continuacio´n el disen˜o del algoritmo EM el cual empieza con un nu´mero de clases con
valores llamados para´metros para ser usados en el ca´lculo de la verosimilitud de las observaciones
respecto a cada clase, luego con esta verosimilitud iterativamente se reestiman los para´metros de
las clases con el fin de aumentar la verosimilitud hasta que deje de variar, la implementacio´n de
este algoritmo se realizo´ en el software Matlab, adema´s la base de datos ya ha sido preprocesada,
por lo tanto el algoritmo explicado no tiene en cuenta el Preprocesamiento de la misma.
Entra: Base de datos con m estados por n secuencias
1: Organizacio´n de los vectores de entrenamiento.
2: Cuantizacio´n de los vectores.
3: Algoritmo K-medias.
4: Ca´lculo de las variables T,O, pi.
5: Entrenamiento del HMM mediante el algoritmo EM.
6: Ca´lculo de probabilidad de que cada secuencia haya sido generada por un modelo.
7: Ca´lculo del error.
2.4. FORMULACIO´N ALGORITMO ESPECTRAL PARA EL
APRENDIZAJE DE HMM
De la misma manera se presenta el disen˜o del algoritmo que se vale de la descomposicio´n de
valores singulares y de matrices de estimacio´n espectral para hallar la representacio´n observable
del modelo, la implementan se realizo´ en el software Matlab, adema´s la base de datos ya ha sido
preprocesada, por lo tanto el algoritmo explicado no tiene en cuenta el Preprocesamiento de la
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misma.
Entra: Base de datos con m estados por n secuencias
1: Organizacio´n de los vectores de entrenamiento.
2: Cuantizacio´n de los vectores.
3: Algoritmo K-medias.
4: Entrenamiento de los HMMs mediante el me´todo espectral.
5: Se genera las tripletas p1, p2,1 y p3,x,1
6: Ca´lculo de los vectores singulares izquierdos de p2,1 .
7: Ca´lculo de la representacion observable bˆ1bˆ∞ y BˆX .
8: Ca´lculo de probabilidad de que cada secuencia haya sido generada por un modelo.
9: Ca´lculo del error.
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Cap´ıtulo 3
PRUEBAS Y RESULTADOS
En este cap´ıtulo se expondra´ el procedimiento empleado para evaluar el desempen˜o de los algoritmos
de aprendizaje para los HMM, as´ı como los resultados obtenidos.
3.1. SISTEMA DE EVALUACIO´N
Para evaluar el desempen˜o de los algoritmos de intere´s, Algoritmo EM y Algoritmo de apren-
dizaje espectral aplicados al conjunto de emociones citados en el Cap´ıtulo 2, Tabla 2.1, se llevo´ a
cabo el siguiente procedimiento.
1. Se homogeneizo´ el nu´mero de realizaciones que conforman cada una de las emociones (clases)
reducie´ndolo al de la clase con el menor nu´mero de datos. Esto para evitar un problema
desbalanceado al momento de la validacio´n que generara imprecisiones en la respuesta de los
algoritmos de aprendizaje. La reduccio´n se hizo generando de manera aleatoria diez conjuntos
de datos a partir de las realizaciones de cada emocio´n con el fin de incluir todos los datos que
conforman cada una de las clases, para evitar pe´rdida de informacio´n.
2. Se realizaron pruebas tomando grupos de 2, 3 y 4 emociones o clases (Tabla 3.1), lo que
genero´ 11 tipos diferentes de pruebas. Para todas y cada una de las pruebas se tomo´ un
nu´mero de datos de entrenamiento igual a 35 y para lograr respuestas o´ptimas se modificaron
para´metros propios de cada algoritmo1.
1Los nu´meros presentado en la tabla 3.1 esta´ asociado a una emocio´n: Ira (1), Asco (2), Felicidad (3), Sorpresa (4).
27
CAPI´TULO 3. PRUEBAS Y RESULTADOS
NUMERO DE CLASES PRUEBAS REALIZADAS
II 1-2 1-3 1-4 2-3 2-4 3-4
III 1-2-3 1-2-4 1-3-4 2-3-4
IV 1-2-3-4
TABLA 3.1: Emociones Analizadas
3. Finalmente de cada uno de los 10 ensayos realizados por prueba se promedio´ la precisio´n de
cada me´todo de aprendizaje, as´ı como su respectivo tiempo de co´mputo.
3.2. ANA´LISIS DE RESULTADOS
Como se dijo previamente para cada una de las pruebas realizadas se modificaron paramentos
propios de los dos algoritmos, como:
1. Nu´mero de centroides para el me´todo de agrupamiento K −means (Ver Ape´ndice D).
2. Nu´mero de estados m.
Esto con la intencio´n de encontrar siempre la respuesta ma´s o´ptima.
Resultados con dos clases
La informacio´n consignada en las siguientes tablas corresponde a los valores ma´s significativos y
representativos del reconocimiento de emociones obtenido en las pruebas realizadas para dos clases;
estos resultados se obtuvieron promediando la precisio´n y el tiempo de ejecucio´n obtenidos en
cada una de los 10 ensayos realizados por prueba. En estos se puede apreciar que el algoritmo
espectral tiene una mayor probabilidad de acierto en los casos en que el taman˜o de las secuencias de
entrenamiento presenta una mayor cantidad de datos, espec´ıficamente las pruebas realizadas para
1-2, 2-4 y 3-4.
Para esta primera tabla de resultados las secuencias de datos se redujeron a 45 realizaciones,
que corresponde al taman˜o de la clase ma´s baja (Ira), esto influyo´ de manera negativa en la
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precisio´n de los me´todos, dada la poca cantidad de datos.
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 600± 0, 126 0, 500± 0, 362
TIEMPO PROMEDIO (s) 0,172 4,593
TABLA 3.2: Secuencias 1-2
Para estas tablas de resultados se redujeron las clases a 59 y 69 realizaciones respectivamente,
lo que provoco´ una mejora significativa en la precisio´n de cada me´todo.
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 850± 0, 122 0, 817± 0, 160
TIEMPO PROMEDIO (s) 0,189 5,328
TABLA 3.3: Secuencia 2-4
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 933± 0, 071 0, 916± 0, 049
TIEMPO PROMEDIO (s) 0,218 6,328
TABLA 3.4: Secuencias 3-4
Resultados con Tres clases
La informacio´n consignada en las siguientes tablas corresponde a los valores ma´s significativos y
representativos del reconocimiento de emociones basado en las pruebas realizadas para tres clases.
Para estas se tuvieron las mismas consideraciones de los resultados para dos clases. Pese a que el
margen de precisio´n entre ambos me´todos es relativamente pequen˜o, la ventaja real del aprendizaje
espectral es su tiempo de computo´.
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Al igual que los resultados anteriores se evidencia en la tabla 3.5 y la tabla 3.6, que la
precisio´n de los algoritmos depende directamente de la cantidad de datos, sin embargo esto es
ma´s evidente en algoritmo espectral.
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 666± 0, 094 0, 716± 0, 320
TIEMPO PROMEDIO (s) 0,106 6,921
TABLA 3.5: Secuencias 1-2-3
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 886± 0, 0449 0, 816± 0, 270
TIEMPO PROMEDIO (s) 0,469 18,390
TABLA 3.6: Secuencias 2-3-4
Resultados con cuatro clases
La informacio´n consignada en la siguiente tabla corresponde a los valores ma´s significativos y re-
presentativos del reconocimiento de emociones basado en las pruebas realizadas para cuatro clases,
para estas se tuvieron las mismas consideraciones de los resultados para dos clases.
ME´TODO DE APRENDIZAJE
ESPECTRAL EM
PRECISIO´N DEL ME´TODO ( %) 0, 675± 0, 189 % 0, 650± 0, 290 %
TIEMPO PROMEDIO (s) 0,328 16,468
TABLA 3.7: Secuencias 1-2-3-4
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CONCLUSIONES
Los resultados obtenidos en las pruebas realizadas, permitieron comprobar que en la mayor´ıa
de los casos, el Aprendizaje Espectral presenta un mejor rendimiento; siempre y cuando las
secuencias de observacio´n cuenten con una cantidad de datos elevada.
El algoritmo de aprendizaje espectral presenta tiempos de ejecucio´n muy cortos, con un gra-
do de precisio´n considerable, lo que lo convierte en un me´todo computacionalmente ligero
comparado con el EM.
El algoritmo de maximizacio´n de la esperanza se desenvuelve de manera eficiente independiente
del volumen de datos o estados que maneje. Sin embargo el desempen˜o estad´ıstico del me´todo
espectral es similar al del EM.
Un incremento considerable con respecto a la cantidad de clases analizadas presenta incre-
mentos mı´nimos en el tiempo de ejecucio´n del algoritmo espectral, caso contrario al algoritmo
de aprendizaje EM; esto convierte al aprendizaje espectral en un me´todo mas ido´neo para
analizar modelos con una gran cantidad de datos.
La ventaja del aprendizaje espectral es que siempre encuentra un o´ptimo global, igualmente
la razo´n de sus bajos tiempos de ejecucio´n es que esta es lineal respecto al nu´mero de datos
de entrenamiento.
La comprensio´n sobre el desempen˜o de ambos me´todos aun es limitado, se requiere investigar
ma´s para comprender el rendimiento relativo de cada algoritmo con respecto a la complejidad
de un modelo en particular.
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Ape´ndice A
GTW o GENERALIZED TIME
WARPING
Generalized time warping GTW [11], este algoritmo es una generalizacio´n del DTW o tambien
conocido como el Dynamic time warping [12], donde habla de dos secuencias que son similares
pero no esta´n sincronizadas, generalmente son de diferente duracio´n, en una base de datos con
este comportamiento se puede pensar que unas caracter´ısticas esta´n mejor entrenadas que otras,
de mismo modo se puede concluir que los resultados pueden ser imprecisos, el uso del DTW esta
en varias aplicaciones, como el reconocimiento de rostros, del habla continua y aislada, ademas en
firmas online, pero presenta tres inconvenientes que el GTW puede dar una solucio´n.
1. Se crea una capa de coeficientes de caracter´ısticas que se adapta a diferentes modalidades.
2. El GTW permite un tiempo de deformacio´n mas flexible como combinacio´n de funciones
mono´tonas.
3. El GTW tiene una complejidad lineal, lo que lo hace mas eficiente
El GTW usa ana´lisis correlacio´n cano´nica mu´ltiple para encontrar a transformacio´n espacial, para
luego paramentrizar el camino temporal como una combinacio´n de funciones ba´sicas, el GTW
ademas usa el algoritmo de Gauss-Newton.
Sea A una serie de tiempo, tal que (A1....Am), donde Ai =
(
Ai1....A
i
ni
) ∈ RdiXni , para Ai se
encuentra una transformacio´n no lineal Wi ∈ {0, 1}ni×l, un espacio de baja dimensio´n Vi ∈ Rdi×d
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de tal manera que la secuencia resultante se encuentra bien alineada, y de este modo se reduce la
suma a pares.
V Ti AiWi ∈ R
d×l
JGTW ({W i , Vi}) =
m∑
i=1
m∑
j=1
1
2
∥∥V Ti AiWi − V Tj AjWj∥∥+ ( m∑
i=1
ψ (Wi) , φ(Vi))
Donde ψ y φ son funciones de regulacio´n, si queremos optimizar a JGTW , tendremos que hacerlo
alternadamente, primero calculando Wi usando el algoritmo de Gauss-Newton, luego se calcula Vi
usando mCCA este proceso se hace hasta que converge en un punto.
Consideremos la matriz de deformacio´n temporal W ∈ {1, 0}n×l, para disminuir el costo compu-
tacional se aproxima el camino deformado p ∈ {1 : n}l y se parametriza la matriz, W (p) como una
combinacio´n lineal de de funciones mono´tonas.
p = Ea
Donde g es el vector de peso g = g+ g′, definimos entonces a = [a : a′] ∈ Rg y E = [E : E′] ∈ Rl×g,
y como el DTW se aplican las condiciones de contorno, monoton´ıa y continuidad para obtener
finalmente.
Ψa = {a|La ≤ b} , ψ = η ‖UEa‖22
Donde U ∈ Rl×l es el primer operador diferencial. La optimizacio´n de quedar´ıa como la siguiente
ecuacio´n.
JGTW ({ai}) =
m∑
i=1
m∑
j=1
1
2
∥∥V Ti AiW (Eiai)− V Tj AjW (Ejaj)∥∥2U + ( m∑
i=1
ηi ‖UEiai‖ 22)
Esta ultima ecuacio´n no es lineal, por eso que se puede seguir optimizando para esta parte se linealiza
con la aproximacio´n de Taylor de primer orden y luego se usa el algoritmo de Gauss-Newton,
aplicando la aproximacio´n de Taylor al primer factor tenemos que V Ti ai (Ei (ai + δi)) ∈ Rd×l, y se
puede decir que:
vec
(
V Ti Ai (Ei (ai + δi))
) ≈ vi +Giδi
Reemplazando esto en la ecuacio´n tenemos que.
JGTW ({ai + δi}) =
m∑
i=1
m∑
j=1
1
2
‖vi +Giδi − vj +Gjδj‖22 + (
m∑
i=1
ηi ‖UiEi (ai + δi)‖ 22)
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Ape´ndice B
DESCOMPOSICIO´N EN VALORES
SINGULARES (SVD)
Esta factorizacio´n es una de las mas u´tiles y usada en el procesamiento de sen˜ales ver [13], partimos
de saber que toda matriz sime´trica A ∈ <n×n puede ser descompuesta A = PDP T , donde P
corresponde a una matriz ortogonal (P T = P−1) y D representa una matriz diagonal que contiene
los autovalores de A. Si A no es sime´trica, pero es cuadrada y diagonizable, existe entonces una
descomposicio´n de la forma A = SDS−1, donde S es una matriz no singular, que puede ser o no
ortogonal.
De manera generalizada, toda matriz A ∈ <m×n, donde m > n, sime´trica o no, posee una faccionario
de la forma:
A = UDV T
Donde U ∈ <m×n representa una matriz con columnas ortogonales, V ∈ <n×n es una matriz
ortogonal y D ∈ <n×n es una matriz diagonal . Esta representacio´n es una Descomposicio´n en
Valores Singulares (SVD).
Para una matriz A ∈ <m×n,el producto de matricial ATA ∈ <n×n es sime´trico y por ende diagoni-
zable;Entonces,los autovalores de ATA son reales y no negativos, ya que para cualquier autovector
u, se sabe que:
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ATAu = λu
Al multiplicar ambos lados de la igualdad por u, se tiene:
uTATAu = λuTu
De lo anterior se obtiene:
‖Au‖2 = λ‖u‖2
Se deduce de esta expresio´n que λ > 0; por lo que cobra sentido tomar como autovalores de ATA
las ra´ıces
√
λi, para todo i = 1, ..., n.
Se dice entonces que los Valores Singulares de una matriz A de m× n se definen como las ra´ıces
cuadradas de los autovalores de ATA y se denotan mediante σ1, ..., σn, estos valores cumple la
condicio´n de que σ1 > σ2 > ... > σn.
Dada la simetr´ıa de ATA se sabe que existen n autovectores ortogonales de longitud 1, que pueden
ser o no una base determinada por v1, v2, ..., vn, ordenados en correspondencia con los autovalores
λ1 > λ2 > ... > λn y que satisfacen:
ATAvi = λivi
Esta expresio´n se puede escribir como:
‖Avi‖2 = λi
Que equivale a:
‖Avi‖ =
√
λi
Se hace evidente entonces, que los valores singulares de A son las longitudes de los vectores
Av1, Av2, ..., Avn.
Con base en anterior, lo que se pretende es demostrar que una matriz A de m × n con m > n, se
puede descomponer en sus valores singulares, para llegar a una factorizacio´n de la forma:
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A = U
∑
V T
Donde U representa una matriz con columnas ortogonales de dimensiones m× n , V es una matriz
ortogonal cuadrada n× n y ∑ representa una matriz diagonal de n× n.
Si los valores singulares no nulos de A son σ1 > σ2 > ... > σr > 0, con r 6 n, el rango de A es r < n
, entonces σr+1 = σr+2 = ... = σn = 0, y por consiguiente
∑
es una matriz de dimensiones n × n
tendra´ forma en bloques, espec´ıficamente un bloque diagonal D con dimensiones r 6 r pudie´ndose
dar el caso de que r sea igual a n y el resto de bloques compuestos por matrices nulas.
∑
=
∣∣∣∣∣∣ D 00 0
∣∣∣∣∣∣
Donde D esta compuesto por:
D =
∣∣∣∣∣∣∣∣∣
σ1 · · · 0
...
. . .
...
0 · · · σr
∣∣∣∣∣∣∣∣∣
Dado el caso en el que r coincida con n,
∑
= D y las matrices bulas no aparecera´n.
Para encontrar la matriz ortogonal V se debe determinar inicialmente una base ortogonal {v1, ..., vn}
de vectores de <n compuesta por autovectores de la matriz ATA.
V = {v1, v2, ..., vn}
Por otra parte, para la matriz U de m × n, se observa que los vectores de <m : Av1,Av2, ..., Avn,
los cuales son un conjunto de n vectores,que dependiendo de r, sera´n r − ortogonales. Esto debido
a que para dos autovectores de ATA, vi y vj con i 6= j, por ser ortogonales se cumple:
vj
TATAvi = vj
T · λivi = 0
Puesto que los valores singulares son σi = ‖Avi‖, y que los primeros valores de r son no nulos, es
posible normalizar los Avi, con i = 1, ..., r, considerando:
ui =
Avi
σi
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Esto garantiza que [u1, ..., ur] sean ortonormales en <m.
Cuando r < n, se tiene que para r + 1, ..., n, por consiguiente:
vi
TATAvi = vi
T · λivi = 0
De donde se deduce que λi = 0, por lo que ‖Avi‖2 = 0 y de manera simplificada Avi = 0, siendo
nulos para i = r + 1, ..., n.
Bajo esta condicio´n (r < n) se debe extender el conjunto U = [u1, u2, ..., ur, ur+1, ..., un] para obtener
n vectores ortonormales de <m.
La matriz U esta constituida por columnas ortonormales U = [u1, u2, ..., ur, ur+1, ..., un]. Si (m < n)
no es una base ortogonal de <em×m.
Con las matrices V ,U , y
∑
definidas, se verifica que:
A = U
∑
V T
Dado que por ser una matriz ortogonal V T = V −1, probar que A = U
∑
V T , se logra simplemente
multiplicando por V ambos miembros de la expresio´n y planteando que r puede ser menor a n:
AV = U
∑
Sabiendo que Avi = σiui, para i = 1, 2, ..., r y que para i = r + 1, ..., n se tiene que ‖Avi‖ = σi; si
r < n:
Avi = 0, para i = r + 1, ..., n
Por lo tanto:
AV = A [v1, ..., vn] = [Av1, ..., Avn]
Lo que nos lleva a:
AV = [Av1, ..., Avn, 0..,0] = [σ1u1, ..., σrur..,0..,0]
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AV =
[
u1 u2 · · · un
]

σ1 · · · 0
...
. . .
...
0 · · · σr
O
O O
 = UΣ
Se denominan vectores singulares por la izquierda deA a los vectores de las columnas de U ,y vectores
singulares por la derecha de A a los vectores de las columnas de V . La matriz
∑
esta determinada
en forma u´nica por A pues contiene los valores singulares de esta, mientras las matrices U y V no
se determinan en forma u´nica. En el caso de que A sea menor a n, otra forma de representar su
SV D es:
AV = UΣV T =
[
u1 u2 · · · un
]

σ1 · · · 0
...
. . .
...
0 · · · σr
O
O O


vT1
vT2
...
vTn

Que equivale a:
AV =
[
u1 · · · ur ur+1 · · · un
]

σ1 · · · 0
...
. . .
...
0 · · · σr
O
O O


vT1
...
vTr
vTr+1
...
vTn

Reordenando las matrices se obtiene:
AV =
[
u1 u2 · · · ur
]
σ1 · · · 0
...
. . .
...
0 · · · σr


vT1
...
vTr
+ [ ur+1 · · · un ] [ O ]

vTr+1
...
vTn

AV =
[
u1 u2 · · · ur
]
σ1 · · · 0
...
. . .
...
0 · · · σr


vT1
...
vTr

B-5
APE´NDICE B. DESCOMPOSICIO´N EN VALORES SINGULARES (SVD)
Finalmente se tiene que:
AV =
[
σ1u1 · · · σrur
]
vT1
...
vTr
 = σ1u1vT1 + · · ·+ σrurvTr
La Descomposicio´n en Valores Singulares de una matriz A brinda informacio´n importante acerca
de la matriz. Para la SVD de una matriz A de m × n, cuyos valores singulares para r 6 n son
σ1, · · · , σr, se tiene que:
1. El rango de A es r.
2. {u1, u2, ..., ur} es una base ortonormal de R (A).
3. {ur+1, ur+2, ..., un, ..., um} es una base ortonormal de N
(
AT
)
.
4. {v1, v2, ..., vr} es una base ortonormal de R
(
AT
)
.
5. Si r < n, entonces{vr+1, vr+2, ..., vn} es una base ortonormal N (A).
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BASE DE DATOS COHN-KANADE.
La base de datos CK+ fue creada con el propo´sito de promover los estudios en la deteccio´n au-
toma´tica de expresiones faciales, y cuenta con el respaldo del National Institute of Mental Health.
En este ape´ndice proporcionamos la informacio´n de mayor intere´s.
La Cohn Kanade cuenta con 68 landmark en un espacio normalizado de 2d, pero adoptamos los
40 puntos ma´s representativos segu´n Maja Pantic en sus trabajos [14], los puntos son los que se
muestran en la imagen C.1.
E, E1 Esquina exterior de la ceja
D, D1 Esquina interna de la ceja
A, A1 Esquina exterior del ojo
B, B1 Esquina interna del ojo
F, F1 Parte superior del ojo
G, G1 Fondo del ojo
H, H1 Esquina exterior de la nariz
k Tope del labio
L Fondo del labio
I,J Esquinas de los labios
M Punta de la barbilla
TABLA C.1: Puntos de referencia
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Figura C.1: Puntos faciales tomados de Output-associative RVM regression for dimen-
sional and continuous emotion prediction
Estos landmark en la base de datos CK+ son los siguientes.
Area Puntos en x Puntos en Y
Cejas [27,23] y [22,18] [95,91] y [90,86]
Ojos [43,45,46,47] y [37,38,40,42] [111,113,114,115] y [105,106,108,110]
Nariz [36,34,32] [104,102,100]
Boca [49,52,55,58] [117,120,123,126]
barbilla [9] [77]
TABLA C.2: Puntos de referencia en la CK+
Como las secuencias son de diferente longitud se aplico la te´cnica GTW ya nombrada para finalmente
obtener una longitud de 71 frames, adema´s se tuvo en cuenta ira, asco, felicidad y sorpresa.
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Emocio´n Secuencias
Ira 45
Desprecio 18
Asco 59
Miedo 25
felicidad 69
Tristeza 28
Sorpresa 83
TABLA C.3: Nu´meros de secuencias
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ALGORITMO DE K-MEDIAS.
K-medias es un me´todo de agrupamiento, que consiste en dividir un conjunto de n observaciones
en K grupos, en el que cada observacio´n pertenece al grupo ma´s cercano a la media o centroide
caracter´ıstico [15]. De manera mas especifica, supo´ngase una matriz de datos X = (xij)n×p, donde
se tiene n observaciones y p variables. Se eligen K grupos bajo determinado criterio o de manera
arbitraria y se reescribe xij como xijk, es decir el dato xij asignado al grupo k, con k = 1, . . . ,K.
Seguido se define el valor de x¯jk como el promedio de la j−e´sima variable que pertenece al grupo
k, es decir:
x¯jk =
1
nk
nk∑
i=1
xijk, (D.1)
donde nk es el taman˜o del grupo k, y n1 + . . .+ nK = n. Posteriormente se calcula la suma de las
distancias cuadra´ticas de todas las observaciones del grupo k correspondiente a la j−e´sima columna
respecto de la media dentro del grupo.
nk∑
i=1
(xijk − x¯jk)2.
Ahora se suman las distancias cuadra´ticas para cada columna y seguido para cada grupo:
K∑
k=1
p∑
j=1
nk∑
i=1
(xijk − x¯jk)
2
. (D.2)
Esta suma es conocida como suma de cuadrados dentro del grupo (SCDG), se emplea para medir
la homogeneidad entre la particio´n de los K grupos escogidos. En el caso en el que la suma sea
C-4
APE´NDICE D. ALGORITMO DE K-MEDIAS.
mı´nima se debe mejorar la particio´n. De lo contrario se conserva la particio´n que genere el siguiente
valor:
mı´nSCDG = mı´n
K∑
k=1
p∑
j=1
nk∑
i=1
(xijk − x¯jk)
2
. (D.3)
EL termino
nk∑
i=1
(xijk − x¯jk)2 no es ma´s que la varianza de la j−e´sima columna dentro del grupo k,
si se designa la varianza por sjk
2, se tiene:
sjk
2 = 1nk
nk∑
i=1
(xijk − x¯jk)2,
entonces (D.2) se reescribe como:
K∑
k=1
p∑
j=1
nksjk
2
De donde minimizar (D.2) equivale a:
mı´nSCDG = mı´n
K∑
k=1
p∑
j=1
nksjk
2.
La construccio´n de todos los valores SCDG se realiza para cada particio´n posible de K grupos,
lo cual se traduce en una alta carga computacional. Se busca entonces una solucio´n mas eficiente.
Teniendo la muestra particionada en K grupos, se tiene un grupo k ∈ K, para el que se calcula el
vector de medias X¯k:
X¯k =

x¯1k
...
x¯pk

Posteriormente se miden las distancias cuadra´ticas entre los puntos de cada grupo con su media,
para un k en particular.
nk∑
i=1
(xik − x¯k)t (xik − x¯k),
donde el vector xik esta´ formado por la observacio´n i−e´sima que pertenece al grupo k. Luego se
aplica este ca´lculo para todos los grupos, obtenie´ndose el mı´nimo sobre todas las particiones en K
grupos de las n observaciones. Es decir:
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mı´n
K∑
k=1
nk∑
i=1
(xik − x¯k)t (xik − x¯k) = mı´n
K∑
k=1
nk∑
i=1
d2 (i, k), (D.4)
donde el termino d2(i, k), corresponde a la distancia cuadra´tica entre el elemento i del grupo k y la
media de dicho grupo.
Notese tambie´n que d2(i, k), donde traza
[
d2 (i, k)
]
= d2 (i, k, ) de forma que:
mı´n
K∑
k=1
nk∑
i=1
traza
[
d2 (i, k)
]
= mı´n traza
K∑
k=1
nk∑
i=1
(xik − x¯k)(xik − x¯k)t,
renombrando la matriz de la suma de cuadrados dentro de los grupos W , se tiene:
W =
K∑
k=1
nk∑
i=1
(xik − x¯k)(xik − x¯k)t,
de esta manera se tiene:
mı´n traza (W ) = mı´nSCDG. (D.5)
A (D.5) se le conoce como criterio de traza. Partiendo de esta definicio´n se puede encontrar un
algoritmo o´ptimo en funcio´n de la traza W , el cual se enuncia de la siguiente manera:
1. Partir de una asignacio´n inicial, esta puede ser arbitraria
2. Comprobar si moviendo algu´n elemento se reduce la traza(W )
3. Si se reduce la traza(W ), se calculan de nuevo todas las medias de los dos grupos afectados
por el cambio (en un grupo la variable que sale y el otro grupo donde recibe a la variable que
salio´). Luego volver al paso (2). Si no es posible reducir la traza(W ) terminar el proceso.
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