Abstract. Primal-dual interior-point methods for linear complementarity and linear programming problems solve a linear system of equations to obtain a modi ed Newton step at each iteration. These linear systems become increasingly ill-conditioned in the later stages of the algorithm, but the computed steps are often su ciently accurate to be useful. We use error analysis techniques tailored to the special structure of these linear systems to explain this observation and examine how theoretically superlinear convergence of a path-following algorithm is a ected by the roundo errors.
1. Introduction. The monotone linear complementarity problem (LCP) is the problem of nding a vector pair (x; y) 2 R l n R l n such that y = Mx + q; (x; y) 0; x T y = 0; (1) where M (a real, n n positive semide nite matrix) and q (a real vector with n elements) are given. Note that M need not be symmetric. It is well known that (1) includes the linear programming problem as a special case. Speci cally, for the linear programming formulation min z c T z subject to Az b; z 0; (2) where A 2 R l m p , we can introduce the dual variable 2 R l m for the constraint Az b and obtain the following necessary and su cient conditions for optimality of the primal-dual pair (z; (3b) For appropriate de nitions of M and q, (3) has the form (1). Little is lost from either the practical or theoretical point of view by applying interior-point algorithms for (1) to the special cases of linear and convex quadratic programming, provided that the special structure of each problem is exploited in the solution of the linear systems at each iteration.
Interior-point methods for (1) to be solved for a search direction (u; v) at each iteration. A ne-scaling methods solve (4) with = 0 to nd a search direction, then step a fraction of the distance along this direction to the boundary of the nonnegative orthant de ned by (x; y) 0. A nescaling steps (u; v) are simply Newton steps for the system of nonlinear equations F(x; y) = Mx + q ? y XY e = 0 0 : (5) Path-following methods (see, for example, Monteiro and Adler 10], Zhang 19 ], Wright 14] ) generate steps by using generally positive values of in (4) . (As we see later, the algorithm of 14] allows = 0 on some iterates in an attempt to attain the rapid local convergence associated with Newton's method.) Potential-reduction methods (see, for example, Kojima, Mizuno, and Yoshise 6], Kojima, Kurita, and Mizuno 5]) also determine search directions by solving systems like (4), but they refer to a logarithmic potential function to decide how far to move along the computed direction. Predictorcorrector methods (see, for example, Ye and Anstreicher 18], Ji, Potra, and Huang 4], Potra 12] ) take steps with either = 0 or = 1.
The system (4) is highly structured; since the diagonals of X and Y are strictly positive, we can rearrange the system to obtain 
where Y z and Y are positive diagonal matrices and Z = diag(z 1 ; : : :; z p ); = diag( 1 ; : : :; m ): The matrix in (7) can be made symmetric inde nite by multiplying the rst block row by ?1. This system can be reduced even further by eliminating either u z or u . Vanderbei 13] , handle the formulation (7). Analysis of algorithms for these formulations are discussed in another preprint 16] . In this paper, we focus on the system arising from general monotone LCP (6) , and analyze the behavior of Gaussian elimination with pivoting applied to this system.
Since for any index i = 1; : : :; n, at least one of x i and y i is zero at the solution, we would expect some of the diagonal elements of X ?1 Y to approach zero and some to approach +1 as the solution set is approached. Hence the coe cient matrix in (6a) tends to become increasingly ill-conditioned during the later stages of the algorithm. From the standard error analysis of linear systems, we might therefore expect that rounding errors in the step (u; v) make it useless in advancing the algorithm towards convergence. In this paper, we show that while the theoretical superlinear properties suggested by the exact analysis are not generally observed, implementations of the algorithms can still exhibit rapid convergence if the parameters are set to appropriate values. For a particular path-following infeasible-interior-point algorithm with strong theoretical convergence properties, these conclusions are presented in Section 4 and con rmed by computational experiments in Section 5. Section 3 lays the groundwork by deriving bounds on the rounding errors in the computed values of (u; v), for a wide class of algorithms that includes the algorithm of Sections 4 and 5. Section 2 presents the assumptions and a fundamental result from error analysis.
Linear systems that arise in logarithmic barrier methods for constrained optimization methods were analyzed by Poncele on 11]. The Newton equations for each logarithmic subproblem are similar to (6a) in that the large elements occur only on the diagonal. Despite the apparent ill-conditioning of these systems, Poncele on showed that their sensitivity to structured perturbations from a certain class is governed by the conditioning of the underlying problem and does not depend on the current value of the barrier parameter. Poncele on's analysis is somewhat di erent from that of Section 3 | she looks at the relative error in the components of the solution, rather than starting with the absolute error | but her conclusions are consistent with those obtained in Section 3.
In subsequent sections, subscripts denote components of a vector, while iteration indices (usually k) appear as subscripts on scalars and as superscripts on vectors and matrices. The sets B and N form a partition of the index set f1; 2; : : :; ng de ned in Assumption 1 below. If x 2 R l n , then x B = x i ] i2B ; X = diag(x) = diag(x 1 ; x 2 ; : : :; x n ); X B = diag(x B ); and so on. For the matrix M 2 R l n n , we have M BN We use u to denote unit roundo , which we de ne implicitly by the statement that when x and y are any two oating point numbers, op denotes +; ?; ; =, and (z) denotes the oating point representation of any real number z, we have (x opy) = (x opy)(1 + ); j j u: (9) Hence, kr k k = O( k ) for all k, so the infeasibility is always bounded by a multiple of the complementarity gap .
When the initial point is feasible (r 0 = 0), predictor-corrector algorithms such as that of Ji, Potra, and Huang 4] are special cases of Algorithm PFI. This framework also includes the infeasible-interior-point algorithms of Zhang 19] and Wright 15, 14] . These algorithms choose k+1 and k so that a step k of nontrivial length can always be taken without violating the required conditions.
In practical implementations of interior-point methods, the framework of Algorithm PFI is usually modi ed slightly. In linear programming codes, di erent step lengths are usually chosen for the primal and dual components of x, as experience has shown that this strategy tends to reduce the number of iterations slightly. Moreover, explicit membership of the neighborhood (10) is usually not enforced. (A more common strategy, for which there is no supporting theory, is to nd the largest value of in 0; 1] that keeps (x k ; y k ) + (u k ; v k ) in the nonnegative orthant and then choose k to be a xed fraction of this length.) The predictor-corrector strategy of Mehrotra 9] , used also in the codes of Lustig, Marsten, and Shanno 8], Vanderbei 13] , and Xu, Hung, and Ye 17] , adds extra terms to the lower part of the right-hand side on \corrector" iterations. Nevertheless, the coe cient matrices used in these practical algorithms are the same as in (11), and our conclusions about the accuracy of the computed steps continue to hold, with minor modi cations to the analysis of Section 3.
For most of our analysis, we make the following assumptions about the data for problem (1) and its solution set: 5 ; (13) and each of the submatrices on the diagonal of (13) is nonsingular.
When the problem (1) is derived from a linear program as in (3), existence of a solution implies existence of a strictly complementary solution. However, for both this special case and the general case of M symmetric positive semide nite, uniqueness of the solution and well-conditioning of M BB are often not satis ed in practice, so Assumption 1 is quite strong. As we see, however, this Assumption plays an important role in showing that the errors in the computed solutions are not disastrous for the interior-point algorithm, just as well-conditioning of the square coe cient matrix A in a linear system Az = b is needed to ensure that the relative errors in the computed version of z are not too large. Our computational experience (Section 5) tends to indicate that Assumption 1 is necessary as well as su cient for rapid local convergence of the algorithm.
We make one further assumption on the iterates generated by the basic algorithm.
Assumption 2. The iterates generated by Algorithm PFI satisfy lim k!1 (x k ; y k ) = (x ; y ): Of course, it is not necessary to make this assumption for any reasonable instance of Algorithm PFI, since convergence to a solution should be one of the properties implied by the particular schemes for choosing k , k , and k . We make this assumption here merely to divorce the error estimates of the next section from any particular variant of Algorithm PFI.
By the implicit function theorem, the nonsingularity of the matrix (13), equation (11), and
We also have the following simple result. Lemma 2.1. There are positive constants C 1 and C 2 such that for all k su ciently large, we have
Proof. Because of Assumption 2, we can de ne an index K and positive constants C 1 and C 2 such that x k i 2 C 2 ; C 1 ]; 8k K; 8i 2 B; y k i 2 C 2 ; C 1 ]; 8k K; 8i 2 N: Therefore, since (x k ; y k ) > 0, we have for k K, i 2 N, that
Also,
Therefore (15a) holds with C 1 = min = C 1 and C 2 = n= C 2 . The proof of (15b) is similar. Finally, we state a result from the roundo error analysis of Gaussian elimination, for reference in the next section. 
and m = mu=(1 ? mu) = O(u).
Proof. Follows immediately from Theorem 6.4 of Higham 3] . During Gaussian elimination, the size of the largest element in each column of the remaining submatrix may grow as multiples of the pivot rows are added to later rows in the matrix. We quantify this growth by the growth factor , de ned as the smallest positive number such that Our rst main result concerning components ofû is the following.
Theorem 3.2. Letû be computed by applying Gaussian elimination with row partial pivoting to (6a), and suppose that the growth factor is not too large. Then for all su ciently small, we have
Proof. We assume that is much smaller than all the quantities in Assumption 1(b), so that 1. We retain only the lowest-order terms in u and in the analysis since, by our assumptions, higher order terms are small enough to be absorbed into lower-order terms with minor perturbations of the coe cients.
From We can, however, perform an analysis that takes all the possibilities into account, as we show in the following theorem. Gaussian elimination with complete pivoting is possibly more relevant to practical algorithms, since sparse elimination algorithms rearrange both rows and columns and hence can be regarded as approximations to the complete pivoting strategy. The main error results for complete pivoting are the same as those for partial pivoting. To justify this claim, we note rst that the nonbasic indices will eventually be used as pivots before any of the basic indices are used, because of the large sizes of y i =x i , i 2 N. Moreover, the error matrices E BN 
By de ning G as the coe cient matrix in (31) and partitioning as before, we obtain after some manipulation that 4. E ect of Roundo Error on Local Convergence. We now consider the algorithm in 14], which can be described as follows. Given parameters k+1 2 ( min ; k ] and k 2 0; 1), the step k is chosen as We focus on this algorithm because of its strong theoretical properties, namely, global convergence from any positive starting point (x 0 ; y 0 ), polynomial complexity when properly initialized, and superlinear local convergence. Also, the method performs well in computational tests and is quite similar (at least in its \non-superlinear" phase where k ) to the algorithm implemented by Lustig, Marsten, and Shanno 8]. We assume throughout that nite termination does not occur, that is, the algorithm generates an in nite sequence of strictly positive iterates (x k ; y k ).
In this section, we examine how the behavior of this algorithm is a ected when the computed steps (û k ;v k ) are used in place of the exact steps (u k ; v k ). We start by showing that near-unit steplengths can eventually be taken by this algorithm without violating the positivity condition (x k ; y k ) > 0. Consequently, there exists the possibility of rapid convergence of the sequence of complementarity gaps k to zero, even in the presence of roundo error. We re ne the results to show that for the safe steps ( k ), we actually have k = 1 when k is su ciently small.
In all the analysis below, our convention is to use the iteration index k in the statement of each result, but omit it in the proofs. The case of i 2 B is proved in a similar way by using (28b).
We now show that near-unit steps produce fast linear convergence of the complementarity gap to zero. Theorem 4.2. If k is su ciently large, then
Proof. For any i = 1; : : :; n, we have from the second part of equation (4) (38) which yields the desired result. We now examine the safe steps, for which k , and show that k = 1 satis es the criteria (33) and (34) for large enough k, even when the computed search direction (û k ;v k ) is used in place of the exact direction (u k ; v k ). That is, a unit step is taken. . Moreover, the function in (33) is decreasing over this interval. We conclude that k = 1 is the step chosen by the line search procedure, giving the result.
We turn now to fast step, for which k = 0, k = tk , and k+1 = min + tk ( max ? min ). The (exact) analysis in Wright 14] (45) and (46) that the result holds for k de ned by k = max (3) k ; (1) k + (2) This result accurately indicates the behavior of fast steps on later iterations of the algorithm. The quantity k is typically either extremely small or else quite signi cant (that is, k = (1)), depending on the sign of certain products such asû Tv ,û ivi , and so on. When k is tiny and k + u tk , the value of k is very close to 1, and the fast step is accepted with a large reduction in . When k is larger, or when tk = O(u), the fast step may not lead to a very large decrease in and may even be rejected in favor of a safe step.
We summarize the results of this section in the following theorem. (51) Though we made no special e ort to tune these constants to their optimal values, our experience indicates that the choices (50), (51) are e cient for these and other types of problems.
In Tables 1{4 we tabulate the behavior of the algorithm of Section 4. Many of the uninteresting safe iterates are omitted. An asterisk in the last column indicates that a fast step was taken from this iterate. We terminate the algorithm when falls below 10 ?20 .
These tables indicate rapid convergence of the algorithm during its nal stages. Typically, the algorithm takes only fast steps after it has decreased below a certain threshold. (The experience of the author and others indicates that this threshold is quite small for linear and quadratic problems, so that superlinear convergence does not set in until quite late in the process. Preliminary experience with nonlinear problems indicates that fast steps are typically taken at an earlier stage, that is, the threshold is not so small.)
The behavior observed in Tables 1{4 certainly con rms the e cacy of Gaussian elimination with partial pivoting in the context of this interior-point method. The linear algebra continues to produce good steps even when is extremely small. The convergence of to zero appears to be superlinear in each case (even quadratic, in the case of Table 4 ). These tables do not, however, show the asymptotic behavior suggested by Theorem 4.5. To see it, we must continue to run the algorithm past the point of convergence. Table 5 shows what happens when we continue to iterate on the problem of Table 3 until is reduced below 10 ?100 . (The late asymptotic Table 1 Convergence of the algorithm: Problem type (i), n = nr = 20 k log 10 k log 10 Table 5 Later iterates on the problem of Table 3 k log 10 k log 10 convergence was qualitatively similar on all the problems we tried, so we report just this one instance.) Note that fast steps are taken on each iteration with decrease factors between 10 ?4 and 10 ?12 , except for one iteration | the 38th | on which a safe step is taken with a decrease ratio of almost exactly k = 10 ?2 . The existence of these two kinds of steps and their e ects on k are in close accord with the predictions of Theorem 4.5.
Note that in all the tables the residual norm kr k k decreases to O(u) but no further.
As discussed in the proof of Theorem 3.2, this behavior is due to roundo error in the calculation of r k via the formula r k = y k ? Mx k ? q.
We experimented with a version of the code in which a modi ed complete pivoting strategy was used for solving (6a). The columns of the coe cient matrix were ordered by decreasing value of k k 1 before Gaussian elimination with partial pivoting was applied. Asymptotically, this strategy has the e ect of ordering the nonbasic columns rst, so the analysis at the end of Section 3 still applies. As predicted in that analysis, this version of the algorithm behaves only slightly di erently from the partial pivoting version described above.
The assumption that M BB is nonsingular (indeed, well conditioned) plays an important role in the analysis of Sections 3 and 4. Theoretically, the algorithm of Section 4 is known to have fast local convergence even when M BB is singular and the solution is not unique. We tested to see whether fast convergence was attainable in practice by forming a problem from the class (i) with n r = 25. Since B contains 50 indices, the submatrix M BB is certainly rank de cient. The result of this run is summarized in Table 6 . It is clear that the behavior indicated in Theorem 4.5 does not occur. After taking two fast steps and converging to k 10 ?7 by iteration 14, the algorithm stalls and makes very little progress from that point on. This and other similar examples suggest that the assumption of M BB nonsingular probably cannot be relaxed. Table 6 Convergence in the case of M BB rank-de cient: Problem type (i), n = 100, nr = 25 k log 10 k log 10 
