Loop fusion is a reordering transformation that merges multiple loops into a single loop. It can increase data locality and the granularity of parallel loops, thus improving program performance. Previous approaches to this problem have looked at these two bene"ts in isolation. In this work, we propose a new model which considers data locality, parallelism and register pressure together. We build a weighted directed acyclic graph in which the nodes represent program loops along with their register pressure, and the edges represent the amount of locality and parallelism present. The direction of an edge represents an execution order constraint. We then partition the graph into components such that the sum of the weights on the edges cut is minimized, subject to the constraint that the nodes in the same partition can be safely fused together, and the register pressure of the combined loop does not exceed the number of available registers. Previous work demonstrates that the general problem of "nding optimal partitions is NP-hard. In restricted cases, we show that it is possible to arrive at the optimal solution. We give an algorithm for the restricted case and a heuristic for the general case. We demonstrate the effectiveness of fusion and our approach with experimental results.
INTRODUCTION
Loop fusion is a source-to-source program transformation which merges two or more loops into a single loop and has the following bene"ts.
• Fusion increases variable reuse by bringing references closer together in time.
• Fusion increases the granule size of parallel loops, which is desirable because it eliminates barrier synchronization points. Uniprocessors may also bene"t from larger granule loops because they provide more fodder for instruction scheduling.
• Fusion reduces loop overhead.
Consider the two loops L 1 and L 2 in Figure 1 . Fusion merges these two loop bodies into a single loop F 1 . This loop promotes reuse of A(I ) because the second statement references A(I ) immediately instead of N iterations later. In the fused version, A(I ) is likely to be in the cache or a register. Thus, the second statement can access it without having to go to main memory. In the original version, variable A(I ) is accessed in loop L 2 , N iterations after loop L 1 writes it. If N is large, it is much less likely that A(I ) will be in cache when L 2 executes. Fusion therefore exploits temporal data locality. Consider the references B(I ) and B(I + 1) in loops L 1 and L 2 respectively. Before fusion these references occur N iterations apart, whereas in the fused loop these two occur in consecutive statements. Assuming a cache line size greater than one array element, B(I ) and B(I + 1) will often be found on the same cache line on the same iteration, exploiting spatial locality. The array accesses B(I ) and B(I + 1) also access the same location one iteration apart, exploiting temporal locality. Loop overhead is reduced because instead of two loops, now we have only one, which can execute in parallel.
A performance improvement of about 40% is achieved on the program fragment of Figure 1 with N = 1024 on an Alpha workstation. On an SGI Challenge with four nodes, a 22% improvement in execution time occurs because fusion improves the reuse and, more importantly, it eliminates the barrier synchronization point between the loops. Clearly, loop fusion is a powerful program transformation that can decrease the execution time of both sequential and parallel programs. Loop fusion has been studied by several other researchers and in Section 6 we discuss other approaches.
In this paper, we examine the fusion problem for maximizing parallelism and data locality together for loop nests in Fortran programs, given a maximum number of registers that each loop may use. The general fusion problem is known to be NP-hard [1] . Here we present an optimal solution to a restricted case: when data dependences among loops form a tree. We use a dynamic programming solution, which runs in linear time with respect to the number of loops and quadratic time in the number of available registers. Our solution is very #exible since it can completely reorder the loop nests to achieve the maximum bene"t of loop fusion. Also, the relative importance of parallelism versus locality is parametrized so that we obtain ef"cient solutions on both uniprocessors and multiprocessors with the same algorithm using different parameters. We present hand-performed experiments using our algorithm on a variety of uniprocessors (DEC Alpha, Sun Sparc and SGI Challenge) and multiprocessors (DEC Alpha and SGI Challenge) to demonstrate the effectiveness of our approach. In many cases, our algorithm produces the optimal solution. Improvements for loop nests on the uniprocessors range from −5% to 31%, and from 0% to 25% for whole programs. Improvements for loop nests on the multiprocessors range from 0.5% to 36%.
The remainder of this paper is organized as follows. We "rst give a brief background of dependences analysis in Section 2. We present a formal statement of the loop fusion problem in Section 3. Section 4 presents an optimal algorithm to solve the fusion problem for trees. We discuss experimental results in Section 5. Section 6 compares our approach to related work. Finally, we suggest future work in Section 7 and conclude in Section 8.
BACKGROUND

Dependence analysis
The notion of dependence analysis is central to source-tosource program transformations in parallel computing. A dependence exists between two statements in a program if there exists a control-#ow path from the "rst statement to the second one and both statements reference the same memory location [2] [3] [4] . A dependence is classi"ed as a true, anti, output or input dependence. Figure 2 illustrates the four types of dependences. Note that true, anti and output dependences constrain the order in which statements correctly execute. Any program transformation that modi"es the execution order of statements must preserve all true, anti and output dependences. 1 Input dependences need not be preserved. A dependence is said to be loop carried if the references at the source and the sink of the dependence occur on different iterations of the loop. If both the source and sink occur in the same iteration, the dependence is called loop independent. The number of loop iterations between the source and sink of a loop-carried dependence is called the distance of the dependence. A distance of zero is assigned to loop-independent dependences. Loops in a nest are numbered from outermost to innermost to the depth of the nest. The outermost loop which gives rise to a loop-carried dependence is called the carrier of the dependence. The level of a dependence is the number of the outermost loop on which it is carried.
Legality test for fusion
Loop fusion is legal as long as it preserves any true, anti and output dependences in the original dependence graph. Between two loop nests, the following three conditions may occur:
1. no dependence between the two loops; 2. a loop-carried dependence carried by an outer loop enclosing both the loops being considered, or 3. a loop-independent dependence.
In the "rst two cases, fusion is clearly legal. It does not change the meaning of the program. In the case of a loop-independent dependence, fusion can transform the dependence such that it
• remains loop independent, or • becomes forward loop-carried, or • becomes backward loop-carried. Since the direction of the dependence is preserved in the "rst two cases, fusion is legal and improves the locality of the references involved in the dependence. Table 1 summarizes the ordering constraints that each edge type imposes on fusion, and its potential for reuse. For example, anti and output dependences impose a precedence constraint but offer no opportunities for reuse, assuming a writethrough cache.
Fusion is illegal when a loop-independent dependence becomes a backward loop-carried dependence after fusion. Such dependences are called fusion-preventing dependences [5] . A simple test for this case is dependence testing on the two loop bodies as if they were in a single loop [6] . If this single loop results in any backward-carried loop-independent dependences between references which originated in different loops, fusion is illegal.
PROBLEM STATEMENT
We solve the problem of fusing loops within a subroutine to increase the granularity of parallel loops as much as possible. At the same time, we increase the data locality of variable references within the fused loops. There is an additional constraint on the size of a fused loop, such that the register requirement of a fused loop does not exceed the number of available registers. This constraint may prevent us from fusing all legal candidate loops together. If a fused loop requires more than the maximum number of available registers (causing a register spill), then additional loads and stores from memory will have to be performed within the loop. We assume that this cost will offset any advantages gained by loop fusion, and do not fuse in this case.
In our model, we specify the relative preference for maximizing parallelism versus exploiting locality by two separate coef"cients α and β respectively. We now pose the problem formally.
as nodes of a graph, and a dependence relation D : {L × L} → {true, anti, input, output, independent} as edges; a function B that produces tuples that quantify the increase in locality and granularity of parallelism due to the fusion of two loops; B : (L × L) → + , + a function R specifying the register requirements of each individual loop R : L → ℵ and the maximum number of registers, R max , "nd a partitioning
is maximized 2 subject to the constraint
and the resulting graph is acyclic.
Equation (1) represents the combined bene"t of fusion implied by a particular partitioning. The summation in Equation (2) represents the constraint that the combined register pressure of all loops within each partition is smaller than the number of available registers 3 . We construct a fusion graph in which nodes are individual loops and directed or undirected edges between them have a weight corresponding to the function B quantifying the bene"t of fusing two loops at the end points. The direction of the edges denotes the direction of the dependence, except for input dependences edges which are undirected. If two loops are independent, then there is no edge between them. The bene"t B is computed using weighted tuples, α P, β R , on each edge where P and R denote parallelism and reuse opportunities along that edge, and α and β are the coef"cients which indicate the relative importance of achieving parallelism versus reuse. We compare these tuples lexicographically.
We quantify parallelism P as the number of iterations a fused loop can run in parallel. If there are no loop-carried dependences in the fused loop nest, then the whole iteration space can execute in parallel. On the other hand, if a loopcarried dependence exists at level k, then all the loops from level 1 to k − 1 can execute in parallel, and the amount of parallelism present is the iteration space size of k − 1 outer loops. The second quantity R in the edge weight tuple represents the amount of reuse gained by fusing two loops together. Reuse is obtained when we have true or input dependences in the fused loop. We model reuse by the number of true and input dependences multiplied by the iteration space of the fused loop. If the dependence distances are small, we assume the reused variable will be available in cache at the sink of the dependence. Otherwise we do not include those dependences while computing reuse. In our example programs all dependence distances were small (1, 2 or 3) and hence we considered all dependences. If reuse distances cross more than a few cache lines on the target architecture, they should probably be excluded. The two coef"cients α and β range from 0 to 1 and are scaling factors which can be tuned to the problem at hand. For example, while solving the fusion problem for uniprocessors we do not care about parallelism, and set the parallelism scaling coef"cient α to 0. Our partitioning algorithm will then seek the best partition solely with respect to data locality. In our experiments reported in Section 5, we found that a different β is needed for different machine architectures. In our experiments for parallel machines, however, we set both α and β to 1, giving equal importance to parallelism and locality. We do not explore tuning α and β to particular parallel machines, but we believe that different machines may require different tuning factors to achieve the best fusion results. We always compare edge weights lexicographically. Notice that edge weight tuples have the parallelism coef"cient in the "rst position because we assume that achieving parallelism is more important than improving locality.
Compatibility of loop headers
While modelling the fusion problem, an important question is`can we still fuse two loops together if they do not have the same number of iterations?' We handle this case by examining the loop headers. If the number of iterations of the two outer loops differ only by a small amount, say M, i.e. one loop is iterating N times and the other N + M times, we can split the loop with N + M iterations into two loops, one with N iterations and the other with M iterations. We now have three loops, two with N iterations that may be fused, and one with M iterations. We still have two loops after fusion. If they are parallel, they may require a barrier synchronization point. We model such loops with the bene"t of fusion as (α N − γ M), R , where γ M represents the disadvantage of splitting M iterations in a separate loop. Loop splitting should be done only between adjacent loops and only at the outermost level. To make adjacent loop headers conformable, scan the loop nests from top to bottom in the textual order. As pairs of loops with small differences in iteration counts are encountered, split the loop with the larger iteration space. None of our experiments use this capability.
Example
In this section, we show an example program and its resulting fusion graph.
Consider Figure 3 from erlebacher, an application from ICASE [7] . Fusion of the "ve loops L 1 through L 5 on the left results in the loops shown on the right. Figure 4 contains the fusion graph for the example in Figure 3 . Notice that this graph has three kinds of edges. In addition to directed and undirected dependence edges, the graph contains fusion-preventing edges. We cannot fuse two loops connected by a fusion-preventing edge because the resulting program would yield incorrect results. Edge L 1 L 3 is an undirected edge. Reuse is zero along this edge which means that if we fuse loops L 1 and L 3 , we do not gain reuse, though we do gain a higher granularity of parallelism. In this case, we can fuse both the outer J and inner I loops at once, and both are parallel. The amount of parallelism is thus α × JMAXD × IMAXD, the number of parallel loop iterations.
Similarly, there is a directed dependence edge L 2 L 5 which has JMAXD parallelism because after fusing L 2 and L 5 , JMAXD iterations are parallel. The inner loop cannot be parallelized because of the loop-carried dependence at level two on array F. The amount of reuse along edge L 2 L 5 is the iteration space of the K and I loops, i.e. (N − 2) × IMAXD. Edge L 4 L 5 is fusion-preventing because if we fuse loops L 4 and L 5 , the dependence on TOT(I,J) would reverse direction.
ALGORITHM
To set up the fusion problem, we "rst perform maximal distribution on the loops of the program. Maximal distribution means that a maximum number of loops are created, but all statements within a recurrence relation remain in the same loop [3] . Any dependence cycle is thus wholly contained within a loop. We break all loops into the "nest granularity possible and then fuse them together to achieve better reuse and granularity of parallel loops without violating any dependence constraints. Since our fusion algorithm allows reordering of the nests, loops may be in a different order after fusion without changing the meaning of a program. Next, we create a fusion graph for the collection of loops within a procedure. This fusion graph contains edge weights and vertex weight which we then partition. Before describing our algorithm, let us review what we know about a solution.
Properties of a correct fusion solution
Recall that Equations (1) and (2) in Section 3 together describe an optimization problem. Given a directed acyclic graph G = (V, E), a correct solution to our partitioning problem must satisfy all of the following properties:
1. If vertices i and j are in the same partition then all the vertices on the directed paths in G from i to j are also in the same partition. We call this constraint the convexity constraint.
Proof. Assume the opposite. In Figure 5 , we have i and j in partition A, while vertex k which is on the graph then neither parallelism nor reuse is gained by fusing those two nodes. We do not fuse such loops even though it might save some loop overhead in the uniprocessor case. 4. The total register requirement of a partition must be less than or equal to the maximum number of registers available (Equation (2)). The total register requirement of a partition is denoted by the weight of the node corresponding to a loop. Thus in a valid partition, the sum of the weights of the nodes in it must not exceed the maximum number of registers.
Any solution which is optimal must satisfy all of the above constraints and must minimize the sum of weights on edges having two endpoints in different partitions. However, optimal partitioning of directed acyclic graphs (DAGs) is NP-hard [8] . Here we develop a solution to a restricted case where all the dependence edges (input, true and anti) form a tree in the fusion graph and all fusion-preventing dependences are either tree edges or are forward edges. We now present an optimal partitioning technique for trees and modify it to work with our restricted fusion graphs.
Partitioning of trees
Lukes gives an algorithm for optimal partitioning of strict trees [9] . However, his method cannot restrict the partitions to avoid fusing loops connected by fusion-preventing edges. We extend his algorithm to optimally partition DAGs with all forward edges as fusion-preventing edges. This important restriction enables us to develop an optimal solution by modifying Lukes' algorithm and using his proof (see Subsection 4.6).
Lukes' algorithm is a dynamic programming algorithm which partitions trees from the bottom up. At each step, his algorithm combines optimal partitions of subtrees to form increasingly larger partitions until the whole tree is partitioned. In our version, we must keep track of optimal partitions of all subtrees and backtrack when we discover any fusion-preventing edges within any partition. (D)(E)(F) The remainder of this section is organized as follows. We "rst de"ne the algorithmic terminology in Subsection 4.3, describe the partitioning process in Subsection 4.4 and illustrate the process using an example in Subsection 4.5. We discuss optimality in Subsection 4.6 and give a heuristic for general graphs in Subsection 4.7.
Terminology
Cluster: a group of nodes in the same partition, e.g. if nodes
A, B and C are in the same partition, then we denote this cluster by (ABC). A partition of the graph is a collection of clusters. For example, the four ovals in Figure 6b represent
a partition consisting of four clusters: (BC D)(E)(F)(G).
Cluster weight/size (CW): the weight of a cluster is the sum of the weights of the individual nodes within the cluster. Recall that the weight of a node is the number of registers R(L i ) the loop L i uses. PR value: the parallelism and reuse value (PR value) of a partition is the sum of the edge weights where both endpoints are in the same cluster. The PR value quanti"es the overall bene"t B of fusing all the nodes within each cluster (see Equation (1)). Figure 6 shows PR values for two different partitions of the tree rooted at B. Clearly, partition (BC G)(DE F) with a PR value 4 of 12 is preferable compared to partition (BC D)(E)(F)(G) with a PR value of only 7.
Partition(G) // G is the input fusion graph
Ready ← All leaf nodes in G // Ready is the set of nodes all of whose children are already partitioned T ← Singleton partitions of leaf nodes marked optimal // T is a dynamic programming Save all partitions in T. 3.5 Mark the partition that is best so far. end for 4. Mark optimal partition. 5. If X 's parent has all its children partitioned, add X 's parent to Ready.
Until Ready = ∅ Partition X i : denotes a partition of a subtree rooted at node X where the cluster containing node X is exactly of weight i. X opt denotes the optimal partition of subtree X . As an example, Figure 6 shows two different partitions with root B. Both are B 3 partitions since in both the cluster containing B has weight 3 (one register per node in this example). If these two are the only partitions of the subtree rooted at B then B opt is Figure 6a , i.e. (BC G) (DE F) , since it has the higher PR value. If R max is the maximum weight constraint on individual clusters and node X itself has weight w, then C opt is the maximum value among partitions X w . . . X R max .
If two partitions of equal value exist, we choose one arbitrarily. Operator : combines two disjoint partitions of a subtree. Its effect depends on the optimality of the partitions.
1. Given two non-optimal partitions U i and V j connected by a dependence edge, a new partition is formed by merging the two clusters containing nodes U and V . The new cluster containing U and V has weight i + j, and all other clusters remain unchanged. Note that this step always forms the connected clusters and never merges two clusters without a dependence edge between two clusters. This property is important for proving correctness. 2. If one of the clusters is an optimal cluster, e.g. U i and V opt , then the clusters of U i and V opt are not merged but rather concatenated. Figure 8 shows application of when one of the clusters is optimal. Note that neither the weight of the clusters nor the PR value changes; the D 1 cluster remains D 1 and the PR value remains 0.
Partitioning process
The "rst step of partitioning is to generate the trivial partitions of the leaf nodes (nodes with out-degree 0) into singleton sets. The initial members of the Ready set are thus the leaf nodes. The Ready set consists of nodes, all of whose successors are already partitioned. For each node X in Ready with children {C 1 , . . . , C n }, we generate legal partitions and save them in a dynamic programming table. The pseudocode of the algorithm is presented in Figure 9 . Figure 10 illustrates the partitioning process of step 3, where X is the root of the subtree with n children labelled C 1 through C n . In Figure 10b , we show how step 3 creates partitions.
Step 3 "rst combines the root X with the optimal partition of "rst child C 1 using the operator to form legal partitions (step 3.1).
Step 3.1 then combines the resulting partitions with each successive child (Figure 10c ), adding X 's children one at a time. For each subtree ST i which consists of X and C 1 through C i , we save the partitions in a dynamic programming table T and specially mark the best partition. In the end, we get partitions of the entire subtree rooted at X (Figure 10d) . In step 4, we specially mark the optimal partition in the dynamic programming table T, with the highest PR value for ST n .
Step 3.1 always begins with these optimal partitions when forming partitions for X 's parents.
When the best partition so far for ST i−1 is combined with the optimal partition of a child C i using , we may discover a fusion-preventing edge within the resulting cluster (step 3.2). In this situation, we regenerate the partition using a suboptimal partition for one of the two subtrees (for ST i−1 or C i ) from T to eliminate the cluster with a fusion-preventing edge. We use the highest PR value partition possible to form the replacement partition. If the replacement partition still contains a cluster with a fusion-preventing dependence, we use the next best possible partitions of the smaller subtrees, and so on.
Example
Consider the fusion graph shown in Figure 11 . This graph has eight nodes, A through H , and has seven dependence edges among them (including an undirected edge C → D).
There are three fusion-preventing edges, A → G, A → E and B → E. If we ignore these three edges, we get a tree. Moreover, all these fusion-preventing edges (abbreviated as fp-edges) are forward edges. Integer numbers on dependence edges are the edge weights. For example, B → G has weight 2. Let us proceed to optimally partition the fusion graph shown in Figure 11 with the maximum permissible number of registers, R max = 4. We keep track of the current partitions by tracking the corresponding clusters in a table. Table 2 shows the dynamic programming table for Figure 11 . In steps 1-4, we generate trivial partitions of leaf nodes E, F, G and H , with cluster weights of one each. The`Clusters' column shows the clusters corresponding to each partition and the column PR shows the sum of the weights of intercluster edges. In steps 1-4, nodes E 1 , F 1 , G 1 and H 1 are marked as trivially optimal because the subtrees rooted at these nodes have been completely partitioned, and 0 is the maximum value among all such partitions. We denote the optimal partitions by a subscript`opt' in the`Subtree' column, and the optimal value by a superscript * in the PR column. At the beginning, each node with an outgoing fpedge is specially marked. We also compute the sum of the weights of nodes between the source and sink of each fp- Step Subtree Combine Clusters PR Comment
Choose subopt. D 2 , goto 8 13
Recovered from 18 20 
Recovered from 31 33
edge. If this weight is greater than the weight constraint on the individual partitions, then we can safely ignore such fpedges because a partition including both source and sink of an fp-edge must also include all the nodes along the path by the convexity constraint. In Figure 11 , for example, our partitioning algorithm ignores fp-edge A → E while generating partitions because the total weight along the edge E i=A R(i) = 5 > R max which is 4. In step 5, two partitions of D 1 and E opt are joined using the operator to produce D 1 . Since an optimal partition of the subtree at E is used, the cluster weights do not change.
The total value of the partition remains 0. In step 6, two partitions, D 1 and E 1 are combined to form a partition of value 5. At each step during combining, we select the best available partitions for the two subtrees. However, at step 18, an attempt to combine partitions B 1 and C 3 results in an invalid partition because it contains a fusion-preventing edge B → E. Therefore, the algorithm backtracks and tries to "nd the next best (suboptimal) partition for B 1 or C 3 , but since none is available it tries suboptimal partitions for either of the subtrees of C 3 , i.e. for C 1 and D 2 . There are no alternatives for C 1 but it "nds an alternative for D 2 in step 8.
This D 2 combined with C 1 gives a suboptimal C 3 in step 13 . Finally, at step 19, it recovers from the backtracking initiated in step 18, and "nds the partitions of B 1 which do not contain the fp-edge. A similar backtracking is done on steps 29 and 31. In the end, at step 39, we get the optimal partition of A which is (AB H)(C DE F)(G) with a PR value of partition 17. This partition is shown in Figure 12. 
Correctness and optimality
Lukes' correctness and optimality proofs apply to our modi"cations because the crucial property of composing optimal partitions of subtrees to generate the optimal partitions for the whole tree is preserved [9] . We always form connected partitions while traversing the fusion graph from the bottom up. We only restrict nodes connected by fusion-preventing edges from being in the same cluster and never allow any cross edges in the fusion graph. In the presence of cross edges, two sub-optimal partitions could form overall optimal partitions and Lukes' dynamic programming solution would be inadequate.
We have fusion-preventing forward edges in the fusion graph which do not allow a certain pair of nodes to be in the same cluster. In this case, we backtrack and look up a partition of next best value. This process of backtracking is exhausted in the subtree rooted at the source of the fusionpreventing edge in the worst case.
Our algorithm requires space proportional to N R 2 max for optimal partitioning of restricted fusion graphs, where N is the number of loops and R max is the number of registers.
Heuristic for general DAGs
Our algorithm is optimal when the fusion graph is a tree with forward fusion-preventing edges. In the general case, the fusion graph is a DAG instead of a tree. For a DAG, we "rst "nd a maximal weight spanning tree and then apply the tree algorithm for fusion. This solution may not be optimal since certain DAG edges which were not part of the maximal spanning tree may, in fact, turn out to be part of the optimal solution.
RESULTS
We performed fusion by hand using the algorithm in Section 4 on several programs for uniprocessors and parallel processors. The multiprocessor programs are explicitly parallel and distinct from the uniprocessor programs. By using explicitly parallel programs, we can use an HPF translator instead of implementing our own automatically parallelizing compiler. Since the explicitly parallel programs use parallel libraries even for the single-processor case, we do not include them with the uniprocessor results. We use standard benchmarks for both. We only report results for programs in which there are opportunities for fusion.
We used the following Fortran77 programs for our uniprocessor experiments: mgrid, erlebacher, tomcatv, wave5 and hydro2d.
All of these benchmarks are from SPEC95fp [10] with the exception of erlebacher which is from ICASE. For our multiprocessor fusion experiments, we used lumm, shallow, hydflo and helmholtz which are explicitly parallel programs written in a subset-HPF (High Performance Fortran). These four programs are part of the ADAPTOR source-to-source translator from SCAI/GMD [11, 12] . Table 3 summarizes important features of both uniprocessor and multiprocessor programs. In this table, we list the number of lines, loops, the number of fusion graphs for each program (one per candidate procedure), the number of nodes in each fusion graph and the number of loop nests that our algorithm fused at the deepest possible level for each architecture. For example, in wave5 we built two fusion graphs of 10 and 12 nodes, and fused two loop nests at the outermost level (i.e. level 1) for Alpha and SGI, and just one loop nest at the outermost level for Sun. These differences arise due to target-speci"c fusion choices based on register limitations and we discuss them in more detail below.
Uniprocessor fusion results
We performed uniprocessor fusion experiments on three different processors, DEC AlphaServer 21164, SGI R4400 Challenge and Sun Sparc-10. These three processors have very different cache and register organizations which Table 4 summarizes. Because of differences in the targets and their compilers, we had to use different R max parameters for #oating point registers when we applied fusion. We determined R max experimentally for each target since we did not have access to the backend compilers and exact register usage. Sun Sparc-10 had the lowest R max of 13 due to the small 32-bit #oating point registers. The Alpha 21164 had the highest value at 30 and MIPS R4400 had about 25. The SGI compiler had additional switches to control the structure of loop nests which resulted in slightly different R max on different programs. Since we did not have access to the compiler, we chose the R max value for each program on the SGI that resulted in the best performance to demonstrate the maximum possible bene"t for fusion. With R max set to 30, we never had to limit the fusion on the Alpha. For the Sun our fusions were consistent with the single R max value of 13 in Table 4 . Figures 13 and 14 show the percentage improvement in execution times due to the fusion for the "ve programs on individual loops and for the whole program respectively. 5 We performed fusion by hand and observed that our fusion was optimal with respect to the fusion graph for all these programs. All of the original fusion graphs were trees with forward fusion-preventing edges, thus our algorithm was optimal. 6 In the remainder of this section, we discuss each program and the bene"ts of fusion.
For each program we measured both the improvements for the individual loops as well as the whole program. Table 5 shows execution times for the original and fused loops, as well as original and the optimized whole program. We ran all the SPEC95fp benchmarks with their reference data sets. We compiled all programs with the native Fortran77 compilers with the -O #ag.
Mgrid
Mgrid is a multigrid solver from SPEC95fp that computes a three-dimensional potential "eld. It solves a constant coef"cient equation on a uniform cubical grid on a scalar "eld. Mgrid has 44 loops, and our fusion algorithm fused three loops at level 2 and three loops at level 3 (at the deepest nesting level), within subroutine INTERP. This fusion is the same for all three architectures. Loops in subroutine INTERP of mgrid improve by about 27% for both the Alpha and SGI, and by 6.6% on the Sun. All improvements are due to increased locality. The smaller improvements on the Sun could be due to the uni"ed "rst-level cache, but we have not veri"ed this explanation. Whole program improvements are smaller because INTERP makes a smaller contribution to the total execution time.
Tomcatv
Tomcatv is a highly vectorizable double-precision #oating point-mesh generation program from SPEC95fp. We fused one triply nested loop on the Alpha and Sun, and one doubly nested loop on the SGI. The whole program and loop improvements were the same since the fusion was at the outer level in the main program. On the Alpha, tomcatv improves by 11.6% while on the SGI and Sun it improves by 1.8% and 2% respectively. On the Alpha with a larger R max of 30, we perform a deeper fusion than on the Sun or SGI yielding better locality and improvements.
Erlebacher
Erlebacher is an application from ICASE that performs three-dimensional tridiagonal solves [7] . It includes a number of fully parallel computations, interleaved with multi-dimensional reductions, and computational wavefronts in all three dimensions caused by forward and backward substitutions. It computes partial derivatives in all three dimensions with three-dimensional arrays. It has 107 loops. Our algorithm constructed six fusion graphs. For the Alpha, it fuses 12, 30 and 6 loops at levels 1, 2 and 3 respectively. On the SGI and Sun, it fuses 6, 17 and 5 loops at levels 1, 2 and 3. These fusions improve the loops by 1.9% to 30.7% ( Figure 13 ) and the whole program by 2.7% to 24.8% ( Figure 14) . Similar to tomcatv, additional fusions on the Alpha give better improvement than on the Sun or the SGI.
On the SGI, whole program improvement is greater than the loop improvements. This result is due to the changed cache state due to fusion positively affecting other parts of the program. (We con"rmed this phenomenon on the Alpha for hydro2d with the Alpha's hardware counters.)
Wave5
Wave5 is a two-dimensional, relativistic, electromagnetic particle-in-cell simulation code used to study various plasma phenomena. Fusion in Wave5 is interesting even though it did not show signi"cant improvement. On the Sun, the loop performance after fusion inexplicably degraded by 5.2%. However, this degradation did not affect the whole program performance because it improved the data locality for the code following fused loops.
Hydro2d
Hydro2d from the SPEC95fp benchmark suite is an application program in the area of astrophysics. It solves hydro-dynamical Navier-Stokes equations to compute galactic jets. Fusion in Hydro2d is interesting on the Alpha because the whole program improvement of 3.3% is greater than the loop improvement of 1.6% (see Table 5 ). Again this result is due to the increased locality on other sections of the program. To con"rm this result, we used the Alpha's hardware counters to measure the number of cache load misses in both the original and fused version. The total number of cache load misses in the primary cache decreased by 2.4%. However, the number of load misses in the loops we fused decreased by only 0.5% while other subroutines had up to a 5% reduction in misses. Similarly on the Sun, the loop performance degrades while the whole program performance increases modestly.
Summary
To summarize, different fusions turn out to be optimal for different architectures based on the number of registers and cache organization. For instance, the same fusion which improved tomcatv on the Alpha by 5.7% in fact degraded on the SGI by about 5%! Also, we observed that fusion could degrade performance of certain loop nests, yet improve the whole program performance. This effect is due to the increased locality across the program. We noticed it in our experiments when the benchmarks had large loop bodies. We did not model this effect. This enhanced locality may be available across different procedures and to take full advantage of it, interprocedural analysis is needed. Future optimizing compilers that use fusion should try to take this effect into account.
Multiprocessor results
We measured the execution-time improvements for parallel programs written in a subset of HPF on eight processors of an SGI Challenge with 12 nodes, and on a Digital AlphaServer with 4 nodes.
We used ADAPTOR to translate the HPF programs, lumm, shallow, hydflo and helmholtz to Fortran77 and applied fusion by hand to these candidate loops. This translation produces explicit loop versions for our fusion algorithm. We then compiled the Fortran77 programs using the native Fortran compilers with the -O #ag. Details about the source programs are in Table 3 . All statistics correspond to the translated Fortran77 programs. For these Fortran77 programs, fusion was not limited by register pressure, and thus the fusions are the same for both architectures.
We ran the original and fused version of each program on one, two, four or eight processors. (Multiprocessor programs run on a single processor do not contribute to the uniprocessor results as these programs still use the underlying HPF data distribution and communication library.) Table 6 lists the execution times in seconds for the loops we optimized. (The Alpha has only four processors, hence the empty entries for the eight processor in Table 6 .) Figures 15 and 16 present multiprocessor fusion results for the Alpha and SGI respectively. In these programs, fusions improves performance by increasing cache locality as well as eliminating barrier synchronization.
Helmholtz
Helmholtz is a program for solving "nite-difference approximations to two-and three-dimensional Helmholtz equations. It uses fast Fourier transforms and Gaussian elimination to solve the linear systems of partial differential equations. The number of processors was constrained to be multiples of four due to the nature of the program, hence there is no data available for two processors. On the Alpha, helmholtz improved by up to 10% while on SGI it improved by 25% on four processors. Most of the improvement came from reducing barrier synchronization points. There is little reuse between nests due to the BLOCK distribution of a row of 256 elements.
Hyd#o
Hydflo solves a three-dimensional turbulent thermal convection equation in a rectangular cavity with a periodic boundary at the top and bottom. We fused 13 loops at the outer level for both the Alpha and SGI. On the Alpha, hydflo improved by 5% on a single processor but only about 2.7% while running on two or four processors. Running on four processors, it experienced a slow down. This result could be due to the increased synchronization costs among the additional processors for the unfused portion of the code. On the SGI, the speed up was almost linear. However, the maximum improvement of 7.95% occurred for eight processors, possibly due to better data distribution for eight processors for the 64, 50 × 50 × 50 double #oating point arrays.
Lumm
Lumm performs LU decomposition and matrix multiplication. We measured the execution time only for the LU decomposition, since the fusions are limited to that portion of the program. After fusing one doubly nested loop and four triply nested loops, LU improves by about 30% on the SGI and up to 35% on the Alpha. Both improved locality and reduced communication contribute to the decrease in execution time with the fused version. The large array sizes of 2048 × 2048 promote reuse even when arrays are distributed. Again the speed up is almost linear on the SGI but not on the Alpha. However, the fused version improves the most while running on the four processor of the Alpha. This result suggests that the lumm on the Alpha suffers a heavy penalty for data redistribution and synchronization points and thus reducing even a few of them has a large effect on the execution time.
Shallow
Shallow is an application which solves water equations using a two-dimensional "nite-difference model on an N by N grid. It consists of many N 2 computations and is dominated by shift communication patterns. Shallow improved by more than 10% on the Alpha while running on a single processor, but the improvement decreased to about 8% and 4% on two and four processors. Improvements are due to increases in locality and decreases in barrier synchronization. On the other hand, on the SGI, the percentage improvement becomes larger as the number of processors increase up to 8 and then decreases for 12 processors (see Table 6 ). In both the original and fused versions, the execution time increases from 8 to 12 processors. With 12 processors the communication and synchronization costs dominate in the unfused portion of the program, thus offsetting any advantage fusion extracts from increased locality.
Summary
To summarize our multiprocessor experiments, the overall improvement on parallel codes ranges from 1.5% for the optimized portions of helmholtz on a single processor of the SGI to 36% for the optimized portions of LU on four processors of the Alpha. In general, the fusion graphs for multiprocessors are larger because ADAPTOR tends to translate each statement containing HPF array notation into one or more Fortran77 loop nests. The biggest graph we encountered has 28 nodes in hydflo. Fusion on multiprocessors is very architecture speci"c, because one must take into account how the data size and distribution affect locality and communication patterns. We did not explore these effects. We also kept α and β both "xed at 1 for the Alpha and SGI. More experimental and compilerspeci"c analysis may reveal a better choice for these parameters.
RELATED WORK
In this section we compare our approach to previous approaches to the fusion problem. Kennedy and McKinley proved that fusion for optimal reuse is NP-hard [1] . In his thesis, Callahan proved that loop fusion to minimize the number of loops is also NP-hard when we are allowed to permute the loop nests [13] . The fusion problem is complicated because there are additional loop transformations that interact with fusion, and fusion itself can have several objectives such as maximizing reuse, maximizing parallelism and not exceeding the number of available registers within a fused loop.
As we illustrated earlier, individual loops can be thought of as vertices and precedence constraints as the edges in a graph. The fusion problem is related to acyclic partitioning with a limit on the size of individual partitions. In acyclic partitioning, a directed graph is given with vertex and edge weights and the task is to break the vertices of the graph into smaller subsets such that the sum of edge weights which have end points in different subsets is minimized. There is a restriction on the maximum size of an individual subset. This problem is known to be NP-complete [8] . The vertex weight corresponds to the register requirements of a loop and the edge weight corresponds to the amount of reuse between different loops. In addition, we have the constraint that certain given pairs of vertices can never be put in the same partition (these pairs represent fusion-preventing edges).
Another related approach is clustering, where nodes in a graph are clustered together. The edge weights denote the closeness of one node to another. The problem is to break the graph into clusters so that the nodes that are close are grouped together in the same cluster. A heuristic for clustering has been used successfully by Sih and Lee for multiprocessor scheduling [14] .
Previous fusion approaches [1, [15] [16] [17] considered the fusion problem in isolation. Kennedy and McKinley considered the two objectives of maximizing parallelism and increasing data locality separately which may not give optimal results [15, 18] . Also, they restricted their attention to fusing only conformable loop nests. In many practical situations, two loops differ by only a small number of iterations. Loop splitting by an appropriate amount could make these two loops conformable and candidates for fusion.
The internalization approach, proposed by Sarkar, clusters nodes together to minimize the schedule length on an unbounded number of processors [19] . The algorithm initially places each task in a separate cluster and considers the arcs in descending order according to the amount of data transferred over each arc. Given arc A i j connecting nodes N i and N j , the algorithm merges the clusters containing these nodes to internalize any communications between nodes in these respective clusters, where nodes in the same cluster are constrained to execute on the same processor. This merging step is accepted by the algorithm if it does not increase an estimate of the parallel execution time of the graph on an in"nite number of processors. After exhausting the list of arcs, a processor assignment phase maps the clusters to the physical processors using a modi"ed list scheduling algorithm. In this work, Sarkar proved that optimally scheduling all the tasks even on an in"nite number of processors is NP-hard.
Gao et al. proposed a formulation of the fusion problem based on a network max-#ow-min-cut model [16] . Their approach is limited because they require all loops to be conformable (having exactly the same header) and they do not allow reordering of loop nests. Also, they do not try to optimize both for uniprocessors and multiprocessors. Megiddo and Sarkar give an integer programming solution for the weighted fusion problem [17] which produces optimal solutions but does not model parallelism or register constraints, neither is it parametrizable.
Manjikian and Abdelrahman consider fusion for parallelism and locality but not together [20, 21] . Moreover, they do not get an optimal solution. They utilize loop shifting and peeling to parallelize loop nests.
FUTURE WORK
This algorithm does not fully capture cache effects. It is not clear how loop-fusion interacts with other optimizations. There are several loop transformations like loop-interchange, loop-reversal, loop-skewing, all of which modify the iteration space. The best ordering for applying all these different transformations is still an open problem. In addition, fusion is very architecture speci"c, especially for multiprocessors. Change in communication patterns, synchronization operations, shared bus contention etc., could have a much larger impact on performance than loop-fusion alone. Our model can be extended to include other architecture-speci"c parameters. It will also bene"t from a full interprocedural analysis.
CONCLUSIONS
In this paper, we present a parametrized solution to the fusion problem which considers both data locality and parallelism together. Moreover, our solution is not restricted to fusing adjacent loops or loops with conformable headers. Our solution is optimal when the fusion graph is a tree. For the general fusion problem, which is NP-hard, we give a heuristic.
We present experimental results to validate our solution. Both uniprocessor and multiprocessor program performance improve. Our experimental results show that fusion is a very useful loop transformation technique, especially for loops generated by HPF and F90 array syntax. We improve loop nests on the Alpha in HPF programs by up to 35% for LU, and uniprocessor by up to 30% for erlebacher. Whole program improvements are harder to obtain, although on the Alpha we achieve a uniprocessor improvement of 25% for erlebacher.
