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Abstrak
Face is a part of human body that has unique characteristics, so that they can differentiate and recognize someone just
by look their face. Up till now the research on biometrical system who was carried out of the university student is not
completely delve yet of human characteristics with automatic face recognized on computer system. For those reasons, a
research is required to be done to make a face recognition system, with the result of the system, in this case a computer can
recognize or identify someone with face image like a human.
The steps of application system are face image inputing, feature extraction and reduction used Principal Component
Analysis (PCA), training used artificial feedforward and backpropagation neural network. The processing test was obtained
using training to data test, and then the result, of output value and based data target value was compared. Data with
appropriate value between data training class and input image class selected as a recognized face.
The research shows that combination of PCA and backpropagation Artificial Neural Network is good enough for face
recognition system. That is showed on introducing level during testing, with introducing level average is 85 %. The principal
component can lessen up to 7 principal component. With the result is equal to the 60 principal component on the testing with
ORL data and four training images. Best successful level of the system is 96,67% using input device 8 mega pixels Olympus
digital camera. The while research of Wibowo[19] intake data used digital camera on cellular phone Nokia 6600 and by
downloading from internet, and grade of recognition of testing is 95 %. The principal component can lessen up to 30 principal
component. With the result is equal to the 60 principal component.
Keywords - Face recognition, Principal Component Analysis (PCA), Artificial backpropagation neural network, training
images, testing images.
I. PENDAHULUAN
1.1 Latar Belakang
Pengenalan wajah merupakan suatu pengenalan
pola (pattern recognition) yang khusus untuk kasus
wajah. Beberapa pendekatan untuk pengenalan objek
dan grafika komputer didasarkan secara langsung pada
citra-citra tanpa penggunaan model tiga dimensi. Yang
termasuk dalam kelompok ini antara lain: Analisis
Komponen Utama (Principal Component Analysis–
PCA), dan jaringan syaraf tiruan. PCA adalah suatu
metode ekstraksi ciri atau kompresi data yang mampu
mengidentifikasi ciri tertentu yang merupakan
karakteristik suatu citra (dalam hal ini adalah wajah).
Dala m tugas akhir ini dicoba penggabungan
dua metode untuk mengenali wajah manusia dalam
beberapa ekspresi dan posisi, yaitu PCA dan jaringan
syaraf tiruan perambatan-balik. Sehingga diperoleh
kesimpulan tentang penggabungan dua metode tersebut
sebagai sebuah metode pengenalan wajah.
1.2 Tujuan
Tujuan yang ingin dicapai dalam tugas akhir ini
adalah membuat program bantu pengenalan wajah
manusia menggunakan anal isis komponen utama
(PCA) dan jar ingan syaraf tiruan peram batan-balik.
1.3 Batasan Masalah
Dalam tugas akhir ini, pembahasan dibatasi pada:
1. Jenis citra wajah yang dipakai sebagai data
percobaan merupakan citra skala abu-abu, dengan
format (.bmp) yangmemiliki ukuran 46 x 56 piksel.
2. Gambar wajah unduh dari internet, yaitu
database ga mbar da ri Olivetti Research
Laboratory (ORL) di Camb rid ge, Inggri s,
yang dia mbi l ant ara Ap ri l 19 92 da n Apri l
19 94 tampak depan dengan beberapa ekspresi.
3. Gambar wajah yang diambil sendiri dengan
menggunkan kamera digital (Olympus) 8 mega
piksel, yang telah diubah ukuran, format, dan
warnanya menjadi 46 x 56 piksel dan 256 tingkat
keabuan menyesuaikan dengan sistem yang
dibuat, tanpa membahas proses yang terlibat
didalamnya.
4. Citra wajah yang digunakan dalam pengujian
merupakan citra wajah dengan beberapa ekspresi
dan posisi (tampak depan; condong kanan, kiri, atas,
bawah; hadap kanan,kiri), dan aksesoris tambahan
wajah (kaca mata, topi, jilbab).
5. Metode yang digunakan adalah analisis komponen
utama (PCA) dan jaringan syaraf tiruan perambatan-
balik.
6. Bahasa yang digunakan adalah Borland Delphi 7,
denganbeberapakomponen tambahan.
II. DASAR TEORI
2.1 Wajah
2Gambar 1. Wajah manusia
Wajah atau muka adalah bagian depan dari
kepala, pada manusia meliputi wilayah dari dahi hingga
dagu, termasuk rambut, dahi, alis, mata, hidung, pipi,
mulut, bibir, gigi, kulit, dan dagu. Wajah terutama
digunakan untuk ekspresi wajah, penampilan, serta
identitas. Tidak ada satu wajah pun yang serupa mutlak,
bahkan pada manusia kembar identik sekalipun. Oleh
sebab itu dengan melihat wajah, manusia dapat
mengenali atau mengidentifikasi seseorang dengan
mudah.
2.2. Citra
Secara harfiah, citra (image) adalah gambar pada
bidang dwimatra (dua dimensi). Ditinjau dari sudut
pandang matematis, citra merupakan fungsi menerus
(continue) dari intensitas cahaya pada bidang dua
dimensi. Sumber cahaya menerangi objek, objek
memantulkan kembali sebagian dari berkas cahaya
tersebut. Pantuan cahaya ini ditangkap oleh alat-alat
optik, misalnya mata pada manusia, kamera, pemindai
(scanner), dan sebagainya, sehingga bayangan objek
yang disebut citra tersebut terekam[15].
2.3. Analisis Komponen Utama (Principal
Components Analysis-PCA) [8]
X = { }
Gambar 2. Formasi vektor wajah dari gambar wajah
Sebuah wajah, yang merupakan sebuah gambar,
dapat dilihat sebagai sebuah vektor. Jika panjang dan
lebar dari gambar tersebut a d a l a h w d a n h p i k s e l
ma ka j u ml a h komponen dari vektor ini adalah
w * h. Setiap piksel dikodekan oleh satu komponen
vektor.
Algoritma PCA adalah sebagai berikut [4][8][20][21] :
1. Sebelum PCA dapat dilakukan, dilakukan
lexicographical ordering untuk setiap wajah yang
akan dilatihkan dimana kolom yang satu
diletakkan disamping kolom yang lain sehingga
membentuk vektor wajah yang merupakan
vector kolom. Ve ktor -vektor wajah tersebut
disusun sedemikian rupa sehingga membentuk
suatu matriks X dengan orde n x m, dimana n
adalah ba ny ak ny a jumlah pi ks el (w * h) da n
m ad al ah ba ny ak ny a gambar wajah. Matriks
inilah yang akan digunakan sebagai masukan bagi
PCA.
2. Hitung rata-rata (mean) setiap baris dari matriks
besar tersebut, lalu kurangi semua nilai di setiap
baris dengan rata-rata tersebut.
3. Membuat matriks kovar ian L,
L = Xt * X (1)
4. Mencari nilai eigen (E) dan vektor eigen (C) dari
matriks kovarian L.
Mengurutkan nilai-nilai eigen dan vektor eigen
dari yang terbesar sampai yang terkecil, lalu
pilihlah vektor eigen yang berkorespondensi
dengan nilai eigen yang sudah diurutkan tersebut
(di sinilah tahap reduksi dimensi sebenarnya
berada, dengan memilih vektor eigen tersebut, kita
tidak perlu menggunakan seluruh dimensi data
yang ada, dan biasanya berkurang cukup drastis).
5. Mencari komponen utama (principal component) P,
yaitu vektor eigen dari matriks (X * Xt) dengan
menggunakan vektor eigen dari matriks (Xt *
X),
P = X * C (2)
6. Menghitung komponen utama citra-citra latih Y,
Y = Pt * X (3)
Hasil transformasi ini merupakan gambar wajah
yang telah direduks i me njadi beberapa variabel
yang diperlukan saja yang akan dimasukkan ke jaringan
syaraf tiruan.
2.4. Jaringan Syaraf Tiruan
Gambar 3. Model sel saraf manusia
Gambar 4. Jaringan syaraf tiruan dengan 3 lapisan
Perambatan-balik (Backpropagation)
Proses pelatihan perambatan balik meliputi tiga
tahap, yaitu : prosedur umpan maju, perhitungan serta
perambatan balik kesalahan, dan penyesuainan bobot.
Algoritma perambatan balik diuraikan dalam
langkah-langkah atau alur prosedur sebagai berikut.
1: Setiap unit masukan (Xn, n = 1, …, n) menerima
sinyal-sinyal masukan xn dan mengirimkan sinyal-
sinyal ini ke unit-unit selanjutnya (unit-unit
tersembunyi).
Core Dendrit
Axon
Nilai Input
Neuron-Neuron Pada
Lapisan Input
Neuron-Neuron Pada
Lapisan Tersembunyi
Neuron-Neuron Pada
Lapisan Output
Nilai Output
32: Setiap unit tersembunyi (Ih, h = 1, …, h)
menjumlahkan sinyal-sinyal terbobotnya :

n
hnnhnh wxini _ (4)
Kemudian menerapkan fungsi aktifasinya untuk
menghitung sinyal keluarannya :
Ih = f (i_inh) (5)
lalu mengirimkannya pada semua unit lapis lapis
keluaran.
3: Setiap unit keluaran (Ok, k = 1, …, k) menjumlahkan
sinyal masukan terbobotnya :

h
khhkhk wiino _ (6)
Kemudian menerapkan fungsi aktifasi untuk
menghitung sinyal keluarannya :
ok = f (o_ink) (7)
Perhitungan dan perambatan balik kesalahan
4: Pada setiap unit keluaran (Ok, k = 1,…, k) menerima
sebuah pola keluaran target yang berhubungan
dengan pola masukan pelatihan, untuk menghitung
informasi kesalahannya,
k = (tk – ok) f’(ok) (8)
Lalu dihitung besar koreksi bobotnya (untuk
memperbaiki wkh).
wkh =αkIh (9)
Selanjutnya dihitung besar koreksi biasnya (yang
akan digunakan untuk memperbaikiθkh).
θkh = αk (10)
dan mengirimkank ke unit-unit lapis tersembunyi.
5: Pada setiap unit tersembunyi (Ih, h = 1, …, h)
masukan deltanya (dari unit-unit lapis keluaran)
dijumlahkan.

k
khkh win _ (11)
Kemudian hasil ini akan digunakan untuk
menghitung besar informasi kesalahannya,
h =_inh f’(ih) (12)
Lalu dihitung besar koreksi bobotnya (untuk
memperbaiki whn),
whn =αhxn (13)
Dan dihitung koreksi biasnya (untuk memperbaiki
θhn),
θhn =αh (14)
Perbaikan bobot dan bias
6: Masing-masing unit keluaran Ok, (k = 1, …, k)
diperbaiki bobot dan biasnya.
wkh (baru) = wkh (lama) + wkh (15)
θkh (baru) =θkh (lama) +θkh (16)
7: Masing-masing unit tersembunyi (Ih, h = 1, …, h)
diperbaiki bobot dan biasnya.
whn (baru) = whn(lama) +whn (17)
θhn (baru) =θhn (lama) +θhn (18)
8: Proses berhenti pada saat koreksi kesalahan
mencapai minimum.
Konvergen akan lebih cepat dicapai bila
menggunakan penambahan metode momentum untuk
perbaikan bobot. Perumusan bobot unit keluaran
perambatan balik dengan momentum terlihat dalam
persamaan berikut.
wkh(t+1) = wkh(t)+αkih +μ[ wkh(t)-wkh(t-1)] (19)
atau,
wkh (t + 1) =αkih + μwkh(t) (20)
perbaikan pada unit tersembunyi :
whn(t+1) = whn(t)+αhxn+μ[whn(t)–whn(t-1)] (21)
atau,
whn(t + 1) =αhxn +μwhn(t) (22)
Setelah pelatihan, sebuah JST perambatan-balik
hanya menggunakan tahap umpan-maju untuk prosedur
pengenalan. Hasil perhitungan aktivasi Yk dari proses
umpan-maju pengenalan merupakan keluaran akhir
jaringan. Untuk inisialisasi bobot awalnya digunakan
bobot-bobot hasil pelatihan.
III. PERANCANGAN SISTEM DAN PERANGKAT
LUNAK
3.1 Proses PCA
Mulai
Penentuan dimensi matriks data latih
Pembentukan matriks kumpulan citra (X)
Hitung vektor rata-rata baris dari matriks X (M)
Mengurangkan setiap vektor baris pada matriks X
dengan rerata masing-masing
Membuat matriks kovarians R,
R = X t * X
Pencarian nilai eigen (lambda X) dan eigen vektor
(C)
A
Mengurutkan nilai eigen dari yang terbesar hingga
yang terkecil
4Gambar 5. Diagram alir proses PCA
3.2 Proses JST
Gambar 6. Diagram alir proses JST
3.3 Proses Pengenalan Wajah
Gambar 7. Diagram alir proses pengenalan wajah
IV. PENGUJIAN DAN ANALISIS SISTEM
4.1 Langkah-langkah Pengujian
Bab ini membahas hasil penelitian Pengenalan
Wajah Manusia Menggunakan Analisis Komponen
Utama (PCA) dan Jaringan Syaraf Tiruan Perambatan
Balik, yang dibagi dalam beberapa jenis penelitian,
yaitu:
1. Pengaruh jumlah citra latih terhadap hasil
pengenalan wajah;
2. Pengaruh jumlah komponen utama yang
digunakan untuk pelatihan terhadap hasil
pengenalan;
3. Pengaruh parameter JST pada pelatihan;
4. Pengujian menggunakan data hasil pengambilan
menggunakan kamera digital;
5. Pengujian menggunakan citra uji luar berupa
wajah dan citra uji luar bukan wajah (citra
hewan).
4.2. Citra dalam Pengujian
Citra wajah yang digunakan dalam pengujian
sistem merupakan citra hasil unduh dari internet. Citra
tersebut terdiri dari kumpulan citra wajah dari Olivetti
Research Laboratory (ORL) di Cambridge, Inggris
yang diambil antara April 1992 dan April 1994 dan
citra bukan wajah (citra hewan). Dari 40 orang diambil
15 orang secara acak. Kemudian diambil 4 citra dari
masing-masing orang untuk dimasukkan ke dalam
berkas data latih, dan 4 citra lainya dimasukkan ke
dalam berkas data uji. Sehingga jumlah keseluruhan
data latih dan data uji masing-masing adalah 60 citra.
Selain citra wajah hasil unduh dari internet, adapula
citra wajah yang diambil sendiri dengan menggunakan
kamera digital (Olympus) 8 mega piksel. Seluruh citra
tersebut berukuran 46 x 56 piksel, dengan tipe aras
keabuan.
4.3. Pengujian
4.3.1 Pengujian Pengaruh Jumlah Citra Latih
Pada pengujian ini menggunakan data hasil
unduh dari internet, dan parameter-parameter JST
menggunakan pengaturan default yaitu :
Hiden Layer ke-1 = 8
Jumlah Iterasi = 3000
Target Error = 0,0001
Learning Rate = 0,75
Momentum = 0,25
Hasil pengujian diuraikan sebagai berikut:
1. Pengujian menggunakan 1 citra latih menghasilkan
45 kesalahan pengenalan dari 60 pengujian.
2. Pengujian menggunakan 2 citra latih menghasilkan
38 kesalahan pengenalan dari 60 pengujian.
3. Pengujian menggunakan 3 citra latih menghasilkan
33 kesalahan pengenalan dari 60 pengujian.
4. Pengujian menggunakan 4 citra latih menghasilkan
9 kesalahan pengenalan dari 60 pengujian.
4.3.2 Pengujian Pengaruh Jumlah Komponen
Utama
Pengujian pengaruh jumlah komponen utama
terhadap hasil pengenalan ini menghasilkan data-data
sebagai berikut.
1. Pengujian menggunakan 60 komponen utama
menghasilkan 9 kesalahan pengenalan dari 60
pengujian.
2. Pengujian menggunakan 8 komponen utama
menghasilkan 9 kesalahan pengenalan dari 60
pengujian.
3. Pengujian menggunakan 7 komponen utama
menghasilkan 9 kesalahan pengenalan dari 60
pengujian.
54. Pengujian menggunakan 6 komponen utama
menghasilkan 12 kesalahan pengenalan dari 60
pengujian
4.3.3 Pengujian Pengaruh Parameter JST Pada
Pelatihan
Proses pengujian pada pelatihan ini dilakukan
dengan mencari konfigurasi terbaik dengan cara
mengubah learning rate, momentum, dan jumlah
neuron secara coba-coba (trial and error). Penentuan
jumlah neuron, learning rate, momentum, target error,
dan jumlah iterasi adalah hal terpenting dalam
menentukan arsitektur dan parameter terbaik bagi
jaringan syaraf tiruan pada proses pelatihan sehingga
diharapkan proses pelatihan berlangsung dengan cepat
dan kovergen untuk mencapai target error tertentu.
Setelah melakukan percobaan dengan cara
mengubah-ubah parameter JST yang telah disebutkan
diatas secara coba-coba, diperoleh hasil terbaik
pengenalan dengan parameter JST sebagai berikut:
Hiden Layer ke-1 = 8
Jumlah Iterasi = 3000
Target Error = 0,001
Learning Rate = 0,75
Momentum = 0,25
Pada pengujian ini menggunakan 10 komponen
utama dari 4 buah citra latih. Hasil pengujian diperoleh
6 kesalahan pengenalan dari 60 pengujian, dengan
persentase tingkat keberhasilan pengenalan adalah 90
%.
4.3.4 Pengujian Menggunakan Data Hasil
Pengambilan Menggunakan Kamera Digital
Pada pengujian ini baik PCA maupun JST
menggunakan setingan terbaik yang diperoleh pada
pengujian-pengujian sebelumnya, dengan harapan
setingan terbaik tersebut juga merupakan setingan
terbaik pada pengujian ini.
Gambar 8. Contoh citra wajah pada pengujian
Jumlah kesalahan pengenalan pada pengujian ini
adalah 2 buah dari 60 pengujian, dengan persentase
tingkat keberhasilan pengenalan adalah 96,67 %.
4.3.5 Pengujian Menggunakan Citra Uji Luar
Berupa Wajah dan Citra Uji Luar Bukan
Wajah (Citra Hewan)
(a) (b)
Gambar 9. Contoh citra wajah (a) dan citra hewan (b) pada
pengujian
Jumlah kesalahan pengenalan pada pengujian ini
adalah 1 buah dari 60 pengujian, dengan persentase
tingkat keberhasilan pengenalan adalah 98,33 %. Satu
kesalahan pengenalan tersebut terjadi pada pengujian
menggunakan citra uji luar berupa wajah, sedangkan
pengujian menggunakan citra uji luar bukan wajah
tidak menghasilkan kesalahan pengenalan.
V. PENUTUP
5.1 Kesimpulan
Berdasarkan proses yang telah dilakukan pada
tugas akhir ini, mulai dari perancangan sampai
pengujian dan analisis sistem, dapat disimpulkan
beberapa hal, antara lain :
1. Penggabungan dua metode yaitu analisis komponen
utama (PCA) dan jaringan syaraf tiruan
perambatan-balik yang diterapkan dalam sistem
pengenalan wajah memberikan hasil yang sangat
baik. Hal ini ditunjukkan dengan tingkat
pengenalan selama pengujian, yaitu dengan tingkat
pengenalan rata-rata 85 %.
2. Jumlah citra latih yang digunakan pada penelitian
ini berbanding lurus dengan kinerja sistem
pengenalan wajah, artinya semakin banyak citra
latih yang digunakan untuk pelatihan, hasil
pengenalannya akan semakin baik.
3. Vektor ciri keluaran dari PCA dapat dikurangi
jumlah komponen utamanya sampai pada jumlah
tertentu (dalam penelitian ini sampai dengan 7
komponen utama masih bisa memberikan hasil
pengenalan yang sama baiknya dengan
menggunakan semua komponen utama, yaitu 60
komponen utama). Hasil ini lebih baik jika
dibandingkan dengan penelitian dari Wibowo[19],
yang mana pengurangan komponen utamanya
hanya sampai 30 komponen utama.
4. Tingkat keberhasilan sistem terbaik menggunakan
data da ri Olivetti Research Laboratory (ORL)
adalah mencapai 90 %; tingkat keberhasilan sistem
terbaik menggunakan data hasil pengambilan
menggunakan kamera digital (Olympus) 8 mega
piksel adalah 96,67 %. Sedangkan pada penelitian
Wibowo[19] pengambilan data menggunakan media
kamera digital yang terpasang pada telepon
genggam Nokia seri 6600 dan hasil unduh dari
internet, dan tingkat keberhasilan pengenalannya
selama pelatihan yaitu 95 %.
5. Hasil pengujian menggunakan data hasil
pengambilan dengan kamera digital menunjukkan
hasil lebih baik jika dibandingkan dengan
penelitian Wibowo[19], sebab citra-citra diambil
dengan tidak memperhatikan tingkat pencahayaan
(siang ataupun malam hari), tempat pengambilan
dan bayangan wajah yang timbul akibat efek
pencahayaan yang kurang baik. Selain itu tingkat
variasi citra yang lebih banyak (ekspresi, posisi,
dan aksesoris wajah), sedangkan pada penelitian
Wibowo[19] citra wajah yang digunakan adalah citra
6wajah lurus tampak depan dan mendapat tingkat
pencahayaan yang sama.
6. Pelatihan untuk mendapatkan tingkat akurasi dalam
pengenalan dengan jaringan syaraf tiruan
perambatan-balik yang terbaik adalah sebagai
berikut.
a. Hiden layer ke-1 = 8
b. Jumlah iterasi = 3000
c. Target galat = 0,001
d. Laju pembelajaran = 0,75
e. Momentum = 0,25
7. Secara umum penggabungan dua metode yaitu
analisis komponen utama (PCA) dan jaringan
syaraf tiruan perambatan-balik yang diterapkan
dalam sistem pengenalan wajah lebih baik jika
dibandingkan dengan hanya memakai metode
analisis komponen utama (PCA) saja.
5.2 Saran
Beberapa saran yang bisa diberikan untuk
penelitian selanjutnya antara lain :
1. Perlu dilakukan penelitian lanjutan untuk membuat
sistem pengenalan wajah secara realtime.
2. Perlu dilakukan penelitian lanjutan dengan
menambahkan sistem deteksi wajah, sehingga
sistem menjadi lebih lengkap selain dapat
mengenali wajah seseorang sistem juga dapat
mendeteksi wajah seseorang dari sekumpulan citra
atau citra seluruh tubuh seseorang (citra manusia).
3. Perlu dilakukan penelitian lebih lanjut mengenai
pengenalan yang menyangkut ekspresi wajah
seseorang (senyum, tertawa, cemberut dan lain-
lain).
4. Perlu dilakukan penelitian tentang pengenalan
yang menyangkut emosi seseorang (senang,
marah, sedih, takut, berani, kaget, dan lain-lain),
yang dapat diketahui dari raut wajah seseorang.
Tentunya hal ini akan sangat akurat jika
bekerjasama dengan disiplin ilmu psikologi.
5. Perlu dilakukan penelitian lanjutan untuk
mengenali wajah seseorang dari masa ke masa
(masa kecil atau anak-anak, masa remaja, masa
muda, masa tua).
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