In this paper, we consider recommender systems with side information in the form of graphs. Existing collaborative filtering algorithms mainly utilize only immediate neighborhood information and do not efficiently take advantage of deeper neighborhoods beyond 1-2 hops. The main issue with exploiting deeper graph information is the rapidly growing time and space complexity when incorporating information from these neighborhoods. In this paper, we propose using Graph DNA, a novel Deep Neighborhood Aware graph encoding algorithm, for exploiting multi-hop neighborhood information. DNA encoding computes approximate deep neighborhood information in linear time using Bloom filters, and results in a per-node encoding whose dimension is logarithmic in the number of nodes in the graph. It can be used in conjunction with both feature-based and graph-regularization-based collaborative filtering algorithms. Graph DNA has the advantages of being memory and time efficient and providing additional regularization when compared to directly using higher order graph information. We provide theoretical performance bounds for graph DNA encoding, and experimentally show that graph DNA can be used with 4 popular collaborative filtering algorithms, leading to a performance boost with little computational and memory overhead.
Introduction
Recommendation systems are increasingly prevalent due to content delivery platforms, e-commerce websites, and mobile apps [35] . Classical collaborative filtering algorithms use matrix factorization to identify latent features that describe the user preferences and item meta-topics from partially observed ratings [25] . In addition to rating information, many real-world recommendation datasets also have a wealth of side information in the form of graphs, and incorporating this information often leads to performance gains. For example, [31, 45] propose to add a graph regularization to the matrix factorization formulation to exploit additional graph structure; and [26] conduct a co-factorization of the graph and rating matrix. However, each of these only utilizes the immediate neighborhood information of each node in the side information graph.More recently, [3] incorporated graph information when learning features with a Graph Convolution Network (GCN) based recommendation algorithm. GCNs [24] constitute flexible methods for incorporating graph structure beyond first-order neighborhoods, but their training complexity typically scales rapidly with the depth, even with sub-sampling techniques [11] . Intuitively, exploiting higher-order neighborhood information could benefit the generalization performance, especially when the graph is sparse, which is usually the case in practice. The main caveat of exploiting higher-order graph information is the high computational and memory cost when computing higher-order neighbors since the number of t-hop neighbors typically grows exponentially with t.
In this paper, we aim to utilize higher order graph information without introducing much computational and memory overhead. To achieve this goal, we propose a Graph Deep Neighborhood Aware (Graph DNA) encoding, which approximately captures the higher-order neighborhood information of each node via Bloom filters [4] . Bloom filters encode neighborhood sets as c dimensional 0/1 vectors, where c = O(log n) for a graph with n nodes, which approximately preserves membership information. This encoding can then be combined with both graph regularized or feature based collaborative filtering algorithms, with little computational and memory overhead. In addition to computational speedups, we find that Graph DNA achieves better performance over competitors, which we hypothesize is due to the unique nature of Graph DNA and its connection to the shortest path length distance. We make this connection precise with theoretical bounds in Section 2.2.
We show that our Graph DNA encoding can be used with several collaborative filtering algorithms: graph-regularized matrix factorization with explicit and implicit feedback [31, 45] , co-factoring [26] , and GCN-based recommendation systems [28] . In some cases, using information from deeper neighborhoods (like 4 th order) yields a 15x increase in performance, with graph DNA encoding yielding a 6x speedup compared to directly using the 4 th power of the graph adjacency matrix.
Related Work Matrix factorization has been used extensively in recommendation systems with both explicit [25] and implicit [21] feedback. Such methods compute low dimensional user and item representations; their inner product approximates the observed (or to be predicted) entry in the target matrix. To incorporate graph side information in these systems, [31, 45] used a graph Laplacian based regularization framework that forces a pair of node representations to be similar if they are connected via an edge in the graph. In [43] , this was extended to the implicit feedback setting. [26] proposed a method that incorporates first-order information of the rating bipartite graph into the model by considering item co-occurrences. More recently, GC-MC [3] used a GCN approach performing convolutions on the main bipartite graph by treating the first-order side graph information as features, and [28] proposed combining GCNs and RNNs for the same task.
Methods that use higher order graph information are typically based on taking random walks on the graphs [16] . [22] extended this method to include graph side information in the model. Finally, the PageRank [29] algorithm can be seen as computing the steady state distribution of a Markov network, and similar methods for recommender systems was proposed in [1, 41] .
For a complete list of related works of representation learning on graphs, we refer the interested user to [18] . For the collaborative filtering setting, [3, 28] use Graph Convolutional Neural Networks [14] , but with some modifications. Standard GCN methods without substantial modifications cannot be directly applied to collaborative filtering rating datasets, including well-known approaches like GCN [24] and GraphSage [17] , because they are intended to solve semi-supervised classification problem over graphs with nodes' features. PinSage [42] is the GraphSage extension to non-personalized graph-based recommendation algorithm but not meant for collaborative filtering problems. GC-MC [3] extend GCN to collaborative filtering, albeit less scalable than [42] . Our Graph DNA scheme can be used to obtain graph features in these extensions. In contrast to the above-mentioned methods involving GCNs, we do not use any loss function to train our graph encoder. This property makes our graph DNA suitable for both transductive as well as inductive problems.
Bloom filters have been used in Machine Learning for multi-label classification [12] , and for hashing deep neural network models representations [13, 19, 36] . However, to the best of our knowledge, they have not been used to encode graphs, nor has this encoding been applied to recommender systems
Methodology
We consider the problem of recommender system with a partially observed rating matrix R and a Graph that encodes side information G. In this section, we will introduce the Graph DNA algorithm for encoding deep neighborhood information in G. In the next section, we will show how this encoded information can be applied to various graph based recommender systems.
Bloom Filter
The Bloom filter [4] is a probabilistic data structure designed to represent a set of elements. Thanks to its space-efficiency and simplicity, Bloom filters are applied in many real-world applications such as database systems [5, 10] . A Bloom filter B consists of k independent hash functions h t (x) → {1, . . . , c}. The Bloom filter B of size c can be represented as a length c bit-array b. More details about Bloom filters can be found in [7] . Here we highlight a few desirable properties of Bloom filters essential to our graph DNA encoding:
1. , where nnz(b) is the number of non-zero elements in array b. As a result, the number of common nonzero bits of B(A 1 ) and B(A 2 ) can be used as a proxy for |A 1 ∩ A 2 |.
Algorithm 1 Graph DNA Encoding with Bloom Filters
Input: G: a graph of n nodes, c: the length of codes, k: the number of hash functions, d: the number of iterations, θ: tuning parameter to control the number of elements hashed. Output: B ∈ {0, 1} n×c : a boolean matrix to denote the bipartite relationship between n nodes and c bits.
• H ← {h t (·) : t = 1, . . . , k} Pick k hash functions
d times neighborhood propagations -for i = 1, . . . , n: 
is the shortest path distance between nodes i and j in G. As the last step, we stack array representations of all Bloom filters and form a sparse matrix B ∈ {0, 1} n×c , where the i-th row of B is the bit representation of B [i] . As a practical measure, to prevent over-saturation of Bloom filters for popular nodes in the graph, we add a hyper-parameter θ to control the max saturation level allowed for Bloom filters. This would also prevent hub nodes dominating in graph DNA encoding. The pseudo-code for the proposed encoding algorithm is given in Algorithm 1. We use graph DNA-d to denote our obtained graph encoding after applying Algorithm 1 with s looping from 1 to d. We also give a simple example to illustrate how the graph DNA is encoded into Bloom filter representations in Figure 1 . Our usage of Bloom filters is very different from previous works in [30, 33, 37] , which use Bloom filter for standard hashing and is unrelated to graph encoding.
It is intuitive that the number of 1-bits in common between two Bloom filters should be closely related to the size of the intersection of their neighborhoods. However, there may also be false positives in the bit-representations. We control precisely the size of such false positives and the number of common bits in the following theorem. The following theorem only applies to Bloom filters without the max saturation threshold θ. ). There exists universal constants C 0 , C 1 , such that for any γ > 0, with probability 1 − γ,
where
This theorem is a corollary of the more precise Theorem 2, which is stated in the Appendix. In order to establish these results, we provide Lemma 1, which demonstrates that the bits of Bloom filters are negatively associated (basic properties of negative associativity can be found in [15, 23] ), and this property is preserved under bitwise 'or' and 'and' operations on independent Bloom filters. As a result, Q i,j enjoys Chernov-Hoeffding bounds, and the result follows by analyzing its expectation. Remark 1. When the neighborhoods have no intersection,
(the number of bits in the Bloom filters are taken to be large enough) by (1). Remark 2. Generally, (2) states that when the number of hashed functions for the intersection is large,
For fixed neighborhood sizes, we can take c ∝ log n and k ∝ log log n, and obtain that
Graph DNA encodes deep neighborhood information such that for any two nodes whose shortest path length distance is at most 2d, we only need to run Algorithm 1 for d iterations. For example, in Figure 2 , nodes x and y are 6 hops away on the shortest path, but they will start to share their bits' representations after 3 iterations because the node z's information can be propagated to node x and y after exactly 3 iterations. Theorem 1 and the remarks that follow it demonstrate that by increasing the number of hash functions and the number of bits in the Bloom filter, the number of common 1-bits in these Bloom filters becomes an accurate surrogate for
The n × c Bloom filter matrix B can also be viewed as the adjacency matrix of a bipartite graph between the n nodes in the original graph and c meta nodes of Bloom filters. In this way, nodes x and y have a bit in common in their Bloom filter representations if they are both connected to at least one meta node in B. This property saves memory and time required for graph encoding, allowing us to use B instead of the adjacency matrix G in graph Laplacian regularization methods [31] , and to use B as side features in graph convolutional network based geometric matrix factorization algorithm [3, 28] with little computational and memory overhead. We elaborate on this in the following section.
Collaborative Filtering with Graph DNA
Suppose we are given the sparse rating matrix R ∈ R n×m with n users and m items, and a graph G ∈ R n×n encoding relationships between users. For simplicity, we do not assume a graph on the m items, though including it is straightforward. 
Graph Regularized Matrix Factorization
The objective function of Graph Regularized Matrix Factorization (GRMF) [8, 31, 45] is:
where U ∈ R n×r , V ∈ R m×r are the embeddings associated with users and items respectively, tr is the trace operator, λ, µ are tuning coefficients, and Lap(·) is the Laplacian of G.
The last term is called graph regularization, which tries to enforce similar nodes (measured by edge weights in G) to have similar embeddings. One naive way [9] to extend this to higher-order graph regularization is to replace the graph G with
. Computing G i for even small i is computationally infeasible for most real-world applications, and we will soon lose the sparsity of the graph, leading to memory issues. Sampling or thresholding could mitigate the problem but suffers from performance degradation.
In contrast, our graph DNA B from Algorithm 1 does not suffer from any of the issues. Theorem 1 implies that the space complexity of our method is only of order O(n log n) for a graph with n nodes, instead of O(n 2 ). The reduced number of non-zero elements using graph DNA leads to a significant speed-up in many cases.
We can easily use graph DNA in GRMF as follows: we treat the c bits as c new pseudo-nodes and add them to the original graph G. We then have n + c nodes in a modified graphĠ:
To account for the c new nodes, we expand U ∈ R n×r toU ∈ R (n+c)×r by appending parameters for the meta-nodes. The objective function for GRMF with Graph DNA with be the same as (3) except replacing U and G withU andĠ. At the prediction stage, we discard the meta-node embeddings.
For implicit feedback data, when R is a 0/1 matrix, weighted matrix factorization is a widely used algorithm [20, 21] . The only difference is that the loss function in (3) is replaced by
where ρ < 1 is a hyper-parameter reflecting the confidence of zero entries. In this case, we can apply the Graph DNA encoding as before trivially. We also describe how to apply graph DNA towards Co-Factor [26, 38] and Graph Convolutional Matrix Completion [3] in the Appendix.
Experiments
We show that our proposed Graph DNA encoding technique can improve the performance of 4 popular graph-based recommendation algorithms: graph-regularized matrix factorization, co-factorization, weighted matrix factorization, and GCN-based graph convolution matrix factorization. All experiments except GCN are conducted on a server with Intel Xeon E5-2699 v3 @ 2.30GHz CPU and 256G RAM. The GCN experiments are conducted on Google Cloud with Nvidia V100 GPU.
Simulation Study We first simulate a user/item rating dataset with user graph as side information, generate its graph DNA, and use it on a downstream task: matrix factorization.
We randomly generate user and item embeddings from standard Gaussian distributions, and construct an Erdős-Rényi Random graphs of users. User embeddings are generated using Algorithm 3 in Appendix: at each propagation step, each user's embedding is updated by an average of its current embedding and its neighbors' embeddings. Based on user and item embeddings after T = 3 iterations of propagation, we generate the underlying ratings for each user-item pairs according to the inner product of their embeddings, and then sample a small portion of the dense rating matrix as training and test sets.
We implement our graph DNA encoding algorithm in python using a scalable python library [2] to generate Bloom filter matrix B. We adapt the GRMF C++ code to solve the objective function of GRMF_DNA-K with our Bloom filter enhanced graphĠ. We compare the following variants:
1. MF: classical matrix factorization only with 2 regularization without graph information.
GRMF_G
d : GRMF with 2 regularization and using
. 3. GRMF_DNA-d: GRMF with 2 but using our proposed graph DNA-d.
We report the prediction performance with Root Mean Squared Error (RMSE) on test data. All results are reported on the test set, with all relevant hyperparameters tuned on a held-out validation set. To accurately measure how large the relative gain is from using deeper information, we introduce a new metric called Relative Graph Gain (RGG) for using information X, which is defined as:
where RMSE is measured for the same method with different graph information. This metric would be 0 if only first order graph information is utilized and is only defined when the denominator is positive.
In Table 1 , we can easily see that using a deeper neighborhood helps the recommendation performances on this synthetic dataset. Graph DNA-3's gain is 166% larger than that of using first-order graph G. We can see an increase in performance gain for an increase in depth d when d ≤ 3. This is expected because we set T = 3 during our creation of this dataset.
Graph Regularized Matrix Factorization for Explicit Feedback Next, we show that graph DNA can improve the performance of GRMF for explicit feedback. We conduct experiments on two real datasets: Douban [27] and Flixster [44] . Both datasets contain explicit feedback with ratings from 1 to 5. There are 129,490 users, 58,541 items in Douban. There are 147,612 users, 48,794 items in Flixster. Both datasets have a graph defined on the respective sets of users.
We pre-processed Douban and Flixster following the same procedure in [31, 39] . The experimental setups and comparisons are almost identical to the synthetic data experiment (see details in section 4). Due to the exponentially growing non-zero elements in the graph as we go deeper (see Table 6 ), we are unable to run full GRMF_G 4 and GRMF_G 5 for these datasets. In fact, GRMF_G 3 itself is too slow so we thresholded G 3 by only considering entries whose values are equal to or larger than 4. For the Bloom filter, we set a false positive rate of 0.1 and use capacity of 500 for Bloom filters, resulting in c = 4, 796. We can see from Table 1 that deeper graph information always helps. For Douban, graph DNA-3 is most effective, giving a relative graph gain of 82.79% compared to only 2% gain when using G 2 or G 3 naively. Interestingly for Flixster, using G 2 is better than using G 3 . However, Graph DNA-3 and DNA-4 yield 10x and 15x performance improvements respectively, lending credence to the implicit regularization property of graph DNA. For a fixed size Bloom filter, the computational complexity of graph DNA scales linearly with depth d, as compared to exponentially for GRMF_G d . We measure the speed in Table 2 . The memory cost is only a fraction of n 2 after hashing. Such low memory and computational complexity allow us to scale to larger d, compared to baseline methods.
Co-Factorization with Graph for Explicit Feedback
We show our graph DNA can improve CoFactor [26, 38] as well. The results are in Table 1 . We find that applying DNA-3 to the Co-Factor method improves performance on both the datasets, more so for Flixster. This is consistent with our observations for GRMF in Table 1 : deep graph information is more helpful for Flixster than Douban. Applying Graph DNA to Co-Factor is detailed in the Appendix.
Graph Regularized Weighted Matrix Factorization for Implicit feedback We follow the same procedure as in [40] to set ratings of 4 and above to 1, and the rest to 0. We compare the baseline graph based weighted matrix factorization [20, 21] with our proposed weighted matrix factorization with DNA-3. We do not compare with Bayesian personalized ranking [32] and the recently proposed SQL-rank [40] as they cannot easily utilize graph information.
The results are summarized in Table 3 with experimental details in the Appendix. Again, using DNA-3 achieves better prediction results over the baseline in terms of every single metric on both Douban and Flixster datasets. 
Graph Convolutional Matrix Factorization Graph Convolutional Matrix Completion (GC-MC)
is a graph convolutional network (GCN) based geometric matrix completion method [3] . In [3] , the side graphs over users and items are represented as the adjacency matrices and these one-hot encodings are treated as features for nodes in the graph. Convolutions of these features are performed on the bipartite rating graph. We find in our experiments that using these one-hot encodings of the graph as feature is an inferior choice both in terms of performance and speed. To capture higher order side graph information, it is better to use G + αG 2 for some constant α. Again, we can use graph DNA instead to efficiently encode and store the higher order information before feeding it into GC-MC. The exact means to use Graph DNA is detailed in the Appendix. We use the same split of three real-world datasets and follow the exact procedures as in [3, 28] . We tuned hyperparameters using a validation dataset and obtain the best test results found within 200 epochs using optimal parameters. We repeated the experiments 6 times and report the mean and standard deviation of test RMSE. After some tuning, we use the capacity of 10 Bloom filters for Douban and 60 for Flixster, as the latter has a much denser secondorder graph. With a false positive rate of 0.1, this implies that we use 96-bits Bloom filters for Douban and 960 bits for Flixster. So the feature dimension is reduced from 3000 to 96 and 960 when using our graph DNA-2, which leads to a significant speed-up. The original GC-MC method did not scale up well beyond 3000 by 3000 rating matrices with the user and the item side graphs as it requires using normalized adjacency matrix as user/item features. PinSage [42] , while scalable, does not utilize the user/item side graphs. Furthermore, it is not feasible to have O(n) dimensional features for the nodes, where n is the number of nodes in side graphs. By contrast, our method only requires O(log(n)) dimensional features. We can see from Table 4 that we outperform both GCN-based methods [3] and [28] in terms of speed and performance by a large margin.
Speed Comparisons Finally, we compare the speed-ups obtained by graph DNA-d with GRMF G d . Since both algorithms scale with the number of edges in the constructed graph, we see that the Bloom filter based method scales substantially better compared to computing and using G 2 in Figure 3 .
Conclusion
In this paper, we proposed Graph DNA, a deep neighborhood aware encoding scheme for collaborative filtering with graph information. We make use of Bloom filters to incorporate higher order graph information, without the need to explicitly minimize a loss function. The resulting encoding is extremely space and computationally efficient, and lends itself well to multiple algorithms that make use of graph information, including Graph Convolutional Networks. Experiments show that Graph DNA encoding outperforms several baseline methods on multiple datasets in both speed and performance.
Appendix

Theory for Bloom Filters
Theorem 2. Let Bx, By be the Bloom filter bitarrays for N (x), N (y) with independent hash functions for all elements of N (x) ∪ N (y) and |N (x) N (y)| be their symmetric difference. Let Q be the number of common 1-bits in Bx, By, then we have that,
and Γ0 ≤ EQ ≤ Γ1 where
We prove Theorem 2 in subsection 6.1.2. For now, we prove Theorem 1 which is in fact a corollary of this main result.
Proof of Theorem 1. We can see that there exist C0, C1 such that for any δ ≥ 0,
Then we have that with probability 1 − γ,
Note that because
Moreover, for δ ∈ (0, 1), e
Hence,
Suppose that for some α ∈ (0, 1), αc > k|N (x) ∩ N (y)| then we have that
The function (1 − e −α )/α is decreasing and the limit as α → 0 is 1. Thus, for any δ ∈ (0, 1), there exists an
Negative Associativity of Bloom Filters
First, let us go over the definition of negative associativity. Random variables, {qi} c i=1 , are negatively associative (NA), if for any functions f, g, both monotonically increasing or decreasing, and disjoint sets I, J ⊂ {1, . . . , c},
where qI , qJ are the variables restricted to these sets.
c be two independent random bitarrays that are both NA. Then q0|q1, the elementwise 'or' operation, and q0&q1, the elementwise 'and' operation, are both NA. So NA is closed under elementwise 'or' and 'and' operations.
(2) Let qi be the ith bit in any Bloom filter of the set N with independent hash functions, then the random bits, {qi} c i=1 , are NA.
Proof. (1)
We show that NA is closed under both elementwise operations. First, note that the concatenation {q0,1, . . . , q0,c, q1,1, . . . , q1,c is NA, by closure of NA under independent union (Property P7 in [23] ). Then on the disjoint sets, {q0,i, q1,i} c i=1 , apply the bit operation to produce the resulting array. Operation 'or' is monotonically increasing because, q0,i|q1,i = 1{q0,i + q1,i > 0}, 'and' is as well because q0,i&q1,i = 1{q0,i + q1,i > 1}. Finally we conclude by closure of NA under monotonic increasing functions on disjoint sets (Property P6 in [23] ). 
Proof of Theorem 2
Consider the partition of N (y) . Let Bx, By be the Bloom filter bitarrays for N (x), N (y) and let B1, B2, B3 be those for A1, A2, A3 respectively.
Notice that Bx&By = B3|(B1&B2), where the bit operations are elementwise. If all hash functions are independent, then B1, B2, B3 are independent. Notice that for a given node and hash function the bit selected is random, but unique, which means that the elements of the bitarrays are not necessarily independent for any Bloom filter. However, the bitarray B3|(B1&B2) is negatively associative by Lemma 1. Let qi = (B1,i&B2,i)|B3,i, then we have that,
). The probability that bit i in one of the bitarrays is 0 is
This can give us an expression in terms of c, k, |A1|, |A2|, |A3| for the expectation of Q = c i=1 qi. We have that by Hoeffding's inequality for negatively associative random variables [15] ,
It remains to provide intelligible bounds on EQ. By the inequalities 1 − 1/x ≤ log x ≤ x − 1,
Also,
so by the inequality,
we have that
Furthermore, notice that the LHS is minimized when
We then have that 
Co-Factorization with Graph Information
Co-Factorization of Rating and Graph Information (Co-Factor) [26, 38] is ideologically very different from GRMF and GRWMF, because it does not use graph information as regularization term. Instead it treats the graph adjacency matrix as another rating matrix, sharing one-sided latent factors with the original rating matrix. Co-Factor minimizes the following objective function:
where U ∈ R n×r , V ∈ R m×r , V ∈ R n×r . We can extend Co-Factor to incorporate our DNA-d by replacing G with B in (6) , where B ∈ R n×c is the Bloom filter bipartite graph adjacency matrix of n real-user nodes and c pseudo-user nodes, similar to B as in (4) . We call the extension Co-Factor_DNA-d.
Graph Convolutional Matrix Completion
Graph Convolutional Matrix Completion (GC-MC) is a graph convolutional network (GCN) based geometric matrix completion method [3] . In [3] , the side information graph is represented as the adjacency matrix of the side graph and these one-hot encodings are treated as features for nodes in the graph. Convolutions of these features are performed on the bipartite rating graph. We find in our experiments that using these one-hot encodings of the graph as feature is an inferior choice both in terms of performance and speed. To capture higher order side graph information, it is better to use G + αG 2 for some constant α and this alternate choice usually gives smaller generalization error than the original GC-MC method. However, it is hard to explicitly calculate G + αG 2 and store the entire matrix for a large graph for the same reason described in Section 3.1. Again, we can use graph DNA to efficiently encode and store the higher order information before feeding it into GC-MC. We show in our experiments that this outperforms current state-of-the-art GCN methods [3, 28] .
Simulation Study
In the simulation we carried out, we set the number of users n = 10, 000 and the number of items m = 2, 000. We uniformly sample 5% for training and 2% for testing out of the total nm ratings. We choose T = 3 so the graph contains at most 6-hop information among n users. We use rank r = 50 for both user and item embeddings. We set influence weight w = 0.6, i.e. in each propagation step, 60% of one user's preference is decided by its friends (i.e. neighbors in the friendship graph). We set p = 0.001, which is the probability for each of the possible edges being chosen in Erdõs-Rényi graph G. A small edge probability p, influence weight w < 1.0, and a not too-large T is needed, because we don't want that all users become more or less the same after T propagation steps. We follow the similar procedure to what is done before in GRMF and co-factor: we run all combinations of tuning parameters of λ l ∈ {0.01, 0.1, 1, 10, 100} and λg ∈ {0.01, 0.1, 1, 10, 100} for each method on validation data for fixed number 40 epochs and choose the best combination as the parameters to use on test data. We then report the best prediction results during first 40 epochs on test data with the chosen parameter combination.
Explore effects of rank
Next we investigate whether the proposed DNA coding can achieve consistent improvements when varying the rank in the GRMF algorithm. In Table 7 , we compare the proposed GRMF_DNA-3 with GRMF_G 2 , which achieves the best RMSE without using DNA coding in the previous tables. The results clearly show that the improvement of the proposed DNA coding is consistent over different ranks and works even better when rank is larger.
Reproducibility
To reproduce results reported in the paper, one need to download data (douban and flixster) and third-party C++ Matrix Factorization library from the link https://www.csie.ntu.edu.tw/~cjlin/papers/ocmf-side/. One can simply follow README there to compile the codes in Matlab and run one-class matrix factorization library in different modes (both explicit feedback and implicit feedback works). The advantage of using this library is that the codes support multi-threading and runs quite fast with very efficient memory space allocations. It also supports with graph or other side information. All three methods' baseline can be simply run with the tuning parameters we reported in the Table 9 , 10, 11 in Appendix.
To reproduce results of our DNA methods, one need to generate Bloom filter matrix B following Algorithm 1. We will provide our python codes implementing Algorithm 1 and Matlab codes converting into the formats the library requires.
For baselines and our DNA methods, We perform a parameter sweep for λ l ∈ {0.01, 0.1, 1, 10, 100} and λg ∈ {0.01, 0.1, 1, 10, 100} as well as for α ∈ {0.0001, 0.001, 0.01, 0.1, 0.3, 0.7, 1}, for β ∈ {0.005, 0.01, 0.03, 0.05, 0.1} when needed. We run all combinations of tuning parameters for each method on validation set for 40 epochs and choose the best combination as the parameters to use on test data. We then report the best test RMSE in first 40 epochs on test data with the chosen parameter combination. We provide all the chosen combinations of tuning parameters that achieves reported optimal results in results tables in the Table 8 : Compare Matrix Factorization for Explicit Feedback on Synthesis Dataset. The synthesis dataset has 10, 000 users and 2, 000 items with user friendship graph of size 10, 000 × 10, 000. Note that the graph only contains at most 6-hop valid information. GRMF_G 6 means GRMF with Table 9 , 10, 11 in Appendix. One just need to exactly follow our procedures in Section 3 to construct newĠ,U to replace the G, U in baseline methods before feeding into Matlab.
As to simulation study, we will also provide python codes to repeat our Algorithm 3 to generate synthesis dataset. One can easily simulate the data before converting into Matlab data format and running the codes as before. The optimal parameters can be found in Table 8 . For all the methods, we select the best parameters λ l and λg from {0.01, 0.1, 1, 10, 100}. For method GRMF_G 2 , we tune an additional parameter α ∈ {0.0001, 0.001, 0.01, 0.1, 0.3, 0.7, 1}. For the thrid-order method GRMF_G 3 , we tune β ∈ {0.005, 0.01, 0.03, 0.05, 0.1} in addition to λ l , λG, α. Due to the speed constraint, we are not able to tune a broader range of choices for α and β as it is too time-consuming to do so especially for douban and flixster datasets. For example, it takes takes about 3 weeks using 16-cores CPU to tune both α, β on flixster dataset. We run each method with every possible parameter combination for fixed 80 epochs on the same training data, tune the best parameter combination based on a small predefined validation data and report the best RMSE results on test data with the best tuning parameters during the first 80 epochs. Note that only on the small synthesis dataset, we calculate full G 3 and report the results. On real datasets, there is no way to calculate full G 4 to utilize the complete 4-hop information, because one can easily spot in Table 6 the number of non-zero elements (nnz) is growing exponentially when the hop increases by 1, which makes it impossible for one to utilize complete 3-hop and 4-hop information.
In Table 9 , one can compare magnitude of optimal α and β to have a good idea of whether G or G 2 is more useful. G represents shallow graph information and G 2 represents deep graph information. If one already run GRMF_G 2 , one can then use this as a preliminary test to decide whether to go deep with DNA-3 (d = 3) to capture deep graph information or simply go ahead with DNA-1 (d = 1) to fully utilize shallow information. For douban dataset, we have α = 0.05 > 0.0005 = β, which implies shallow information is important and we should fully utilize it. It explains why DNA-1 is performing well both in terms of performance and speed on douban dataset. It is worth noting that GRMF_DNA-1's Bloom filter matrix B contains much more nnz than that of G in Table 6 though 20% less than that of G 2 . On the other hand, for flixster dataset, we have α = 0.01 < 0.1 = β, which implies in this dataset deeper information is more important and we should go deeper. That explains why here GRMF_DNA-3 (6-hop) achieves about 10 times more gain than using 1-hop GRMF_G. 
Code
We will make our code available on Github in the final version of the paper
