Deep embedding based text-independent speaker verification has demonstrated superior performance to traditional methods in many challenging scenarios. Its loss functions can be generally categorized into two classes, i.e., verification and identification. The verification loss functions match the pipeline of speaker verification, but their implementations are difficult. Thus, most state-of-the-art deep embedding methods use the identification loss functions with softmax output units or their variants. In this paper, we propose a verification loss function, named the maximization of partial area under the Receiver-operating-characteristic (ROC) curve (pAUC), for deep embedding based text-independent speaker verification. We also propose a class-center based training trial construction method to improve the training efficiency, which is critical for the proposed loss function to be comparable to the identification loss in performance. Experiments on the Speaker in the Wild (SITW) and NIST SRE 2016 datasets show that the proposed pAUC loss function is highly competitive with the state-of-the-art identification loss functions.
INTRODUCTION
Text independent speaker verification aims to verify whether an utterance is pronounced by a hypothesized speaker according to his/her pre-recorded utterances without limiting the speech contents. The state-of-the-art text-independent speaker verification systems [1] [2] [3] [4] use deep neural networks (DNNs) to project speech recordings with different lengths into a common low dimensional embedding space where the speakers' identities are represented. Such a method is called deep embedding, where the embedding networks have three key components-network structure [1, 3, [5] [6] [7] , pooling layer [1, [8] [9] [10] [11] [12] , and loss function [13] [14] [15] [16] [17] . This paper focuses on the last part, i.e., the loss functions.
Generally, there are two types of loss functions, i.e., identification and verification loss functions. The former is mainly crossentropy loss with softmax output units or softmax variants [3, 18] such as ASoftmax, AMSoftmax, and ArcSoftmax whose role is to change the linear transform of the softmax function to a cosine function with a margin controlling the distance between speakers's spaces. Different from [3, 18] , which conducts multi-class classification from a single classifier, [19] conducts one-versus-all classification with multiple binary classifiers. In comparison, the verification loss functions mainly consist of pairwise-or tripletbased loss functions [5, 15-17, 20, 21] . The fundamental difference between the verification and identification loss functions is that the former needs to construct pairwise or triplet training trials, which imitates the enrollment and test stages of speaker verification. Although this imitation matches the pipeline of speaker verification ideally, its implementation faces many difficulties in practice. One of those is that the number of all possible training trials increase cubically or quadratically with the number of training utterances. One way to circumvent this issue is through selecting part of the informative training trials that are difficult to be discriminated. But finding a good selection method is a challenging task. Moreover, the optimization process with the verification function is not so stable in comparison with that with the identification loss. As a result, the state-of-the-art deep embedding methods optimize the identification loss directly, or fine-tune an identification loss based DNN with the verification loss [21, 22] .
Despite of some disadvantages, a great property of the verification loss functions is that the training process is consistent with the evaluation procedure, which make it more proper for speaker verification in comparison with the identification loss. In [23] , we proposed a new verification loss, named maximizing partial area under the ROC curve (pAUC), for training back-ends. The motivation and advantages of the pAUC maximization over other verification loss functions were shown in [23] .
In this paper, we extend the work in [23] . Motivated from the advantages of the identification loss, we improve the procedure of its training trial construction in [23] by a class-center learning method. This approach first learns the centers of classes of the training speakers, and then uses the class-centers as enrollments to construct training trials at each optimization epoch of the pAUC deep embedding. Experiments are conducted on the Speaker in the Wild (SITW) and NIST SRE 2016 datasets. Results demonstrated that the proposed pAUC deep embedding is highly competitive in performance with the state-of-the-art identification loss based deep embedding methods with the Softmax and ArcSoftmax output units. Note that a very recent work proposed at the same time as our work in [23] maximizes the area under the ROC curve (AUC) for text-dependent speaker verification [20] . It can be shown that AUC is a particular case of pAUC and experimental results show the pAUC deep embedding outperforms the AUC deep embedding significantly.
DEEP EMBEDDING VIA PAUC OPTIMIZATION

Objective function
In the training stage, the DNN model of the pAUC deep embedding system outputs a similarity score s for a pair of input utterances. In the test stage, it outputs an embedding vector h from the top hidden layer for each input utterance, and uses h for verification. Because the gradient at the output layer can be transferred to the hidden layers by backpropagation, we focus on presenting the pAUC optimization at the output layer as follows:
In the training stage, we construct a pairwise training set T = {(xn, yn; ln)|n = 1, 2, · · · , N } where xn and yn are the representations of two utterances at the output layer of the DNN model, and ln is the ground-truth label indicating the similarity of xn and yn (if xn and yn come from the same speaker, ln = 1; otherwise, ln = 0). Given a soft similarity function f (·), we obtain a similarity score of xn and yn, denoted as sn = f (xn, yn) where sn ∈ R. The hard decision of the similarity of xn and yn is:
where θ is a decision threshold. Given a fixed value of θ, we are able to compute a true positive rate (TPR) and a false positive rate (FPR) fromln, ∀n = 1, . . . , N . TPR is defined as the ratio of the positive trials (i.e. ln = 1) that are correctly predicted (i.e.ln = 1) over all positive trials. FPR is the ratio of the negative trials (i.e. ln = 0) that are wrongly predicted (i.e.ln = 1) over all negative trials. Varying θ gives a series of {TPR(θ), FPR(θ)}, which form an ROC curve as illustrated in Fig.1 . The gray area in Fig.1 illustrates how pAUC is defined. Specifically, it is defined as the area under the ROC curve when the value of FPR is between [α, β], where α and β are two hyperparameters. To calculate pAUC, we first construct two sets
We then obtain a new subset N0 from N by adding the constraint FPR ∈ [α, β] to N via following steps:
where jα = ⌈Jα⌉ + 1 and j β = ⌊Jβ⌋ are two integers.
2) {sj } ∀j:s j ∈N are sorted in descending order, where the operator ∀a : b denotes that every a that satisfies the condition b will be included in the computation.
3) N0 is selected as the set of the samples ranked from the top jαth to j β th positions of the resorted {sj } ∀j:
Finally, pAUC is calculated as a normalized AUC over P and N0:
(2) where I(·) is an indicator function that returns 1 if the statement is true, and 0 otherwise. However, directly optimizing (2) is NP-hard. A common way to overcome the NP-hard problem is to relax the indicator function by a hinge loss function [23] :
where z = si −s k , and δ > 0 is a tunable hyper-parameter. Because the gradient of (3) is a constant with respect to z, it does not reflect the difference between two samples that cause different errors. Motivated by the loss function of the least-squares support vector machine, we replace (3) by (4),
Substituting (4) into (2) and changing the maximization problem (2) into an equivalent minimization, one can derive the following pAUC optimization objective:
The minimization of (5) needs to define a similarity function f as illustrated in (1). We adopt the cosine similarity:
where || · || is the ℓ2-norm operator.
Pairwise training set construction
Suppose that we have a training set X = {xuv|u = 1, · · · , U ; v = 1, · · · , Vu}, where u and v represent the v th utterance of the u th speaker, U is the total number of the speakers and Vu is the utterance number of the u th speaker. If we construct T by using all of the above U u=1 Vu utterances, the size of T would be enormous. So, in this work we propose the following two kinds of methods to construct the training set.
1) Random sampling: We construct a set T t at each mini-batch iteration of the DNN training by a random sampling strategy as follows. We first randomly select t speakers from X , then randomly select two utterances from each of the selected speakers, and finally construct T t by a full permutation of the 2t utterances. It is easy to see that T t contains t true training trials and [t(2t − 1) − t] imposter training trials.
2) Class-center learning: We construct a set T t 1 at each minibatch iteration of the DNN training by a class-center learning algorithm as follows. Motivated from the identification loss, which learns a class center for each speaker, we assign a class center w to each speaker, denoted as {wu} U u=1 . At each iteration, we first select t1 utterances randomly, and then combine them with {wu} U u=1 in pairwise to form T t 1 , which contains t1 true training trials and (t1U −t1) imposter training trials. In the training stage, {wu} U u=1 is randomly initialized and updated at each iteration by the back propagation.
In comparison with the random sampling strategy, the classcenter learning algorithm aggregates all training utterances of a speaker to its class-center. The class-centers should be more discriminative and robust than the random samples. Hence, training on T t 1 should be easier and more consistent than training on T t . Note that the class-center learning algorithm requires the ground-truth speaker identities in training, which is same as the identification loss based speaker verification methods, because the class-centers rely on the ground-truth speaker identities. So, this algorithm is not applicable if the training labels are speaker trials instead of speaker identities.
CONNECTIONS TO OTHER LOSS FUNCTIONS
Connection to cross-entropy minimization with softmax
The softmax classifier is presented as
where xr represents the r-th training sample, yr is its ground truth speaker identity, wu is the u-th column of the weights of the output layer, bu is the bias term, and R is the total number of the training samples.
The proposed method has a close connection to the softmax classifier on the class-center learning method. The objective function (5) aims to maximize the pAUC of the pairwise training set T t 1 at a mini-batch iteration, while the cross-entropy minimization with softmax aims to classify the t1 utterances that are used to construct the T t 1 . The class centers {wu} U u=1 are used for constructing T t 1 in the pAUC optimization, and used as the parameters of the softmax classifier in (7).
Connection to triplet loss
Triplet loss requires that the utterances from the same speaker are closer than those from different speakers in a triplet trial [21] , i.e.,
where x a , x p , and x n represent the anchor, positive, and negative samples respectively, and σ is a tunable hyperparameter.
The difference between pAUC and triplet loss lies in the following two aspects. First, according to (2) and (3), the relative constraint of pAUC can be written as
where si and s k are constructed by four utterances. In other words, the relative constraint of pAUC is tetrad, which matches the pipeline of speaker verification, while the relative constraint (8) is triplet. Second, pAUC is able to pick difficult training trials from the exponentially large number of training trials during the training process, while the triplet loss lacks such an ability.
Connection to AUC maximization
The AUC optimization [17] is a special case of the pAUC optimization with α = 0 and β = 1. It is known that the performance of a speaker verification system is determined on the discriminability of the difficult trials. However, the AUC optimization is trained on P and N . The two sets may contain many easy trials, which hinders the focus of the AUC optimization on solving the difficult problem. In comparison, the pAUC optimization with a small β is able to select difficult trials at each mini-batch iteration. Experimental results in the following Section also demonstrate that the pAUC optimization is more effective than the AUC optimization.
EXPERIMENTS
Data sets
We conducted two experiments with the kaldi recipes [24] of "/egs/sitw/v2" and "/egs/sre16/v2" respectively. Because the sampling rates of the training data of the first and second recipes are 16 kHz and 8 kHz respectively, we name the two experiments as the 16KHZ system and 8KHZ system accordingly for simplicity. In the 16KHZ system, the deep embedding models were trained using the speech data extracted from the combined VoxCeleb 1 and 2 corpora [22, 25] . The back-ends were trained on a subset of the augmented VoxCeleb data, which contains 200000 utterances. The evaluation was conducted on the Speakers in the Wild (SITW) [26] dataset, which has two evaluation tasks-Dev.Core and Eval.Core. In the 8KHZ system, the training data for the deep embedding models consist of Switchboard Cellular 1 and 2, Switchboard 2 Phase 1, 2, and 3, NIST SREs from 2004 to 2010, and Mixer 6. The backends were trained with the NIST SREs along with Mixer 6. The evaluation data is the Cantonese language of NIST SRE 2016. We followed kaldi to train the PLDA adaptation model via the unlabeled data of NIST SRE 2016.
Experimental setup
We compared five loss functions, which are the the cross-entropy loss with softmax (Softmax) and additive angular margin softmax (ArcSoftmax) [18] , random sampling based pAUC optimization (pAUC-R), class-center learning based pAUC optimization (pAUC-L), and class-center learning based AUC optimization (AUC-L), respectively. Besides, we also cited the published results in the kaldi source code, denoted as Softmax (kaldi), for comparison. We followed kaldi for the data preparation including the MFCC extraction, voice activity detection, and cepstral mean normalization. For all comparison methods, the deep embedding models were trained with the same data augmentation strategy and DNN structure (except the output layer) as those in [1] . They were implemented by Pytorch with the Adam optimizer. The learning rate was set to 0.001 without learning rate decay and weight decay. The batchsize was set to 128, except for pAUC-R whose batch-size was set to 512. The deep embedding models in the 16KHZ and 8 KHZ systems were trained with 50 and 300 epochs respectively. We adopted the LDA+PLDA back-end for all comparison methods. The dimension of LDA was set to 256 for the pAUC-L, AUC-L and ArcSoftmax of the 16KHZ system, and was set to 128 for the other evaluations.
For pAUC-R, the hyperparameter α was fixed to 0; the hyperparameter β was set to 0.01 for the 16KHZ system and 0.1 for the 8KHZ system; the hyperparameter δ was set to 1.2 for the 16KHZ system and 0.4 for the 8KHZ system;. For pAUC-L, α and δ were set the same as those of pAUC-R; β was set to 0.001 for the 16KHZ system and 0.01 for the 8KHZ system. For ArcSoftmax, we adopted the best hyperparameter setting as that in [18] .
The evaluation metrics include the equal error rate (EER), minimum detection cost function with Ptarget = 10 −2 (DCF10 −2 ) and Ptarget = 10 −3 (DCF10 −3 ) respectively, and detection error tradeoff (DET) curve.
Main results
The experimental results on SITW and NIST SRE 2016 are listed in Tables 1 and 2 respectively. From the results of Softmax, one can see that our implementation of Softmax via Pytorch achieves similar performance with the kaldi's implementation, which validates the correctness of our deep embedding model. We also observed that, if the stochastic gradient descent algorithm was carefully tuned with suitable weight decay, the performance can be further improved, which will not be reported in this paper due to the length limitation. Moreover, ArcSoftmax significantly outperforms Softmax, which corroborates the results in [3, 18] .
pAUC-L reaches an EER score of over 25% and 10% relatively lower than Softmax in the two experimental systems respectively. It False positive rate (in%) also achieves comparable performance to the state-of-the-art ArcSoftmax, which demonstrates that the verification loss functions are comparable to the identification loss functions in performance. pAUC-L also outperforms pAUC-R significantly, which demonstrates that the class-center learning algorithm is a better training set construction method than the random sampling strategy. It is also seen that AUC-L cannot reach the state-of-the-art performance. The DET curves of the comparison methods are plotted in Fig. 2 . From the figure, we observe that the DET curve of pAUC-L is close to that of ArcSoftmax, both of which perform the best among the studied methods. Table 3 . EER (%) of pAUC-L on the SITW DEV.Core task, where the keyword "NaN" means that the optimization process encounters numerical problems. Table 4 . EER (%) of pAUC-L on the Cantonese language. 
Effects of hyperparameters on performance
This subsection investigates the effects of the hyperparameters of pAUC-L on performance. The hyperparameters were selected via α = 0, β = (0, 1], and δ = [0, 2). To accelerate the evaluation, we trained a pAUC-L model with 50 epochs using one quarter of the training data at each hyperparameter setting in the 16KHZ system. The evaluation results are listed in Table 3 . From the table, one can see that the parameter β, which controls the range of FPR for the pAUC-L optimization, plays a significant role on the performance. The performance is stable if β ≤ 0.1, and drops significantly when β = 1, i.e., the AUC-L case. This is because that pAUC-L focuses on discriminating the difficult trials automatically instead of considering all training trials as AUC-L did. It is also observed that the performance with the margin δ ≥ 0.4 is much better than that with δ = 0. We also evaluated pAUC-L in the 8KHZ system where the models were trained with 100 epochs using half of the training data.
The results are presented in Table 4 , which exhibits the similar phenomena as in Table 3 .
Comparing Tables 3 and 4 , one may see that the optimal values of β in the two evaluation systems are different. This is mainly due to the different difficulty levels of the two evaluation tasks. Specifically, the classification accuracies on the training data of the 16KHZ and 8KHZ systems are 97% and 85% respectively, which indicates that the training trials of the 16KHZ system are much easier to classify than the training trials of the 8KHZ system. Because the main job of β is to select the training trials that are most difficult to be discriminated, setting β in the 16KHZ system to a smaller value than that in the 8KHZ system helps both of the systems reach a balance between the problem of selecting the most difficult trials and gathering enough number of training trials for the DNN training.
CONCLUSIONS
This paper presented a method to train deep embedding based text-independent speaker verification with a new verification loss function-pAUC. The major contribution of this paper consists of the following three respects. 1) A pAUC based loss function is proposed for deep embedding. 2) A method is presented to learn the class-centers of the training speakers for the training set construction. 3) we analyzed the connection between pAUC and the representative loss functions. The experimental results demonstrated that the proposed loss function is comparable to the state-of-the-art identification loss functions in speaker verification performance.
