One-dimensional quasilattices, namely, the geometrical objects to represent quasicrystals, are classified into mutual local-derivability (MLD) classes on the basis of geometrical and number-theoretical considerations. Most quasilattices are ternary, and there exist an infinite number of MLD classes. For every MLD class, we can choose a self-similar member as its representative, and a non-self-similar member is given as a decoration of the representative. Several properties of a number of important MLD classes are investigated. The theory has been extended so as to include the symmetry-preserving MLD classes.
Introduction
Quasicrystals have aperiodic ordered structures (for a review, see [1] ). The positions of the atoms in a quasicrystal form a quasilattice (QL), which is a quasiperiodic but discrete set of points. Classification of QLs is the principal subject of the crystallography of quasicrystals. There can be various schemes for classifications depending on the degree of their elaboration. The crudest is the one based on the point symmetries. The second crudest is the one based on the space groups. A classification based on the mutual local-derivability (MLD) is more elaborate because two QLs with a common space group can be inequivalent with respect to the MLD (for MLD, see [2, 3] ). A recent report indicates that quasicrystals belonging to different MLD classes belong to different universality classes with respect to their one-electron properties [4] . Therefore, to complete a classification of QLs into MLD classes is an urgent subject. The purpose of the present paper is to report a major development on this subject. 1 Our arguments will be confined to one-dimensional QLs (1DQL) which appear as 1D sections or 1D projections of octagonal, decagonal, and dodecagonal QLs in 2D or the three types of icosahedral QLs in 3D [5] .
The subsequent four sections are preparatory: The cut-and-projection method is introduced in § 2 (for this method, see [5] and [1] ). The remaining three preparatory sections are devoted to a discussion for binary QLs. 2 That is, their basic properties are summarized in § 3, and their inflation-symmetry in § 4, while their local environments are investigated in § 5. Ternary QLs are investigated in § 6 and an algorithm for deriving a subquasilattice of a ternary QL is presented in § 7. Using MLD introduced in § 8 and the saw mapping in § 9, we shall reveal several properties of self-similar QLs in § 10. A general theory of a classification of 1DQLs into MLD classes is completed in § 11, and it is applied in § 12 to several cases with different scaling properties. We modify the theory in § 13 in order to deal with symmetric MLD classes. The final section is devoted to a summary and discussions.
The cut-and-projection method
A 1DQL is derived by the cut-and-projection method from a 2D periodic lattice Λ, which we shall call a mother lattice. The physical space E contained in the 2D space embedding Λ is a line whose slope is incommensurate with Λ. The orthogonal complement E ⊥ to E is called the internal space; thus, E = E ⊕ E ⊥ . Prior to the projection, the mother lattice is cut by a strip which is parallel to E . The strip is specified in terms of its section W by E ⊥ . The section is called a window, which is an interval in E ⊥ : W ⊂ E ⊥ . Let φ be the left edge of W in E ⊥ . Then, we may write W = [φ, φ + |W |[ with |W | being the size of W . A QL derived from Λ is completely characterized by W , and is denoted by Q(W ). The parameter φ is called a phase of the QL.
The scale of the internal space, E ⊥ , is irrelevant on the construction of a QL because the projection in the cut-and-projection method is made along E ⊥ . Therefore, two mother lattices which differ only in the scale of the internal space are considered to be isomorphic, and are sometimes identified.
Let Λ (resp. Λ ⊥ ) be the projection of Λ onto E (resp. E ⊥ ). Then, it is a dense set in E (resp. E ⊥ ) because E is incommensurate with Λ. Therefore, a QL is a discrete subset of E . The density of the lattice-points in Q(W ) is given by |W |/A 0 with A 0 being the area of a unit cell of Λ. Two QLs, Q(W ) and Q(W ′ ), are known to be locally isomorphic (LI) with each other only if |W | = |W ′ |; locally isomorphic QLs cannot be distinguished macroscopically from one another. A set of all the QLs having windows of a common size form an LI-class; different members in the LI-class are distinguished by their phases. The mother lattice Λ has the inversion symmetry, and the inversion of Q(W ) is given by Q(−W ). 3 Hence we can consider every LI-class to be inversion-symmetric.
In a subsequent development of the theory, we will sometimes take different windows with a common size to be the same window. If W ′ is another window which is a subset of W , Q(W ′ ) is a subset of Q(W ).
As a consequence of the noncrystallographic point symmetries of quasicrystals, four quadratic irrationals τ G := 1 2 (1 + √ 5) (the golden mean), 1 + √ 2 (the silver mean), 2 + √ 5, and 2 + √ 3 accompany the quasicrystals. Let τ be one of them. Then it is equal to the ratio of two incommensurate periods along a crystal axis of the relevant quasicrystal. They are algebraic integers, and the first three satisfy the quadratic equation τ 2 − mτ − 1 = 0 with m = 1, 2, or 4, while the last one satisfies τ 2 − 4τ + 1 = 0. The inverse τ −1 is also an algebraic integer. Letτ be the algebraic conjugate of τ . Then we obtain ττ = −1 for the first three irrationals above but ττ = 1 for the last. Since the two cases are slightly different in the development of the theory, our concern will be the first case unless stated otherwise. Note thatτ = m − τ for the first case.
If E and E ⊥ are scaled appropriately, Λ and Λ ⊥ turn both into the Z-module Z[τ ] := {n 1 + n 2 τ | n 1 , n 2 ∈ Z}, which is generated by 1 and τ (for scaling of a QL, see [8] 
which is unimodular, i.e., det M 0 = −1. It follows from Eq.(1) that τ is the eigenvalue of M 0 and (1, τ ) the left eigenvector. Since M 0 is an integer matrix, the second eigenvalue is given bȳ τ and the second left eigenvector by c(1,τ ) with c being an indeterminate factor. Using these results, we can conclude that a regular 2D matrix defined by
satisfies the equation
where T is the diagonal 2D matrix, T := diag.(τ,τ ). Therefore, M 0 is diagonalized by A as AM 0 A −1 = T . The Cayley-Hamilton's theorem verifies the equality, M 2 0 − mM 0 − I = 0. The matrix A is divided into two column vectors a 1 and a 2 so that A = (a 1 , a 2 ). The two column vectors generate the mother lattice of QLs, Λ := {n 1 a 1 + n 2 a 2 | n 1 , n 2 ∈ Z} 4 . The area of a unit cell is given by A 0 = det A = τ + τ −1 . From Eq.(4), we can conclude that the linear transformation given by T leaves Λ invariant, so that the transformation is area-preserving. T enlarges the physical space by τ but shrinks the internal space by τ −1 = |τ |; we shall name the transformation T hyperscaling. The hyperscaling symmetry of Λ gives rise to a self-similarity (inflation-symmetry) of QLs derived from Λ. Note that the projection of ℓ = n 1 a 1 + n 2 a 2 ∈ Λ onto E or E ⊥ is given by ℓ = n 1 + n 2 τ or ℓ ⊥ = −n 1 + n 2 τ −1 , respectively. We shall confine our arguments below to QLs derived from a single mother lattice unless stated otherwise.
Using invariance of Λ against the hyperscaling, we can show that τ Q(W ) ≃ Q(τ −1 W ), where the symbol "≃" stands for the LI-relationship. More generally, we obtain τ n Q(W ) ≃ Q(W ′ ) with W ′ := τ −n W for any n ∈ Z. We shall say that two QLs with this relation are mutually scaling-LI (SLI). To consider QLs in the SLI is equivalent to disregarding differences in a scale of the form τ n between the QLs. Anyhow, we can confine our argument to windows whose sizes belong to the interval I 0 := ]1, τ ], which we shall call the fundamental interval. It is important to notice that I 0 is not a subset of E ⊥ but is considered to be a subset of the half line ]0, ∞[ which is the space of the window size.
The mother lattice Λ has four types of special points, which are the points of inversion symmetry in the 2D space embedding Λ (for special points, see [9] ). Specifically, a special point is translationally equivalent to 0,
, which are rational points with respect to Λ. We shall represent the four types by Γ, X, Y , and C, respectively. The hyperscaling is commutable with the inversion operation, and special points are transformed among themselves by the hyperscaling. Of the four types, Γ is always invariant but others are not necessary so. For m = 2 or 4, C is invariant but X and Y form a 2-cycle, while X, Y , and C form a 3-cycle for m = 1.
A QL divides E into intervals, and it gives a 1D tiling of E . We shall identify hereafter a QL with the relevant tiling. There appear three intervals for a generic window, so that a generic QL is ternary. A binary QL is only obtained for several specific windows to be given in the subsequent section.
Binary QLs
The parallelogram spanned by the basis vectors a 1 and a 2 is a unit cell of Λ. The case where the window size is equal to the width, 1 + τ −1 , of the unit cell along E ⊥ is most important; Q 0 := Q(W 0 ) with |W 0 | = 1 + τ −1 is a binary QL with the intervals 1 and τ . The Fibonacci lattice is the special case of Q 0 with τ = τ G , while Q 0 gives generalized Fibonacci lattices for other two cases, τ = 1 + √ 2 and τ = 2 + √ 5. We present here general results on binary QLs; they will be proven in a later section. Let us introduce a window W k so that |W k | = k + 1 + τ −1 with k being an integer satisfying the inequality 0 ≤ k ≤ m. Then, we can show that the QL Q k := Q(W k ) is a binary tiling having two types of intervals 1 and ρ with ρ := τ − k. The binary QLs, Q 0 , Q 1 , ; · · · , Q m−1 , are not SLI with one another but Q m is SLI with Q 0 because |W m | = τ |W 0 |. Therefore, we assume hereafter that the parameter k takes one of the m values {0, 1, · · · , m − 1} unless stated otherwise. A QL obtained from Λ is binary only when it is LI or SLI with one of these QLs, so that the number of different SLI-classes of binary QLs is equal to m. Remember that the ratio of the two intervals of a binary QL derived from a single mother lattice takes one of m values of the form τ − k; the ratio is always larger than 1. Note that |W k |'s are located equidistantly in the fundamental interval I 0 , and I 0 is divided into m subintervals because |W m−1 | coincides with the right edge, τ , of I 0 . We shall call them classes; each of which is specified by "the class number" k. The window size |W k | of a binary QL, Q k , is located at the right edge of the k-th class. Remember that the right edge of the leftmost class is equal to |W 0 | = 1 + τ −1 .
Since the pair (1, ρ) of numbers with ρ = τ − k as well as (1, τ ) can generate Z[τ ], there exists a unimodular matrix satisfing the equation, (1, τ ) = (1, ρ)K:
Eq. (1) is transformed with the new generators into
To be more specific,
which is consistent with Eq.(2). This is a unimodular matrix and, besides, a Frobenius matrix. 5 We shall call a matrix with these properties a unimodular Frobenius matrix. 6 Note that M satisfies the same quadratic equation as that for M 0 because Tr M = m. We can read Eq.(6) as follows: scaling up the interval 1 by τ yields a new interval which is divided into k intervals of the type "1" and one interval of the type "ρ" and similarly goes it for scaling up the interval ρ; M is uniquely determined by Eq.(6) because ρ is irrational.
It is important in a later argument that
and
, while other M k are represented in similar ways but the order of the unimodular Frobenius matrices at the right hand side are permuted cyclically because K = L k .
It follows from Eqs. (4) and (7) that M is diagonalized by B := AK −1 : T B = BM or, equivalently, BM B −1 = T . The two column vectors b 1 and b 2 of B are given by
so that
More precisely, σ = k + τ −1 = k − m + τ . The two vectors b 1 and b 2 form a new set of basis vectors of Λ. The parallelogram spanned by them is a unit cell of Λ, and its width along E ⊥ is given by 1 + σ, which is equal to |W k |. Therefore, the binary QL, Q k := Q(W k ), is written as
where n 1 + n 2 ρ and −n 1 + n 2 σ are the projections of the lattice vector n 1 b 1 + n 2 b 2 ∈ Λ onto E and E ⊥ , respectively. We can conclude from this equation that the ratio of the frequency of occurrence of the interval 1 to that of ρ is equal to σ. Equivalently, the components of the column vector w := t (σ, 1) are proportional to the densities of the two intervals in the QL. By these reasons, we shall call the row vector u := (1, ρ) the interval vector, while w the density vector. We have σ < 1 only for the special case k = 0, where
It is important in a later argument whether this σ is smaller or larger than 1 2 or, equivalently, τ is larger or smaller than 2. The latter is the case only when m = 1 (τ = τ G ).
The two row vectors of B are left eigenvectors of M , while the two column vectors of B −1 are right ones. In particular, the first column vectors of B −1 is proportional to the density vector w, so that w is also a right eigenvector of M . The eigenvalue τ of M is the Frobenius 5 A Frobenius matrix is a matrix whose elements are all nonnegative. 6 The set of all the unimodular matrices in d-dimensions form an infinite group, GL(d, Z). Let GL + (d, Z) be the set of all the Frobenius matrices in GL(d, Z). Then, it is not a group but a semigroup because the inverse of a matrix in GL + (d, Z) does not belong to GL + (d, Z) except for the case of the unit matrix.
eigenvalue, while the interval vector u (resp. the density vector w) is the left (resp. right) Frobenius eigenvector. If n 1 + n 2 ρ with n 1 , n 2 ≥ 0 is a lattice point of Q k , n 1 (resp. n 2 ) is equal to the number of intervals 1 (resp. ρ) between the origin and the lattice point, so that n := n 1 + n 2 is the total number of the intervals. Since n 1 = n − n 2 , the number n 2 is uniquely determined from n by the condition −n 1 + n 2 σ ∈ W k as
where the symbol ⌈ * ⌉ stands for the maximum integer below the number * . Hence, the n-th lattice point of Q k is given by
which remains valid even if n is negative. Note that ρ is always larger than 1.
Inflation-symmetry
We begin with the case of the Fibonacci lattice (FL), which is composed of two types of intervals, 1 and τ = τ G . It is well known that the FL has self-similarity represented by the inflation rule, 1 → τ and τ → 1τ ; an FL is transformed into another FL if the intervals in the original FL are substituted as indicated by the inflation rule. On this substitution, each interval is scaled up by τ . We shall investigate the inflation rule from the point of view of the cut-and-projection method. The interval 1 is always isolated in the FL. If a lattice point in the FL is deleted whenever it is located at the right end of such interval, the resulting QL is a binary tiling of the two types of intervals, 1 ′ := τ and τ ′ := 1 + τ , which are the scaled versions of 1 and τ by the ratio τ . Let Q be the original FL and Q ′ the new one obtained in this way. Then they are SLI by the self-similarity of FL. More precisely, τ Q ≃ Q ′ . If W and W ′ are the windows of Q and Q ′ , respectively, we find that W ′ ⊂ W from Q ′ ⊂ Q and |W ′ | = τ −1 |W | from τ Q ≃ Q ′ . It can be shown that W ′ is located in W so that the right edges of the two windows coincide.
The relation between the two sets of intervals is cast into a single equation: 
For example, the inflation rule for the case of m = 4 and k = 2 is given by 1 ′ = 11ρ, ρ ′ = 11ρ11ρ1 with τ = 2 + √ 5 and ρ = √ 5. Since the self-similarity of the relevant QL is dominated by the matrix M , we call it the inflation matrix of the relevant QL.
The majority interval of the two is 1 or ρ if σ > 1 or σ < 1, respectively. In the former (resp. latter) case, the interval ρ (resp. 1) is isolated, while the interval 1 (resp. ρ) appears as ρ1 k ρ or ρ1 k+1 ρ (resp. 1ρ m 1 or 1ρ m+1 1). We shall call k or m the lower repetition number or the repetition number, for short, of the relevant QL.
We shall digress, for the moment, from the main course to the case τ = 2 + √ 3, which cannot be incorporated in our formulation above because the sign of ττ (= 1) is different from those of other τ 's. Consequently, the unimodular matrix defined by Eq. (1) is not a Frobenius matrix. The inflation matrix M ∈ GL + (2, Z) of a binary QL whose ratio of the self-similarity is τ should satisfy the equation: M 2 − 4M + I = 0, so that Tr M = 4 and det M = 1. Hence, M takes the form:
with k = 1, 2, or 3 (cf. Eq. (8)); the case k = 0 must be excluded, which is an essential proviso of the present case. The three matrices are given, alternatively, by
The eigenvalues of M − k are τ andτ withτ = τ −1 , and the left Frobenius eigenvector is (1, ρ) with ρ = τ − k; M is diagonalized by the matrix defined by Eq.(10). Thus, our formulation above is basically applicable, with the proviso above, to the present case. In particular, there exist three SLI classes of self-similar binary QLs; their representatives are Q 1 , Q 2 and Q 3 , where
The fundamental interval is divided into three classes (subintervals). It can be shown that the QL given by the inflation matrix Eq.(15) has the inflation rule:
. Note also that the case k = 3 is exceptional in that the ratio ρ = √ 3 − 1 in this case is smaller than 1.
Most of the results to be given in later sections will be applicable, directly or with a minor change, to the present case; the proviso above is essential.
We have introduced ten binary QLs which are numbered by k for each value of τ . If we need to specify a binary QL in a later section, we will refer to it as "B k with τ = · · ·", where the symbol "B" stands for "binary".
Local environments
Let us express the number n 1 + n 2 ρ appearing in Eq. (11) by ν. Then, −n 1 + n 2 σ = −ν, which we express asν:ν := −ν. We can define a linear mapping from Z[ρ] onto itself by:
The mapping is a bijection and is recursive:ν = ν. Using the mapping, we can write a QL derived from Λ as
where φ is the phase of the window. Note that the size |W | in this expression can be generic. Different sites of Q have different environments, and the environment of a site ν ∈ Q is determined by the position of the number φ(ν) :=ν − φ in the interval ]0, |W |]; we shall name φ(ν) a local phase of the site ν. If a site is in a local environment, there exist an infinite number of sites with the same local environment. A subinterval in W is associated with the local environment, and the density of such sites is proportional to the length of the subinterval, which we shall call a subwindow. It must be emphasized that every local environment has its own subwindow. A site in a local environment is shown, hereafter, by "•" as 1 • ρ, which means that the site is put between the interval 1 on the left and ρ on the right. A subwindow of the sites in a specified environment is shown, for example, as [1 • ρ] . Owing to the inversion symmetry of an LI-class, a subwindow for a specified environment and another which is the mirror image of the former have a common size, and are located symmetrically in the original window. In particular, a subwindow for a symmetric environment is located in cocentric with the original window.
If we take two sites ν and ν ′ of Q, the relative local phase between the two sites is given byλ with λ := ν ′ − ν. As a consequence, we obtain an inequality: |λ| < |W |. The following proposition is important in subsequent developments of our theory:
and assume that 0 < |λ| < |W |. Then, W is divided into two subwindows with sizes |λ| and |W | − |λ|, so that a site whose local phase belongs to the second subwindow has a neighbor in the QL at a distance given by λ, where the first subwindow is located on the right or left of the second depending on whetherλ is positive or negative, respectively.
Let W 1 and W 2 be the first and the second subwindows, respectively, of the proposition. Then we can distinguish the two cases of ordering of the subwindows by the equation
; the ordering must not be changed.
Let W ′ be a subwindow of W associated with a local environment. Then we can conclude from Proposition 1 that the distance of the left edge of W ′ from either edge of W belongs to Z[ρ]. The same condition is satisfied by the right edge of W ′ as well. These conditions strongly restrict the size and the position of W ′ in W .
We shall apply Proposition 1 to a binary QL with ρ = τ − k. Using the equations1 = −1 andρ = σ, we can reconfirm that a window yields a binary QL with two types of intervals with the lengths 1 and ρ as long as |W | = 1 + σ; this window is divided into two subwindows as . These divisions are consistent with that the ratio of the density of the interval 1 to that for ρ is equal to σ. We shall distinguish the two divisions by calling them an R-division or an L-division, respectively; the two are the mirror images of each other.
We next proceed to division of a window with respect to local environments of the type α • β with α and β being some specified intervals. We shall call this division an LR-division, which is symmetric. The LR-division is performed by using the results for the R-division and the Ldivision; an LR-division has two division points, which are derived from those of the R-division and the L-division. The result is different according as σ is larger or smaller than 1. In the former case,
; the sizes of these subwindows are 1, σ − 1 and 1, respectively, which is consistent with the identity:
The subwindow of the type [ρ • ρ] is absent in the LR-division, which is consistent with that the interval ρ is isolated in the QL but the interval 1 can repeat. On the other hand, the window is divided as
for σ < 1; the sizes of these subwindows are σ, 1 − σ and σ, respectively.
Ternary QLs
We begin with a binary QL for which σ > 1. If its window is reduced by δ with 0 < δ < 1, a part of the lattice points of the original QL disappear, and the longer intervals of the length ω := 1 + ρ appear; the new QL is a ternary QL composed of the three types of intervals 1, ρ and ω. Let W with |W | = 1 + σ − δ be the window of the ternary QL. Then, its R-division is obtained in a similar way as the case of a binary QL, yielding
while the L division is the mirror image of the R division. In the limiting case where δ = 1, we obtain a binary QL with two types of intervals, 1 and ω. In conclusion, the interval vector and the corresponding density vector of the ternary QL are given, respectively, by
where the density vector is normalized so that its components are equal to the sizes of the subwindows. The expression for the density vector shows that the interval 1 remains as the majority for 0 < δ < 1 as long as σ > 2. The situation is different if 1 < σ < 2; the majority interval changes from 1 to ω as δ is increased from 0 to 1. In the case σ < 1, δ must satisfy the inequality 0 < δ < σ. The window satisfies the inequality 1 < |W | < |W 0 |, and the limiting case |W | = 1 realized when δ = σ yields a binary QL with the intervals ρ = τ and ω = τ +1; the binary QL is LI with τ B m−1 . Note that |W | = 2σ when 1 2 < σ < 1 and δ = 1 − σ. The number k in the expression ρ = τ − k for the second component of the interval vector of a ternary QL is equal to the class number of the class to which |W | belongs. Therefore, we can assign the class number k to the QL as well. The density of one of the three intervals vanishes in the binary limit in which |W | tends to one of the two boundaries of the relevant class. The repetition number is defined for a ternary QL as well but it will be investigated later on.
The LR-division of the window of a ternary QL is performed in a similar way as the case of binary QLs by using the results for the R-division and the L-division. The result depends on the window size. Prior to present the result, we divide the fundamental interval I 0 = ]1, τ ] into three subintervals:
The LR-division assumes:
which are symmetric. The sizes of the five subwindows are
respectively. It is observed in Eq.(18) that only one of the three intervals can repeat in a ternary QL but it is not necessary the majority interval. Note that the subwindow of the type [x • x] occupies a central region of W .
7 |W0| should be replaced by |W1| (= √ 3) when τ = 2 + √ 3. A similar remark applies to some other cases to appear but a footnote like this will be omitted.
The case |W | = 2 is in a sense singular because |W | is located at the boundary between the two intervals A and B. We obtain ρ = τ − 1, σ = 1 + τ −1 and δ = σ − 1 (= τ −1 ) in this case. Then, the central subwindow ([ω • ω]) vanishes:
We shall denote the relevant QL as Q b , where the suffix "b" stands for "boundary". It follows from this equation that no intervals of the three types repeat in Q b . More precisely, the ternary QL, Q b , is obtained from a binary QL composed of ρ and σ by inserting 1 into every junction of the binary QL; Q b is virtually a binary QL. The identity of the binary QL will be revealed in the next section.
We have assumed tacitly that σ < 
The sizes of the five subwindows are
The second boundary QL, Q ′ b , is obtained with the use of the window with |W | = 2σ. It has similar properties to those of Q b . In order to avoid a complication above we shall develop our theory mainly for the cases of τ = 1 + √ 2 or τ = 2 + √ 5. A ternary QL includes an infinite variation of sequences with the mirror symmetry. Their centers of the symmetry are the projections of the special points of the mother lattice [9] , so that they can be classified into four types, Γ, X, Y , and C. A center of the type Γ is a lattice point of the QL and is in a local environment of [x • x], while those of other types are located at the centers of the three types of intervals. Note however that a local symmetry may be broken in a "singular case" to be discussed in the final section.
Subquasilattice and decoration rule
The LR-division of the window W of a ternary QL defines six boundary points of the five subwindows. Let W ′ be another window whose two edges coincide with two of the six boundary points. Then, Q ′ := Q(W ′ ) is derived from Q by deleting every point which is in particular environments. If, for example, the subwindow [1 • ρ] is deleted for the case A in Eq.(18), Q(W ′ ) is derived from Q by decimating all the lattice points in the local environment [1 • ρ] . On this decimation, every interval of type ρ merges with an interval of type 1 being located on the left, yielding a new interval of the length 1 + ρ which is equal to the length of ω. Hence Q ′ is a binary QL composed of the two types of intervals 1 and ω; |W ′ | = σ. Conversely, Q is retrieved from Q ′ by decorating a part of intervals of the type ω as 1 • ρ but others are retained intact. Unfortunately, the rule by which the intervals to be decorated are chosen are not local for a generic δ. That is, Q ′ is locally derivable from Q but the converse is not necessarily true.
We next choose the following subwindow for the case |W | ∈ A above:
with |W ′ | = |W | − 1. In this case, Q ′ is derived from Q by decimating all the lattice points in the local environment 1 • ρ or 1 • ω in Q, or equivalently by retaining every point which is in the environment * • 1. On this decimation, new intervals ρ ′ := 1ρ and ω ′ := 1ω emerge and all the intervals of the type ρ and ω in Q disappear. However, a part of the intervals of the type 1 survive, and Q ′ is a ternary QL composed of the three types of intervals 1 ′ := 1, ρ ′ and ω ′ . Conversely, Q is retrieved from Q ′ by decorating every interval of the type ρ ′ as 1 • ρ and that of ω ′ as 1 • ω. Thus, two QLs, Q and Q ′ , are locally derivable from each other and, besides, Q ′ is a subset of Q. Then, we shall call Q ′ a subquasilattice of Q and denote it as Q ≻ Q ′ .
As noted above the three types of intervals in Q ′ are related to those in Q by
A set of such relations defined between a QL and its subquasilattice is called a decoration rule. 8 The interval vector of Q ′ is related to that of Q by u ′ = uL A , where L A is the decoration matrix defined by
Note that L A ∈ GL + (3, Z). Since the "lengths" of two QLs, Q and Q ′ , are the same, we can conclude that uw = u ′ w ′ with w ′ being the density vector of
A w. The column vector t (1, 1, −1) is an eigenvector of L A , and the corresponding eigenvalue is 1; these properties are common among all the decoration matrices to appear below. This eigenvector is orthogonal to u and u ′ because the third component of an interval vector is the sum of the first two.
A subquasilattice of Q is obtained also for the case of |W | ∈ B and |W | ∈ C if the subwindow W ′ is chosen as follows:
Note that |W ′ | = |W | − 1 for the case |W | ∈ B but |W ′ | = |W | − σ for the case |W | ∈ C. The decoration rules are given by
the repetition number r has appeared in the case B because the lattice points in the environment [ω • ω] are decimated. Since ρ = τ − 1 for the case B and ρ = τ for the case C, we obtain 1 ′ = τ for these two cases. This is the reason why the interval 1 ′ for the case B or C has chosen as indicated above. Remember that ω = τ for the case B.
The relevant decoration matrices of the cases B and C are given by the first two of the following three:
If the subinterval D is relevant, the subwindow W ′ is chosen as
with |W ′ | = |W | − σ, and the relevant decoration rule is given by
while the decoration matrix is given by the last of the three above. The first line of Eq.(26) applies to the boundary QL, Q b , but the relevant subquasilattice, Q ′ , is a binary QL composed of the two intervals 1 ′ = 1ρ and ω ′ = 1ω, which follows from Eq.(20). Since |1 ′ | = τ and |ω ′ | = τ + 1, we can conclude that τ −1 Q ′ = B m−1 . That is, Q b is given as a decoration of B m−1 . We can show by a similar argument that Q ′ b with τ = τ G is given as a decoration of the Fibonacci lattice.
The new window W ′ belongs to I 0 for the case |W | ∈ A but does not for the case |W | ∈ B and |W | ∈ C because |W ′ | < 1. However,Ŵ := τ W ′ belongs to I 0 . To be more specific, |Ŵ | = τ (|W | − 1) or |Ŵ | = τ (|W | − σ) for the case B or C, respectively. Using the relation 1 ′ = τ , we can conclude thatQ := Q(Ŵ ) (= τ −1 Q ′ ) is a ternary QL with three types of new intervals 1,ρ andω withρ = τ −1 ρ ′ andω = 1 +ρ. Since ω = τ and ρ ′ = 1ω r for the case B, we obtain the equationρ = τ −1 + r, which determines the repetition number as r = m −k withk being the class number ofQ. The repetition number for the case D will be given later on.
The distinction of the case A from B and C is seen also in the fact that the determinant of the decoration matrix is positive for the case A but negative for other two cases.
A binary QL is considered to be a limiting ternary QL where the density of the longest interval, ω, vanishes. Consequently, most result derived for the case of a ternary QL is basically applicable to the case of a binary QL. More precisely, only the cases A and C appear for this case, and the relevant decoration matrices are related to the binary counterparts given in § 4 as
Mutual local-derivability
If two QLs, Q and Q ′ , are locally derivable from each other, we shall say that the two QLs are in the relation to be called mutual local-derivability (MLD). Since the MLD relationship is transitive, all the QLs derived from a single mother lattice are classified with respect to this relationship [2] . In this paper, the MLD relationship is defined only between two QLs which are derived from a single mother lattice. Then, the two QLs are considered to be different subsets of a common 1D space, i.e., the physical space.
It is important to distinguish strong MLD (SMLD) and weak one. A definition of SMLD is reduced to that of strong local-derivability; a QL, Q, is strongly locally derivable from another QL, Q ′ , if i) Q is locally derivable from Q ′ and, besides, ii), for every lattice point of Q, the distance between it and the relevant local structure of Q ′ is bounded. On the other hand, the weak MLD is defined as follows: two QLs, Q and Q ′ , are weakly MLD 9 from each other if Q and τ n Q ′ are SMLD with each other for some n ∈ Z. By definition, two QLs, Q and Q ′ , are weakly MLD from each other if they are SMLD with each other. A weak MLD can be called simply as MLD. Note that the original MLD defined by M. Baake [2] is SMLD in our definition. For example, two QLs, Q and Q ′ , discussed in the preceding section are SMLD with each other, while Q andQ are only weakly MLD with each other.
As for the MLD relationship, we have the following two propositions:
Proposition 2: Let W and W ′ be the windows of two QLs. Then, a necessary and sufficient condition for the two to belong to a common SMLD class is
Proposition 3: Let W and W ′ be the windows of two QLs. Then, a necessary and sufficient condition for the two to belong to a common MLD class is
Proposition 2 is a direct consequence of Proposition 1. It is consistent with the discussions in the preceding section. Note that Proposition 2 is a direct consequence of a general result presented in [3] . It follows from Proposition 2 that all the binary QLs obtained from a single mother lattice belong to a single MLD class. It is important that a single MLD class may be divided into several SMLD classes.
Saw mapping
In what follows we shall sometimes identify a window W with its size |W |. Let us definê W := W ′ = W − 1 for the case of W ∈ A. Then, we may writeŴ = ϕ(W ) with ϕ(W ) being a mapping defined by
where use has been made of the relation τ σ = 1 for the caser C. The map is discontinuous but piecewise linear and its every linear piece has a positive slope which is not smaller than 1. Both the domain and the range of this map are the fundamental interval, I 0 = ]1, τ ] . We shall call a mapping with these properties a saw mapping (SM). If Q ≻ Q ′ and Q ′ ≻ Q ′′ , then Q ≻ Q ′′ . For example, if 2 < W < τ with τ = 1 + √ 2 (m = 2), then Q(W ) ≻ Q(W ′ ) ≻ Q(W ′′ ) for W ′ := W − 1 and W ′′ := W ′ − τ −1 . The decoration rule combining the three types of intervals of Q ′′ with those of Q is a composition of the decoration rule between Q and Q ′ and that of Q ′ and Q ′′ , so that we obtain 1 ′′ = 1ρ, ρ ′′ = 11ρ and ω ′′ = 1ω1ρ. The corresponding interval vectors are related with each other by u ′ = uL A , u ′′ = u ′ L C and u ′′ = uL with L A , L C and L being the relevant decoration matrices, so that we obtain a composition rule L = L A L C . Composition of decoration rules is possible also for the case of more than three generations of subquasilattices. A Composite decoration rule is composed of the decoration rules given in § 7, and we may call these the simple decoration rules.
If a QL, Q, and its subquasilattice Q ′ are scaling-LI with each other, Q has an self-similarity (inflation-symmetry). The decoration rule between Q and Q ′ in this case is nothing but the inflation rule, so that the inflation matrix is considered to be a special decoration matrix.
If the SM Eq.(31) is repeated indefinitely, we obtain an infinite series of windows:
. This series of windows define a semi-infinite chain of subquasilattices, Q 0 ≻ Q 1 ≻ Q 2 ≻ · · · with Q 0 := Q, provided that scales of these QLs are ignored. By the properties of the SM, the SM is never able to have any stable fixed point, and the series is chaotic for a generic W . The series is non-chaotic only when W has a special number-theoretic property with respect to the quadratic field Q[τ ] := {r + sτ | r, s ∈ Q}. Several results in the number theory of quadratic fields are summarized in Appendix A. 10 Since τ is a τ −integral, the SM transforms a τ −integral, τ −rational, or τ −irrational to another τ −integral, τ −rational, or τ −irrational, respectively. Therefore, we shall classify a QL into the type I, II, or III according as its window, W , is τ −integral, τ −rational, or τ −irrational, respectively. It follows from Propositions 2 and 3 that all QLs of the type I form a single MLD class, which we shall call the fundamental MLD class.
Possible types of behavior of the series generated by the SM are divided into two cases: i) Cyclic (or periodic) case, where the series is purely cyclic or mixed-cyclic, in which the series falls into a cycle after finite terms.
ii) Aperiodic case.
For example, we obtain a pure 3-cycle for W = 1 2 (1 + √ 2) with τ = 1 + √ 2:
10 Self-similar QLs
In a purely cyclic case, all the QLs in the relevant chain of subquasilattices must have inflationsymmetry; the ratio of the self-similarity is common among different QLs and its value takes the form τ q with q being a positive integer. The number of independent QLs in the series is equal to the cycle of the series (or chain). However, these QLs belong to a single MLD class because they are related to each other by decoration rules. We have already an algorithm of deriving the inflation rule when a window in a cycle is given. It follows that the inflation matrix for every QL is represented as M := L 1 L 2 · · · L p where p is the period of the cycle and L i 's are the relevant decoration matrices. The power q above is equal to the number of L i 's so that det L i = −1; hence, det M = (−1) q . For example, the inflation rule for the QL whose window is the first of the 3-cycle above is given by
with ρ = τ = 1 + √ 2. The ratio of self-similarity of this QL is equal to τ 2 , which is the length of the interval 1', while the density vector is proportional to (1, 1 + 2 √ 2, 1). The Frobenius eigenvalue of M is given by τ q , and the left Frobenius eigenvector is equal to the interval vector u; that is, τ q u = uM . Since M is a decoration matrix, it has 1 as one of its eigenvalue. It follows that the characteristic polynomial P (x) := det(xI − M ) is factorized as (x− 1)[x 2 − ax+ (−1) q ] with a = Tr M − 1. The third eigenvalue of M is equal toτ q ; a = τ q +τ q .
The density vector w of the QL is proportional to the right Frobenius eigenvector. Ratios between the components of w is a τ −rational because the Frobenius eigenvalue is a τ −integral. From this and Eq. (17), we can derive an important conclusion that the window W of a selfsimilar QL must be a τ −rational.
A theorem in linear algebra proves that the right eigenvector t (1, 1, −1) of M is orthogonal to the interval vector u, which is consistent with that the third component of the interval vector must be the sum of the first two. We can choose a row vector with integer components as a left eigenvector of M for the eigenvalue 1. The orthogonality of this vector to w yields a linear relation with integer coefficients among the components of w; presence of the linear relation is a direct consequence of that the three components of w belong to Q[τ ]. If the left eigenvector assumes (1, 0, −1), for example, the density of the interval ω must be equal to that of 1, which is the case for the QL given by Eq.(33).
Let Q and Q ′ be two QLs in a cycle and let M and M ′ be the corresponding inflation matrices. Then, there exist two matrices
If composition of the SM is repeated n times, we obtain an n-fold SM ϕ n . A fixed point of ϕ n satisfies W = ϕ n (W ), and can be the initial window of an n-cycle of the SM, provided that it is not a fixed point of a lower cycle, whose period must be a divisor of n. The converse of this statement is true as well. The n-fold SM is also an SM, and the number of its peaks increases exponentially as a function of n. Therefore, the number of the fixed points will increase rapidly as well. The points of discontinuity of ϕ as well as those of ϕ n belong to Z[τ ].
If a binary QL defined by Eq. (11) is chosen particularly as the initial QL of the chain of subquasilattices, we find that an m-cycle is obtained and the binary QLs B k with k = 0, 1, · · · , m − 1 cycle in the reversed order. Thus, all the binary QLs are related to each other by decoration rules. To be more specific, 1 ′ = 1 and ρ ′ = 1ρ for B k ≻ B k−1 with k = 1, 2, · · · , m − 1, while 1 ′ = ρ and ρ ′ = ρ1 with ρ = τ for B 0 ≻ τ B m−1 . 11 
Classification into MLD classes
In a mixed-cyclic case, one cycle of the cyclic part of the series (or chain) define several selfsimilar QLs, which are subquasilattices of the initial QL. Therefore, the initial QL is a decoration of a self-similar QL in the chain, and the window of the QL must be a τ −rational. It follows that a τ −irrational window always results in the aperiodic case. Since Nature prefers simpler structures to complex ones, we shall concentrate our consideration, hereafter, to a QL of the type I or II. 11 We obtain 1 ′ = 1ρ and ρ
The reason of this result will be clarified in § 12. . Remember that the index is independent of the numerator λ of W . The index of a τ −integral window, in particular, is defined to be 1. Let us define the scaled residue class by . Then, the number of MLD classes whose index is equal to q is given by q −1 Φ(τ q − 1). 12 We have examined the series of windows generated by the SM for many initial windows belonging to Q[τ ], and obtained the following observations: i) Every series of windows falls eventually into a cycle.
ii) The cycle is determined by the scaled residue class to which the initial window belongs, where cycles which are equivalent with respect to a cyclic permutation are not distinguished.
Although we have not succeeded yet in proving these observations, we assume them to be true. Then, we can derive several conclusions:
i) Every MLD class of QLs includes a finite number of self-similar QLs.
ii) The ratio of the self-similarity is common among self-similar QLs in a single MLD class, and is given by τ q with q being the index of the relevant scaled residue class.
iii) We can choose a self-similar QL as the representative of a MLD class; other QLs in the class are given as decorations of the representative.
If there exist several self-similar QLs in a MLD class, we shall choose as the representative the one whose window is the shortest within the fundamental interval. A norm of the inflation matrix M of a self-similar QL is defined by the sum of all the components. We can say that the larger the norm is, the more complex the QL is. The norm tends to increase rapidly as the index q of the window is increased. The number of the divisors of τ q − 1 is finite for a specified q, so that the number of MLD classes with a specified index is finite. The index q is an important parameter to characterize a self-similar QL. Self-similar QLs with small q will be important in a practical application.
It is convenient to have a system of symbols by which each member of the set of all the MLD classes of type II QLs is uniquely specified. Since each MLD class is specified by the window of a representative QL of the class, a symbol having complete information on the window will be appropriate for the purpose. We note here that a positive τ -rational is uniquely expressed as (r + sτ )/t with r, s, t ∈ Z being relative primes and t > 0; the τ -rational can be specified by the symbol rs/t . The same symbol can be used to specify each MLD class. For example, the MLD class associated with the 3-cycle given by Eq.(32) is denoted by 01/2 . Note that there may not exist any MLD class denoted by rs/t for arbitrary numbers r, s, t ∈ Z even if they satisfy the conditions above in addition to the conditions r + sτ > 0.
Since an MLD class of QLs includes a finite number of self-similar QLs, the inflation rule is not a good index to discriminate different MLD classes. A QL with q = 2 has been already presented as an example (see Eq.(33)). It is a representative of the relevant MLD class. Since the QL is a member of a 3-cycle, there exist two self-similar companions which are subquasilattices of the QL. The inflation rules for these QLs can be readily derived by using the algorithm given in the general theory. There exist no other MLD classes with q = 2 because Φ(
) has the prime number 3 − √ 2 as a divisor and Φ(3 − √ 2)/3 = 2. Therefore, there exist two MLD classes with q = 3 so that this prime number is the denominator of the relevant windows. There exist other two MLD classes with q = 3 because Φ(
12.2 The case m = 4 (τ = 2 + √ 5)
A part of the general theory need to be modified for this case because Z(τ ) is not closed as an integral domain. We do not, however, consider a generic MLD class but specific ones. It is an elememtary algebra to show that a τ -rational which turns to a τ -integral by multipliying τ − 1 (= 1 + √ 5) is congruent in modulo Z(τ ) with (1 + √ 5)/2, (3 + √ 5)/4 or (1 + 3 √ 5)/4: these three representatives of residue classes belong all to the subinterval B. Hence, there exist three MLD classes with q = 1. The two windows (1 + √ 5)/2 ∈ B and (3 + √ 5)/2 ∈ A form a 2-cycle. Since k = 1 and k = 2 for the two windows, respectively, the inflation rules for the relevant two QLs are given, respectively, by
while the density vectors are proportional to (1, τ
, respectively. The window (3 + √ 5)/4 is a fixed point of the relevant SM Eq.(31), and the window yields a 1-cycle. The inflation rule for the relevant QL is given by the first line of Eq.(27) but with r = 3 because k = 1 for this window.
The window (1 + 3 √ 5)/4 generates a 3-cycle but we shall not pursuit the three self-similar QLs. Anyhow, there exist six self-similar ternary QLs with q = 1 altogether
The case
This case is exceptional in that the parameter ρ (resp. ω) cannot take other values than τ (resp. τ 2 ). The intervals A and B in the general theory are empty for this case, and our consideration is confined to the intervals C = ]2σ, τ ] and D = ]1, 2σ] with σ = τ −1 . The narrowed window W ′ = W − σ satisfies the inequality τ −2 < W ′ < τ −1 for the case D, so that it must be scaled up by τ 2 to obtain a window in the fundamental interval. Hence, the SM for the present case takes the form:
The relevant decoration rule for the case C is given by the second line of Eq.(27), while the one for the case D is given by Eq.(30) with r = 1. It follows from the SM that the cycle p of self-similar QLs in an MLD class does not exceed the index q of the class.
, the minimum index of MLD classes of ternary QLs is three. There exists only one MLD class with q = 3 because Φ(2) = 3. The two windows τ 2 /2 ∈ C and √ 5/2 ∈ D form a 2-cycle. The inflation rules for the two QLs are given by
respectively, while the density vectors are proportional to (τ −3 , 1, 1) and (1, √ 5, 1), respectively. Similarly, there exists only one MLD class with q = 4 because τ 4 − 1 ∼ = √ 5 is a prime number and Φ( √ 5) = 4; there exists a 3-cycle composed of τ 2 / √ 5 ∈ D, 2τ / √ 5 ∈ C and 3/ √ 5 ∈ C. The norms of the inflation matrices of the relevant QLs are shown to be equal to 19, 23 and 21, respectively.
An important modification of the general theory is required because ρ can take the value √ 3 − 1 which is smaller than 1. As a consequence, the cases C and D can be treated in a unified way as shown below. The present SM assumes the form:
. The relevant decoration rules for the cases A and D are the same as the corresponding results in the general theory but a slight modification is necessary for the case B or C by the reason mentioned at the beginning of this paragraph; the decoration rules for the case B and C are given, respectively, by
because the length of 1 ′ must be equal to τ ; these results should be compared with Eq.(27) (but with r = 1 for the case B). Consequently, the modified decoration rule of the case C is given by the decoration rule for the case D (see Eq. (30)) but with r = 0. The relevant decoration matrix is written as L C = L ′′ 0 * 1 with L ′′ being the 2D matrix given in § 4. Since τ − 1 = 1 + √ 3 is a prime number and Φ(1 + √ 3) = 1, there exists only one MLD class with q = 1. The two windows (1 + √ 3)/2 ∈ C and (3 + √ 3)/2 ∈ A form a 2-cycle. The relevant two QLs take ρ = 1 + √ 3 and ρ = √ 3, respectively. The inflation rules for the two QLs are given, respectively, by
and the density vectors are proportional to (1, √ 3, 1) and (2 + √ 3, √ 3, 1), respectively. We next consider MLD classes with q = 2. The τ -integral
The first divisor has been considered above in connection with the case of q = 1. The values of the Euler function for other four are 2, 2, 2 and 4, respectively. Therefore, there exist five MLD classes with q = 2; (2 × 3 + 4)/2 = 5. It can be shown that all of them yield 4-cycles, so that there exist twenty self-similar QLs whose ratios are equal to τ 2 . We only present here a 4-cycle of windows:
13 Symmetric MLD A general expression for the decoration rule (DR) combining a QL, Q, and one of its subquasilattice, Q ′ , is given by 1 ′ = S 1 , ρ ′ = S ρ and ω ′ = S ω , where S x with x = 1, ρ and ω are strings of the three kinds of intervals 1, ρ and ω. The three strings form a "vector" S := (S 1 , S ρ , S ω ).
If S x 's have commonly an interval α at the left ends of them, we can define a new string vector which is written formally as T = α −1 Sα; T x is derived from S x by removing the interval α at the left end and, subsequently, adding it at the right end. By the assumption, Q is expressed as an infinite concatenation of S x 's. Then, it is evident that Q is expressed as an infinite concatenation of T x 's as well. Hence, T defines a new DR and the relevant new subquasilattice, which is a shift of Q ′ by α; the subwindow for the original subquasilattice is superposed on that of the new one by translating it by −α. This procedure can be repeated as long as the three strings of the new DR satisfy the condition above but will stop otherwise. A similar procedure is possible in the opposite direction in some circumstance; the transformed string vector takes the form: βSβ −1 .
Starting from a DR, we can obtain in this way a finite number of DRs, which we shall call the companions of the original; the decoration matrix is common among the DRs. The companions are in a sense equivalent to the original. A DR and all its companions form a full set of DRs, which is considered to be a linearly ordered set. It has a sort of mirror symmetry; a DR in the set and the one at the mirror site are mirror symmetric with each other because each string of the former is the mirror image of the relevant string of the latter. This is a consequence of the mirror symmetry of 1DQL. We shall call the number of DRs in a full set multiplicity of the set. If multiplicity is odd, the central DR must be symmetric; the relevant strings of the DR are palindromes. The full set yields a full set of subquasilattices and that of the relevant subwindows; the subquasilattices are translationally equivalent to one another. The subwindows have a common size and occupy different regions of the original window W ; different subwindows can partially overlap. The configuration of the subwindows is symmetric in W ; the subwindow associated with the symmetric DR occupies a central region of W .
The binary QL, B 0 with τ = 1 + √ 2, has a symmetric IR (SIR): 1 ′ = ρ and ρ ′ = ρ1ρ. Other binary QLs with SIRs are B 0 and B 2 with τ = 2 + √ 5 or B 2 with τ = 2 + √ 3. Incidentally, multiplicity of DRs is 5 for B 2 with τ = 2+ √ 3. Multiplicity is even for the case of the remaining binary QLs, and their IRs are not symmetric. On the other hand, the second IR in Eq. (35) is equivalent to the following SIR:
but other IRs given in § 12 for ternary QLs are not equivalent to any SIR. We may say generally that two QLs which are SMLD with each other is symmetrically SMLD (s-SMLD) with each other if local symmetry is common between them [3] . It is necessary for this to be the case that the relevant two windows, W and W ′ , is concentric [8] . A QL is s-SMLD with its subquasilattice which is related to the QL by a symmetric DR (SDR). Noting that the distance between the right edge of W and that of W ′ being concentric with W ′ is equal to |W − W ′ |/2, we can conclude that W ≡ W ′ mod 2Z[τ ] if Q(W ) and Q(W ′ ) are s-SMLD with each other. We can define s-MLD (i.e., weak s-MLD) as well. The theory for MLD is readily extended to the case of s-MLD; we need only to replace the window W in the theory by its half size W/2. We should remark, however, that we cannot find any algorithm of deriving a SDR yet.
The symmetric index s of W is defined by the conventional index of W/2. It can be shown readily that s = qt, or τ s = (τ q ) t , with q being the conventional index of W and t ∈ Z + ; the ratio of the self-similarity of a QL generated by an SIR is a power of τ q . The conventional IR is equivalent to an SIR only when s = q (t = 1). This proves several observations presented above for self-similar binary or ternary QLs.
A sufficient condition for the case s = q (t = 1) to occur is that the numerator λ of W = λ/µ is even. This is the case for W = 2τ / √ 5 with τ = τ G and q = 4. On the other hand, the 4-cycle of the windows given by Eq.(41) includes two windows satisfying the condition, and the relevant two QLs are transformed into each other by the DR:
The SIRs for the two QLs are compositions of the two SDRs in the two orders; the ratio of self-similarity of the two QLs is τ 2 with τ = 2 + √ 3. The three intervals 1, ρ and ω are symmetrically arranged in the r.h.s. of each relation of Eq.(42). If we watch the central intervals of the decorations, we find that the SIR induces a permutation among the three intervals. This is a common property of symmetric decoration rules, and derived from that the set of special points of the mother lattice Λ is subjected to a permutation by the hyperscaling operation [9] . In this connection, we have the following proposition: a necessary and sufficient condition for a DR to be symmetric is that the decoration matrix is congruent with a permutation matrix if it is considered in modulo 2.
Since s-MLD is stronger than MLD, an MLD class may be divided into two or more s-MLD classes. We shall consider how the fundamental MLD class is divided into s-MLD classes. The window W of a type I QL belongs to Z + [τ ], so that the half size W/2 does to 
]. Hence, the fundamental MLD class is divided into the corresponding two s-MLD classes, whose symmetric indices are 1 and 3, respectively. It is evident that the Fibonacci lattice belongs to the second of the two; the Fibonacci lattice has an SIR: 1 ′ = ρ1ρ and ρ ′ = ρ1ρ1ρ, whose ratio of self-similarity is τ 3 G . A representative QL of the first class is the boundary QL, Q ′ b , which has the SIR: 1 ′ = ρ, ρ ′ = ω and ω ′ = ρ1ρ with ρ = τ .
The situation is different for other three cases of τ = 1 + √ 2, 2 + √ 3 and 2 + √ 5; 
Summary and further remarks
A classification of 1DQLs into mutual local-derivability (MLD) classes has been completed for each τ on the basis of geometrical and number-theoretical considerations; a generic 1DQL is ternary. All the type I QLs form one MLD class but there exist an infinite number of MLD classes of type II QLs. For every MLD class, we can choose a self-similar member as its representative, and a non-self-similar member is given as a decoration of the representative; every self-similar member of a MLD class of type I QLs is binary. An algorithm of deriving a self-similar subquasilattice of a given QL is presented. Also, several properties of a number of important MLD classes of type II QLs are investigated. The theory has been modified to investigate the symmetric MLD classes.
There exist four kind of SMs because ϕ(W ) is defined for each of the four values of τ . The n-fold SM, ϕ n (W ), can be defined even for the case of n being a negative integer. However, ϕ n is multi-valued for this case because ϕ is not monotonic. A close inspection reveals that ϕ −1 , the inverse SM (ISM), is a two-valued, so that ϕ −n with n ∈ Z + is 2 n -valued. Hence, if the initial window is fixed, the ISM generates a tree. Since every window belonging to a single scaled residue class generates a series which falls in a common cycle, all the windows of the class form an inverted tree, and the same is true for QLs in a single MLD class.
The inflation matrix of a ternary QL investigated in this paper is three-dimensional but is reducible over Q because one of the two non-Frobenius eigenvalues is equal to 1 ∈ Q. This is consistent with that the dimension of the mother lattice of the QL is not 3 but 2. On the other hand, the absolute value of the other non-Frobenius eigenvalue is less than 1, so that the inflation matrix is marginal in a classification scheme for "IRs" [10] . This may be an origin of an anomalous behavior of energy spectrum of the one-electron Hamiltonian on the ternary QL [4] .
Ternary inflation rules are introduced by S. Aubry et al [11] in connection with circle maps in which quadratic fields are participated. They are similar to the ternary inflation rules in this paper, but we cannot find a direct connection between the two schemes yet. It is known that an aperiodic structure obtained by "an IR" is not necessarily quasiperiodic [12, 11] . Self-similar ternary QLs presented in our paper are, to our best knowledge, first examples of quasiperiodic ternary structures which are generated by IRs. Note, however, that most ternary 1DQL of type I or II does not obey any substitution rule though it is given by decorating a self-similar QL.
There exists a different but interesting view for type II QLs. This is presented in Appendix B.
We have confined our argument to 1DQLs of the Bravais type; a Bravais type QL (resp. non-Bravais type one) is obtained from a mother lattice which is a periodic Bravais lattice (resp. non-Bravais one) [13] . Another but equivalent method of obtaining a non-Bravais type QL is to use division of a Bravais lattice Λ into several equivalent sublattices as presented in Appendix B; in order to obtain a non-Bravais type QL, different windows are assigned to different sublattices [13] . The MLD relationship between two QLs can be extended for the case where one of the two or both are of the non-Bravais type. It can be shown that every MLD class includes a Bravais type QL. Therefore, to enumerate all the MLD classes of 1DQLs has been completed by the present paper. A remaining subject is to present a rule determining the MLD class to which a given non-Bravais type QL belongs.
A non-Bravais type QL is divided into two or more Bravais components. We shall call one of the components the principal component of the QL if it has full symmetry of the QL. If a QL has a principal component, it and the principal component belong to a common MLD class. The case where a non-Bravais type QL does not have any principal component needs a detailed analysis, and this subject will be discussed elsewhere.
It is known that there exists a close relation between 1DQLs and QLs in higher dimensions [5, 12, 7] . It can be shown that a Bravais type QL in d-dimension is constructed by the use of a star-like arrangement of 1DQLs. Therefore, the present theory is, basically, applicable to a classification of higher-dimensional QLs into MLD classes. It must be noted, however, that, for the higher-dimensional case, there is no unique correspondence between a QL and a quasiperiodic tiling. Then, decoration rules or inflation rules do not always have a meaning. Nevertheless, every type II QL is self-similar in the sense that it is MLD with a scaled version of itself, where the scaling factor is a power of τ . Since higher-dimensional QLs have a high point symmetry, it is important to classify them by means of the s-MLD which is developed in § 12. A full presentation of the results for higher-dimensional QLs will be made in a separate paper.
From a physical consideration, we postulate usually that the window of a QL should satisfy the glueing condition [14, 15] . Of the three types of the 1DQLs, the condition is satisfied only for the case of the type I; the drawback of a type II QL is the fractional nature of the window size. This does not mean, however, that to investigate type II QLs is not important because a type II QL can be the principal component of a non-Bravais type QL satisfying the glueing condition.
To show this, remember that other components of a non-Bravais type QL have fractional bases. If the two types of fractional nature match suitably, the glueing condition is satisfied. Details of this subject will be discussed elsewhere. Incidentally, the glueing condition causes the singular case where a local symmetry is broken [9] . A type II QL is always regular in this sense.
Appendices

A Number theory of quadratic fields
Several results in number-theory of quadratic fields are summarized here within a scope necessary in this paper. They can be found, for example, in [16] . . 13 Let R + be the set of all the positive real numbers and X ⊂ R. Then, the symbol X + denotes X ∩ R + throughout this paper.
If a τ −integral is factorized into several τ −integrals, each factor is called a divisor of the τ −integral. Since τ, τ −1 ∈ Z + [τ ], τ n with n ∈ Z is always a divisor of any τ −integral. Therefore, a number of the form τ n is a trivial divisor and is not considered usually to be a divisor. If two positive τ −integrals µ and µ ′ satisfy µ/µ ′ = τ n with n ∈ Z, we say that µ and µ ′ are companions of each other, and denote as µ ∼ = µ ′ . A number and its companions are not distinguished in a consideration of multiplicative properties of Z + [τ ]. A τ −integral is called a prime number if it has no divisors but itself. A composite number can be "uniquely" factorized into prime numbers except the case of Z + [2 + √ 5]. A τ −integral is called even or odd according as it can be divided by 2 or not, respectively. The norm of a τ −integral µ ( = 0) is defined by N (µ) := |µμ|, which is a positive integer.
If ζ ∈ Q + [τ ], it is represented as a simple fraction: ζ = λ/µ with λ, µ ∈ Z + [τ ]; λ and µ are relative primes, namely, they have no common divisors.
Let µ ∼ = 1 be a positive τ −integral. Then, two τ −integrals λ and λ ′ are defined to be congruent with each other if µ divides λ−λ ′ . The congruence relation is written as λ ≡ λ ′ mod µ. Using the relation, we can divide the set Z[τ ] into residue classes, whose number is equal to N (µ). A residue class is irreducible if a number belonging to the class is relative prime with µ. Let I µ be the set of all the irreducible residue classes. Then the number of the elements in the set is given by the Eulerean function Φ(µ). If µ ∼ = µ ′ , then Φ(µ) = Φ(µ ′ ). In particular, Φ(µ) = N (µ) − 1 if µ is a prime number in Z[τ ].
13 Z(τ ) with τ = 2 + √ 5 is not closed as an integral domain because the cube of τG ∈ Z(τ ) belongs to Z(τ ):
A multiplication of τ onto Z[τ ] induces a linear automorphism of Z[τ ], so that the same is true for its effect on I µ . The automorphism is a permutation over the finite set I µ . The order q of the permutation is the smallest positive integer so that µ is a divisor of τ q − 1. The number q is called the index of µ. The set I µ is divided by the permutation into orbits; the number of the orbit is given by s = q −1 Φ(µ), so that s = 1 only if q = Φ(µ). The orbit including λ mod µ is given by {λ mod µ, τ λ mod µ, · · · , τ q−1 λ mod µ}.
The residue classes discussed above are considered in Z[τ ] but it is convenient to consider residue classes in Q[τ ]: the residue class to which ζ ∈ Q[τ ] belongs is the set of numbers defined by ζ + Z[τ ]. A necessary and sufficient condition for ζ and ζ ′ in Q[τ ] to belong to a common residue class is ζ ≡ ζ ′ mod Z[τ ].
There exists a bijection between the mother lattice Λ and its projection Λ = Z[τ ]:
That is, Z[τ ] can be lifted to Λ. Similarly, there exists a bijection between Q[τ ] and a set in the 2D space; the set is nothing but the one composed of all the rational points of the 2D space with respect to Λ. To be more specific, ζ ∈ Q[τ ] can be lifted to (ζ,ζ) withζ := −ζ. It follows that a number-theoretical property of Q[τ ] is related to a geometrical property of the relevant set in 2D. For example, a multiplication of τ onto ζ ∈ Q[τ ] is translated to the hyperscaling operation on (ζ,ζ).
B A different view for type II QLs
It is known that the mother lattice Λ in the projection method is divided into several equivalent sublattices which are "similar" to the original lattice [13, 17] . , and the number of the sublattices is equal to the norm N (µ). Let q be the index of µ. Then, every residue class is invariant against a multiplication of τ q . Therefore, these sublattices are invariant against T q with T being the hyperscaling. The sublattices of Λ naturally divide a QL, Q, derived from Λ into different QLs, which are LI with each other but not MLD with Q: Q = Q 0 ∪ Q 1 ∪ · · · ∪ Q n−1 with n = N (µ). Let us assume that Q is of type I. Then, the window is given by a number, λ ∈ Z + [τ ]. It can be shown readily that Q * i := µ −1 Q i is obtained by the projection method from Λ by using a window whose size is equal to λ/|μ|. Hence, Q * i 's are of type II provided that λ andμ are relative primes. Conversely, every type II QL is derived in this way from type I QL. This provides as a reason why the ratio of the self-similarity of a type II QL takes a power of τ .
To illustrate the results above, we consider the case m = 2 (τ = 1 + √ 2). Let µ := √ 2. Then, Λ is divided into two equivalent sublattices. Using this, we can readily show that the binary QL B 1 is divided into two equivalent type II QLs which are LI with a ternary QL whose window is equal to 1 + 1/ √ 2; the ternary QL is investigated in § § 12.1.
