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Summary 
Using measured datasets (various soil properties, the soil water content, daily N2O emissions, and different 
crop parameters) from a multi-factorial field experiment (N fertilisation, irrigation, and straw removal) in the 
years 1999-2002 on the experimental site Dong Bei Wang (DBW) in the North China Plain (NCP), the ability of 
the process-oriented model DNDC (DeNitrification-DeComposition) was tested to simulate soil processes, and 
especially N2O trace gas emissions. The soil is classified as ‘calcaric cambisol’ (16 % clay content), while the site 
itself is further characterised by the regime of a continental monsoon climate.  
The central hypothesis in this work was that a thorough testing of the model (using a considerable range of 
different datasets) will allow the identification of shortcomings or discrepancies in the model, and that, given 
the linear succession of model calculation steps, the model calculation can be improved step by step, starting 
with improvements of initial calculation steps before continuing the improvement of following calculation 
steps. 
Due to increases in the N2O atmospheric concentration, and a lifetime of 100 to 150 years for one molecule (as 
well as a global warming potential 32 times that of a CO2 molecule), N2O is estimated to account for 7.9 % of 
the global warming potential. 70 % – 90 % of the anthropogenic N2O emissions are thought to origin from 
agriculture. The formation of nitrous oxide is dependent on the availability of reactive nitrogen, and, therefore, 
mainly influenced by the N fertilisation rate, fertiliser type, application timing and method. China, and the main 
cropping area NCP, are expected to contribute considerably to the anthropogenic N2O emissions.  
The DNDC model consists of two compartments, which first calculate soil temperature, moisture, pH, redox 
potential and substrate concentration profiles from climate, soil, vegetation and anthropogenic activity 
datasets, and in a second step NO, N2O, CH4 and NH3 fluxes. In accordance with the data availability, the 
simulation of the soil water content, the mineral nitrogen concentration, and the N2O fluxes were investigated. 
An automated parameter optimisation (using the software UCODE_2005) and programmed changes in the 
source code were conducted to improve the model simulations.  
In result, neither the automated parameter optimisations, nor the programmed changes, were able to improve 
the unsatisfying default simulations of the DNDC model. The results of the cascade model, employed by the 
DNDC model to simulate soil water dynamics, suggest that conceptual errors exist in the model calculation. 
Also the results of the mineral nitrogen and N2O emissions simulations suggest shortcomings in the model 
calculation.  
The best agreement between measured and simulated total cumulative N2O fluxes was achieved using an 
adapted (90 cm soil depth, adjusted SOC fractioning, and added atmospheric N deposition) default model 
version, despite unsatisfactory simulations of soil water content, mineral nitrogen, and daily N2O fluxes. Thus, 
in conclusion, the investigated DNDC model version appears to be able to give an approximation of seasonal 
N2O fluxes, without being able to simulate the underlying processes accurately in detail. Therefore, caution is 
suggested when modelling sites on the process level. 
 ‚Summary / Zusammenfassung‘ 
Zusammenfassung 
Die Messergebnisse (generelle Bodenparameter, Bodenwassergehalt, tägliche N2O Emissionen, sowie 
verschiedene Pflanzenparameter) eines multifaktoriellen Feldversuchs (Stickstoffdüngung, Bewässerung und 
die Entfernung von Getreidestroh nach der Ernte) in den Jahren 1999-2002, erstellt auf der Versuchsfläche 
Dong Bei Wang in der Nordchinesischen Tiefebene, wurden verwendet um die Genauigkeit des Prozess-
orientierten Simulationsmodells DNDC (DeNitrification-DeComposition) zu untersuchen. In diesem Sinne 
standen die Simulation von Bodenprozessen, und insbesondere die Simulation von N2O Treibhausgas-
Emissionen, im Mittelpunkt der Arbeit. Der Boden der Versuchsfläche ist klassifiziert als ‚kalkiger Cambisol‘ (16% 
Tongehalt), eine weitere charakteristische Eigenschaft des untersuchten Bodens ist der Einfluss des 
kontinentalen Monsun-Klimas. Zentrale Hypothese der Arbeit war, dass die schrittweise Verbesserung 
einzelner (möglicherweise) fehlerhafter Kalkulationsschritte es erlauben würde, am Ende eine 
Übereinstimmung zwischen simulierten und gemessenen Bodenprozess-Datensätzen zu erzielen. 
Der Anstieg der atmosphärischen N2O Konzentration, die geschätzte Lebensdauer von 100 bis 150 Jahren eines 
N2O Moleküls (und einem Treibhauspotential, welches das 32-fache des Treibhauspotentials eines CO2 
Moleküls beträgt), führen zu der Schätzung dass N2O Emissionen für ca. 7.9 % des gesamten 
Treibhauspotentials verantwortlich sind. Es wird erwartet das 70 % – 90 % dieser N2O Emissionen aus der 
Landwirtschaft stammen. Die Menge des emittierten N2Os wird bestimmt durch die Verfügbarkeit von 
reaktiven Stickstoffverbindungen, und ist damit abhängig von Stickstoff-Düngemengen, Düngertyp, 
Ausbringungstermin und –methode. China gilt, und hier insbesondere das Hauptanbaugebiet Nordchinesische 
Tiefebene, als eine der Hauptquellen menschlich verursachter N2O Emissionen. 
Das DNDC model besteht aus zwei Teilen, in denen zuerst (aus Eingabewerten von Wetter, Boden, Vegetation 
und menschlichen Aktivitäten) Bodentemperatur, Bodenfeuchtigkeit, den pH Wert, das Boden Redox Potential, 
sowie Substratkonzentrationen im Bodenprofil, und in einem zweiten Schritt NO, N2O, CH4 und NH3 Flüsse 
berechnet werden. In Übereinstimmung mit der Datenverfügbarkeit wurden die Simulation des 
Bodenwassergehalts, des Stickstoffhaushalts und der N2O Flüsse überprüft. Eine automatisierte Parameter 
Optimierung (mit Hilfe der Software UCODE_2005) und programmierte Änderungen im DNDC Quellcode 
wurden genutzt um die Modellsimulationen zu verbessern. 
Im Ergebnis führten aber weder die automatisierte Parameter Optimierung, noch die programmierten 
Änderung zu einer Verbesserung der unzulänglichen Simulationsergebnisse des DNDC Modells. Die Resultate 
des Kaskaden-Modell, welches im DNDC Modell für die Simulation des Bodenwasserhaushalts zuständig ist, 
legen die Existenz grundlegender Fehler in der Berechnung nahe. Die Resultate der Simulation des 
Stickstoffhaushalts und der N2O Emissionen deuten ebenfalls auf Unzulänglichkeiten in der Modellberechnung. 
Die beste Übereinstimmung zwischen gemessenen und simulierten saisonalen N2O Emissionsraten wurde mit 
einer adaptierten DNDC Version erreicht (90 cm Bodentiefe, angepasste Fraktionierung des organischen 
Kohlenstoffgehalts und hinzugefügter atmosphärischer Stickstoffablagerung), allerdings basierend auf einer 
äußerst ungenauen Simulation des Bodenwassergehalts, des Stickstoffhaushalts und der täglichen N2O 
Emissionen. Deswegen muss geschlussfolgert werden, dass das Modell nicht in der Lage ist die Bodenprozesse 
auf dem Untersuchungsstandort detailgetreu nachzustellen, und dass Vorsicht geboten ist wenn das Modell zur 
Simulation der Bodenprozesse anderer Standorte eingesetzt wird. Es bleibt allerdings die Möglichkeit, das 
DNDC Modell zur Simulation von saisonalen N2O Emissionsraten in hypothetischen Situationen und zur 
Berechnung von regionalen N2O Emissionsraten zu verwenden. 
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The introduction starts with a short overview over the ‚Greenhouse effect‘, and some widely 
accepted arguments are given that prove the existence of this process. These arguments lead directly 
to the role of nitrogen in the ‚Greenhouse effect‘, and especially to the importance of N2O emissions 
in this process. Some general properties (lifespan, warming potential) are given, and it is indicated 
from what sources N2O is originating from.  
In the second part, it is explained how N2O is formed in the natural environment, the focus here is on 
denitrification (including chemodenitrification), nitrification (autotrophic and heterotrophic), and 
nitrifier denitrification. It is pointed out which factors are the primary influences in these processes 
(soil water content, soil temperature, soil pH, and others).  
In the third part, the anthropogenic influence onto N2O emissions is described, and accordingly the 
major influence of agriculture on the encountered emission rates is explained. A relationship 
between N2O emissions and N fertiliser application is established - specifications on this relationship 
(in terms of fertiliser type, application method and timing, soil management) are following.  
The fourth part presents evidence on the role of China in the world total N2O emissions. A short 
description of the environmental situation in China is given, followed by the general amounts of 
fertiliser used in Chinese agriculture. From the fertiliser use, different estimates of the  Chinese N2O 
emissions have been published, which are presented; and the methods for the emission estimates 
(IPCC method and DNDC model) are presented briefly.  
Next the North China Plain is defined, pointing out geographical boundaries, as well as the 
importance of the region for the Chinese agriculture, and the climatic regime. From this, the problem 
of the Chinese water household in the region is elaborated. Mentioned is also the newly arising 
problem of salinisation of the soils in the NCP. The chapter is concluded with data on the usual 
fertilisation rates in the NCP and estimated N2O emissions rates due to these fertilisation amounts. 
The introduction continues with a description of specific problems in the measurements of N 2O 
emissions, pointing out spatial and temporal variability, together with suggestions towards an 
increase of the measurement frequency, in order to minimize uncertainties in the measurement 
results. Furthermore, N2O modelling attempts are discussed in more detail. Here, the IPCC method is 
mentioned once more as an example for a purely empirical approach, and the approach of the DNDC 
model is briefly described as process-oriented method. The introduction chapter ends with the 
objectives of this work. 
1.1 The ‘Greenhouse effect’ 
In the year 2007, the 4th assessment report by the Intergovernmental Panel for Climate Change 
(IPCC), created by the United Nations in 1988, finally convinced governments worldwide of the 
existence of a human made climate change.  
Climate change is defined by the IPCC as a “change in the state of the climate that 
can be identified (e.g. using statistical tests) by changes in the mean and/or the 
variability of its properties, and that persists for an extended period, typically decades 
or longer. It refers to any change in climate over time, whether due to natural 
variability or as a result of human activity. This usage differs from that in the United 




Nations Framework Convention on Climate Change (UNFCCC), where climate change 
refers to a change of climate that is attributed directly or indirectly to human activity 
that alters the composition of the global atmosphere and that is in addition to natural 
climate variability observed over comparable time periods” (IPCC, 2007, Topic 1, p. 1).  
As evidence for this process a linear warming trend is reported. This warming trend increased nearly 
twice as much over the 50 years from 1956 – 2005 than it had risen during the last 100 years 1906 – 
2005. Furthermore, the IPCC states that the temperature increase is widespread over the globe. The 
increase affects global average temperatures of oceans up to 3000 m depth and, at the same time, 
these oceans have taken up 80% of the heat being added to the climate system so far. The sea level 
increases are consistent with the warming, where about 57% of this increase result from the thermal 
expansion of the oceans, while melting of polar caps, ice-caps and glaciers are the reasons for the 
remaining expansion. According to the IPCC, the causes for the observed cli mate change are the 
emissions of long living greenhouse gases, in particular CO2 (Carbon Dioxide), CH4 (Methane), N2O 
(Nitrous Oxide) and halocarbons (fluorine, chlorine, and bromine) (IPCC, 2007).  
The ‘Greenhouse effect’ is a term which describes the general trapping of infrared radiation by the atmosphere 
and in this manner warms the earth surface. The trapping of infrared radiation is countered by infrared 
radiating back into space. However, the average Earth’s surface temperature is about 30 °C warmer than it 
would be without the ‘Greenhouse effect’. Certain gas molecules (commonly called GreenHouse Gases – GHG) 
influence the equilibrium between trapped and released infrared by trapping more infrared radiation in the 
atmosphere, which, thus, leads to an enhanced greenhouse effect and in turn to global warming. ‘Greenhouse 
effect’ is commonly used to describe the reported global warming. 
Industrial emissions, fossil fuel combustion, widespread deforestation as well as related burning of biomass 
have increased tremendously. Furthermore, changes in land use and management practices have changed 
markedly and rapidly since the industrial revolution. Most of these anthropogenic activities lead to higher 
concentrations of naturally occurring radiatively-active trace gases (e.g. CO2, CH4 and N2O) (Batjes & Bridges, 
1992). Due the fact that these gases have lifetimes of several to many years in the atmosphere (50 – 200 years, 
10 years and 150 years, respectively), they affect the climate markedly, and therefore, also influence 
biodiversity over a long time with unclear outcome (Batjes & Bridges, 1992). 
According to Knowles (1982), four hazards threaten the stratospheric ozone layer, which absorbs potentially 
harmful UV components: emissions of water vapour and nitrogen oxides from supersonic jet planes or wide-
bodies jets in the stratosphere, nuclear reactions in the stratosphere, upward diffusion of 
chlorofluoromethanes used as aerosol propellants and in refrigerators, and upward diffusion of tropospheric 
N2O into the stratosphere.  
The global biochemical nitrogen (N) cycles have been modified by industrial, agricultural and other 
anthropogenic activities. The thus doubled rate of natural N fixation (Vitousek et al., 1997) is the 
cause of increasing emissions of many trace gases and particulate matter into the atmosphere. Nitric 
oxide and nitrogen dioxide (NO and NO2, respectively, together forming the group of NOx gases), 
ammonia (NH3) and nitrous oxide (N2O), are the most important N substances emitted by human 
activities (Olivier et al., 1998). Fossil fuel combustion, biomass burning, lightning, and microbiological 
emissions from both natural and agricultural soils are the processes contributing most to the 
production of NOx and N2O (Olivier et al., 1996; Lee et al., 1997; Bouwman et al. , 1997).  
Atmospheric trace gases contribute significantly to the trapping of thermal radiation. These gases include 
carbon dioxide, tropospheric ozone, methane, nitrous oxide and certain chlorocarbons (sorted after their 
current importance). N2O has a concentration of 304 p.p.b. (parts per billion) and traps thermal infrared 
radiation at 1.3 W m-2, as much as ozone, and almost as much as methane (Dickinson & Cicerone, 1986). It has 
been estimated that the concentration of N2O in the troposphere during pre-industrial times was 285 p.p.b., 
and, thus, since then the trapping of thermal infrared radiation changed by about 0.05 W m -2. Although the 
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difference seems small, it means that the global sources of N2O increased their emissions by around 30% when 
assuming a growth rate of 0.2% per year (Khalil et al., 2002) and a lifetime in the troposphere of 150 years 
(Dickinson & Cicerone, 1986). The N2O concentration was estimated to rise up to 340 – 350 p.p.b.v. (parts per 
billion by volume) until the year 2020 in a simulation by Mosier & Kroeze (2000). 
Already Wang et al.  (1976), but recently also Zhang & Han (2008), have warned that the continued 
increase of N2O in the atmosphere poses a serious environmental threat, since it is an efficient 
greenhouse gas, as well as it is the principal source of odd nitrogen that regulates the ozone layer 
(WMO, 1994). However, there are several warnings that the N2O budget is currently not well 
quantified, making it difficult to determine the precise source and the cause of its increase (Cicerone, 
1989; Khalil & Rasmussen, 1992; Thiemens & Trogler, 1991). N2O has, on a weight basis, the 270 
times greenhouse potential of CO2, according to IPCC (1992). Olivier et al. (1998) report a radiative 
forcing of N2O, which is about 300 times that of CO2 (IPCC, 2007), while other sources claim a Global 
Warming Potential of 320 (where CO2 = 1) (Rotmans & den Elzen, 1992; Wrage et al., 2001; Zhang & 
Han, 2008) for N2O as radiatively active gas in Earth’s atmosphere (Wang et al., 1976).  
Thus, based on its effect as well as its lifetime, it has been estimated that N2O may account for about 
3.1 % of the global warming potential during the 1980s (Lashof & Ajuha, 1990) and 7.9% (in terms of 
CO2-eq.) of the total Greenhouse Gas emissions in 2004 (IPCC, 2007). The lifetime of N2O is 
considered to be about 150 years (Dickinson & Cicerone, 1986; Van Amstel & Swart, 1994), but 
recent estimates have tended toward 100-125 years (Levy et al., 1982; Prinn et al., 1990; Ko et al., 
1991; Minschwaner et al., 1993; Houghton, 2005). The role of N2O, concerning the ‘Greenhouse 
Effect’, is to deplete stratospheric ozone through photolysis (McElroy & McConnell, 1971; Vitousek et 
al., 1997) and forming NO, which has no adsorption effect on infrared ra diation itself, but is involved 
in photochemical reactions (Smith et al., 2003; Zhu et al., 2004) that cause the formation 
tropospheric ozone and, furthermore, the formation of nitric acid, a major component of acid rain 
(Akiyama et al., 2000). 
As already mentioned, pre-industrial concentrations of N2O were measured to be 265-285 p.p.b.v. from ice 
core analysis (Khalil et al., 2002; Sowers et al., 2003), while reaching 310 p.p.b.v. in modern times (Amstel & 
Swart, 1994; Khalil et al., 2002). The present concentration is reported to be between 310 p.p.b.v. and 314 
p.p.b.v. (Van Amstel & Swart, 1994; Prinn et al., 1990; Nevison et al., 1996; Khalil et al., 2002), which means 
that the concentration is now 8% (Van Amstel & Swart, 1994) – 16% (Houghton, 2005) higher than during pre-
industrial times and has increased with a rate of 0.2-0.3% during the last 20 years (Nevison et al., 1996; 
Houghton, 2005) or a rate of 0.6-0.9 p.p.b.v. per year (Prinn et al., 1990; Khalil et al., 2002). 
There is a difference in concentration of N2O between the Northern and Southern hemisphere, apparently the 
concentration is about 0.75 p.p.b.v. higher in the North than in the South (Prinn et al., 1990; Khalil et al., 2002), 
which leads to the conclusion that there is a greater source strength in the former. This is supported by the 
latitudinal distribution of atmospheric N2O. For 90-30N, 30N-equator, equator-30S and 30-90S there are 22-24, 
32-39, 20-29 and 11-15%, respectively, of the global total emission, showing that there is also a large tropical 
source (Prinn et al., 1990). The authors suspect that the origin of this source is land disturbance, as well as a 
combination of fertilizer use and fossil fuel combustion (Prinn et al., 1990). 
Although it is generally agreed that soils are the major source of N2O, the executed global N2O 
budgeting exercises suggest that the strength of known sources is underestimated or that 
unidentified sources exist (Duxbury, 1994). The only natural process that transfers atmospheric N2 
directly into N2O is lightning, while the major sources transforming biologically available nitrogen into 
N2O are denitrification and nitrification. Human activities (industrial as well as agricultural) have 
proven to be responsible for the increase in emissions and will be discussed below. However, since 




the global N2O budget includes a wide range of microbial, industrial and combustion sources, the 
actual cause of the N2O increase in the atmosphere is not yet completely understood.  
At first, the fossil fuel combustion was considered to be the main source, but in due time the estimate had to 
be reduced dramatically (Muzio & Kramlich, 1988). Another suspected source was the burning of biomass, but 
also here emission estimates had to be reduced (Nevison et al., 1996). Concerns about the increasing use of 
anthropogenically fixed nitrogen fertilizer, and the thus enhanced potential microbial N2O emissions, go back to 
the early 1970’s (Nevison et al., 1996). However, due to the lack of emission data, the published studies had t o 
focus on the amounts of applied fertilizer, and assumed that these surplus amounts had to be returned to the 
atmosphere eventually (Nevison et al., 1996).  
Anthropogenic induced N2O emissions can origin directly from agricultural fields, from animal 
confinements or pastoral systems, or from mineral nitrogen that was transported into ground and 
surface waters through atmospheric deposition, sewage and surface runoff after application to an 
agricultural site (Mosier & Kroeze, 2000). Increases in temperature  and water-filled pore space cause 
an increase of the anaerobic volume in a soil and, thus, lead to an exponential increase in N 2O 
emissions (Smith et al., 2003).  
Mosier (1994) concludes that agriculture contributes to about 70% of the anthropogenic emissions of 
N2O, while Duxbury (1994) reports that impact of land development for agriculture and agricultural 
production practices contribute 90% of the total anthropogenic N2O emissions. More recently, 
Mosier & Kroeze (2000) estimated that 78% of the anthropogenic N2O emissions result from crop and 
livestock production. However, Duxbury (1994) and Freney (1997) argue that there are considerable 
uncertainties in the global budget of N2O and the contribution of the various sources.  
Anaerobic soils have large potentials for reducing N2O, and, generally, the major product of denitrification in 
soils is N2 rather than N2O (Tiedje et al., 1984; Smith, 1990; Conrad, 1996). However, due to the fact that 
atmospheric N2O dissolutes only slowly in soils, and, furthermore, is also only transported at a slow pace in wet 
and/or flooded soils (where denitrification can occur), this process does not count as a significant regulator of 
atmospheric N2O (Freney, 1997; Mosier et al., 1998). 
1.2 Factors influencing N2O Emissions 
After having identified agriculture as the main producer of N2O emissions due to human activities, more shall 
now be said about biological factors determining the emission rates of N2O. The main biological processes 
responsible for the emission of N2O are nitrification, denitrification (the dissimilatory reduction of nitrate to 
ammonium) and the assimilatory reduction of nitrate when N is used for the build up of cell biomass (Batjes & 
Bridges, 1992). Besides, also chemo-denitrification and ‘pyro-denitrification’ can be taken into account. 
However, the latter two processes only act as a minor source of N2O emissions in the global budget (Batjes & 
Bridges, 1992).  
Thus, in most agricultural systems (and also in waste water treatment, sediments or water bodies) 
the bacterial processes of denitrification and nitrification are the dominating reasons for the 
formation and emission of nitrous oxide (Wrage et al., 2001). Furthermore, Wrage et al.  (2001) point 
out that some nitrifiers have not only the ability to nitrify, but to denitrify as well - a process called 
nitrifier denitrification. There are, however, still large uncertainties in the estimation of how much 
N2O is contributed by this process, mainly due to a lack of a simple measurement method (Wrage et 
al., 2001).  
Microbial denitrification occurs when oxygen is absent and results in the production molecular N 2 
and, possibly, N2O. However, water, nitrate (NO3
-) and decomposable organic compounds need to be 
present, for they are needed by the bacteria to drive the various growth processes by providing  




Figure 1.2.1: Outline of the pathway and the enzymes involved in the denitrification process (Wrage et al., 2001)  
energy from chemical reactions (Batjes & Bridges, 1992; Mathieu et al., 2006). During the 
denitrification process, NO3
- is reduced stepwise to N2, via the intermediate products NO2
-, NO and 
N2O (see also figure 1.2.1). An in-depth analysis of the involved enzymes is available from Hochstein 
& Tomlinson (1988). The essentially aerobic bacteria use nitrate, nitrite and nitrous oxide as electron 
acceptors instead of O2 (Knowles, 1982). As can be seen, N2O is a regular intermediate (Wrage et al., 
2001), strongly dependent on the soil pH, since the N2O reductase is inhibited at low pH values 
(Knowles, 1982). Denitrification is a significant biological sink for N2O (FAO, 2001) and most likely the 
major source of N2O emissions (Cofman Anderson & Levine, 1986).  
That the production of N2O is generally higher from denitrification per molecule of nitrogen input than from 
nitrification, is also reported by Nevison et al. (1996). Under optimal conditions for denitrification, about 5 -15% 
of the present NO3
- can be emitted as N2O (Nevison et al., 1996). With an increasing partial pressure of O2, 
denitrification rates decrease, however, at the same time the production of N2O can increase up to 50% and 
more (Joergensen et al., 1984). This increase in N2O production is due to the fact that the inhibition of the 
nitrous oxide reductase by O2 is stronger than of the other reductases involved in the denitrification process 
(Knowles, 1982). Furthermore, a limited availability of NO3
- also enhances the reduction of N2O to N2 (Cofer 
Anderson et al., 1993). According to Firth & Edwards (1999), however, at nitrate concentrations over 15 mmol  
l-1 N2 production is inhibited. Apart from that, nitrate reduction occurs more rapidly than nitrite reduction, 
which in turn appears to have an inhibitory effect on nitrous oxide reductase (Firth & Edwards, 1999). 
Parkin (1987) and Parson et al. (1991) state that denitrification exhibits a highly spatial and temporal variability. 
A study by Russow et al. (2000) suggests that the emitted N2O was formed primarily through denitrification 
(see also Wolf & Russow, 2000) and the available nitrate, and that it was created in anaerobic hotspots. N2O 
emissions are caused by the fact that not all denitrifying bacteria are able to complete the whole denitrification 
process (Knowles, 1982).  
Chemodenitrification describes processes where nitrogen gas is produced through catalysed reactions by 
abiologic agents, but is not considered to be an important process at the global level. It may, however, appear 
locally in frozen soils (see also Batjes & Bridges, 1992, p. 74, 75). More exactly, chemodenitrification refers to 
the chemical decomposition of HNO2 (nitrous acid), where NO2
- is reduced by chemical reductants under 
oxygen limited conditions and at a low pH (Wrage et al., 2001). During that process also N2, N2O and NO can be 
produced. It can appear when nitrification rates are high, in general after application of NH 4
+ (ammonium) 
based fertilizers or animal manure, during which NO2
- accumulates under oxygen limited conditions (Batjes & 
Bridges, 1992). The main reaction product of chemodenitrification is NO (Kappelmeyer et al., 2003). 
The autotrophic nitrification consists of two stages (see also figure 1.2.2), the formation of NO2
- from 
NH4
+ (ammonia oxidation) and the subsequent formation of NO3
- (nitrite oxidation), dominated by 
Nitrosomonas (first stage) and Nitrobacters (second stage), respectively (Batjes & Bridges, 1992; 
Wrage et al., 2001). The energy these Nitrobacteriaceae require for their growth (CO2 fixation) 
origins from the nitrification process, however, both NH3 and NO2
- are not very effective energy  





Figure 1.2.2: Outline of the pathway and the enzymes involved in the nitrification process (Wrage et al., 2001)  
sources (Wrage et al., 2001). To make use of these two sources, the bacteria require a process that is 
called reverse electron flow, which requires additional energy and, thus, explains the slow growth 
rates of nitrifying organisms (Wrage et al., 2001). It is necessary to point out, however, that recent 
findings suggest that archaeal ammonia oxidisers (Chrenarcheota) are present in much higher 
numbers than bacterial ammonia oxidizers throughout soil ecosystems on Earth (Leininger et al., 
2006) and, in this respect, certainly play a much more important role than has been anticipated. 
During these two stages, N2O can be created either during the NO3
- oxidation (chemical decomposition of 
intermediates between NH4
+ and NO2
-) or through incomplete oxidation of NH2OH (hydroxylamine) (Wrage et 
al., 2001). There is a third possibility (nitrifier denitrification) that will be described later. It is evident, however, 
that the available supply of nitrifiable nitrogen, moisture content, temperature and oxygen availability are the 
factors that decide whether N2O is created during the nitrification process (see Batjes & Bridges, 1992, p.72).  
The heterotrophic nitrification requires carbon substrates as carbon and energy sources in order to 
oxidise NH3/NH4
+ or organic-N containing compounds to NO2
- and/or NO3
- (Batjes & Bridges, 1992). 
The heterotrophic nitrification can be catalysed by a broad spectrum of different bacteria and fungi 
(Batjes & Bridges, 1992), with fungi predominating in soils with a low pH (Kester et al., 1997). Some 
of the heterotrophic bacteria can both nitrify and denitrify (Papen et  al., 1989; Wrage et al., 2001). 
Substrate, intermediates and products of the heterotrophic nitrification are the same as shown in 
figure 1.2.2 for the autotrophic nitrification (Wrage et al., 2001). There are, however, slight 
differences reported, concerning the enzymes ammonia monooxygenase and hydroxylamine 
oxidoreductase (see Wrage et al., 2001). 
N2O is formed as an intermediate in the reduction of NO2
- to N2 (Cofman Anderson et al., 1993). More specific, 
N2O can be created during the transformation of [NOH] (nitroxyl) to NO (Batjes & Bridges, 1992). Heterotrophic  




Figure 1.2.3: Outline of the pathway and the enzymes involved in the nitrifier denitrification process (Wrage et al., 2001)  
nitrification is generally considered a rather minor source of N2O (Wrage et al., 2001). It is, however, possible 
that significant amounts of N2O are produced when specific conditions are met – low pH, high oxygen amounts 
and high availability of organic material (Papen et al., 1989; Cofman Anderson et al., 1993). 
Batjes & Bridges (1992) mention another microbial process that can create N2O, which they call 
chemoautotrophic nitrification. According to the authors, this process is a more rapid type of nitrification, 
where more nitrogen is metabolised by Nitrosomonas and Nitrobacters in comparison to fixed CO2 (Batjes & 
Bridges, 1992). However, as Wrage et al. (2001) reports, this process is called nitrifier denitrification (Wrage et 
al., 2001). Being a pathway of nitrification, the reduction of NO2
- to N2O and N2 follows the oxidation of NH3 to 
NO2
- (Wrage et al., 2001; see also figure 1.2.3). Nitrifier denitrification may account for the most part of the 
N2O production during nitrification (Parton et al., 1988). 
Contrary to the coupled nitrification-denitrification process that will be described below, the nitrifier 
denitrification process is caused only by one group of microbacterias – autotrophic NH3-oxidizers 
(Wrage et al., 2001). The first part of the process, as can be seen in figure 1.2.3, is regarded as a 
nitrification process (the oxidation of NH3), while the second part equals the denitrification process 
where NO2
- is reduced to N2 (Poth & Focht, 1985). Concerning the enzymes that are required for this 
process, it is believed that they equal the enzymes used in denitrification and NH3 oxidation 
processes (Wrage et al., 2001). Furthermore, Wrage et al. (2001) point out that only nitrifiers carry 
out nitrifier denitrification, and that no NO3
- is produced during this process. Nitrifier denitrification 
can be, besides denitrification, the major source of N2O production in a soil (Wrage et al. , 2004a). A 
reduction in the soil O2 concentration causes a reduction in N2O production by nitrifier denitrification, 
while changes of the soil pH do not have an influence (Wrage et al., 2004b; Wrage et al., 2004c). 
A last process to mention is the coupled nitrification-denitrification. Coupled nitrification-
denitrification takes place in the case that the conditions in the soil are favourable for both 




nitrification and denitrification processes in neighbouring microhabitats (Arah, 1997). This means 
that the NO2
- or NO3
- produced during the nitrification can be utilized in a denitrification process in 
the neighbouring microhabitat, for instance when the surface soil layer is aerated while the lower soil 
layers are dominated by an anaerobic zone (Wrage et al., 2001). In a case like this, N2O production is 
highest in the interface of the two areas (Wrage et al., 2001). 
Cofman Anderson et al. (1993) report that autotrophic nitrification is the primary producer of N2O in aerobic 
soils (see also Tortoso & Hutchinson, 1990), whereas denitrification contributes the largest part of N2O 
emissions from anaerobic soils. Nevertheless, Cofman Anderson et al. (1993) come eventually to the conclusion 
that in aerobic to near anaerobic soils heterotrophic nitrification may be a significant source of N2O. Batjes & 
Bridges (1992) suggest that autotrophic nitrification is insignificant in comparison to heterotrophic nitrification. 
The large ecological versatility of the heterotrophic microorganisms, together with the great number of 
nitrogen compounds they can oxidize, suggests that heterotrophic nitrification is a considerable source of 
biological produced nitrogen oxides (Papen et al., 1989). In their study, Papen et al. (1989) came to the result 
that the amount of N2O originating from heterotrophic nitrification may be 2 orders of magnitude higher than 
N2O amounts produced by autotrophic ammonia oxidizers under comparable conditions.  
Nitrate respiration, non-respiratory N2O production, dissimilatory nitrate reduction and gaseous losses of 
nitrogen from plants have been reported, partly investigated and explained, but not been deemed to be of 
major importance for overall N2O emissions, partly because the process cannot be separated from the general 
nitrification process (Batjes & Bridges, 1992). To sum up, nitrification is a relatively constant process across 
ecosystems, while denitrification rates are temporally and spatially variable. 
The distribution of source regions in a soil that produce substantial amounts of N2O equals essentially 
a 3-dimensional mosaic of anaerobic microsites in an otherwise aerobic matrix (Smith et al., 2003). 
Therefore, the soil moisture content is among the most important influencing factors, besides 
temperature and soil aeration status (Smith et al., 2003). Furthermore, soil type, structure, texture, 
porosity, soil reaction (pH), organic matter content as well as precipitation/irrigation need to be 
taken into account (Mosier et al., 1998). Additionally, agricultural and management practices need to 
be considered, since they may affect N2O emissions from soils. These include the fertilizer regime (e.g. 
type, rate, application technique and timing), cultivation practices (e.g. tillage, irrigation and drainage) 
and the crop assortment (Batjes & Bridges, 1992).  
Conrad (1996) points out the importance of soil moisture and temperature, which control soil processes at all 
levels by governing organic matter decomposition rates, denitrification and nitrification. The wetting of dry 
soils enhances mineralisation of organic matter with resultant pulses in mineralisation and nitrification, and at 
the same time local anaerobic conditions, favouring denitrification, are created (Tiedje et al., 1984). According 
to a study by Cofman Anderson & Levine (1986), sufficient soil moisture will provide anaerobic microsites 
(‘denitrification hotspots’) in aerobic soils, where denitrification by either denitrifiers or nitrifiers will produce 
N2O, which is then prone to further reduction or emission.  
After an initial wetting of the soil, N2O emissions occur when the production of N2O exceeds the reduction of 
N2O to N2, but the peaks will, in general, decrease with subsequent rainfall events (Rolston et al., 1982, Batjes 
& Bridges, 1992). This is even more pronounced in flooded fields, where initial emissions will be highest in the 
first days of measurements, and drop subsequently below the detection limit during the following days 
(Denmead et al., 1979). 
There appears to be no clear relationship between soil temperature and soil water content on the 
one hand and microbial activity on the other hand (Kladivko & Keeney, 1987; Schjoenning et al. 2003). 
Nevertheless, Skopp et al. (1990) found an optimum WFPS (water filled pore space) for aerobic 
microbial activity of 60%. Concerning the N mineralisation, Sierra (1996) investigated the relationship 
with temperature and moisture in a laboratory experiment, where he came to the conclusion that 
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the variation of the N mineralisation was only to 43% related to temperature and moisture. However, 
the N mineralisation was more responsive to changes in the temperature (Sierra, 1996).  
In a study to determine the influence of the soil water content on the amount of N2O emissions and the 
contribution of different microbial processes (by inhibiting either denitrification, autotrophic or heterotrophic 
nitrification) in a fertilised silt loam, Bateman & Baggs (2005) came to the result that N2O emissions were 
highest from the treatment with 70% WFPS, compared with the treatments with 60, 50, 35 and 20% WFPS, 
respectively (1280.1, 227.6, 39.5, 46.5 and 3.1 ng N2O-N per g dry soil, respectively, after 7 days). While in the 
20 and 70% WFPS treatment, denitrification was the major contributor of N2O emissions (85 and 100%, 
respectively), autotrophic nitrification was the main cause of the measured emissions in the 35, 50 and 60% 
WFPS treatment (62-75% of the total emissions) (Bateman & Baggs, 2005). Heterotrophic nitrification was only 
found in the 50% WFPS treatment, where it contributed roughly 15% of the N2O emissions (Bateman & Baggs, 
2005).  
Wrage et al. (2004a) points out that the inhibition of microbial processes can be unreliable. Besides, Wrage et 
al. (2004a) determined that nitrifier denitrification was involved in the production of N2O in a soil with 80% 
WFPS, which was not taken into account by Bateman & Baggs (2005). Seeing the relative high contribution of 
denitrification in the 20% WFPS treatment, however, Bateman & Baggs (2005) conclude that either anaerobic 
microsites or aerobic denitrification were responsible for the encountered N2O emissions. Finally, both the 35 
and 50% WFPS treatment were investigated for 24 days, but up to 47% of the total N2O emissions were 
encountered during the first 3 days (Bateman & Baggs, 2005).  
To sum up, N2O emissions increase with increasing soil water content, however, the increase is not 
linear (Bateman & Bags, 2005). Smith et al. (1998) report that N2O emissions increased gradually with 
increasing soil water content until an optimum was reached between 80 and 90% WFPS. Sehy et al.  
(2003) suggest 60% WFPS as threshold level for the induction of elevated N2O emissions in maize 
crops. In rice-wheat rotations in Southeast China, N2O emissions increased exponentially until 99% 
WFPS, and decreased reciprocally above 115% soil water holding capacity (Zheng et al., 2000). Batjes 
& Bridges (1992) suggest, however, that there is no simple relationship between soil water content 
and the amplitude of the daily pattern in the rate of N2O emissions. Furthermore, Venterea et al.  
(2005) point out that situations exist where N2O emission patterns are rather driven by fertilisation 
events and that natural as well as simulated rainfall can fail to drive N2O emissions.  
According to FAO (2001), optimum conditions for denitrification occur at 50 – 80 to 60-90% water filled pore 
space, however, other authors refrain from relating the denitrification process to the soil water content and 
rather use the oxygen availability, among other factors (Knowles, 1982; Klemedtsson et al., 1988; Drury et al., 
1992), as there appears to be no clear relationship that is valid for all soil types. Tiedje et al. (1984) report that 
denitrification increases when the oxygen concentration drops below 2% in the soil air. Sexstone et al. (1985) 
tried to relate soil water to N losses due to denitrification, but found that nitrogen losses from a clay soil were 
double that of a sand loam, even though the sand loam received almost twice the water input.  
Weier et al. (1993), however, came to the conclusion that total N loss due to  denitrification generally 
increases as soil texture becomes finer and WFPS increases. Emissions of nitrous oxide often seem to 
peak after rainfalls or small irrigation amounts, especially after N-fertilizer application (Sexstone et al., 
1985; Mosier et al., 1991; Batjes & Bridges, 1992; Kester et al. , 1997).  However, flooding over longer 
periods can limit denitrification, since nitrification is limited as well, and thus no nitrate will be left to 
be denitrified (Batjes & Bridges, 1992).  
The already mentioned denitrification hotspots can contribute more than 50% of the totally emitted N2O, at 
the same time it is not possible to simulate these hotspots, since the environmental conditions cannot be 
described as most soil properties are estimated in bulk samples (Röver et al., 1999; see also Wagenet, 1998; 
Röver & Kaiser, 1999; Cors & Tychon, 2005). Apart from that, spatial hotspot patterns only persisted for one 
day, indicating a high temporal variability as well (Röver et al., 1999).  




The maximum activity of nitrification (together with the associated N2O and NOx production) is 
generally at around 30-60 percent water-filled pore space, according to FAO (2001) (see also 
Bateman & Baggs, 2005). Batjes & Bridges (1992) set the point at 60 – 80% of the soil’s field capacity. 
Schjoenning et al. (2003) determined optimal WFPS values for net nitrification between 63 – 83%. 
Franzluebbers (1999), however, determined an optimum WFPS of 42% for a range of soil ty pes. N2O 
emissions from nitrification are facilitated due to the air carrying soil pores, since at the same time 
N2O cannot dissolve into water. Compared to denitrification, nitrification is generally a fairly constant 
process (Batjes & Bridges, 1992). However, nitrifiers are only able to dominate N2O emissions from 
soils shortly after a rainfall event, and only in the presence of nitrite (Kester et al., 1997).  
Even though temperature has a certain effect on microbial activity, the effect of temperature on N2O 
emissions is not yet clearly understood. Emissions of N2O follow the soil temperature patterns of 5 
and 10 cm depth closely, according to Smith et al. (1998). For various soils in temperate climates, 
direct linear relationships between N2O and seasonal and diurnal temperature changes have been 
discovered (Skiba & Smith, 2000). In an experiment on grassland, Yamulki et al. (1997) were able to 
show that N2O emission rates were correlated with the soil temperature, with correlation 
coefficients between 0.46 and 0.79. Saad & Conrad (1993) found in two of investigated three soils for 
both nitrification and denitrification a temperature optimum of 25 – 30 °C (the third soil being an 
acidic Bavarian Forest soil). They point out, however, that a few nitrifiers a nd denitrifiers were able 
to grow at temperatures of either 8 or 50 °C.  
Grundmann et al. (1995) investigated a sieved sandy loam soil, and reports a temperature optimum for 
nitrification at 25.5 °C and 20 °C in the soil layers 0-20 cm and 20-40 cm, respectively. It was discovered that in 
forest soil Gross N mineralisation and net N mineralisation were significantly higher at 40 °C than at 25 °C, 
Gross nitrification was higher at 25 °C than 40 °C, and net nitrification was not sensitive (Zaman & Chang, 2004 ). 
In an attempt to model the temperature response curve of nitrification, Stark (1996) calculated for most soils a 
temperature optimum that is above the highest temperature measurement of the according soil.  
Concerning the emissions of N2O, Gödde & Conrad (1999) report that the production rates were lowest in 
temperatures around 13 – 25 °C. Nitrification contributed 60 – 80% of the produced N2O at temperatures 
between 25 and 35 °C, while at 4 – 13 °C the contribution was only about 15-20% (Gödde & Conrad, 1999).  
Batjes & Bridges (1992) do not expect that N2O emissions would occur below 5 °C. However, Knowles (1982) 
reports that denitrification decreases markedly, but is still measurable, at temperatures between 0 and 5 °C, 
promoting the emission of N2O. 
A study by Röver et al. (1998) suggests that N2O emissions, beginning in autumn and lasting until 
early spring months, can account for an important part (up to 70%) of the annual N 2O emissions from 
agricultural land. Maggiotto & Wagner Riddle (2001) report that more than 50% of the annual N2O 
emissions were released during Winter and early Spring months, and appeared mostly during the 
thawing periods in March. N2O peaks due to thawing were also reported by Henault et al. (1998) and 
Hao et al. (2001). The found emission peaks were especially pronounced when the soil water content 
was above 80% (Röver et al. , 1998). Surface temperatures at the time of the emissions were between 
0 and 5 °C, and subsequent experiments proved microbial denitrification also in this temperature 
ranges (Röver et al., 1998). Müller et al. (2002) found microbial activity also below 0 °C and assumed 
that the measured N2O emissions originated from denitrification processes.     
Soil pH clearly influences the rate of denitrification (Batjes & Bridges, 1992). The optimal range for 
denitrification is between 7.0 and 8.0 (Knowles, 1982). According to a study by Yamulki et al. (1997) 
on grasslands, mean N2O fluxes decreased considerably with increasing acidity. Nevertheless, Batjes 
& Bridges (1992) point out N2O emissions may be larger at low soil pH due to the sensitivity of the 
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nitrous oxide reductase enzyme to low pH or proton. However, in an experimental plot with a soil pH 
of 3.9, N2O emissions were lowest, regardless of the high soil water content and readily available 
nutrients (Yamulki et al., 1997). The optimum soil pH for N2O production was determined to be 
between 5.4 and 9.5, the maximum being at 8.5 (Hynes & Knowles, 1984). This is in accordance with 
the findings of Yamulki et al. (1997), who found equally high N2O emissions at a soil pH of 5.9 and 7.6.  
Prade and Trolldenier (1990 a, b, c) found that plant stress in form of nutrient deficiency or attacks by 
rhizospherical pathogens can increase the rate of denitrification. They expla in this fact with ‘leakage’ of readily 
accessible organic substrates from the plant roots, which could have a considerable effect on microbial 
processes in the root zone and therefore the N2O formed. From the results of the investigations of Abou-Seada 
& Ottow (1988) and Munch (1989), it can be concluded that the amount of N2O formed depends primarily on 
the present microbacterial species, and only secondary on the chemical properties of the soil. Boeckx and Van 
Cleemput (2001) write, however, that N2O emissions are highest from soils with the high clay content, organic 
matter content and alkaline pH. 
Von Rheinbaben (1990) investigated the effect of added organic matter to the soil and came to the result that 
it will greatly enhance microbial O2 consumption, which, in turn, can lead to an oxygen deficiency in localized 
zones even though there is only little soil moisture. However, this kind of denitrification hotspots rather emits 
N2 than N2O (Baggs et al., 2002). Also Grageda Cabrera et al. (2004) found that residues, added to the soil 
surface or incorporated, caused a significant increase in the bacterial population density. Apart from that, 
Adviento-Borbe et al. (2006) showed that also the salinity of the soil has an influence on N2O emissions. 
According to Knowles (1982), the application of pesticides can act as an inhibitor on denitrificating processes 
and therefore enhance N2O emissions. 
Before N2O can escape from the soil into the atmosphere, it must diffuse through the soil pore 
system. Additionally, Verma et al. (2006) suggest that there is a transport path for N2O through the 
plants, similar to the CH4 transport in aquatic plants. In the soil pore systems denitrifying bacteria 
may consume NO and N2O or plants may take up NO. High soil water content, impeded drainage, 
shallow groundwater, soil structure, soil compaction, fine soil texture or soil surface sealing are 
limiting the gas diffusion rates, and at the same time denitrification activity is most likely high, thus 
chances are increased that denitrifiers re-consume N2O and NO (see also Smith, 1990; Müller et al., 
2002). Thus, soils close to saturation show high denitrification activity, but low N2O and NO emission.  
In cases where the amount of available oxygen is low and additionally the diffusion of N2O and NO is limited, 
denitrifiers, but also nitrifiers, can use N2O and NO as alternative electron acceptor, and thus are able to 
consume more N2O and NO than under aerobic conditions. In such situations, N2O uptake from the atmosphere 
may occur (Chapuis-Lardy et al., 2007). However, there are still large uncertainties concerning the uptake of 
N2O from the atmosphere, and so far this is of no significance in the global N2O household. 
A last point to mention is the influence of fungi on the global N2O household. According to Laughlin & Stevens 
(2002), fungi are able to perform nitrification as well as denitrification. The potential of N2O production exist in 
a wider range of soil aeration conditions, and fungi are widely distributed in soils and water (Laughlin & Stevens, 
2002). Therefore, it was concluded, fungi have the potential to contribute significantly to the global N 2O budget 
(Laughlin & Stevens, 2002). 
1.3 The Anthropogenic Effect 
As pointed out before, various human activities are the reason for the increase in N2O concentrations in the 
atmosphere, and agriculture, in fact, is one of the main sources. Various environmental factors determine the 
formation of N2O in these soils and the subsequent escape of the gas into the atmosphere. However, 
agricultural ecosystems undergo various changes in quick succession (in comparison to natural ecosystems), 
caused once more by human activities. These activities determine directly or indirectly the magnitude of the 
occurring emissions.  




Anthropogenic sources of mineral N include synthetic fertilizer, animal wastes, increased biological 
N-fixation, mineralisation of crop residues returned to the field and cultivation of organic soils 
through enhanced organic matter mineralisation (Mosier & Kroeze, 2000). Human controlled input 
sources of N into agricultural systems are synthetic fertilizers, animal manure, biological N-fixation, 
returned crop residues and sludge application (Mosier, 1998). Mosier et al. (1996) expect that 
roughly half the amount of the nitrogen applied as fertiliser to agricultural soils is eventually returned 
to the atmosphere through denitrification. 
Between 1978 and 1988, the yearly global N2O-N emissions emitted into the atmosphere averaged at about 
13.0 Tg N yr-1 (± 1.5 Tg N yr-1) (Prinn et al., 1990). The International Panel on Climate Change (IPCC) estimated in 
1992 an annual production of 5.2 to 16.1 Tg yr-1 (IPCC, 1996). Mosier (1994) points out that the IPCC budget 
seems to be incomplete, seeing that it does not include emissions from grasslands, even though the global area 
of grassland is almost as big as that of forest land (3.1 × 109 ha vs. 4.0 × 109 ha) (see also Mosier et al., 1981). 
Thus, Mosier (1994) uses the grassland area and data given in Parton et al. (1988) to conclude that significant 
amounts of N2O (roughly 1 Tg yr
-1) could be emitted from this source. Mosier (1994) further criticises that the 
biological N fixation from agricultural systems was not included in the estimate.  
Olivier et al. (1996) considers the total emission of N2O by anthropogenic sources to be around 3.2 Tg N2O-N  
yr-1, including emissions related to the post-burning effects of deforestation. Concerning the N2O emissions 
originating from arable lands and animal excreta, it is estimated that both are around 1.0 Tg N2O-N yr
-1 (Olivier 
et al., 1996). Together they form around 60% of the total global emissions (Olivier et al., 1996). Emissions due 
to the burning of biomass contribute 0.4 Tg N2O-N yr
-1, according to Lobert et al. (1991). When including the 
uncertainty ranges for some factors considered in their article, the expected emissions range from 2.6 – 8.0 Tg 
N2O-N yr
-1 (Olivier et al., 1998). Eichner (1990) estimated that during the 1980s 0.1 – 1.5 Tg N2O-N yr
-1 could be 
released through fertiliser-derived emissions and the amount in the year 2000 will probably not exceed 3 Tg 
N2O-N yr
-1. 
In a report written by the Council for Agricultural Science and Technology of the United States (CAST, 
1992; In: Mosier, 1994) it was stated that an average 1.1 kg of N2O-N is emitted per 100 kg of N 
applied in fertilizer. This would mean that about 7% of the total N2O production worldwide is due to 
direct emission from agricultural fields each year (Mosier, 1994). While agriculture contributes 
relatively little to anthropogenic emissions of CO2, it seems to be the major contributor to 
anthropogenic emissions of both CH4 and N2O (Mosier, 1994). Bouwman (1994) suggested the 
following equation to calculate N2O losses in Dutch soils:  
Eq. 1: 𝑁2𝑂 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑘𝑔 𝑁 𝑕𝑎
−1𝑦𝑟−1 =
 2.25 ±1 
100
∗ 𝑁 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛  𝑘𝑔 𝑁 𝑕𝑎−1𝑦𝑟−1  
Nevison et al. (1996) consider the short and long-term fates of fertilizer nitrogen and conclude that 
at least 2% of the applied N-fertiliser is emitted as N2O. Flessa et al. (2002) report that during their 
investigation, on average 2.53% of the applied synthetic N fertilisers, organic fertilisers and crop 
residues were emitted as N2O-N. 
N2O is formed during microbial processes (nitrification and denitrification), and thus the formation depends on 
factors that influence the growth of microorganisms, basically temperature, pH, and rainfall (Freney, 1997). On 
the other hand, the N necessary for the microbial processes is also affected by fertilizer rate, tillage practice, 
soil type, oxygen concentration, availability of carbon, vegetation, land use practices, use of chemicals, 
irrigation practices and water holding capacity of the soil (Freney, 1997). Also Skiba & Smith (2000) point out 
the importance of mineral N, without which no emission of N2O can occur. 
In addition to these factors, a considerable amount of NH3 is lost following animal manure applications to the 
soil, floodwater and irrigation water (Denmead, 1982; Duxbury, 1994). Since NH3 resides in the atmosphere for 
only a short time before it is redeposited, it can act as a secondary source of N2O, when the NH3 re-enters the 
microbial processes in the soil (Freney, 1997). 
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Table 1.3.1: Estimation of direct and indirect N₂O emissions resulting from 
application of synthetic N-fertilisers to agricultural systems 
  Estimate of N₂O emitted within region (Tg N₂O-N) 
Region¹/Year 1990 2000 2010 2020 
North America 0.21 0.23 0.25 0.27 
Western Europe 0.20 0.16 0.18 0.19 
Eastern Europe 0.09 0.07 0.08 0.10 
Eurasia 0.19 0.13 0.16 0.20 
Asia 0.68 0.84 1.01 1.20 
World 1.50 1.60 1.90 2.20 
¹ Region designation according to Bumb & Baanante (1996) 
Source: Mosier & Kroeze (2000) 
Using a calculation methodology by IPCC (1997) and worldwide application amounts of synthetic N-
fertilisers, Mosier & Kroeze (2000) established the in table 1.3.1 shown N2O emission estimates. 
From the expected increase in fertiliser use follows an increase of the expected N 2O emission 
amounts. Predominant, in this respect, is the Asian region, contributing over a third part of the 
worldwide N2O emissions in 1990, and far more than half of the worldwide N2O emissions in 2020. 
Also other sources consider Asia to be the greatest emitter of N2O by agriculture (0.73 – 2.19 Tg N2O-
N yr-1). These emissions consist of approximately 0.75 Tg N2O-N yr
-1 from mineral nitrogen fertilizer, 
0.52 Tg N2O-N yr
-1 from organic fertilizer and 0.19 Tg N2O-N yr
-1 from soils growing biological N-fixing 
crops, according to Cole et al. (1997).  
Unperturbed soils, on the one hand, are expected to generally maintain an efficient balance between N inputs 
and outputs, thus avoiding large accumulations of mineral nitrogen (Nevison et al., 1996), an assumption that 
might need to be reconsidered in terms of a more than doubled atmospheric N deposition (Matson et al., 1999). 
Indeed, Verma et al. (2006) found that N2O emissions from cropped field are higher already than from fallow 
fields, pointing out the importance of the crops in the transport of N2O from the soil to the atmosphere (see 
Verma et al., 2006). Furthermore, abandoned cropland emits more N2O compared to grassland under the same 
N application rate (Zhang & Han, 2008). 
Anthropogenically perturbed soils, on the other hand, may be exposed to a large mineral nitrogen build up, 
resulting in N leaching and volatilisation, and therefore N2O emission (Nevison et al., 1996; Mosier & Kroeze, 
2000). The rate of N2O emitted can then even be increased in comparison to emission rates from unperturbed 
soils due to NO3
- inhibiting the transformation from N2O to N2 (Firth & Edwards, 1999; see also chapter 1.2); 
while free NH3 can inhibit the NO2
- oxidation by Nitrobacter, but still allows the oxidation of NH4
+ by 
Nitrosomonas (Smith et al., 1997). However, Sehy et al. (2003) have shown that N2O emission amounts, and, 
therefore, mineral N amounts can be limited through site specific fertilisation. 
Mosier (1994) expects that any mineral N application and organic matter amendment will increase 
total denitrification and N2O production. In general, any increase in the amo unts of N added to the 
soil will increase the amounts of N2O emitted to the atmosphere (Mosier & Kroeze, 2000). The 
seasonal dynamics in N2O emissions are largely regulated by the application of N-fertilisers to the soil 
(Verma et al., 2006). Increased N2O emissions following fertilization will in general only be 
recognizable for a short time (about 6 weeks), then the emissions rates will fall back to a low base-
line level, that appears independent of the amount of fertilizer applied (Mosier, 1994, Venterea et al., 
2005). An overview of the estimated N2O emissions from agroecosystems due to nitrogen additions 
are given in table 1.3.2.  




Table 1.3.2: Estimates and uncertainties of global N₂O emissions from 
agroecosystems (in Tg N₂O-N yr¯¹) (Mosier & Kroeze, 2000) 
  1990 2020 
Direct soil emissions     
Synthetic fertiliser 0.9 (0.2-1.6)  1.3 (0.3-2.3)  
Animal waste 0.7 (0.12-1.1)  1.0 (0.2-1.6)  
Biological N₂ fixation 0.1 (0.02-0.2)  0.2 (0.04-0.4)  
Crop residue 0.3 (0.1-0.6)  0.5 (0.2-1.0)  
Cultivated Histosols 0.1 (0.02-0.2)  0.1 (0.02-0.2)  
      
Animal production     
Animal waste management systems 2.1 (0.6-3.1)  3.0 (0.9-4.4)  
      
Indirect emissions     
Atmospheric deposition 0.3 (0.07-0.7)  0.4 (0.09-0.9)  
N leaching and runoff 1.5 (0.1-6.0)  2.2 (0.2-8.0)  
Human sewage 0.2 (0.04-2.6)  0.3 (0.06-3.9)  
      
Total 6.2 (1.2-16.9)  9.0 (1.7-24.5)  
According to the above mentioned points, whenever NH4
+/NO3
-based fertilizers are applied and the 
nitrogen is not taken up by plants, it will be subject to denitrification and nitrification processes (or 
leaching), and, therefore, likely be leading to increased emissions of N2O (Mosier, 1994). However, 
McSwiney & Robertson (2005) report that they measured consistent low N2O emissions rates until an 
application of 134 kg N ha-1 in a continuous maize cropping system, from when on the flux increased 
sharply. Already Velthof et al. (1997) had shown that the relationship between N application rate and 
the total N2O emissions is rather exponential. Nevertheless, they found that high N uptake capacities 
and immobilisation into the soil organic matter pool may prevent an exponential increase of N 2O 
emissions due to increased N application (Velthof et al., 1997).  
Freney (1997) stated that the type of fertilizer does not influence the magnitude of N2O emissions, so 
that the emissions can be calculated directly from the amount of N that is applied. Contrary to that, 
Bremner et al. (1981) report to have found higher emissions rates from the usage of anhydrous 
ammonia fertilizer than from urea or ammonium sulphate fertilizer. In an experiment on a clay loam 
soil, fertilised with 200 kg ammonium sulphate ha -1, Mosier et al. (1986) measured a volatile loss of 
2.5%, of which 70% were emitted as N2O. In general, ammonium based fertilizers appear to cause 
higher emissions than nitrate fertilizers (Eichner, 1990), especially through denitrification in the 
presence of high C substrate concentrations (Bergstrom, 1994).  
A comparison of the N2O emission induction by injected anhydrous ammonium, broadcasted aqueous 
ammonia, broadcasted urea and calcium nitrate on different soils in Iowa, U.S., showed that anhydrous 
ammonium contributed over 13 times more N2O than either aqueous ammonium or urea, and 17 times more 
N2O than calcium nitrate (Breitenbeck & Bremner, 1986b). Kumar et al. (1999) found significantly higher N 2O 
emissions from ammonium sulphate than from urea in transplanted irrigated rice. 
Grageda Cabrera et al. (2004) investigated the N2O losses from the three different fertilisers, ammonium 
nitrate, ammonium sulphate and urea, on a Pelic vertisol in Mexico under a winter wheat and corn/bean crop 
cycle. Under the spring-summer crop, averaged N2O emissions (with the exception of treatment FM/B) from 
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ammonium sulphate were more than three times higher than from urea, while the N2O emissions from 
ammonium nitrate were almost three times higher than from ammonium sulphate, the relation being roughly 
1:3:9 for urea, ammonium sulphate and ammonium nitrate, respectively (derived from Grageda Cabrera et al., 
2004).  
Under the fallow winter crop, N2O emissions from ammonium sulphate increased strongly in relation to the 
other two fertilisers, so that the emissions were about five times higher than from Urea (Grageda Cabrera et al., 
2004). However, also the N2O emissions from ammonium nitrate increased, so that the emissions were still 
almost twice as high as from ammonium sulphate, the relation being roughly 1:10:18 for urea, ammonium 
sulphate and ammonium nitrate, respectively (derived from Grageda Cabrera, 2004). Urea induced N2O 
emissions dropped slightly from the spring-summer crop (834.8 g N2O-N ha
-1 crop cycle-1) in the fall-winter 
period (601.8 g N2O-N ha
-1 crop cycle-1) (Grageda Cabrera et al., 2004).  
Concerning fertilizer application, there is yet another problem that needs to be discussed, consisting 
of fertilizer application mode and timing that influences NH3 volatilisation as well as the efficiency of 
plant N-uptake. These processes, in turn, also influence the availability of N for nitrification and 
denitrification. Injected anhydrous ammonia has been found to exhibit two to four times higher N 2O 
emission rates than surface applied urea ammonium nitrate and broadcast urea (Venterea et al., 
2005). Already Breitenbeck & Bremner (1986b) had shown that the N2O emissions from injected 
anhydrous ammonia increased with increasing depth of the injection. Venterea et al. (2005) explain 
these findings with the fact that anaerobic microbial populations are present in greater amounts in 
the soil surface layers, so that ammonia fertilisers injected into surface soil layers would be reduced 
to N2 rather than N2O. Breitenbeck & Bremner (1986b) think that the reason of the higher N2O 
emissions is related to the highly alkaline soil zones of high ammonium N concentration caused by 
the injection of anhydrous ammonia causes.  
Velthof et al. (1997) explain the higher N2O emissions of the ammonia fertilisers with the fact that ammonia 
inhibits the oxidation of NO2
- to NO3
-, resulting in an accumulation of NO2
- in the soil and, therefore, an 
enhanced production of N2O. Velthof et al. (1997) report, however, that on grassland nitrate containing 
fertilisers (calcium nitrate and calcium ammonium nitrate) exhibited 5 – 12% N2O losses of the total applied N, 
while ammonium based fertilisers (ammonium sulphate) showed losses of no more than 2%. It was concluded 
that high groundwater levels favour N2O emissions from NO3
- containing fertilisers (Velthof et al., 1997).  
Jordan (1989) compared the N2O emission rates induced by Urea and calcium ammonium nitrate fertilisation 
on grasslands in Northern Ireland (300 kg N ha-1 yr-1 applied) and came to the result that the losses from Urea 
were about 1/3 those from calcium ammonium nitrate (31 kg N2O-N ha
-1, 79 kg N2O-N ha
-1 and 10 kg N2O-N ha
-
1, 29 kg N2O-N ha
-1, respectively for both measured sites). In a comparison of the contribution to N2O emissions 
by ammonium nitrate, ammonium sulphate, urea, and potassium nitrate on a gleyic fluvisol in eastern France, 
Henault et al. (1998) found that the proportions of applied N lost as N2O varied from 0.42 to 0.55% and 
concluded that controlling this factor would be inefficient in limiting N2O emissions under these environmental 
conditions. During their experiment, however, ammonium nitrate and ammonium sulphate caused the highest 
N2O emission rates, while urea exhibited a different temporal pattern (Henault et al., 1998). 
Byrnes (1990) suggested that the largest part of fertiliser N2O emissions originates from urea 
fertiliser, not because of the high emission factor, but rather due to the widespread use of these 
fertilisers. Following in the list are anhydrous ammonia, urea-ammonium nitrate solutions and 
complex sources other than ammonium phosphates (in this order) (Byrnes, 1990.) Concerning the 
urea fertilisation, Tenuta & Beauchamp (2000) were able to show that the granule size of the 
fertiliser has an influence on the N2O emission release. They report that increasing granule size 
(starting from powder) resulted in a delay of the N2O production, however, the release of N2O 
increased (Tenuta & Beauchamp, 2000). 




Boecks & Van Cleemput (2001), used in their simulation different emission factors for different N-fertilisers in 
order to model N2O emissions from agriculture in different European countries (see Clayton et al., 1997). 
Clayton et al. (1997) researched the N2O emission factors of cattle slurry, urea, ammonium nitrate, calcium 
nitrate, and ammonium sulphate on clay loam grassland, and found percentage losses of 2.2, 1.4, 1.2, 1.1 and 
0.4, respectively. Velthof et al. (2003) identified the following N2O emissions factors for mineral N fertiliser (2.1 
– 4.0%), liquid pig manure (7.3 – 13.9%), cattle slurry (1.8 – 3.0%), and poultry manure (0.5 – 1.9%) on a sandy 
soil with low organic matter content.  
Moreover, tillage has a well known effect on the mineralisation of organic matter, and therefore it is 
debated in how far this has an influence on the conditions regulating N2O and NO emissions. On the 
one hand, no-tillage systems can exhibit higher N2O losses than systems with conventional tillage 
(Ball et al., 1999). This has, for instance, been shown by Grageda Cabrera et al. (2004). On the other 
hand a reduction in tillage can, apparently, lead also to a reduction of N2O emissions (Six et al. , 2004, 
Chatskikh et al., 2005). Hao et al. (2001) point out that the emission patterns of N 2O do not only 
depend on the tillage method, but also the timing of the tillage operation. So was shown that 
ploughing in fall can increase N2O emissions significantly in comparison to ploughing in spring or 
direct seeding (Hao et al., 2001).  
Venterea et al. (2005) discovered that the effect of tillage on non-CO2 greenhouse gas emissions varies in both 
magnitude and direction, and that the effect of tillage depends on the fertilizer practice. Tillage can have, 
however, a significant effect on the mean N2O flux (Venterea et al., 2005). The N2O emissions originating from 
broadcast fertilized Urea, for instance, were highest in no tillage systems and conservation tillage systems than 
under conventional tillage (Venterea et al., 2005). Injected anhydrous ammonia, however, caused higher N 2O 
emissions in conventional and conservation tillage systems, and lower in the no tillage systems, while t illage 
systems had no apparent effect on N2O emissions originating from surface applied urea ammonium nitrate 
(Venterea et al., 2005). 
Apart from that, Sitaula et al. (2000) found that soil compaction in unfertilised plots leads to 44% higher N 2O 
emissions than in uncompacted soils, and that the compaction effect was four times higher (170%) under NPK-
fertiliser application. Soil compaction decreases the total pore volume, which promotes the occurrence of 
anaerobic sites, especially under high soil water contents (Sitaula et al., 2000). However, soil compaction is 
rather a problem of highly mechanized agriculture and, therefore, prevalent in Europe and North America. 
Organic farming plots emitted less N2O than conventional plots in a study by Petersen et al. (2006), but the 
main reason for this is that less N was applied to the organic farming plots as part of the experimental set -up. 
Comparing the N2O emissions rates from fertilised grassland and cereal crops in the UK, Smith et al. (1998) 
found that the emissions from grassland (especially grassland under a grazing regime) exhibited higher N2O 
emissions than did cereal crop production. Henault et al. (1998) found no differences in N2O emissions due to 
either cropping wheat or rapeseed. 
In flooded rice systems nitrous oxide emissions are lower than from rainfed fields, which is due to the fact that 
N2O is unable to escape the system and therefore is reconsumed in the denitrification. However, in the fallow 
period after the rice harvest (or equally during the mid-season aeration), NH4
+ that has been accumulated in 
soil organic matter, crop residues, and aquatic biota, will be mineralised, and thus cause much higher peaks of 
N2O than during the crop season (see also Yan et al., 2000). Following irrigation events, however, can lead to a 
second peaking of N2O emissions that last for up to a week (Yan et al., 2000). 
A further point to be considered is the input of crop residues, which can be important sources of carbon (C) and 
N for nitrification and denitrification. Furthermore, the incorporation of these residues can effectively stimulate 
the mineralisation of soil organic matter. From a field experiment in southern Alberta, U.S., with soft wheat and 
canola on a Dark Brown Chernozemic soil, Hao et al. (2001) report that the removal of straw after harvest 
increased N2O emissions from fertiliser applications in the following fall, the emissions were, however, 
decreased when no fertiliser was applied. Apart from that, phosphorus fertilisation has been shown to increase 
N2O emissions in abandoned croplands, but it remained unclear what processes are involved (Zhang & Han, 
2008). 
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The N-fertilizer amounts used worldwide in 1990 were estimated to be 79 Tg N, with Asia 
contributing 36 Tg N (FAO, 2008). Mosier & Kroeze (2000) expect that the world consumption of N-
fertilizers will go up to 115 Tg N by 2020, mainly due to an increase in fertilizer demand in Asia with 
62 Tg N, being more than the half of the worlds total consumption. However, Mosier & Zhu (2000) 
calculated already for the year 1994 a total N input into the agricultural systems of Asia of 69.5 Tg N, 
including synthetic fertiliser, animal wastes, biological N-fixation, and reutilisation of crop residues. It 
was simulated that from these inputs 2.1 Tg N2O-N were emitted to the atmosphere in Asia in 1994 
(Mosier & Zhu, 2000). 
1.4 The Role of China 
Shen & Varis (2001) already thought about the importance of human activities in the encountered 
phenomenon that mean annual temperatures in the North of China, and especially in the North China Plain, 
were steadily increasing during the past 40 years, while temperatures in the south, and here especially on the 
Tibetan Plateau, are decreasing. In the mean time, due to widespread and increasing air pollution in recent 
years, the Chinese population is more and more prone to environmental damage. However, despite the rapid 
economical growth, residential fuel burning was still the dominant source of outdoor air pollution in recent 
years (Florig, 1997).  
Agriculture, in this respect, is identified as a source of large ammonia emissions, which are important 
due to forming the visible part of air pollution and posing a direct threat to human health. However, 
these pollutions are also of concern for agriculture, since the measured depositions of 0.6 – 4.4 g-
N/m2 (Larssen et al., 2006) add to the nitrogen load that is already applied to agricultural sites and 
therefore to the potential greenhouse gas emission. Moreover, biomass burning is a direct 
contributor to the NO2 emissions (also formed from NO, which in turn could have been N2O 
primarily), which causes an increase in the photochemical induced catalytic production of 
tropospheric ozone and summer smog (Richter et al., 2005). An increase of over 50% has been 
reported for NO2 emissions originating from China over the years 1996 – 2004, with an accelerating 
trend in annual growth rate (Richter et al. , 2005).  
Furthermore, the number of sources for energy production has grown manifold in the past 40 years (Li & Lin, 
2000). China has become the world third-greatest national energy consumer and is expected to further 
increase the energy demand. As a side product of the energy production, emissions of N2O and NOx are 
expected to increase equally. Additionally, China has already become the worlds largest chemical fertilizer 
consumer and holds the largest domestic livestock population, contributing to the world’s NH3 and NOx 
emissions (Li & Lin, 2000), but also N2O, as will be seen later in this chapter.  
From an assessment of the effect of atmospheric aerosols and regional haze from air pollution on the yields of 
rice and winter wheat grown in China, Chameides et al. (1999) concluded that decreases in solar irradiance 
reaching the surfaces (due to haze) are in direct relationship with potential yields  of rice and wheat. Therefore, 
Chameides et al. (1999) suggest that in roughly 70% of the crops grown in China potential yields are depressed 
by at least 5 – 30 %, due to air pollution. For an overview over China’s airborne particles, as reducers of air 
quality, please refer to He et al. (2001), and concerning their origin and effect on human health, please refer to 
Fenger (1999). 
About 10 – 30% of the used fertilizer is emitted due to very low use efficiency (Li & Lin, 2000). Li & 
Chen (1980) reported a widespread use of ammonium bicarbonate in China, the use of which had 
grown rapidly since 1958, and even though it was clear that the plant uptake was below 25%, a 
further increase of application rates had been expected (Li & Chen, 1980). According to Galloway et 
al. (1996), by 1990 approximately half of the applied fertilizer in China was ammonium bicarbonate, 
while the other half mostly consisted of urea. As has been shown in chapter 1.3, urea fertilisers can 
loose substantial amounts of N2O-N, while other ammonium fertilisers can reach even higher 




emission levels. Both urea and ammonium bicarbonate are the most commonly used fertilizers in 
China.  
The amount of N2O emitted from synthetic fertilizers is estimated to be around 0.2 Tg N2O-N yr
-1 (Galloway et 
al., 1996). According to Olivier et al. (1998), 257.8 Gg N2O-N emissions per year are expected to come from the 
fertilizer use on arable lands in China for 1990. Overall, China is estimated to contribute over 15% of the worlds 
N2O emissions (Olivier et al., 1996). The fertilizer use in China is expected to grow further in order to sustain 
the increasing population while holding limited amounts of arable land (Li & Lin, 2000). In fact, Paarlberg (1997) 
discusses the increase in food demand, facing the losses of arable land in China due to soil degradation and 
urbanisation in more detail, but it is clear that agriculture will have to intensify on the remaining lands. 
However, Paarlberg (1997) expects that part of the problem will be solved via a further increase in fertilizer use.  
Xing (1998) reports for the year 1995 a cropping area of 9.5 * 107 ha, considering a crop intensity of 155%, this 
makes an actual harvested area of 1.48 * 108 ha. According to his article, the China Agricultural Book (1996) 
reported that 2.22 * 107 t synthetic nitrogen fertilisers were applied in this year. From these numbers, an 
average input of 150 kg synthetic nitrogen fertilizer per harvested ha can be calculated, which results in 230 kg 
fertilizer per actual hectare cropland.  
Wang et al. (1996) cite FAO and the State Statistical Bureau of China to show that the application of fertilizer 
increased from 63 kg ha-1 in 1973 to 331 kg ha-1 in 1993, and additionally they expect a further significant 
increase due to a positive yield response. However, they also point out that the marginal response to N has 
dropped. Total fertilizer use for the years 1980, 1990, 2000, 2001, 2002 was 15.3 mill t, 27.3 mill t, 34.2 mill t, 
35.3 mill t and 39.6 mill t, respectively, per year. Of that amount, in 2002, 64.2% were applied as N fertilizer 
(FAOSTAT, 2008). 
Zhang et al. (1996) report for 1993 a 500 kg ha-1 N-fertilizer application in high yield regions. Cheng et al (2004) 
cite Cao & Cai (1999) to report a fertilizer input well over 300 kg N ha-1 cropping season-1 in the Yangzi delta 
region. Additionally, Rees et al. (1997) mention that in the plots of their study frequently 100 – 300 kg mineral 
N ha-1 were still present in the soil during harvest. 
N2O measurement datasets are still quite rare for China (Xing & Zhu, 1997; Zheng et al., 2004), so Lu 
et al. (2006) mention that for the period from 1982 to 2003 a total of 206 measurements for 42 sites 
were found, of which 46 measurements were made in China. Chen et al. (1997) report from f ields in 
Northeast China, for instance, 1.7 kg N2O ha
-1 270 d-1 emissions from rice fields (only 0.04 kg N2O ha
-1 
270 d-1 during the flooded period), 7.1 kg N2O ha
-1 270 d-1 from maize fields and 3.12 kg N2O ha
-1 270 
d-1 from soybean fields.  
The amount of measurements, however, related to a total area of 9.5 * 107 ha (Xing, 1998), seems not 
sufficient to extrapolate total N2O emissions of the Chinese agriculture. Thus, intensive field measurements at 
multiple sites, together with the development of new models suitable for Chinese croplands or the adaptation 
of already existing process-based models are required (Zheng et al., 2004). 
So far two approaches have been established (see also table 1.4.1). One, based on the IPCC method 
(Lu et al., 2006), calculates N2O emission rates as percentage of the total applied N-fertilizer, where 
Bouwman (1996) finally suggested an emission factor of 1.25% for synthetic fertilizers, while having a 
background N2O emission of 1kg per hectare per year. The emission factor, so he reports from a 
personal communication with A.R. Mosier, has an expected uncertainty range of 0.25% - 2.25% 
(Bouwman, 1996).  
The other approach (Lu et al. 2006), used so far, is the DNDC model. Mosier (1994) states that 
complex models as the DNDC might be the only option to describe the complexity of the interactive 
factors important to the different processes of N2O production. The DNDC is a process-oriented 
model (Li et al., 2001), simulating the agricultural system in question from stable soil properties and 
variable weather factors the soil processes and crop growth. Furthermore, it produces an overview of 
emitted greenhouse gases, among other factors describing the soil system. Li et al. (2001) believe  
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Lu & Lin 2000 IPCC 1996 0.342   1990 
Xing & Zhu 2000 IPCC 1997 0.282   1990 
Xing 1998 own approach 0.398*   1995 
Lu et al. 2006 Adapted IPCC 
method 
0.291  1997 
Li et al. 2001 IPCC 1997 0.36 / 0.4* 0.31 n.a. 
* Approach by Xing (1998) 
that temperature, precipitation and various soil factors (mainly soil moisture and redox potential) 
form the driving factors behind the variability of the N2O fluxes.  
Using the IPCC methodology described in the ‘Greenhouse Gas Inventory Reference Manual’ (IPCC, 1996), Lu & 
Lin (2000) came to the result that 342.5 Gg N2O-N were emitted in 1990 from the total use of fertilizer N, of 
which 54% came from the application of synthetic fertilizer, 25% from animal waste and 21% from returned 
crop residues. Xing & Zhu (2000) report that they used the IPCC (1997) method, and concluded that 1990 0.282 
Tg N2O-N were emitted, of which nearly 70% originated from the 1.74 * 10
7 Mg N used chemical fertilizer. Lu et 
al. (2006) investigated statistically the correlation of different factors with the variability of N2O fluxes in their 
datasets and came to the result that N2O depended significantly on precipitation and nitrogen input, while it 
did not depend significantly on temperature, pH and soil organic content. In their precipitation dependent 
adaptation of the IPCC method, they came to the result that 1.86% (ranging from 1.59% to 2.13%) of the 
applied fertilizer are emitted as N2O, and that the background emissions range from 0.76 to 2.22 kg N2O-N ha
-1 
yr-1, averaging at 1.49 kg N2O-N ha
-1 yr-1. Combining these values, a total fertiliser consumption of 21.72 Tg N in 
1997 caused emission of 291 Gg N2O-N from China, 90.7% of which originated in upland cropping systems.  
According to Chen et al. (2000), the annual N2O emission in China from rice and upland fields were estimated 
to be around 37.45 and 115.04 Gg N2O-N per year, respectively. 45.6% and 37.2%, respectively, of these 
emissions were induced directly by chemical fertilizer. Scaling up measured N2O emissions from field 
experiments in different cropping zones, Xing (1998) estimates, using his own approach, for 1995 a total of 398 
Gg N2O-N emitted from China’s overall cropland, with 78% coming from upland cropping systems. Xu et al . 
(1995) report that a study by Yao et al. (1995), conducted in 1992, investigated N2O concentrations at ground 
level and found mean concentrations of 349 p.p.b.v. on a campus, 352 p.p.b.v. in a rice field and 345 p.b.b.v. in 
a forest. 
Comparing the IPCC method from 1997 with the DNDC model, Li et al. (2001) estimated 0.36 Tg N 2O-
N and 0.31 Tg N2O-N, respectively, per year for the whole of China. They point out that the IPCC 
result misses emission estimates from the incorporation of crop residues into soils, as well as the 
cultivation of organic soils (Li et al., 2001). Using the approach derived from Xing (1998), Li et al. 
(2001) estimated emissions of 0.4 Tg N2O-N per year for the entire China. The DNDC result appears 
lowest, however, when taking into account the uncertainties involved in the calculation, the DNDC 
result estimates 0.31 ± 0.13 Tg N2O-N (Li et al., 2001). The authors claim that the DNDC uncertainty is 
lower than for the compared IPCC method and Xing’s approach, but they point out too that their 
estimate might be underestimated due to irregularities in the statistical databases (Li et al., 2001).  
Comparing these results with the 2.1 Tg N2O N yr
-1 emission estimate for 1994 and Asia by Mosier & 
Zhu (2000), China contributes only between 1/7th and 1/5th of the total Asian N2O emissions. 
Compared to the estimates given in table 1.3.1 (Mosier & Kroeze, 2000), however, China contributed 




roughly half of the estimated Asian N2O emissions in 1990 (0.68 Tg N2O N yr
-1), and compared to the 
estimated emissions of the year 2000 (0.84 Tg N2O N yr
-1) still more than one third of these emissions 
originated in China. Due to the fact that the in table 1.4.1 presented emission estimates are based 
mainly on fertiliser amounts, as is the emission estimate from Mosier & Kroeze (2000), China 
contributing one third to half of the Asian N2O emissions is the more likely result.  
1.5 The North China Plain 
The North China Plain (NCP) is in so far of particular interest for Chinese agriculture as one-fifth of China’s food 
production origins from there (Zhang et al., 1999). The NCP has a total size of 320 000 km2 (Kendy et al., 2003), 
and is located in the eastern coastal region of China, between the latitudes 32° and 40°N, and longitudes 100° 
and 120°E (Liu et al., 2001), see also figure 1.5.1. The population in 1998 is reported with 213.9 million, the 
most part of it (80%) living in agricultural areas (Liu et al., 2001). Wang et al. (2001), however, mention over 
300 million people for the same area. The NCP consists mainly of the alluvial plains of the Yellow, Huai and Hai 
rivers, which is why the main soil type is loam of Aeolian origin, relocated by the rivers over geological time 
(Zhang et al., 2005; see also Mao et al., 2002).  
Crop production in the NCP provides about one-fourth of China’s grain production (Liu et al., 2001), 
or 19% of the countries total food production (Wang et al., 2001). 80% of the total cultivated area in 
the NCP is occupied by ‘maize-winter wheat’ rotations (Xing & Zhu, 1997, Liu et al., 2001). The region 
is reported to provide 50% of the nation’s wheat and 33% of the nation’s maize production (Kendy et 
al., 2003; Zhang et al., 2005). In the NCP about 17,950 thousand ha of land are under cultivation, and 
about 71% of this area receives irrigation, in turn consuming about 70% of the totally available water 
supply (Liu et al. , 2001).  
 
Figure 1.5.1: Form and location of the North China Plain (derived from Kendy et al., 2003)  
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The climate of the Plain is a continental monsoon climate, yielding between 800 mm (south) and 500 mm 
(north) of precipitation per year, primarily during the summer (Liu et al., 2001; see also Yamanaka et al., 2004, 
who discuss rainfall patterns in the NCP in more detail). Long-term averages of annual precipitation suggest 
ranges from 450 to 650 mm, more than 70% of which occurs from July to September (Zhang et al., 2005). This 
leaves 100 – 180 mm water (Zhang et al., 2003, report 60 to 150 mm) for winter wheat growth, or about 25 – 
40% of the crop requirements, and about 360 mm for summer maize, or about 70% of the crop requirements 
(Liu et al., 2001). Thus, irrigation becomes absolutely necessary (Zhang et al., 1999). Liu et al. (2 001) estimate 
the irrigation water shortage to be around 1.6 billion m3 yr-1.  
Irrigation water is provided by either shallow or deep aquifers (Liu et al., 2001). The retrieval of irrigation water 
from aquifers (since surface water bodies are limited or already dried up), has led to a significant drop in 
groundwater levels (Liu et al., 2001). This is especially the case in the northern part of the NCP, where 
groundwater irrigation became necessary during the 1970s (Liu et al., 2001). Already in 1993, the ratio of 
groundwater withdrawal to groundwater recharge has been reported to exceed 150% in many parts of the NPC 
(Liu et al., 2001). Consequently, for instance in the region of the Taihang Mountain, groundwater levels that 
were still at 0-3 m soil depth in the 1950s to 1960s (Liu et al., 2001), had dropped to 10 m below the surface in 
the 1970s, whereas in 2001 it had dropped to about 32 m (Zhang et al., 2003).  
However, water table decline is not uniformly distributed throughout the area, but generally greatest beneath 
cities and intensively groundwater-irrigated areas, with between 0.4 and 1.2 m yr-1 water table decline for 
shallow aquifers during the 1980s and 1990s (Liu et al., 2001). In deep aquifers, conic depression has led to a 
decline of the water table with 1 to 1.7 m yr-1 to reported depths of 76 and 92 m in some cases (Liu et al., 2001). 
The differences in decline are explained partly by the fact that water replenishment is higher in the west than 
the east due to the hydraulic characteristics of the aquifer (Liu et al., 2001). 
Overuse of available groundwater and, therefore, aquifers has led to several serious problems. 
Reported is, for instance, land subsidence (up to 2m) and land fissures (up to 500m length and 2m 
width), threatening urban construction, transportation facilities, river flood protection and private 
property (Liu et al., 2001). Since saline ground water overlies deeper fresh groundwater layers, the 
pumping of freshwater has lowered the fresh/saline interface, thus leading saltwater i nto formerly 
freshwater aquifers. This is especially the case in coastal areas, where yields from farmland 
decreased already 20 to 40% due to salinisation (Liu et al., 2001). Adding to that, also untreated 
wastewater has been reported to reach underlying aquifers, rendering groundwater hazardous to 
human health in several places (Liu et al., 2001). A detailed overview of the groundwater reservoirs 
of the NCP is given in Chen et al. (2004).  
Concerning the salinisation of soils in the NCP, Mao et al. (2002) discuss causes and effects in detail. The salinity 
of soils in the NCP is influenced by the monsoon climate, chemistry and depth of the groundwater, topography, 
and the soil type (Mao et al., 2002). Investigated soils revealed between 2 and 6% salt contents in the soil 
surface layer (0 – 1 cm), and decreased sharply to 1 – 2% in the layer 1 – 5 cm and 0.8% in the layer 5-10 cm 
(Mao et al., 2002). The dominant source of salt is the shallow layer of salty groundwater (Mao et al., 2002). As 
government induced projects started large scale desalinisation (for instance lowering the saline groundwater 
table in the 1980s, but also intensive irrigation programs already during the 1960s and 1970s), so-called 
“Desalted Chao soils” were formed as a result (see also Mao et al., 2002). In these soils, the salt concentration 
in the surface soil layer gradually declined. However, salt concentrations in the subsoil layers remain high (Mao 
et al., 2002), and could re-emerge at the surface when irrigation amounts are insufficient to ensure further 
flushing out of the salt from the surface soil layer. 
Grain yields have increased linearly over the last 20 years in the NCP (Zhang et al., 2005). This is 
attributed to a large part to the breeding and renewal of existing crop species (Zhang et al., 2005). At 
the same time N fertilisation has increased considerably as well (see chapter 1.4). Ma (1999) found 
fertiliser applications of 500 kg ha-1 yr-1 in the Shandong province, and Zhang et al. (1996) report 500 
kg N ha-1 for high yield regions of the NCP. Cai et al. (2002) report a marked increase in the rate of N 
fertiliser application, resulting in about 200 kg N ha -1 crop-1. Jia et al. (2004) used 300 kg ha-1 N 




fertilisation per crop in order to simulate farmers practice, and discovered, however, that the 
fertiliser use could be reduced by up to 67% without a negative impact on the harvest yield.  
The consequence of such high application rates are, besides gaseous losses, high nitrate leaching rates, and, 
therefore, high nitrate concentrations in the groundwater. Indeed, Zhang et al. (1996) reported that over half 
of the investigated 69 locations exceeded 50 mg NO3
- l-1, where 11.3 mg NO3
- l-1 is the WHO (World Health 
Organisation) allowable limit. These concentrations were positively correlated to N-fertilization rates in the 
Beijing-Tianjin-Tangshan region. Chinese scientists often relate their expected outcomes to studies conducted 
either in Europe or in North America (Liu et al., 2003; Ju et al., 2006). According to Ju et al. (2006), this is due to 
the fact that there have been only a few studies in China that compared the different cropping systems in the 
scope of their soil nitrate accumulation and groundwater contamination. As already mentioned in chapter 1.4, 
the same is the case with the gaseous N losses.  
It is reported that from urea and ammonium bicarbonate applications on maize and wheat in the 
North China Plain, 4-54% and 22-30%, respectively, of the fertiliser amount were lost due to gaseous 
emissions (Cai et al., 2002). Part of the gaseous loss was contributed by NH3 volatilisation (12-30% for 
maize and 1-9% for wheat, respectively). In a more intensive measurement focussing at maize only, 
Cai et al. (2002) found that, when broadcasted, up to 48% of the applie d urea can be lost due to NH3 
volatilisation, while broadcasting combined with irrigation or deep application can limit the losses 
due to NH3 volatilisation to roughly 12%. Furthermore, losses due to N2O emissions accounted for 0.9 
– 1.3% of the applied urea (Cai et al. , 2002).  
Concerning the N2O emissions, Zhang & Han (2008) write that the N2O emissions from abandoned croplands 
and grassland in Inner Mongolia fell nearly to zero, once temperatures fell below 5 °C. Zhang & Han (2008) 
assume that this is due to the inhibition of denitrification and nitrification through temperatures below 5 °C. 
Winter is also the dry season, so that very low soil water contents are to be expected, which might at least 
partly be responsible for their findings. As the province Inner Mongolia exhibits similar weather conditions 
throughout the year as the northern part of the North China Plain, similar conditions could be found, 
concerning the N2O emissions. There is, however, a traditional winter irrigation event in November in the NCP, 
so that soil water contents might not be as low as in Mongolian crop and grasslands throughout the winter.  
1.6 N2O Flux Measurements over Time 
Measured N2O emissions can vary strongly over a day, being influenced by soil moisture, soil temperature as 
well as wind speed. Additionally, emissions at any given location vary with the measurement period as well as 
the time of measurement, exhibiting generally higher emission levels throughout the summer, with the 
exception of peaks through thawing (see Röver et al., 1998). The emission rates can also vary due to differences 
in crops and crop development. Furthermore, emissions also vary rather strongly in a spatial scale on plots that 
are supposed to be uniform (Batjes & Bridges, 1992). This is the reason why it is important to maximize the 
measurement frequency (Smith, 1990). 
The uncertainties included in field-scale budgets of N2O emissions are large, especially when 
manually operated chamber systems are used for measurements (Chapuis-Lardy et al., 2007). Smith 
& Dobbie (2001) investigated N2O measurements with manual sampling and automated 8h interval 
sampling and came to the conclusions that the integrated flux values based on more intensive 
manual sampling were no more than 14% greater than those based on the automated 
measurements. They report, however, that the auto chambers detected fluctuations in the N2O 
emissions patterns that were not detected by manual sampling (Smith & Dobbie, 2001). Petersen et 
al. (2006) argue that less frequent sampling can still describe N2O emissions patterns adequately, as 
long as the effects of fertilisation are captured by more frequent measurements. 
Furthermore, there is the problem that soils are not only a source of N2O emissions, but that they can act as a 
sink at the same time. Chapuis-Lardy et al. (2007) criticise that although both significant and frequent negative 
N2O fluxes have been reported in different studies, no attempt was undertaken to investigate which process 
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could be held accountable for these findings (for instance in Fenn et al., 1996; Klemedtsson et al., 1997; 
Yamulki et al., 1997; Smith et al., 1998; Griffith & Galle, 2000; Zheng et al., 2000; Hao et al., 2001; Butterbach-
Bahl et al., 2002; Longoria-Ramirez et al., 2003). One possible explanation for these negative emissions is that 
N2O uptake from the atmosphere occurs when the soil water content is high and the availability of NO3
- is low, 
thus promoting the reduction of N2O (Chapuis-Lardy et al., 2007).  
Another point, that has not yet been considered much, is the fact that maize shoots may be able to absorb N 2O 
that evolved at the soil surface (Lensi & Chalamet, 1981). In the reported laboratory experiment, 30% of the 
N2O gas introduced into a closed system had disappeared, equalling 15 μg N2O-N plant
-1 hr-1, and it was 
hypothesised that the N2O was taken up by the maize plants. This hypothesis was tested in a further study, 
where 15N labelled N2O was produced through denitrification of labelled NO3. It as found that 0 – 15% of the 
produced N2O were taken up by the maize plants through the leaves (Grundmann et al., 1993). Additionally, 
Ferch (2003) was able to show that both gaseous N2O and N2O solved in soil water are taken up, metabolised 
and emitted through sun flower and barley.  
Leguminous crops, such as alfalfa, soybeans, pulses and clovers, fix nitrogen biologically, which is why normally 
N fertilizer inputs are less required, except a starter application. Nevertheless, so FAO (2001) reports, emissions 
of N2O from leguminous crops can be of the same level as of fertilized nonleguminous crops. To sum up, 
significant factors for the measurement of N losses are the N application rate, fertilizer type, climate type, soil 
organic C, soil texture, drainage, pH, crop type, length of experiment and frequency of measurements (FAO, 
2001). 
1.7 Modelling N2O Emissions with the DNDC model 
From the discussion above about the factors that influence N2O emissions it becomes clear that no simple 
relationship between fertilizer N application and emissions can be established (see chapter 1.3). One reason 
accounting for this is the fact that data sets include measurements from a variety of locations with differing 
climate, soil, crop and management conditions (FAO, 2001). Due to the influence of many factors on the 
occurrence of N2O emissions, measurements often vary markedly both in space and time, especially when the 
emissions result from denitrification. Furthermore, the interpretation of the effects of the various factors on 
N2O fluxes is limited due to constrains in the measurement techniques (Batjes & Bridges, 1992). 
Two possibilities to simulate N2O emissions have been mentioned in chapter 1.5, the IPCC method and the 
DNDC model. Concerning the IPCC method, large uncertainties exist, since the method relies on a single 
relationship with the amount of applied N-fertiliser. It is a most simple empirical model, intended to yield a 
rough N2O emission estimate on a large scale, without to rely on complex datasets that might not be available. 
According gaps between emission estimates from fertilisers by the IPCC method and comparisons with specific 
fertilisers and fertiliser application techniques have been presented in chapter 1.3, and therefore, will not be 
discussed further. 
The enhancement of the IPCC method by Lu et al. (2006) to include the influence of rainfall on N2O emissions in 
the calculation is one step towards a process oriented model, which attempts to calculate most (if not all) 
natural processes that are involved in the release of N2O into the atmosphere, leading in the end to models 
with the complexity as, for instance, the DNDC model. Following, a short discussion of the DNDC model is given. 
Li (2007) developed a concept to approach the problem to model N2O fluxes and the soil processes 
connected with it. He argues that the soil microbes, responsible for nitrification and denitrification, 
play a key role in the production and consumption of N2O in most terrestrial ecosystems. Thus, redox 
potential, dissolved organic matter and the electron acceptors would be the major factors 
determining N2O emissions from soil. Furthermore, in his concept, gravity, radiation, temperature, 
moisture, pH, Eh and substrate concentration gradient are controlling production and consumption 
of N2O.  
To describe the processes mathematically, he proposes to disaggregate an ecosystem into four components: 
primary drivers, biogeochemical field, biogeochemical coupling/decoupling and biogeochemical cycles. Physical, 
chemical and biological laws can be incorporated into such a framework, as well as empirical equations. Based 
on the Nernst and Michaelis-Menten equations, he created a computing scheme called ‘anaerobic balloon’, 




which calculates the distribution of nitrification and denitrification zones using the oxygen concentration. There 
is, with decreasing Eh value, a chain of anaerobic balloons, in which first oxygen, then nitrate and afterwards 
Mn4+, Fe3+ and sulphate, will act as dominant electron acceptor. As soon as these acceptors are depleted, CH4 
will be produced while using hydrogen as electron acceptor (Li, 2007). 
Concerning the quality of the DNDC simulations, Frolking et al. (1998) report from a model 
comparison that the DNDC model (no version given) had problems modelling the soil moisture of 
different sites, since the output was either overestimated or underestimated for several seasons. 
They also mention that they needed to suppress the pH effect of urea hydrolysis and the a mmonia 
volatilisation in order to register an increase in the DNDC NO3
- pool, in order to reflect field data and 
simulation results of the other two investigated models. As for the N2O emissions, they were either 
reported as missing due to lack of NO3
-, or denitrification was triggered already at slight rainfalls, thus 
producing unexpectedly high emission patterns. They managed to adjust this by either eliminating 
NO3
- input together with rainfall or reconfiguring the initialisation of the soil organic matter.  
In an attempt to use the DNDC model to estimate N2O emissions from Chinese semi-arid grassland, Xu-Ri et al. 
(2003a) had to modify the used DNDC version 7.2 due to significant underestimations in a previous study, 
especially during the spring and autumn period (see Xu-Ri et al., 2003b). The model was changed by adding an 
equation to calculate the N2O gas fluxes turnover from excess NH4
+ levels and, additionally, the model was 
enabled to calculate N2O emissions from single unfrozen soil layers during freezing events and to calculate a  
0.3% N2O release during snow cover. While Xu-Ri et al. (2003a) report that before the modifications the model 
accuracy was poor, the DNDC model still underestimated N2O emissions from grassland by ca. 40% in 
comparison to estimates based on the field measurements after the modifications. 
Using the same model version to model greenhouse gas emissions in East Asia, Cai et al. (2003) report that 
despite the fact that the total seasonal N2O emission for lowland soil in Japan was in good agreement between 
observation and model estimate, the seasonal patterns of N2O emissions revealed discrepancies between 
measurements and model results. They found that the simulated N2O pattern is driven predominantly by 
rainfall, which is why the model projected peaks directly after rainfall; not all of them were also present in the 
field records. In fact, modelling N2O emissions from rice fields in China was not successful (Cai et al., 2003). 
Babu et al. (2006) came to similar results with a paddy-rice version of DNDC (no version was reported) when 
testing the DNDC model results for methane and nitrous oxide emissions from rice-based production systems 
in India. Although the model succeeds to meet the measured seasonal total N2O emissions, it performed poorly 
in the daily time frame and showed high root mean square errors (RMSE). They point out that the DNDC does 
not model detail factors that control the gas transport. By an adjustment in the hourly mixing of gases in the 
soil zone, Li et al. (2005) present DNDC simulation results (no version reported) that fit reasonably well with 
their measurements. 
From Bareth (2003), we know that there are large differences between the multiple versions of 
DNDC. According to the author, the model simulations yielded overestimations of N2O emissions by 
up to 300% (Bareth, 2003). In Bareth & Kogge (2004), the authors concluded from a test of three 
different modelling approaches that the DNDC model as well as the IPCC methodology produced 
overestimations of the N2O fluxes in comparison to their measurements.  
In a project to calibrate and validate DNDC version 82H to corn-soybean rotations on silty clay loams in east-
central Illinois (U.S.), Tonitto et al. (2007) tested the model performance to describe nitrate leaching and 
drainage. Eventually, they came to the result that from the large amount of parameter sets used for the 
calibration only a limited number passed the statistical evaluation. Investigating these best case parameters, 
Tonitto et al. (2007) found out that the model performed best when the default parameters of the model were 
changed drastically. To sum up, FAO (2001) states that the comparison of observed flux data with fluxes 
simulated by the DNDC reveal major differences in the simulated N gas fluxes from soil. 




The two main research questions of this work were whether the DNDC model is able to accurately simulate 
N2O emissions from a specified field side and whether the DNDC model could be used as part of a nitrogen 
fertilisation recommendation system. Therefore, at the beginning of this work, the main aim was to test and 
further develop the abilities of the current DNDC model version to simulate N2O emissions correctly on a field 
site in the Northern China Plain. On that field site, during a recent field experiment, datasets were collected 
that provided the basis to run model simulations of this site in three consecutive years. These simulations 
should then be used to compare modelled with measured N2O emissions originating from this site. For further 
validation, it was intended to apply the potentially improved model to independent data sets.  
There are several studies available that tested the performance of different DNDC model version (Frolking et al., 
1998; Bareth, 2003; Xu-Ri et al., 2003a+b; Cai et al., 2003; Li et al., 2005; Babu et al., 2006; Tonitto et al., 2007), 
thereby focussing on the simulation of soil water, carbon or nitrogen pools. Only some of these studies 
mention weaknesses in the model performance and suggestions for a possible model calibration are available 
from several authors (Frolking et al., 1998; Xu-Ri et al., 2003a+b; Li et al., 2005; Tonitto et al., 2007). However, 
with the exception of early DNDC model versions, so far no in-depth analysis of the DNDC model is available. 
The large differences in simulated N2O emission simulations by different DNDC model versions reported by 
Bareth & Kogge (2004) suggest that a thorough testing of the available DNDC model is needed. Due to the fact 
that no particular guidelines exist (with the exception of the abovementioned single recommendation) as to 
how to approach an improvement of the DNDC model simulation systematically, sub-research questions had to 
be derived and developed from results achieved in the progress of this work. 
Thus, the basic hypothesis in this work was that a thorough testing of the different submodels (using 
the available measurement datasets of soil water content, mineral N, and N2O emissions) will allow 
the identification of shortcomings or discrepancies in the according model parts. Given the linear 
succession of model calculation steps, it was further hypothesised that the model calculation can be 
improved step by step, starting with improvements of initial calculation steps before continuing the  
improvement of following calculation steps. Applying this systematic approach, a gradual 
improvement of the model simulation results was expected. Furthermore (concerning the automated 
parameter optimisation used for the improvement of single calculation steps), it was hypothesised 
that allowing involved parameters to adopt a wide range of values (limited only by the model ability 
to use the parameter values) could, once an agreement is reached between simulations and 
measurements, create unrealistic parameter values, which could then be used as evidence for 
shortcomings in single model calculation steps. 
Due to unanticipated discrepancies in the model simulations, however, intermediate conclusions had 
to be drawn, and iteration attempts to be readapted accordingly, throughout the process of 
optimising the model in this work. The related working hypotheses will be given in the chapter 2.5 
(Model test, calibration and validation), as well as in chapter 4 (Results of the DNDC version 89).





The methodology chapter starts with a description of the field site Dong Bei Wang, giving 
climatologic specifications and general soil properties. Furthermore, the field experiment of the 
BMBF project is described briefly, giving the purpose and treatments, the experimental plan, as well 
as an overview of the measured factors. A special emphasis is put on the measurements of the N2O 
emissions.  Here, the automated chamber technique is described briefly, using Kogge’s Manual as 
reference. Also shortcomings of this technique are discussed. The measured N 2O emissions of the 
years 2001 and 2002 are presented and related to the factors precipitation and fertilisation.  
The main part of the methodology consists of a detailed description of the development of the DNDC 
model, presenting as many details as the available publications allow. Start is the original DNDC 
model published in 1992, still working with 3 submodels (thermal-hydraulic flow, denitrification, 
decomposition) – main equations are given in the text. This is followed by the extension of the DNDC 
model with a crop growth submodel. There, the basic principle of crop N uptake and the behaviour of 
fertiliser N are described. Next is the extension of the model to six submodels (adding the submodels 
nitrification and fermentation), which are described, and the addition of the calculation concept 
‘Anaerobic balloon’. Again, major equations are given in the text.  
Following this, the description of a more process oriented crop model is given as an alternative to the 
empirical crop model. Due to the fact that the process oriented crop model is not used in this work, 
the description is only brief (the input parameters of the process oriented crop model are not 
measurable, and even if they would be, no information over the used crop species in either 
experiment was available). The model description ends with a description of the extension of the 
anaerobic balloon concept, the NZ-DNDC model version, and the latest additions (deep water pool 
and ammonium adsorption). A short recapitulation over the development of the model is provided as 
well. 
Next, the focus shifts to the input parameters that are required to run the DNDC model, followed by 
the description of the DNDC source code, including structure, calculation process, and shortcomings. 
This is followed by a description of the UCODE_2005 software, which is used for the automated 
parameter optimisation. The last part of the methodology chapter focuses on the statistical 
evaluation of the DNDC model results, the parameters used for the optimisation, and the attempted 
calibration of the model (description of the changes of the source code). 
2.1 Field Experiments 
For this work, the datasets of a project were made available for the testing and validation of the DNDC model. 
This project started in 1998 as a cooperation project (‘Material flows, Food Quality and Sustainability in Chinese 
Agriculture’), undertaken by the University Hohenheim (Stuttgart, Germany) and the Chinese Agricultural 
University (Beijing, China). This project was funded by the German ministry of Education and Research 
(Bundesministerium für Bildung und Forschung). The field trial started in 1999 and was finished in 2002. 
The field experiment was conducted on the experimental field site Dong Bei Wang (DBW) of the 
Chinese Agricultural University (CAU), located in the North of Beijing – 40° N, 116.3° E (Böning-Zilkens, 
2003). DBW is located at 50 m above sea level, and the groundwater table, which was measured in 
the NCP during the 1950’s at 0 to 3 m depth (Liu et al., 2001), had already dropped to about 18 – 20 
m in 1999 (Böning-Zilkens, 2003). Mack (2005) reports 17 to 23 m depth for the normal groundwater 
table during the years 1999 – 2002. However, it is also mentioned that during this period 
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groundwater levels dropped temporarily to 50 m after (groundwater-fed) irrigation events (Mack, 
2005). The average temperature is 11.5° C and the average precipitation is 627 mm per year (Böning-
Zilkens, 2003).  The soil was classified as ‘calcaric cambisol’, the soil type, however, was varying 
strongly at the field site (Mack, 2005). Interestingly, Mack (2005) also mentions that pieces of coal 
and bricks have been encountered in 30 – 60 cm depth, the origin of which remained unclear. 
The clay content is on average 16%, the field capacity 34% and the wilting point 12%. The bulk density at 0 – 30 
cm depth is 1.34 g/cm3 (Chen, 2003; Böning-Zilkens, 2003; Mack, 2005). DBW is characterized by a high spatial 
variability of the soil properties and the distribution of irrigation water and soil water content varied up to 15% 
within the same treatment (Mack, 2005). The detailed measurement values used in this work (soil as well as 
plant parameters and recorded applications) are given in the Appendix (Tables in A 1.1 – A 1.4). The first 
experiment was conducted as a three factorial split-split-plot design with four replications. A rough overview 
over the factors and treatments of the first field experiment is given in table 2.1.1. 
Irrigation was considered as the first factor, with the three variants traditional flooding irrigation, sub-optimal 
sprinkler irrigation and optimised sprinkler irrigation. The optimised sprinkler irrigation was based on soil water 
measurements in a 4 day frequency, triggered as soon as the soil moisture dropped below 45 % of the field 
capacity and stopped as soon as the soil moisture reached 80 % of the field capacity. The second factor was the 
treatment of biomass residues that either remained on the field or were removed. Further, the third factor was 
N-fertilization (see also table A1.2.2 in the appendix), with zero input plots, fertilization based on ‘traditional’ 
technique (600 kg ha-1 yr-1) and an optimised input based on measurements of mineral N (Böning-Zilkens, 2003). 
While traditional irrigation treatments received 350 mm water yr-1, reduced irrigation treatments received 195 
mm water yr-1, and for the optimised treatment the measured soil water content was used to determine the 
water requirement. For the optimised treatment, similar (traditional) amounts of water were irrigated in the 
summer maize in all three years, and also for the winter wheat in 1999. The winter wheat of the years 2000 
and 2001 received less water in comparison to the traditional systems (80 mm and 100 mm, respectively).  
Concerning the traditional fertilisation treatment, in total 600 kg Urea ha-1 yr-1 were applied, that is 300 kg Urea 
ha-1 yr-1 for winter wheat and 300 kg Urea ha-1 yr-1 for maize, for each in two splits. The optimised treatment 
was fertilized according to the N-requirement, based on measurements of mineral nitrogen (Nmin). Target 
values were 30 kg mineral N ha-1 before sowing, 90 kg mineral N ha-1 before the regreening stage (3 leaves 
stage) and 120 mineral kg N ha-1 before shooting (10 leaves stage) in the winter wheat (maize). The control 
treatment did not receive any fertilisation at all. Additionally, before sowing, 50 kg Phosphor-fertiliser was 
applied. Potassium, however, was not applied since sufficient amounts were still present in the soil. The 
distribution of the different treatments of the 1st field experiment is given in figure 2.1.5. 
Table 2.1.1: Factors and treatments of the 1st field experiment 
Factor Treatment 
1. Irrigation (plot size 70 * 50 m) 1. Suboptimal irrigation (sprinkler system) 
2. Traditional irrigation (flooding irrigation) 
3. Optimised irrigation (sprinkler system based on soil moisture 
thresholds) 
2. Straw residues (sub-plot size 
60 * 15 m) 
1. Straw removal 
2. Straw remaining 
3. N-fertilisation (sub-sub-plot 
size 20 * 15 m) 
1. Control (no fertilisation) 
2. Traditional fertilisation (600 kg ha¯¹ yr¯¹) 
3. Optimised fertilisation (determined by Nmin measurements) 
(derived from Böning-Zilkens, 2003)  
  





Figure 2.1.1: Treatment distribution of the 1
st
 field experiment. Each number corresponds with the factors and 
treatments given in table 2.1.1. The number in the first position gives the according treatment of factor 1, in the 
second position the treatment of factor 2, and in the third position the treatment of factor 3. The additional plots for 
the N2O measurements are not shown (derived from Böning-Zilkens, 2003). 
University  Hohenheim, Dissertation - R. Kröbel 
46 
 
Temperature, precipitation and solar radiation were measured using an automated weather station. 
The soil water content (SWC) was measured every 4 days during the growing season using Time 
Domain Reflectometers (TDR). Furthermore, mineral N (Nmin), nitrate leaching (in passive samplers), 
emergence and hibernation data, leaf area index, nitrogen content of the plant material, and 
harvests (time and amount) were recorded on a regular basis. Last but not least, N2O was measured 
each hour in an automated chamber system during the summer months of the year 2001 and 2002.  
The automated chamber system was placed directly beside the main field experiment (in the same 
field plot), and management activities were conducted in the same manner and timing as in the main 
field experiment, according to a personal communication with M. Kogge (pers. Communication with 
M. Kogge in Nov., 2004). The N2O measurements were limited to three of the investigated 
treatments (with three replications each), the datasets of which were used in the model investigation 
as follows: 
 optimal irrigation and fertilisation (from here on called T1) – for testing and calibration 
 traditional irrigation and optimised fertilisation (T2) – for validation 
 traditional irrigation and traditional fertilisation (T3) – for validation 
 
While the dataset of T1 will be used for the testing and optimisation of the models, T2 and T3 are 
independent datasets that will be used for model validation. The crop straw was removed in each of 
the three treatments, which still is a common practice in the North China Plain.   
2.2 N2O Measurements 
As mentioned before, an automated chamber system was constructed for the measurement of N 2O 
by Martin Kogge in 1999 (pers. Communication with M. Kogge in Nov., 2004). When it was built in 
1999, measuring N2O in the field was still relatively uncommo n, although a growing number of 
scientists had already started working with the closed chamber method. The advantages of the 
closed chambers are, as is also emphasized by FAO (2001), that small fluxes can be measured. This is 
important to capture the low-level background emissions. Additionally advantageous are their 
reasonable price and simple ways of construction, installation and removal. Last but not least, in the 
case of mobile chambers, the disturbance of the measurement site is limited to a brief period during 
the measurement. 
Disadvantages of the chamber technique are, for instance, that normal emission rates might be 
inhibited as soon as concentrations in the chamber build up to a certain level. This can, however, be 
avoided through short collection periods. A second problem possibly encountered is that the 
atmospheric pressure fluctuations normally found at the soil surface are influenced by the chambers, 
which might lead to underestimations of the real flux. Additionally, the chambers can cause 
differences in rainfall, temperature and moisture in comparison to ambient conditions. A nother 
drawback of this method is the fact that the soil at the site will be disturbed during the installation of 
the system. Temporal and spatial variability of N2O emissions, which are of concern when measuring 
N2O, have been discussed in detail in the chapters 1.2 and 1.6.  
In the following, the manual for the measurement system (Kogge, 2003) will be used to describe the system in 
detail. The system is formed by 9 static chamber units, a pneumatic unit, a sampling unit, a sample injection 
unit, a sample splitting unit and a gas chromatograph. The chambers cover a soil area of 1.4 m times 1.4 m, 
which results to 1.96 m2. The height of the chamber is adjustable; 0.25 m is suggested for young plants and the 
maximum height of 2.25 m for full grown maize plants. The lid of the chamber can be closed and opened, using 
the pneumatic unit (Kogge, 2003). 




The chambers are connected to the automatic sampling unit, which leads the gas sample to the automatic 
injection unit, which, in turn, transports the sample in to the sample splitting unit (already part of the gas 
chromatograph) for the analysis. The gas chromatograph is equipped with an Electron Capture Detector for 
N2O detection. Furthermore, the applied software allows additional probes for the measurement of soil and air 
temperature, humidity, global and net radiation, air pressure and airflow, for which 5 data acquisition units are 
available (Kogge, 2003). 
For the construction of the chambers UC-light permeable Plexiglas and stainless steel were used. The chambers 
are constructed in a modular way, so that at minimum three parts are used (steel frame, chamber body and lid). 
Chamber bodies can be added in between frame and lid in order to adjust the height of the chamber. To 
ensure gas tightness, P-profile silicone-rubber sealing is mounted in between the contacts of the different 
chamber parts (Kogge, 2003).  
To install the chambers, a plain area has to be selected, and, if plants have already been planted, an area with 
equal conditions as in the main field to be chosen. The necessary cables that lead inside the box are installed by 
pressing a spade to the required depth into the soil, so that a gap can be created in the soil, into which the 
cables are laid. Cables cannot be dug in, because up to a quarter of the measurement area would be disturbed 
that way. The frame cannot be dug in for the same reason, but has to be driven in by weight or hammering. 
Grease has to be applied onto the connecting surfaces between the compartments, after that the contact is 
tightened by screws (Kogge, 2003). 
Measured N2O emissions 
The N2O emissions measured during the experiment are presented as tables (A 1.4.1 – A 1.4.3) in the Appendix 
of this work. A graphical representation of these measurements is given in figure 2.2.1. There, the measured 
N2O emissions are shown together with the water inputs from precipitation and irrigation. Furthermore, the 
inputs of urea fertiliser were taken up into the diagrams. There was evidence of “negative emissions” (N2O 
uptake by soil or plants) in 2002 in some cases. However, no measured negative values were included in the 
dataset for the year 2001, although, comparing the measurement curves of 2001 and 2002, it i s likely that N2O 
uptake has also occurred in 2001 (to find explanations for potential N2O uptake, please refer to chapter 1.3.). 
As can be seen clearly, peaks of N2O emissions are concentrated on the months August and September (in 
varying heights) for both years and all investigated treatments. Especially in the year 2002, it appears evident 
that continuing water inputs, combined with a high nitrogen input due to a fertilisation event, lead to the 
formation of a clear N2O peak. Since the height of the peak seems to be dependent on the fertilisation rate, it 
could be assumed that the N2O emissions are mostly denitrification driven (see chapter 1.2 and 1.3). The 
situation is slightly different in the year 2001. As in 2002, increased N2O emissions can be observed after 
fertilisation applications. However, only after the second application a clear N2O peak was measured. 
Concerning the first fertiliser application, the according N2O peak was delayed around two weeks. Whether this 
was determined climatically or by a delayed water and nitrogen inputs in the measurement chamber (or any 
other reason) could not be clarified.  
Furthermore, water inputs combined with fertiliser applications in the spring 2002 did not yield increased N 2O 
emissions. Instead, rather permanent emissions with a low emission rate are present. It can be assumed that 
these are background emissions, originating from nitrification processes. This could be due to the fact that in 
China the winter is very dry, so that in spring soil water contents are in general very low. Irrigation rates are 
sufficient to allow further plant growth, however, apparently the surface soil is saturated for only a short time 
(so that nitrogen is emitted as N2 – see chapter 1.2), and the water moves to deeper layers quickly. Therefore, 
the soil water content in the surface soil is not high enough to allow for the production and emission of N 2O 
from denitrification processes. Indeed, Wan et al. (2009) found a clear preference of nitrification (as 
source of N2O emissions in the soil from the same site. 




Figure 2.2.1: Measured N2O emissions for 2001 and 2002 (T1: 1(a) and 1(b); T2: 1(c) and 1(d); and T3: 1(e) and 1(f)) 
compared with the water inputs through precipitation and irrigation, as well as the application of urea fertiliser 
(data from Kogge, Project data base 2004; Horlacher, Project data base 2004; Chen & Böning-Zilkens, Project data  
base 2004). 




2.3 The DNDC Model 
A detailed description of the actual DNDC model version is complicated by the fact that the 
documentation of the model does not contain a complete description of all involved model parts. 
Adding to this, available publications about the model development concentrate onto the newly 
developed equations only, without stating explicitly whether a formerly existing model equation was 
replaced by these new equations. In fact, quite often DNDC model expansions were published as an 
entirely new model version, and the development of the actual DNDC model has to be traced back to 
these model versions. Nevertheless, implementing new model equations always means also the 
adaptation of other model parts to this development, the changes of which are not available in any 
publication or the documentation of the model. Based on this situation, it has been decided, i n order 
to give a complete overview over the DNDC model, to describe the complete model development 
from the beginning, as far as it can be reconstructed from the available publications, and to present 
the entirety of the published equations.  
2.3.1 The Original Model 
In 1992, the DNDC model was presented by Li et al. (1992a) for the first time. In the following this article will be 
used to describe the original DNDC version. The first version, a computer software from the beginning, focused 
on a coupling of decomposition and denitrification that was influenced by soil properties and depended on 
commonly available climate, soil and agricultural practice data - predicting emissions from agricultural soils, 
and, thus, investigating the interactions of climatic, pedologic, agronomic and microbiological variables and the 
influence they have on the production and emission of N2O. 
Expecting that soil temperature as well as soil moisture are two of the key factors controlling the 
decomposition and denitrification rates, soil thermal-hydraulic flux, aerobic decomposition and  
Figure 2.3.1: Original structure of the DNDC model, showing the three submodels (thermal-hydraulic flow, denitrification, 
and decomposition), and explaining the interaction between them (Li et al., 1992a). 
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denitrification submodels were combined in a daily time step calculation process. As a result, nitrate, 
nitrite, ammonium, organic residues, microbial biomass, humads, soluble carbon profiles, 
mineralisation rates of C and N, nitrate leaching, as well as emissions of CO2, ammonia, N2O and N2 
from the soil were calculated (Li et al., 1992a). 
The submodel of Thermal-Hydraulic flow (see figure 2.3.1) calculates average hourly and daily soil 
temperature and soil moisture profiles. In order to do so, DNDC employs a cascade model approach, 
where the soil is divided in a series of horizontal layers, assuming that each layer has a uniform 
temperature and moisture. Both the calculation of temperature and moisture are gradient-driven 
equations, according to Li et al, (1992a) (see also A 2.1.1.1 – A 2.1.1.11.). For calculating the 
temperature, it was assumed by Li et al. (1992a) that a simplified heat flux exists between the soil 
surface and the atmosphere (see also Eq. 2-4). This flux is created by the mean daily air temperature 
and the temperature of a soil layer at a certain depth (Li et al. , 1992a).  
 Soil heat flux at surface (Li et al., 1992a) 
Eq. 2:  𝑞𝑠  =
(𝑇1−𝑇𝑎𝑖𝑟 )
(𝑧1−0)
 ∗ −𝑘1, 
 Soil heat flux (layer i-1  layer i) (Li et al., 1992a) 
Eq. 3: 𝑞𝑖 ,𝑖−1  =  
(𝑇𝑖 −𝑇𝑖−1 )
(𝑧𝑖−𝑧𝑖−1 )
 ∗ −𝑘𝑖 ,𝑖−1 , 
 Soil heat flux at bottom of profile (Li et al., 1992a) 
Eq. 4: 𝑞𝑏  =
(𝑇𝑏𝑙 −𝑇𝑚𝑒𝑎𝑛 )
(𝑧𝑏𝑙 −𝑧𝑑𝑒𝑒𝑝 )
∗  𝑘𝑏𝑙 , 




is the heat flux from layer i-1 down to layer i (J s
-1
), qb is the heat flux at 
the bottom of profile (J s
-1




), ki,i-1 is the average 









), T1 is the temperature of layer 1 (soil surface) (°C), Ti is the temperature for level i (°C), Tbl is the temperature at 
the bottom of the profile (°C), Tair is the air temperature (°C), Tmean is the mean annual air temperature (°C), zbl is the depth 
at the bottom of the profile (cm) and zdeep is the depth where temperature variation is assumed to be negligible (500 cm).  
In the simulation of the soil moisture, evapotranspiration is used as output while precipitation and irrigation 
are combined as input. Water inputs are always calculated as if the input starts at midnight and is of constant 
intensity, and, thus, of variable duration. At the beginning of each time step, water input saturates the soil 
layer by layer. Thus, surplus water of one layer fills the next deeper layer instead. Surface runoff as well as 
intercepted water from vegetation is not taken into account in this early version (Li et al., 1992a).  
 Potential evapotranspiration (Li et al., 1992a) 
Eq. 5:  𝐸0 = 𝐷𝐴𝑌1 ∗
1,6
𝑁𝑀






Eq. 6:  𝑎 =  0,49 +  0,079 ∗ 𝐼 −  7,71𝑒−5 ∗ 𝐼2 + (6,75𝑒−7 ∗ 𝐼3 ), 






where E0 is the potential evapotranspiration (cm d
-1
), DAY1 equals 1/12 of  the day’s hours of daylight, NM is the number of  
days in the month and Tn
’
 is the mean monthly air temperature of month n (°C). E0 is zero for the months where the mean 
air temperature is below 0 °C.  
In this first version, evapotranspiration is calculated by the Thornthwaite equation, which uses 
monthly mean air temperature and day length (see Eq. 5-7, and also A2.1.1.12 and A2.1.1.13). For 




water transport in the soil, an exponential formulation of Clapp & Hornberger (1978; In: Li et al., 
1992a) is employed (with representative parameters for twelve different soil textures) to estimate 
soil water tension and the unsaturated hydraulic  conductivity (see also A2.1.1.1 - A2.1.1.5; Li et al., 
1992a).  
The soil decomposition submodel (see also figure 2.3.1) is alternating with the soil denitrification 
submodel, depending on the simulated oxygen content of the soil. In the soil decomposition model, 
the soil profile is divided into uniform horizontal layers with a typical thickness of 2 cm. Calculating 
layer by layer in a daily time step, the three organic pools are determined (decomposable residues of 
the plant material, the microbial biomass and the humads) and their according labile and resistant 
compartments decompose via first-order kinetics (see also Eq. 8-10; Li et al., 1992a). 
 Carbon pool decomposition rate (Li et al., 1992a) 
Eq. 8:  𝑑𝐶/𝑑𝑡 =   𝐶𝐿𝐴𝑌 ∗   𝐶𝑁 ∗   𝑡𝑛 ∗ (𝑆 ∗ 𝑘1 + (1 − 𝑆) ∗ 𝑘𝑟), 





 + 1, 




(𝐶𝑃  / 𝑁𝑃)
, 
where  CLAY is the clay content reduction factor,  CN  is the C/N ratio reduction factor,  tn is the temperature reduction 
factor for nitrification, S is the labile fraction of organic C compounds in the pool, k1 is the specific decomposition rate (SDR) 
of labile fraction (d
-1
), kr is the SDR of  the resistant fraction (d
-1
), CLAY is the soil clay fractional content, CP is the carbon 




) and NP is the nitrogen produced by potential residue 




 in the soil (kg N ha
-1
).  
In the DNDC model, the existence of three organic matter pools is assumed (decomposable residues, 
microbial biomass, and humads), each of which has a labile and a resistant component. All pools are 
decomposed using a specific decomposition rate for each component, established in laboratory 
experiments, where a significant relationship was found between N mineralisation and CO2 evolution 
(Gilmour et al., 1985). Decomposition of these pools leads either to a release of CO2, or alternatively 
to the incorporation of the available carbon into microbial biomass , depending on a C/N ratio 
fractioning, determining the speed of the process (Gilmour et al. , 1985). 
The efficiency of the microbes to assimilate was estimated by Li et al. (1992a) to be 60% of the total 
decomposed carbon for amended soils (application of easily decomposable organic material, e.g. animal wastes) 
and 20% for unamended soils (the rest being emitted as CO2). Of the assimilated carbon, 90% are added to the 
labile biomass pool, while the remaining 10% join the resistant biomass. Decomposing microbial biomass is 
allocated with 20% into CO2 production, 60% into re-incorporation and 20% to the pool of resistant humads (Li 
et al., 1992a).  
Table 2.3.1: Decomposition and reallocation of organic carbon substrates in 
the original DNDC model version (Li et al., 1992a) 
  
released CO₂ 
microbial biomass humads 
  labile  resistant labile  resistant 
residue decomposition 
microbial decomposition 
decomposition labile humads 
decomposition resistant humads 
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The resistant biomass pool looses carbon through decomposition, enhanced by soil disturbance (e.g. tilling). 
During the decomposition of the resistant biomass pool, 40% of the decomposed carbon is transferred to the 
stable humus pool, 40% is converted into CO2 and 20% reincorporated into microbial biomass (see also table 
2.3.1). No information is given about how carbon substrates enter the labile humads pool (marked by “?” in 
table 2.3.1.; Li et al., 1992a). The soluble carbon pool consists to 60% of microbial biomass decomposition and 
20% humads decomposition and is used as indicator for the amount of soluble carbon available in the soil for 
denitrification. The influence of temperature and moisture on the decomposition is represented by a reduction 
factor that retards the decomposition rate for non-optimum conditions (Li et al., 1992a). 
The oxidation of organic C leads to the release of NH4
+, which is either nitrified or volatilised (see Eq. 11-14). 
Organic C transferring from one pool to another is charged against the inorganic N pool according to the 
different C/N ratios of the different pools. Thus, decomposition is prone to inhibition through the lack of 
inorganic N. Plant uptake of inorganic N is calculated from crop type and seeding data. NH 4
+ is absorbed to clay 
and organic matter, influenced by pH, temperature and buffer capacity (Li et al., 1992a). Volatilisation amounts 
of NH4
+ were assumed, according to the NH4
+ concentration in the liquid phase and a diffusion coefficient 
derived by Gardner (1965; In: Li et al., 1992a). 
 Ammonium adsorption (Li et al., 1992a) 
Eq. 11:  𝐹𝐼𝑋𝑁𝐻4 =  
𝐶𝐿𝐴𝑌
𝐶𝐿𝐴𝑌𝑚𝑎𝑥
 ∗ (0,41– 0,47 ∗ log(𝑁𝐻4)), 
 Transformation of ammonia to ammonium (Li et al., 1992a) 
Eq. 12:  log(𝐾𝑁𝐻4)– log(𝐾𝐻2𝑂) =  log  
𝑁𝐻4𝑚
𝑁𝐻3𝑚
 + 𝑝𝐻, 
Eq. 13:  𝑁𝐻3𝑚 =  
𝐶𝐿𝐴𝑌
𝐶𝐿𝐴𝑌𝑚𝑎𝑥
 ∗ 10(log (𝐾𝑁𝐻 4 )−log (𝐾𝐻2𝑂 ))−log (𝑁𝐻4𝑚 )+𝑝𝐻 , 
 Ammonia volatilisation (Li et al., 1992a) 
Eq. 14:  𝐴𝑀 = (𝐷 ∗
𝑡
3,14
)0,5 ∗ 2(𝑁𝐻3), 
where (Eq. 11)  FIXNH4 is the proportion of adsorbed NH4
+
, NH4 is the NH4
+
 concentration in the soil (kg N ha
-1
), CLAY is the 
soil clay fractional content, CLAYmax is the maximum clay fraction in model soils (0,63), (Eq. 12) KNH4 is the dissociation 
constant for NH4
+




equilibrium, NH4m is the NH4
+
 concentration 
in liquid phase (mol l
-1
), (Eq. 13) NH3m is the NH3 concentration in liquid phase (mol l
-1
), pH is the soil pH, (Eq. 14)  AM is the 
accumulated NH3 loss at time t (mol cm
-2




), t is the time (d) and NH3 is the NH3 
concentration in liquid phase (mol cm
-3
). 
In the case of fertilisation events, applied NO3
- is added directly to the according pool, whereas urea 
and ammonium fertilisers are transferred to the NO3
- pool through hydrolysis and/or nitrification.  
The fertilisation of anhydrous ammonia at first affects the soil pH, and NH4
+ is then transferred 
directly to the ammonium pool. In the case of nitrification, it is known that the potential rate of 
nitrification is related to the available NH4
+, soil temperature and soil moisture (see Eq. 15). The 
model calculation simulates the nitrification rate as a function of these three factors, assuming an 
optimal rate at 35 °C and soil moisture of 90 %. In the model calculation, N 2O emissions from 
nitrification (Eq. 16) are controlled directly by the soil ammonium concentration, temperature being 
the factor which determines the rate (Li et al., 1992a). 
 Nitrification rate (Li et al., 1992a) 
Eq. 15:  𝑑𝑁𝑁𝑂  =  𝑁𝐻4 𝑡 ∗  1 − 𝑒𝑥𝑝 −𝐾35 ∗   𝑡 ,𝑛 ∗ 𝑑𝑡  ∗   𝑚 ,𝑛 , 
 N2O emitted during nitrification (Li et al., 1992a) 











where (Eq. 15) dNNO is the NH4
+
 converted to NO3
-




), NH4(t) is the available NH4
+
 at time t (kg N ha
-1
), K35 is the 




),  t,n is the temperature reduction factor for nitrification,  m,n is the 




), NH4 is the NH4
+
 
concentration in liquid phase (mol cm
-3
)  and T is the temperature (°C). 
Tillage events evenly mix the soil in the layers of the tillage depth and cause a fraction of the resistant humads 
pool to move into the labile humads pool. Initially, this fraction is 16%, but with the following three rain events 
it decreases stepwise to 12%, 8%, and 4%, respectively (Li et al., 1992a). Li et al. (1992a) point out that tillage is 
the only possibility in the model calculation, where carbon can enter the labile humads pool. 
The denitrification submodel (see figure 2.3.1) is activated at every rainfall, and also here the soil is 
divided in layers of 2 cm thickness, with their corresponding uniform properties. A rainfall event lasts 
as long as the relative moisture (fraction of water-occupied pores) is above 40%. Denitrification starts 
as soon as a layer is saturated with water, and at that time only denitrifiers are assumed to be active.  
The growth of denitrifying bacteria is proportional to their respective biomass. Relative growth rates are 
calculated with double-Monod kinetics, which is a simplified equation to describe multiple-nutrient-dependent 
Michaelis-Menten-type growth (see Eq. 17-19). The death rate is calculated as proportional to the denitrifier 
biomass, meaning the death rate is a constant fraction of the denitrifier biomass (see Eq. 20) (Li et al., 1992a). 
In general, denitrification decreases with decreasing pH. The temperature factor influencing the denitrification 
rate is calculated from a standard exponential function, where the factor equals 1.0 at 22.5° C (see A2.1.3.1 & 
A2.1.3.2). The calculated temperature factor is assumed to be valid for all activities of NO3
-, NO2
- and N2O 
denitrifiers (Li et al., 1992a). 
 Denitrifier growth rate (Li et al., 1992a) 
Eq. 17:  (𝑑𝐵/𝑑𝑡)𝑔 = 𝑢𝐷𝑁 ∗ 𝐵(𝑡), 
 Relative denitrifier growth rate (Li et al., 1992a) 
Eq. 18:  𝑢𝐷𝑁 =   𝑡 ,𝑑𝑚 ∗ (𝑢𝑁𝑂3 ∗   𝑃𝐻𝑁𝑂3 + 𝑢𝑁𝑂2 ∗    𝑃𝐻𝑁𝑂2 + 𝑢𝑁2𝑂 ∗    𝑃𝐻𝑁2𝑂 ), 
 Maximum denitrifier growth rate (Li et al., 1992a) 














∗ 𝑢𝑁𝑥𝑂𝑦 ,𝑚𝑎𝑥 , 
 Denitrifier Death Rate (Li et al., 1992a) 
Eq. 20:  (𝑑𝐵/𝑑𝑡)𝑑 = 𝑀𝑐 ∗ 𝑌𝑐 ∗ 𝐵(𝑡), 




), uDN is the relative growth rate 
of denitrifiers, B(t) is the total biomass of the denitrifiers (kg C ha
-1
), (Eq. 18) uDN is the relative growth rate of denitrifiers, 
 t,dm is the soil temperature reduction factor, u(NO3, NO2, N2O) are relative growth rates of denitrifiers (see A2.1.3.1),  (PHNO3, 




, or N2O 




, or N2O denitrifiers, C is the mineralised carbon 
concentration in the soil (kg C ha
-1
), Kc,1/2 is the half-saturation value of soluble C (kg C m
-3





, or N2O in soil water (kg N ha
-1




, or N2O (kg N m
-3
), (Eq. 20)  









), and Yc is the maximum growth yield on soluble carbon and B is the total biomass of the denitrifiers (kg C kg
-1
 C). 
Due to the fact that soluble carbon is consumed by bacteria, the consumption rate of the soluble carbon is 
determined by the denitrifier biomass, denitrifier relative growth rate and denitrifier maintenance coefficients 
(see Eq. 21). Conclusively, the CO2 production results from the excess of available carbon over the amount of 
carbon required for cell synthesis (Eq. 22). From the, thus, established actual denitrifier growth rate and the 
assumed denitrifier C/N ratio it is calculated how much N is assimilated for denitrifier growth (Eq. 23). The N 
assimilated by the denitrifiers for maintenance is calculated for each the nitrate, nitrite and nitrous oxide pool 
by the use of the Pirt’s equation (Eq. 24; Li et al., 1992a). 
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 Consumption of soluble carbon (Li et al., 1992a) 
Eq. 21:  𝑑𝐶𝑐𝑜𝑛 /𝑑𝑡 = (𝑢𝐷𝑁 /𝑌𝑐 + 𝑀𝑐) ∗ 𝐵(𝑡), 
 CO2 production (Li et al., 1992a) 
Eq. 22:  𝑑𝐶𝑂2/𝑑𝑡 = 𝑑𝐶𝑐𝑜𝑛 ,𝑡/𝑑𝑡– (𝑑𝐵/𝑑𝑡)𝑔 , 
 Nitrate, nitrite, and nitrous oxide consumption (Li et al., 1992a) 






∗ 𝑀𝑁𝑥𝑂𝑦  ∗ 𝐵 𝑡 ∗   𝑃𝐻𝑁𝑥𝑂𝑦 ∗   𝑡 ,𝑑𝑚 , 
 Nitrogen assimilation rate (Li et al., 1992a) 




where (Eq. 21) dCcon/dt is the change in the total consumption of soluble carbon over time  (kg C ha
-1
), uDN is the relative 




), Yc is the maximum growth yield on 
soluble carbon (kg C kg
-1
 C), B is the total biomass of the denitrifiers (kg C ha
-1
), (Eq. 22) dCO2/dt is the CO2 production 
change over time (kg C ha
-1
), dCcon/dt is the change in the total consumption of soluble carbon over time (kg C ha
-1
), (dB/dt)g 




), (Eq. 23) d(NxOy)/dt is the change in substrate 




, or N2O) (kg N ha
-1




, or N2O denitrifiers, 




, or N2O denitrifiers (kg C kg
-1









),  PHNxOy are the soil pH reduction factors, B is the total biomass of the 
denitrifiers (kg C ha
-1




), CNRDN is the C/N 





Concerning the emissions of N2 and N2O (see Eq. 25, 26), emissions are modelled as functions of both 
adsorption coefficient and air-filled porosity. Thus, during rainfalls, when soil layers are saturated, 
diffusion of N2 and N2O is neglected, due to expected low diffusion rates. The effect of soil depth is 
not taken into account, since denitrification is concentrated in the surface soil.  As these  emission 
factors are not gradient driven, Li et al. (1992a) warn that undoubtedly some artefacts will be created 
in the shape of the simulated denitrification pulse (Li et al., 1992a). 
 N2 emissions from soil (Li et al., 1992a) 
Eq. 25:  𝑃(𝑁2) = 0.017 + ((0.025– 0.0013 ∗ 𝐴𝐷) ∗ 𝑃𝐴, 
 N2O emission from soil (Li et al., 1992a) 
Eq. 26:  𝑃(𝑁2𝑂) = (0.0006 + 0.0013 ∗ 𝐴𝐷) + (0.013– 0.005 ∗ 𝐴𝐷) ∗ 𝑃𝐴, 
where (Eq. 25) P(N2) is the emitted fraction of the total N2 evolved in a day, AD is the adsorption factor depending on clay 
content in the soil (range = 0-2), PA is the air-filled fraction of the total porosity, (Eq. 26) P(N2O) is the emitted fraction of 
the total N2O evolved in a day, AD is the adsorption factor depending on clay content in the soil (range = 0-2) and PA is the 
air-filled fraction of the total porosity. 
Since Li et al. (1992a) expect that denitrification occurs in the upper 30 – 75 cm of most mineral soils; 
the typical thickness of the modelled soil profile is 50 cm. At the beginning of each model simulation, 
the top 10 cm are assumed to be chemically uniform. Below this surface layer, the concentrations of 
organic residues, organic C and NO3
- decrease exponentially (50% every 10 cm). Furthermore, at the 
start of a simulation, all soil layers have a uniform temperature and soil moisture (Li et al., 1992a).  
During the simulation, dissolved NO3
- and NO2
- can move to deeper layers with the water flux, 
whereas N2O and N2 do not. 




The first application of this model, reported in Li et al. (1992b), ended with the result that in three out of four 
investigated cases the model underestimated the N2O fluxes by 13 – 23 %, while in the fourth case an 
overestimation of about 75% was reported. This, Li et al. (1992b) argue, is probably due to the fact that DNDC 
uses an empirical formula instead of the gradient-driven flux with diffusion coefficients (Li et al., 1992a). 
2.3.2 The Crop Growth Extension 
The article by Li et al. (1994) will be used to explain the first extension that DNDC has undergone. 
Besides the already existing thermal-hydraulic, decomposition, and denitrification submodel, 
eventually a crop growth submodel was added (see figure 2.3.2) that enabled the model to simulate 
the carbon turnover in soils. To this purpose, the crop growth component calculates the daily root 
respiration, N uptake by plants and plant growth (see also A2.2). Furthermore, the model was 
enabled to simulate the influence of various cropping practice routines (crop rotation, irrigation, 
fertilisation, manure amendments, and tillage). A schematic sketch of this newer model version is 
given in figure 2.3.2. 
Figure 2.3.2: A simplified schematic diagram of the DNDC model, showing the added components of the second extended 
version (taken from Li et al., 1994). 
Decomposition and the carbon pools 
The number of soil organic carbon (SOC) pools was extended to four, namely passive humus besides 
the already existing pools plant residue (or litter), microbial biomass, and humads (or active humus). 
As before, the decomposition of the pools is regulated by the specific decomposition rate, the clay 
content, N availability, soil temperature and moisture and the depth in the soil profile.  
Decomposition of one pool splits the decomposed carbon into three possible pathways: removal 
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from the soil system as CO2, re-assimilation into the microbial biomass (as dissolved organic carbon 
[DOC]) or the addition to another SOC pool.  
Concerning the microbial carbon consumption, soluble carbon is produced during the decomposition of the 
SOC pools and immediately reconsumed by the microbial biomass. It was explicitly stated that any produced 
CO2 is emitted to the atmosphere, since there is no gas diffusion for CO2 in the model. In figure 2.3.2, the 
decomposition submodel can be seen. As has been explained, decomposed carbon stays in the decomposition 
compartment (transfers to another SOC pool), is transferred to the denitrification compartment (immediate 
consumption by microbial biomass) or leaves the soil system as CO2 (Li et al., 1994). 
Decomposition of carbon from one SOC pool triggers also decomposition of nitrogen from the same pool. 
According to the C/N ratio of this SOC pool, the amount of decomposed N is proportional to the amount of 
decomposed carbon. Decomposed N has two possible pathways; it either enters another SOC pool along with 
the decomposed carbon, or it is mineralised into the free NH4
+ pool (in both cases it remains in the 
decomposition pool shown in figure 2.3.2). The free NH4
+ pool is always in equilibrium with the clay-absorbed 
NH4
+-pool and the dissolved NH3 pool. From the dissolved NH3 pool, NH3 can be volatilised, depending on soil 
temperature, moisture and the NH3 concentration in the soil water. Furthermore, leaching of NH4
+ (from the 
free NH4
+ pool) and NO3
- is allowed to occur, which is mentioned once more, because it will be of importance 
for the crop growth as well (Li et al., 1994).  
The crop model 
Nitrogen is the main link between crop growth and the climate-soil system (see figure 2.3.2, the 
movement of available N from the decomposition compartment into the plant growth compartment).  
The crop growth model requires N, based on the potential plant N uptake, which is calculated from 
the crop potential maximum yield, crop C/N ratio and the crop growth curve. For each crop (corn, 
soybean, winter wheat, spring wheat, barley, sorghum, alfalfa, nonlegume hay, cotton and sugarcane) 
the potential maximum yield is derived from literature.  
Potential crop growth is determined by the growth curves developed by Watts & Hanks (1978; In: Li et al., 
1994). The potential maximum yield, derived from the growth curves, is expressed as optimum grain yield in kg 
C ha-1, considering a crop growth with unlimited water and nitrogen supply (any other nutrient is considered in 
the DNDC model to be unlimited in any case). Using the potential maximum yield and the expected crop 
biomass partitioning ratios, a potential maximum biomass is calculated. The potential maximum biomass 
divided by the estimated C/N ratio yields the potential maximum N uptake per crop and growing season (Li et 
al., 1994). 
In order to calculate the potential daily N uptake (see Eq. 27-29), the crop fractional growth (based on the crop 
growth curve) is multiplied by the potential maximum N uptake, resulting in a time dependent potential 
cumulative crop N content. From this potential cumulative crop N content the actual cumulative crop N 
content (N taken up so far by the plants) is subtracted, giving the potential N uptake of one day. The potential 
N uptake of one day has to be assigned to the individual soil layers and is calculated in proportion to the 
available root biomass of one layer. In the DNDC model, it is assumed that the root biomass is distributed in 
depth in the following way: 40% of the root biomass are located to the upper quarter of the total root depth, 
30% are located in the 2nd quarter, 20% in the 3rd and 10% in the last quarter (according to Molz & Remson, 
1970; In: Li et al., 1994). Based on the availability of dissolved inorganic nitrogen (NO3
- and NH4
+), the model 
attempts to fulfil the simulated crop N demand (Li et al., 1994).  
 Crop Growth 













 Daily N Uptake 
Eq. 29:  𝑁𝑢𝑝
∗ = 𝐹𝐺 ∗ 𝑃𝑀𝑁𝑈 − 𝑁crop , 
where (Eq. 27) PMBY is the potential biomass yield (kg C ha
-1
), PMGY is the crop potential maximum grain yield (kg C ha
-1
), 
Gf is the fraction of crop biomass C that is in the grain C pool at ha rvest, (Eq. 28) PMNU is the crop potential N uptake (kg N 
ha
-1
), PMBY is the potential biomass yield (kg C ha
-1
), RCN is the crop C/N ratio, (Eq. 29) Nup
*
 is the daily potential N uptake 
(kg N ha
-1
?), FG is the crop fractional growth, PMNU is the total crop potential uptake (kg N ha
-1
?) and Ncrop is the crop 




Figure 2.3.3: The simulation of the daily crop N uptake in the DNDC model, using the empirical crop growth model 
(derived from Li et al., 1994). 
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Having derived a potential N uptake, it has now to be compared with the available nitrogen. In the 
DNDC model, NO3
- and NH4
+ are not available at soil temperatures below 0 °C. At soil temperatures 
above 0 °C, the availability is determined from their concentration in the soil water solution and the 
current soil moisture. The actual available water amount equals the calculated soil water filled pore 
space (WFPS). Thus, if the WFPS is 50%, half of the dissolved inorganic nitrogen is taken up, as long as  
the demand is high enough. In the case of legumes, half of the required nitrogen is derived from the 
atmosphere, but legume growth can still be limited by a lack of nitrogen in the soil, due to the fact 
that the other half of the demanded N is taken up from the soil (Li et al., 1994).  The pathway of the 
daily crop N uptake calculation is given also in figure 2.3.3. 
Two points need to be mentioned that do not represent natural system behaviour. First, the remaining amount 
of the daily N demand of one root zone that is not satisfied by actual N uptake is transferred to the following 
deeper root zone. Accordingly, the deeper zone then attempts to take up the missing amounts of the upper 
zone in addition to the own daily N demand. Second, the plant growth is not ultimately stunned by a lack of 
nitrogen. This is due to the fact that the N demand is always calculated by the potential biomas s, and since 
there is no maximum daily uptake defined, crops are able to overcome nitrogen stress periods by additional N 
uptake during later growth stages. This ‘recovery’ of the crops is possible until harvest, meaning a by 100kg N 
starved crop can, through a sudden availability of 100 kg N one day before harvest, arrive at a similar simulated 
crop yield as can a crop that was fertilised according to the daily biological N demand. 
As already pointed out, the model records only the total crop N uptake, thus the partitioning of the 
crop biomass into the three pools grain, roots and rest (stem, leaves, stalks, etc.) is calculated at the 
end of the growing season. The crop biomass is calculated from the actual total N uptake and the 
fixed crop C/N ratio. At harvest, grain is removed from the system, roots remain in the soil, and the 
straw/stalk fraction is removed according to the input parameters of the harvest practice. Parts of 
the straw/stalk fraction that remain as leftovers in the field are considered to be inert after harvest 
until they are incorporated into the soil by the next tillage (Li et al., 1994).  
Root respiration is expressed as the amount of mg CO2 that is produced per hectare and day. Daily produced 
CO2 is derived from the production of CO2 due to N uptake, root growth and the root maintenance respiration. 
N uptake is determined from the plant daily uptake and accounted for with 13.8 mg C meq -1 N. Root growth is 
expressed as g dry matter ha-1 d-1 and yields 19.19 mg C g-1 dry matter per day. Since root maintenance 
respiration depends directly on the living root biomass (g dry matter ha -1), this adds another 0.288 mg C g-1 dry 
matter d-1. Adding these three values up, the result is multiplied by the current temperature in 15 cm depth of 
the soil, the root age factor (that drops linearly from one to zero as the plant goes from emergence to harvest) 
and a soil moisture related factor, representing the oxygen availability (see also Eq. 30). This soil moisture 
factor is constantly 1 as long as the WFPS is lower than 70%, but calculated as (1-WFPS)/0.3 when surpassing 
70% (Li et al., 1994). 
 Root respiration 
Eq. 30:  𝑅𝑂𝑂𝑇𝐶𝑂2 = 𝑅nu ∗ 𝑁𝑈 + 𝑅rg ∗ 𝑅𝐺 + 𝑅rb ∗ 𝑅𝐵) ∗ 2.5
 𝑇−20 
10 ∗ 𝑀𝐹 ∗ 𝑅𝑂𝑂𝑇𝐴𝐺𝐸  , 




), Rnu is the CO2 produced by roots due to N uptake 
(13.8 mg C meq
-1




), Rrg is the CO2 produced by roots due to root growth  
(19.19 mg C g
-1




), Rrb is the root maintenance respiration (0.288 
mg C g
-1
 dry matter d
-1
), RB is the living root biomass (g dry matter ha
-1
), T is the 0 – 15 cm soil temperature (°C), MF is a soil 
moisture proxy for oxygen availability, and ROOTAGE is a factor representing the declining root respiration due to root age. 
Human activities 
Tilling is divided into three different methods: ploughing, disking and mulching. These are distinguished by their 
tilling depth and their intensity to disturb the soil. Ploughing and disking mix the upper soil layer (25 cm and 
12.5 cm, respectively) to uniformity (residues, microbial biomass, humads and passive humus). This is, of 
course, a very empirical way to represent the effects of soil treatments, since in reality the effect of, especially, 
ploughing is turning the soil over rather than to mix it. 




Mulching only mixes the residues into the surface soil layer and leaves the remaining soil intact. In the case of 
ploughing and disking, several additional processes take place: decomposition rates of residues, microbial 
biomass and humads are multiplied by three, soil moisture decreases by 20% and denitrifier population 
decreases by 30%. Those effects last until the fourth subsequent rainfall (Li et al., 1994). The conversion of 16% 
of the resistant humads pool to the labile humads pool equals the described process in the original model) (Li 
et al., 1992a).  
 
Figure 2.3.4: Distribution of the nitrogen from different fertilisers into the simulated mineral N pools of a DNDC model 
simulation (derived from Li et al., 1994). 
Furthermore, different effects are simulated when ammonium, nitrate, urea or anhydrous 
ammonium fertilisers are applied to the soil surface or mixed into the soil (see figure 2.3.4). In the 
first case (ammonium), the fertiliser stays inert until the next rain/irrigation event, while in the 
second case (nitrate) the fertilized amounts enter the according active nitrogen pool immediately. 
Once activated, nitrate fertiliser enter the NO3
- pool directly, while Ammonium enters the free NH4
+ 
pool and is then instantly redistributed into the clay-absorbed NH4
+ pool and the dissolved NH3 pool, 
according to the equilibrium partitioning constant (Li et al., 1994). 
Urea, on the other hand, enters first the urea pool, where it is hydrolysed into the NH4
+ pool. This 
hydrolysis occurs according to the hydrolysis rate, derived from the urea concentration and the soil 
pH. Following, the emerging ammonium is distributed into the already mentioned clay-absorbed 
NH4
+ pool and the dissolved NH3 pool. In the case of anhydrous ammonia, the ammonium is divided 
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into a fraction that escapes as gas directly (depending on its actual concentration and the soil 
temperature), and another part that enters the pool of dissolved NH3, where it instantly reaches 
equilibrium with the free NH4
+ pool. This equilibrium, in turn, is determined by NH3 and NH4
+ 
concentrations, soil pH and temperature. Only free NH4
+ and NO3
- are available for plant growth (Li et 
al., 1994).  
Manure is divided into 65% labile residue, 30% resistant residue and 5% humads. These fractions are added to 
the according SOC pools of the according soil layers. The effect of green manure is equivalent to the effect of 
fresh plant residues remaining on the field. Irrigation is still treated as a rainfall event, however, the irrigation 
intensity is fixed at 0.5 cm h-1 and the water amount is thus determined by the irrigation duration. In result of 
these changes, the DNDC was able to successfully capture the residue decomposition routine in a annual (or 
longer) timescale, as well as the seasonality of soil respiration and the long term behaviour of soil carbon pools 
when being tested against field results for short-term (1-9 years) decomposition experiments and long term 
(100 years) soil carbon storage dynamics. It was concluded by Li et al. (1994) that the microbial and root 
respiration rates must be adequate.  
2.3.3 Linking Soil Environmental Factors to Trace Gases 
Following the article by Li et al. (1994), two studies were published that estimated N2O emissions and C 
processes in agricultural soils (Li, 1995; Li et al., 1996). The article of Li (2000) introduces the calculation of the 
nitrification as a new submodel. However, with the publication of the PnET-DNDC (Li et al., 2000; Stange et al., 
2000; Butterbach-Bahl et al., 2000), also the mechanism regulating nitrification/dentrification was changed, 
and both submodels had to be adjusted accordingly. Since parts of the findings in the PnET-DNDC were 
transferred to the original DNDC model, both articles by Li (2000) and Li et al. (2000) will be used  to describe 
the new additions. Thus, it will also be shown in how far environmental factors were linked to the production 
of trace gases.  
To establish a framework for the new developments, the concept of a biogeochemical field has been 
adapted. The field combines the  
“spatially and temporally differentiated environmental forces that drive 
biogeochemical reactions in an ecosystem” (Li, 2000, p. 260).  
Concerning the trace gases, two groups of factors are considered to have an influence, on the one 
hand ecological drivers that influence soil environmental variables and on the other ecological 
drivers that influence trace gas-related geochemical or biochemical reactions directly (Li, 2000).  In 
order to understand the structure of the new version, it is better to divide it into two parts, first the 
ecological drivers and environmental factors, and second the biochemical and geochemical reactions  
(see also figure 2.3.5). The submodels soil climate, crop growth and decomposition are all assigned to 
the first part. They are responsible to calculate soil temperature, moisture, pH, redox potential and 
substrate concentration profiles from climate, soil, vegetation and anthropogenic activity datasets. 
The second part includes the already known submodel denitrification and, furthermore, the two new 
submodels nitrification and fermentation. These submodels use the calculated outputs of the first 
model part to simulate NO, N2O, CH4 and NH3 fluxes (Li, 2000).  
More precisely, the first model part incorporates the inputs of climate, soil, vegetation and farming practice 
data to produce soil temperature, moisture, pH, Eh and substrate concentrations. First, as can be seen in figure 
2.3.5, the submodel simulating the soil climate integrates air temperature, precipitation, soil thermal and 
hydraulic properties, and oxygen status in order to create soil temperature, moisture and Eh profiles. Second, 
the crop growth submodel (figure 2.3.5, upper level in the middle) uses climate, soil properties, and farming  




Figure 2.3.5: The structure of third DNDC version (Li, 2000). 
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practices to model plant growth and the according effect on soil temperature, moisture, pH, Eh, the pool of 
dissolved carbon and the available N concentrations (Li, 2000). 
Third, the decomposition submodel (figure 2.3.5, upper right corner) has the task to simulate the 
concentrations of substrates (e.g. dissolved organic carbon, NH4
+ and NO3
-). These concentrations are derived 
from weather data, soil properties and the integration of farming practices. Since Li (2000) does not mention 
any changes concerning these submodels, it can only be assumed that no significant alterations were made in 
comparison to the DNDC version described by Li et al. (1994). These three submodels overlap in their 
calculations and have to interact accordingly, so, for instance, the first submodel calculates the soil moisture, 
while the crop growth submodel subtracts water from there for plant growth and the decomposition submodel 
requires the water amount to calculate the concentration of substrates. In the end, their calculations result in 
daily time step profil es, or , in the cas e of substrates, concentration pro fil es (Li, 2000).  
Referring to the abovementioned second model part, the daily profiles are then used to establish 
trace gas production and consumption rates. Concerning the regulation of the submodels 
denitrification and nitrification, a further concept is introduced: the ‘anaerobic balloon’ (see also  
figure 2.3.6 and A2.4.). This concept allows having nitrification and denitrification processes running 
simultaneously. It is described in more detail in Li et al. (2000). There it is stated that the regulation 
of the ‘anaerobic balloon’ is based on the soil redox potential. To estimate the soil redox potential, 
the Nernst equation is used, where the concentrations of all the oxidising species  (e.g.  O2, NO3
-, SO4
2-, 
Fe3+, Mn5+, CO2) are charged against the product of all the reducing species (e.g. dissolved organic 
carbon, H2S, Fe
2+, Mn3+, H2, etc.) in the soil liquid phase, according to Stumm & Morgan (1981; In: Li et 
al., 2000).  
 
Figure 2.3.6: Scheme of the ‘anaerobic balloon’, used to quantify relative proportions of aerobic/anaerobic microsites in 
the soil matrix (Li et al., 2000).  




Accordingly, oxygen was chosen to dominate the soil redox status for the Eh range of 700 to 250 mV. Until 
oxygen has been depleted, other elements will not be reduced. Thus, the reduction of NO3
- by denitrifying 
bacteria will not start before oxygen is close to being depleted (350 – 250 mV). In order to simulate this, the 
model is set up to work with oxygen partial pressure, calculated by the oxygen diffusion rate and the 
consumption rate for each of the soil layers (Li et al., 2000).  
While the oxygen consumption rate is derived from the soil microbial respiration and root respiration rates, the 
oxygen diffusion rate is based on gradient-driven equations and affected by the soil structure and texture (see 
also Eq. 31-34). Thus, in fine-textured soil with smaller pores denitrification occurs at lower moisture contents 
than in coarse-textured soils with larger pores. Due to a lack of respective data, according to Li et al. (2000), the 
soil effective porosity had to be substituted by the field capacity. In the event of a rainfall (0.5 cm/h and 




  of the atmospheric diffusion rate, and thus the balloon expands (Li et al., 2000).  
 Oxygen diffusion coefficient in the soil (Li et al., 2000) 
Eq. 31:  𝐷s  L =  
𝑎𝑓𝑝𝑠  L 
3.33
𝑎𝑓𝑝𝑠 max  L 
2.0
 ∗ 𝐷air , 
 Oxygen diffusion rate affected by frost (Li et al., 2000) 
Eq. 32: 𝐷s  L = 𝐷s  L ∗ 𝐹_𝑓𝑟𝑜𝑠𝑡, 
 Oxygen partial pressure (Li et al., 2000) 















 Volumetric fraction of anaerobic microsites (Li et al., 2000) 
Eq. 34:  𝑎𝑛𝑓𝑣 L = 𝑎 ∗  1 −  𝑏 ∗
𝑝𝑂2[L]
𝑝𝑂2air
  , 









), afps[L] is the air filled porosity in layer L, afpsmax is the porosity, (Eq. 32)  Ds[L] is the oxygen diffusion 




?), F_frost is a frost factor (=1.2 when the temperature is above 0 °C and =0.8 when the 
temperature is below 0 °C), (Eq. 33) d(pO2[L])/dt is the change in the oxygen partial pressure, Ds is the oxygen diffusion 





), afps is the air-filled porosity, t is the time (h), (Eq. 34) anfv is the volumetric fraction, a and b are constant coefficients, 
and pO2 is the oxygen partial pressure. 
According to Li et al. (2000), a simple linear correlation was assumed to estimate the size of the 
balloon. An increase in balloon size causes more substrates (incl. dissolved organic carbon, NH4
+, NO3
-, 
NO and N2O) to be allocated into the denitrification hotspots, while at the same time less dissolved 
organic carbon and NH4
+ are available in the aerobic part for nitrification. Furthermore, also the ratio 
of denitrification gas products escaping from the system (e.g. NO and N2O) decreases, meaning that 
the gases remain longer time in the anaerobic part, and thus are increasingly prone to  further 
reduction. This ‘escape’ of the gas products is calculated by employing a simplified scheme that 
incorporates the size of the balloon, air-filled porosity, temperature, and soil adsorption coefficient. 
In the case that the balloon starts to shrink, all the described effects are reversed (Li et al., 2000). 
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In principle, this concept enables the DNDC model to simulate the denitrification ‘hotspots’ , 
mentioned in the introduction. However, Li et al. (2000) do not make clear, whether there is a 
limitation of the NO3
- and NH4
+ available for denitrification and nitrification or not. Assuming a spatial 
limitation of a denitrification hotspot means that the availability of NO3
- for this hotspot should be 
limited as well (leaving diffusion aside shortly), and, thus, there would be a depletion of locally 
available NO3
-, which inhibits the denitrification process. However, when in each time step a fraction 
of the main NO3
- pool is assigned to the denitrification area, the NO3
- available for denitrification will 
last much longer, since 100% of the available NO3
- can be used for denitrification instead of only a 
limited fraction.  
On the inside of the anaerobic balloon, the effect of denitrifiers is dependent on the Eh, the temperature, the 
moisture, and the substrates (see also A2.3.2). Concerning the substrates, special importance is assigned by Li 
et al. (1994) to dissolved organic carbon and N oxides (e.g. NO3
-, NO2
-, NO, N2O). To distinguish the different 
chemical steps of the denitrification sequence, different kinetics and their dependence on the soil pH are taken 
into account. In order to be able to model the dependence of the denitrifiers on dissolved organic carbon and 
N oxides, Li et al. (2000) consider the relative growth rates of denitrifier species, us ing different electron 
acceptors (N oxides), to be independent. Thus, they have to compete against each other for the carbon source. 
Furthermore, the relative growth rates of these denitrifiers are dependent on temperature and soil pH (see 
also Eq. 35-41). The denitrifier death rate, however, is still simply a fixed fraction of the total denitrifier biomass 
(Li et al., 2000). 
 Relative growth rate of NOx denitrifiers (Li, 2000) 






∗ 𝐺𝑅NO x ,max , 
 Relative growth rate of total denitrifiers (Li, 2000) 
Eq. 36:  𝐺𝑅 = 𝐹𝑡 ∗ (𝐺𝑅NO 3 ∗ 𝑃𝐻1 + 𝐺𝑅NO 2 ∗ 𝑃𝐻2 + 𝐺𝑅NO ∗ 𝑃𝐻3 + 𝐺𝑅N2 O ∗ 𝑃𝐻4), 






Eq. 38:  𝑃𝐻𝑥 = 𝑎 ∗ (𝑝𝐻 − 𝑏), 
 Denitrifier growth/death and consumption of soluble carbon (Li, 2000) 
Eq. 39:  𝑑𝐵𝐼𝑂 𝑑𝑡 g = 𝐺𝑅 ∗ 𝐵𝐼𝑂 𝑡 , 
Eq. 40:  𝑑𝐵𝐼𝑂 𝑑𝑡 d = 𝑀𝑐 ∗ 𝑌𝑐 ∗ 𝐵𝐼𝑂 𝑡 , 
Eq. 41:  𝑑𝐶 𝑑𝑡 =  
𝐺𝑅
𝑌𝑐+𝑀𝑐
 ∗ 𝐵𝐼𝑂 𝑡 , 
where (Eq. 35) GRNOx is the relative growth rate (l h
-1
), C is the soluble carbon concentration (kg C m
-3
), Kc is the half 
saturation value of soluble carbon (0.017 kg C m
-3




, NO and N2O (kg N m
-3
), Kn is the 
half saturation value of N oxides (0.083 kg N m
-3





, NO and N2O) (l h
-1
), (Eq. 36) GR is the total growth rate (l h
-1
), GRNO3 is the growth rate of the NO3 denitrifiers (l h
-1
), 
GRNO2 is the growth rate of the NO2 denitrifiers (l h
-1
), GRNO is the growth rate of the NO denitrifiers (l h
-1
), GRN2O is the 
growth rate of the N2O denitrifiers (l h
-1
), pH is a ph factor, (Eq. 37) Ft is a temperature factor, a is 0.4, T is the temperature 




, NO and N2O denitrifiers, (Eq. 39) dBIO/dtg is the change in 
denitrifier biomass due to growth (kg C m
-3
), GR is the total growth rate  (l h
-1
), BIO(t) is the denitrifier biomass at time t (kg 
C m
-3
), (Eq. 40) dBIO/dtd is the change in denitrifier biomass due to death (kg C m
-3
), Mc is the maintenance coefficient on 








), and (Eq. 41) dC/dt is the 
change in the soluble carbon concentration (kg C m
-3
). 
Due to the fact that the nitrification calculation is affected by the anaerobic balloon in the same way 
as the denitrification calculation, the newly created nitrification submodel had to be adjusted to this 




concept as well (see also A2.3.1). However, while inside of the anaerobic balloon a completely 
anaerobic area is presumed, dependent on the oxygen partial pressure, the outside of the balloon is 
completely aerobic. Therefore, other factors than the oxygen partial pressure have to be included to 
regulate the nitrification processes (Li et al., 2000). The equations calculating nitrifier life cycles are 
shown below (Eq. 42-46): 
 Relative growth rate of nitrifiers (Li, 2000) 







 Relative death rate of nitrifiers (Li, 2000) 
Eq. 43:  𝑑𝐷 𝑑𝑡 =
0 .008 ∗𝐵𝐼𝑂∗1.0
(1.0+𝐷𝑂𝐶) (1.0+𝐹𝑚 ) 
, 
 Net increase in nitrifier biomass (Li, 2000) 
Eq. 44:  𝑑𝐵𝐼𝑂 𝑑𝑡 =  𝑑𝐺 𝑑𝑡 − 𝑑𝐷 𝑑𝑡  ∗ 𝐵𝐼𝑂 ∗ 𝐹𝑡 ∗ 𝐹𝑚, 
Eq. 45:   𝐵𝐼𝑂 =  𝑑𝐵𝐼𝑂 𝑑𝑡 
24
, 
 Nitrification rate (Li, 2000) 
Eq 46:  𝑅𝑛 =  𝑁𝐻4
+ ∗  0.005 ∗ 𝐵𝐼𝑂 ∗ 𝑝𝐻 , 
where (Eq. 42)  dG/dt is the relative growth rate (kg C ha
-1
), DOC is the concentration of dissolved organic carbon (kg C ha
-1
),  
Fm is a moisture factor (see Eq. 48, 49), (Eq. 43) dD/dt is the relative death rate (kg C ha
-1
), BIO is the nitrifier biomass (kg C 
ha
-1
), DOC is the concentration of dissolved organic carbon (kg C ha
-1
), Fm is a moisture factor, (Eq. 44 + 45) dBIO/dt is the 
net increase in nitrifier biomass (kg C ha
-1
), dG/dt is the relative growth rate (kg C ha
-1
), dD/dt is the relative death rate (kg C 
ha
-1
), BIO is the nitrifier biomass (kg C ha
-1
), Ft is a temperature factor, Fm is a moisture factor, (Eq. 46) Rn is the nitrification 





+  is the concentration of ammonium (kg N ha
-1
), BIO is the nitrifier biomass (kg C ha
-1
), and pH is 
the soil pH. 
As a matter of fact, nitrification is very temperature dependent. Thus, Li et al. (2000) assume a temperature 
optimum for nitrifier activity at 35° C. In order to express the dependency of nitrification on the soil moisture, 
nitrifier activity is suppressed (Eq. 47) as soon as the WFPS surpasses 50%. However, although there is an 
optimum pH for nitrifier growth (7.5 – 8.0), suppressing activity through an increase as well as a decrease of 
the pH, the influence of the pH is expressed by Li et al. (2000) as a linear relationship (actual nitrification rate = 
potential activity * biomass * pH). Furthermore, Li et al. (2000) exchanged the calculations of the nitrifier 
growth and death rates (in comparison to Li, 2000), and based them on equations incorporating the 
concentration of dissolved organic carbon, temperature and moisture. To account for the production of NO and 
N2O through nitrification (Eq. 50, 51), constant rates are assumed (0.25% and 0.06% loss from gross nitrification, 
respectively) by Li et al. (2000). 
 Temperature factor 











 Moisture factor 
Eq. 48 (if wfps>0.005):  𝐹𝑚 = (1.0 − 𝑤𝑓𝑝𝑠) ∗ 0.21 + 0.8, 
Eq. 49 (if wfps≤0.005):  𝐹𝑚 = 0, 
 Nitrification-induced NO 
Eq. 50:  𝑁𝑂 = 𝑅𝑛 ∗ 𝐹𝑡 ∗ 0.0025, 
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 Nitrification-induced N2O 
Eq. 51:  𝑁2 𝑂 = 𝑅𝑛 ∗ 0.0025, 
where (Eq. 47) Ft is the temperature factor, T is the temperature (°C), (Eq. 48 + 49) Fm is the temperature factor, wfps is the 




), and Ft is the temperature factor. 
To simulate the effect of freezing and thawing on NO and N2O emissions, four mechanisms are 
implemented, three of which are activated whenever the temperature in a soil layer drops below 
0 °C. The first implementation concerns a constant fraction of the living microorganisms that are 
added to the labile humads pool. Second, the oxygen diffusion rate decreases. Third, the NO and N2O 
production remain confined until thawing. The fourth mechanism, activated when the temperatures 
are above 0 °C again, causes the water flux, produced from thawing of the frozen soil layers, to enter 
the model calculation as rainfall event, in order to affect the soil biogeochemical processes based on 
the model’s routines (Li et al., 2000). Furthermore, Li et al. (2000) report a function that simulates 
chemodenitrification, where the production of NO2
- is calculated from the nitrification rate, soil 
temperature and soil pH (see also A2.4.4).  
Another task assigned to the nitrification submodel, according to Li et al. (2000), is the estimation of NH 3 
emissions (see also A2.3.4). Since soil NH3 is formed in the soil liquid phase, calculations are based on the NH4
+ 
and OH- concentrations. The calculation of the NH4
+ concentration is processed by the decomposition 
submodel. OH- concentrations are derived directly from the simulations of the soil pH and the soil temperature. 
The gaseous soil NH3 is proportionally related to the NH3 in the liquid phase, however, the NH3 gas diffusion is 
determined by the air-filled porosity as well as the clay content. NH3 gas leaving the soil system is added to an 
atmospheric NH3 pool assigned to the plant canopy zone, where the NH3 is prone to a plant induced fractional 
refixation (Li et al., 2000).   
Last but not least, Li et al. (2000) describe the new submodel fermentation. This submodel calculates 
the emissions of methane (CH4) as an end product of the biological reduction of CO2 under anaerobic 
conditions (see also A2.3.3). As soon as Eh reaches -150 mV or lower, CH4 production is induced and 
estimated from the dissolved organic carbon concentration and temperature. Li et al. (2000) report 
the use of a simple function to calculate the CH4 diffusion rate, incorporating CH4 concentrations, as 
well as temperature and porosity. Furthermore, a plant-transported CH4 flux is calculated, using the 
CH4 concentration and the estimated amount of plant aerenchyma (Li et al., 2000).  
Li (2000) also mentions the test of the model against experimental N2O measurements from two plots 
(fertilised/unfertilised) in a maize field at the La Selva Biological Station in Costa Rica (note that this model 
version works without the ‘anaerobic balloon’). Li (2000) describes the DNDC as reliable in the estimation of 
height and timing of the peaks. However, when investigating the figure showing measured and simulated N2O 
fluxes of the fertilized field, the first emission peak (day 327) is slightly underestimated from the model and the 
modelled peak is delayed by some days (day 331). Concerning the 2nd measured peak (55 - 60 g N ha-1 d-1), the 
model estimates a peak almost twice as high (95 g N ha-1 d-1). Furthermore, in the second figure that 
represents the N2O fluxes of the unfertilised field, the occurrence of the modelled peaks is delayed by one to 
two weeks in comparison to the measurements (Li, 2000). Note, however, that the fluxes of the unfertilised 
field is about 10 times lower than the fertilized field, and that uncertainties become bigger when attempting to 
model processes in detail. 
2.3.4 The Crop DNDC 
Based on the third version of the DNDC model (Li, 2000), the N2O emission estimates by DNDC and the IPCC 
method were compared (Li et al., 2001). The results of this comparison were mentioned already in the 
introduction. In 2002, an article was published presenting the Wetland-DNDC (Zhang et al, 2002a). In the same 
year, Li et al. (2002) published a study estimating the methane emissions from rice-paddies in China, referring 
to the new rice growth submodel described in Zhang et al. (2002b). Zhang et al. (2002b) describe another 
enhanced version of DNDC, called Crop-DNDC.  




Several key crop algorithms were added in order to improve the ability of DNDC to predict crop 
growth. Regardless of the fact that only the empirical crop model was used in this work, a short 
description of these enhancements (process oriented crop model) shall be given. Furthermore, there 
are some additions that have an influence on the simulation results of this work. The article by Zhang 
et al. (2002b) will be used to describe shortly these new developments.  
The first alteration concerns the soil climate submodel (see figure 2.3.5), where day length and solar 
radiation are now included (A 2.5.1.). While the day length is calculated automatically, using latitude 
and Julian date (Eq. 52-54), solar radiation can be input directly. Alternatively, solar radiation can be 
derived from daily sunshine duration or the range of daily temperature extremes, based on empirical 
relationships (Eq. 55-57). Furthermore, a mean canopy temperature is calculated from the average 
air temperature (A 2.5.2.). When the soil is covered by snow, this estimate is based on an approach 
by Ritchie et al. (1988; In: Zhang et al., 2002b). Using a sine function for daytime and a n exponential 
function for night time, an hourly profile is estimated (Zhang et al., 2002b).  
As mentioned last in Li (2000), the soil moisture is calculated in the climate submodel (A2.5.3). The basic 
principle is still the cascade model, however, some profound changes, copied from the CERES-Wheat model 
(Ritchie et al., 1988; In: Zhang et al., 2002b), have been made. The first of these changes concern the water 
sources available for infiltration, which besides precipitation and irrigation events now also include snow melt 
and existing ponds on the surface. Any precipitation is considered to be snow, when mean air temperatures 
drop below 0° C, but this precipitation cannot enter the soil immediately (see thawing). Precipitation can be 
intercepted by canopy and surface runoff can occur, depending on the soil slope. 
 Day length 





Eq. 53:  𝑆 = sin 𝜙 ∗ sin 𝜔, 
Eq. 54:  𝐶 = cos 𝜙 ∗ cos 𝜔, 
where (Eq. 52 – 54) DL is the day length (h), S is a mid variable, φ is the latitude (gradient), ω is the solar declination 
(gradient), and C is not defined further. 
 Solar declination 
Eq. 55:  𝜔 = − arcsin  sin  
23 .4∗180
𝜋
 ∗ cos 
2𝜋 𝐽𝐷 +10  
365
  , 
 Solar radiation derived from sunshine duration 
Eq. 56:  𝑆𝑅d =  
 𝑎+𝑏∗𝑆𝑕 
𝐷𝐿
 ∗ 𝐷𝑆O , 
 Solar radiation derived from temperature 
Eq. 57:  𝑆𝑅d = 𝐷𝑆O ∗ 0.7 ∗  1 − 𝑒𝑥𝑝 −𝐵𝛥𝑇
24   , 
where (Eq. 55) JD is the Julian day, (Eq. 56) Sh is the daily sunshine duration (h), DL is the daylength (h), DSO is the 








), and ΔT is the daily range of 
extreme temperatures (°C). 
Water, as described in Li et al. (1992a), will fill the soil layer by layer. However, it is from now on 
limited by either time or frozen layers. A further addition to the model is that infiltrating water can 
remain on the surface as pond, when the infiltration is limited by the uptake capacity of the surface 
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layer, and will enter the soil subsequently. Furthermore, a gravitational flow was included (Eq. 58).  
The gravitational flow is activated when water fills a layer above field capacity. In that case, Zhang et 
al. (2002b) assume that 50% of the surplus water moves to the next layer below. Additionally, matric 
redistribution can occur, depending on the potential moisture difference of adjacent soil layers (Eq. 
59-61). Thus, water can move upwards, while at the same time another pathway downwards is 
included. This addition is independent of the new crop growth submodel.  
 Daily gravitational distribution from layer l to l+1 
Eq. 58:  𝐷𝑟𝑎𝑖𝑛 = 𝑆𝑊con ∗  𝑆𝑊l −𝐹𝐶l ∗ 𝐻l , 
 Daily matric redistribution rate from layer l to l+1 
Eq. 59:  𝐷𝑖𝑓𝑓 =  
 𝐷w − 𝜃l −𝜃l −1   
 𝐻l +𝐻l  
 ∗ 0.5 ∗ 𝐻l , 
Eq. 60:  𝐷w = 0.88 ∗ 𝑒𝑥𝑝 35.4 ∗ 0.5 ∗  𝜃l + 𝜃l−1   
Eq. 61:  𝜃l = 𝑆𝑊l − 𝐿𝐿 l, 









 soil), Hl is the thickness of layer l (cm), (Eq. 59 -  61) Dw is the diffusion coefficient, θl is the soil 














Concerning the potential evapotranspiration (ETp), Zhang et al. (2002b) report that the Priestley-Taylor 
approach (Priestley & Taylor, 1972) is used (see Eq. 62-69, for more details A2.5.3.6). However, the potential 
transpiration decreases by 30% when the atmospheric CO2 concentration doubles. Plant transpiration is 
estimated from the potential transpiration and the plant water uptake, where the plant water uptake is 
determined through the soil moisture and the root conditions. For the case that artificial flooding occurs (e.g. in 
rice paddies), the whole soil profile is saturated and water movement is not considered (Zhang et al., 2002b). 
 Potential evapotranspiration 
Eq. 62 (if Tc max < 5):  𝐸𝑇p = 0.01 ∗ 𝐸EQ ∗ 𝑒𝑥𝑝 0.18 ∗  𝑇c max + 20  , 
Eq. 63 (if 5 ≤ Tc max < 24):  𝐸𝑇p = 1.1 ∗ 𝐸EQ , 
Eq. 64 (if Tc max ≥ 24):  𝐸𝑇p = 𝐸EQ ∗  1 − 0.43 ∗ 𝐿𝐴𝐼 , 
Eq. 65:  𝐸EQ = 0.0001 ∗ 𝑆𝑅d ∗  4.88 − 4.37 ∗ 𝛼 ∗  𝑇cd + 29 , 
Eq. 66 (if Snow > 0.5):  𝛼 = 0.6, 
Eq. 67 (no crop):  𝛼 = 𝛼0 , 




Eq. 69 (others):  𝛼 = 0.23 −  0.23 − 𝛼0 ∗ 𝑒𝑥𝑝 −0.75 ∗ 𝐿𝐴𝐼 , 
where EEQ is the equilibrium evapotranspiration (cm), α is the albedo of the field, Tc max is the daily canopy temperature 








), Tcd is the canopy 
daytime mean temperature (°C), and α0 is the albedo of bare soil. 
The new algorithms, introduced to the Crop submodel by Zhang et al. (2002b) (referred to as 
‘process based approach’ in the DNDC Manual, 2008), act as alternative approach to the crop growth 
submodel described in Li et al. (1994) (referred to as ‘empirical approach’ in the DNDC manual, 2008). 




The process based crop model approach simulates (1) phenological development, (2) leaf area index, 
(3) photosynthesis and (4) respiration, (5) root growth, (6) water and (7) nitrogen uptake 1. There is 
one major difference between the process based approach and the empirical approach. While in the 
empirical approach the nitrogen content of the crop is central to the calculation, the process based 
approach focuses on the assimilation of atmospheric carbon. Since Zhang et al. (2002b) does not 
state it otherwise, it has to be assumed that there is a potential carbon assimilation based on the 
potential crop yield. The carbon assimilation produces the nitrogen demand (Zhang et al., 2002b).  
Furthermore, Zhang et al. (2002b) mention that the soil organic carbon pool is allocated to three 
different active pools, which, in turn, can each be subdivided into two or three active subpools, and 
one passive pool (see also A2.5.8). The decomposition of each pool is based on first-order kinetics 
and depends on temperature, moisture, nitrogen availability, soil texture (clay NH4
+ adsorption) and 
farming practices (soil disturbance) (see also the equations under A2.5.9). Green fertilizer (crop litter) 
and manure are allocated to the residual pools according to their C/N ratio, the C/N ratio of manure 
                                                             
1 (1) Phenological development influences the carbon allocation and therefore N demand, as does the presence or lack of water and 
nitrogen. The phenological development is divided into 9 stages (from emergence to maturity), and the development rate is bas ed on 
thermal time. The daily thermal time is dependent on the hourly canopy temperature and the maximum and basal temperature (at that 
moment only for wheat, rice and corn, with a basal temperature of 1, 10 and 8 °C, respectively). The amount of thermal time n eeded 
emergenc e depends on the sowing depth, for the other stages this factor needs to be input as genetic parameter or it is estimated based 
on the thermal time needed for the former stages (Zhang et al., 2002b). 
(2) In the simulation of the leaf area the difference between leaf area growth and senescence is used to estimate daily leaf area increment. 
Leaf area growth of wheat is based on the relationship between leaf and tiller numbers of one crop. In the case of rice as well as corn an 
exponential growth curve is estimated, derived from the thermal time. Then, the assimilate allocation determines the actual leaf area 
growth. Senescence is based on water and nitrogen stress, as well as the phenological stages (Zhang et al., 2002b).  
(3) Concerning the estimation of the gross photosynthesis (please refer to A 2.5.4 for further details), direct and diffuse light are considered 
separately (derived from Spitters, 1986, and Spitters et al., 1986; Both in: Zhang et al., 2002b). The photosynthesis rate th en is integrated 
with time and the canopy profile, using a three-point Gaussian integration method (based on Goudriaan, 1986; In: Zhang et al., 2002b). The 
development of the photosynthesis activity in response to l ight, calculated by the use of exponential functions with two para meters, as 
well as the calculation of the influence of temperature on photosynthesis are in accordance to the findings of Penning de Vries et al. (1989; 
In: Zhang et al., 2002b). Photosynthesis is furthermore depending on the atmospheric CO 2 concentration as well as nitrogen and water  
stress (Zhang et al., 2002b). 
(4) Crop respiration is separated into maintenance respiration (Eq. 72) and growth respiration (Eq. 73). Maintenance is based  on 
temperature as well as biomass. Growth respiration on the other hand is based on the amount of availa ble assimilates. These are 
calculated from the difference between gross photosynthesis and maintenance respiration. In the allocation of these assimilates, first the 
root demand is considered, then the remaining assimilates are distributed between stem, leaf and grain (Zhang et al., 2002b). 
(5) Root growth is based on the amount of assimilates allocated to the roots  (Equations are given in the Appendix under A2.5.5 and A2.5 .6). 
The increase in rooting depth is proportional to the thermal time until  flowering and has a maximum depth of 1 m. Root senescence is 1 – 2% 
per of the root total biomass, depending on stress factors. Root distribution is based on the root length distribution, which  in turn depends 
on five constrains: soil  strength (bulk density, texture and water content), aeration factor, temperature, nitrogen, and a static factor 
representing all  other possible constrains (Zhang et al., 2002b). 
 (6) Crop water demand is dependent on the transpiration demand determined by the leaf area index and clima tic conditions. The actual 
crop water uptake is derived, on the one hand, from the demand and on the other hand from the uptake capacity, depending on s oil 
moisture, and root length as well as root distribution. (7) Similarly, crop nitrogen uptake (please refer to A2.5.7) is the difference between 
demand and uptake capacity. The demand is a combined factor of actual demand for growth and the already existing deficiency. The 
uptake capacity is derived from the mineral nitrogen concentration in the root zone and the soil  moisture. However, there is a defined 
critical plant nitrogen concentration now, below which plant growth will  be reduced. N uptake is divided into root and shoot uptake (leaf + 
stem), the respective demand is relative to their specific critical concentration (Zhang et al., 2002b). 
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can be specified in the input. Decomposed carbon is partitioned into microbial pools and emitted CO2 
(Zhang et al. , 2002b).  
During the validation of the new model version, Zhang et al. (2002b) observed that simulations of the soil water 
dynamics were better in deeper layers than in the surface layers, and that the model had problems simulating 
the systems with water treatment conditions. Judging from the presented figures, there are overestimations of 
the soil water content of up to 20 mm (Zhang et al. 2002b). Using the Crop-DNDC model to study the changes 
in soil organic carbon in China, Li et al., (2003) warn that large uncertainties are involved in their simulations. 
Furthermore, Cai et al. (2003) validated the Crop-DNDC, with the in the introduction mentioned results. 
2.3.5 Extension of the Anaerobic Balloon  
In Li et al. (2004), the further development of the ‘anaerobic balloon’ is described2. As already 
mentioned, the Nernst equation (Eq. 83) is used to calculate the soil Eh, and on the basis of the Eh 
the soil is divided in a anaerobic and a aerobic side (with the balloon: inside and outside, respectively) 
(Li et al., 2000). One major alteration, however, concerns the use of the Michaelis-Menten equation 
(Eq. 84), which is used to calculate the reductive and oxidising processes on the inside and the 
outside of the balloon (Li et al., 2004).  
 Nernst Equation 
Eq. 83:  𝐸𝑕 = 𝐸0 +
𝑅∗𝑇
𝑛∗𝐹
∗ ln  
 𝑜𝑥𝑖𝑑𝑎𝑛𝑡  
 𝑟𝑒𝑑𝑢𝑐𝑡𝑎𝑛𝑡  
 , 
where Eh is the redox potential of the oxidation-reduction system (V), E0 is a standard electromotive force (V), R is the gas 




), T is the absolute temperature (273 + t, °C), n is the transferred electron number, F is the Faraday 
constant (96,485 C mol
-1
), [oxidant] is the concentration of the dominant oxidant in the system (mol l
-1
), and [reductant] is 
the concentration of the dominant reductant in the system (mol l
-1
). 
 Michaelis-Menten equation 
Eq. 84:  𝐹 oxidant  = 𝑎 ∗  
𝐷𝑂𝐶
 𝑏+𝐷𝑂𝐶 
 ∗  
𝑜𝑥𝑖𝑑𝑎𝑛𝑡
 𝑐+𝑜𝑥𝑖𝑑𝑎𝑛𝑡  
 , 
where F[oxidant] is the fraction of the oxidant that is reduced during a time step, DOC is the available carbon concentration (kg 
C ha
-1
), and a, b and c are coefficients. 
In opposition to the approach described in Li et al. (2000), there is now a line of subsequent balloons 
that are replaced by a balloon with the next dominant oxidant when the former oxidant is depleted. 
                                                             
2 In the same year, another standalone version of the DNDC model was created by Saggar et al. (2004), aiming at the simulation of 
biogeochemical processes in pasture systems in New Zealand, therefore called NZ-DNDC. The NZ-DNDC is based on the DNDC model 
version 6.7, but has later been updated to include the features of DNDC model version 83 (Giltrap et al., 2004). Saggar et al . (2004) 
established that the original DNDC model was designed to simulate cropping systems, and that it lacked the strongly seasonal plant growth 
patterns observed in New Zealand pasture systems. To adapt the model, changes in the pasture growth, soil infiltration and drainage, air-
soil  temperature relationship, WFPS-denitrification threshold, and N-inputs from grazing animals have been undertaken (Saggar et al., 
2004). These changes were, most l ikely, not taken over into the original DNDC model , but since this model version is of relevance in the 
discussion, it shall  be mentioned here. 
Pasture growth, together with the according N-uptake, is altered by using a multiplicative day-length factor (daylight duration divided by 
12), thus accounting for the seasonal variations and N uptake rates typical for New Zealand. Soil  infiltration and drainage calculations are 
exchanged, so that the drainage precedes the infi ltration (in the original DNDC infiltration is calculated first), thus allowing the saturation of 
soil  layers. As the soil  surface temperature calculation in the original DNDC is based on the Northern hemisphere conditions, in the NZ-
DNDC, soil  surface temperature is calculated by adding 1.3 to the air temperature. The WFPS-denitrification threshold (in the original DNDC 
at 35% WFPS) is changed to the value of the field capacity, based on the conducted measurements. Last but not least, to simulate cattle 
manure inputs to the pasture system, it is assumed that of the 12 kg pasture dry matter day
-1
 taken up (N content of 2.5 to 3.0%), 182 – 
398 g N are returned through excretion, of which 60% are applied as excretal N-urine (Sagger et al., 2004). 
 








2- (in this 
order). Li et al. (2005) later relates shortcomings of the ‘anaerobic balloon’ to the fact that the model 
estimates of gaseous N2O and NO are always completely mixed in a layer, which, of  course, has an 
influence on diffusion and further assimilation.  
2.3.6 The Latest Additions 
The article by Li et al. (2006) is the latest description so far of a DNDC model version. As can be seen from 
figure 2.3.7, DNDC still is divided in two compartments, with three submodels each. As both figure 2.3.5 and 
2.3.7 are essentially the same, it can be concluded that no more structural changes have been applied to the 
DNDC model and that the submodels, in general, resemble the state of the submodel descriptions in Li (2000) 
and Li et al. (2000). It can be expected that the crop growth submodel and anaerobic balloon extensions were 
incorporated into the DNDC model. However, attempting to capture nitrate leaching on a field site in Iowa (for 
a soil with high clay and organic carbon content), the model was modified to (1) simulate the observed tile 
drainage flow by the usage of a one-dimension hydrological module (A2.7.1) and (2) simulate the stability of N 
concentration by a buffering mechanism such as adsorption/desorption (A2.7.2). 
Figure 2.3.7: The latest version of DNDC (taken from Li et al., 2006).  
Concerning the modification of the cascade model approach (1), Li et al. (2006) point out that the 
working depth for the model is 50 cm (which can be extended to 100 cm or more, according to Li et 
al., 2006), that the typical soil layer thickness is 2 cm and that the model calculates hourly time steps. 
Li et al. (2006) continue to describe that the gravitational flow occurs when the soil moisture exceeds 
field capacity (i.e. 0.033 MPa for North American system and 0.006 MPa for European soil system). 
Water efflux is caused by gravity drainage only. Surface runoff is calculated from the defined soil 
slope. Evapotranspiration is calculated once more by the Thornthwaite equation and occurs only in 
the upper 20 cm of the soil (Li et al., 2006) (see also A2.7.3).  
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Water efflux from one layer to the next due to gravitation had been modelled in previous versions (Li et al., 
1992a; Zhang et al., 2002b) by a linear relation, according to which 50% of the excessive water in a layer would 
be discharged at an hourly time step (Zhang et al., 2002b). This was also the case for the lowest layer. Thus, in 
order to prevent the sharp discharge following each rainfall, both a water discharge recession curve in the 
lowest layer and a virtual deep water pool below the lowest layer were installed, in order to simulate water 
storage between the simulated soil and the drainage tiles (Li et al., 2006). However, while the water retention 
curve is derived from observations and based on a physical understanding of the involved processes, the deep 
water pool is a completely empirical abstraction, as will be shown. 
The water discharge recession is derived from the observation that water discharge will be highest in a 
saturated soil during rainfall and will gradually decrease as the depth of saturation decreases when there is 
little or no precipitation. Accordingly, the discharge (m h -1) of a layer (i) is calculated by the water content (m    
i-1), the field capacity (m i-1), the soil pore volume and two constants describing the initial drainable water flux 
and the retention rate. By calibration of the DNDC model using water flow data measured on the Iowa site, the 
initial drainable water flux was fixed at 72, and the retention rate to 1.4 (Li et al., 2006). 
Concerning the deep water pool, Li et al. (2006) argue that due to the fact that the DNDC model works with a 
soil depth of 50 cm, it is indeed questionable whether the water discharge at 50 cm could be compared to the 
observed drainage flow from a tile line that is installed at a deeper depth. Thus, to account for the gap, the 
deep water pool is assumed. By default, the deep water pool is set equivalent to the field capacity. Then, 
whenever water is discharged from the simulated soil column, part of the discharge (= 2.75 * clay content2 - 
3.09 * clay + 1.16) will be stored in this pool. If the water content in the pool gets higher than field capacity, a 
fraction of it will be released to drain (=0.0005 * clay content -1.62). However, in the validation process the 
simulated discharge water flow deviated substantially from the observations. By decreasing the water 
conductivity in the water retention layer by 90%, according to Li et al. (2006), it was possible to correct this 
problem. 
Second, the modelling of nitrogen adsorption (2) was enhanced (see also A2.7.4), since the 
observations in the field showed neither increases in leached nitrogen due to N fertilisation nor 
decreases after rainfall events. Li et al. (2006) argue that this stability could be interpreted with the 
soil buffering effect. This buffering effect, the authors explain further, can be constituted by several 
mechanisms including N assimilation/dissimilation by soil microorganisms and NH4
+ 
adsorption/desorption by the clay minerals and organic matter. Since the DNDC model already 
includes microbial assimilation and dissimilation, Li et al. (2006) concentrated on the N adsorption by 
soil adsorbents.  
To model the adsorption and desorption of NH4
+ in clay minerals, the Langmuir isotherm equation was adopted. 
This calculates the adsorbed NH4
+ from the potential maximum adsorbed NH4
+, the adsorption constant and 
the NH4
+ concentration in the liquid soil phase. However, as constants, potential maximum adsorbed NH4
+ and 
the adsorption constant are joined into one term and replaced by an empirically derived constant. After testing 
the sensitivity of the model concerning the investigated factors, Li et al. (2006) stress the point that the 
coefficients in the water recession equation and the Langmuir equation are empirically determined through a 
calibration procedure for the selected field. This is why these values might not be applicable to other sites with 
different conditions.  
2.3.7 Recapitulation of the development of the DNDC model 
Throughout the 16 years of its existence, the DNDC model has been subject to tremendous changes, 
many of which were not explicitly stated. This is due to the fact that stand-alone DNDC versions (P-
nET, Wetland, Crop) were published, where new parts and concepts were described. At the same 
time, however, it remained unclear whether the respective DNDC version received all or only part of 
these new additions. Confusingly, Li et al. (2006) still refer to Li et al. (1992) for explanations of the 
basic model structure, even though the basic structure and many of the calculatio n processes have 
been changed since then, for instance the thermic hydraulic submodel (see table 2.3.2).  
Unfortunately, the DNDC manual does not describe the currently available DNDC version in detail, 




and no documentation concerning applied changes up to the current DNDC model is available. As a 
conclusion, considerable uncertainties are involved when working with the DNDC model, due to the 
fact that many of the in the DNDC model used constants are unknown and not accessible either,  
Table 2.3.2: Development stages of the DNDC model (short description of the 
main features) 
Article Chapter Main features of the model 
Li et al. 
(1992a+b) 
2.3.1 Thermal hydraulic submodel, decomposition submodel and 
denitrification submodel; no plant growth included, nitrification only 
present as simple equation    
Li et al. (1994) 2.3.2 Addition of an empirical crop growth submodel (including farming 
treatments and fertiliser effects); extension to four different soil 
organic carbon pools 
  
  
(Li et al., 2000); 
Li (2000) 
2.3.3 Submodels soil climate, (emp.) crop growth, decomposition, 
denitrification, nitrification and fermentation; 'Anaerobic balloon' 
concept included to determine dentirification and nitrification rates 
based on soil oxygen content; effect of freezing and thawing on soil 





Zhang et al. 
(2002b) 
2.3.4 Addition of a process oriented crop growth submodel (based on 
photosynthesis, leaf area, and root respiration calculations; for this 
purpose, extension of the soil climate submodel (solar radiation 
calculation), adjustments to the SOC pool decomposition and clay 





Li et al. (2004) 2.3.5 Extension of the 'Anaerobic ballon' concept, based on the Nernst- and 
Michaelis-Menten equations 
 unless the source code of the model is provided. A short overview over the main features of the 
different DNDC versions, reported in the published articles, is given in table 2.3.2.  
From the source code it becomes clear that nowadays the DNDC model still consists of two 
compartments, each containing three submodels. The latest version of the soil climate submodel was 
described in Zhang et al. (2002b) and in the chapter 2.3.4 (the Crop-DNDC). One of the main tasks of 
this submodel is the cascade model approach to capture soil water dynamics. The latest additions to 
this part (the water recession curve and the deep water pool) were published in Li et al. (2006) and 
explained in the chapter 2.3.6 (the latest additions). Furthermore, the crop submodel calculates the 
ETp, first using the Thornthwaite equation (Li et al., 1992a), then changed to the Priestley-Tailor 
approach (Zhang et al. , 2002b), and finally changed back to the Thornthwaite equation (Li et al., 
2006).  
The empirical approach of the crop growth submodel was described in Li et al. (1994) and the 
chapter 2.3.2 (the crop growth extension), while the process based approach was described in Zhang 
et al. (2002b) and in the Chapter 2.3.4 (the Crop-DNDC). The differences between both approaches 
are substantial. First, the empirical approach uses the potential yield to establish a potential N 
demand. The N content is then used as indicator for crop growth and determines the plant water 
uptake. However, nitrogen or water stress will only delay, but not stun, crop growth (Li et al. , 1994). 
Second, the process based approach uses the potential yield to establish a potential carbon demand, 
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and from the photosynthesis rate the actual carbon assimilation is estimated. This parameter then 
determines crop growth parameters as N uptake, water demand and root growth (Zhang et al., 
2002b). Both approaches can be used in a DNDC simulation, however, the data requirements of the 
process based approach are not easily provided.  
Originally, the decomposition submodel was subdivided into 3 different pools, the plant material  
pool, the microbial biomass pool and the humads pool (Li et al., 1992a). Later, Frolking et al. (1998) 
report four soil carbon pools (litter, labile humus, passive humus and microbial biomass), as is also 
stated in Li et al. (2001). An article published by Brown et al. (2002) mentions three pools 
(decomposable residues, microbial biomass and humads), but stresses that each of them has a labile 
and resistant component, thus resulting in six different pools. Finally, Zhang et al. (2002b) reveal that 
there are three active pools (with a further subdivision into two or three pools) and a passive pool, 
resulting in up to ten different pools). Unfortunately, no further information is provided by Zhang et 
al. (2002b) about the pools and their interaction with the model and each other. Descriptions of the 
decomposition submodel are found in chapter 2.3.1 (the original model) and 2.3.4 (the Crop-DNDC). 
The submodel denitrification was described for the first time in Li et al. (1992a). However, it was 
changed considerably after the introduction of the ‘anaerobic balloon’ (Li, 2000, Li et al., 2000) in the 
chapter 2.3.2 (linking soil environmental factors to trace gases). On the one hand, the submodel 
simulates the relative growth rates of denitrifier species, based on simplified Michaelis-Menten type 
growth (Li et al., 1992a), that compete against each other for the carbon source (Li et al., 2000). On 
the other hand, denitrification induced NO and N2O production and emissions are calculated (Li et al., 
2000). Moisture and temperature, but also Eh, soil pH and substrate concentrations are influencing 
the calculation of the denitrification. 
The submodel nitrification was introduced by Li (2000), but had to be changed immediately due to 
the introduction of the ‘anaerobic balloon’ by Li et al. (2000) (see also chapter 2.3.2 linking soil 
environmental factors to trace gases). The task of the nitrification submodel is, besides the 
simulation of relative growth rates of nitrifiers, to simulate NO and N2O production and emissions 
from nitrifying processes, but also the formation and emission of NH3. The submodel is mainly 
dependent on the temperature and the moisture, but also on soil pH and the dissolved organic 
carbon. 
The ‘anaerobic balloon’ was introduced in Li et al. (2000), however, the description of the mechanism 
is given in more detail in Li et al. (2004) (see also chapter 2.3.5 extensions of the anaerobic balloon). 
While the outside of the balloon is aerobic and depending on the soil moisture and temperature, the 
inside of the balloon is anaerobic. To determine the size of the anaerobic balloon, the Michaelis-
Menten equation is used to calculate the reductive and oxidising processes in the soil. There is a line 
of subsequent oxidant balloons that follow upon each other, starting with oxygen as most important 
oxidant.  
The submodel fermentation was a further addition by Li et al. (2000) and is also explained in chapter 
2.3.2 (linking soil environmental factors to trace gases). Here, the formation and emission of CH4 is 
simulated, depending on temperature and porosity of the soil. Furthermore, plant-transported CH4 is 
calculated, by estimating the amount of plant aerenchyma.  
The overview provided for the DNDC model certainly describes the version 86, which was being used 
for this work since the autumn 2004. It became necessary, however, to switch to the DNDC model 




version 89, after the complete source code of this version was received from Prof. Li in October 2006. 
Prof. Li did not communicate any changes concerning the new model version. Since no publication to 
this version is available yet and, as was already mentioned before, neither source code nor DNDC 
manual give any documentation, nothing can be said about the difference between the two model 
versions. 
One last point to be mentioned refers to the development of the model. As has been shown, a rapid 
expansion of the abilities of the DNDC model were conducted until 2002, the differences to the 
former version being so large that the new versions could be published as stand-alone versions (Li et 
al., 2000; Stange et al., 2000; Butterbach-Bahl et al., 2000; Zhang et al., 2002a, Zhang et al. , 2002b). 
Since 2002, only publications about adjustments of the DNDC model are available (‘anaerobic balloon’ 
– Li et al., 2004; water recession curve, deep water pool, and nitrogen adsorption – Li et al., 2006).  
All changes concern either the soil water dynamics or the nitrogen cycle, and therefore suggest that 
there are discrepancies between model simulations and experimental observations. However, while 
the changes on the nitrogen cycle are more or less process based, the simulation of the soil water 
dynamics remains based on an empirical construct. This is clearly a potential weakness in the model 
calculation, as both nitrification and denitrification processes depend strongly on the soil water 
content.  
2.3.8 Required Input Parameters 
The input variables required by the DNDC model can be subdivided into climatic, soil, field 
management and other environmental variables (see also Table 2.3.3). The minimum required 
climatic data sets are daily mean air temperature and rainfall. This minimum data set then, as 
mentioned before, leads to an estimation of the day length and subsequently, of the solar radiation.  
It is possible, however, to input the solar radiation directly, but then daily maximum and minimum 
temperatures are required as well. The DNDC version 89 also features the input of the wind speed.  
Required soil parameters are land use type, soil texture, bulk density, soil pH, field capacity and 
wilting point, clay fraction, and in the DNDC 89 version the aforementioned hydraulic conductivity (a 
default value is provided for each soil type). Additionally , soil organic carbon (SOC), and the initial 
NH4
+ and NO3
- concentrations can be specified, as well as the slope and a parameter called microbial 
activity index, of which the exact purpose is not known.  
In the DNDC model input mask, specific fractioning of five available SOC pools (very labile litter, labile 
litter, resistant litter, humads and humus) is possible. In the case that only a value for the overall SOC 
is available, fractioning of the SOC pools is determined according to the default settings. Apart from 
that, the calculation of macro pores and bypass flow can be enabled (if not enabled, no such 
calculation will be included in the simulation). Furthermore, also the depth of a water retention layer 
can be specified. The water retention layer specification, however, showed no sensitivity for the 
modelling of the soil water dynamics, as will be shown later.  
The farming management is subdivided into crop, tillage, fertilisation, manure amendment, weeding, 
flooding, irrigation, and grassland variables. Necessary crop variables and parameters are number of 
crops per year, crop type, the potential biomass production, planting and harvesting date and the 
fraction of leaves and stems that is left behind on the field. Optional is the use of the 
physiology/phenology crop submodel (instead of the empirical crop growth submodel), where , 
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additionally, initial biomass, initial photosynthesis efficiency, maximum photosynthesis rate , 
development rate in vegetative stage, and reproductive stage are required. Since none of these data  
Table 2.3.3: DNDC - Input Parameters 
Climate 
  
minimum daily mean air temperature (in °C) 
daily rainfall  (in mm) 
optional 
daily minimum air temperature (in °C)  
daily maximum air temperature (in °C)  




minimum land use type (upland crop field, rice paddy field, moist grassland/pasture, dry 
grassland/pasture, pristine wetland) 
soil  texture (sand, loamy sand, sandy loam silt loam, loam, sandy clay loam, silty clay 
loam, clay loam, sandy clay, silty clay, clay, organic soil) 
bulk density (in g/cm⁻³) 
soil  pH 
field capacity (water filled pore space, 0 -1) 
wilting point (water filled pore space, 0 -1) 
clay fraction (in %, 0 - 1) 
hydraulic conductivity (in cm min⁻¹) 
soil  organic carbon (in kg C kg⁻¹) 
NH₄⁺ and NO₃⁻ concentrations (in mg N kg⁻¹)  
slope (in %) 
microbial activity index (0 - 1) 
optional SOC partitioning (in %, into very labile litter, labile litter, resistant litter, humads and 
humus) 
Management Crop minimum crops per year 
crop type 
default maximum biomass production (kg dry matter ha⁻¹) 
planting date 
harvest date 
Fraction of leaves and stems left in the field (in %) 
optional initial biomass (kg dry matter ha⁻¹) 
initial photosynthesis efficiency 
maximum photosynthesis rate (in kg CO₂ ha⁻¹ hr⁻¹) 
development rate in vegetative state 
development rate in reproductive state 
Tillage    number of applications per year 
ti lling date 
ti lling method (mulching, ploughing slightly, ploughing with disk or chisel, ploughing with 
mouldboard) 
Fertilisation minimum number of applications per year 
fertiliser date 
fertiliser type (urea, anhydrous ammonia, ammonia bicarbonate, NH₄NO₃, (NH₄)₂SO₄, 
Nitrate, (NH₄)₂HPO₄)  
fertiliser amount 




  number of applications per year 
fertiliser date 
manure type (farmyard manure, green manure, straw, slurry animal waste, compost) 
manure amount 
Weeding   weeding problem (not existing, moderate, serious) 
number of applications per year 
weeding date 
Flooding   number of times per year 
starting date 
end date 
water leaking rate 
flood water pH 
Irrigation   number of irrigation events per year 
irrigation date 
irrigation amount 
irrigation water pH 
Grassland   number of grazings and/or cuttings 
starting date (grazing) 
end date (grazing) 
application date (cutting)  






  N concentration in rainfall  (mg N l⁻¹ or ppm) 
atmospheric background NH₃ concentration (μg N m⁻³)  
atmospheric background CO₂ concentration (ppm) 
increase rate of atmospheric CO₂ concentration (ppm yr⁻¹) 
were available, this approach could not be used in this work, accordingly the empirical approach of 
the crop growth submodel had to be used. 
Tillage, fertilisation, manure amendment, weeding, flooding, irrigation as well as the grassland 
parameters require information about the number of applications per year, the exact date as well as 
the type of application/fertiliser and the amount of fertilisation/irrigation. Additionally, the N 
concentration in rainfall, atmospheric background concentrations of NH3 and CO2, as well as the 
increase rate in the atmospheric CO2 concentration can be specified. Concerning the N concentration 
in rainfall and the increase rate in the atmospheric CO2 concentration, no default values are given by 
the model. For the atmospheric background concentrations of NH3 and CO2, default values are 0.06 
µg N m-3 and 350 p.p.m., respectively.  
2.3.9 The DNDC Source Code 
DNDC is programmed in the programming language C++ and the code consists of a main module, a 
common procedure module, and five classes for initial data input, simulation, data input during 
simulation, graphic display and results analysis (Zhang et al., 2002 b). This is, additionally, shown in 
figure 2.3.8. C++ is a compiler language (Stroustrup, 2000).  Compilers are programs that translate 
the programmed source code into, for the computer understandable, binaries (machine code). In 
case of C++, this compilation has to be executed before the programmed software can be run 
(Willemer, 2005).  
C++ originates from the programming language C (Kernighan & Ritchie, 1988), which was already created in the 
1970’s and contained the fundamentals of structured and procedural programming. Structured programming 
caused the aggregation of loops and if clauses in blocks, causing the fall of go-to-instructions into desuetude. 
Go-to-instructions were commonly used and rendered source codes completely inapprehensible to others than 
the original programmer. The sheer size of modern software and the required groups of programmers, 
however, made another approach necessary, called object oriented programming. The promotion of this 
conception distinguishes C++ clearly from the C language (Willemer, 2005). 
Project oriented programming means that programming projects are subdivided into specific tasks, which are 
programmed in a modular way. Therefore, modules can be combined easily in the end. The basis for the 
subdivision of the software is the focus on the data flows, instead of the involved algorithms. Thus, 
functionalities can be attached to the data structure (Willemer, 2005). However, in this sense C++ is a hybrid, 
since it does not require object oriented programming, but it also allows classical programming styles. The 
source code of the DNDC model does not completely follow the concept of object oriented programming. The 
source code consists of two parts, one is the actual model, containing most of the necessary calculations that 
lead to the required data output. The other part enables the program to feature the graphical in- and output 
under Microsoft Windows. Unfortunately, there is no possibility given to allow the execution of the DNDC 
model under DOS (Microsoft Disk Operating System). However, some essential calculations, as for instance the 
calculation of day length or the integration of input soil parameters, but also basic parameters, as for instance 
the simulated soil depth and the amount of soil layers, are part of the graphical model part.  
In this sense, the DNDC can be imagined as a program in a program, since it is the graphical part that 
responds when DNDC is started, while the other part is only called upon once a simulation run is 
started. To compile the source code into an executable software program, both parts of the source 
code are required. This is the reason why the work on DNDC86 had to be stopped, since only one 
part of the source code was available. Consequently, attempts to apply changes to the model were 
rendered impossible, apart from the fact that important parts of the calculations were inaccessible. 
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Due to the reason that this work puts its focus on the simulation of N2O fluxes, the graphical part of 
the model will not be explored any further.  
 
Figure 2.3.8: Main structure of the DNDC source code. Arrows show the main data flow during a simulation (derived from 
Zhang et al., 2002b). 
Concerning the calculation part, as any other C++ source code does, the DNDC code also contains a main file 
and a data file. While the main file is responsible for the organization of the sequence of processed submodels 
and underlying functions, the data file contains definitions of global variables, meaning that they can be used in 
more than one submodel/function. On the contrary, variables that are only used in one submodel/function are 
called local, and are defined at the start of a submodel/function. Defining a variable means, in general, to 
declare it either as character (char), integer (int) or decimal number (e.g. float or double).  
In the case of a decimal number, it can be decided how many decimals are processed in the execution of the 
software. In the DNDC model, many variables are allowed four decimals, however, often these variables add up 
into other variables with only two decimals during the course of calculation. Unfortunately, submodels, 
functions, global and local variables lack for the most part a documentation in the source code, so that the only 
way to investigate the role of a specific variable is to reconstruct the meaning of this variable by drawing 
conclusions from its appearance in different submodels, functions and equations. 





Figure 2.3.9: Flowchart of the data flow in the DNDC model, derived from the source code.  
The structure of the different submodels mainly follows the graphical presentation of the DNDC in Li 
et al. (2006). However, submodels do not have explicitly stated input and output variables, so that 
submodels cannot be exchanged easily against other experimental submodels. Submodels are 
subdivided into different functions, which, in turn, can contain several equations. Unfortunately, and 
contrary to the concept of object oriented programming, the equations are seldom documented 
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(only in the phenological crop model approach) and the equations are heavily interlinked with 
program organising loops and if clauses.  
Adding to that, equations commonly employ local variables or undefined constant values. Finally, the 
appearance of the equations changes considerably in comparison to the equations published in 
articles. The above mentioned problems account for the fact that all attempts to draw conclusions 
from the source code about the underlying model structure, or tests/iterations of specific model 
parts are complicated and very time consuming.  
Concerning the processing of one model calculation, some explanations are needed to understand 
the progress of the attempted model optimisation in the following (see also figure 2.3.9). When 
starting the DNDC model, the user has the option to either create a new input file, or to load an 
existing one. This is important, as it simplifies the optimisation of the model. Parameter changes can 
be done more easily in the saved input file. As soon as the model is started, the input parameters will 
be written out into an own file format (input1). Note that parameter values can be different in 
comparison to the actual input file. Then, these parameter values are fed into the calculation routine, 
where the first year will be calculated. Calculation results are written out on a daily basis into the 
respective result files. At the end of each year all important parameters are written into intermediate 
parameter files (input2), from where they are read in again with the start of the next years 
calculation. 
A last point to mention is that in both source code versions (version 86 & 89) inactive parts of the source code 
were discovered. As a matter of fact, it was not made clear by the programmers whether these were old parts 
that had been replaced by new parts, or whether they were new parts that had not yet been fully implemented. 
2.4 UCODE_2005 
The universal inverse code UCODE_2005 (Poeter et al., 2005) is a computer software based on 
JUPITER (Joint Universal Parameter IdenTification and Evaluation of Reliability) API (Application 
Programming Interface). The program can be used to evaluate existing process models, and perform 
sensitivity analysis, data needs assessment, calibration, prediction, and uncertainty analysis (Poeter 
et al., 2005).  
The JUPITER API provides conventions as well as modules that are programmed in Fortran-90, for the 
development of applications to analyse process models (Banta et al., 2008). This is necessary, according to 
Banta et al. (2006), because the construction of process-oriented models requires data assimilation in the form 
of sensitivity analysis, data needs assessment, parameter estimation, uncertainty evaluation, and optimisation. 
To express relationships and processes in natural systems in mathematical equations has become an 
increasingly complex matter, which is due to two reasons. The first reason is the increased understanding of 
the processes and all involved elements, while the second reason is the largely increased computing 
capabilities (Banta et al., 2008).  
In fact, many models were kept relatively simple. This happened despite the fact that scientific knowledge 
suggested the need for more complex expressions. For instance, the first DNDC versions were equally simple in 
order to keep computation times in reasonable limits. With today’s available computer speed and memory, an 
opposite development has taken place, models are expanded rapidly into additional/related fields of the 
original scope, processing large quantities of data packages in the calculation process. 
Throughout the course of model construction, two problems have occurred. First of all, there are yet newer 
methods and ideas to be developed and evaluated (Banta et al., 2008). A profound evaluation of a new 
method/model can require a lot of time. Li et al. (2004) state, for instance, that for the simplified Monte Carlo 
routine imbedded into the DNDC model, which tested the influence of soil parameters on the greenhouse gas 
emission calculation, the model repeated the calculation process for 5000 times - with an computing time of  




45 s to model three subsequent years (for instance), this results in 62.5 hours in total. The second problem 
refers to the fact that the new methods are not readily available to practitioners for further evaluation (Banta 
et al., 2008). 
As far as the testing of models is concerned, there are several approaches available (Banta et al., 2008). 
However, Banta et al. (2008) argue that at present modellers or resource managers lack clear guidance about 
the utility of these and other existing approaches. In the meantime, additional approaches are created 
continuously. Similar, Poeter & Hill (2007) report that there was a ‘lack of consensus on what model analysis 
methods are best’ (cited from: Poeter & Hill, 2007, p. 1) when it came to choosing a default analysis approach 
for their multi-model analysis software. In the end, all available four approaches were used in the software 
(Poeter & Hill, 2007) 
 
 
Conclusively, the JUPITER API was developed in order to act as an appropriate programming 
environment (Banta et al., 2008). JUPITER API offers to compare model results to observed values, 
and to test the sensitivity of parameters. Furthermore, it determines additional data that are needed 
to improve selected model predictions, and calibrates parameter values. Last but not least, it is 
Figure 2.4.1: A JUPITER API control loop (taken from Banta et al., 2008). 
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helpful to compare predictions, quantify uncertainties and to manage modelling systems in order to 
achieve stated objectives (Banta et al., 2006).  
Compared with other programming environments, JUPITER API has unmatched capabilities. It offers 
comprehensive methods for interaction with complex models, parallel computing capabilities, a 
flexible input design, data-exchange files, methods to control the level of detail, a set of statistical  
and sensitivity analysis methods, accounting for data error , etc. (Banta et al. , 2008). For model 
analyses, often repeatedly executed model processes are used (sensitivity analysis, Monte Carlo 
analysis). UCODE_2005 achieves this by the use of a control loop that is implemented in the JUPITER 
API (Banta et al., 2008). A flowchart of such a control loop is shown in figure 2.4.1. The main tasks of 
each step will be discussed in the following explanation. 
The first step is the initialisation, where parameters/variables determining the execution of the loop are read 
into the program. In the second step the according specifications of the control loop are declared. Afterwards, 
parameter/variable values are generated, which are needed for the model simulation. In most cases, they are 
read in from the input file directly. It is, however, also possible to execute subsequent calculations to derive 
required input parameters/variables from the values given in the input. The next step is the transfer of these 
parameters/variables into the investigated model. In most cases, the model is not imbedded into UCODE_2005, 
which is why the data exchange will be executed with the help of template files. Template files act as an 
interface for the actual model input file, and specific markers tell the software where to place the 
parameter/variable values. Having achieved the data preparation, the investigated model can start the 
calculations (Banta et al, 2008). 
In case that the investigated model runs independent of the UCODE_2005 software, the results of the 
investigated model need to be returned to the UCODE_2005 software. This is achieved by transforming the 
result files into text files in the ASCII (American Standard Code for Information Interchange) – format, readable 
for UCODE_2005. Using these result data, the results are evaluated and the parameter changes are calculated 
for the next loop. In case of a sensitivity analysis this would be the perturbation of a parameter. Following this, 
the control loop comes either to an end or is repeated. Once all control loop runs are executed, final results are 
evaluated and printed, and unneeded intermediate files are deletes (Banta et al, 2008).  
Of the different abilities of the UCODE_2005 software, the sensitivity analysis and the parameter 
optimisation were used in this work. Sensitivities are estimated using the general, but less accurate 
(according to Poeter et al., 2005), forward- or central- difference perturbation technique. Parameter 
optimisation is performed by using nonlinear regression, where a weighted least-squares objective 
function is minimized with respect to the parameter values using a modified Gauss-Newton method 
or a double-dogleg technique. In this work, UCODE_2005 version 1.004 was used.  
2.5 Model Test, Calibration and Validation 
Model testing can be done with any data set that was established from a recorded experiment. Of 
course, model simulations can only be tested in so far, as there are measurements available. This is 
also the underlying reason why in this work carbon fluxes could not be considered. To gain 
information about the model accuracy, different graphical and statistical approaches were employed. 
Differences, the EF (model efficiency), the root mean squared error (RMSE) and the coefficient of 
determination R² were calculated. Concerning the calculation of the differences (in %), the following 
equation was used (Eq. 85): 
Eq. 85: 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
100∗ 𝑂𝑖− 𝑃𝑖  
𝑂𝑖
, 
where Pi and Oi denote predicted and observed values, respectively. In the result evaluation, differences are given as 
positive as well as negative values to indicate over- and underestimations.  




The model efficiency (EF) was estimated according to the following equation (Eq. 86):  
Eq. 86: 𝐹  =  1 –   
  𝑃𝑖  – 𝑂𝑖 
2𝑛
𝑖=1
  𝑂𝑖  – Ō 
2𝑛
𝑖=1
  , 
where the symbol n stands for the number of samples and O  for the mean of the observed data. 
While a positive EF (having an optimum of 1.0) value means that the model output is better than the 
mean of the observations, a negative value means just the opposite (Smith et al. 1997). Furthermore, 
the difference between modelled and measured values was used to estimate a squared difference, 
from which the mean squared error can be derived for a selected dataset. This in turn leads to the 
RMSE (Eq. 87):  
Eq. 87: 𝑅𝑀𝑆𝐸 =  
1
𝑛





Finally, the linear regression was calculated in the following way (Eq. 88-90): 
Eq. 88: 𝑚 =  
𝑛   𝑥𝑦  − 𝑥 𝑦
𝑛  𝑥2  –   𝑥 ²
  
Eq. 89: 𝑏  =  
 𝑦  − 𝑚 𝑥
𝑛
 
Eq. 90: 𝑟 =  
𝑛  𝑥𝑦  − 𝑥 𝑦
  𝑛  𝑥2 −  𝑥 2  ∗ 𝑛  𝑦2  –  𝑦 2  
 
 
where x is the measurement, y is the simulated value, n is the total number of values in the investigated group,  m is the 
slope, b is the y axis interception and r is the coefficient of determination.  
The coefficient of determination R² was derived by squaring r. Generally speaking, such evaluation of 
model results shows whether the system in question has been represented in sufficient detail.  
However, if the differences between model results and observations are too large in some point, 
conclusions can be drawn about which part of the model is responsible for the discovered differences. 
Conclusively, in the next step a model calibration can be attempted.  
Model calibration is a process that can be divided into three aspects. The first aspect refers to the calibration of 
conceptual parameters, meaning that it is not possible, or at least not yet possible, to measure these 
parameters in reality. For instance, in the DNDC model the crop growth is determined by one single key 
parameter set that is recorded in the crop library for each crop. The crop growth parameters used there, are 
not always measurable (for instance the TDD). Thus, a calibration of these parameters can be undertaken. 
Further examples, concerning soil parameters, are the partitioning coefficients that determine the fractioning 
of the conceptual SOC pools. 
The second aspect concerns parameters that are accessible, meaning that it is possible to measure the 
parameter in reality. Soil parameters that belong to this group of parameters are, for instance, field capacity, 
bulk density, or clay content. These parameters are usually expressed as an average value, assuming a 
homogenous soil with uniform properties. Since soils are in general very heterogeneous, average values for 
properties might not represent the ‘real’ average. Therefore (assuming that the process description in the 
model is correct), a calibration of these parameters could produce a more realistic parameter value.  
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The third aspect is the change or exchange of equations and/or calculation steps. This can vary from changes of 
equations embedded into submodels up to the complete exchange of whole submodels. Models that make use 
of the object oriented programming are already constructed in a modular way, which allows the simplified 
exchange of submodels. For models that are based on empirical relationships, this aspect can be very 
important to adjust the model to a specific site. However, to apply changes to a process based model, a 
consistent understanding of the involved processes is required, and a broad range of datasets should be 
available to justify the applied changes. 
Parameter Optimisation 
Calibration is executed in this order (first, second, then third aspect), however, also the calculation 
structure has to be taken into account. In the DNDC model, the calculation of the soil water dynamics 
precedes the simulation of the N and C fluxes. Thus, changes in the soil climate submodel will cause 
changes in the results of the submodels decomposition, nitrification, and denitrification. Therefore, 
the soil climate submodel is calibrated before the other three. In case that the model is distributed as 
a executable software, for both the second and the third aspect the complete source code is required, 
since the program needs to be compiled after the changes were applied.  
Another point, worth mentioning, is the amount of time that is required to apply and test changes, because on  
Table 2.5.1: Parameter used in the optimisation process, originating from 
the main input file 
Name Sensitivity Calibration Aspect 
N concentration in rain no Aspect 2 
Atmospheric NH₃ concentration  no Aspect 2 
Base CO₂ yes Aspect 2 
Bulk Density yes Aspect 2 
Soil pH yes Aspect 2 
Surface SOC yes Aspect 2 
clay fraction yes Aspect 2 
SOIL NO₃⁻ initial concentration yes Aspect 2 
SOIL NH₄⁺ initial concentration  yes Aspect 2 
Initial soil moisture no Aspect 2 
Initial soil temperature no Aspect 2 
Microbial Activity Factor yes Aspect 1 
Depth of the water retention layer no Aspect 2 
Field Capacity yes Aspect 2 
Wilting point yes Aspect 2 
Litter_soc yes Aspect 1 
Humads_soc yes Aspect 1 
Humus_soc yes Aspect 1 
Yield WW Year 1 yes Aspect 2 
Yield Maize Year 1 yes Aspect 2 
Yield WW Year 2 yes Aspect 2 
Yield Maize Year 2 yes Aspect 2 
Yield WW Year 3 yes Aspect 2 
Yield Maize Year 3 yes Aspect 2 




every calibration follows a validation of the model. Validation means the testing of a model on a range of 
independent input parameter set, comparing the outcomes of the simulation of these input parameter sets 
with the according measurements. Validation is of uttermost importance to process-oriented models, since the 
validation shall prove that the parameterised model is applicable to a wide range of sites without a decrease in 
the model accuracy. If this result cannot be achieved, at least a site-specific adaptation could be established.  
As already mentioned, at the beginning of this work, the measurements of the first experiment 
should have been used for testing, while the results of the second experiment should have been used 
for validation. After testing of the N2O measurement system, a restructuring was immanent, so it was 
decided to use the measurements of the first experiment only, where treatment T1 was used for 
model testing and calibration, and treatment T2 and T3 for validation.  
First model runs with the DNDC86 did not yield satisfying results, so that the model was tested 
manually. For instance, similar to Frolking et al. (1998), a change of the soil type was tested, as well 
as the difference between the calculation with default optimal yields and measured yields. 
Furthermore, the influence of the parameter microbial activity index was investigated, similar to 
Babu et al. (2006). 
As a matter of fact, none of these parameters improved the model simulations sufficiently. Since only 
half of the source code was available until Oct. 2006, it was only possible to investigate paths and 
principles of the model, but changes to the model could not be applied. Thus, it was attempted to  
Table 2.5.2: Parameter used in the optimisation process, originating from 
the crop library file 1 (Maize) 
Name Sensitivity Calibration Aspect 
Total biomass M no Aspect 2 
Grain fraction of biomass M yes Aspect 1, 2 
Shoot fraction of biomass M no Aspect 1, 2 
Root fraction of biomass M yes Aspect 1, 2 
Plant C/N ratio M yes Aspect 2 
Grain C/N ratio M no Aspect 2 
Root C/N ratio M yes Aspect 2 
Shoot C/N ratio M no Aspect 2 
Water requirement M yes Aspect 1, 2 
Maximum leaf area index M no Aspect 1, 2 
Maximum height M no Aspect 2 
Temperature degree days M yes Aspect 1 
N_fixation M yes Aspect 1 
Initial light efficiency M no Aspect 1 
Max. leaf photosynthesis rate M no Aspect 1, 2 
vegetative development rate M no Aspect 1 
reproductive development rate M no Aspect 1 
storage organic carbon by weight M no Aspect 1 
Specific leaf weight constant M no Aspect 1 
Specific stem weight constant M no Aspect 1 
ratio of internal/external CO2 conc. M no Aspect 1 
Maximum root depth M no Aspect 2 
Increase rate root depth M no Aspect 2 
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rebuild the DNDC calculation submodels in the software Berkeley Madonna (Macey et al., 2003), but 
differences between the software’s programming language and the C++ language, together with time 
constrains, led to the cancellation of this approach.  
In late 2006, the complete source code of DNDC version 89 was made available for this work. 
Compiling it, a working DNDC version 89 was available for renewed testing. By then, the software 
UCODE_2005 had been published and it was decided to employ this software for an automated 
calibration of the DNDC model. Only when models work in the DOS-mode of a computer, 
UCODE_2005 can access them directly. In case models work with a graphical interface, as is the case 
with the DNDC model, additional software is required. For this task, a software called AutoIT 
(www.autoitscript.com/autoit3/) was selected, which allows, based on Visual Basic scripting, the 
automated execution of Microsoft Windows programs.  
Concerning the parameter optimisation, UCODE_2005 is able to access any file written in ASCII  – 
format. The DNDC model works with an ASCII – input file, and the parameters given in this file were 
made available to UCODE_2005 for optimisation. DNDC output files were processed using Windows 
Excel macros, and transformed thus into the by the UCODE_2005 software required ASCII – text files.  
Overall, four files (and the source code) were accessed to enable the parameter optimisation:  
 
Table 2.5.3: Parameter used in the optimisation process, originating from 
the crop library file 2 (Winter Wheat) 
Name Sensitivity Calibration Aspect 
Total biomass WW no Aspect 2 
Grain fraction of biomass WW yes Aspect 1, 2 
Shoot fraction of biomass WW no Aspect 1, 2 
Root fraction of biomass WW yes Aspect 1, 2 
Plant C/N ratio WW yes Aspect 2 
Grain C/N ratio WW no Aspect 2 
Root C/N ratio WW yes Aspect 2 
Shoot C/N ratio WW no Aspect 2 
Water requirement WW yes Aspect 1, 2 
Maximum leaf area index WW no Aspect 1, 2 
Maximum height WW no Aspect 2 
Temperature degree days WW yes Aspect 1 
N_fixation WW yes Aspect 1 
Initial light efficiency WW no Aspect 1 
Max. leaf photosynthesis rate WW no Aspect 1, 2 
vegetative development rate WW no Aspect 1 
reproductive development rate WW no Aspect 1 
storage organic carbon by weight WW no Aspect 1 
Specific leaf weight constant WW no Aspect 1 
Specific stem weight constant WW no Aspect 1 
ratio of internal/external CO2 conc. WW no Aspect 1 
Maximum root depth WW no Aspect 2 
Increase rate root depth WW no Aspect 2 





 The main DNDC input file 
 The soil file 4 of the DNDC soil library (silt-loam) 
 The crop file 1 of the DNDC crop library (Maize) 
 The crop file 2 of the DNDC crop library (Winter Wheat)  
 The DNDC Source code 
Table 2.5.1 – 2.5.5 show all the parameters that were tested for their sensitivity (availability for 
optimisation). Furthermore, the files are shown in which the parameters are located. Additionally, 
the aspect of calibration (see above) is mentioned. Concerning the parameters where two different 
aspects of calibration are mentioned (table 2.5.2-2.5.5), two types are present. Some crop 
parameters (table 2.5.2 & 2.5.3) can be measured. However, since the DNDC model considers only 
one standard species (for instance, one average value for the crop water requirement, which differs 
clearly from variety to variety), the values of these parameters are rather conceptual (aspect 1, 2).  
The second case concerns the parameters in table 2.5.5 (aspect 2, 3). These parameters are 
measurable. However, they only became available for optimisation after the source code of the 
DNDC model had been changed. Concerning the hydraulic conductivity, the sensitivity of this 
parameter was enabled by the adjustment of the water travel time equation (see below). The soil 
porosity became available for optimisation, after it had been uncoupled from an equation where the 
soil porosity is calculated based on the bulk density. All other parameters in the soil library (see table 
2.5.4) remained insensitive. The remaining parameters in table 2.5.5 became available for 
optimisation after a new equation, determining the temperature influence on nitrification, had been 
added. 
Table 2.5.4: Parameter used in the optimisation process, originating from 
the soil library file 4 (silt-loam) 
Name Sensitivity Calibration Aspect 
Specific heat no Aspect 2 
Water tension no Aspect 2 
Beta no Aspect 1 
Tetas no Aspect 1 
Table 2.5.5: Parameter used in the optimisation process, enabled through 
changes in the source code 
Name file name Sensitivity Calibration Aspect 
Hydraulic conductivity  main yes Aspect 2, 3 
Porosity soil 4 yes Aspect 2, 3 
Rate coefficient nitrification source code no Aspect 2, 3 
Kmax (temperature influence on nitrification) source code no Aspect 2, 3 
Q₁₀ (temperature influence on nitrification)  source code no Aspect 2, 3 
Tmax (temperature influence on nitrification)  source code no Aspect 2, 3 
Topt (temperature influence on nitrification)  source code no Aspect 2, 3 
Production rate N₂O from nitrification  source code no Aspect 2, 3 
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Source code changes and additions 
 Water travel time equation 
Through intensive testing, it was discovered that the hydraulic conductivity was insensitive. Note that 
the parameter is recalculated by the DNDC model before the actual model run. A subsequent 
investigation of the source code showed, that  the parameter is read into the model, and used to 
calculate the water travel time:  
Eq. 91: 𝑇𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 = 0.5 ∗  𝑐𝑙𝑎𝑦1.9188 ∗  (20.0 ∗
 𝑃𝑆  − 𝐹𝐿𝐷𝐶𝐴𝑃𝑤  
𝐼𝐷𝑎𝑡𝑎 .𝑆𝑘𝑠
), 
where TravelTime is the water travel time between the soil layers, clay is the soil clay content, PS is the soil porosity, 
FLDCAPw is the field capacity and IData.SKS is the hydraulic conductivity.  
However, in the actual calculation for the water movement, this calculate d water travel time does 
not enter into the equation: 
Eq. 92: 𝑂𝑢𝑡𝑊𝑎𝑡𝑒𝑟  𝑙  𝑕𝑟 =  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  ∗   𝑤𝑎𝑡𝑒𝑟  𝑕𝑟  𝑙 −  𝑓𝑙𝑑𝑐𝑎𝑝𝑤 ,   




), constant is set to 0.9 in a 
unsaturated zone and 0.05 in a saturated zone, water[hr][l] is the amount of water stored in a soil layer per hour and layer 
and fldcapw is the field capacity.  
To enable the optimisation of the hydraulic conductivity, the equation calculating the water 
movement from a filled layer (Eq. 92) was replaced by a simple cascade model approach (Neitsch et 
al., 2000) which includes the hydraulic conductivity:  
Eq. 93: 𝑂𝑢𝑡𝑊𝑎𝑡𝑒𝑟 [𝑙][𝑕𝑟]  =  (𝑤𝑎𝑡𝑒𝑟[𝑕𝑟][𝑙]  −  𝑓𝑙𝑑𝑐𝑎𝑝𝑤) ∗ (1.0 − 𝑒
−1.0
𝑇𝑟𝑎𝑣𝑒𝑙𝑇 𝑖𝑚𝑒 ), 
Following these changes, UCODE_2005 was run again for parameter optimisations and an extensive 
testing of the calculation of the soil water dynamics was carried out – before and after optimisation, 
with or without the new equation (Eq. 93) and with or without enabled bypass flow. Subsequently, in 
the case of the new equation, the hydraulic conductivity was optimised too. However, neither 
default parameter settings nor the optimised settings were able to yield satisfying model accuracy.  
The complete source code is given in Appendix 3.2. 
 Using measured soil water contents to simulate N processes  
Reading in measured soil water data into the model posed two kinds of problems. The first problem 
was due to the fact that measurements had only been taken in a four day cycle. The second problem 
concerns the location, where the measured soil water data are introduced into the calculation. The 
problem of the measurement gaps was solved using an excel routine. This routine allows filling a gap 
of one or multiple cells between two values of one column by mathematical means. As a 
mathematical method, the linear approach was chosen (see figure 2.5.1).  
Concerning the second problem, the first step to a solution was to read the data into the DNDC 
model. The routine shown below was written to enable the DNDC model to open a text file (second 
line), then create an array (data in table form – third line) and read all the soil water data from the 
opened file into this array (fifth line):  
 




FILE * tdrfile1; 
 tdrfile1 = fopen("c:\\dndc\\daten\\3131.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile1,"%f",&c); tdr1[i]=c;} 
 fclose(tdrfile1); 
 
After all data have been read into the array, the file is closed, and the program continues to the next 
file (one for each measured soil layer).  
  
The array resides now in the computer RAM (random-access-memory), but no connection to the 
actual model calculation has been established yet. As has been explained before, the actual 
simulation calculation of the model runs in calculation loops, one loop being one day. It was clear 
from the beginning that the soil water measurements would have to be read into the computer RAM 
before any loop starts (otherwise it would consume too much time reading data into memory with 
every loop), while the actual data exchange between array and model calculation needs to happen 
during the loop.  
The first attempt was made by overwriting the calculated soil water contents at the beginning of the daily loop 
(see also figure 2.3.9, the connection arrow between the boxes Soil frost + pot. evapotranspiration and Hourly 
loop). This was successful; the measured soil water values were, however, in the following calculation subject 
to the estimation of excess water travelling between the layers, leaching from the soil profile and 
evapotranspiration from the soil surface, as well as crop water uptake. Therefore, once reaching the second 
part of the loop calculation (see figure 2.3.9, the connection arrow between the boxes Hourly loop and 
Anaerobic balloon), where the soil chemistry (e.g. nitrification and denitrification) is calculated, the water 
contents were already differing strongly from the actual measured values.  
Conclusively, the measured soil water contents had to be read in once more at the beginning of the 
second part of the calculation loop (see A3.3). Once this had been achieved, the model output of the 
soil water content was in almost perfect agreement with the measured soil water data set. The 
Figure 2.5.1: Filling the gaps between the soil water 
measurements. 
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remaining difference is most likely due to the calculated crop water uptake. However, since the crop 
water uptake is calculated on a different pathway (see below), this difference has no influence on the 
calculation of nitrification and denitrification.  
Soil water data input only at the second location caused problems in the model output routine. The reason for 
this is that for the beginning of the second part of the daily loop (see figure 2.3.9, boxes Anaerobic balloon and 
Fermentation) a second water content variable is introduced in the source code. This variable is used 
throughout the second part of the daily loop, and at the end, water losses are calculated and subtracted from 
the first variable (the first variable is used, after the hourly loop, in the crop growth calculation). Then, the 
value of the first variable is used for the calculations of the following day. Thus, by overwriting the second 
variable with the measured soil water content (and considering that the precipitation had to be turned off due 
to reading in the measured data), the first variable would not receive any water and the water content in the 
model output remain zero. A complete overview over the thus programmed parts are given in the appendix 
(A3.3) 
Equation replacement in the nitrification calculation  
Subsequent simulations had suggested that N2O emissions were mainly driven by denitrification, 
caused by fertiliser applications and high soil water contents. Since in the measurements only part of 
the N2O emission appear to be driven by denitrification, it was attempted to optimise the calculation 
of the N2O emissions originating from nitrification. The calculation of the nitrification and the 
according N2O losses are in the file ‘balloon’ of the DNDC source code. There, in line 588 starts the 
calculation of the temperature factor, influencing the nitrification rate, based on O’Neill et al. (1972):  
Eq. 94: 𝑓𝑎𝑐𝑡_𝑡 =   𝑓𝑙𝑜𝑎𝑡 𝑝𝑜𝑤  3.503,
60 .0−𝑡𝑒𝑚𝑝  𝑙 
60 .0−34 .22
 ∗   𝑓𝑙𝑜𝑎𝑡 𝑒𝑥𝑝  3.503 ∗
𝑡𝑒𝑚𝑝  𝑙 −34 .22
60 .0−34 .22
 , 
where temp[l] is the temperature of the soil layer.  
Next, the nitrifier growth and death rate are estimated, based on equations derived from 
Blagodatsky & Richter (1998): 
Eq. 95: 𝑚𝑖𝑐𝑟𝑜𝑑𝑒𝑙𝑡𝑎 =   𝑚𝑖𝑐𝑟𝑜_𝑔𝑟𝑜𝑤𝑡𝑕 −  𝑚𝑖𝑐𝑟𝑜_𝑑𝑒𝑎𝑡𝑕 ∗  𝑛𝑖𝑡𝑟𝑖𝑓𝑖𝑒𝑟 𝑙 ∗  𝑓𝑎𝑐𝑡𝑡 ∗  𝑓𝑎𝑐𝑡𝑚 , 
where microdelta is the change in nitrifier biomass, micro_growth is the growth rate, micro_death is the death rate, nitrifier[l]  
is the amount of nitrifiers in layer l, fact_t is the temperature factor and fact_m is the moisture factor.  
In the next step, the rate coefficient of the nitrification is estimated:  
Eq. 96: 𝑤𝑤𝑧𝑧  =  𝑘 ∗  𝑠𝑝𝑕 𝑙 ∗  𝑛𝑖𝑡𝑟𝑖𝑓𝑖𝑒𝑟 𝑙 ∗   1.0 −  𝑝𝑜𝑤 𝑐𝑙𝑎𝑦 , 0.5  , 
where k is an empirical value, sph[l] is the soil pH of layer l, nitrifier[l] is the amount of nitrifiers in layer l, and clay is the clay 
fraction of the soil. 
The variable kkk replaced variable k, and was made available to the access of UCODE_2005, in order 
to be optimised (see also table 2.5.5 and A3.4). Using the rate coefficient, the nitrification rate is 
calculated. From the nitrification rate, the amounts of NO and N2O in the soil air are estimated. In the 
case of N2O, an equation derived from Ingwersen (1998) is used:  
Eq. 97: 𝑎𝑒𝑛2𝑜 =  𝐸𝐸𝐸  ∗  𝑛𝑛𝑜  −  0.0001, 
where aen2o is the soil air N2O concentration, EEE is an empirical factor, and nno is the NO available in the soil solution.  




Again, the empirical variable was made accessible to UCODE_2005 for parameter optimisation. Last 
but not least, the temperature factor equation derived from O’Neill et al. (1972) i n the source code 
(Eq. 94) was replaced by the original O’Neill et al. (1972) equation:  
Eq. 98: 𝑤 =   𝑄10 − 1 ∗  𝑇𝑚𝑎𝑥 − 𝑇𝑜𝑝𝑡 , 
Eq. 99: 𝑥 =






Eq. 100: 𝑓𝑎𝑐𝑡𝑡 =  𝑘𝑚𝑎𝑥 ∗ 𝑝𝑜𝑤   
𝑇𝑚𝑎𝑥 −𝑡𝑒𝑚𝑝  𝑙 
𝑇𝑚𝑎𝑥 −𝑇𝑜𝑝𝑡
 , 𝑥 ∗  𝑒𝑥𝑝  𝑥 ∗
𝑡𝑒𝑚𝑝  𝑙 −𝑇𝑜𝑝𝑡
𝑇𝑚𝑎𝑥 −𝑇𝑜𝑝𝑡
 , 
where Q10 is 1.8, Tmax is 60, Topt is 34.22 and kmax is 0.5.  
For testing purposes, also the four parameters of eq. 98 – 100 (Q10, Tmax, Topt and kmax, see also 
table 2.5.5) were included in the optimisation attempts. Unfortunately, the parameters remained 
insensitive. The complete source code part is provided in the Appendix (A3.4)  
Adjusting the soil depth to 90 cm 
To change the simulated soil depth of the DNDC model, the parameter value of the variable 
SOILDEPTH has to be adjusted. It is found in the file ‘Main’ of the DNDC source code, on line 17, 
where the value 0.5 has to be exchanged by 0.9:  
Eq. 101: #define SOILDEPTH           0.9  //old value = 0.5 
The attempt to increase the number of soil layers failed, since the program responded erratic after 
the number of soil layers was increased (file main, line 16). This is why care has to be taken when 
reading the model output files after the change of the soil depth, as the given values are still named 
according to 50 cm soil depth, and the soil layers are thicker than before. Thus, the model output 
routines have to be adjusted, e.g. reassigning the already existing variables and, eventually, add new 
variables for the additional soil depth. A possible adjustment is given in the appendix (A3.5).  
Uncoupling the dependency of the soil porosity parameter from the bulk density  
The parameter soil porosity of the soil library files was insensitive in the model optimisation, due to 
the fact that the soil porosity is calculated in the model from the bulk density. Although there is a 
very clear relationship between bulk density and soil porosity, it was decided to make the soil 
porosity parameter available for optimisation. To disable the recalculation of the soil porosity from 
the bulk density, the equation on line 912 in the source code file SitePara needs to be disabled (Eq. 
102). After this, the soil porosity can be adjusted via the soil file in the DNDC soil library.  
Eq. 102: 𝑃𝑆 =  𝐼𝐷𝑎𝑡𝑎 . 𝐻 ∗  𝐼𝐷𝑎𝑡𝑎. 𝑆𝑡𝑠, 
where ps is the soil porosity (m/layer), IData.H is the height of a soil layer, and IData.Sts is the bulk density.
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3 Results of the DNDC version 86 
During the course of this work, over one hundred different attempts were undertaken to optimise 
the model simulations of the DNDC model. Each of these optimisations consisted of up to 35 single 
steps, each single step yielding the complete dataset of a model run. As already mentioned, model 
runs were evaluated statistically as well as graphically, however, due to the abundance of results only 
a selection of available results will be highlighted here.  
The result chapter is separated into two parts, due to the fact that two versions of the DNDC model 
were used in this work (version 86 and 89H). Due to the fact that for model version 86 only half of 
the source code was available for this work, no changes could be applied to the model, and thus only 
simultaneous optimisations of the soil water content, mineral N and N2O emission simulation are 
available. The optimisation of this model version included tests of basic model settings, as the soil 
type or the simulation with either measured or default crop yields. Unfortunately, due to the inability 
to change the source code, the faulty soil water content simulation could not be separated from the 
other model calculations, so that it did not become clear (could not be tested) whether the 
discrepancies encountered in the simulation of the Nmin or the N2O emissions were caused by the 
faulty soil water content simulation alone, or if the two subsequent calculations were erroneous as 
well. 
3.1 Default model simulations 
Following the first test, results for T1, T2, and T3 will be presented. In Figure 3.1.1, the results of the 
simulation of the soil moisture in T1 (optimised water and nitrogen input) are given for the years 
1999-2002. Note that the measurements of the soil water content paused during the winter months. 
The three datasets are connected by a straight line in all diagrams. Furthermore, in the DNDC model 
simulation outputs, water in the upper soil layers is frozen and, therefore, it is not accounted for as 
water content. This is the reason why the soil water content drops to zero in the soil layers 0-15 cm 
and 15-30 cm during winter periods.  
It can be seen clearly in figure 3.1.1 that large discrepancies exist between measured and modelled 
soil moisture. The largest overestimations are located in the period April – June in the years 2000 and 
2002 in the soil layer 0-15 cm (figure 3.1.1A), but they are equally present in the other two 
investigated soil layers (figure 3.1.1C and 3.1.1E). The largest underestimation can be found in the 
second half of the year 2000 in all three soil layers (figure 3.1.1A). Differences range from 50% 
underestimation (figure 3.1.1D) to > -150% overestimation (esp. figure 3.1.1F, but also 3.1.1B and 
3.1.1D). 
The simulation results of the soil water content in T2 (traditional irrigation and optimised fertilisation) 
are presented in figure 3.1.2. Although the DNDC model achieves a better fit with the measured date 
in the soil layer 0-15 cm (figure 3.1.2A), similar discrepancy patterns as in T1 can be observed in all 
three soil layers (figure 3.1.2A, 3.1.2C, 3.1.2E). Again, there is some overestimation in the period 
April-June 2000 in all three years, although the differences are by far not as large as for T1 (around -
50% to 50% in figure 3.1.1B and 3.1.1D, around -150% to 50% in 3.1.2F). Further, there is also an 
underestimation in the time around Oct. 2001, slightest in the surface soil layer and becoming larger 
in the soil layers below. In general, however, the simulation of the surface soil layer of T2 shows 
smaller discrepancies in comparison to the simulation results for T1.  















Figure 3.1.1: Comparison of measured and modelled soil water content of T1. Figure (A), (C) and (E) show the actual 
soil water content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) 
show the calculated differences between measured and modelled soil moisture values of the three soil layers in 
2000, 2001 and 2002, respectively. (Note that due to the calculation the overestimations in the difference diagrams 
are negative). 






Figure 3.1.2: Comparison of measured and modelled soil water content of T2. Figure (A), (C) and (E) show the actual 
soil water content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) 
show the calculated differences between measured and modelled soil moisture values of the three soil layers in 
2000, 2001 and 2002, respectively. 






Figure 3.1.3: Comparison of measured and modelled soil water content of T3. Figure (A), (C) and (E) show the actual 
soil water content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) 
show the calculated differences between measured and modelled soil moisture values of the three soil layers in 
2000, 2001 and 2002, respectively. 
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The situation is similar for the simulation of T3 (traditional irrigation and fertilisation), as can be seen 
in figure 3.1.3, which is to be expected, due to a similar irrigation regime. There is an overestimation 
again in the period April-June 2000, growing bigger in the lower soil layers, the same hold true for 
the underestimation in October of all three years (figure 3.1.3A, 3.1.3C, 3.1.3E). The differences are 
biggest in the third year (figure 3.1.3F), as in T2 (figure 3.1.2F), and moderate with -50% to 50% in the 
other two years (figure 3.1.3B and 3.1.3D). 
In figure 3.1.4A, it can be seen how the fertilisation of Urea increases the simulated NH4
+ 
concentration in the soil layer 0-10 cm of T1. The amounts of NH4
+ entering the soil are lower than 
the applied amount of fertiliser due to the modelled gaseous losses. Furthermore, NH4
+ is 
transformed rapidly into NO3
-, this explains the increases in the NO3
- pool directly after the NH4
+ 
peaks. The average NO3
- pool is increasing over the three years. In the soil 0-20 cm (figure 3.1.4C), 
the amounts of NH4
+ do not surpass 5kg/ha. The NO3
- pool increases shortly to 35 kg ha-1 and then 
drops steadily towards 0 kg ha-1, but regains a level of around 15 kg ha-1 after Oct. 2001. The situation 
is similar in the soil layer 20-30 cm (figure 3.1.4E), although here the NO3
- amounts increase to 45 kg 
ha-1, and only regain to about 10 kg ha-1 after having decreased to 0 kg ha-1 in the summer 2001. The 
NH4
+ pool fluctuates between 0 and 10 kg ha-1.  
As can be seen in figure 3.1.4B, the modelled and measured Nmin of the soil layer 0-30 cm do 
correlate quite well. It has to be taken into account, however, that the Nmin was measured shortly 
before a fertilisation event in order to determine the required amounts. Thus the actual Nmin curve is 
likely to be higher than represented in this figure. Figure 3.1.4D shows that the overall Nmin (0-50 cm) 
reaches its peak on Julian Day 200 (April 2000) with around 110 kg N ha -1, but drops over the next 
200 days to about 30 kg ha-1. In the summer 2001, the pool increases to about 50 kg ha -1, and in 
summer 2002 to about 70 kg ha-1. The gross mineralisation is overall very low (figure 3.1.4F). There is 
a peak of 3 g N ha-1 d-1 at the start of the model run, but always drops to 0 g ha-1 d-1 during the winter 
months. In the following summer months, the mineralisation raises to about 1 g ha -1 d-1. 
Due to a similar fertilisation regime in T2 (figure 3.1.5), the behaviour of the different N pools is 
comparable to T1 (figure 3.1.4). However, the different irrigation regime appears to cause overall 
lower N pool amounts. In figure 3.1.5A, 3.1.5C and 3.1.5E, it can be seen that the behaviour of the 
NH4
+ pools are equal to the NH4
+ pools in T1, but the NO3
- pool in figure 3.1.5A hardly surpasses 30 kg 
ha-1 in the summer 2002, some 10 kg ha-1 lower than in T1. Similar, in figure 3.1.5C and 3.1.5E, the 
higher amounts of NO3
- in the summer 2000 are about 10 kg ha-1 lower than for T1, and the pool 
remains roughly at 10 kg ha-1  for the remaining time. Unfortunately, no Nmin data were available for 
the soil layer 0-30 cm, so that figure 3.1.5B only shows the modelled Nmin for 0-30 cm. In figure 
3.1.5D, it is evident that the overall Nmin is about 20 kg ha
-1 lower than in T1. The gross mineralisation 
(figure 3.1.5F) is similar to the mineralisation in T1. 
Concerning the N pool simulation of T3 (figure 3.1.6), the simulation looks different, caused by the 
traditional fertilisation regime (note that the y-axis uses a different scale). In the soil layer 0-10 cm 
(figure 3.1.6A), NH4
+ peaks of up to 100 kg ha-1 can be observed. Furthermore, it can be seen that the 
amounts of NO3
- reach up to 200 kg ha-1 in October of every year, but following this experience a 
drop by about 75 kg ha-1. The NO3
- amounts then remain at this level until early April, then they drop 
to about 50 kg ha-1. The soil layer 10-20 cm (figure 3.1.6C) gains NO3
- in October. This coincides with 
the first drop in the surface layer. The soil layer looses NO3
- gradually from April on. Nevertheless, the 
NO3
- amounts are generally increasing over the three years. The NH4
+ amounts remain 0 kg ha-1 in this  








Figure 3.1.4: The simulated mineral nitrogen pools in the soil in T1, using DNDC86. Figure (A), (C) and (E) show the 
simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for 





amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 
cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-2002. 








Figure 3.1.5: The simulated mineral nitrogen pools in the soil in T2, using DNDC86. Figure (A), (C) and (E) show the 
simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for 





amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 
cm) for all three years. In figure (F), the gross mineralisation of T2 is shown during the years 1999-2002. 






Figure 3.1.6: The simulated mineral nitrogen pools in the soil in T3, using DNDC86 (Note the different scaling of the y-
axis). Figure (A), (C) and (E) show the simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 
cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the measured Nmin concentration is compared 




 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total  
modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T3 is shown during 
the years 1999-2002. 





Figure 3.1.7: Simulated N losses in T1. (A) and (C) Comparison of measured and simulated N2O emissions of T1 in the 
summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and simulated N 2O emissions 
of T1 in the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T1 during the years 1999-2002. (F)  
Simulated leaching of nitrate of T1 during the years 1999-2002. 






Figure 3.1.8: Simulated N losses in T2. (A) and (C) Comparison of measured and simulated N2O emissions of T2 in the 
summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and simulated N 2O emissions 
of T2 in the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T2 during the years 1999-2002. (F)  
Simulated leaching of nitrate of T2 during the years 1999-2002. 





Figure 3.1.9: Simulated N losses in T3. (A) and (C) Comparison of measured and simulated N2O emissions of T3 in the 
summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and simulated N 2O emissions 
of T3 in the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T3 during the years 1999-2002. (F)  
Simulated leaching of nitrate of T3 during the years 1999-2002. 




layer, with only two exceptions. The same is true for the layer 20-30 cm (figure 3.1.6E). On the 
opposite, a steady increase in NO3
- can be observed, from 90 kg ha-1 to > 300 kg ha-1. The is similar in 
figure 3.1.6B and 3.1.6D, with the result that there are between 500 and 700 kg ha -1 mineral nitrogen 
present in the soil (0-50 cm) after three years. The gross mineralisation is equal to T1 and T2 and 
therefore, does not contribute to these increases.  
Figure 3.1.7 shows an overview over the simulated N2O emissions in comparison to measured 
emissions of T1. As the figures 3.1.7A and 3.1.7C show, timing and size of the measured and 
simulated N2O emissions do not correspondent well, especially in 3.1.7C. Considering the cumulative 
N2O emissions, it can be observed that modelled and simulated amounts corresponded relatively 
well in the year 2001, but there is a huge overestimation of the N2O emissions in 2002. In figure 
3.1.7E, it can be observed that the highest peaks of modelled N2O emissions take place between June 
and August (up to 450 g N2O-N ha
-1 d-1, while the highest measured peak is at about 120 N2O-N ha
-1 d-
1), which coincides with the main rainfall period in this area. The modelled nitrogen leaching (figure 
3.1.7F) is highest in the first year, and reaches the maximum with 12 kg ha -1 d-1 in 2000, but is almost 
negligible in the following years. Unfortunately, no nitrate leaching data were available for 
comparison. 
As was already the case for the mineral nitrogen, the N2O emissions patterns of T2 (figure 3.1.8) are 
quite similar to T1 (figure 3.1.7). There is a little difference in the timing and size of the peaks (figure 
3.1.8A and 3.1.8C), but the same discrepancies exist between modelled and measured data. 
Furthermore, the modelled cumulative N2O emissions fit quite well to the measurements in the year 
2001 (figure 3.1.8B), but are largely overestimated in the year 2002 (figure 3.1.8D). Peaks in N2O 
emissions go up to 320 N2O-N ha
-1 d-1, however, the highest peaks appear before June in this 
simulation. Concerning the modelled nitrate leaching, here the highest peak is also 12 kg ha -1 d-1 in 
the year 2000.  
As far as the N2O emissions of T3 (figure 3.1.9) are concerned, the higher fertilisation amounts have a 
distinct influence on the amounts of emitted N2O. Both the modelled and measured N2O peaks go up 
to > 400 g N2O-N ha
-1 d-1. The timing of the modelled peaks, however, is not correct (figure 3.1.9A 
and 3.1.9C). Despite the fact that the modelled N2O emissions are in some agreement with the 
measured N2O emissions during the first half of the measurement period in 2001, the cumulative 
N2O emission amounts are overestimated by roughly 100% (figure 3.1.9B). In the year 2002, the N2O 
emissions are overestimated by over 400% (figure 3.1.9D). The highest modelled N2O emission peaks 
are in early summer (up to 490 g N2O-N ha
-1 d-1), modelled nitrate leaching increases with the 
increasing NO3
- pool to over 65 kg ha-1 d-1 in the year 2002 (figure 3.1.9E and F). 
Table 3.1.1 gives an overview over the statistical evaluation of the above presented figures. The 
highest correlation between modelled and observed soil water contents can be found for the soil 
layer 0-15 cm, for all three years, of T2 with 0.21. Generally, T2 and T3 are modelled with a higher 
correlation (0.1 – 0.21) than T1 (0.0 – 0.08). Nevertheless, the model efficiency (EF) is negative for all 
three treatments and soil layers. The EF value is closer to 0 for T2 and T3 in the layer 0-15 cm. In 
comparison to T1, however, in the lowest soil layer (30-60 cm), T2 and T3 EF values are by far worse 
than of T1. The RMSE is comparable for all three treatments and soil layers, ranging from 13.94 to 
19.87. 
Investigating the coefficient of determination per year and per layer reveals that the best correlation 
was achieved in the second year for T2 and T3 in all three soil layers. Apart from that, the coefficient 
of determination remains between 0.0 and 0.15 for the other years and T1. Similar, the differences 
are smallest for T2 and T3 in the second year (2.35 – 10.38) and clearly distinguished from T1 and the  
University  Hohenheim, Dissertation - R. Kröbel 
104 
 
Table 3.1.1: Comparing measurements to the simulations of T1, T2, and T3 
by the model version DNDC86 using default parameters 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 

































R² of the soil water content 
simulation in the soil layer 0 – 15 
cm per year 
R² of the soil water content 
simulation in the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation per soil layer and year 
  
































Calculated differences in the soil 
layer 0 – 15 cm per year (in %) 
Calculated differences in the soil 
layer 15 – 30 cm per year (in %)  
Calculated differences in the soil 
layer 30 – 60 cm per year (in %) 
  
































R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  































                    
other years. Concerning the simulation of Nmin, the coefficient of determination between modelled 
and measured values for T1 is 0.22, the EF is -0.93 and the RMSE is 28.11. As already mentioned, 
there were no Nmin data available for an evaluation of the T2 and T3, concerning the Nmin simulation.  
The statistical evaluation of the simulated N2O emissions reflects the graphical evaluation. Coefficient 
of determinations between modelled and measured values range from 0.01 to 0.08, the best EF 
value (-0.62) is from T3 for the year 2001, while the worst EF value (-30.25) is of T2 in the year 2002. 
The RMSE ranges from 16.88 to 96.86. Overall, the simulation results of the default model were not 
satisfying. Therefore, it was decided to attempt an optimisation of the input parameters in order to 
improve the DNDC model simulations.  
3.2 Model calibration 
It was hypothesised that changes in the soil properties will decrease the encountered discrepancies 
between soil water content simulation and measurement. Therefore, the soil type was changed first 
to loamy (with a clay content of 0.19) and then to silty clay loam (clay content 0.34). Second the soil 
organic carbon (SOC) was adjusted. Statistical results of this testing are given in table 3.2.1. It shows 
that an increase in clay content leads to a slight improvement of the soil moisture simulation in the 
surface soil layers, while results in the two lower layers got worse than in the test treatment. The  
same holds true for the adjustment of the SOC: coefficient of determination, EF value and RMSE 
improved for the surface soil layer, clearly get worse in the lowest layer, while for the middle layer  




Table 3.2.1: Comparing measurements to different simulations of T1 by the 
model version DNDC86 using default & modified parameters 
Treatment 
R² of the soil water content 
simulation per soil layer for 
all 3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water 
content simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 default 
T1 - loamy 
T1 - silty clay loam 






































R² of the soil water content 
simulation in the soil layer 0 
– 15 cm per year 
R² of the soil water content 
simulation in the soil layer 15 
– 30 cm per year 
R² of the soil water content 
simulation in the soil layer 30 
– 60 cm per year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 default 
T1 - loamy 
T1 - silty clay loam 






































Calculated differences in the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences in the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences in ther 
soil layer 30 – 60 cm per year 
(in %) 
  
1st yr  2nd yr 3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 default 
T1 - loamy 
T1 - silty clay loam 






































R², EF, and RMSE for the 
simulation of mineral N in 
the soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions 
in 2001 
R², EF, and RMSE for the 
simulation of N₂O emissions 
in 2002 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 default 
T1 - loamy 
T1 - silty clay loam 





































                    
the correlation decreases but the EF remains as bad as before. Looking at the coefficient of 
determinations per layer and year, it can be seen that owing to the applied changes the simulation of 
the second year is distinctly better than for the other two years, a pattern that was seen too for T2 
and T3 in the testing. 
Concerning the calculated differences, it is evident that the adjustment of the SOC in general causes 
smaller differences than the test treatment. The differences are also comparable to the model runs 
using higher clay contents. The Nmin calculation using the adjusted model inputs is worse than in the 
test runs, except the test run using the silty clay loam soil. Last but not least, the N 2O emission 
simulation is improved slightly in the second year (the SOC variant being the best), but discrepancies 
in the third year increased in comparison to the test treatment. In the end both variants changing the 
soil type were dismissed and the adjusted SOC value was changed permanently for the following 
model runs. This step was conducted despite differently reported values by Mack (2005) , after a 
general SOC content at the DBW site of 1.2% was confirmed in a personal communication with Prof. 
Chen (Spring, 2005).  
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3.3 Testing the influence of the crop yield 
In the next step of this manual optimisation, the influence of the empirical crop model was tested. 
First, the model was run using the default potential yield given by the DNDC model. Second, the in 
the field experiment measured crop yields were used. The statistical evaluations of the model runs, 
using the potential yield, are given in table 3.3.1. Concerning the coefficient of determination, no 
improvement can be identified. In the 3 year average, the results are considerably better for T2 and 
T3, than for T1. There is also a positive EF in the surface soil layer for T2 and T3 (0.19 and 0.11, 
respectively), while for T1 the EF increases from -0.92 to -0.15. However, the EF value for the lowest 
soil layers has dropped in comparison to the test run. The EF values for the layer 15-30 cm remain 
similar compared to the test run. Concerning the RMSE results, values improved for the surface soil 
layer by 3-4%, and in the soil layer 15-30 cm almost no changes can be identified. There is, however, 
an increase in RMSE for T1 and T2 in the soil layer 30-60 cm.  
A further look at the coefficient of determinations per layer and year makes clear that especially the 
values for T1, second year, have increased. Apart from that, however, there are not many changes 
for the other years. The situation is similar for T2 and T3, where no clear improvement or decline can 
be identified. From the calculation of the differences a general improvement can be noticed, 
especially in the first year. Nevertheless, there is an increase of differences in the second year. Both 
the simulations of the Nmin and the N2O emissions have deteriorated clearly in comparison to the test 
run. 
Table 3.3.1: Comparing measurements to the simulations of T1, T2, and T3 
by the model version DNDC86 using potential yield and default parameters 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 

































R² of the soil water content 
simulation in the soil layer 0 – 15 
cm per year 
R² of the soil water content 
simulation in the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation in the soil layer 30 – 
60 cm per year 
  
































Calculated differences in the soil 
layer 0 – 15 cm per year (in %) 
Calculated differences in the soil 
layer 15 – 30 cm per year (in %)  
Calculated differences in the soil 
layer 30 – 60 cm per year (in %) 
  
































R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 



































When using the measured yields for the model simulation, which influences the calculation of the 
crop growth curve, simulation results improve slightly in comparison to the simulation with default 
potential yields (table 3.3.2). For the coefficient of determination of modelled and measured data, an 
increase can be noticed in comparison to table 3.3.1, which ranges from 0.02 to 0.09 in all cases. 
Comparing the EF values between table 3.3.1 and table 3.3.2, an improvement ranging from 0.04 to 
0.97 can be observed. Furthermore, also the RMSE decreases by roughly 1%. Nevertheless, these 
improvements do not change the fact that the coefficient of determinations are poor, and the EF 
values are positive only in the case of the soil layer 0-15 cm of T2 and T3.  
Investigating the coefficient of determinations per layer and year, the best results are found in the 
first and second year, while correlations remain very low for the third year. Furthermore, using the 
soil layer15-30 cm as an example, it was found that there can be high coefficient of determinations 
between modelling results and measurements, even though a negative EF value was encountered. 
Looking at the calculated differences, it has to be pointed out that the major differences between 
table 3.3.1 and 16 are in the surface soil layer, where differences change by up to 4%, while in the 
other two layers changes are negligible or go up to 2%. Unfortunately, the slight improvements in the 
soil moisture simulations are accompanied by even larger discrepancies in the Nmin simulation. Here, 
the EF drops from -1.54 to -6.24 and the RMSE increases from 32.21 to 54.42 in treatment T1.  
Concerning the N2O emission calculation, results remain as badly as already shown in table 3.3.1. This 
suggests that the simulated N2O emissions are dependent on fertiliser input rather than crop growth, 
since the pool of mineral nitrogen is influenced by alternated crop growth, but the simulated gaseous 
losses appear unaffected.  
Table 3.3.2: Comparing measurements to the simulations of T1, T2, and T3 
by the model version DNDC86 using measured yield and default parameters  
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 

































R² of the soil water content 
simulation in the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation in the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation in the soil layer 30 – 
60 cm per year 
  
































Calculated differences in the soil 
layer 0 – 15 cm per year (in %) 
Calculated differences in the soil 
layer 15 – 30 cm per year (in %)  
Calculated differences in the soil 
layer 30 – 60 cm per year (in %) 
































R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 0 -30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
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As already stated before, the task to improve the model version DNDC86 was rendered impossible by 
the fact that only half of the source code of the program was available. Therefore, no changes could 
have been applied to this model version. Attempts to rebuild version 86 using the model building 
software Berkeley Madonna (Macey et al., 2003) had to be given up at the end. On the one hand this 
was due to the fact that Berkeley Madonna does not work with programming loops, an essential 
property of the DNDC source code. On the other hand the enormous amount of time needed to 
transcript the source code rendered the task impossible. Instead, the work had to be continue d with 
model version DNDC89, of which a complete source code was made available to this research in the 
end of 2006. 




4 Results of the DNDC version 89 
Due to the reason that a complete source code was available for the second model version (since Oct. 
2006), a more detailed testing of the model’s calculation was possible. Accordingly, the 4th chapter is 
subdivided into three parts, where the first part concerns the soil water content simulation, the 
second part the mineral N simulation, and the third part the N2O emission simulation. This is only 
partly in agreement with the actual progress of this work, this subdivision, however, was chosen to 
allow a better understanding of the achieved results.  
Thus, the chapter starts with the first default simulation, which then is used as benchmark for the 
comparison for all following results. Next, all soil water simulation results are given, including the 
default model optimisation, the addition of a new water travel time equation, and the extension of 
the simulated soil depth from 50 cm to 90 cm. In the end of the soil water simulation sub chapter, a 
comparison of three potential evaporation equations is given, one of which is used in the DNDC 
model (Thornthwaite equation). Despite the efforts, the simulation of the soil water content 
remained unsatisfying. This is proven by the facts that the statistical evaluation yielded poor 
correlations between measured and simulated data, and that the EF value remained negative in most 
cases. 
The following sub chapter concerns the simulation of the mineral nitrogen. Here, the comparison of 
measured and simulated data is hindered by the facts that for the period of three years only 20 
measurements were taken, and that the measurements in general preceded fertilisation events (due 
to the fact that they were used to determine fertilisation rates). This means that the measurement 
values, when linked to a curve certainly represent a lower Nmin content than was actually present in 
the field. The main problem of the first simulations, however , was that the simulated Nmin pool 
emptied already after the first winter. This problem could only be solved by the addition of 100 kg N 
atmospheric deposition and the adjustment of the fractioning of the simulated SOC (soil organic 
carbon) pools. Due to the fact that the soil water content simulations were unsatisfying, the model 
was, furthermore, reprogrammed to calculate with measured soil water data, in order to exclude the 
error caused by an erroneous soil water simulation in the subsequent calculations. In the end, a 
somewhat satisfying simulation of the Nmin content was achieved.  
The last sub chapter presents the results of the N2O simulation. In the first simulation runs, the N2O 
emissions were completely underestimated, e.g. no emissions were simulated at all. This was caused, 
most likely, by the non-present Nmin content. After the improvement of the Nmin simulation, an 
agreement between measured and simulated total seasonal fluxes was found at least for one year, 
while the other year was still completely underestimated. Neither the calculation with measured soil 
water data, nor the extension of the simulated soil depth to 90 cm, was able to bring about an 
improvement in this situation. An agreement between measured and simulated total seasonal fluxes  
for both years was only achieved in a final optimisation of the default model, in which the soil depth 
had been extended to 90 cm. At the same time, however, the simulated soil water content and the 
Nmin content did not yield positive EF values, and almost no correlation between measured and 
simulated values found. Furthermore, also the daily emission patterns were not simulated accurately 
by the model.  
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4.1 Results of the default model 
In figure 4.1.1, the simulation results of T1 concerning the soil moisture can be seen. The modelled 
curve has changed clearly in comparison to model version DNDC86. However, still similar 
discrepancies can be identified. There is an overestimation in April-June 2000, where the differences 
are largest in the surface layer (figure 4.1.1A) and there is an underestimation in the period August-
October 2000, the biggest underestimation being in the lowest soil layer (figure 4.1.1E). In the 
second year (2001), the first half of the season is modelled relatively well, but in the second half the 
soil water content is largely overestimated. This problem persists until the middle of 2002, and the 
second half of 2002 is again modelled relatively well. Comparing the plotted differences with figure 
3.1.1, it becomes clear that the differences in the first half of the year 2000 are overall smaller for 
DNDC89 than for DNDC86 (figure 4.1.1B), while the second half shows about the same differences 
for both model versions. The first half of the second year (figure 4.1.1D) reveals smaller differences 
for DNDC89 as well, but in the second half differences become a little bigger than for DNDC86. Finally, 
in the third year (figure 4.1.1F), differences in the first half are similar to DNDC86, while the second 
half shows smaller differences than DNDC86.  
In figure 4.1.2, the simulation of the N pools in T1 is presented. As already explained for figure 3.1.4A, 
in figure 4.1.2A the fertilisation of Urea can be observed as peaks in the NH4
+ pool, but part of the 
fertilised Urea is again lost as gaseous emission. However, except a small depot of NH4
+ in the winter 
2000, the NH4
+ pool remains on 0 kg N ha-1 throughout the rest of the simulation in the two lower soil 
layers (figure 4.1.2C and 4.1.2E). Furthermore, in all three soil layers (4.1.2A, 4.1.2C and 4.1.2E) the 
NO3
- pool initiates with about 20 kg N ha-1 and drops to 0 kg N ha-1 after the winter 99/00. 
Accordingly, in figure 4.1.2B, the Nmin drops to 0 kg N ha
-1 in April 2000. After that, increases to about 
20 kg N ha-1 are associated with each fertilisation event, which in each case only lasts for some days 
before returning to 0 kg N ha-1. The total Nmin (0-50 cm) shown in figure 4.1.2D reveals a similar 
pattern, the initial 80 kg N ha-1 vanish until day 200, and the curve only surpasses 0 kg N ha -1 in case 
of a fertilisation event. Gross mineralisation is increased greatly (figure 4.1.2F), the effect of this 
process can be observed in the Nmin pool in figure 4.1.2D. 
Due to the lack of N in the N pools it can be concluded that the N2O emissions shown in figure 4.1.3A 
and 4.1.3B are caused by the fertilization events. As can be seen in figure 4.1.3A already, but also in 
4.1.3B, N2O emissions are almost non-existent in 2001, and therefore, the measured N2O emissions 
are completely underestimated. The figures 4.1.3C and 4.1.3D show that only about the half of the 
measured N2O emissions are simulated in the year 2002. However, timing and height of the peaks do 
not represent the measured patterns. In figure 4.1.3E can be seen that the N2O emission peaks 
follow the fertilisation events. The highest peak is simulated in August 2000, apparently based on a 
joined peak of NH4
+ and NO3
- in the surface layer and an almost saturated soil. Another interesting 
point in this model test is the simulated nitrate leaching (see figure 4.1.3F), where for each 
fertilization event up to 125 kg N ha-1 are leaving the soil system, even though the nitrate is not 
recorded in the nitrate pool profile. 
The statistical evaluation of this first test run with model version DNDC89 is given in table 4.1.1. It 
can be seen that the correlation between modelled and measured values improved slightly in 
comparison to the test of T1 using model version DNDC86 (given in table 2). The EF value is more 
consistent in the DNDC89 simulation with around -0.5 for all three layers, however, the results 
remains negative. The RMSE of the different soil layers improved slightly for all three soil layers. 
Investigating the coefficient of determination per layer and year reveals a general improvement of 
about 0.02, with a larger improvement for the lowest soil layer in the third year.  






Figure 4.1.1: Comparison of measured and modelled soil water content of T1 using model version DNDC89. Figure  
(A), (C) and (E) show the actual soil water content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, 
respectively. Figure (B), (D) and (F) show the calculated differences between measured and modelled soil moisture 
values of the three soil layers in 2000, 2001 and 2002, respectively. 





Figure 4.1.2: The simulated mineral nitrogen pools in the soil in T1, using DNDC89 and default parameters. Figure (A), 
(C) and (E) show the simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 





 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total  
modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during 
the years 1999-2002. 






Figure 4.1.3: Simulated N losses in T1, using DNDC89 and default parameters (Note a different scaling of the y-axis). 
(A) and (C) Comparison of measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. 
(B) and (D) Comparison of cumulative measured and simulated N2O emissions of T1 in the summer 2001 and 2002, 
respectively. (E) Modelled N2O emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 
during the years 1999-2002. 
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From the plotted differences, a large improvement can be identified in the soil layer 15-30 cm in 
comparison to the test simulation of T1 using the model version DNDC86. The differences in the 
upper soil layer decrease especially in the second year. Large differences remain in the lowest layer. 
Especially in the third year, differences increase in comparison to the DNDC86 test run. Concerning 
the Nmin simulation, the coefficient of determination increases surprisingly to 0.52. Nevertheless, EF 
value and RMSE are worse than in the DNDC86 test run. For both N2O measurement periods, no 
correlation can be discovered between modelled and measured values, but surprisingly the EF value 
as well as the RMSE value improved for both periods. 
The large overestimations of the SWC in the first half of the 3rd year led to the suspicion that the 
model was underestimating the potential evaporation. For computing the evaporation, DNDC uses 
the Thornthwaite equation, whereas other possibilities are the Penman-Montheith or Makkink 
equation. These three approaches were compared with each other for daily and cumulative rates 
(figure 4.1.4 and 4.1.5).  
Using the data of the weather station of the study site for the period May 1999 – May 2000, the 
highest estimate came from the Makkink equation with about 1100 mm. In figure 4.1.5 can be seen, 
however, that the cumulative results of the three investigated methods do not differ considerably 
(1000 – 1100 mm), and in particular the Thornthwaite- and Penman equations yield a similar final 
result. Figure 4.1.4 also highlights how the high temperatures in the summer months strongly 
increase the potential evaporation in the Thornthwaite-calculation, while the other two equations 
predict a periodic fluctuation, and a generally lower evaporation. In contrast, the evaporation does 
not increase further during the winter months in the Thornthwaite  calculation, while values of almost 
200 mm are calculated by the Penman- and the Makkink equations during the same period. However, 
differences between the different evaporation equations are very small in the season where the 
largest model deviations were observed, which is why the working hypothesis had to be rejected.  
Table 4.1.1: Comparing measurements and test simulation of T1, using 
model version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 
3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 0.04 0.10 0.06 -0.41 -0.59 -0.51 16.23 14.63 13.19 
Treatment 
R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 0.06 0.16 0.00 0.12 0.20 0.09 0.02 0.05 0.23 
Treatment 
Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 -13.95 -11.43 2.75 -17.56 -16.31 -17.15 -73.26 -47.73 -27.90 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  R²  EF  RMSE  R²  EF  RMSE R²  EF  RMSE  
T1 0.52 -1.29 30.60 0.00 -0.65 25.67 0.00 -0.37 11.50 







Figure 4.1.4: Comparison of three different equations for the calculation of the potential evaporation (Thornthwaite, 
Makkink, and Penman equation) on the basis of daily rates.  
Figure 4.1.5: Comparison of  three different equations for the calculation of the potential evaporation (Thornthwaite, 
Makkink, and Penman equation) on the basis of cumulative rates. 
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4.2 Testing and optimisation of the soil water content simulation 
4.2.1 The default model 
The first attempt to optimise the DNDC model simulations, utilizing the automated parameter 
optimisation software UCODE_2005, focussed on the crop water uptake and, therefore, on the DNDC 
default crop parameters (where TDD WW and TDD Maize are the Temperature Degree Days for 
Winter Wheat and Maize, respectively, and waterreq is the water requirement). The results of each 
of these optimisation steps are given in table 4.2.1 (note, that using the 1s t UCODE optimisation 
approach, the treatment T1 waterreq Maize forms the final result of this approach), the sensitivities 
of the crop parameters in table 4.2.2, and the results of the parameter adjustment in table 4.2.3. It 
can be seen that the optimisation had no considerable effect on the correlations between measured 
and modelled data. Despite this fact the EF values improved from around -0.5 to around -0.2, 
furthermore, the RMSE dropped slightly to a range between 11.5 and 15.  
Table 4.2.1: Comparison between measurements and the optimised 
simulation of T1, using the 1st UCODE optimisation approach and model 
version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 
3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water 
content simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 
T1 TDD WW 
T1 waterreq WW 
T1 TDD Maize 















































R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 
– 30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 
– 60 cm per year 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 
T1 TDD WW 
T1 water req WW 
T1 TDD Maize 















































Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 
T1 TDD WW 
T1 water req WW 
T1 TDD Maize 















































R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 
T1 TDD WW 
T1 water req WW 
T1 TDD Maize 


















































Table 4.2.2: Sensitivities of the optimised crop parameters 
  composite scaled sensitivity ratio to maximum 
TDD WW 1.14E+02 1.00E+00 
waterrequire WW 1.12E+02 9.88E-01 
TDD Maize 5.21E+01 4.58E-01 
waterrequire Maize 4.59E+01 4.03E-01 
 
    
Additionally, it appears as if the calculated differences dropped to a very low level in the first two 
years, but the values are a little misleading, owing to the fact that these are average values for the 
whole year.  
Figure 4.2.1 shows the graphical evaluation of the model results after the optimisation of the last 
crop parameter (waterreq Maize). In this figure can be seen that, compared to the DNDC89 T1 test 
run (figure 4.1.1), the simulation of the soil moisture improved only slightly. Especially the surface 
soil layer appears unchanged (figure 4.2.1A), the second simulated year (2001) revealing the best fit 
of modelled data to the measurements. Furthermore, while in the first year modelled values are 
mainly in the range of the measured fluctuations, in the end of the second and the start of the third 
year the SWC is largely overestimated.  
The soil layer 15-30 cm shows the overall best fit between modelled and measured data (figure 
4.2.1C). Here can be seen that the fit in the first half of the first year improved greatly, but there is a 
distinct underestimation of soil moisture in the second half of the first year. The first half of the 
second year shows a very nice overlap of modelled and measured data, but also in this layer second 
half of the second year and start of the third year are considerably overestimated. The lowest soil 
layer (figure 4.2.1E) shows an improved model simulation for the first half of the first and the second 
year, but deviations from the measured curve are consistent for the rest of the time, and only little 
change can be observed there.  
Looking at the plotted differences, it becomes clear that the average differences give a misleading 
impression. In the first year (figure 4.2.1B), the shape of the difference curves remains similar to the 
one given in figure 30B, but the amplitude of the plotted differences decreases a bit, and the overall 
curve moved towards the zero line. The situation is similar in the second year (figure 4.2.1D), also 
here the shape of the curves remains (in comparison to figure 4.1.1D), but the amplitude of the 
differences becomes less and the curves move in towards the zero line. In the third year (figure 
4.2.1E), the whole curve drops slightly towards the zero line, however, the overestimations in the 
first half of the third year are unchanged.  
Table 4.2.3: Parameter adjustments of the four optimised crop parameters, 
using model version DNDC89 and the first UCODE optimisation approach 
Parameter name Original value Optimised Value 
water requirement WW (mm) 323 252.3 
TDD WW (°D) 2550 2002 
water requirement Maize (mm) 474 494.2 
TDD Maize (°D) 2000 1834 
      




Figure 4.2.1: Comparison of measured and modelled soil water content of T1 after the optimisation of four crop 
parameters, using model version DNDC89. Figure (A), (C) and (E) show the actual soil water content in the period 
1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated differences 
between measured and modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, respectively. 




From the presented results, it was concluded that an optimisation that focuses only on the crop 
parameters is not sufficient to bring the simulation results to a satisfying level. Therefore, in the next 
optimisation attempt, the field capacity was optimised in addition to the above mentioned crop 
parameters, in order to adjust the water transport in the soil moisture calculation. Furthermore, it 
was attempted to optimise the hydraulic conductivity, which is a newly introduced input parameter 
in the model version DNDC89.  
Table 4.2.4 shows the results of this optimisation attempt. It can be seen that first there is an 
attempt to optimise five parameters (field capacity, plus the four above mentioned crop parameters), 
which, using the 2nd UCODE optimisation approach are reduced with each continuing optimisation 
step. This is followed by an attempt to optimise the hydraulic conductivity (T1 swc incl hydr cond).   
Table 4.2.4: Comparison of measurements and SWC simulation of T1, 
optimised by using the 2nd UCODE optimisation approach and model version 
DNDC89, as well as testing of the hydraulic conductivity  
Treatment 
R² of the soil water 
content simulation per 
soil layer for all 3 years 
EF value for the soil water 
content simulation per 
layer 
RMSE of the soil water 
content simulation per 
layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 5 parameters 
T1 4 parameters 
T1 FC, waterreq + TDD WW 
T1 swc incl hydr cond 
T1 swc 5 par (2nd) 
T1 swc 4 par (2nd) 
T1 swc 3 par (2nd) 
T1 fc, waterreq, TDD WW (2nd) 



















































































R² of the soil water 
content simulation of the 
soil layer 0 – 15 cm per 
year 
R² of the soil water 
content simulation of the 
soil layer 15 – 30 cm per 
year 
R² of the soil water 
content simulation of the 
soil layer 30 – 60 cm per 
year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 5 parameters 
T1 4 parameters 
T1 FC, waterreq + TDD WW 
T1 swc incl hydr cond 
T1 swc 5 par (2nd) 
T1 swc 4 par (2nd) 
T1 swc 3 par (2nd) 
T1 fc, waterreq, TDD WW (2nd)  



















































































Calculated differences of 
the soil layer 0 – 15 cm 
per year (in %) 
Calculated differences of 
the soil layer 15 – 30 cm 
per year (in %) 
Calculated differences of 
the soil layer 30 – 60 cm 
per year (in %) 
  
1st yr  2nd yr  3rd yr 1st yr  2nd yr  3rd yr 1st yr  2nd yr  3rd yr  
T1 5 parameters 
T1 4 parameters 
T1 FC, waterreq + TDD WW 
T1 swc incl hydr cond 
T1 swc 5 par (2nd) 
T1 swc 4 par (2nd) 
T1 swc 3 par (2nd) 
T1 fc, waterreq, TDD WW (2nd)  
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Then, a second attempt to optimise the five parameters was conducted - working with a different 
approach to optimise the hydraulic conductivity, after the parameter was identified insensitive in the 
first attempt. Nevertheless, the hydraulic conductivity remained insensitive for the model 
calculations, even though it was intensely tested that the parameter was adjusted correctly in the 
model optimisation.  
What becomes evident already at a first glance is that the first and the second optimisation for five 
parameters differ in the outcomes, even though the same parameters were tested. This is due to the 
fact that the second optimisation was started with the optimised parameter values of the first 
optimisation. When optimising multiple parameters automatically, it is more likely that the software 
arrives at an artificial optimum. To prevent this, the optimisation has to be started with changed 
parameters to see whether it arrives at a similar optimum. However, as can be seen in the last steps 
of both optimisation attempts (optimisation steps ‘T1 FC, waterreq + TDD WW’ and ‘T1 opt fc, 
waterreq, + TDD WW 2nd’, where fc is the field capacity, waterreq WW is the water requirement of 
Winter Wheat and TDD WW is the factor describing the Temperature Degree Days of Winter Wheat), 
coefficient of determinations, EF values and RMSE are more or less similar, so that the problem of 
artificial optima was dismissed. 
The second point that becomes apparent is that the optimisation steps ‘T1 opt swc incl hydr cond’  
(T1 optimising SWC including hydraulic conductivity) and ‘T1 opt swc 5 par (2nd)’ (T1 optimise SWC 
with 5 parameters- second attempt) yield the same results. This is explained by the fact that in the 
first case the hydraulic conductivity was not sensitive, and therefore had no further influence on the 
final outcomes. Looking at the statistical evaluation results, none of the optimisation steps can be 
identified as the most optimised. On the one hand, the coefficient of determinations per layer, the EF 
values and also the RMSE show the best results for the two optimisation steps ‘T1 opt swc incl hydr 
cond’ and ‘T1 opt swc 5 par (2nd)’, while on the other hand, the coefficient of determinations per 
layer and year show that the last optimisation step of the second attempt simulates the year 2001 
considerably better than the two aforementioned steps. This, however, appears to be a replacement 
for worse simulations of the first and the third year. Furthermore, the calculated differences also 
point at the last optimisation steps of each optimisation attempt.  
Finally, the last listed optimisation step attempted to test in how far the first Winter Wheat irrigation 
(every year in November) influenced the large overestimation of the soil moisture in the end of the 
second and the first half of the third year. Inspecting the statistical evaluation, no major difference 
between the simulation with and without November irrigation can be identified. There is a slight 
improvement in the coefficient of determination for the surface and the lowest layer, as well as in 
the EF value for the same layers, when compared to the last optimisation step of the second attempt, 
but this improvement is not sufficient to create either positive EF values or satisfying coefficient of 
determinations. 
A graphical presentation of this last listed optimisation step is given in figure 4.2.2. Comparing the 
soil layer 0-15 cm (figure 4.2.2A) with figure 4.2.1A, it can be seen that the modelled curve fits much 
better in the first half of November in the second year, but an overestimation is still present in late 
December that carries on into the first half of the third year. Furthermore, the underestimation of 
the soil moisture in the second half of the first and the third year visible in figure 4.2.1A becomes 
more distinct in figure 4.2.2A. In the soil layer 15-30 cm (figure 4.2.2C), the situation is slightly 
different.  





Figure 4.2.2: Testing the influence of the November irrigation event on the overestimation of the SWC in the second 
and third simulated year, using T1 and model version DNDC89. Figure (A), (C) and (E) show the ac tual soil water 
content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the 
calculated differences between measured and modelled soil moisture values of the three soil  layers in 2000, 2001 
and 2002, respectively. 
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First of all, also here the model fit is much better in the end of the second year, however, 
overestimations continue to exist in the beginning of the third year. Additionally, the  
underestimation in the second half of the first year increased in comparison to figure 4.2.2C, but the 
end of the third year appears unchanged. Finally, in the layer 30-60 cm (figure 4.2.2E) the 
underestimation of the second half of the first year increased considerably, while there is an 
improved model fit in the second half of the second year and the first half of the third year. The 
comparison of the plotted differences (figure 4.2.2B, D and F) with figure 4.2.1 leads to the same 
conclusions.  
The removal of the November irrigation did not yield an overall improve ment of the model 
simulations. It had been assumed that the irrigation events in November were not conducted, even 
though they were recorded. The reason for this assumption was that the measured soil water 
contents showed no increase in the year 2002 after the irrigation. However, soil water 
measurements of the field experiment in 2004 and 2005 showed that there the November irrigation 
did not lead to increased soil water contents in these two years either (personal communication with 
C. Rumbaur, June 2006). Thus the assumption was dismissed and the focus of this work returned to 
the insensitivity of the hydraulic conductivity.  
4.2.2 Using an adjusted water travel time equation 
As has already been described in chapter 2.6 (Parameter Optimisation), the model version DNDC89 
was reprogrammed to enable an optimisation of the hydraulic conductivity. For this purpose, the 
equation calculating the water transport was replaced. An overview of the subsequent optimisation 
attempts is given in table 4.2.5. 
Table 4.2.5: Comparison of measurements and SWC simulation of T1 after 
implementation of a new water travel time equation, using the 2nd UCODE 
optimisation approach and model version DNDC89 
Treatment 
R² of the soil water 
content simulation per soil 
layer for all 3 years 
EF value for the soil water 
content simulation per 
layer 
RMSE of the soil water 
content simulation per 
layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 test new equation 
T1 N.E. using opt input 





























R² of the soil water 
content simulation of the 
soil layer 0 – 15 cm per 
year 
R² of the soil water 
content simulation of the 
soil layer 15 – 30 cm per 
year 
R² of the soil water 
content simulation of the 
soil layer 30 – 60 cm per 
year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr 3rd yr  
T1 test new equation 
T1 N.E. using opt input 





























Calculated differences of 
the soil layer 0 – 15 cm per 
year (in %) 
Calculated differences of 
the soil layer 15 – 30 cm 
per year (in %) 
Calculated differences of 
the soil layer 30 – 60 cm 
per year (in %) 
  
1st yr 2nd yr  3rd yr 1st yr  2nd yr  3rd yr 1st yr 2nd yr 3rd yr  
T1 test new equation 
T1 N.E. using opt input 




























(N.E. meaning new equation, opt meaning optimised and hyd cond meaning hydraulic conductivity) 





Figure 4.2.3: Test of the new equation after optimisation of all parameters (including hydraulic conductivity), using T1 
and model version DNDC89. Figure (A), (C) and (E) show the actual soil water content in the period 1999-2002 for 0-
15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated differences between 
measured and modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, respectively. 
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The new equation caused multiple differences to the default simulation, as will be described below, 
but again no major improvement of the model simulation could be recorded. The testing of this new 
equation was executed in three steps. At first, the adjusted model was executed using the default 
parameters, in the second step formerly optimised parameters were used and in the last step the 
parameters were optimised using UCODE_2005, including the hydraulic conductivity. The results of 
the first step looked promising, since the correlation between measured and modelled values 
increased considerably in the lowest soil layer. Unfortunately, this was countered by a worsening of 
the EF value, where for the soil layer 30-60 cm an EF value of -4.02 was recorded. Furthermore, also 
the RMSE increased by around 10.  
The situation remained similar after the execution of the second (formerly optimised parameters) 
and third step (new optimisation), again the coefficient of determinations per layer increased in the 
lowest layer in comparison to the default model, but the according EF and RMSE values improved 
only slightly in comparison to the first step of the new equation testing. When looking at the 
coefficient of determinations per layer and year, it becomes apparent that the values are especially 
good for all three soil layers during the second year, as well as for the soil layers 15-30 cm and 30-60 
cm in the third year. All remaining correlations are very poor for all testing steps. Additionally, the 
calculated differences worsened in comparison to the default model. Finally, the simulation results of 
the third step of the new equation testing are given in figure 4.2.3. 
In the soil layer 0-15 cm (figure 4.2.3A), the model curve appears to be following the up and downs of 
the measurement curve relatively well. A closer look, however, reveals that the first half of the first 
year is largely overestimated, while the second half of the first year is clearly underestimated. In the 
second year, the model fit to the measurement curve is much better, but measured soil moisture 
peaks are nevertheless largely overestimated, despite a correct timing. Finally, in the third year, the 
problem of the default model consists with a clear overestimation in the first half and a less clear 
underestimation in the second half.  
In the soil layer 15-30 cm (figure 4.2.3C), the model curve is in better accordance with the 
measurement curve than in the soil layer above. Nevertheless, also here the soil moisture peaks are 
overestimated, regardless of the correct timing. The largest discrepancy is in the second half of the 
first year. Finally, in the soil layer 30-60 cm (figure 4.2.3E) can be seen that the form of the measured 
curve is roughly repeated by the model curve, but the overall soil water content is too low by 
approximately 20% in the second and the third year.  
Furthermore, also the plotted differences changed clearly (figure 4.2.3B, D, and F). Most of the 
overestimated peaks recorded in the default model have vanished or lessened, but in excha nge the 
lowest soil layer and the surface soil layer are clearly underestimated. The problem of the 
overestimation in the third year, however, still exists even though the lowest soil layer is now 
underestimated.  
The adjusted parameter values are given in table 4.2.6. Except the large drop of the initial soil 
moisture (from 0.4 to 0.25), none of the parameters changed much. The next biggest change is the 
field capacity, with a drop by around 2.5%. The hydraulic conductivity only changed slightly. Only two 
crop growth parameters were included in the optimisation.  Although the results of the new equation 
are not worse than of the default model, no general improvement of the soil water simulation was 
achieved. Especially, the change for the worse of the EF value and the low quality of the surface layer  




simulation led to the decision to dismiss this approach. Instead it was decided to use another 
optimisation approach and the enlargement of the modelled soil depth from 50 cm to 90 cm. 
4.2.3 The validation treatments 
Despite the calibration of T1 not being successful, the simulations of the both validation treatments 
(T2 and T3) will be presented here to show that the test treatment is not a special case and that 
similar poor results were achieved for the two validation treatments. The results of the T2 simulation 
are given in table 4.2.7. 
In this table, the first row of results is based on the simulation of T2 using default values  (T2 original), 
while the second row uses the parameters of the first optimisation attempt for T1 (T2 optimised). In 
the next step, the new equation for water travel time was introduced and tested with the default 
values (T2 N.E.). Afterwards, it was run again with the optimised parameters derived from the T1 
optimisation (T2 N.E. opt.). Last but not least, the results of a T2 simulation using the optimised 
parameters of T1 are given that have been established by using optimisation approach 2 (T2 final 
opt). Although a continuous improvement of the simulation results can be identified, the final results 
are clearly not satisfying.  
As can be seen in table 4.2.7, the simulation using default parameters (T2 original) yields, when 
compared to the simulation of T1 (table 4.1.1), better results in all three layers as far as the 
coefficient of determinations are concerned. But, when the focus is put on the calculated EF values, 
the picture is different. Both the soil layers 0-15 cm and 15-30 cm show a better EF value, which 
nevertheless remains negative. The lowest soil layer shows a far worse EF value (-2.57) than the T1 
test treatment. The RMSE is more or less the same for both treatments, with the exception of the soil 
layer 15-30 cm, which is slightly better for T2. Looking at the correlations per layer and year, the 
major differences are seen in the first year for layer 0-15 cm and the first and second year for layer 
30-60 cm, where T2 produces clearly better results. At the same time, all other layers/years are in 
the same range of correlation as T1. Concerning the calculated differences, the lowest layer shows 
less differences for T2 than for T1, but the surface layer shows larger differences for T2 than for T1.  
The simulation using the first set of optimised parameters (T2 optimised) shows slightly improved 
coefficient of determinations, also EF values and RMSE values reveal some improvement, but the EF 
values are still negative. As can be seen from the coefficient of determination per layer and year, the 
major differences to the simulation using default values are the soil layers 15-30 cm and 30-60 cm in 
the third year. Decreases in the calculated differences are present in some layers and years, as are  
Table 4.2.6: Parameter adjustments of the DNDC model optimisation, using 
the adjusted water travel time equation and the second UCODE 
optimisation approach 
Parameter name Original value Optimised Value 
Bulk density (g cm
-3
)  1.34 1.332 
initial Soil Moisture (% WFPS/100) 0.4 0.25 
Field Capacity (% WFPS/100)  0.6006 0.5759 
Hydraulic Conductivity (cm s
-1
) 4.32E-02 4.33E-02 
water requirement WW (mm) 323 320.7 
TDD Maize (°D) 1854 1810 
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Table 4.2.7: Comparing measurements and SWC simulation results of T2, 
after UCODE optimisation approach 1 and 2, and the application and 
optimisation of the new water travel time equation (model version DNDC89) 
Treatment 
R² of the soil water content 
simulation per soil layer for all 
3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 





T2 N.E. opt. 















































R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 




T2 N.E. opt. 















































Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 




T2 N.E. opt. 














































(N.E. meaning new equation and opt. meaning optimised) 
increases. The usage of the new water transport equation does not show any clear improvement for 
the simulation of T2. Despite the slightly increasing coefficient of determinations, EF values decrease 
considerably in the two lower layers, and there is also an increase in RMSE for the two lower layers. 
The coefficient of determinations per layer and year reveal a surprisingly good correlation for all 
layers in the first year. Unfortunately, this trend is not continued in the following years. Being 
consistent with the calculation of the EF values, also the calculated differences worsen, especially in 
the third year. Regardless of the slightly better results in the simulation using the new equation and 
the optimised parameters of T1, similar results are found in the simulation testing the new equation 
with default parameters. 
Last but not least, T2 was simulated using the optimised parameter set from the second UCODE 
optimisation approach. When compared to the four simulation results that have been described 
above, this simulation clearly yielded the best results. The coefficient of determinations equal the 
improved results of the new equation test, at the same time, the EF values are close to zero for the 
upper two layers. The lowest layer, however, still has a very low EF with -3.43. The RMSE is 
comparable to the two first simulations. The coefficient of determinations per layer and year show 
some improvement compared with the new equation testing, but also little decreases are visible. 
Calculated differences are generally low for the second simulated year, but are rather large in the 
other two year. A graphical presentation of this last T2 validation simulation is given in figure 4.2.4. 





Figure 4.2.4: Results of the validation treatment T2, using the latest set of optimised parameters from T1 and model 
version DNDC89. Figure (A), (C) and (E) show the actual soil water content in the period 1999-2002 for 0-15 cm, 15-30 
cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated differences between measured and 
modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, respectively. 
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For the soil layer 0-15 cm (figure 4.2.4A), a relatively good fit between measured and modelled SWC 
curve can be found for the first and second year, while for the third year discrepancies can be found 
that are also apparent in the from T1 simulation (overestimation in the first half and underestimation 
in the second half). In the layer 15-30 cm (figure 4.2.4C), the situation is similar, with the difference 
that here an underestimation can be found in the first year, and that over- and underestimations in 
the third year are not as distinct. In the lowest layer (figure 4.2.4E), the SWC is clearly 
underestimated in the first year and the second half of the second year and third year. The plotted 
differences show that the largest overestimations are at the beginning of the second and the third 
year (both the 0-15 cm and the 15-30 cm soil layer), while the 30-60 cm soil layer is generally 
underestimated.  
Since T3 had the same irrigation regime as T2, similar results should be expected for the same model 
simulations. There are, however, some differences that need to be pointed out in table 4.2.8. As far 
as the simulation with the default values is concerned, the correlations of the surface layer and the 
layer 15-30 cm are more or less equal with T2, while the lowest layer shows a clearly smaller 
correlation than T2. Furthermore, the EF values are lower for the upper two layers, while the lowest 
layer is considerably better than T2. However, all three EF values are negative. The RMSE is more or  
less comparable to T2. From the correlations per layer and year can be seen that the soil layer 0-15 
cm is more or less equal to T2, while differences are evident in the two lower layers. There, the layer 
15-30 cm shows clear differences in the second and third year,  while the layer 30-60 cm 
Table 4.2.8: Comparing measurements and SWC simulation results of T3 
after UCODE optimisation approach 1 and 2, and the application and 
optimisation of the new water travel time equation (model version DNDC89) 
Treatment 
R² of the soil water content 
simulation per soil layer for all 
3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T3 original  
T3 optimised 
T3 N.E. 
T3 N.E. opt. 















































R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T3 original  
T3 optimised 
T3 N.E. 
T3 N.E. opt. 















































Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T3 original  
T3 optimised 
T3 N.E. 
T3 N.E. opt. 














































(see the description of table 4.2.7 for an explanation of the treatments)  





Figure 4.2.5: Results of the validation treatment T3, using the latest set of optimised parameters from T1 and model 
version DNDC89. Figure (A), (C) and (E) show the actual soil water content in the period 1999-2002 for 0-15 cm, 15-30 
cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated differences between measured and 
modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, respectively. 
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shows differences in all three years. The calculated differences are generally lower for T3 than for T2.  
As for T2, the simulation of T3 with the parameters of the first UCODE optimisation approach (T3 
optimised) improves the simulation results slightly. The new water travel time equation causes 
better correlations also in T3, but EF values drop more distinctly for T3 than T2. The use of the 
optimised parameters for the new equation caused the same slight improvements in T3 as in T2. 
Nevertheless, simulations remain worse than without the equation. The final simulation (with 
parameter set from UCODE optimisation approach 2) shows the best results overall (as for T2), but 
correlations are lower for the soil layer 30-60 cm, the EF values are much lower, while the RMSE 
values are slightly better. As far as the correlations per layer and year are concerned, major 
differences between T2 and T3 occur again in the second and third year of layer 15-30 cm and all 
three years of layer 30-60 cm. The calculated differences are again in general smaller for T3 than for 
T2. A graphical presentation of this last model simulation is given in figure 4.2.5. 
The soil layer 0-15 cm (figure 4.2.5A) shows a similar curve as in figure 4.2.4A. Here, a relatively good 
fit can be found for most parts of the first and second year, but there is the typical over- and 
underestimation in the third year. Note, however, that the end of the first and the second year 
reveals larger differences than in figure 4.2.4A. In the soil layer 15-30 cm (figure 4.2.5C), the situation 
is also similar to the T2 simulation (figure 4.2.4C). There is also a large underestimation of the SWC in 
the second half of the first year, but the fitting of the model to the measurement appears slightly 
better than in the T2 simulation. As a matter of fact, the underestimation in the lowest layer (figure 
4.2.5E) is not as large as for the T2 simulation, and there is a relatively good fit in the third year. The 
plotted differences show that the overestimation in the second year (figure 4.2.5D) is not as large as 
in the T2 simulation and the lowest layer shows overall a smaller underestimation. 
Due to the unsatisfying results of T1, T2 and T3 after the optimisation (using the second UCODE 
optimisation approach) it was decided to reprogram the DNDC model so that the measured soil 
water content could be used for the simulation of the mineral nitrogen and the N2O emissions. These 
simulations will be presented in the chapters 4.3 and 4.4, respectively. There has been, however, 
another optimisation attempt of T1 using the third UCODE optimisation approach and also a model 
version of DNDC89 that simulates 90 cm soil depth. 
4.2.4 Final optimisations of T1 
A last attempt to optimise the soil moisture simulation was undertaken, using the third UCODE 
optimisation approach and the extension of the simulated soil depth to 90 cm. The results of this 
final optimisation of T1 are given in table 4.2.9. First, the table provides the result of the sensitivity 
analysis, which is based on the former optimisations. It should be noted that the simulation results of 
the sensitivity analysis are different than in the last default model optimisation presented before. 
This is owing to the fact that in between these optimisations other optimisations were conducted 
that focused on mineral nitrogen and/or SWC and N2O (there, the parameter describing labile 
resistant litter was increased), which will be shown in the following chapters.  
The second part concerns the final optimisation of the default model, while in the last part the 
simulated soil depth was extended to 90 cm. Both the second and the third step were optimise d 
using the third UCODE approach, where the optimisation is started with the most sensitive  
parameter and next sensitive parameters are added subsequently. Parameters showing a high  




Table 4.2.9: Comparison of measurements and SWC simulation of T1 after a 
final optimisation for 50 cm and 90 cm soil depth, using model version 
DNDC89 and UCODE optimisation approach 3 
Treatment 
R² of the soil water content 
simulation per soil layer for 
all 3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water 
content simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 sen anal  
T1 opt (11par) 





























R² of the soil water content 
simulation of the soil layer 0 
– 15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 
– 30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 
– 60 cm per year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr 3rd yr  
T1 sen anal  
T1 opt (11par) 





























Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 sen anal  
T1 opt (11par) 




























(sen anal meaning sensitivity analysis and opt meaning optimised) 
correlation to more sensitive parameters were removed from the optimisation. The sensitivities of 
the in the optimisation included parameters is given in table 4.2.10 and table 4.2.12 (for 50 cm and 
90 cm, respectively).  
From the statistical evaluation of the sensitivity analysis, it can be seen that the soil layer 0-15 cm still 
results in a very poor correlation between modelled and measured values. The correlation for the soil 
layer 15-30 cm has decreased in comparison to former simulations, and in turn, the correlation of the 
soil layer 30-60 cm has increased. From the analysis of the EF value, it becomes evident that values 
are slightly worse for the surface and the lowest soil layer than in the formerly presented default 
model optimisation, but the EF value dropped considerably for the soil layer 15-30 cm. RMSE values 
are comparable to former optimisation results. They are, however, slightly higher in the upper two 
soil layers, and slightly lower in the lowest soil layer.  
Concerning the coefficient of determinations per layer and year, correlations are comparably good in 
the second year for all layers and for the lower two soil layers in the third year, while the remaining 
correlations are very poor, especially in the surface soil layer. Calculated differences are slightly 
higher for the upper two soil layers in comparison to former optimisation, but very high for the 
lowest soil layer. 
The sensitivities of the parameters in table 4.2.10 give evidence that soil parameters as the soil 
organic carbon (SOC), the litter fraction of the SOC and the clay fraction are among the most 
sensitive parameters. Furthermore, several parameters influencing the simulated growth of the 
Winter Wheat are very sensitive, which is due to the fact that the largest discrepancies between 
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Table 4.2.10: Sensitivities of the optimisation parameters (final 
optimisation 50 cm) 
  composite scaled sensitivity ratio to maximum 
Yield WW Year 1 3.58E+02 1.00E+00 
Surface SOC 3.52E+02 9.84E-01 
Yield WW Year 2 3.03E+02 8.46E-01 
Litter_soc 2.75E+02 7.67E-01 
portiongrain WW 2.58E+02 7.20E-01 
clay fraction 2.51E+02 7.01E-01 
water requirement Maize  2.44E+02 6.83E-01 
water requirement WW 2.40E+02 6.70E-01 
TDD Maize 2.36E+02 6.60E-01 
portion grain Maize 2.33E+02 6.51E-01 
N_fixation Maize 2.33E+02 6.51E-01 
N_fixation WW 2.23E+02 6.23E-01 
Field Capacity 2.23E+02 6.21E-01 
TDD WW 2.01E+02 5.62E-01 
Humads_soc 1.97E+02 5.51E-01 
Bulk Density 1.93E+02 5.38E-01 
Microbacteria 1.72E+02 4.81E-01 
Soil pH 1.58E+02 4.40E-01 
portion root WW 1.58E+02 4.40E-01 
Humus_soc 1.57E+02 4.37E-01 
Yield Maize Year 1 1.55E+02 4.33E-01 
plant CN ratio WW 1.31E+02 3.67E-01 
portion root Maize  1.31E+02 3.67E-01 
plant CN ratio Maize 1.31E+02 3.67E-01 
Yield Maize Year 2 1.28E+02 3.56E-01 
Base CO2 1.16E+02 3.23E-01 
Yield Maize Year 3 1.13E+02 3.15E-01 
SOIL NO3 initial concentration 1.06E+02 2.95E-01 
SOIL NH4 initial concentration 1.06E+02 2.95E-01 
root CN ratio Maize 1.06E+02 2.95E-01 
root CN ratio WW 9.54E+01 2.67E-01 
Yield WW Year 3 6.21E+01 1.73E-01 
  
  modelled and measured soil moisture is located in late autumn and early spring, while the growing 
period of maize is modelled relatively well.  
In the final optimisation of the default model, 11 parameters were included: surface SOC, clay 
fraction, field capacity, Yield WW Year 1, Yield WW Year 2, water requirement WW, N_fixation WW, 
portion grain WW, water requirement Maize, TDD Maize and N_fixation Maize (see also table 4.2.11). 
As can be seen clearly, only minor adjustments of the parameter values were undertaken by the 
automated software. 
The results of the third optimisation step did not yield major improvements of the model simulation, 
as can be seen from the statistical evaluation in table 4.2.9. The coefficient of determinations 




Table 4.2.11: Parameter adjustments of the final SWC optimisation on 50 
cm, using model version DNDC89 and the second UCODE optimisation 
approach 
Parameter name Original value Optimised Value 
Surface SOC (%/100) 1.20E-02 1.20E-02 
clay fraction (%/100) 0.16 0.1531 
Field Capacity (% WFPS/100)  0.7 0.6879 
Yield WW Year 1 (kg dry matter ha
-1
)  5766 5797 
Yield WW Year 2 (kg dry matter ha
-1
)  4447 4453 
water requirement WW (mm) 320.7 320.3 
N_fixation WW 1 1.001 
portion grain Maize (%/100) 0.4 0.3931 
water requirement Maize (mm) 463.8 458.1 
TDD Maize (°D) 1810 1814 
N_fixation Maize 1 0.9828 
  
  remained at the same level as before the optimisation, with the exception of the soil layer 30-60 cm, 
where the coefficient of determination dropped slightly from 0.26 to 0.21. EF values and RMSE 
values improved somewhat. The results are, however, still worse in comparison to former 
optimisations. This is true especially for the EF value of the soil layer 15-30 cm. Concerning the 
coefficient of determinations per layer and year, an improvement is visible for the soil layer 0-15 cm 
in the second and third year. In exchange, the correlations for the soil layers 15-30 cm and 30-60 cm 
decreased in the same years. The calculated differences between modelled values and measured 
data points decreased generally, but the major differences in the lowest soil layer remained as high 
as before the optimisation. 
Owing to the extension of the simulated soil depth in the DNDC model, sensitivities of the 
optimisation parameters changed as well. The parameter sensitivities are given in table 4.2.12. In 
accordance with the decreased importance of crop growth parameters for the simulated total soil 
moisture (decreased rooted soil depth/total soil depth ratio), the sensitivity of the soil parameters 
increased, while the sensitivity of the crop parameters decreased. In the final optimisation of the 
DNDC model using 90 cm soil depth, the following parameters were included: atmospheric CO2 
concentration (Base CO2), bulk density, clay fraction, field capacity, Yield WW year 1-3, Yield Maize 
year 1-3, water requirement and TDD of both crops (see also table 4.2.13). 
The optimisation caused major changes in the crop yields of both crops in all three years, but 
especially in the first and the second year. Yield values dropped considerably (and unrealistically) for 
the first half of the simulation, but increased in the second half, compared to the original values. 
Furthermore, the water requirement of the Winter Wheat decreased significantly, while the TDD of 
Winter Wheat increased to the in the optimisation allowed maximum.  
In the statistical evaluation (see table 4.2.9), the optimisation (using 90 cm soil depth) shows no clear 
improvement concerning the coefficient of determinations. Here, an increase in correlation in the 
soil layer 15-30 cm is accompanied by a decrease in correlation in the soil layer 0-15 cm. With respect 
to the calculation of the model efficiency (EF), finally one positive EF value is recorded for the soil  
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Table 4.2.12: Sensitivities of the optimisation parameters (final 
optimisation 90 cm) 
  composite scaled sensitivity ratio to maximum 
Field Capacity 1.09E+02 1.00E+00 
TDD Maize 1.02E+02 9.39E-01 
water requirement Maize  8.45E+01 7.78E-01 
clay fraction 8.44E+01 7.77E-01 
Base CO2 7.66E+01 7.04E-01 
water requirement WW 7.17E+01 6.59E-01 
Bulk Density 7.15E+01 6.58E-01 
Yield WW Year 1 5.90E+01 5.43E-01 
TDD WW 5.03E+01 4.63E-01 
Yield WW Year 3 5.01E+01 4.61E-01 
Yield Maize Year 3 4.72E+01 4.35E-01 
Yield WW Year 2 3.98E+01 3.66E-01 
Yield Maize Year 1 3.96E+01 3.64E-01 
portion grain Maize 3.79E+01 3.48E-01 
N_fixation WW 3.72E+01 3.42E-01 
Yield Maize Year 2 3.66E+01 3.36E-01 
N_fixation Maize 3.20E+01 2.94E-01 
plant CN ratio Maize 3.02E+01 2.78E-01 
Litter_soc 6.93E+00 6.37E-02 
Humus_soc 5.18E+00 4.77E-02 
Humads_soc 3.72E+00 3.42E-02 
Surface SOC 3.60E+00 3.31E-02 
  
  Table 4.2.13: Parameter adjustments of the final SWC optimisation on 90 
cm, using model version DNDC89 and the third UCODE optimisation 
approach 
Parameter name Original value Optimised Value 
Base CO2 (ppm) 350 412.5 
Bulk Density (g cm
-3
)  1.34 1.492 
clay fraction (%/100) 0.16 0.1953 
Field Capacity (% WFPS/100)  0.6006 0.5286 
Yield WW Year 1 (kg dry matter ha
-1
)  5766 3302 
Yield Maize Year 1 (kg dry matter ha
-1
) 5063 1040 
Yield WW Year 2 (kg dry matter ha
-1
)  4447 2716 
Yield Maize Year 2 (kg dry matter ha
-1
) 6758 9531 
Yield WW Year 3 (kg dry matter ha
-1
)  4249 4983 
Yield Maize Year 3 (kg dry matter ha
-1
) 5483 6043 
water requirement WW (mm) 323 202.5 
TDD WW (°D) 2550 3000 
water requirement Maize (mm) 463.8 434.1 
TDD Maize (°D) 1854 1812 





Figure 4.2.6: Final SWC optimisation results, using T1 and model version DNDC89 with 90 cm soil depth. Figure (A), 
(C) and (E) show the actual soil water content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, 
respectively. Figure (B), (D) and (F) show the calculated differences between measured and modelled soil moisture 
values of the three soil layers in 2000, 2001 and 2002, respectively. 
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layer 15-30 cm (0.15). This, however, is countered by a massively decreased EF value for the soil layer 
30-60 cm (-8.89). The EF for the surface soil layer increased slightly to -0.33. The RMSE decreased 
likewise for the upper two soil layers, but increased massively for the lowest soil layer.  The 
coefficient of determinations per layer and year reveal a general decrease in correlation for the  
surface soil layer, a general increase in correlation for the soil layer 15-30 cm, and an increase in 
correlation for the lowest soil layer in the second and the third year. Calculated differences between 
modelled values and measured data points show a decrease in the first and second year for all soil 
layers, but differences increased massively in the third year in all layers.  
The graphical representation of these model results (optimisation using 90 cm) is given in figure 4.2.6. 
For the soil layer 0-15 cm (figure 4.2.6A), a relatively good fit of model and measurement curve can 
be observed in the first half of the first and most of the second year. In the second half of the first 
and the third year, and also the end of the second year, however, a clear underestimation of the soil 
moisture is visible. Furthermore, there is a clear overestimation of the soil moisture in the first half of 
the third year. The model simulation of the soil moisture in the layer 15-30 cm (figure 4.2.6C), as 
already mentioned above, improved considerably. The graph shows clearly that model curve and 
measurement curve overlap for most part of the first and the second year, and in the second half of 
the third year. Nevertheless, the overestimation in the first half of the third year persists.  
Finally, in the lowest layer (figure 4.2.6E), it becomes evident that the SWC is underestimated 
completely. It can be seen that the soil moisture does not surpass the wilting point throughout the 
summer months, while the SWC is in the range of 40-60% water filled pore space throughout the 
winter months. This problem must have been caused by the extension of the simulated soil depth, 
but it is not clear why this problem occurred. A simultaneous optimisation of the simulation of SWC, 
mineral nitrogen and N2O emissions, which will be presented in chapter ‘4.4.5 Changing the 
calculated soil depth’, produced water contents without such error for all simulated soil layers, even 
though there was no further change in the model.  
The plotting of the differences between modelled and measured data reveals a similar picture as 
described in chapters 4.2.1 – 4.2.3. Simulations are best in the first and the second year, especially 
for the soil layer 15-30 cm (figure 4.2.6D), while there is often an underestimation visible for the 
surface soil layer. In the third year, however, the overestimation in the first half of the year is 
persistent throughout all SWC optimisations. In the lowest layer, as described, the SWC is completely 
underestimated in all three years, but the reason for this remained unknown.  




4.3 Testing and optimisation of the mineral nitrogen simulation 
Following the attempted optimisation of the soil water content simulation, the focus of this work 
shifted to the simulated mineral nitrogen as the next step in the calculation of the N2O emissions. 
Unfortunately, to make the achieved results more easily understandable, the results cannot be 
presented in a time line, but have to be sorted thematically. This is the reason why simultaneous 
optimisations of SWC and Nmin using the default model are presented at the end of this chapter, even 
though these simultaneous optimisations were attempted repeatedly throughout this work.  
4.3.1 Nmin simulation of the default model 
As a first point in this chapter the simulation of the mineral nitrogen by the default model will be 
presented, (the here presented result origins from an optimisation after the adjustment of the four 
crop parameters in chapter 4.2.1), followed by the results of an attempted Nmin optimisation 
(simultaneous with a N2O emission optimisation) that was conducted right after the first SWC 
optimisation attempt with the model version DNDC89. With this a basis is available to explain the 
development of the optimisation process. These simulation results are presented in table 4.3.1, 
sensitivities of the involved parameters in table 4.3.2. 
The unsatisfying SWC simulation results of the DNDC89 model using default parameters were already  
presented in the previous chapter. When comparing the SWC simulation results of the optimised 
parameter set, it can be seen that especially the EF values, but also the calculated differences, and 
some of the coefficient of determinations improved considerably. Concerning the SWC simulation 
Table 4.3.1: Comparison of measurements and Nmin and N₂O emission 
simulation of T1 after a first simultaneous optimisation, using the 2nd 
UCODE optimisation approach and model version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 























R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 






















Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 






















R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
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and comparing it with the results presented in the previous chapter, the SWC simulations show an 
increased accuracy, but, nevertheless, remain unsatisfying. 
Concerning the Nmin simulation, unfortunately, only three result values are available. The coefficient 
of determination is relatively high with 0.52 and 0.53 for the default and the optimised simulation, 
respectively, but it needs to be mentioned once more that the measurements represent the site in 
an Nmin depleted state. The EF values of both simulations are far below zero and worse after the 
optimisation. The RMSE is relatively high with >30 in both cases. Clearly, the optimisation did not 
lead to an improved simulation of the mineral nitrogen pool, which is caused by the relative greater 
importance of the SWC values (178 SWC values compared to 8 Nmin measurement values) to the 
optimisation software. However, both the Nmin measurement values and the statistical evaluation of 
the simulation do not suffice to identify model shortcomings, which is why a graphical representation 
of the simulated N pools is needed.  
Concerning the sensitivities of the parameters involved in the simultaneous optimisation of N min and 
N2O emission, shown in table 4.3.2, it can be seen that the most sensitive parameters are Maize crop 
growth parameters. This is due to the fact that N2O measurements were conducted in the summer 
months, so that most of the measurement time coincides with the growth of the Maize crop. Apart 
from that, it is evident that no soil parameters were involved in this optimisation.  It is necessary to 
point out, however, that the parameter describing biological N-fixation is (surprisingly) sensitive for 
both crops. The adjusted parameter values are given in table 4.3.3. For both crops, the plant C/N 
ratio increased considerably. Furthermore, the fraction of grain in the total biomass (Winter Wheat)  
Table 4.3.2: Sensitive parameters for the first simultaneous optimisation of 
Nmin and N₂O 
  composite scaled sensitivity ratio to maximum 
portion grain Maize 1.21E+00 1.00E+00 
plant CN ratio Maize 1.20E+00 9.94E-01 
N_fixation Maize 1.20E+00 9.93E-01 
TDD Maize 1.10E+00 9.05E-01 
Yield WW Year 1 1.06E+00 8.72E-01 
Base CO2 8.41E-01 6.95E-01 
waterrequirement WW 3.19E-01 2.64E-01 
TDD WW 2.97E-01 2.45E-01 
waterrequirement Maize 2.43E-01 2.01E-01 
plant CN ratio WW 2.38E-01 1.97E-01 
portion root WW 2.33E-01 1.93E-01 
Yield Maize Year 1 2.04E-01 1.69E-01 
N_fixation WW 1.27E-01 1.05E-01 
Yield WW Year 3 1.23E-01 1.01E-01 
Yield Maize Year 3 9.62E-02 7.95E-02 
portion grain WW 9.00E-02 7.44E-02 
root CN ratio WW 8.33E-02 6.89E-02 
root CN ratio Maize 8.33E-02 6.89E-02 
Yield WW Year 2 7.61E-02 6.29E-02 
Yield Maize Year 2 6.80E-02 5.62E-02 
portion root Maize  4.81E-02 3.98E-02 





  Table 4.3.3: Parameter adjustment of the simultaneous optimisation of Nmin 
and N₂O, using model version DNDC89 and the second UCODE optimisation 
approach 
Parameter name Original value Optimised Value 
portion grain WW (%/100) 0.37 0.8206 
plant CN ratio WW 59.9718 98.18 
N_fixation WW 1 1.5 
root CN ratio Maize 26.6784 39.88 
  
  increased to an unrealistic value. Furthermore, also the N_fixation parameter of Winter Wheat 
increased (unrealistically) to the allowed maximum value.  
The simulated N pools using the default parameters are given in figure 4.3.1. Figure 4.3.1A, C and E 
show clearly that Nitrate is only available in the soil for the first winter, and, in the case of figure 
4.3.1A, for a short period in the summer 2000. The situation is similar for the ammonium, the only 
difference being the surface soil layer (note that here the surface soil layer is 0-10 cm), where the 
ammonium pool is directly dependent on fertilisation events.  
Accordingly, when comparing simulated and measured Nmin values for the soil layer 0-30 cm (figure 
4.3.1B), it can be seen that the Nmin is clearly underestimated. However, since the measured Nmin 
remains relatively constant between 30 and 40 kg N ha -1 from April 2000 on, the correlation with the 
simulated curve, which deviates only shortly from zero in case of a fertilisation event, is relatively 
high. The total Nmin (0-50 cm), shown in figure 4.3.1D, reflects the situation of the nitrate and 
ammonium pools in the individual soil layers, thus the simulation starts with a soil Nmin of around 80 
kg N ha-1, but the Nmin pool diminishes to zero in the first 200 days of the simulation (until April 2000). 
The influence of the gross mineralisation (figure 4.3.1F) is not recognizable in the illustration of the 
Nmin pools. 
Figure 4.3.2 gives an overview over the simulated mineral N pools in T1 using the optimised 
parameter set from the simultaneous optimisation of Nmin and N2O emissions. As aforementioned 
already, the discrepancies between simulated and measured values are bigger after the optimisation, 
at least according to the EF calculation. Accordingly, in figure 4.3.2A, C and E, the nitrate pool also 
diminishes to zero after April 2000, but the available nitrate in the winter 99/00 only reaches up to 7 
- 8 kg N ha-1 per shown layer in comparison to 20-30 kg N ha-1 before the optimisation. Furthermore, 
the NH4
+ peaks due to fertilisation events, shown in figure 4.3.2A, are slightly smaller than before the 
optimisation. This is probably due to slower water transport and therefore higher water contents in 
the surface layer and thus higher ammonia losses due to emissions (since fertilisation and irrigation 
are applied almost simultaneously in the North China Plain).  
The missing mineral nitrogen at the start of the simulation run (winter 99/00) can also be found in 
the figures 4.3.2B and 4.3.2D. Only the half amount of the measured mineral nitrogen is available in 
the first 200 days of the simulation, but also here the availability of mineral nitrogen drops to zero 
with the beginning of the growing season in the year 2000. The gross mineralisation is generally 
lower using the optimised parameter set, but once more it is not possible to discover the effect of 
the gross mineralisation in the development of the nitrogen pools. With exception of one  




Figure 4.3.1: The simulated mineral nitrogen pools in the soil of T1, using DNDC89 and default parameters. Figure 
(A), (C) and (E) show the simulated concentration of  nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-





 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total  
modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during 
the years 1999-2002. 





Figure 4.3.2: The simulated mineral nitrogen pools in the soil  of T1 after a simultaneous optimisation of Nmin and N2O 
emissions, using DNDC89 and the second UCODE optimisation approach. Figure (A), (C) and (E) show the simulated 
concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for the years 




 amounts of 
figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total  modelled mineral nitrogen (0-50 cm) for all  
three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-2002. 
University  Hohenheim, Dissertation - R. Kröbel 
142 
 
mineralisation peak of about 500 g N in the late winter 99/00, mineralisation rates remain below 50 g 
N ha-1 d-1. 
Already from these figures can the conclusion be drawn that the simulated N2O emissions are 
underestimated, since except for the time directly after the fertilisation no mineral nitrogen is 
available for either denitrification or nitrification processes. This is the reason why the coefficient of 
determinations for simulated and measured N2O emissions are zero and the model efficiency is 
negative in table 4.2.10. As will be shown below, the problem of the empty N pools also persisted in 
simulations using the measured soil water contents, and ways had to be found to solve this problem. 
4.3.2 Nmin Simulation using measured soil water data 
The first sensitivity analysis of the model version DNDC89 using the measured soil water data 
revealed no visible difference in the simulation of the mineral nitrogen, as can be seen in figure 4.3.3. 
Also here the N pools drain during the first winter (figure 4.3.3A, C, E). After that, only ammonium  
Table 4.3.4: Sensitive parameters for the optimisation of the Nmin 
simulation when calculating with measured SWC values 
  composite scaled sensitivity ratio to maximum 
Field Capacity 2.07E+01 1.00E+00 
Surface SOC 5.97E+00 2.88E-01 
TDD Maize 4.81E+00 2.32E-01 
N_fixation Maize 4.66E+00 2.25E-01 
plant CN ratio Maize 4.65E+00 2.24E-01 
portion grain Maize 4.65E+00 2.24E-01 
Yield WW Year 1 4.60E+00 2.22E-01 
Soil pH 4.39E+00 2.12E-01 
Humads_soc 3.34E+00 1.61E-01 
Base CO2 3.12E+00 1.51E-01 
Bulk Density 1.38E+00 6.68E-02 
Microbial Activity Factor 1.19E+00 5.74E-02 
Humus_soc 1.16E+00 5.60E-02 
clay fraction 8.42E-01 4.06E-02 
SOIL NH4 initial concentration 7.07E-01 3.41E-02 
Yield WW Year 3 7.07E-01 3.41E-02 
SOIL NO3 initial concentration 5.89E-01 2.84E-02 
N_fixation WW 5.77E-01 2.78E-02 
plant CN ratio WW 4.08E-01 1.97E-02 
portion grain WW 3.91E-01 1.89E-02 
TDD WW 2.64E-01 1.27E-02 
Litter_soc 2.36E-01 1.14E-02 
Yield Maize Year 2 2.36E-01 1.14E-02 
portion root WW 2.04E-01 9.85E-03 
root CN ratio WW 2.04E-01 9.85E-03 
root CN ratio Maize 2.04E-01 9.85E-03 
Yield Maize Year 1 1.67E-01 8.04E-03 
portion root Maize  1.67E-01 8.04E-03 
waterrequirement WW 1.18E-01 5.68E-03 






Figure 4.3.3: The simulated mineral nitrogen pools in the soil of T1 using the measured SWC dataset and model 
version DNDC89. Figure (A), (C) and (E) show the simulated concentration of nitrate and ammonium in the layers 0-10 
cm, 10-20 cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the measured Nmin concentration is 




 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows 
the total  modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is shown 
during the years 1999-2002. 
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becomes available for short periods following fertilisation events.  The peaks reach up to 20 kg N ha -1, 
but throughout the year mineral nitrogen is not available in the simulated soil system. Thus, the first 
step using the new setup was to use the identified sensitive parameters for an optimisation of the 
Nmin simulation. The identified parameters and their sensitivities are given in table 4.3.4. This table 
shows that the two most sensitive parameters are the field capacity and the Surface SOC. The field 
capacity determines the water holding capacity, and therefore, the amount of water flushing through 
the soil, eventually taking available nitrate with it. The SOC is the basis for microbacterial growth, and 
acts as a reservoir of carbon and nitrogen at the same time (see the different carbon pools in the 
DNDC model description). Consequently, an optimisation of the first parameter could prevent the 
loss of nitrogen from the soil through flushing, while an optimised second parameter could increase 
the amount of more or less readily available nitrogen for further usage by microbacteria, or 
alternatively, act as reservoir that catches up excess nitrogen.  
The next four parameters describe the growth of maize, and, therefore, then influence the timing 
and amount of nitrogen uptake by maize (mainly N_fixation and plant C/N ratio). The last of these 
four parameters determines the target yield of Winter Wheat in the first year (the nitrogen vanishes 
in the first WW growing period). Following these are several soil parameters that influence the 
nitrogen household rather indirectly. Soil pH determines microbacterial growth, decomposition and 
nitrogen availability. The humads_soc is the fraction of the total soil organic carbon (Surface SOC) 
that is labile litter, meaning that it is relatively easy decomposable, but acts as an intermediate 
storage of N as well. Base CO2 is, as already mentioned before, the atmospheric CO2 concentration. 
Bulk density influences the oxygen availability, but also water transport. 
The exact working of the microbial activity factor remains unclear in the DNDC model description, 
but the name suggests that microbial activity can be controlled with this parameter regardless of the 
actual microbacterial biomass. Humus_soc is the fraction of the SOC that is resistant litter, clay 
fraction influences porosity, and thus water transport, but also mineral N fixation (see also Li et al., 
2006). Furthermore, there are the starting concentrations for nitrate and ammonium and various 
other crop parameters. Of these, Base CO2, bulk density, soil pH, Surface SOC, field capacity, 
humads_soc, portion grain Maize (fraction of grain from the total biomass), TDD Maize and 
N_fixation Maize were optimised.  
Table 4.3.5: Parameter adjustments of the Nmin optimisation, using model 
version DNDC89, measured soil water data and the second UCODE 
optimisation approach 
Parameter name Original value Optimised Value 
Base CO2 (ppm) 350 300 
Bulk Density (g cm
-3
)  1.332 1.674 
Soil pH 8 7.069 
Surface SOC (%/100) 1.20E-02 1.93E-02 
Field Capacity (% WFPS/100)  0.5759 0.5979 
Humads_soc (%/100)  1.00E-02 1.59E-02 
portion grain Maize (%/100) 0.4 0.3932 
plant CN ratio Maize 26.6784 14.76 
TDD Maize (°D) 1810 2543 
N_fixation Maize 1 0.9553 





  Table 4.3.6: Testing the influence of the labile litter pool and atmospheric 
deposition on the comparison of measurements and the simulation of N min of 
T1 while using measured SWC data, the second UCODE optimisation 
approach and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of 
the soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O 
emissions in 2001 
R², EF, and RMSE for the 
simulation of N₂O 
emissions in 2002 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 default 
T1 opt 
T1 50kg deposit slow release 
T1 100kg deposit slow release 
T1 fc 0.7 humads 0.5 
T1 fc and humads opt 
































































(opt meaning optimised, fc meaning field capacity and par meaning parameter) 
In table 4.3.5, the adjusted parameter values are given. As can be seen in comparison with table 4.3.4, 
the six most sensitive parameters are included. Both the atmospheric CO2 concentration (Base CO2) 
and the bulk density changed considerably (and to our knowledge to unrealistic values). Furthermore, 
also the SOC and the humads fraction of the SOC increased, as did the TDD Maize, while the plant 
C/N ratio of Maize dropped by over 10% and the soil pH changed from 8 to 7. Both the fraction of 
grain and the N_fixation of Maize changed only slightly.   
In the first two lines table 4.3.6 shows the statistical evaluation of the simulation results of the 
sensitivity analysis and the following optimisation of the abovementioned parameters. As can be 
seen from all three of the statistical values for the Nmin simulation, the simulation using optimised 
parameters yields improved results opposite to the default value. The EF value, nevertheless, 
remains largely below zero. Furthermore, it becomes evident that the simulation of the N 2O 
emissions is worse than before the optimisation. This is due to the fact that regardless of the 
optimisation, the mineral nitrogen pools have run empty at the end of the winter 99/00 and are not 
replenished afterwards (except for short times directly after the fertilization). The subsequent 
addition of atmospheric N deposition (based on estimates of He et al., 2007) did not change this 
situation. Suspecting that the automated optimisation arrived at an artificial optimum, it was decided 
to change the field capacity to the highest measured SWC value and to raise the fraction of humads 
considerably. As table 4.3.6 shows, this causes a highly negative EF value and a very high RMSE. 
Figure 4.3.4 (note the different scaling of the y-axis) reveals that this is caused by very high amounts 
of nitrate and ammonium, especially in the soil layers 10-20 cm (figure 4.3.4C) and 20-30 cm (figure 
4.3.4E) during the year 2000. In the soil layer 0-10 cm (figure 4.3.4A), the ammonium concentration 
reaches a level similar to the two lower layers, but the peak in nitrate concentration in late summer 
2000 is much smaller. Figure 4.3.4B (mineral N in 0-30 cm compared to the Nmin measurements) 
shows a very high overestimation of the mineral N in the first year, however, the discrepancy 
decreases massively in the second and third year. Figure 4.3.4D (Nmin 0-50 cm) reveals that the 
largest part of available mineral N is located in 0-30 cm, since the two model curves of figure 4.3.4B 
and D show only slight differences. The gross mineralisation peak in the year 2000 (figure 4.3.4F) 
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increased considerably in comparison to figure 4.3.3F, and two additional peaks are recorded for 
each the year 2001 and 2002. 
Figure 4.3.5 shows the mineral N pool simulation after the optimisation of field capacity (0.9) and 
humads fraction (0.14). The ammonium pool diminishes, as before, during the first year. But nitrate 
is now available in the soil up to the summer 2001. This is the case for all three soil layers (0-10 cm, 
10-20 cm and 20-30 cm, in figure 4.3.5A, C and D, respectively). Figure 4.3.5B and D show more 
clearly that mineral nitrogen is available now until summer 2001, but is depleted from then onwards. 
Additionally, there is almost no N available in the layer 30-50 cm, as a comparison of the two model 
curves reveals. Coefficient of determination, EF and RMSE return to the level of the default 
simulation, but no improvement can be concluded from these results.  
A subsequent optimisation of the parameters field capacity, humads_soc, plant C/N ratio WW, water 
requirement WW, TDD WW, N_fixation WW, portion grain Maize, plant C/N ratio Maize, TDD Maize 
and N_fixation Maize further improved the simulation of the mineral N, as can be seen in figure 46 
and table 4.3.6, while the optimised parameter values are shown in table 4.3.7. NH4
+ as well as NO3
-  
is available now throughout the three years (figure 4.3.6A, C, E), which is a much more realistic 
representation of a natural system than a complete depletion of mineral N. From the comparison 
with the measured Nmin data it can also be seen that the simulation improved. As mentioned before, 
the model curve should theoretically be located above the measurement curve, so that it can be 
assumed that the first and part of the second year are simulated relatively well. Nevertheless, the  
Table 4.3.8: Comparison of measurements and the optimised Nmin simulation 
of T1 using measured SWC data, the second UCODE optimisation approach 
and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 opt (9par)  



















(opt meaning optimised and par meaning parameter)  
Table 4.3.7: Parameter adjustments of the Nmin optimisation with adjusted 
humads fraction, using model version DNDC89, measured soil water data 
and the second UCODE optimisation approach 
Parameter name Original value Optimised Value 
Field Capacity (% WFPS/100)  0.7 0.7379 
Humads_soc (%/100) 0.5 0.1101 
plant CN ratio WW 59.9718 95.23 
waterrequirement WW (mm) 320.7 336.7 
TDD WW (°D) 2550 2874 
N_fixation WW 1 2.707 
portion grain Maize (%/100) 0.4 0.1574 
plant CN ratio Maize 26.6784 49.33 
TDD Maize (°D) 1810 1500 
N_fixation Maize 1 2.128 
  
  





Figure 4.3.4: The simulated mineral nitrogen pools in the soil  of T1 using the measured SWC dataset, a field capacity 
of 0.7, a humads fraction of 0.5, and model version DNDC89 (Note the adjustment of the y-axis). Figure (A), (C) and 
(E) show the simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, 





 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral 
nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-
2002. 




Figure 4.3.5: The simulated mineral nitrogen pools in the soil of T1 using the measured SWC dataset, an optimised 
field capacity and humads fraction, and model version DNDC89 (Note the different scale of the y-axis). Figure (A), (C) 
and (E) show the simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, 





 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral 
nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-
2002. 





Figure 4.3.6: The simulated mineral nitrogen pools in the soil of T1 using the measured SWC dataset, optimised 
parameters, and model version DNDC89. Figure (A), (C) and (E) show the simulated concentration of nitrate and 
ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the 




 amounts of figure (A), (C) and (E) for the 
years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the 
gross mineralisation of T1 is shown during the years 1999-2002. 
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second half of the simulation still shows too low Nmin contents. A following parameter optimisation 
used the updated humads fraction together with an atmospheric N deposition of 100 kg N ha -1 yr-1. 
The results are given in figure 4.3.7 and table 4.3.8. 
Although the results in table 4.3.8 are not better than the last optimisation shown in table 4.3.6, the 
graphical representation does not allow the conclusion that the simulation is worse than in figure 
4.3.6. Apparent are higher nitrate contents throughout the three years in the surface soil layer 
(figure 4.3.7A) and higher ammonium contents during the summer months. However, nitrate and 
ammonium are clearly depleted in the lower two soil layers in the second half of the simulated 
period (figure 4.3.7C and E). Comparing measured and modelled Nmin contents for 0-30 cm (figure 
4.3.7B), an overestimation can be identified for the winter 00/01, the underestimation in the third 
year persists. Gross mineralisation peaks increased tremendously, however, the number of peaks 
decreased to two. 
The last optimisation of this setting was undertaken using a fixed field capacity (with the measured 
value of 0.63), while optimising the remaining parameters. Included in this optimisation step were 
the following parameters: bulk density, soil pH, initial soil NO3
- concentration, humads_soc, 
humus_soc, yield WW year 1, portion grain Maize, plant C/N ratio Maize, TDD Maize, and N_fixation 
Maize. The results of which are shown in figure 4.3.8. The final result is no clear improvement 
compared to the former optimisation when looking on the NO3
- and NH4
+ contents in the single 
layers (figure 4.3.8A, C and E), even though the agreement between modelled and measured Nmin 
amounts is better during the first half of the simulation period (figure 4.3.8B) when compared with 
figure 4.3.7B.  
Problematic is the depletion of mineral N in the soil layers 10-20 cm (figure 48C) and 20-30 cm (figure 
4.3.8E), which results in a slight underestimation of Nmin in the second half  of the simulation in figure 
4.3.8B. Furthermore, the model calculates an unusual high peak of nitrate content in all three 
presented layers in September 2000. The source of this nitrate peak remained unclear, since it is not 
caused by nitrification of the present ammonium. Otherwise, the nitrate content would build up 
slowly. However, it is to be suspected that the peak is in some way connected to the fixed field 
capacity (and therefore excess water in the soil), since it did not appear in the former optimisation.  
Table 4.3.9: Parameter adjustments of the final Nmin optimisation on 50 cm 
simulated soil depth, using model version DNDC89, measured soil water 
data and the second UCODE optimisation approach 
Parameter name Original value Optimised Value 
Bulk Density (g cm
-3
)  1.332 0.8408 
Soil pH 8 6.631 
SOIL NO3 initial concentration (mg N kg
-1
)  36 19.47 
Humads_soc (%/100)  5.00E-02 9.80E-02 
Humus_soc (%/100) 0.945 1.493 
Yield WW Year 1 (kg dry matter ha
-1
)  5766 3781 
portion grain Maize (%/100) 0.4 0.1643 
plant CN ratio Maize 26.6784 50 
TDD Maize (°D) 1810 1547 
N_fixation Maize 1 1.5 





Figure 4.3.7: The simulated mineral nitrogen pools in the soil of T1 using the measured SWC dataset, optimised 
parameters with atmospheric N deposition, and model version DNDC89 (Note the change of the y-axis scaling in A, C, 
E and F). Figure (A), (C) and (E) show the simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-
20 cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the measured Nmin concentration is 




 amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) 
shows the total modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross mineralisation of T1 is 
shown during the years 1999-2002. 




Figure 4.3.8: The simulated mineral nitrogen pools in the soil of T1 using the measured SWC dataset, optimised 
parameters with atmospheric N deposition, fixed field capacity, and model version DNDC89 (Note the change in the 
scale of the y-axis in figure A). Figure (A), (C) and (E) show the simulated concentration of nitrate and ammonium in 
the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the measured Nmin 




 amounts of figure (A), (C) and (E) for the years 1999-2002. 
Figure (D) shows the total modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the gross 
mineralisation of T1 is shown during the years 1999-2002. 




The second optimisation ended with the in table 4.3.9 presented adjusted parameter values. The 
bulk density was reduced by almost half, far away from the actual measured value. The same holds 
true for the soil pH, which decreases by almost 1.5. The humads fraction decreased to very little 
amounts, smaller by a factor of 5 than the default value. Therefore, the humus fraction increased to 
almost 1.5, a ratio of 150% of the total SOC. Nevertheless, the model reported no error with this 
setting. The yield of Winter Wheat in the first year (given in kg) dropped by roughly 2 tons, also the 
fraction of grain and the TDD (both for Maize) dropped considerably. Plant C/N ratio and N_fixation 
of Maize, however, increased strongly.  
From the statistical evaluation of this last optimisation, it becomes evident that the coefficient of 
determination, EF value and RMSE improved in comparison to the former optimisation, but better 
results have been achieved before that. Nevertheless, EF values remained negative in all optimisation 
steps, and the RMSE was very high as well. A last attempt was made then to find a way to further 
improve the model simulations. By increasing the simulated soil depth to 90 cm, it was thought that 
the depletion of Nmin, especially nitrate, could be limited by a prevention of nitrate leaching, as was 
mentioned in chapter 2.6, and will be shown in chapter 4.4.3.  
4.3.3 Optimisation of the Nmin simulation on 90 cm soil depth 
The extension of the simulated soil depth to 90 cm allowed a closer observation of the simulated 
mineral N pools. Concerning the evaluation of the mineral N, this is why table 4.3.11 does not only 
show the statistical evaluation of the soil layer 0-30 cm, but also 30-60 cm and 60-90 cm. The 
optimisation approach started with a sensitivity analysis. The parameter sensitivities are given in 
table 4.3.10.  
Table 4.3.10: Sensitive parameters for the optimisation of Nmin on 90 cm 
simulated soil depth 
  composite scaled sensitivity ratio to maximum 
Soil pH 1.04E+00 1.00E+00 
Field Capacity 8.23E-01 7.92E-01 
Bulk Density 2.16E-01 2.08E-01 
Yield WW Year 2 2.03E-01 1.96E-01 
Yield Maize Year 1 1.82E-01 1.75E-01 
Base CO2 1.66E-01 1.60E-01 
Yield WW Year 1 1.49E-01 1.44E-01 
Yield WW Year 3 1.42E-01 1.37E-01 
Surface SOC 1.27E-01 1.23E-01 
clay fraction 1.17E-01 1.12E-01 
SOIL NO3 initial concentration 1.12E-01 1.08E-01 
Yield Maize Year 3 9.50E-02 9.15E-02 
Humads_soc 8.66E-02 8.34E-02 
Humus_soc 7.07E-02 6.81E-02 
Yield Maize Year 2 5.89E-02 5.67E-02 
Microbial Activity Factor 5.27E-02 5.07E-02 
Hydr. Conductivity 4.25E-02 4.09E-02 
SOIL NH4 initial concentration 4.08E-02 3.93E-02 
Litter_soc 2.64E-02 2.54E-02 
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Here, the first point worth mentioning is the sensitivity of the hydraulic conductivity, which is 
sensitive due to the fact that the model version used for this optimisation approach includes the 
adjusted calculation of the water travel time. The adjusted calculation was included in order 
toinfluence nitrate leaching. Nitrate leaching is calculated regardless of the fact that the model 
calculates with measured soil water data, because the calculation determining the amount of water 
between soil layers was not disabled. Therefore, due to the adjustment, the hydraulic conductivity 
could be used to influence the transport of nitrate between the layers.  
Concerning the other parameters, soil parameters and the crop yields winter wheat were the most 
sensitive parameters. It could be assumed that this points towards an attempt by the software to 
adjust the N uptake by the winter wheat in to in order to influence the mineral N household during 
the summer months, however, no further crop parameters, as for instance t he N_fixation 
parameters, are included in the list. Furthermore, only the four most sensitive parameters (bulk 
density, soil pH, field capacity and yield WW year 2) were used for the final optimisation. All attempts 
to add any of the other parameters led to an interruption in the optimisation process.  
Comparing table 4.3.11 with table 4.3.8, the results of the sensitivity analysis (T1 sen analysis) in 
table 4.3.11 show improved results for the mineral N simulation. This is true for the coefficient of 
determination, the EF value and the RMSE of the soil layer 0-30 cm. Nevertheless, regardless of these 
improvements, the EF values remains highly negative. Concerning the mineral N simulation of the 
layers 30-60 cm and 60-90 cm, the coefficient of determination is 0.0 and 0.01, respectively. In the 
meantime, the EF value is lower than -2.7, and the RMSE comparable to the RMSE of layer 0-30 cm.  
The optimisation of the mineral N simulation led to mixed results. The Nmin coefficient of 
determinations changed only slightly and no clear improvement can be identified. Concerning the EF 
values, the soil layer 0-30 cm worsened considerably. There is, however, a remarkable improvement 
of the EF values in the soil layers 30-60 cm and 60-90 cm. Nevertheless, both values remain negative. 
The situation is similar for the RMSE values, where the RMSE is higher in the soil layer 0-30 cm and 
lower in the layers 30-60 cm and 60-90 cm.  
In figure 4.3.9 and 4.310, the results of this Nmin simulation optimisation on 90 cm soil depth are 
presented in more detail. Figure 4.3.9 shows the NH4
+ and NO3
- amounts of the upper 60 cm of the  
Table 4.3.11: Comparison of measurements and the final Nmin simulation 
optimisation on 90 cm depth, using the 3rd UCODE optimisation approach 
and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0-30 cm 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 30-60 cm 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 60-90 cm 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 sen analysis 




















R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002   
  
R²  EF  RMSE  R²  EF  RMSE  
      
T1 sen analysis 



















(sen meaning sensitivity, opt meaning optimised and par meaning parameter)  









 amounts after the optimisation of the Nmin simulation, using model version 
DNDC89, measured soil water data and a simulated soil depth of 90 cm (Note the scaling of the y-axis to 80 kg N ha
-
1
). Shown are the layers 0-10 cm (A), 10-20 cm (B), 20-30 cm (C), 30-40 cm (D), 40-50 cm (E), and 50-60 cm (F). 








 amounts after the optimisation of the Nmin simulation and comparisons 
between measured and modelled Nmin amounts, using model version DNDC89, measured soil water data and a 




 amounts of the layers 60-70 cm (A), 70-80 cm (B), and 80-90 
cm (C), and the comparison of measured and modelled Nmin amounts for the layers 0-30 cm (D), 30-60 cm (E), and 60-
90 cm (F). 




simulated soil, separated into 10 cm layers. The remaining 30 cm are included in figure 4.3.10, 
together with three diagrams comparing measured Nmin values with modelled Nmin values. This was 
done, as in table 4.3.11, for the layers 0-30 cm, 30-60 cm and 60-90 cm.  
The first three layers, starting at the surface, (0-10 cm, 10-20 cm, 20-30 cm, in figure 4.3.9A, B, C, 
respectively) show mineral N contents that are quite similar to the last simulation in c hapter 4.3.2 
(figure 4.3.8). The main difference, however, is that the nitrate pool in the soil layer 0-10 cm recovers 
from the strong depletion in the year 2000, end only depletes completely in the year 2002. The 
nitrate content in the other two layers is  also not as quickly depleted, as for instance shown in figure 
4.3.6. Nevertheless, nitrate contents reach 0 kg N ha -1 during the summer 2001, and are only slightly 
replenished in the winter 01/02. The NH4
+ amounts of the soil layer 0-10 cm follows the known 
pattern of other simulations (higher amounts during the winter months, lower to no amounts during 
the summer months, interrupted by clearly visible peaks from irrigation events).  
In the two other layers (figure 4.3.9B and C), NH4
+ amounts start with 20 kg N ha-1, they are, however, 
depleted during the summer 2000. The NH4
+ pool replenishes throughout the following winters, and 
is always depleted during the summer months. Concerning the other three layers of figure 4.3.9 (30-
40 cm, 40-50 cm, 50-60 cm), they all show a similar pattern in the behaviour of the two mineral N 
pools, but differ in the amounts. NH4
+ amounts start with 10 kg N ha-1, become depleted during the 
summer 2000, but slightly later than in the upper 30 cm of soil. A replenishment is vis ible in the 
winter 00/01, and, at an even lower level, in the winter 01/02. Nitrate amounts start at a low level, 
and remain on than level during until august 2000. Then a sharp increase in the nitrate pool is visible, 
after which the depletion lasts until the end of the growing period in the year 2002. 
The remaining 30 cm of simulated soil (60-70 cm, 70-80 cm, 80-90 cm) are given in figure 4.3.10 (A, B, 
and C, respectively). Both nitrate and ammonium are almost non existent in this layer. There is, 
however, a repetition of the behaviour of the upper soil layers NH4
+ pools. Furthermore, in figure 
4.3.10A the increase in nitrate at the end of the summer 2000 can be noticed. No nitrate is available 
at a later point or in the two lowest layers.  
The comparison of measured and simulated Nmin amounts in the layer 0-30 cm (figure 4.3.10D) shows 
an overestimation of the Nmin by the model in the first half of the simulation, and an underestimation 
in the second half. The deviation from the measurement curve is bigger  in the overestimation half of 
the simulation than in the underestimated half. Given the fact that measurements were always taken 
before a fertilisation event, it could be assumed that the measurement curve underestimates the 
real Nmin content. In this case, the overestimated part of the model curve could actually be relatively 
close to the real Nmin content. However, since no Nmin measurements are available that measured 
mineral N after the fertilisation, this assumption cannot be proven. However, if it would be true, the 
underestimation in the second half of the simulation would be accordingly bigger.  
In the layer 30-60 cm (figure 4.3.10E), the simulated mineral N is almost in agreement with the 
measurement curve during the first year of the simulation. Following that, the model overestimates 
the measured Nmin content clearly during the second year, and finally underestimates it in the third 
year. In the third layer (60-90 cm, figure 4.3.10F), the simulation underestimates the measured Nmin 
content throughout the simulation. Only four parameters were optimised in this optimisation step, 
the final results of their optimisation are shown in table 4.3.12. Most of the parameters changed only 
slightly, the exception being the yield of the Winter Wheat of the second year, which dropped 
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around 1.5 tons. Having reached relatively good results in the surface soil layers, which are also most 
deciding for the formation of N2O, the following steps attempted to optimise Nmin and N2O emissions 
simultaneously.  
The results of these attempts will be presented in chapter 4.4. However, owing to the fact that 
certain improvements of the model simulation were achieved by adjustments of input parameters, it 
was tested whether these adjustments had also a positive influence on the simulation of the soil 
water contents. Therefore, simultaneous optimisations of Nmin and the soil water content were 
undertaken with the default model version DNDC89. 
4.3.4 Simultaneous optimisations of SWC and Nmin 
Two attempts were made to optimise the simulation of the SWC and the Nmin simultaneously. The 
first optimisation attempt was undertaken without the addition of the atmospheric N deposition, 
while the second attempt included the atmospheric N deposition. Results of both optimisations will 
be presented, focussing on the statistical evaluation of the SWC simulation as well as the graphical 
evaluation of the Nmin simulation. Statistical evaluation of both the optimisations and the sensitivity 
analysis are given in table 4.3.13. Furthermore, sensitive parameters and their respective sensitivities 
are presented in table 4.3.14. The graphical presentation of the SWC and the Nmin simulation of the 
first optimisation can be found in the figures 4.3.11 and 4.3.12, respectively. The simulations of the 
second optimisation are shown in the figures 4.3.13 and 4.3.14. 
The simulation of SWC and Nmin during the sensitivity analysis yielded results that are close to the 
better simulation results achieved during the SWC optimisation, but they do not reach the level of 
the best optimised results in regard to the EF value. As can be seen in table 4.3.13, the correlation 
between measured and simulated SWC values is increasing along with the depth of the soil layers, so 
that hardly any correlation can be recognized in the surface soil layer, while there is some correlation 
(0.26) in the lowest soil layer. This impression is not reflected by the EF values, where both the 
surface and the lowest soil layer are equally bad, but the middle soil layer (15-30 cm) is worse. The 
RMSE is highest in the surface soil layer, and decreases with increasing soil depth. 
Looking at the coefficient of determinations per layer and year, it becomes clear that the simulation 
of the first year is the most problematic, with almost no correlation in all three layers. Compared to 
that, the second year shows very high correlations, also for all three layers. Finally, in the third year 
there is no correlation in the surface layer, while in the two lower layers the correlations are 
comparable to those of the second year. The calculated differences between measured and 
modelled values are highest in the lowest soil layer (with -18.71% – -78.66%), while the differences in 
the other two layers are confined in a range of -18.73% – 16.96%. Concerning the simulation of  
Table 4.3.12: Parameter adjustments of the final Nmin optimisation on 90 cm 
simulated soil depth, using model version DNDC89, measured soil water 
data and the second UCODE optimisation approach 
Parameter name Original value Optimised Value 
Bulk Density (g cm
-3
)  1.309 1.297 
Soil pH 8 7.668 
Field Capacity (% WFPS/100)  0.6324 0.6398 
Yield WW Year 2 (kg dry matter ha
-1
)  4447 3087 
  
  




Table 4.3.13: Comparison of measurements and SWC and Nmin simulation of 
T1 after simultaneous optimisation, using the second UCODE optimisation 
approach and model version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 
3 years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 sen anal  
T1 opt (17 par)  





























R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
 
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 sen anal  
T1 opt (17 par)  





























Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
 
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 sen anal  
T1 opt (17 par)  





























R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
 
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 sen anal  
T1 opt (17 par)  




























(sen anal meaning sensitivity analysis, opt meaning optimised and par meaning parameter) 
mineral nitrogen, there appears to be some correlation between simulated and measured values, but 
as was described before, this impression can be misleading. The EF value is, as in most other N min 
simulations, at around -1.8, and the RMSE high with 34.27.   
From the parameter sensitivities presented in table 4.3.14 it can be seen that the importance of the 
single parameters shifted considerably in comparison to the sensitivity analyses concerning only SWC 
or Nmin simulation. It becomes apparent that several crop parameters gained in importance, while 
soil parameters as field capacity or bulk density moved down in the list.  
The most sensitive parameters are the yields of Winter Wheat in the first and second year, as well as 
the soil organic carbon and its fraction of very labile litter. The next sensitive parameters are crop 
parameters as the grain fraction of the total biomass, the crop water requirement and the crop N -
fixation rate, but also the clay fraction of the soil. Among the least sensitive parameters are t he initial 
concentrations of NH4
+ and NO3
-, suggesting a minor importance of these two parameters for the 
correct simulation of Nmin throughout the three simulated years.  
The parameters bulk density, surface SOC, clay fraction, microbial activity index, field capacity, litter 
fraction of the SOC, humads fraction of the SOC, yield WW year 2, portion grain WW, water 
requirement WW, TDD WW, N_fixation WW, portion grain Maize, water requirement Maize, TDD 
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Maize and N_fixation Maize were included in the first simultaneous optimisation of SWC and Nmin. As 
table 4.3.13 shows, this caused clearly decreased correlations between measured and modelled SWC 
values, but in turn effected a considerable improvement of the SWC-EF and SWC-RMSE values. When 
looking at the correlations of modelled and measured SWC values per layer and year, it becomes 
clear that the mentioned decrease in correlation must be due to the decreases in the second year, 
since correlations in the first and third year remained similar to the results of the sensitivity analysis. 
The calculated differences improved for all layers and years, except for layer 0-15 cm in the third year.  
Concerning the Nmin simulation, coefficient of determination, as well as EF value and RMSE value 
show a clear improvement in comparison to the results of the sensitivity analysis. 
Figure 4.3.11 gives an overview over the SWC simulation results of the first optimisation. In each the 
soil layer 0-15 cm, 15-30 cm and 30-60 cm (figure 4.3.11A, C and E, respectively), the model  
Table 4.3.14: Sensitive parameters for the simultaneous optimisation of 
SWC and Nmin 
  composite scaled sensitivity ratio to maximum 
Yield WW Year 1 3.52E+02 1.00E+00 
Surface SOC 3.47E+02 9.85E-01 
Yield WW Year 2 2.98E+02 8.46E-01 
Litter_soc 2.70E+02 7.67E-01 
portion grain WW 2.54E+02 7.20E-01 
clay fraction 2.47E+02 7.01E-01 
waterrequirement Maize 2.41E+02 6.84E-01 
waterrequirement WW 2.36E+02 6.70E-01 
TDD Maize 2.33E+02 6.60E-01 
portion grain Maize 2.29E+02 6.51E-01 
N_fixation Maize 2.29E+02 6.51E-01 
N_fixation WW 2.19E+02 6.23E-01 
Field Capacity 2.19E+02 6.22E-01 
TDD WW 1.98E+02 5.61E-01 
Humads_soc 1.95E+02 5.53E-01 
Bulk Density 1.89E+02 5.38E-01 
Microbial Activity Factor 1.70E+02 4.83E-01 
Soil pH 1.56E+02 4.42E-01 
portion root WW 1.55E+02 4.40E-01 
Humus_soc 1.54E+02 4.37E-01 
Yield Maize Year 1 1.52E+02 4.33E-01 
plant CN ratio Maize 1.29E+02 3.67E-01 
plant CN ratio WW 1.29E+02 3.67E-01 
portion root Maize  1.29E+02 3.67E-01 
Yield Maize Year 2 1.25E+02 3.56E-01 
Base CO2 1.14E+02 3.24E-01 
Yield Maize Year 3 1.11E+02 3.15E-01 
SOIL NO3 initial concentration 1.04E+02 2.95E-01 
SOIL NH4 initial concentration 1.04E+02 2.95E-01 
root CN ratio Maize 1.04E+02 2.95E-01 
root CN ratio WW 9.39E+01 2.66E-01 
Yield WW Year 3 6.10E+01 1.73E-01 





Figure 4.3.11: SWC simulation results of T1 after the simultaneous optimisation of SWC and N min,  using the model 
version DNDC89. Figure (A), (C) and (E) show the actual soil water content in the period 1999-2002 for 0-15 cm, 15-30 
cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated differences between measured and 
modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, respectively. 




Figure 4.3.12: The simulated mineral nitrogen pools in the soil of T1 after the simultaneous optimisation of SWC and  
Nmin, using model version DNDC89. Figure (A), (C) and (E) show the simulated concentration of nitrate and 
ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for the years 1999-2002. In figure (B), the 




 amounts of figure (A), (C) and (E) for the 
years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 cm) for all three years. In figure (F), the  
gross mineralisation of T1 is shown during the years 1999-2002. 




simulation fits relatively well to the measurement in the first half of the first and most of the second 
year, while there are larger discrepancies in the third year. As was already the case for the SWC 
simulations presented in the last chapter, underestimations of the SWC take place in the second half  
of the first year, the end of the second year, and the second half of the third year. Additionally, there 
is a massive overestimation of the SWC in the first half of the third year. From the plotted differences 
it can be seen that over- and underestimations are most pronounced in the surface soil layer.  
The simulation results of the mineral N pools are given in figure 4.3.12. In comparison to the final 
optimisation of the Nmin simulation using measured SWC values (chapter 4.3.2 and 4.3.3) the 
amounts of NH4
+ and NO3
- present in the single soil layers (figure 4.3.12A, C, and E) are lower. 
Especially the surface soil layer (figure 4.3.12A) only contains small amounts of NO3
- throughout the 
simulation period. Again, a depletion of mineral N can be observed for the second half of the 
simulation period, although here Nmin amounts do not diminish totally. On the other hand, when 
comparing modelled and measured values, there is a relatively good fit between measured and 
modelled values during the first half of the simulation period, while the second half is slightly 
underestimated. The gross mineralisation exhibits again major peaks at the beginning of t he growing 
season in all three years, which are accompanied by some minor peaks in the summer 2000.  
The second optimisation, including the atmospheric N deposition, ended in a different optimised 
parameter set than the optimisation before. Included in this optimisation were the parameters base 
CO2, bulk density, soil pH, surface SOC, clay fraction, field capacity, yield WW year 1-3, yield Maize 
year 1 and 3, plant C/N ratio WW, water requirement WW, TDD WW, water requirement Maize and 
TDD Maize. This resulted in a considerable improvement of the SWC simulation in comparison to the 
sensitivity analysis results and the results of the first optimisation, but at the same time the 
simulation of the Nmin is worse than in the other two cases. 
Seeing the simulated SWC curves in figure 4.3.13, a relative good fit between modelled and 
measured values in the first half of the simulation period in all three layers (figure 4.3.13A, C and E) 
can be identified, while the discrepancies in the second half are considerably smaller in comparison 
to figure 4.3.11. There is a complete underestimation of the SWC in the lowest layer in the third year 
(figure 4.3.13E). From the plotted differences it can also be seen as well that the discrepancies 
between modelled and measured data decreased considerably in comparison to most of the pure 
SWC optimisation attempts.  
Concerning the Nmin simulation of this last simultaneous optimisation of SWC and Nmin, figure 4.3.14A 
shows that the mineral N content is generally higher in the surface soil layer than in figure 4.3.12A. 
There is a NH4
+ content present of about 20 kg ha-1 for all three summer periods (with a drop in the 
third), and the NO3
- content peaks with 60 kg ha-1 in October 2000 and remains high throughout the 
summer 2001. In turn, the content of mineral N is considerably lower in both the lower soil layers 
(figure 4.3.14C and E) during the first year. Furthermore, the depletion of mineral N in these two 
layers is much more distinct than in figure 4.3.12. Accordingly, the comparison of measured and 
simulated mineral N, shown in figure 4.3.14B, reveals an underestimation of the Nmin in the beginning 
of the simulation, followed by a clear overestimation in the period between summer 2000 and 
summer 2001, and ends with a underestimation of the Nmin in the remaining simulation period. 
In this last optimisation step concerning the simulation of the Nmin (simultaneously optimised 
together with the SWC), without regard to the N2O emission, produced the adjusted parameter  




Figure 4.3.13: SWC simulation results of T1 after the simultaneous optimisation of SWC and Nmin together with 
atmospheric N deposition, using the model version DNDC89. Figure (A), (C) and (E) show the actual soil water 
content in the period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the 
calculated differences between measured and modelled soil moisture values of the three soil  layers in 2000, 2001 
and 2002, respectively. 





Figure 4.3.14: The simulated mineral nitrogen pools in the soil of T1 after the simultaneous optimisation of SWC and 
Nmin together with atmospheric N deposition, using model version DNDC89. Figure (A), (C) and (E) show the 
simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for 





amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 
cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-2002. 
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values given in table 4.3.15.  One of the biggest changes concerns the bulk density, which once more 
dropped to a level far below the measured value. Further, large changes occur in the yield of the 
Winter Wheat in all three years, the plant C/N ratio of the Winter Wheat and the water requirement 
of the same crop. Slightly changed are other soil parameters as the soil pH, the field ca pacity and the 
clay fraction. The SOC increased considerably, thus increasing initially inert N contents in the 
soil.Concerning the Maize parameters, the yield of the third year increased by roughly 2.5 tons, the 
water requirement increased considerably, and so did the TDD.  
Table 4.3.15: Parameter adjustments of the final simultaneous SWC and 
Nmin optimisation (50 cm simulated soil depth), using model version 
DNDC89 and the second UCODE optimisation approach 
Parameter name Original value Optimised Value 
Base CO2 (ppm) 350 359 
Bulk Density (g cm
-3
)  1.332 0.8901 
Soil pH 8 7.983 
Surface SOC (%/100) 1.20E-02 1.90E-02 
clay fraction (%/100) 0.16 0.1684 
Field Capacity (% WFPS/100)  0.7 0.671 
Yield WW Year 1 (kg dry matter ha
-1
)  5766 2762 
Yield Maize Year 1 (kg dry matter ha
-1
) 5063 5003 
Yield WW Year 2 (kg dry matter ha
-1
)  4447 1171 
Yield WW Year 3 (kg dry matter ha
-1
)  4249 3742 
Yield Maize Year 3 (kg dry matter ha
-1
) 5483 8131 
plant CN ratio WW 59.9718 35.05 
waterrequirement WW (mm) 320.7 200 
TDD WW (°D) 2550 2871 
waterrequirement Maize (mm) 463.8 502.8 
TDD Maize (°D) 1810 2193 
  
  




4.4 Testing and optimisation of the N2O emission simulation 
Modelling N2O emissions is the central focus of this work. However, the simulation of N2O emissions 
with the DNDC model depends on the one hand on the simulations of the soil water content, and on 
the other hand on the simulation of the mineral nitrogen in the soil. The SWC simulations had been 
unsatisfying, so that the DNDC model was reprogrammed to use measured soil water data for the 
simulations of, at first, Nmin, and later, N2O emissions. However, as has been shown in chapter 4.3, 
simulations with the default model continued. This was due to the fact that inputs were updated 
with newer findings (atmospheric deposition, increase in the labile litter fraction of the SOC, and 
increase of the simulated soil depth to 90 cm).  
As was shown in the two chapters 4.2 and 4.3, discrepancies in the simulations of the soil moisture 
and the mineral N pools were found, that prevented immediate progress towards a realistic 
simulation of the N2O emission rates. Thus, at first the results of the default model will be given as a 
reference point. This is followed by the N2O emission results of the iterated model (using measured 
soil water data) will be shown, and subsequently, the changes due to the addition of updated inputs 
will be presented. Last, the simultaneous optimisation of SWC, Nmin and N2O emissions will be 
compared to all former optimisations.  
4.4.1 Default model simulations and optimisation 
In chapter 4.1 the simulation results of the default model version DNDC89 were presented. As was 
already pointed out there, the simulation results suggest that the N2O emissions are driven by 
denitrification of applied fertiliser amounts only (figure 4.1.2 and 4.1.3). Due to that, the simulation 
results strongly underestimate the emission rates in the years 2001 and 2002. Measured and 
simulated cumulative N2O emission amounts give a better overview over this discrepancies, so in 
2001 only about a tenth part of the measured emissions is simulated, while in 2002 only about 30% 
of the measured amount is estimated. Accordingly, no correlation can be discovered between 
modelled and measured values, the EF values are clearly negative, and the RSME is 25.67 in 2001 and 
11.5 in 2002 (see also table 4.1.1 or either the results of T1 shown in table 4.4.1).  
Table 4.4.1 shows further the results of the first optimisation attempt that focussed on the N 2O 
emissions, using the default model version DNDC89 together with the initially SWC-optimised 
parameter set presented in chapter 4.2.1. Included in this N2O emission optimisation were the 
parameters N_fixation of Maize, N_fixation of Winter Wheat, plant C/N ratio of Maize and the soil pH. 
Unfortunately, the sensitivities of these parameters have been lost. As can be seen in table 4.4.1, the 
optimisation had an impact on the simulation of the soil water content. There is a slight 
improvement in the correlation between simulated and measured values for the soil layers 15-30 cm 
and 30-60 cm. Furthermore, the SWC-EF values for all three layers improved considerably, however, 
they remain negative. The SWC-RMSE values for all three layers dropped slightly. Calculated 
differences between modelled and measured SWC values dropped likewise in all three layers and 
years, with the exception of the third year of the surface layer.  
The Nmin simulation shows slightly improved EF and RMSE values, however, the correlation between 
measured and simulated values decreased significantly. Concerning the simulation of the N2O 
emissions, again no correlation can be identified between measured and modelled emissions, both in 
the second and the third year. The EF and the RMSE values of the second year degraded in 
comparison to the default simulation, while both values improved slightly for the emission simulation  
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Table 4.4.1: Comparison of measurements and optimised N₂O simulation 
results for T1, using the second UCODE optimisation approach and model 
version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
0 - 15 
cm 
15 - 30 
cm 
30 - 60 
cm 
T1 




















R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 




















Calculated differences of the 
soil layer 0 – 15 cm per year 
(in %) 
Calculated differences of the 
soil layer 15 – 30 cm per year 
(in %) 
Calculated differences of the 
soil layer 30 – 60 cm per year 
(in %) 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 




















R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 



















(opt meaning optimised and par meaning parameter)  
of the third year. A closer look at the plotted N2O emissions after the optimisation of the four 
parameters reveals the reason for the non-existing correlation between measured and modelled N2O 
emission values. As can be seen in figure 4.4.1, almost no N2O emissions were simulated in all three 
years and the one simulated peak does not coincide with the measurement periods. The simulated 
nitrate leaching does not surpass 4 kg N ha-1 d-1, but is apparently driven by fertilisation events.   
To explain these results, it is necessary to look at the simulated N pools. In figure 4.4.2, the simulated 
total mineral N of the soil layer 0-30 cm is displayed. Fertilisation events can clearly be distinguished, 
as well as the subsequent depletion of the pool. At the beginning, the Nmin pool is underestimated, 
and depleted directly during the first winter. Following this, the Nmin pool refills only through 
fertilisation events. Thus, it must be assumed, the available mineral N is taken up directly for crop  
Table 4.4.2: Parameter adjustments of the first N₂O emission optimisation, 
using model version DNDC89 and the second UCODE optimisation approach 
Parameter name Original value Optimised Value 
Soil pH 8 1.88 
N_fixation WW 1 1.5 
plant CN ratio Maize 26.6784 16.63 
N_fixation Maize 1 1.5 
  
  






Figure 4.4.1: Simulated N losses in T1 after the first N2O optimisation with four parameters, using model version 
DNDC89 (Note a different scaling of the y-axis). (A) and (C) Comparison of measured and simulated N2O emissions of 
T1 in the summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and simulated N2O 
emissions of T1 in the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T1 during the years 1999-
2002. (F) Simulated leaching of nitrate of T1 during the years 1999-2002. 
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growth or stored in one of the SOC pools, since no mineral N 
appears to be available for either denitrification or 
nitrification. Otherwise there would have been simulated 
emissions of either N2O, NO or N2, or at least the nitrate 
leaching would have been higher. In order to prevent a 
repetition of similar results in the following optimisations 
(missing N2O emissions due to missing mineral N), N2O 
emissions were optimised simultaneously with the mineral N. 
Such optimisations were mentioned in the chapter 4.3 and 
their results have been presented with the focus on the Nmin. 
Accordingly, the results of these optimisations will focus on 
the N2O emissions in this chapter. 
One last point to consider, concerning this first N2O emission optimisation approach, is the 
adjustment of the optimised parameters. The original and adjusted value of the optimised 
parameters is given in table 4.4.2. The first parameter in this table is the soil pH, which was changed 
from the original value of 8 to 1.88. This is probably due to the in the model calculation incorporated 
effect of acidifying conditions onto the nitrogen household. In turn, the biological N fixation rate 
increased (unrealistically) for both crops. Furthermore, the plant C/N ratio decreased considerably. 
These results suggest that there was neither enough nitrogen available to meet the simulated crop N 
demand. However, further optimisations are clearly needed.  
4.4.2 Simulation results of the first simultaneous Nmin and N2O emission 
optimisations 
The first simultaneous optimisation of Nmin and N2O emissions was presented in chapter 4.3.1 (table 
4.3.1 and figure 4.3.2). However, the focus there was the simulation of the mineral N pools, which is 
why now the N2O emission simulation will be described in more detail. Herewith, in table 4.4.3, the 
statistical evaluation of the results for both the sensitivity analysis before the optimisation and the 
model run after the optimisation are given.  
The sensitivities of the involved parameters were provided in table 4.3.2, while the adjusted 
parameter values were given in table 4.3.3. However, there is a difference between table 4.3.1 and 
4.3.7, since table 4.3.1 compares the optimised results with the default results, while table 4.4.3 
compares the optimised results with the results of the sensitivity analysis conducted after the first 
SWC optimisation. The SWC optimisation had caused an improved simulation of the soil moisture, 
but in turn the quality of the Nmin simulation decreased in comparison to the default results. This is 
the reason why the correlation between measured and modelled values is lower after the SWC 
optimisation, and the EF decreased. Furthermore, the N2O emission simulation in the second year 
yields worse results after the SWC optimisation, in comparison to the default results, while the N 2O 
emission simulation of the third year improved slightly. 
Nearly all of the sensitive parameters for this simultaneous optimisation are crop parameters, and an 
optimisation of these parameters causes changes in the soil water simulation. This is the reason why 
the correlations between measured and simulated SWC values drop slightly, as do the EF values. In 
turn, the correlation of measured and modelled Nmin values increases slightly, as do the EF values 
(according to the results of table 4.4.3). However, as was mentioned in chapter 4.3.1, the Nmin  
Figure 4.4.2: Simulated mineral N in T1 after 
the first N2O optimisation, using model 
version DNDC89. 




Table 4.4.3: Comparison of measurements and Nmin and N₂O simulation of T1 
after a first simultaneous optimisation, using the second UCODE 
optimisation approach, a SWC-optimised parameter set and model version 
DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 
0 - 15 cm 15 - 30 
cm 
30 - 60 
cm 





















R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
  
1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  





















Calculated differences of the soil 
layer 0 – 15 cm per year (in %) 
Calculated differences of the soil 
layer 15 – 30 cm per year (in %)  
Calculated differences of the soil 
layer 30 – 60 cm per year (in %) 
  
1st yr  2nd yr  3rd yr  1st yr  2nd  3rd yr  1st yr  2nd yr  3rd yr  





















R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  




















(sen anal meaning sensitivity analysis and opt meaning optimised) 
coefficient of determination after the simultaneous optimisation is just as good as the default results, 
while the EF value is distinctly lower than in the default model run.  
Concerning the N2O emission simulation, table 4.4.3 shows improvements in the second simulated 
year, while the results of the third year remain unchanged. Comparing the results of the 
simultaneous optimisation with the default results (see table 4.3.1), it can be seen that while the 
simulation of the second year is worse after the optimisation, the third year is simulated slightly 
better after the optimisation.  
Figure 4.4.3 shows the N2O emission results after the simultaneous optimisation of Nmin and N2O 
emissions. Comparing these with the default results shown in figure 4.4.2, it can be seen that after 
the optimisation some emissions are simulated. However, they are punctual only and coincide with 
fertilisation events, so that denitrification processes appear to be responsible. A comparison of the 
optimisation results to the measurements still reveals a massive underestimation of the N2O 
emission rates. This is due to the fact that the mineral N pools are emptied after the winter 99/00, as 
was shown in figure 4.4.1. A last point to be mentioned is the significant increase in N leaching, when 
comparing figure 4.4.2 and 4.4.3. Clearly, the N leaching is dependent on the N fertilisation, but 
seeing the amounts of leached N, it appears as if all fertilised N is flushed through the soil 
immediately, without any interaction with either soil or crop.  




Figure 4.4.3: Simulated N losses in T1 after the simultaneous optimisation of Nmin and N2O emissions, using DNDC89 
and an SWC-optimised parameter set (Note a different scaling of the y-axis for N leaching). (A) and (C) Comparison of 
measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) Comparison of 
cumulative measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (E) Modelled 
N2O emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 1999-2002. 




The results of this first simultaneous optimisation of Nmin and N2O emission were not satisfying, and 
revealed a major problem in the Nmin simulation. Assuming at first that this had to do with the poorly 
simulated SWC (and therefore the high nitrate leaching rate), efforts focussed at first on the further 
optimisation of the soil water simulation. As has been shown in chapter 4.2, this attempted 
optimisation failed. Further simultaneous optimisations of Nmin and N2O emissions were started again 
after the model was reprogrammed to calculate with measured soil water data. However, it was 
found that changes in the humads fraction of the SOC could lead to a more realistic simulation of the 
Nmin. Since this has only a slight influence on the soil water simulation, further attempts to optimise 
Nmin and N2O emissions using simulated soil water data were undertaken as well.  
4.4.3 N2O simulations using measured soil water data 
The first step after the reprogramming of the model version DNDC89 to work with measured soil 
water data was to improve the simulation of the N pools to ensure a sound basis for the simulation 
of the N2O emissions. The results of this step were presented at the beginning of chapter 4.3.2, 
where the parameter defining the humads fraction of the SOC was adjusted, and atmospheric N 
deposition was included in the simulation. The results of these adjustments were given in table 4.3.6, 
but the focus had been on the simulation of Nmin only. Thus, it is necessary to show the effect of 
these adjustments on the simulation of the N2O emissions, in order to distinguish between the 
effects of the Nmin adjustments from the effects of the combined Nmin and N2O emission 
optimisations.  
For this purpose, three simulations are presented that have been selected from table 4.3.6. First is 
the default simulation, second the simulation working with an addition of 100 kg ha -1 yr-1 
atmospheric N deposition, and third the simulation using the readjusted humads fraction and field 
capacity parameters together with the atmospheric deposition, shown in figure 4.4.4, 4.4.5, and 
4.4.6, respectively.  
The first simulation, after reprogramming model version DNDC89 to calculate with measured soil 
data (figure 4.4.4), shows higher N2O emissions than presented before in this chapter. Emission rates 
are generally higher both in the second and the third year, but still the measured rates are largely 
underestimated (figure 4.4.4B and 4.4.4D). Comparing measured and simulated values directly, it 
becomes evident that in the second year the simulated N2O emission peaks (even though they are 
smaller) coincide with the highest peaks of measured emissions. However, the shape of the 
simulated curve does not resemble the measurement curve (figure 4.4.4A). In the third year, the size 
of the peaks resembles the measured peaks better. The timing of the simulated peaks shows some 
agreement between modelled and measured data (figure 4.4.4C). Figure 4.4.4E reveals that the total 
N2O emissions are dominated by two large peaks; both cannot be compared to measurements and 
are clearly related to fertilization events. Furthermore, there are also two nitrate leaching peaks 
related to these fertilisation events (figure 4.4.4F), but the overall leached N is reduced considerably 
in comparison to figure 4.4.3. 
In the second step, 100 kg N ha-1 yr-1 were added to the simulated soil system as atmospheric 
deposition (figure 4.4.5). The effect of this additional nitrogen appeared promising at first, for the 
N2O emissions of the third year were much more in accordance with the measurements than before 
(figure 4.4.5D). More specific, the timing and height of the highest simulated N2O emission peak 
coincides very well with the highest measured peak in the third year (figure 4.4.5C). Nevertheless, 
discrepancies between measured and simulated emissions remained large in the second year (figure  




Figure 4.4.4: Simulated N losses in T1 after the reprogramming of the model version DNDC89 to calculate with 
measured soil water data (Note a different scaling of the y-axis for N leaching). (A) and (C) Comparison of measured 
and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative 
measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (E) Modelled N2O 
emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 1999-2002. 





Figure 4.4.5: Simulated N losses in T1 after the addition of 100 kg ha yr atmospheric N deposition, using model 
version DNDC89 and measured soil water data (Note a different scaling of the y-axis for N leaching). (A) and (C) 
Comparison of measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) 
Comparison of cumulative measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. 
(E) Modelled N2O emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 
1999-2002. 





Figure 4.4.6: Simulated N losses in T1 after the adjustment of the humads fraction and field capacity, using model 
version DNDC89 and measured soil water data (Note a different scaling of the y-axis for N leaching). (A) and (C) 
Comparison of measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) 
Comparison of cumulative measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. 
(E) Modelled N2O emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 
1999-2002. 




4.4.5B), and timing and height of the simulated peaks do not fit well to the measured curve (figure 
4.4.5A). In the total simulated period, again two peaks are dominating the simulated emissions, and 
once more they are closely related to the applied fertilisations (figure 4.4.5E). Nitrate leaching is 
slightly higher than in figure 4.4.4, but also here two high peaks account for the most part of the total 
leached N (figure 4.4.5F). 
The third step was the adjustment of the humads fraction in the SOC pool, together with an 
optimisation of the field capacity (figure 4.4.6). The effect of these adjustments becomes quickly 
apparent. In the second year, simulated N2O emission rates increased considerably, due to 
additionally simulated small peaks. These small peaks are concentrating on the period of higher 
measured peaks, but there is no consistent overlap of simulated and measured peaks (figure 4.4.6A). 
Figure 60B shows that the total emissions of the second year are still largely underestimated. 
Changes in the third year are minor (figure 4.4.6C), with the first simulated peak being slightly 
smaller than in figure 4.4.5C, and the second simulated peak somewhat higher. Concerning the 
cumulative amounts of the third year (figure 4.4.6D), the smaller first simulated peak causes a 
distinct difference until the second peak. Following this, the simulated curve is similar to  figure 
4.4.5D.  
Figure 4.4.6E shows generally increased simulated N2O emissions, especially in the first half of the 
simulated period, but the first high peak of figure 4.4.5E has been split up into multiple smaller peaks. 
Furthermore, the second simulated high N2O peak in figure 4.4.5E is moved to the beginning of April 
2001 in figure 4.4.6E, thus suggesting a high N2O emission peak from the thawing of the soil. Last but 
not least, the leaching of N has increased again (figure 4.4.6F) in comparison to figure 4.4.5F since 
multiple small peaks can be seen apart from the two high peaks dominating this figure.  
Although the statistical results were already presented in chapter 4.3.2 (table 4.3.6), the results of 
the selected simulation runs are combined once more in table 4.4.4, in order to provide a better 
overview. For the results of the parameter adjustment, please refer to table 4.3.7. As can been seen 
in this table, the statistical evaluation of the results suggests that the default simulation (the first 
model test after reprogramming model version DNDC89 to work with measured soil water data) 
provided the best results of the three runs. Both the EF and the RMSE values confirm this. 
Coefficients of determination are zero, except for the second year of the default simulation. In 
general, there still is no correlation between modelled and measured N2O emission values.  
The statistical evaluation apparently contradicts the findings from the analysis of the graphical result  
Table 4.4.4: Testing the influence of the labile litter pool and atmospheric 
deposition on the comparison of measurements and the simulation of N₂O of 
T1 while using measured SWC data, the second UCODE optimisation 
approach and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of 
the soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O 
emissions in 2001 
R², EF, and RMSE for the 
simulation of N₂O 
emissions in 2002 
  R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 default 
T1 100kg deposit slow release 




























(fc meaning field capacity and opt meaning optimised) 
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Table 4.4.5: Parameter sensitivity for the simultaneous optimisation of 
standardized Nmin and N₂O, using measured soil water data for calculation  
  composite scaled sensitivity ratio to maximum 
Soil pH 1.04E+00 1.00E+00 
Field Capacity 3.00E-01 2.89E-01 
plant CN ratio Maize 1.23E-01 1.19E-01 
portion grain Maize 1.20E-01 1.16E-01 
N_fixation Maize 1.19E-01 1.15E-01 
Yield WW Year 1 9.81E-02 9.44E-02 
Humus_soc 9.24E-02 8.88E-02 
Base CO2 8.96E-02 8.62E-02 
TDD Maize 8.78E-02 8.44E-02 
Surface SOC 7.91E-02 7.61E-02 
Bulk Density 7.70E-02 7.41E-02 
Yield WW Year 3 6.20E-02 5.97E-02 
Humads_soc 5.10E-02 4.90E-02 
SOIL NO3 initial concentration 4.65E-02 4.47E-02 
clay fraction 4.62E-02 4.44E-02 
Microbial Activity Factor 4.16E-02 4.00E-02 
TDD WW 3.47E-02 3.34E-02 
plant CN ratio WW 3.33E-02 3.20E-02 
portion grain WW 3.18E-02 3.06E-02 
N_fixation WW 3.11E-02 2.99E-02 
Yield Maize Year 1 2.47E-02 2.37E-02 
Yield Maize Year 3 1.81E-02 1.74E-02 
Yield Maize Year 2 1.71E-02 1.65E-02 
portion root WW 1.40E-02 1.35E-02 
root CN ratio WW 1.40E-02 1.35E-02 
Yield WW Year 2 1.28E-02 1.23E-02 
waterrequirement Maize 1.28E-02 1.23E-02 
portion root Maize  1.23E-02 1.19E-02 
root CN ratio Maize 1.23E-02 1.19E-02 
SOIL NH4 initial concentration 9.89E-03 9.51E-03 
Litter_soc 6.59E-03 6.34E-03 
waterrequirement WW 3.30E-03 3.17E-03 
   presentation, suggesting that an exploration of the statistical results alone does not suffice to analyse 
whether improvements were achieved in the model simulations or not. It remains clear, however, 
that the simulation of the N2O emissions is unsatisfying, and that further model improvements are 
needed to approach a realistic simulation of the N2O emission patterns. 
The last point in this chapter is a simultaneous optimisation of Nmin and N2O emissions of the model 
version DNDC89 that uses measured soil water data for the calculation. To enhance the effect of the 
optimisation, both the measured Nmin and N2O emission data sets used for the automated 
optimisation were standardized. The sensitivities of the parameters involved in this optimisation are 
given in table 4.4.5. All of shown parameters were included in the last optimisation step of this 
approach, and therefore optimised. The parameter adjustments of this optimisation are given in 
table 4.4.6.  




Table 4.4.6: Comparison of measurements and Nmin and N₂O simulation of T1 
after a second simultaneous optimisation, using measured SWC data, the 
third UCODE optimisation approach and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N of the 
soil layer 0 – 30 cm 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 opt (32par) 0.50 -2.59 38.32 0.00 -0.71 26.10 0.00 -0.88 13.45 
(opt meaning optimised and par meaning parameter)  
There, it can be seen that the correlation of measured and simulated Nmin values increased 
considerably in comparison to table 4.4.4, while the EF and the RMSE value stay roughly equal with 
table 4.4.4. Concerning the simulated N2O emissions, neither a correlation could be found between 
measurements and simulation results, nor is an improvement of either EF or RMSE values 
recognizable.  Given the findings from the evaluation of the statistical results in table 4.4.4, also a 
graphical representation of the simulation results is required to identify the effect of this 
optimisation completely. In order to do this, it is further necessary to include the results of the Nmin 
pools, as this was not done yet in chapter 4.3.1. There, the Nmin results of this optimisation in chapter 
4.3.1 have been left out, as the optimisation was focussing on Nmin and N2O emissions simultaneously. 
Furthermore, the presentation of the Nmin results here allows for a direct comparison of the N2O 
emissions and the Nmin simulation results. The here presented optimisation approach followed the 
Nmin optimisations provided in table 4.3.1 (chapter 4.3.1). It is the last optimisation attempt for the 
simulation of Nmin and N2O emissions for a soil of 50 cm depth, using measured soil water data for 
the calculation. 
Figure 4.4.7 shows the final result of the optimisation presented in table 4.4.6. It can be seen that the 
promising coefficient of determination for the Nmin simulation does not lead to a satisfying simulation 
result. In fact, when looking on the comparison between simulated and measured N min amounts 
(figure 4.4.7B), the simulated curve is in agreement with roughly half of the measurement points, 
while the simulated curve shape is distinctly different from the curve of the measurement values. 
The nitrate and ammonium pools of the three soil layers shown in figure 4.4.7A, C and E (0-10 cm, 
10-20 cm and 20-30 cm, respectively) show a tendency to run empty after the first simulated year, 
reaching levels of 40-60 kg ha-1 ammonium and 20 kg ha-1 nitrate during the first winter.  
The exception here is the surface layer, where the ammonium is refilled at the beginning of each  
following winter (10-20 kg ha-1) and the nitrate pool reveals a similar but lower pattern and two small 
peaks during the summer months. The consequence of the revealed behaviour of the various N pools 
is represented in figure 4.4.7D, where the total mineral N is displayed. The curve increases shortly to 
over 200 kg N ha-1, drops to almost 0 kg N ha-1 in the following 150 days, raises to about 50 kg N ha -1 
during the following winter and deviates only shortly from 0 kg N ha -1 after that. The gross 
mineralisation (figure 4.4.7F) shows four different peaks, the first right after the start of the 
simulation, and very small, the second very high in spring 2000 (almost 12.000 g N ha -1), the third 
peak in spring 2001 (being smaller than the second peak with around 3000 g N ha-1) and the fourth 
peak as small as the first in spring 2002. For all the remaining time, the gross mineralisation remains 
at 0 g N ha-1, the reason of which is not clear.  




Figure 4.4.7: The simulated mineral nitrogen pools in the soil of T1 after the simultaneous optimisation of Nmin and 
N2O emissions, using model version DNDC89 (50 cm soil depth), measured soil water data and the third UCODE 
optimisation approach (Note the different scaling of the y axis in (D) and (F)). Figure (A), (C) and (E) show the 
simulated concentration of nitrate and ammonium in the layers 0-10 cm, 10-20 cm, and 20-30 cm, respectively, for 





amounts of figure (A), (C) and (E) for the years 1999-2002. Figure (D) shows the total modelled mineral nitrogen (0-50 
cm) for all three years. In figure (F), the gross mineralisation of T1 is shown during the years 1999-2002. 





Figure 4.4.8: Simulated N losses in T1 after the simultaneous optimisation of Nmin and N2O emissions, using model 
version DNDC89, measured soil water data and the third UCODE optimisation approach (Note a different scaling of 
the y-axis for N leaching). (A) and (C) Comparison of measured and simulated N2O emissions of T1 in the summer 
2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and simulated N2O emissions of T1 in 
the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T1 during the years 1999-2002. (F)  
Simulated leaching of nitrate of T1 during the years 1999-2002. 
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Given the results of the N2O emission evaluation in table 4.4.6, the graphical results, shown in figure 
4.4.8, are quite surprising. For both years shown, the correlation between measured and simulated 
values is zero, and the EF value suggests that the second year is simulated better (or less wrong, as 
both values are negative) than the third year. Taking into account the graphical results in figure 4.4.8, 
however, the situation differs, but apparently the deviation of the simulated values from the 
measurements (in relation to the deviation of the measurements to the mean of the measurements) 
of the third year is higher than in the second year.  
The simulation of the N2O emissions in the second year (figure 4.4.8A) shows two peaks right at the 
beginning of the curve, but no emissions are simulated after that. Although emissions were also 
measured at the beginning of the curve, they are lower, and the maximum measured peak and 
successive later but lower peaks appear several days and weeks later. No correlation can thus be 
seen between the measured and the simulated results. Due to the fact that no emissions were 
simulated after the first emissions peaks, the cumulative amounts only overlap for around 10 days 
(figure 4.4.8B). After that, the deviation between the two curves increases rapidly.  
In the third year (figure 4.4.8C), the heights of the simulated emission peaks equal the height of the 
measured maximum peak, but the timing of the simulated peaks is mostly incorrect. Nevertheless, 
the simulated cumulative N2O emissions of the third year are much closer to the cumulative 
measured emissions than in the second year. There is a certain overlap of the two curves in the first 
half of the simulation, but the simulated curve deviates clearly from the measured curve during the 
second half (figure 4.4.8D). 
Figure 4.4.8E shows the simulated N2O emissions over the period of three years. It can be seen that 
single peaks dominate the curve, with decreasing magnitude over time. This suggests once more that 
the emission patterns are denitrification dependent, caused by fertilisation events. Furthermore, the 
highest peak takes place at the beginning of April, coinciding with the beginning of spring and, thus, 
the thawing of the soil.  Unfortunately, the correctness of these simulated peaks cannot be 
determined, as there are no measurements for the according days. Figure 4.4.8F, finally, shows the 
simulated nitrate leaching. There, two main peaks can be seen that reach up to over 350 kg N ha -1 for 
the first peak and over 250 kg N ha-1  for the second. Besides that, three smaller peaks are simulated, 
which do not surpass 50 kg N ha-1. 
Table 4.4.7 shows the parameter adjustments of the last optimisation step shown in this chapter. As 
can be seen, all 32 parameters shown to be sensitive in table 4.4.5 were included in this optimisation. 
Most of the parameters changed only slightly, with the exception of the microbial activity factor, 
which remained at the maximum possible value. The largest changes are recorded for the crop yield 
data. However, most of these changes are still in an acceptable range.  
To sum up, both the Nmin simulation and the N2O emission simulation were unsatisfying before the 
last optimisation approach presented in this chapter. However, the simulation results remained 
unsatisfying after the optimisation, regardless of some slight improvements. The following 
optimisation approaches were conducted using a model version DNDC89 that was reprogrammed to 
calculate with measured soil water data and with a simulated soil depth of 90 cm. This, so the 
hypothesis, would prevent major immediate N losses through leaching (as was shown in figure 
4.4.8F), and might thus lead to a more realistic simulation of the mineral N. Such will allow a further 
calibration towards a correct N2O emission simulation.  




Table 4.4.7: Parameter adjustments of the simultaneous optimisation of the 
Nmin and N₂O simulation in T1 using measured SWC data, the third UCODE 
optimisation approach and model version DNDC89 
Parameter name Original value Optimised Value 
Base CO2 (ppm) 350 372.3 
Bulk Density (g cm
-3
)  1.332 1.344 
Soil pH 8 8.01 
Surface SOC (%/100) 1.20E-02 1.29E-02 
clay fraction (%/100) 0.16 0.1561 
SOIL NO3 initial concentration (mg N kg
-1
)  36 33.36 
SOIL NH4 initial concentration (mg N kg
-1
) 12 23.69 
Microbial Activity Factor 1 1 
Field Capacity (% WFPS/100)  0.63 0.6427 
Litter_soc (%/100) 5.00E-03 2.77E-03 
Humads_soc (%/100)  5.00E-02 5.09E-02 
Humus_soc (%/100) 0.945 1.021 
Yield WW Year 1 (kg dry matter ha
-1
)  5766 5597 
Yield Maize Year 1 (kg dry matter ha
-1
) 5063 4096 
Yield WW Year 2 (kg dry matter ha
-1
)  4447 6067 
Yield Maize Year 3 (kg dry matter ha
-1
) 6758 7204 
Yield WW Year 3 (kg dry matter ha
-1
)  4249 5082 
Yield Maize Year 2 (kg dry matter ha
-1
) 5483 6342 
portion grain WW (%/100) 0.37 0.36 
portion root WW (%/100) 0.25 0.3237 
plant CN ratio WW 59.9718 83.42 
root CN ratio WW 85 65.11 
waterrequirement WW (mm) 320.7 299.6 
TDD WW (°D) 2550 2123 
N_fixation WW 1 1.011 
portion grain Maize (%/100) 0.4 0.391 
portion root Maize (%/100) 0.2 0.1811 
plant CN ratio Maize 26.6784 27.48 
root CN ratio Maize 71 99.35 
waterrequirement Maize (mm) 463.8 344.7 
TDD Maize (°D) 1810 1911 
N_fixation Maize 1 1.006 
  
  
4.4.4 N2O simulations using measured soil water data on 90 cm soil depth 
To increase the simulated soil depth to 90 cm, it was necessary to make changes in the source code 
of the DNDC model (additionally, the measurement values used in the optimisation process were 
again standardized). However, due to the reason that the model output is adjusted to the original 
simulated soil depth, it was also necessary to make adjustments to the model output routine. 
Accordingly, several rows had to be added in the output files. This was the case for the soil water 
content and the mineral N pools. Due to unknown reasons, theses applied changes caused an error in 
the model output routine, so that for several result pools only the simulation results of the first year  
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Table 4.4.8: Comparison of measurements and Nmin and N₂O simulation of T1 
after a simultaneous optimisation on 90 cm depth, using the 3rd UCODE 
optimisation approach and model version DNDC89 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 0-30 cm 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 30-60 cm 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 60-90 cm 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 with hyd. cond. 




















R², EF, and RMSE for the 
simulation of N₂O emissions 
in 2001 
R², EF, and RMSE for the 
simulation of N₂O emissions 
in 2002 
   
  
R²  EF  RMSE  R²  EF  RMSE     
T1 with hyd. cond. 



















(hyd cond meaning hydraulic conductivity)  
were recorded, the leaching of nitrate being one of them. Since most parts of the model result 
evaluation were conducted using automated processes, this problem was only encountered during 
the final result evaluation and, thus, could not be prevented in the course of this work. This is the 
reason why in this chapter results figures of N leaching are  limited to the first 365 days of the 
simulation.  
A further problem, that was encountered and corrected, was the suspected overestimation of the 
spring thawing N2O emission peak. This problem was caused by the fact that measured soil water 
contents were read in by the software for the whole simulation period, including winter. As has been 
mentioned, the DNDC model has a routine to calculate frozen soil, making the according layers inert. 
Thus, while the simulated soil was frozen, the read in of the soil water content could not cause a 
problem. However, on the day a soil layer thawed, the measured soil water content was read by the 
software and the water equivalent of the thawed ice was added. Thus, a large amount of excess 
water triggered denitrification processes in the affected soil layers immediately. Furthermore, 
increased water travel downwards caused increased nitrate leaching. The problem was fixed by 
disabling the read in of soil water measurements after the formation of frozen layers in the 
simulation, which was then restarted a day after the thawing of the last frozen soil layer.  
As has been mentioned in the last chapter (as well as chapter 4.3.3), after the extension of the 
simulated soil depth, the model included at first also the new water travel  equation that allowed the 
adjustment of the hydraulic conductivity parameter. However, the optimisation was repeated 
without using this adjusted equation, to test the influence of the default equation as well. The 
statistical results of both model optimisations are given in table 4.4.8. 
From the results shown in table 4.4.8, no clear improvement of the model simulation can be 
recognized, comparing them to the optimisation results of table 4.4.6. In the first optimisation, the 
EF value for the Nmin simulation of the soil layer 0-30 cm is the highest of all attempted simulations 
with -0.08. Furthermore, also the coefficient of determination of measured and simulated Nmin of the 
soil layer 0-30 cm is relatively high in comparison to the other optimisation attempts. Seeing the 
coefficient of determinations and the EF values of the other two layers, results get worse with 
increasing depth. The same can be said for the RMSE, however, the differences between the layers  




Table 4.4.9: Parameter sensitivity for the simultaneous optimisation of 
standardized Nmin and N₂O on 90 cm simulated soil depth, using measured 
soil water data for calculation and the water travel time adjusted model 
version DNDC89 
  composite scaled sensitivity ratio to maximum 
Field Capacity 4.20E+00 1.00E+00 
Soil pH 1.58E+00 3.77E-01 
soil porosity 1.16E+00 2.77E-01 
plant CN ratio Maize 1.91E-01 4.56E-02 
portion grain Maize 1.91E-01 4.54E-02 
N_fixation Maize 1.91E-01 4.54E-02 
Humads_soc 1.56E-01 3.71E-02 
Base CO2 1.47E-01 3.51E-02 
Yield WW Year 1 1.34E-01 3.19E-02 
Hydr. Conductivity 1.32E-01 3.14E-02 
Humus_soc 1.27E-01 3.02E-02 
clay fraction 1.15E-01 2.73E-02 
Microbial Activity Factor 9.43E-02 2.25E-02 
Bulk Density 8.40E-02 2.00E-02 
TDD Maize 7.50E-02 1.79E-02 
Yield WW Year 2 7.08E-02 1.69E-02 
Surface SOC 6.79E-02 1.62E-02 
plant CN ratio WW 4.92E-02 1.17E-02 
portion grain WW 4.62E-02 1.10E-02 
N_fixation WW 4.62E-02 1.10E-02 
TDD WW 2.69E-02 6.42E-03 
Yield Maize Year 2 2.59E-02 6.17E-03 
SOIL NH4 initial concentration 2.55E-02 6.09E-03 
SOIL NO3 initial concentration 2.50E-02 5.96E-03 
Yield WW Year 3 2.46E-02 5.87E-03 
Yield Maize Year 1 2.19E-02 5.21E-03 
waterrequirement WW 1.09E-02 2.60E-03 
waterrequirement Maize 9.59E-03 2.28E-03 
root CN ratio WW 8.02E-03 1.91E-03 
root CN ratio Maize 6.78E-03 1.62E-03 
Yield Maize Year 3 6.06E-03 1.44E-03 
portion root Maize  5.25E-03 1.25E-03 
Litter_soc 3.03E-03 7.22E-04 
portion root WW 3.03E-03 7.22E-04 
   are not as pronounced as for the r2 and EF values. Concerning the N2O emission simulation, no 
changes can be reported for the evaluation of the second year, except a slight change of the RMSE 
value. In the third year there is a larger change in the EF value, which drops considerably. Again,  
there is no correlation between the simulated and the measured N2O emissions, as has been 
observed in other optimisation attempts before. 
The results of the optimisation that used the model version of DNDC89 without the adjusted water 
travel time equation (so that the hydraulic conductivity parameter was not available for optimisation) 
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are overall worse, compared to the simulation using the adjusted equation. In the N min simulation, 
the EF values of the soil layers 0-30 cm and 30-60 cm decreased, in the case of the layer 0-30 cm 
considerably. The EF value of the layer 60-90 cm improved slightly, but remained largely negative. 
Concerning the coefficient of determinations, the values improved for the layers 30-60 cm and 60-90 
cm, but the correlation between measured and simulated values remains negligible. In the case of 
the soil layer 0-30 cm, the coefficient of determination decreased. RMSE values remain on a 
comparable level, with the exception of the layer 0-30 cm, where the RMSE increased by over 100%. 
The N2O emission simulation did not change much, no correlation can be found between simulated 
and measured emissions, RMSE values are comparable, as is the EF value of the second year. In the 
third year, the EF value improved, but still is almost 100% worse  than the second year of the same 
simulation.  
Table 4.4.9 presents an overview over the sensitive parameters of the first optimisation (including 
the hydraulic conductivity). Most sensitive are soil parameters (field capacity, soil pH and soil 
porosity) as well as Maize crop growth parameters. These are followed by most of the remaining soil 
parameters (as bulk density, clay fraction, SOC fractions, etc.). At the beginning of the second half of 
the table the Winter Wheat crop growth parameters can be found. Among the least sensitive 
parameters are the Soil-NH4
+ and –NO3
- initial concentrations, the crop water requirements, crop 
root fractions and C/N ratios, as well as most of the crop yield parameters.  
The parameter soil porosity was not listed as being sensitive in precedent analyses, the reason for 
which shall be explained shortly. As had mentioned in chapter 2.6, the soil parameters given in the 
soil library of the DNDC model proved to be insensitive. A subsequent analysis of the source code   
Table 4.4.10: Parameter adjustments of the simultaneous optimisation of 
the Nmin and N₂O simulation in T1 using measured SWC data, 90 cm 
simulated soil depth, the adjusted water travel time equation, the third 
UCODE optimisation approach and model version DNDC89 
Parameter name Original value Optimised Value 
Soil pH 8 8.096 
clay fraction (%/100) 0.1662 7.79E-02 
SOIL NH4 initial concentration (mg N kg
-1
) 29.43 18.49 
Field Capacity (% WFPS/100)  0.6324 0.6388 
Litter_soc (%/100) 5.00E-03 1.76E-02 
Humads_soc (%/100)  4.62E-02 4.20E-02 
Yield WW Year 1 (kg dry matter ha
-1
)  3583 3738 
Yield Maize Year 1 (kg dry matter ha
-1
) 4371 3318 
Yield Maize Year 2 (kg dry matter ha
-1
) 4450 2335 
Yield WW Year 3 (kg dry matter ha
-1
)  5501 2338 
Yield Maize Year 3 (kg dry matter ha
-1
) 10100 1000 
plant CN ratio WW 73.84 89.08 
TDD WW (°D) 2300 1350 
portion root Maize (%/100) 0.1775 8.08E-02 
plant CN ratio Maize 23.62 29.36 
root CN ratio Maize 58.88 46.61 
waterrequirement Maize (mm) 524.7 665.3 
   




revealed that the soil porosity is read in from the soil type file in the soil library of the DNDC model, 
however, it is recalculated in an equation involving the soil bulk density.  
Although these two parameters are closely related under natural conditions, it was suspected that 
the input of one uniform bulk density for the total depth of the simulated soil could lead to 
deviations between the actual and the simulated soil porosity. Thus, the calculation of the soil 
porosity from the bulk density was disabled and the soil porosity became available for a direct 
optimisation. This, so was hypothesised further, would allow a fine tuning of the porosity, the 
importance of which was proven during the sensitivity analysis (see also table 4.4.9). As a matter of 
fact, the soil porosity remained unchanged during the following optimisation attempts, so that this 
specification turned out to be unnecessary. 
Table 4.4.10 shows the adjusted parameter values after the first optimisation approach presented in 
table 4.4.8. Apart from the soil porosity, also other parameters considered essential for the N 2O 
emission simulation were not included in the optimisation, so for instance the bulk density and 
hydraulic conductivity. The optimisation focused mainly onto the crop yield per year, Maize crop 
growth parameters and some of the soil parameters. However, many of the most sensitive 
parameters could not be incorporated into the optimisation. 
The biggest changes occurred for the values of the parameters clay fraction, litter fraction of the SOC, 
and TDD of Winter Wheat. In the case of the clay fraction, this is an unrealistic value. A further large 
change concerns the Yield of Maize in year 3. Concerning this parameter, an error occurred in the 
input file that has not been recognized during the research. This error is mainly the reason for the 
large adjustment. However, as can be seen in table 4.4.9, the software estimated an adjusted value 
that is far below the original value used in former optimisations.  
Apart from that, crop yield parameters generally decreased. Field capacity, soil pH and humads 
fraction of the SOC remained almost unchanged. Concerning the Maize crop growth parameters, the 
fraction of root from the biomass decreased to very low amounts, the plant C/N ratio increased, root 
C/N ratio decreased and the water requirement increased. The concentration by the optimisation 
software on the Maize crop growth parameters is probably due to the fact that the N 2O 
measurements used for the optimisation are from months of the Maize growing period. Therefore, 
these parameters have a larger influence on the N2O emission simulation than Winter Wheat crop 
growth parameters. 
Figure 4.4.9 shows the Nmin simulation results of the first optimisation attempt for the soil layers 0-60 
cm. Comparing the soil layer 0-10 cm (figure 4.4.9A) with the simulation results of the same soil layer 
presented in chapter 4.3.3 (figure 4.3.9A), it can be seen that both NH4
+ and NO3
- amounts in figure 
4.4.9 are generally lower at the start of the simulation. In detail, the NH4
+ pool starts with lower 
amounts, while the NO3
- pool holds the same amounts during winter (as in figure 4.3.9A). 
Nevertheless, the peak of NO3
- during the summer months of the first simulation year present in 
figure 49A is much smaller in this simulation (figure 4.4.9A). The major change in figure 4.4.9A is the 
considerable amounts of NO3
- during the years 2001 and 2002. NH4
+ amounts, however, show no 
major difference to figure 4.3.9A during these two years.  
The situation is similar in the soil layer 10-20 cm, although here the nitrate pool only contains nitrate 
in higher levels during the winter 01/02, therefore the peak at the end of the summer 2000 is much 
smaller, comparing figure 4.4.9B with figure 4.3.9B. The NH4
+ pool is more or less equal in both the  








 amounts after the simultaneous optimisation of the Nmin and N2O emission 
simulation, using model version DNDC89 with the adjusted water travel time equation, measured soil water data 
and a simulated soil depth of 90 cm (Note the scaling of the y-axis to 60 kg N ha
-1
). Shown are the layers 0-10 cm (A), 
10-20 cm (B), 20-30 cm (C), 30-40 cm (D), 40-50 cm (E), and 50-60 cm (F). 









 amounts and comparisons between measured and modelled Nmin amounts 
after the simultaneous optimisation of the Nmin and N2O emission simulation, using model version DNDC89 with 





 amounts of the layers 60-70 cm (A), 70-80 cm (B), and 80-90 cm (C), and the comparison of measured and 
modelled Nmin amounts for the layers 0-30 cm (D), 30-60 cm (E), and 60-90 cm (F). 




Figure 4.4.11: Simulated N losses in T1 after the simultaneous optimisation of Nmin and N2O emissions, using model 
version DNDC89 with adjusted water travel time equation, measured soil water data, a simulated soil depth of 90 
cm, and the third UCODE optimisation approach (Note a different scaling of the y-axis for N leaching). (A) and (C) 
Comparison of measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) 
Comparison of cumulative measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. 
(E) Modelled N2O emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 
1999-2002. 




simulations and in this soil layer. In the soil layer 20-30 cm, both mineral N pools are smaller;  
especially the nitrate pool drains already at the end of the summer 2001.  
For both the layers 30-40 cm and 40-50 cm (figure 4.4.9D and E), the major difference to figure 4.3.9 
is the content of the nitrate pool from summer 2000 until summer 2001. The NH4
+ pools do not differ 
much, however, they start with a slightly lower value in figure 4.4.9. Finally, in the layer 50-60 cm 
both the figures 4.4.9F and 4.3.9F look very much alike, the only difference being a by 10 kg N ha -1 
lower nitrate pool from summer 2000 until summer 2001. 
Figure 4.4.10 shows the mineral N pools of the three remaining soil layers (60-90 cm) and the 
comparisons of measured and simulated Nmin. Concerning the two mineral N pools of the remaining 
three soil layers, they more or less equal the situation described for figure 4.3.10. The major 
difference is a slightly higher nitrate amount during the winter 00/01. However, when comparing the 
measured and simulated Nmin results, the situation appears much improved in figure 4.4.10, in 
comparison to figure 4.3.10. In the soil layer 0-30 cm (figure 4.4.10D), the simulated Nmin curve fits 
quite well with the measurement curve. Also in the layer 30-60 cm (figure 4.4.10E), the simulated 
curve is much more in agreement with the measurements than in figure 4.3.10. Last, also the layer 
60-90 cm shows some improvement, as some agreement between the middle of the modelled and 
measured curve can be identified in figure 4.4.10, while the Nmin had been completely 
underestimated in figure 4.3.10. 
Last but not least, figure 4.4.11 shows both simulated N2O emission rates and nitrate leaching results 
after the simultaneous optimisation of Nmin and N2O emissions on a soil of 90 cm depth, with 
measured soil water data and an adjusted water travel time equation. The simulated N2O emission 
results of the second year (figure 4.4.11A and B) are still as dissatisfying as when simulating with a 
soil depth of 50 cm (figure 4.4.8). Only two small peaks are simulated at the beginning of the 
measured period, with no resemblance to the actual measurements. Accordingly, the cumulative 
N2O emission amounts are completely underestimated.  
In the third year (figure 4.4.11C and D), simulated maximum peaks are in the magnitude of the 
measured peaks, however, the timing of the simulated peaks does not fit to the measurements. 
There is some agreement between simulated cumulative N2O emissions and the measured curve. 
Nevertheless, the simulated emission rate is clearly overestimated. The simulated N2O emissions of 
all three years (figure 4.4.11E) are dominated by denitrification events, since the emission peaks are 
clearly concentrating onto spring and midsummer of each year. This coincides with the thawing of 
the soil, with fertilisation events for the growth of Maize and with fertilisation events for newly 
seeded Winter Wheat.  
The highest peak is in April of the year 2001. There are some minor N2O emissions simulated in the 
summer months of the third year that could come from nitrification events, judging from the 
magnitude of the emissions. However, since the model output does not distinguish between N2O 
emissions from either denitrification or nitrification, this cannot be proven. As already mentioned, 
there was a problem with the recording of the nitrate leaching, from what can be seen in figure 
4.4.11F, the magnitude of the leached N appears to be around 1 kg N ha -1 per day. 
Table 4.4.11 shows the parameter sensitivities for the simultaneous optimisation of Nmin and N2O 
emissions using the model version DNDC89 that uses measured soil water data and a simulated soil 
depth of 90 cm, without the adjusted water travel time equation. Accordingly, the parameter  
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Table 4.4.11: Parameter sensitivity for the simultaneous optimisation of 
standardized Nmin and N₂O on 90 cm simulated soil depth, using measured 
soil water data for calculation and an otherwise unmodified model version 
DNDC89 
  composite scaled sensitivity ratio to maximum 
Field Capacity 2.80E+00 1.00E+00 
Soil pH 1.33E+00 4.76E-01 
soil porosity 1.22E+00 4.36E-01 
plant CN ratio Maize 4.41E-01 1.57E-01 
N_fixation Maize 4.41E-01 1.57E-01 
portion grain Maize 4.41E-01 1.57E-01 
Humus_soc 4.37E-01 1.56E-01 
Base CO2 4.33E-01 1.54E-01 
Bulk Density 4.29E-01 1.53E-01 
Surface SOC 4.29E-01 1.53E-01 
Yield WW Year 3 4.25E-01 1.52E-01 
TDD Maize 1.39E-01 4.97E-02 
Humads_soc 1.26E-01 4.48E-02 
Yield WW Year 1 1.08E-01 3.85E-02 
clay fraction 7.33E-02 2.62E-02 
Microbial Activity Factor 4.79E-02 1.71E-02 
plant CN ratio WW 3.02E-02 1.08E-02 
TDD WW 2.78E-02 9.91E-03 
portion grain WW 2.55E-02 9.11E-03 
N_fixation WW 2.55E-02 9.11E-03 
SOIL NH4 initial concentration 2.23E-02 7.95E-03 
SOIL NO3 initial concentration 2.08E-02 7.41E-03 
Yield Maize Year 2 1.82E-02 6.49E-03 
Yield WW Year 2 1.77E-02 6.31E-03 
Yield Maize Year 1 1.58E-02 5.62E-03 
waterrequirement WW 8.57E-03 3.06E-03 
root CN ratio WW 6.78E-03 2.42E-03 
waterrequirement Maize 6.78E-03 2.42E-03 
Yield Maize Year 3 6.06E-03 2.16E-03 
root CN ratio Maize 6.06E-03 2.16E-03 
portion root Maize  5.25E-03 1.87E-03 
Litter_soc 4.29E-03 1.53E-03 
portion root WW 4.29E-03 1.53E-03 
   hydraulic conductivity is not present in table 4.4.11. Apart from this difference, both table 4.4.9 and 
4.3.15 look very much alike. The six most sensitive parameters are in the same order, soil parameters  
are generally quite sensitive, and the Maize crop growth parameters are overall more sensitive than 
the Winter Wheat crop growth parameters. However, some further small changes in the order of the 
parameters according to their sensitivity must be mentioned, so is for instance the bulk density more 
sensitive now, and also the yields of Winter Wheat became more sensitive in comparison to table 
4.4.10. 




In table 4.4.12, the adjusted parameter values of the second optimisation in table 4.4.8 are given. 
The soil pH was adjusted to a slightly lower value than the original value, but the difference between 
the two values is smaller than in table 4.4.10. The adjusted field capacity is equal with the former 
optimisation. Crop yield values are decreased also in this optimisation, however, there are only 3 
crop yield parameters present, compared to the five in table 4.4.10. Contrary to the former 
optimisation, the fraction of the litter is decreased considerably.  
Both the plant C/N and the root C/N ratios of each crop were adjusted. The plant C/N ratio of the 
Winter Wheat has a similar adjusted value as in table 4.4.10. The root C/N ratio of Winter Wheat was 
not included in the former optimisation. Here it drops to roughly 50% of the original value. The plant 
C/N ratio of Maize, which increased in the former optimisation, is slightly decreased. The root C/N 
ratio of Maize decreased, as in the former optimisation, however here t he difference to the original 
value is almost 3 times the difference shown in table 4.4.10. Again, many of the most sensitive 
parameters had to be excluded during the optimisation process, since they showed very high 
correlations with more sensitive parameters (for instance the field capacity). 
Figure 4.4.12 shows the simulated mineral N pools for the soil layer 0-60 cm after the second 
optimisation attempt. The nitrate pool, as well as the ammonium pool, contain higher amounts in 
the soil layer 0-10 cm (figure 4.4.12A) in comparison to the former optimisation attempt (see figure 
4.4.9A). The timing of both the nitrate and ammonium peaks is similar. In the case of the NH4
+ pool, 
also the height of the peaks is similar. The exception is the start of the simulation, where in figure 
4.4.12A an increase to almost 40 kg N ha-1 is recorded, but this increase is not present in figure 4.4.9A. 
Apart from that, the draining of the NH4
+ pool appears to be slowed down in comparison to figure 
4.4.9A. The NO3
- pool contains in general 10 kg N ha-1 more in figure 4.4.12A than in figure 4.4.9A. 
However, while the nitrate pool still contains nitrate at the end of the simulation in figure 4.4.9A, it is 
depleted in figure 4.4.12A. 
The soil layers 10-20 cm and 20-30 cm (figure 4.4.12B and C) are quite similar to the former 
optimisation results (figure 4.4.9B and C), with the exception of a higher starting peak in the NH4
+ 
pool, and a nitrate pool that is 10-20 kg N ha-1 higher during the first simulated year than in the  
Table 4.4.12: Parameter adjustments of the simultaneous optimisation of 
the Nmin and N₂O simulation in T1 using measured SWC data, 90 cm 
simulated soil depth,  the third UCODE optimisation approach and model 
version DNDC89 
Parameter name Original value Optimised Value 
Soil pH 8 7.951 
SOIL NH4 initial concentration (mg N kg
-1
) 29.43 52.92 
Field Capacity (% WFPS/100)  0.6324 0.6338 
Litter_soc (%/100) 5.00E-03 3.30E-03 
Yield Maize Year 1 (kg dry matter ha
-1
) 4371 2818 
Yield WW Year 2 (kg dry matter ha
-1
)  2558 1327 
Yield Maize Year 2 (kg dry matter ha
-1
) 4450 1991 
plant CN ratio WW 73.84 91.33 
root CN ratio WW 40.63 20 
plant CN ratio Maize 23.62 19.47 
root CN ratio Maize 58.88 22.15 
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former optimisation. The remaining three layers of figure 4.4.12 are relatively similar to the 
simulation results shown in figure 4.4.9. On the one hand, the NH4
+ pool starts with slightly higher 
values, but apart from that no major differences can be seen. On the other hand, the nitrate pools 
behave similar to figure 4.4.9 until autumn of the year 2000, but then the prolonged lower nitrate 
content in the middle of the simulation shown in figure 4.4.9 appears to be combined in a shorter 
and, therefore, higher peak of nitrate in figure 4.4.12. The nitrate pools deplete quickly after these 
peaks, so that no nitrate is available in the soil layers 30-60 cm after the spring 2001 (figure 4.4.12D, 
E and F), whereas there was some nitrate available during summer 2001 in these layers after the 
former optimisation (see figure 4.4.9). 
The missing three soil layers (60-90 cm) are given in figure 4.4.13, together with the comparisons of 
measured and simulated mineral N contents for the total 90 cm of the simulated soil, separated in 30 
cm steps. The NH4
+ pools of the remaining three layers (figure 4.4.13A, B and C) start with around 5 
kg N ha-1 and hold this amount over the winter 99/00. The pools are depleted over the following 
summer 2000, and replenished to around 3 kg N ha -1 for the winter 00/01. The NH4
+ pools remain 
depleted after that. The NO3
- pools start with a content that is slightly above 0 kg N ha -1 for the 
winter 99/00, and the pools are depleted during the following summer 2000 as well. In autumn of 
the year 2000 the NO3
- pools experience a considerable peak (20-25 kg N ha-1) that is leached 
immediately to the most part, so that only 5-10 kg N ha-1 remain in the pools for the following winter 
00/01, after which all three pools run empty. The pools then remain depleted for the rest of the 
simulation. The behaviour of the six pools again is quite similar to the results of the former 
optimisation (figure 4.4.10), but there the NH4
+ pools start with a lower content into the simulation, 
and the NO3
- peaks are not present.  
The comparison of the simulated and measured Nmin contents of the soil layer 0-30 cm (figure 
4.4.13D) yielded worse statistical results than the former optimisation (see table 4.4.8). This can also 
be seen in a comparison between the two figures 4.4.13D and 4.4.10D. While the simulated Nmin 
curve was generally in good agreement with the measurement curve in figure 4.4.10D, the situation 
is much different in figure 4.4.13D. There, the simulated Nmin content is clearly overestimated during 
the first year, there is some agreement with the measurement curve during the second year, and, 
finally, the third year is underestimated.  
In the layer 30-60 cm, the simulated Nmin content comes close to the measurement curve during the 
winter 99/00, but deviates strongly with the Nmin peak in the summer 2000, which has been 
described already in figure 4.4.12D-F and 4.4.13A-C. Following this peak, the Nmin content remains on 
a low level over the winter 00/01 and depletes after that, thus underestimating the measured 
contents clearly. The statistical evaluation of the simulation results (table 4.3.11) shows that the 
former optimisation produced better results than the second optimisation. Indeed, the simulation 
curve of figure 4.4.10E shows a better agreement between simulation and measurement values than 
in figure 4.4.13E.  
Finally, the layer 60-90 cm (figure 4.4.13F) shows improved results in comparison to figure 4.4.10F. 
Despite an initial underestimation at the beginning of the simulation, the model succeeds in 
simulating the small peak that was measured in September 2000, although the timing is slightly 
wrong. Following this peak, the simulation shows some agreement with the measurement curve for 
the following year, but the pool is depleted during the summer 2001, so that the simulated content is 
clearly underestimated. Thus, the major difference to the former optimisation is a larger  









 amounts after the simultaneous optimisation of the Nmin and N2O emission 
simulation, using model version DNDC89, measured soil water data and a simulated soil depth of 90 cm (Note the 
scaling of the y-axis to 60 kg N ha
-1
). Shown are the layers 0-10 cm (A), 10-20 cm (B), 20-30 cm (C), 30-40 cm (D), 40-
50 cm (E), and 50-60 cm (F). 








 amounts and comparisons between measured and modelled Nmin amounts 
after the simultaneous optimisation of the Nmin and N2O emission simulation, using model version DNDC89, 




 amounts of the layers 60-70 
cm (A), 70-80 cm (B), and 80-90 cm (C), and the comparison of measured and modelled Nmin amounts for the layers 0-
30 cm (D), 30-60 cm (E), and 60-90 cm (F). 





Figure 4.4.14: Simulated N losses in T1 after the simultaneous optimisation of Nmin and N2O emissions, using model 
version DNDC89, measured soil water data, a simulated soil depth of 90 cm, and the third UCODE optimisation 
approach (Note a different scaling of the y-axis for N leaching). (A) and (C) Comparison of measured and simulated 
N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative measured and 
simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (E) Modelled N2O emissions of T1 during 
the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 1999-2002. 
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overestimation of the Nmin content in the surface layer during the first year. This is accompanied by a 
better agreement with the measurements in the lowest layer in the same year. However, the 
discrepancies of the second year become slightly larger.  
The simulated N2O emissions of the second optimisation of table 4.4.8 are shown in figure 4.4.14. 
The emissions of the second year (figure 4.4.14A and B) are still completely underestimated, and 
apart from the two little simulated peaks right at the beginning of the measurement period, no 
emissions are simulated at all. In the third year, simulated and measured emission peaks are of 
similar height, but not similar timing (figure 4.4.14C). Concerning the third year, the simulated 
cumulative emissions are ahead of the measured cumulative emission, but the simulated curve bears 
some resemblance of the measured curve (figure 4.4.14D). Both reach the same cumulative amounts, 
the simulated curve 40 days earlier than the measurement curve.  
The complete simulated N2O emissions in figure 4.4.14E show a lower level than after the first 
optimisation in this chapter (figure 4.4.11E). The emission curve is still dominated by a peak at the 
beginning of April in the year 2001, and also the other simulated peaks are at the same time as in 
figure 4.4.11E. However, as already mentioned the peaks before and including the highest peak in 
April 2001 are around 500 g N ha-1 d-1 lower after the second optimisation, except the first simulated 
peak that is around 500 g N ha-1 d-1 higher than after the first optimisation. The simulated peaks after 
April 2001 are about equal for both optimisations. The leached nitrogen amounts (figure 4.4.14F) 
increased in comparison to the former optimisation, and it must be assumed that there would be a 
high peak of leached N in the following year, judging from the NO3
- pools shown in figure 4.4.12 and 
4.4.13. 
Despite an improvement of the simulations of the mineral nitrogen using the soil depth adjusted 
model version of DNDC89, large discrepancies remained between simulated and measured data in 
the soil layers below 30 cm, and also in the simulation of N2O emissions, especially during the second 
year of simulation (2001). The model version using the adjusted water travel time equation yielded 
better results than the model version without the adjusted equation. The last results to report come 
from a simultaneous optimisation of SWC, Nmin and N2O emission, conducted using a model version 
of DNDC89 that simulated 90 cm soil depth and also included the adjusted water travel time 
equation.   
4.4.5 Simultaneous optimisation of SWC, Nmin and N2O emissions on 90 cm soil 
depth 
The optimisations using the model version DNDC89 that works with measured soil water data instead 
of calculating them resulted in step by step improvements. However, the simulations remained 
unsatisfying. The step by step improvements were achieved by adjustments independent of the soil 
water calculation. Thus, a further test was required to determine whether these adjustments would 
also have a positive effect on model simulations that are based on calculated soil water contents. 
Therefore, a last optimisation attempt was undertaken, using a model version of DNDC89 that 
simulates 90 cm soil depth, allows the direct adjustment of the soil porosity, uses the adjusted 
humads fraction parameter, and receives atmospheric N deposition. Furthermore, given the fact that 
the simulation of Nmin and N2O emission was improved by the use of the adjusted water travel time 
equation, the equation was included in this last optimisation attempt.  
The sensitivity analysis preceding this last optimisation attempt delivered the parameter sensitivities  




Table 4.4.13: Parameter sensitivity for the simultaneous optimisation of 
standardized SWC, Nmin and N₂O on 90 cm simulated soil depth, using 
model version DNDC89 with the adjusted water travel time equation 
  composite scaled sensitivity ratio to maximum 
soil porosity 5.23E+00 1.00E+00 
Field Capacity 3.70E+00 7.06E-01 
Hydr. Conductivity 3.26E+00 6.22E-01 
Microbial Activity Factor 2.74E+00 5.24E-01 
Yield WW Year 1 2.71E+00 5.18E-01 
Soil pH 2.41E+00 4.60E-01 
Base CO2 2.31E+00 4.41E-01 
waterrequirement WW 2.18E+00 4.16E-01 
Yield Maize Year 1 2.10E+00 4.02E-01 
Surface SOC 2.08E+00 3.97E-01 
SOIL NH4 initial concentration 2.07E+00 3.95E-01 
SOIL NO3 initial concentration 2.07E+00 3.95E-01 
plant CN ratio WW 1.65E+00 3.15E-01 
waterrequirement Maize 1.63E+00 3.11E-01 
Bulk Density 1.60E+00 3.05E-01 
Humus_soc 1.58E+00 3.02E-01 
portion root WW 1.57E+00 3.00E-01 
N_fixation WW 1.57E+00 3.00E-01 
clay fraction 1.54E+00 2.95E-01 
N_fixation Maize 1.37E+00 2.62E-01 
Yield Maize Year 2 1.34E+00 2.57E-01 
TDD WW 1.23E+00 2.35E-01 
Yield WW Year 2 1.20E+00 2.29E-01 
TDD Maize 1.16E+00 2.22E-01 
Humads_soc 1.03E+00 1.97E-01 
portion grain Maize 9.31E-01 1.78E-01 
portion root Maize  8.80E-01 1.68E-01 
Yield WW Year 3 8.16E-01 1.56E-01 
portion grain WW 7.85E-01 1.50E-01 
Yield Maize Year 3 4.78E-01 9.12E-02 
plant CN ratio Maize 2.64E-01 5.04E-02 
root CN ratio Maize 7.17E-02 1.37E-02 
root CN ratio WW 7.13E-02 1.36E-02 
Litter_soc 7.12E-02 1.36E-02 
   given in table 4.4.13. Both the parameters made available by the previous adjustments (hydraulic 
conductivity and soil porosity) are among the three most sensitive parameters (third and first, 
respectively), together with the field capacity parameter. This suggests that the focus of the 
automated optimisation process would be the calculated water flow in the model. They are followed 
directly by the microbial activity parameter, showing more sensitivity than in any other optimisation 
attempt before.  
Among the next sensitive parameters are soil properties as soil pH and soil organic carbon, but also 
both the first years yield of Winter Wheat and Maize. The latter two parameters determine the plant 
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growth in the first year and an influence on the crop N uptake can be expected. The following two 
parameters (soil NH4
+- and – NO3
- initial concentrations) are also needed to influence the nitrogen 
household in the first year. After that, a couple of Winter Wheat crop growth parameters (plant C/N 
ratio, root fraction of the plant, N_fixation), together with some missing soil parameters (bulk density, 
clay fraction), are intermingled with the water requirement and N_fixation parameter of Maize. The 
least sensitive parameters consists mainly of the remaining Maize crop growth parameters, crop 
yields of year 2 and 3, as well as the two parameters humads and litter fraction of the SOC.  
The parameter adjustments of this last optimisation are given in table 4.4.14. As can be seen, this 
time the field capacity was not included in the optimisation. Therefore, the optimisation software 
chose the soil porosity, which, however, did change only slightly. The same holds t rue for the soil pH, 
surface SOC, the clay fraction, soil NH4
+ initial concentration and the selected crop yields per year. 
The litter fraction of the SOC was halved. Furthermore, the hydraulic conductivity was optimised, but 
also here only a slight change of the parameter took place. The same holds true for most of the 
selected crop growth parameters. The only exception is the root C/N ratio of Winter Wheat, which 
decreased by almost 50%.  
The statistical evaluation of this optimisation approach is given in table 4.4.15. Since the approach 
attempted to optimise SWC, Nmin and N2O emission simulations simultaneously, all of the three 
simulation result data sets need to be compared with the measurements. Starting with the soil 
moisture simulation, unfortunately, no improvements can be identified in comparison with the other 
SWC optimisations of chapter 4.2, in fact, the simulation results of table 4.4.15 are considerably 
worse than most of the presented simulation results.  
Table 4.4.14: Parameter adjustments of the simultaneous optimisation of 
the SWC, Nmin and N₂O simulation in T1 using  90 cm simulated soil depth,  
the third UCODE optimisation approach and model version DNDC89 
Parameter name Original value Optimised Value 
Base CO2 (ppm) 379.5 384.1 
Soil pH 8 8.242 
Surface SOC (%/100) 1.66E-02 1.66E-02 
clay fraction (%/100) 0.1662 0.1652 
SOIL NH4 initial concentration (mg N kg
-1
) 29.43 29.57 
Microbial Activity Factor 0.9707 0.9844 
Litter_soc (%/100) 5.00E-03 2.50E-03 
Yield WW Year 1 (kg dry matter ha
-1
)  3583 3617 
Yield Maize Year 2 (kg dry matter ha
-1
) 4450 4092 
Yield WW Year 3 (kg dry matter ha
-1
)  5501 5695 
Yield Maize Year 3 (kg dry matter ha
-1
) 10100 10030 
Hydr. Conductivity (cm s
-1
) 4.32E-02 4.34E-02 
portion grain WW (%/100) 0.563 0.5868 
root CN ratio WW 40.63 25.71 
waterrequirement WW (mm) 299.3 289.6 
TDD WW (°D) 2300 2382 
portion grain Maize (%/100) 0.4184 0.417 
TDD Maize (°D) 1783 1759 
soil porosity (%/100) 0.485 0.4805 




Coefficient of determinations of the modelled and measured SWC values in the different soil layers 
for all three years (see table 4.4.15) are close to zero, the surface layer (0-15 cm) shows no 
correlation whatsoever.  When looking at the coefficient of determinations per layer and year, the 
situation improves only slightly, the only somewhat relevant correlation being in the first year of the 
layer 30-60 cm. All the other correlations do not surpass 0.1. Concerning the EF values of the SWC 
simulation, they are as disappointing as the coefficient of determinations. The best result stems from 
the soil layer 30-60 cm, but the results of this layer is still worse than in other simulations presented 
before. The RMSE values are ranging from 13 to 19, this is not too far off from other simulation 
results, but no improvement can be identified here either.  
The mineral N pool simulation shows some correlation between measured and simulated results in 
both the soil layers 0-30 cm and 30-60 cm, but there is no correlation in the layer 60-90 cm. The EF 
values decline with increasing soil depth, starting with -0.6 in the surface soil layer, -1.08 in the soil 
layer 30-60 cm and -4.03 in the lowest layer. As can be seen, all EF values are largely negative. The 
RMSE values are high with around 25, but not extraordinarily high compared to other optimisation 
results. Finally, the N2O emission simulation of the second and third year does not show a clear 
correlation between measured and simulated values, both values are only slightly above zero. The EF 
values are again largely negative, with -1.66 for the second year and -1.96 for the third year. The 
RMSE is significantly higher in the second year (with 32.57) than in the third year (16.88).  
Table 4.4.15: Comparison of measurements and SWC, Nmin and N₂O 
simulation of T1 after a simultaneous optimisation, using UCODE 
optimisation approach 3 and model version DNDC89 
Treatment 
R² of the soil water content 
simulation per soil layer for all 3 
years 
EF value for the soil water 
content simulation per layer 
RMSE of the soil water content 
simulation per layer 
  
0 - 30 cm 30 - 60 
cm 
60 - 90 
cm 
0 - 30 cm 30 - 60 
cm 
60 - 90 
cm 
0 - 30 cm 30 - 60 
cm 
60 - 90 
cm 
T1 sim. opt. 0.00 0.07 0.04 -0.96 -1.10 -0.67 19.14 16.82 13.84 
Treatment 
R² of the soil water content 
simulation of the soil layer 0 – 
15 cm per year 
R² of the soil water content 
simulation of the soil layer 15 – 
30 cm per year 
R² of the soil water content 
simulation of the soil layer 30 – 
60 cm per year 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr  
T1 sim. opt. 0.00 0.04 0.02 0.10 0.08 0.02 0.27 0.01 0.04 
Treatment 
Calculated differences of the soil 
layer 0 – 30 cm per year (in %) 
Calculated differences of the soil 
layer 30 – 60 cm per year (in %)  
Calculated differences of the soil 
layer 60 – 90 cm per year (in %) 
  1st yr  2nd yr  3rd yr  1st yr  2nd yr  3rd yr 1st yr  2nd yr  3rd yr  
T1 sim. opt. -9.35 -17.79 -1.37 -18.11 -34.14 -29.01 -77.11 -41.07 3.95 
Treatment 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 0-30 cm 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 30-60 cm 
R², EF, and RMSE for the 
simulation of mineral N in the 
soil layer 60-90 cm 
  
R²  EF  RMSE  R²  EF  RMSE  R²  EF  RMSE  
T1 sim. opt. 0.12 -0.60 25.56 0.20 -1.08 22.43 0.00 -4.03 27.23 
Treatment 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2001 
R², EF, and RMSE for the 
simulation of N₂O emissions in 
2002 
 
  R²  EF  RMSE  R²  EF  RMSE     
T1 sim. opt. 0.08 -1.66 32.57 0.01 -1.96 16.88       
(sim opt meaning simultaneous optimisation) 
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It has been shown before that the statistical evaluation gives a clear result concerning the quality of 
the simulation results, and it is possible to specify onto especially deviating section of the total 
simulation. Nevertheless, to make assumptions over the origin of these deviations, so far it has been 
necessary to investigate the modelled curve. This will also be done in this last simulation evaluation.  
Figure 4.4.15 contains the simulation results of the soil water content. As before, the comparison of 
modelled and measured SWC values is given per soil layer (for all three simulated years) and the 
plotted differences per year (for all three layers).  
In the soil layer 0-15 cm (figure 4.4.15A), the modelled soil moisture curve deviates strongly from the 
measurement curve. In the first half of the year 2000, the DNDC model overestimates the SWC 
clearly, but some fit between model and measurement curve can be seen i n the second half of the 
same year and the first half of the second year. Following this, the SWC is once more completely 
overestimated (second half of the year 2001 and first half of the year 2002). Contrary to former 
optimisation attempts, the second half of the third year is in relatively good agreement with the 
measurement curve. 
In the soil layer 15-30 cm (figure 4.4.15C), the modelled curve shows even stronger deviations from 
the measured curve. Even though there is a relatively good fit between the simulations and the 
measurements during the first year, the second year is dominated by large overestimations of the 
SWC, except at the beginning of the second year. The third year is overestimated at first, but this 
overestimation is replaced through a considerable underestimation of the SWC in the remaining time. 
The lowest layer (30-60 cm, figure 4.4.15E) is underestimated by the model at first (during the first 
half of the year 2000), but until the middle of the second year some agreement of model and 
measurement curve can be identified. Following this, the model overestimates the SWC largely.  
However, in the end of the simulation the SWC is, once more, clearly underestimated. The plotted 
differences of the first year (figure 4.4.15B) show, accordingly, the least differences between 
modelled and measured data. The largest overestimations are in the first half of 2002 (figure 4.4.15F), 
but also the overestimations of the second half of the year 2001 (figure 4.4.15D) need to be 
mentioned in this regard. Overall, as the statistical values suggest, the simulation of the SWC has 
been better in former optimisation approaches. However, partial agreements between simulation 
and measurements have been created that had not been encountered in former optimisations. 
Nevertheless, these small improvements came at the cost of large differences between 
measurements and simulated SWC data during periods that have been simulated with a much better 
agreement before.  
The NH4
+ pool simulation of the surface layer (0-10 cm, figure 4.4.16A) follows the patterns of former 
simulations, with a maximum level of 20 kg N ha -1. The NO3
- pool, however, shows clear differences. 
While other optimisation approaches mostly caused very high initial NO3
- amounts, this simulation 
starts at a very low level (10 kg N ha-1). The pool experiences an increase to 50 kg N ha -1 during the 
summer of the first year and is depleted slowly and with interruptions from there on.  The NH4
+ pools 
of the other five soil layers shown in figure 4.4.16 also follow the patterns of the results of former 
optimisation approaches, with the highest amounts in the first simulated winter, depletion during 
the summers, and regaining N content during the following winter months. The NO3
- content in the 
soil layer 10-20 cm (figure 4.4.16B) starts with low amounts, as in the surface layer, has its peak in 
the winter 00/01 and is depleted slowly from then on. In the four remaining layers the NO3
- content 
starts at around 10 kg N ha-1, holds this level for the first winter, and depletes slowly from then on.  





Figure 4.4.15: Comparison of measured and modelled soil water content of T1 after the simultaneous optimisation of 
SWC, Nmin and N2O, using model version DNDC89, the adjusted water travel time equation, 90 cm of simulated soil  
depth and the third UCODE optimisation approach. Figure (A), (C) and (E) show the actual soil water content in the 
period 1999-2002 for 0-15 cm, 15-30 cm, and 30-60 cm, respectively. Figure (B), (D) and (F) show the calculated 
differences between measured and modelled soil moisture values of the three soil layers in 2000, 2001 and 2002, 
respectively. (Note that due to the calculation the overestimations in the difference diagrams are negative). 








 amounts after the simultaneous optimisation of SWC, Nmin and N2O, using 
model version DNDC89, the adjusted water travel time equation, 90 cm of simulated soil depth and the third UCODE 
optimisation approach. Shown are the layers 0-10 cm (A), 10-20 cm (B), 20-30 cm (C), 30-40 cm (D), 40-50 cm (E), and 
50-60 cm (F). 









 amounts and comparisons between measured and modelled Nmin amounts 
after the simultaneous optimisation of SWC, Nmin and N2O, using model version DNDC89, the adjusted water travel 





amounts of the layers 60-70 cm (A), 70-80 cm (B), and 80-90 cm (C), and the comparison of measured and modelled 
Nmin amounts for the layers 0-30 cm (D), 30-60 cm (E), and 60-90 cm (F). 




Figure 4.4.18: Simulated N losses in T1 after the simultaneous optimisation of SWC, Nmin and N2O, using model 
version DNDC89, the adjusted water travel time equation, 90 cm of simulated soil depth and the third UCODE 
optimisation approach (Note a different scaling of the y-axis for N leaching). (A) and (C) Comparison of measured and 
simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (B) and (D) Comparison of cumulative 
measured and simulated N2O emissions of T1 in the summer 2001 and 2002, respectively. (E) Modelled N2O 
emissions of T1 during the years 1999-2002. (F) Simulated leaching of nitrate of T1 during the years 1999-2002. 




The in former optimisations simulated peak of NO3
- during the second year is not present in this 
simulation. In the layers 30-60 cm there is no N present after the winter 00/01. 
The last three soil layers (60-90cm) are shown in figure 4.4.17 (A, B and C), but as can be seen at a 
quick glance, both the NH4
+ and the NO3
- pools only contain small amounts of N (around 5 kg N ha -1) 
during the first winter (99/00). After that, no N is present in these soil layers, except that there are 
very little amounts available during the winter 00/01. Concerning the comparison of simulated and 
measured mineral N in the soil layer 0-30 cm (figure 4.4.17D), the statistical results led to the 
expectation of large differences. The largest differences are at the beginning and the end of the 
simulation (both clearly underestimated), while most of the simulation is in relative good agreement 
with the measurement curve. The simulation of the mineral N  in the soil layer 30-60 cm (figure 
4.4.17E) is clearly deviating more from the measurement curve than in the layer above. While there 
is at least some agreement with the measurement curve during the first half of the simulation, there 
is no mineral N available in the second half. Overall, the simulation underestimates the mineral N in 
this soil layer. In the soil layer 60-90 cm (figure 4.4.17F) the mineral N is underestimated even 
stronger, due to the fact that mineral N is only available during the first winter (99/00) and depleted 
from then on.  
The simulation of the N2O emission is much better than the statistical evaluation suggested. In fact, 
the simulation results are considerably better than in any other simulation presented so far. In the 
second year (figure 4.4.18A), some resemblance of the measurement curve can be recognized in the 
simulate curve. The heights of the peaks are in agreement with the measurements, but the simulated 
peaks precede the measured peaks. Furthermore, after the first maximum peak the simulation shows 
four further (smaller) peaks, while there is only one maximum peak and one following smaller peak 
in the measurement curve. From the cumulative curves (figure 4.4.18B), however, can be seen that 
even though the simulation curve shows a steeper increase in N2O emissions, the final amounts of 
both simulated and measured N2O emission amounts do overlap. Nevertheless, measured low level 
emissions are not simulated by the DNDC model.  
The simulation of the N2O emissions in the third year (figure 4.4.18C) is similar to the simulation 
result of the second year in several points. The height of the simulated peaks is equal to the 
measured peak. The simulated peak precedes the measured peak. During the time of the maximum 
peak, more N2O emissions are simulated than measured. From the cumulative N2O emission amounts 
(figure 4.4.18D) can be seen that the N2O emission rate is underestimated at first, but with the 
simulated emission peak the simulated curve overtakes the measured curve, showing a much 
steeper increase in N2O emissions than the measurements. Nevertheless, both the simulated and 
measured final cumulative N2O emission amounts are only differing by about 200 g N ha
-1. 
The complete simulation of the N2O emissions is given in figure 4.4.18E. Simulated peaks do not 
surpass 600 g N ha-1 d-1, and the occurrence of emission peaks is not limited to fertilisation events. In 
fact, both in the years 2000 and 2001, N2O emissions occur throughout the summer months, and the 
peaks from soil thawing do not dominate the emission simulation, contrary to the optimisations 
using measured soil water data. The emissions of the third year follow a similar pattern (higher peaks 
both at the beginning and the end of the growing period, smaller emission in between), but on a 
much lower magnitude. The leaching of considerable amounts of nitrate (figure 4.4.18F) only occurs 
once, directly on day 1 of the simulation (around 17 kg N ha-1). Beyond that, nitrate is leached on four 
occasions, the amounts, however, are lower than 500 g N ha-1.




In this thesis, two different versions of the DNDC model are used, and although the attempted 
optimisations focus primarily on the DNDC version 89H, simulations of the soil water content, 
mineral nitrogen and nitrous oxide emissions are also available from the model versions 86. As a 
consequence, these simulation results can be discussed jointly. As structural basis, the order of the 
subchapters of point 4 will be used. Therefore, the soil water content simulations will be evaluated 
first, followed by the Nmin simulations, and finally, the N2O emission estimates.  
Soil water content simulations are only mentioned in early DNDC article publications (1992-1994), as 
well as in some publications of the last two years (2007-2008). In all these publications, regardless of 
the authors claims that the model fulfilled the expectations, larger discrepancies between model 
simulations and measurements can be identified in the published graphical results presentations. 
Discrepancies (over- and underestimations) often stretch over longer periods (3 to 6 months), and go 
up to 20 % WFPS (water filled pore space). Statistical evaluations are seldom published, and, apart 
from that, the coefficient of determinations (between measured and simulated values) published in 
one article could not be matched in this work. Publications of the soil water content simulation 
results of other models show that Cascade models, in general, have problems to simulate soil water 
dynamics accurately, and that the use of the Richard’s equation produces a much better agreement 
between measurements and simulations. 
None of the published DNDC articles contain a comparison between measured and simulated N min 
content, but three articles show a comparison of simulated NO3
- contents, and additional three 
articles are published on nitrate leaching. The simulation of the N household seems problematic in 
general, large deviation of the simulation from the measurements were encountered (up to 100 kg N 
ha-1), and the content is usually underestimated. Frolking et al. (1998) suggested that the 
initialisation of the simulated SOC pools and the N mineralisation is not in equilibrium. Accordingly, 
differences between measured and simulated mineral N contents are to be expected. This is in so far 
in accordance with this work as an adjustment of the SOC pool fractioning was required to prevent a 
considerable underestimation of the Nmin content. 
There are many articles available that report on the N2O emissions estimates by the DNDC model. 
Many of these publications, however, contain regional emission estimates, and the model validation 
for these regional estimates frequently consists only of a comparison of measured and simulated N 2O 
emission rates, sometimes only one or two sites of the overall region are tested. All the published 
N2O emission results show that the DNDC is unable to capture daily emission patterns completely.  
There is evidence that the DNDC model can correctly capture fertilisation induced emission peaks. 
This could not be proven in this work, due to the fact that the N2O measurements did not coincide 
with the major fertilisation events. From the publications it becomes clear, however, that fertilisation 
induced emission peaks are often rather over- than underestimated, suggesting some shortcomings 
in the denitrification calculation. Furthermore, nitrification based ‘background’ emissions are hardly 
simulated at all, similar to the results of this work. Nevertheless, the model appears to yield 
agreements between measured and simulated total seasonal N2O fluxes, a result that was finally 
achieved in this work, too. 




5.1 Soil water content simulations 
As a matter of fact, neither of the two DNDC model versions yielded satisfying simulation results for 
the SWC dynamics. Eitzinger et al. (2004) stated that differences between modelled and observed 
WFPS values would be acceptable, as long as they are not bigger than 15%. The DNDC model 
simulations, however, often surpassed this limit. Other measurements of the goodness of the model 
results (as EF, R² and RMSE) suggest a similar conclusion. Neither the model version 86, nor the 
default or the optimised DNDC model version 89H were able to reproduce satisfactorily soil water 
dynamics at this site.  
Using the DNDC model version 86 with default parameters (table 3.1.1), the soil water simulation yielded 
coefficient of determinations (between measured and simulated soil moisture data) close to zero and clearly 
negative EF values (around -1.0) in the calibration treatment (T1), while coefficient of determinations in the 
validation treatments (T2 and T3) were between 0.1 and 0.2, and EF values (in the surface soil layer) came 
closer to zero. While the EF values in T1 are equally unsatisfying for all three simulated soil layers, the surface 
soil layer shows the best EF value in T2 and T3. For these two treatments, however, the EF values deteriorate 
considerably with increasing soil depth. RMSE values, for all three treatments and soil layers, range around 15 % 
(± 4 %). 
Optimisation attempts using the model version 86 (table 3.3.1 & 3.3.2) caused only slight improvements in the 
statistical evaluation. Coefficient of determinations between measured and simulated soil water data in T1 
increased slightly, but without surpassing a value of 0.1. At the same time, coefficient of determinations of T2 
and T3 raised to values between 0.2 and 0.3. The EF values of T1 remained negative in the calibration 
treatment (T1). While the surface soil layer of the T1 simulation yielded an EF value of close to zero, a 
decreasing simulation quality with increasing soil depth is recognizable, similar to the simulations of T2 and T3 
using the default model (86). In the cases of T2 and T3, a clear improvement of the model simulation is visible 
for the surface soil layer, where the EF values reach values between 0.1 and 0.2. The EF values of the lower two 
soil layers of the two treatments, nevertheless, remain negative, ranging from -3.0 to -9.0 in the case of the 
lowest layer. RMSE values improved very slightly in the surface soil layer (around 2 %), but increased in the 
lowest soil layer (up to 6 %). 
The default simulation of model version 89H (table 4.1.1) yielded only slightly better simulation results than the 
default simulation of model version 86. Coefficient of determinations between measured and simulated values 
ranged between 0.05 and 0.1, while the EF values were around -0.5. RMSE values range around 15 %, but the 
error is decreasing with increasing soil depth. Subsequent optimisation attempts were able to improve the 
model simulation. The best results for the solitary optimisation of the soil water simulation produced EF values 
of around -0.2, while coefficient of determinations between measured and simulated soil moisture data 
remained very low, with a maximum of 0.1. In this respect, RMSE values decreased slightly (to 12 – 15 %), but 
again, the error was higher in the surface soil layer, and lowest in the deepest soil layer.  
The optimisation of the adapted DNDC model (extended to simulate 90 cm soil depth) yielded slightly better 
results (table 4.2.9). In this optimisation, the coefficient of determinations between measured and modelled 
data are lowest in the surface layer (0.02), and higher in the layers below (0.27 and 0.24 for the middle and 
lowest layer, respectively). At the same time, the surface layer yields an EF value of -0.33 (slightly better than 
the simulation using default parameter), while the middle soil layer reaches a positive EF value of 0.15. The 
lowest layer is simulated worst, with an EF value of -8.89. Similar, the RMSE value for the surface layer is 
roughly 15 %, for the middle layer roughly 10 % and for the lowest layer roughly 33 %. 
One (suspected) major weakness in the optimisation of the DNDC model was the insensitivity of the hydraulic 
conductivity, rendering the attempted optimisation impossible. As a matter of fact, the hydraulic conductivity is 
one of the key factors determining the rate of downward water movement. This limitation might explain why 
the initial optimisation attempts did not improve the model performance to the expected level. The attempt 
make the hydraulic conductivity available for optimisation by introducing a new water travel time equation, 
however, did not yield the expected results. Even though the coefficient of determinations between measured 
and simulated data points increased, especially in the lower soil layers (0.05, 0.21 and 0.35 for surface, middle 
and lowest soil layer, respectively), EF values did not improve in comparison to the simulation using default 
parameters, in fact, the EF value for the lowest soil layer decreased significantly. Similar, the RMSE values for 
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the surface and the middle soil layer remained at around 15 %, while the RMSE value of the lowest soil layer 
increased to roughly 22 % (table 4.2.5). 
Six publications were found that report results on the simulation of the soil moisture, using different 
versions of the DNDC model (Frolking et al., 1998; Zhang et al., 2002b; Saggar et al., 2004; Giltrap et 
al., 2004; Beheydt et al., 2007; Nakagawa et al., 2008). The DNDC model version used by Frolking et 
al. (1998) is unknown, however, from the year of publication it can be concluded that it must have 
been an earlier version of the DNDC model, preceding the extension of the model with the process-
oriented crop model of Zhang et al. (2002b). Frolking et al. (1998) used Li et al. (1992a, b, 1994) to 
describe the properties of the DNDC model. Zha ng et al. (2002b) used the model version Crop – 
DNDC, Saggar et al. (2004) used the standalone version NZ-DNDC (based on the original DNDC 
version 6.7, see chapter 2.3.6), Giltrap et al. (2004) used the standalone version NZ – DNDC (based on 
the original DNDC model version 83G), and Beheydt et al. (2007) used DNDC model version 83P.  
Frolking et al. (1998) used the DNDC model, in comparison with other models, to investigate the 
ability of these models to simulate N2O fluxes from temperate agricultural sites in three different 
countries (a sandy loam soil from the U.S., a clay loam soil from the U.K., and a loam soil from 
Germany). Although the authors state that the soil water content is one of the major influencing 
variables in the calculation of the N2O emissions, the simulation of the soil water content is not 
investigated statistically. Nevertheless, from the given soil moisture diagrams can be seen that the 
simulation of the soil water content by the DNDC model is inconsistent (Frolking et al., 1998), similar 
to this work.  
Investigating the given diagrams, it can be seen that the model severely underestimates the 
measured soil water content in most cases, while in one case the soil water content is overestimated. 
Indeed, Frolking et al. (1998) mention that they changed the simulated soil type on two sites in order 
to improve the soil water simulation, but the model still deviated strongly from the measurements (a 
similar attempt was undertaken in the optimisation of the DNDC model version 86, but also there 
with limited success – see table 3.2.1). Furthermore, measured peaks in soil moisture are seldom 
captured by the model. The model simulation deviates from the measurement, especially in the 
height of the peaks, but also in the timing – a result that is in agreement with the findings of this 
work.  
Zhang et al. (2002b) tested the soil water content simulation of the Crop-DNDC model (extended 
with the process-oriented crop model), using the measurements of three subsequent winter wheat 
growing seasons (1983 – 1986) in a deep alluvial loam in the Shandong Province, China. From the 
coefficient of determinations between measured and simulated values (Zhang et al., 2002b), it can 
be seen that the agreement of simulated and measured values varies over time and soil depth. This is 
especially pronounced in the surface soil layer (0-10 cm), where the coefficient of determination 
varies between 0.3 and 0.6. The correlation increases with increasing depth, thus it is highest in the 
lowest simulated soil layer (with a correlation of up to 0.74). On average, the coefficient of 
determination for the total soil depth (0-50 cm) ranges from 0.6 to 0.73 (Zhang et al., 2002b).  
The authors mention, however, that the soil moisture simulations of the second investigated site in 
the Jiangsu Province, China, were generally too low (Zhang et al., 2002b). The according two figures 
show that the model indeed underestimates the soil water content and, furthermore, that larger 
discrepancies can occur between simulations and measurements. Nevertheless, calculated 
coefficients of determination are relatively high, with 0.55 and 0.68 for the soil layer 0-40 cm in the 




winters 83/84 and 84/85, respectively. No EF or RMSE values were provided in this publication 
(Zhang et al. , 2002b).  
The coefficient of determinations between simulated and measured soil water content data found in 
this work are generally much lower than the values reported by Zhang et al. (2002b). Thus, the 
findings of Zhang et al. (2002b) cannot be confirmed, where a successful modelling of the soil 
moisture content, using the DNDC model, was reported. Even after the calibration of the model 
version 89H, the coefficient of determinations (R²), despite the fact that they increased, were still far 
below the values reported by Zhang et al. (2002b). Contrary to the results of Zhang et al. (2002), 
correlation was lower in the surface soil layer than in the lower layers in most of the cases.  
Saggar et al. (2004) used an adaptation of the DNDC model version 6.7, with the properties described 
in chapter 2.3.6. No statistical evaluation of the soil water content simulation is given, a graphical 
representation, however, is included and can be used for comparison. While Saggar et al. (2004) 
report that the soil moisture simulation improved considerably after the changes had been applied, 
the diagrams of both investigated sites show longer periods (up to two months) of over- or 
underestimations. Especially on the second site, the SWC is underestimated throughout the first half  
of the simulation. This is comparable to the findings of this work, where large over- and 
underestimations of the soil water content persisted over prolonged periods.  
Giltrap et al. (2004) updated the NZ-DNDC to include all new features of DNDC model version 8.3, 
and report very good simulation results of the soil moisture on both investigated sites (a well 
draining and a poorly draining soil). In comparison to the results of this work and of Saggar et al.  
(2004), the simulations indeed show a much better agreement with the measurement values and the 
discrepancies between measured and simulated values are general ly smaller. Nevertheless, the soil 
moisture of the well drained soil is overestimated by up to 20% WFPS, while the soil water in the 
poorly drained soil is largely underestimated during two months of the simulation. Both the over- 
and the underestimation are comparable to the results of this work in their magnitude and length.  
Beheydt et al. (2007), in their attempt to simulate N2O emissions from 22 different sites (Belgium), 
realized that the default field capacity and wilting point values of the DNDC model did not represent 
the conditions of the investigated field sites. Arguing that an accurate simulation of the soil water 
content is a key requirement to model N2O emission, the two values were calculated from 
pedotransfer functions. Comparing default and calculated field capacity, the authors concluded that 
predominantly the field capacity was underestimated in the default settings (Beheydt et al. , 2007). 
This is in agreement with the results of the sensitivity analyses of this work, where the field capacity 
always was among the most sensitive parameters. Unfortunately, Beheydt et al. (2007) give no 
information about the quality of the soil water content simulation. 
Nakagawa et al. (2008) investigated the validity and sensitivity of the DNDC model on a Japanese 
Shimajiri Dark Red Soil in the Miyako Branch of the Okinawa Prefectural Agricultural Research Center.  
The authors also came to the conclusion that the provided default parameters did not lead to 
satisfying simulation results. Instead, the authors used measured parameters for the simulation, 
what apparently produced better simulation results. Comparing measured and default parameter 
values, differences were especially large for the clay content, saturated hydraulic conductivity, 
porosity, wilting point, and field capacity. These are parameters that frequently were among the 
most sensitive parameters throughout this work. Unfortunately, the authors focus in their analysis on 
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leached water and nitrogen, so that no further evaluation of the soil water content simulation is 
given. From the presented diagram, however, it can be seen that the DNDC model clearly 
overestimates the soil water content, in general by roughly 10 % volumetric soil water content 
(Nakagawa et al., 2008).  
Cascade models are one approach to model soil water contents in agricultural models. The soil water 
calculation (the Cascade model approach) of the DNDC model is partly based on the work of Ritchie et al. (1988, 
see chapter 2.3.4). This Cascade model approach has also been used as basis for the soil water calculation of 
several other agricultural models. Therefore, the results of such models can be used to evaluate the simulation 
results of this work. Accordingly, some of these models will be mentioned in the following discussion. 
So Schaaf et al. (1995) reported, for instance, that, in the case of the N-SIM model (Engel et al. , 1989, 
1993; Engel, 1991), no consistent fit between measured and simulated soil water content data could 
be achieved for two German soils, one of which was an intensively used loam site. The N-SIM model 
is a CERES-Wheat version that has been adapted to Germany. Accordingly, the model also uses a 
simple cascade model that follows the approach of the CERES model. The published diagrams reveal 
that the N-SIM model generally overestimated the soil water content in the simulated loam site 
during the first year.  
In the first simulated year, the differences between simulated and measured values are larger in the 
surface and the middle soil layer, compared to the deepest simulated soil layer. In the second 
simulated year, the differences between measured and modelled values are generally smaller, but 
here the middle soil layer shows the best agreement, while both the surface and the deepest soil 
layer reveal considerable differences (Schaaf et al., 1995). This inconsistency in the N-SIM model 
results is comparable to the missing accuracy of the DNDC simulation results that has been found in 
this work. 
Faria & Bowen (2003) tested the DSSAT model (Jones et al., 2003) for a dark red latosol in Brazil. In 
the course of their testing, they found that the computation of the soil water balance model (also a 
cascading approach based on Ritchie’s CERES model) faced two major problems. First, the surface 
layer was too dry and the intermediate layers were too moist due to an underestimated upward flow. 
Second, layers below 40 cm were also too dry, which was due to an underestimated drainage of 
intermediate layers when the soil moisture was below field capacity. The authors concluded that 
inadequacies in the methods to calculate the soil water flux and the root water absorption are 
responsible for these findings (Faria & Bowen, 2003). 
Due to the fact that both models (DNDC and DSSAT) use Ritchie’s CERES model as a basis for their soil 
water simulation, it could be assumed that the reason for the failure of the DNDC model is the same 
as for the DSSAT model, even though the soil used in Faria & Bowen’s (2003) study and the one in 
this study are not similar. And indeed there were generally problems with overestimations of the soil 
water content before the optimisation, but in the case of this study the problem (of an 
overestimation of the soil water content) was also present in the upper soil layer, so that the 
abovementioned arguments do not appear to be sufficient to explain the differences found between 
measurements and modelled values.  
Garrison et al. (1999) investigated the performance of a modified CERES-Maize model (Jones et al., 
1986) version on tile-drained soils (typic Hapludoll & Aquic Hapludoll) in Iowa, U.S. The soil water 
content simulation was evaluated by calculating the mean deviation and the RMSE. According to the 
authors, the average RMSE for volumetric soil water content was 0.046 cm3 cm-3, but, unfortunately, 




no average measured soil water content is given. They report, however, that in the simulation of the 
typic Hapludoll, the model tended to underestimate the water contents early in the season in all 
simulated years. Furthermore, the model overestimated the soil moisture in some of the soil layers, 
while underestimating it in other layers. This, so they argue further, led to the situation that errors 
cancelled themselves out, thus resulting in a good estimation of the water storage over the profile 
(Garrison et al., 1999).  
On the aquic Hapludoll, water contents, on average, were slightly overestimated. Here, upper and 
middle soil layers were simulated with the poorest agreement between measurements and 
simulation results (Garrison et al. , 1999). Looking at the presented figures of simulated and 
measured soil water contents, it can be seen that a simulation of over 200 days is compared with 
only 4 measurement values. In the case of the presented calibration treatment, on the one hand, the 
measurement points are in quite good agreement with the simulated curve, although the differences 
appear to increase towards the end of the simulation. In the presented validation treatment, on the 
other hand, only one of four measurements is in agreement with the measurement curve. Of the 
other three measurements, the first is underestimated by the model, while the second and the third 
measurement are clearly overestimated by the model. Despite the fact that a good agreement of 
averaged measured and simulated values was found, it appears as if the model failed to model the 
detailed soil water processes in a satisfying quality, similar to the DNDC model in this work.  
Eitzinger et al. (2004) reported that the CERES-wheat model (Ritchie & Otter, 1985) clearly 
underestimated the SWC on Chernozems and on a Fluvisol. In their search for an understanding of 
these discrepancies, they found that the lack of a full description of the soil hydraulic propert ies was 
responsible for this underestimation. Eventually, they partly dismissed these findings, and focused on 
inaccuracies in calculating the ETp, and on uncertainties in defining root water uptake instead. Indeed, 
their study showed that the actual evapotranspiration was overestimated. This, according to 
Eitzinger et al. (2004), was most probably due to deviations in the calculation of the front root 
velocity and soil water extractions as well as potential evapotranspiration. Especially the latter 
reason might have been of importance also in this work.  
Concerning the calculation of the potential evapotranspiration of the DNDC model, the Thornthwaite 
equation results were compared with the expected yearly evaporation rates by Böning-Zilkens (2003). 
No overestimation of the potential evaporation (Ep) can be deduced from this comparison. However, 
the timing of the calculated Ep (none in winter and, therefore, very high in summer) could cause an 
overestimation of the Ep during summer months and an underestimation during the winter months. 
The differences between the results from Thornthwaite- and the Penman equation, observed in this 
study, were also reported by Kumar et al. (1987) after the investigation of the two equations, using 
data from India. There, the actual vapour pressure and sunshine duration, used by the Penman 
equation, were identified as reasons for the differences between the two equations (Kumar et al., 
1987).  
Chen et al.  (2005) compared the Penman-Monteith equation with the Thornthwaite equation and 
found large differences between the two methods. In their study , the Penman-Monteith equation 
was used as reference for the other compared methods, due to the fact that it is based on 
fundamental physical principles. Kashyap & Panda (2001) have shown that this assumption is 
reasonable in a sub-humid region. Thus, Chen et al. (2005) concluded, the application of the 
Thornthwaite equation may be problematic under Chinese climatic conditions. This is due to the fact, 
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according to their argument, that in most regions of China the air temperature has been increasing, 
while at the same time wind speed and solar radiation have decreased significantly (Chen et al., 
2005). Similar to the findings of Chen et al. (2005), Thomas (2000) states that, using the Penma n-
Monteith to calculate the Ep, they found it decreased in large parts of China during the years 1954 – 
1993, due to a general decrease in sunshine duration. 
The other approach to model the soil water content in agricultural and hydrological models is base d 
on the Richard’s equation (Richards, 1931) – a process-oriented approach in comparison to the more 
empirical approach of a cascade model. In this approach, a water balance equation is combined with 
an equation describing water movement in the soil. More specifically, in physically-based models 
water movement in soil is described with the Darcy-Buckingham flux law, which states that the water 
flux density is proportional to the gradient of the hydraulic potential (Jury et al. , 1991). Additionally, 
this gradient driven water flux depends on the geometric properties of the soil pore system through 
which the water is moving. This property of the soil pore system is described by the unsaturated 
hydraulic conductivity functions, which is a non-linear function of the soil water content or, more 
specifically, the matric potential of soil.  
In reference to the Darcy-Buckingham flux law, it forms the so-called Richard’s equation (Richards, 
1931) when combined with the equation of continuity (i.e. the water balance equation). Apart from 
the unsaturated conductivity function, an additional function is incorporated to describe the 
relationship between the volumetric water content and the matric potential which is needed to solve 
the Richard’s equation. This additional parametric function is called the retention function or pF 
curve, for which the van Genuchten equation (van Genuchten, 1981) is frequently used.  
The soil water simulation results of the DNDC model were compared directly with simulations of the Daisy 
model (Hansen, 1990; Abrahamsen & Hansen, 2000) on the same site, using the same input data sets (Kröbel et 
al., unpublished). After adjustment of the van Genuchten parameters, the Daisy model yielded an coefficient of 
determination between simulated and measured values of 0.58 (average of three different treatments and 
three subsequent years), an average EF value of 0.21, and an RMSE value of 8.8 %. It was recognized that the 
Daisy model tended to model the surface layers best (Kröbel et al., unpublished). 
In the DSSAT model, the cascade model was replaced by Faria & Bowen (2003) with Darcy’s flux equation. This, 
the authors report, significantly improved the soil moisture estimates. In the published diagrams it can be seen 
clearly, how the model simulations improved especially in deeper soil layers (25 – 85 cm). In these layers, the 
cascade model failed completely to represent the development of the soil moisture, while the modified model 
is very much in agreement with the measurement curve. In the upper soil layers  (0 – 25 cm), the modified 
model simulation shows several larger deviations from the measurement curve. These deviations, however, are 
very small in comparison to the DSSAT cascade model simulation, as well as the DNDC cascade model 
simulations of this work. 
The WAVE model (Singh & Woolhiser, 1976), where the soil water calculation is based on the Richard’s 
equation, was tested on an Intensive Loam Site from the German Crumbach catchment during the years 1989 -
1990 (Vanclooster et al., 1995). Due to a lack of measurements on the unsaturated hydraulic conductivity, 
parameters had to be estimated from texture information, using pedotransfer functions (Vanclooster et al., 
1995). Nevertheless, from the given diagrams on simulated and measured soil moisture content can be seen 
that, although there are deviations, the model captures the development of the soil water content very well. 
Most of the visible deviations are concentrated at the end of the simulation, and, concerning the simulation 
quality, no difference between the different soil layers is visible (Vanclooster et al., 1995), contrary to the 
DNDC simulation results. 
In an application of the HILLFLOW-1D model (Bronstert & Jürgens, 1994) to a rather horizontal site within the 
Weiherbach catchment (deep loessy soil), Bardossy et al. (1995) found a good agreement between model 
outputs and measured soil water content. The soil moisture was measured once a week. Differences between 




simulation and measurements were largest in the surface soil layer, which is why the coefficient of 
determination between the two data sets was 0.82 for the soil layer 0 – 15 cm, but 0.92 for the soil layer 0 – 60 
cm (Bardossy et al., 1995). The coefficient of determinations are, however, very good in comparison to 
aforementioned Cascade model results and the DNDC simulations of this work. 
The SOIL model (Jansson, 1991) was selected by McGechan et al. (1997) to simulate soil water processes in long 
term experiments on three different soils (clay loam, sandy loam, and silty clay loam) with two cropping 
regimes in Penicuik and Dumfries, both in Scotland, UK. With one exception (in one plot on the sandy loam soil) 
the model was able to capture the behaviour of the soil water processes, since the simulated curve follows the 
measurement curve quite closely, apart from minor general deviations (McGechan et al., 1997).  
The SWAP model (van Dam et al., 1997) was used by Droogers et al. (2000) to model the soil water content of 
the Sahili Right Bank irrigation system in the Gediz Basin, Turkey. Measured and simulated soil moisture 
contents of the top 90 cm resulted in a coefficient of determination of 0.84 and 0.67 for the cotton and wheat 
experiments, respectively. The authors report that the model showed no systematic over- or underestimations 
of the measured soil moisture. The lower coefficient of determination for the wheat experiment was explained 
with the fact that small cracks in the clay soil led to irregular flow patterns (Droogers et al., 2000). Again, the 
coefficients of determination are considerably higher than coefficient of determinations achieved by Cascade 
model simulations and, especially, the DNDC simulations of this work.  
Chen & Hu (2004) employed, for their study on the influence of groundwater on the soil water content, a soil 
hydrological model that uses the Richard’s equation to model the soil moisture variation. Using this model, 
they simulated the soil moisture at two locations in the Nebraska Sand Hills (Chen & Hu, 2004). In this area, 
groundwater is a major source for the water availability in the soil. Thus, they created two versions of the 
model, one of which took the groundwater influence into account, while the other version did not have such a 
feature. In the simulation results, both versions simulated the surface layer in very good agreement with the 
measurements, but there is one major deviation at the end of the simulation (after 300 days) (Chen & Hu, 
2004). 
Deviations are much more frequent in the second soil layer for both versions. Nevertheless, the simulated 
curve still correlates quite well to the measurement curve. Concerning the remaining three soil layers, a clear 
difference can be seen between the model versions taking groundwater influence into account and model 
version ignoring the groundwater influence. While the model version without groundwater influence deviates 
strongly from content and form of the measurement curve, the model version with groundwater influence 
shows an increasing agreement with the measurement curve with increasing depth (Chen & Hu, 2004). 
Concerning the general agreement of the soil water simulation with the measurements in the surface soil 
layers, the model by Chen & Hu (2004) outperforms the simulation results of the DNDC model. 
The abovementioned publications suggest that, in general, models employing the Richard’s equation 
can simulate soil water dynamics more accurately than Cascade model approaches. There appears to 
be a trend in such models to simulate soil surface layers better than lower layers, but this appears 
not to be the case for all models at all sites. Furthermore, these worse simulation results of soil water 
dynamics in lower layers are still likely to yield a better agreement than when modelling the same 
soil with a Cascade model approach. Last but not least, when simulating N2O emissions, an 
appropriate estimation of surface soil water contents is preferential, due to the facts that N 2O losses 
usually are calculated from surface soil layer processes and, as has been mentioned before, the soil 
water content is one of the major factors determining these losses.   
5.2 Simulation of the mineral Nitrogen 
Concerning the simulation of the Nmin, the potential to validate and calibrate the DNDC model 
through an automated parameter optimisation was limited by the data availability. The first problem 
was owed to the fact that while the field experiment was conducted over a period of three years, 
Nmin contents were measured only 20 times during the same period. Since, in general, each 
measurement of the Nmin preceded a fertilisation event (in order to estimate fertilisation amounts 
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necessary to meet the target N availability), increased Nmin availability following fertilisation events is 
not part of the measurements. While this does not prevent a statistical evaluation of the simulation 
results, the calculated influence of fertilisation events on the simulated mineral N household could 
not be evaluated. 
The second problem is the fact that the Nmin analysis in the field did not distinguish between nitrate 
and ammonium concentrations. Therefore, testing of the simulation quality of each the nitrate and 
the ammonium pool was rendered impossible. Thus, denitrification and nitrification calculation 
processes could not be tested in detail.  This, of course, is a severe limitation to the attempt to  
improve the N2O emission simulation. The third problem arises with the fact that no measurements 
of the soil carbon household were available. As explained in the DNDC model description, the 
calculation of the nitrogen mineralisation is linked to the carbo n pool decomposition. With no such 
measurements available for this work, the linkage between carbon household and nitrogen 
mineralisation could not be tested. 
Moreover, it is clear to the author that a comparison of the N turnover calculation of the DNDC and 
other model should not only be based on the results of these calculations, but also on a detailed 
comparison of the calculation processes. Such a model comparison was intended at the beginning of 
this work, analysing their ability and calculation processes to model soil processes of the 
experimental site DBW. This would have required the acquisition of additional model source codes, 
and, therefore, would have allowed an in depth analysis of the differences in nitrogen turnover 
calculations in these different models. The suddenly requested topic shift (by the assessor of the 
German Research Foundation), however, changed the focus of this work towards calibration and 
validation of the DNDC model. Thus, the detailed analysis of the N turnover calculation by other 
models must be denied due to time constrains, and, accordingly, the focus is limited to the 
simulation results of these models only.  
Simulating the soil mineral nitrogen with the DNDC model version 86, using default parameters, yielded a (in 
comparison to the SWC simulation) good coefficient of determination (between simulated and measured 
values) of 0.22, but the EF value was disappointing with -0.93, as was the RMSE with 28.1 % (table 3.1.1). In the 
attempts to optimise the model outcomes, concerning the mineral N simulation, only one possible 
improvement was found, the switch of the soil type to silty clay loam, which is calculated with a clay content of 
0.34 instead of the measured 0.16. Under this setting, the EF value increased up to -0.28. At the same time, 
there was also some improvement of the soil moisture simulation recognizable (table 3.2.1).  
All other optimisation attempts for DNDC model version 86 caused, regardless of their effect on the soil 
moisture simulation, a deterioration of the Nmin simulation. The best soil water content simulation, for instance, 
coincides with one of the worst Nmin simulations (Nmin-R
2=0.03; -EF=-6.24; -RMSE=54.42%). These results 
originate from the simulation using default parameters together with the measured crop yield (table 3.3.2). 
The simulation with the default crop yield resulted in a better Nmin simulation (however, still worse than the 
abovementioned default simulation), but in this case the simulation of the soil moisture was worse than when 
modelling with the measured yield. 
In the first default simulation of the DNDC model version 89H, the Nmin simulation yielded worse results than 
the default DNDC 86 simulation. Here, despite the fact that the coefficient of determination between 
measured and simulated values is higher with 0.52, the EF value is worse with -1.29, as is the RMSE with 30.6 % 
(table 4.1.1). The best simulation result of all Nmin optimisation attempts was achieved in a final simultaneous 
optimisation of soil water content and Nmin together, using the original model version DNDC 89H (including, 
however, atmospheric deposition and adjusted humads fraction).  
There, the coefficient of determination between measured and simulated values went up to 0.58, the EF value 
to -0.89, and the RMSE dropped to 27.8 % (table 4.3.13). The soil water content simulation of this optimisation 




run improved as well, but still yielded, however, negative EF values for all three layers. When in a second 
simultaneous optimisation (also table 4.3.13) a positive EF value was achieved for the soil moisture simulation 
in the surface soil layer, the Nmin simulation deteriorated considerably (EF=-2.36). Note that this optimisation 
ended with the reduction of the bulk density parameters to about 70 % of the originally measured value. 
Reprogramming the DNDC model version 89H to simulate the Nmin based on measured soil moisture values did 
not improve the quality of the simulation. The default simulation of the adapted model yielded worse results 
than the default simulation of the original model. The coefficient of determination dropped to 0.19, the EF 
value to -2.34 and the RMSE increased to 36.94 % (table 4.3.8). Subsequent optimisations were not able to 
improve the Nmin simulation to a satisfying level. The best optimisation, in this respect, yielded a coefficient of 
determination of 0.21, an EF value of -1.26, and a RMSE value of 30.4 %. To achieve these results, however, 
atmospheric N deposition was added, the humads fraction of the SOC was adjusted, and the bulk density and 
the clay fraction parameter were increased considerably (1.67 and 0.019, respectively). In the end, the 
optimisation of the adapted model yielded only minimal better results than the default simulation of the 
original model (table 4.3.6). 
A further adaptation of the model, the extension of the simulated soil depth to 90 cm, also failed to bring about 
an improvement of the Nmin simulation. While the default simulation of the further adapted model at least 
resulted in comparable values in the surface layer (R2=0.32; EF=-1.52; RMSE=32.11 %), the optimisation results 
deteriorated in comparison (R2=0.33; EF=-4.3; RMSE=46.5 %). This is due to the fact that in the default 
simulation the two lower layers exhibit a decreasing simulation quality with increasing depth (layer 30-60 cm: 
R2=0.0; EF=-2.77; RMSE=30.2 %; layer 60-90 cm: R2=0.01; EF=-4.54; RMSE=28.6 %), while the optimisation 
caused improvements of the Nmin simulation especially in these two layers (layer 30-60 cm: R
2=0.03; EF=-1.52; 
RMSE=24.7 %; layer 60-90 cm: R2=0.0; EF=-3.82; RMSE=26.7 %). In this case, the bulk density parameter was 
reduced by roughly 35 % (0.84). Regardless of the achieved improvements, the Nmin simulation remained 
clearly unsatisfying (table 4.3.11). 
Several articles were published that report the use of the DNDC model in the simulation of N2O 
emissions from a specific site or on regional scale (Li et al., 1996; Li et al., 2001; Brown et al., 2002; 
Smith et al., 2002; Cai et al., 2003; Xu-Ri et al., 2003a; Grant et al., 2004; Li et al., 2004; Smith et al., 
2004; Li et al., 2005; Babu et al., 2006). As a matter of fact, only some of these publications also 
include the simulation quality of the soil water dynamics and the mineral N turnover in their report. 
Considering the fact that these two processes are the two major factors determining the occurrence 
and magnitude of N2O emission fluxes in the DNDC model calculations, it appears problematic to 
judge the model accuracy by a comparison of measured and simulated N2O emissions only.  
Only three publications are available that report a comparison between simulated and measured soil 
nitrate or ammonium concentrations (Li et al. , 1994b; Frolking et al., 1998; Beheydt et al., 2007). 
Apart from that, three publications were found that compare measured and simulated nitrate 
leaching, which has to be used here as a substitute to evaluate the simulation of the mineral N 
household (Li et al. , 2006; Tonitto et al., 2007; Nakagawa et al., 2008). 
Modelling soil nitrate in three different agricultural systems (bare soil, sugar cane and grass plot) in 
Palm Beach County, Florida, Li et al. (1994b) reported that the DNDC model captured the major 
dynamics controlling N2O emissions (e.g. the soil nitrate content) properly. Comparisons of measured 
and simulated soil moisture are not given. The fact that several dips in the field nitrate 
concentrations are not simulated by the model is attributed partly to inherent uncertainties in the 
measurements (Li et al., 1994b). The authors conclude that the overall trends in the nitrate 
household are similar in both field and model results.  
Indeed, the simulated nitrate concentration curves follow in general the measurement curve  (Li et al., 
1994b). However, there are several cases where the nitrate content is over- or underestimated by 
more than 100% (bare soil in the years 1980 and 1981; sugarcane in the year 1979, but also 1980 and 
University  Hohenheim, Dissertation - R. Kröbel 
218 
 
1981; grass in the years 1980 and 1981). It is, therefore, indeed questionable whether such 
discrepancies can be attributed to the measurement uncertainties only, but the authors offer no 
explanation concerning possible shortcomings in the model calculation. Taking into account the high 
fluctuations in the simulations of leached Nitrate, it seems that the abovementioned problem is 
inherent to the DNDC model simulation.  
As mentioned before, Frolking et al. (1998) investigated four different models and tested their ability 
to correctly simulate N2O emissions from agricultural soils in various temperate agricultural sites. 
During the course of this model test, measured nitrate and ammonium concentrations were 
compared to the model outcomes. Frolking et al. (1998) found that mineral N pools were often 
underestimated by the DNDC model. In the case of the ammonium pool, low concentrations were 
related to ammonia volatilisation (Frolking et al., 1998). Concerning the nitrate pool, Frolking et al.  
(1998) reported that in the DNDC model the application of urea led to a raised pH of the soil. 
This, in turn, caused an increased ammonia volatilisation, as well as a decrease in nitrification. This is 
the reason, why no nitrate was added to the nitrate pool (Frolking et al., 1998). Suppressing the 
ammonia volatilisation and the pH effect of the urea hydrolysis, Frolking et al. (1998) were able to 
yield increased nitrate pool data, comparable to the observations and the simulations of the other 
models. These findings are in accordance with the results of this work, especially in the default 
simulations. Furthermore, these findings might explain why the automated parameter optimisation, 
during the Nmin optimisations, changed the soil pH from 8.0 to 7.0 and 6.6 in the simulation of 50 cm 
soil depth, and to 7.6 in the simulation of 90 cm soil depth, respectively.  
Beheydt et al. (2007) point out that in their simulation attempts , the DNDC model managed to 
simulate the height and shape of the NH4
+ fertilisation peaks quite well. The measured increase in the 
NH4
+ concentration after 300 days, however, was not represented by the model outcome. NO3
- peak 
were simulated in the right timing, but height as well as duration of the peaks was under- and 
overestimated, respectively. The authors conclude that the model was, in general, able to capture 
the patterns of the two N pools, which cannot be confirmed using the model results of this work.   
The article by Li et al. (2006) describes the modification of the DNDC model, where the deep water 
pool and a new pathway of nitrogen adsorption were introduced to the model calculations (see 
chapter 2.3.7). Concerning the simulation of leached water, an example of the simulation before the 
modification is given, and, thus, the need for this modification is explained. For the simulation of the 
nitrate leaching, however, no such example is given. There, Li et al. (2006) only write that the 
purpose of the modification was to adapt the DNDC model as a NO3
- -leaching prediction tool. 
Concerning the modification, the addition of a new pathway for nitrogen adsorption suggests that 
nitrate leaching has been overestimated before the modifications. This might be the reason, why 
Frolking et al. (1998) found that the DNDC model often underestimated the mineral N pools.  
Li et al. (2006) come to the conclusion that the modifications helpe d the DNDC model to correctly 
simulate yearly nitrate leaching rates. The presented figures, however, reveal that the model did not 
manage to capture episodes of high nitrate leaching. At the same time, the model simulates constant 
nitrate leaching in low amounts, which is not represented by the measurements. Testing the 
parameter sensitivity for the N-mineralisation, Li et al. (2006) determined a high sensitivity for the 
SOC content. This could explain, why, in this work, the Nmin was underestimated when calculating 




with the default fractioning of the SOC, and why an adjustment of the SOC fractioning was required 
to solve this problem.  
Tonitto et al. (2007) tested the ability of the DNDC model version 82H to simulate the water 
household and nitrate leaching in corn-soybean cropping systems in Illinois, US. Investigating the 
model efficiency value (EF), they came to the conclusion that the default DNDC parameters do not 
produce statistically robust outcomes, and that the model performed best when the default  
parameters were changed drastically (Tonitto et al., 2007). As can be seen above, this finding is in 
accordance with the results of this work, although the successful simulation of the water and the 
nitrogen household reported by Tonitto et al. (2007) could not be confirmed. 
Nakagawa et al. (2008) reported that the model underestimated nitrate leaching when default values 
were used for the simulation. After switching to measured values, the model managed, in the 
cumulative leached N, to get into agreement with the observations. The simulation curve, however, 
shows a steady increase in leached N, while the observations show that the overall leached N is 
mainly due to two events, which were identified by the authors as typhoons with heavy rainfalls.  
Since the amounts of leached water were simulated relatively well by the model (Nakagawa et al., 
2008), the differences in the leached N must be caused by the N pools, which, unfortunately, are not 
further mentioned in the article. The authors also found that the amount of leached nitrogen was 
still largely affected by changes in the soil pH, comparable to the findings of Frolking et al. (1998) and 
the results of this work. 
To model mineral N dynamics in a polder-soil area in the Netherlands, Bergström et al. (1991) used the SOILN 
model (Jansson et al., 1991). The SOILN model calculates (similar to the SOIL model) the soil moisture using the 
Richard’s Equation. The calculation of the nitrogen mineralisation, however, is similar to the DNDC model in the 
sense that organic carbon decomposition is determined by a specific mineralisation constant, response 
functions for temperature and moisture, and the amount of available humus (Bergström et al., 1991). Assuming 
a constant C/N ratio, corresponding N flows are estimated. Nitrification is simulated as a first-order process, 
while denitrification is calculated as a zero-order process. The nitrate concentration is estimated by the use of 
the Michaelis-Menten equation and a half-saturation constant (Bergström et al., 1991). 
The authors write that the simulation of the mineral N content of the polder-soil showed a reasonable 
agreement with the measurements (Bergström et al., 1991). The authors mention that this polder-soil is ‘young’ 
in that sense that it has been claimed from the ocean recently (Bergström et al., 1991). Thus, the reason for the 
simulated decrease in humus-N is due to that fact that the soil has a high organic matter throughout the soil 
profile at the beginning of the simulation, and depletes this humus-N pool over the short term (Bergström et al., 
1991). This could be compared to the high soil N concentrations T1 on the DBW site, accumulated through 
years of over-fertilisation, and the quick depletion of soil N under a reduced N input. The presented figures, 
however, show that the soil Nmin was underestimated by the model in all layers throughout the spring months 
of both simulated years. The depletion of Nmin during the summer months, and the subsequent increase in Nmin 
in late summer are simulated rather well (Bergström et al., 1991). This is different to the DNDC model results, 
where a lack of Nmin pool replenishment suggests shortcomings in the calculation of soil organic matter 
turnover rates. Soil ammonium concentrations were not considered in this publication.  
The N fluxes of a former wetland area in the Canton Zurich, Switzerland, were investigated, using the model 
LEACHM (Schmied et al., 2000). The used LEACHM version consisted of the soil water regime submodel 
LEACHW, employing the Richard’s equation, and the nitrogen transformation submodel LEACHN, following the 
concepts of Johnsson et al. (1987) and, therefore, the structure of the SOILN model. After parameter 
estimation, using the SUFI software (Abbaspour et al., 1997), simulated NO3
- -concentrations matched 
measured concentrations in the upper soil layers (0-40 cm) very well.  The authors mention, however, that the 
nitrate concentration in the subsoil was always underestimated, and conclude that these discrepancies are 
rather process than parameter dependent (Schmied et al., 2000). Seeing the minimal amounts of mineral N in 
the lowest soil layers, encountered in the DNDC simulations, and that parameters were optimised as well in 
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this work, it seems reasonable to assume that possibly encountered discrepancies in DNDC simulations are also 
rather process dependent. 
The DAISY model (Hansen, 1990) was at first tested on winter wheat experiments with different nitrogen 
treatments in the Netherlands (polder-soils were used to investigate the nitrogen dynamics) (Hansen et al., 
1991). As mentioned before, the DAISY model employs the Richard’s equation to simulate soil water dynamics. 
Nitrogen mineralisation is, like the models described above, dependent on the decomposition of different 
carbon storage pools. The DAISY model uses three soil organic matter pools (inert, resistant, and labile) and 
two microbial biomass pools (stable and dynamic) (Hansen et al., 1991). The authors state, and the presented 
figures indicate, that the agreement between measurements and simulation results is qualitatively as well as 
quantitatively satisfactory with some exceptions (Hansen et al., 1991). In one case, nitrogen concentrations 
drop too quickly in the top soil after a fertilisation event. In the other case, nitrogen concentrations are 
overestimated, following a fertilisation event (Hansen et al., 1991). Comparing these results to the Nmin 
simulations of the DNDC model, the DAISY model clearly shows the ability to achieve more accurate results. 
Two publications are available where the simulation results of different models are compared, using the same 
dataset for testing the estimation of soil water and nitrogen dynamics (de Willigen, 1991; Diekkrüger et al., 
1995). Unfortunately, neither of the two publications includes the DNDC model, but both the SOIL and DAISY 
model were part of both investigations (as well as LEACHM in de Willigen, 1991). On the one hand, de Willigen 
(1991) comes to the conclusion that for both soil water dynamics and mineralisation process mechanistic 
models (as SOIL or DAISY) did not yield better simulations than the functional models. Furthermore, for all 
investigated models, the main difficulty in the simulation of the nitrogen turnover in the soil -crop system was 
the description of the soil processes, and, of these, the biological processes appeared most problematic. 
Diekkrüger et al. (1995), on the other hand, points out that the DAISY model was the only model in their model 
comparison that simulated all processes (soil water and nitrogen dynamics) in the same quality.  
The articles about the models SOIL, LEACH and DAISY are not sufficient to prove that the N turnover calculation 
of these models is indeed better or more accurate than the N turnover calculation of the DNDC model. This is 
especially due to the reason that all three mentioned models employ the Richard’s equation to simulate soil 
water dynamics while the DNDC uses a Cascade model approach. Therefore, it cannot be said whether the 
apparently more consistent N household simulations are due to a more accurate simulation of the soil water 
dynamics or due to a superior approach to calculate the N dynamics. More research will be needed to answer 
this question. 
In another model comparison, including the models CERES and STICS (Brisson et al., 2003), Gabrielle 
et al. (2002) found that, modelling with datasets from Rafidin, the Bauce region (both France) and 
Rothamsted (UK), the CERES model simulated net mineralisation rates far below the observations. 
Furthermore, the CERES model systematically underestimated soil nitrate concentrations in all 
investigated soils. Thus, the authors conclude, the CERES model is not adapted to northern European 
soils. This is probably due to major differences in soil functioning in comparison to the Midwest area 
in the US, for which the model had been initially developed. The STICS model, in this comparison, had 
the lowest overall RMSE, and, although tending to overestimate the N-supply in the soil, predicted 
net mineralisation kinetics fairly well (Gabrielle et al., 2002).  
Due to the fact that the CERES model uses a Cascade model approach to simulate water dynamics (as 
the DNDC model), the results of Gabrielle et al. (2002) could be understood as an indicator that the 
calculation of the soil water content by an Cascade model approach can cause considerable errors in 
the estimation of the N dynamics. However, the STICS model too works with a Cascade model 
approach (Brisson et al., 2003), so that this does not seem a necessary consequence. As already 
mentioned, more research will be needed in this respect. 
A last point to mention, in the discussion of the Nmin simulation results, is the crop growth model in 
the DNDC model. As has been mentioned, in the empirical crop growth model the plant growth is not 
inhibited by a lack of nitrogen availability, instead plants are enabled to delay nitrogen uptake until it 




is available. This might lead to the situation that a fertilisation event, supposed to refill the N min pool, 
is completely taken up by plants, thus leaving the soil N pools empty. Especially in situations of 
limited N supply this might lead to considerable deviations in the simulation of N turnover processes.  
One further obstacle in the crop model is the encountered sensitivity of the parameter determining 
the biological N_fixation for Winter Wheat and Maize. The two parameters were altered 
considerably in the optimisation of the mineral N simulation, up until the adjustments of the SOC 
pool fractioning (also once in the optimisation of the N2O emission simulation before the adjustment 
of the SOC pool fractioning), and, therefore, apparently utilized by the optimisation software 
(UCODE_200%) to increase the overall availability of the simulated mineral N. It could be argued that 
it was unrealistic to allow for a modification of the two parameters. Nevertheless, the modification 
was a useful indicator for the availability of mineral N in the model calculation.  
5.3 Simulation of the N2O emissions 
As was the case for the Nmin simulation, the discussion of the DNDC N2O emission simulation also 
faces particular problems. Despite the fact that the N2O emissions were measured in two years (2001 
and 2002) over a prolonged period of time, the two major fertilisation events in autumn and spring 
are only included in the measurements of the year 2002. Thus, the evaluation of the timing and 
height of N2O emission peaks induced by these fertilisation events is, unfortunately, limited. 
Furthermore, both available literature and the DNDC model simulations suggest that N2O emissions 
peaks are present in winter and early spring due to thawing of the soil and can form a considerable 
part of the yearly N2O emission amounts of one site. Due to the fact that measurements were limited 
to the summer months, this cannot be evaluated. 
Additionally, it needs to be mentioned that, in both years, ‘negative’ N2O emissions were 
encountered during the measurements, suggesting that N2O was taken up by either the soil or the 
plants directly (see also Grundmann et al., 1993; Ferch, 2003), but this has not been investigated 
further. Due to the fact that the DNDC model does not model either of both processes (soil- or plant 
N2O uptake), this could also not be taken into account in the simulations. Therefore, in order to limit 
the bias on the statistical evaluation, these data points were not included in the evaluation.  
Concerning the calculation process of the N2O emissions in the DNDC model, another problem 
arouses. The accuracy of the N2O calculation depends as much on accurately simulated soil water 
contents as it depends on a correct simulation of the Nmin pools. The errors of the soil water 
dynamics simulation were excluded by replacing the simulated soil water contents by measurements 
in the model calculation. As has been explained in the discussion about the Nmin simulation, however, 
the same was not possible for the N pool estimation. Thus, discrepancies found in the N2O simulation 
cannot be attributed clearly to shortcomings in either the Nmin or the N2O emission calculation.  
Simulating N2O emissions with the DNDC model version 86, no agreement was found between the 
measurements and the simulation results, except for the cumulative emissions in T1 and T2 during the second 
year of the simulation. Coefficient of determinations between simulated and measured values ranged between 
0.01 and 0.08 in all three treatments, EF values ranged between -30.35 and -0.62, and RMSE values ranged 
from 16.9 % up to 96.9 % (see also table 3.1.1). Neither timing nor height of the simulated emissions agreed 
with the measured peaks. Attempts to optimise the simulation results of DNDC model version 86 failed, as 
improvements in one year’s emission simulation led to a deterioration of the simulation in the other year 
(coefficient of determinations dropped to a range of 0.0 to 0.05; EF values dropped to a range of -1.43 to -
206.64; RMSE values increased to a range of 55.4 % to 124 %). The best results for model version 86 were 
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achieved in T1, when the SOC content was adjusted (R2 yielding 0.07 and 0.01, EF yielding -0.37 and -11.82; 
RMSE yielding 23.35 % and 35.15 %, in the second and third simulation year, respectively – see also table 3.2.1). 
The N2O emission results of the default simulation with the DNDC model version 89 did yield similarly bad 
results, although in this case, the simulation results of the third year were slightly better than in the second 
year. Nevertheless, the coefficient of determination between measured and simulated emissions amounts 
were 0.0 in both years. The fact that the emission simulation of the third year is slightly better than the 
simulation in the second year is, nevertheless, proven by the statistical evaluation (EF=-0.65 and -0.37, 
RMSE=25.67 % and 11.5 %, in the second and in the third year, respectively – see also table 4.1.1). Mainly 
responsible for these weak results seems to be the mineral N pools, which emptied during the first simulated 
winter and were not replenished afterwards, regardless of the mineral N amounts provided by the fertilisation 
events during the three years. 
The subsequent optimisation attempt (using the original DNDC 89 model version) did not bring about a change 
of these results. Although the soil pH value was changed massively (dropping from a value of 8 to 1.88), which 
should have led to a minimisation of the NH3 volatilisation losses (as discussed before), the Nmin pool remained 
largely underestimated, and no N2O emissions were simulated during the two measured periods. Accordingly, 
the evaluation results of the second year worsened (R2=0.0; EF=-0.73; RMSE=26.3 %), but, surprisingly, the 
evaluation of the third year improved slightly (R2=0.0; EF=-0.27; RMSE=11.09 %) in comparison to the default 
simulation, where at least some emissions were simulated (see also table 4.4.1). In this optimisation, the soil 
pH was reduced drastically from 8 to 1.88 (table 4.4.2). 
The attempt to optimise Nmin and N2O emission simulation simultaneously, using once more the original DNDC 
model version 89, did not produce the expected improvements. Even though the statistical evaluation of the 
Nmin simulation improved slightly, and some N2O emissions were simulated during the two measurement 
periods, once more neither timing nor height of the simulated emission peaks were in agreement with the 
measurements. The main change in the statistical evaluation was found in the N2O emission simulation of the 
third year, where R2 yielded 0.01, the EF value improved to -0.24 and the RMSE dropped to 10.95 %, while the 
evaluation of the second year did not yield better results than the default simulation (table 4.4.3). Simulated 
nitrate leaching, however, increased from formerly 4 kg ha-1 peaks to up to 140 kg ha-1 peaks, the reason of 
which remains unknown. 
As the simulation of the soil water content is one of the major factors influencing the simulation of the N2O 
emissions (and default as well as optimised simulations produced worse simulation results as when calculating 
with the average soil water content of the measurements), the reprogramming of the DNDC model to calculate 
with measured soil water values was expected to cause a considerable improvement of the N2O emission 
simulation (table 4.4.4). This, however, was not the case. N2O emissions (in the first simulation run using 
measured soil water data) still were largely underestimated during the measurement period, and almost no 
correlation between simulation results and measurements could be identified (R2= 0.04 and 0.0, in the second 
and third simulated year, respectively). Accordingly, the EF values remained negative (-0.53 and -0.34 for the 
second and third year, respectively). Nitrate leaching remained on high levels (up to 100 kg ha -1 peaks). 
However, due to the fact that comparable amounts had been simulated beforehand with the original model, 
this result cannot be caused by the calculation with measured soil water data alone. 
The addition of the 100 kg N yr-1 as atmospheric deposition and the adjustment of the humads (labile litter) 
fraction of the SOC each improved the N2O emission simulation (of the adapted model version), although the 
statistical evaluation of the according two N2O emission simulations gives a different impression (the 
coefficient of determination being 0.0 for both years and optimisation attempts, the EF ranging from -0.6 to -
0.84, the RMSE ranging from 12.9 % to 25.2 % - see also table 4.4.4). Especially in the third simulated year, the 
highest measured peak is, although with a slightly wrong timing, also simulated by the model and the simulated 
cumulative N2O emission amount is much closer to the actual measured amount than in former simulations. 
But also in the N2O emission simulation of the second simulated year an increase in the simulated cumulative 
emissions is recognizable, which, nevertheless, still largely underestimates the cumulative measured emissions. 
The further adjustment of the DNDC model (extending the simulated soil depth to 90 cm, but still calculating 
with the measured soil water data) did not change the results of the statistical evaluation either (R2=0.0 and 0.0, 
EF=-0.7 and -1.36, RMSE=26 % and 15 %, for second and third year, respectively – see also table 4.4.8). The 
second years N2O emission simulation still only shows little emissions during the measurement period, and, 
therefore, absolutely underestimates the cumulative emission amount. Comparing of the cumulative 




simulation and measurement result of the third year, it can be seen that the emission amounts match quite 
well. The simulated curve, however, is steeper and arrives at the final amount earlier. Simulated emission 
peaks have the correct height, but the wrong timing. 
The visibly best N2O emission simulation was achieved by a simultaneous optimisation (using the original DNDC 
model version 89 expanded onto 90 cm soil depth) of soil water content, Nmin and N2O emissions (table 4.4.15). 
In this simulation, the height of the simulated peaks matches the height of the measured peaks in both the 
second and the third year. Nevertheless, the timing of the simulated peaks is not in agreement with the 
measurements. Furthermore, the simulated and measured cumulative N2O emissions amounts are almost in 
perfect agreement in both the second and the third year. This result was achieved regardless of the fact that 
neither for the soil water content simulation nor the Nmin simulation the EF value was positive (-0.96, -1.1 and -
0.67 for the soil layers 0-30 cm, 30-60 cm and 60-90 cm, respectively, in the soil water content simulation; -0.6, 
-1.08 and -4.03 for the soil layers 0-30 cm, 30-60 cm and 60-90 cm, respectively, in the Nmin simulation), and 
that the coefficient of determination between measurement and simulation results did not surpass 0.1 and 0.2 
for the soil water and the Nmin simulation, respectively. 
The DNDC model has been frequently used to model N2O emissions from a variety of ecosystems, 
including grassland, forests and rice-cropping systems in different countries all over the world 
(United States, Canada, UK, Germany, China, India, Japan, and New Zealand). Many of the available 
publications focus on the estimation of N2O fluxes on a regional or even national scale (Li et al., 
1994b; Li et al. , 1996; Li et al., 2001; Brown et al., 2002; Smith et al., 2002; Cai et al., 2003; Xu-Ri et al., 
2003a; Giltrap et al., 2004; Grant et al., 2004; Babu et al., 2006; Leip et al., 2008). Most of the 
detailed site specific N2O emission validations of the DNDC model, however, have been published in 
more recent years (Li et al., 1994b; Frolking et al., 1998; Saggar et al., 2004; Babu et al., 2006; 
Beheydt et al. , 2007; Nakagawa et al., 2008). 
The first model application of the DNDC model was published by Li et al. (1992b). The authors 
compared simulation results of the DNDC model with 5 different field studies, conducted in England, 
the United States and Germany. For two of the sites (both in U.S.) measured and simulated N 2O 
emissions were compared, for one site (England) total denitrification losses were compared, and for 
the remaining two sites (U.S. and Germany) CO2 losses were investigated. No comparisons, however, 
are given of measured and simulated soil water contents and mineral nitrogen pools, even though 
specifics of their simulations are mentioned in the evaluation of the emission simulations.  
While the simulated CO2 emission patterns are in quite good agreement with the measurements, 
simulated denitrification peaks only show a limited correlation to the measurements. Here, although 
simulated peaks coincide with measured peaks, especially the second peak is clearly overestimated, 
while lower emission patterns around the measured peaks are not simulated at all.  A similar result is 
recognizable for the two N2O emission simulations. Again, measured peaks are overestimated by the 
model, in several cases peaks are simulated where none were measured, and measured low emission 
patterns are not simulated at all. Nevertheless, the authors come to the conclusion that the DNDC 
model manages to simulate the trends and totals of the N2O emissions of the field studies in all cases 
(Li et al., 1992b). 
Li et al. (1994b), as mentioned before, used the DNDC model to simulate N2O emissions from three 
different cropping systems (fallow, sugarcane, grass) in Florida. According to the authors, the 
episodic N2O emission patterns following rain events were correctly captured by the model 
calculations. Looking at the presented diagrams, this is only partly true. In fact, the model relatively 
often simulated emission peaks in connection to rainfall events, where none were measured, or 
overestimated denitrification peaks where they were measured. This suggests that the calculation 
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triggering the denitrification process calculation (e.g. the soil moisture simulation), and possibly the 
denitrification calculation itself, is flawed. Furthermore, given the facts that cumulative N2O 
emissions are underestimated and that denitrification induced N2O emissions are triggered to often 
or overestimated, N2O emissions originating from nitrification must be completely underestimated. 
These discrepancies, however, were once more attributed by the authors to measurement 
uncertainties (Li et al. , 1994b). Convinced of the ability of the DNDC model to simulate N2O emissions 
patterns, the simulation was then scaled up in order to estimate total nitrous oxide emissions from 
agriculture in Florida.  
Li et al. (1996) report on the model estimates of N2O emissions from agricultural lands in the United 
States. For this purpose the authors conducted a sensitivity analysis, which came to the result that 
increases in N2O emissions are bigger through increasing atmospheric N deposition than through an 
increase in temperature (Li et al., 1996). Increases in precipitation, however, rather lowered total 
N2O emission amounts (Li et al. , 1996). In this work, as has been seen, atmospheric N deposition did 
not have such a pronounced effect onto the simulation of the N2O emissions. This might be due to 
the fact that measured soil water contents were used for the calculation, which means that no 
rainfall events happened (as was explained in chapter 2.5), and that atmospheric N deposition had to 
be calculated as additional fertilisation. The atmospheric N deposition might have had such an effect, 
however, in the last simultaneous optimisation (where total seasonal N2O emissions were in 
agreement with the measurements), due to the fact that in this simulation rainfall events were 
calculated.  
Investigating the effect of fertiliser amount, fertiliser type, fertilisation depth, tillage type and 
manure application rate, Li et al. (1996) found that only increases in manure application showed a 
pronounced effect (increase) of the simulated N2O emissions. Increasing fertiliser amounts also 
increased N2O emissions, while increasing fertilisation depth decreased the emissions, as did a switch 
to no-tillage systems. Furthermore, the application of nitrate, ammonium and urea fertilisers caused 
lower emissions than the application of ammonia fertiliser and mixed fertilisers. The authors admit, 
however, that further experiments would be required to prove these findings (Li et al., 1996). 
Unfortunately, these findings were not related to the two major driving factors behind the simulation 
of N2O emissions – soil water content and nitrogen household. The effect of tillage might, however, 
have played a role in this works simulations (and reduced overall N2O emissions), since the tillage 
treatment used in the experiment is reduced in comparison to European or American conventional 
agriculture. 
In their comparison of the N2O emission simulation of different models on different sites, Frolking et 
al. (1998) found that, modelling with the DNDC model, N2O emissions were either largely over- or 
underestimated. Correlation between measurements and simulation results existed where the 
emissions were denitrification driven. In two simulations, N2O emissions estimates were dominated 
by a single peak in January (up to 60% of the total emissions), due to a mid winter thaw event 
(Frolking et al. , 1998). No consistency in the annual N2O emission estimates over the sites and years 
can be recognized. 
Frolking et al. (1998) report that the impact of changing soil texture on the simulation of N2O fluxes 
was small. They state that there are difficulties in relating the soil moisture simulation to the N 2O 
simulation results, which is due to the fact that the soil moisture has an effect on many components 
of the model. There is, however, a clear influence on the N2O/N2 ratio (Frolking et al., 1998). The 




authors go on to mention problems with the soil organic matter (SOM), plant litter pools, litter input, 
SOM turnover rates, and nitrogen mineralisation. Apart from that, the DNDC model generally 
underestimated nitrate concentrations (Frolking et al., 1998). It is possible that the nitrate pool has 
also been underestimated in this work, but, due to the lack of measurement data, this cannot be 
proven. 
Furthermore, Frolking et al. (1998) discuss the simulation of winter N2O peaks due to thawing. They 
state that the DNDC model will not necessarily estimate the correct timing of such peaks, since it 
does not actually calculate freezing and thawing of the soil. They suggest that the complexity of the 
soil freeze/thaw dynamics that determine the anaerobic soil layers are too complex to be accurately 
estimated by the DNDC model. Furthermore, they warn that the replacement of the temperature 
multiplier by an Eh multiplier for frost-induced denitrification may lead to an overestimation of the 
denitrifier activity (Frolking et al., 1998). Due to the fact that N2O emissions of the DBW site were not 
measured during the winter months and early spring, the accuracy of the N2O spring thawing peak 
simulation could not be evaluated. It remains unclear, however, in how far this process is of 
importance at the DBW site, given the fact that the monsoon climate of the NCP causes both 
atmosphere and soil to be very dry during winter months. 
Concerning the overestimation of denitrification induced N2O peaks, Frolking et al. (1998) report that 
even slightest rainfalls were able to cause the surface soil layer to turn anaerobic. In conjunction with 
rain-delivered nitrogen loads (and unless this nitrogen is immobilized during that same day), this 
leads to denitrification, and can, thus, cause an overestimation of the N2O emission fluxes on that 
particular day. In the case of the last simultaneous optimisation of this work (chapter 4.4.5 and table 
4.4.15), this might, in fact, be the reason why formerly underestimated total seasonal N2O emissions 
suddenly reached an agreement with the measurements.  
Furthermore, by increasing the C/N ratio of the SOM, N-immobilisation during decomposition was 
enhanced, thus reducing the nitrate available to denitrifiers on rainy days (Frolking et al., 1998). The 
authors conclude that more complete nitrogen budgeting at field sites is needed in order to evaluate 
models that put their emphasis on the simulation of the nitrogen household and/or the emission of 
greenhouse gases. The authors state that a model calibration, based on N2O emission data only, can 
indeed lead to a reasonable N2O flux simulation (Frolking et al., 1998). The authors warn too, 
however, that such a calibration might fail, nevertheless, to simulate a reasonable partitioning of 
total nitrogen gas losses (Frolking et al., 1998). 
Li et al. (2001), with the aim to create a national N2O emission inventory for China, compared DNDC 
N2O emission simulations for arable lands in China with the IPCC methodology (IPCC, 1997). Although 
discrepancies are present between measurements and simulations during the model validation, Li et 
al. (2001) report that the DNDC model is able to simulate general patterns and magnitudes of N 2O 
fluxes. While the presented examples give the impression that the DNDC model is able to capture 
N2O emission episodes caused by fertilisation events and large rainfall events, it has to be pointed 
out that the DNDC often over- and underestimates the measured emission peaks from such events 
and that low emission rates are generally underestimated or not simulated at all.  
Brown et al. (2002) used an adaptation of the DNDC model to estimate national agricultural N2O 
emissions in the UK. Validating their model with N2O measurements from three different sites, they 
come to the conclusion that the agreement between measured and simulated N2O fluxes was, in 
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general, satisfying. The authors felt the need to point out, however, that the model, on several 
occasions, simulated fertilisation driven N2O peaks where none were measured and that there were 
discrepancies in the emitted N2O amount where measured and simulated peaks coincided. 
Furthermore, as in this work too, several N2O peaks were simulated at times when no measurements 
were conducted. Apart from that, the authors found that an increase in the annual average 
temperature by 1 °C and an increase in precipitation by 10 % led to increases N2O-N emissions of 18 % 
and 23.8 %, respectively.  
Cai et al. (2003), using DNDC model version 7.2, simulated greenhouse gas emissions from East Asian 
cropping systems, and validated the model with the measurements of N2O emissions from 10 
different experiments on 4 different stations (Mikasa, Tsukuba, Fengqiu, Nanjing). In this validation, 
the authors found that total seasonal N2O emissions of some of the sites (Mikasa) were simulated 
very well, while at the other locations large deviations were encountered (Cai et al., 2003). 
Furthermore, the authors point out that the investigation of the seasonal patterns also revealed 
discrepancies between observed and simulated N2O emissions (Cai et al., 2003). This is similar to the 
results of this work, where total seasonal emissions only sometimes matched the total measured 
emissions, and large discrepancies were found in the seasonal patterns. 
Xu-Ri et al. (2003a) attempted to model N2O fluxes from semi-arid grasslands in Inner Mongolia, 
China with DNDC model version 7.2, the results of which were unsatisfying. The authors found that, 
despite the fact that significant correlation was found between measurements and simulations, the 
accuracy of the model was poor in terms of the magnitude of the simulated N 2O emissions. The 
model underestimated measured N2O emissions in general by over 50%, in some of the case by up to 
98 % (Xu-Ri et al., 2003a). As a conclusion, the authors decided to modify the model. 
The first modification concerned the N2O emissions originating from nitrification process, which in 
the original DNDC model version 7.2 are calculated from the inorganic N that becomes available 
through the decomposition of SOM. Xu-Ri et al. (2003a) added a simple equation to calculate N2O gas 
fluxes from NH4
+ amounts added through fertilisation. The second modification concerned the N 2O 
production from frozen soil.  In the case that the subsoil (> 30 cm depth) is frozen, N2O emissions 
from the unfrozen top soil (0-30 cm) will originate only from nitrification, with the reasoning that the 
dry and cold winters encountered in Inner Mongolia make denitrification processes very unlike ly (Xu-
Ri et al., 2003a). The third modification allows N2O to escape from soils covered by snow with a rate 
of 3 %, while N2O is completely confined by snow in the original model. The sum of these changes 
increased model N2O emission estimates significantly, and caused an acceptable agreement of (total 
seasonal) simulation results and measurements (Xu-Ri et al. , 2003a).  
After adapting the DNDC model version 6.7 to New Zealand pasture systems, with the above 
mentioned soil water simulation results, Saggar et al. (2004) came to the conclusion that the 
modified NZ-DNDC was able to reach an agreement between annual measured and simulated N 2O 
emission amounts. Saggar et al. (2004) remark, however, that the model underestimated very high 
emissions during winter and in summer and that more testing of the model would be required on a 
range of soils and different pastoral systems. Concerning the N2O emission simulation, Giltrap et al.  
(2004), simulating the same pastoral systems, came to similar results as Saggar et  al. (2004), although 
the NZ-DNDC model had been updated with the newest features of DNDC model version 8.3G.  




Babu et al. (2006), validating the DNDC model for simulations of methane and N2O emission fluxes 
from rice-based production systems in India, came to the result that simulated total seasonal N2O 
emissions were well correlated to the measurements. The authors point out, however, that 
simulated daily emission amounts revealed clear discrepancies in comparison to the measurements. 
Calculating the RMSE, the results ranged from -247.8 to 28.6 % (Babu et al., 2006); similar ranges 
were found in the simulation results of this work as well. Due to the year of the publication, it can be 
assumed that Babu et al. (2006) worked with a model version that include d the ‘Anaerobic Balloon’ 
concept. If this assumption is true, it would mean that the new concept was unable to correct 
discrepancies in the N2O emission calculation that have been reported in preceding publications.  
Beheydt et al. (2007) remark that in their DNDC model evaluation (version 8.3P), fertilization-induced 
N2O peaks were often simulated earlier than they were measured. Furthermore, peaks were 
simulated that have not been measured. They summarise that the DNDC model, in general, 
simulated higher and more frequent peaks than the measurements suggested. Investigating the 
simulation results with RMSE values and coefficient of determination calculations, they concluded 
that the DNDC model simulations of N2O emissions are not optimal (Beheydt et al., 2007).  
In an attempt to optimise these simulation results, the authors found that changes of crop and soil 
input parameters, as well as changes to the default distribution of C in humus, humads and litter 
pools, did not improve the N2O simulations, and only slight changes were observed (Beheydt et al., 
2007). This is consistent with the findings of this work. Furthermore, increases in SOC raised the level 
of the base-line N2O emissions, as well as the magnitude of the N2O peaks. The timing of the peaks, 
however, was not influenced by the SOC (Beheydt et al., 2007). The authors go on to remark that 
establishing an agreement between simulated and measured N2O emissions caused a lack of 
agreement between measured and simulated NH4
+ and/or NO3
- concentrations and vice versa, a 
problem that was encountered in the results of this work too (in this work, this problem was found 
concerning N2O emission and Nmin simulation, as well as soil water content and Nmin simulation).  
Last but not least, Nakagawa et al. (2008) also found discrepancies between measured and modelled 
N2O emissions, when validating the DNDC model for a Shimajiri Dark Red Soil in Japan. Although the 
model was able to capture N2O emission peaks induced by fertilisation, overestimations of up to 346 % 
and underestimations of up to 61 % were found (Nakagawa et al., 2008). The authors remark that 
seasonal N2O emissions patterns cannot be captured by the DNDC model, but suggest, however, that 
the model might still be useful in estimating long term emission amounts.  
The scope of this work does not allow for comparing different models in more detail. Therefore, only N2O 
emission simulation results of other models will be presented, in order to evaluate the DNDC simulation results 
in a broader scale. A more detailed overview and comparison has been published by Chen et al. (2008), which 
includes, besides the DNDC model, models such as NGAS, HIP, NASA CASA, NLOSS, DAYCENT, WNMM, FASSET 
and CERES-NOE (see also Wu & McGechan, 1998, for the models SOILN, ANIMO, DAISY and SUNDIAL). 
Gabrielle et al. (2006) compared the two N2O submodels NOE and NGAS for the CERES model, simulating the 
N2O emissions from a Haplic Luvisol, a Haplic Calcisol and a Gleyic Luvisol in France. The NOE submodel 
performed better than the NGAS model, since the NGAS model completely overestimated the N2O emissions 
from one site, while it completely underestimated the N2O emissions from a second site. The NOE submodel 
managed to simulate two of the sites, which exhibited low emission rates, relatively well. The simulation of the 
third site, however, shows some discrepancies, due to the fact that one emission peak is simulated where none 
is measured, and the one measured peak is overestimated and simulated too early in comparison to the 
measurements (Gabrielle et al., 2006). The RMSE was 22.8 % for the NOE submodel (all three treatments) and 
University  Hohenheim, Dissertation - R. Kröbel 
228 
 
25.6 % for the NGAS submodel (Gabrielle et al., 2006), comparable, in this respect, to the DNDC simulation 
results. 
Frolking et al. (1998), testing the ability of the DNDC model to simulate N2O emissions from three different 
temperate sites, also included the models CENTURY (Metherall et al., 1993), ExpertN (Baldioli et al., 1994) and 
NASA-CASA (Potter et al., 1993) in their model test. On the one hand, all of the investigated models (including 
DNDC) were able to simulate the general pattern of low background fluxes at the Scottish sites, while, on the 
other hand, they all captured the high emission peaks following fertilisation events on these sites. The models 
could not, however, accurately estimate the influence of different fertiliser types on the N2O emission patterns. 
Neither of the models correctly simulated the large N2O emission peak, caused by a winter thaw episode on the 
investigated German sites. 
The CENTURY model (Metherall et al., 1993), although modified, was used to simulate nitrous oxide emissions 
from tropical primary forests in the Costa Rican Atlantic zone (Liu et al., 2000). Simulating monthly time steps, 
the model achieved a coefficient of determination between measured and simulated N2O emissions of 0.37, 
other statistics were not investigated (Liu et al., 2000). The authors are convinced that simulations of the N 2O 
emissions could have been improved with the use of daily rather than monthly time steps, due to the fact that 
nitrogen trace gas emissions are largely controlled by the soil moisture conditions, and, thus, the daily rainfall 
amounts (Liu et al., 2000). 
The CASA model (Potter et al., 1993) was adapted to daily time step calculations, in order to simulate trace gas 
fluxes in tropical rain forests (Potter et al., 1997). Simulated soil moisture was consistently lower than the 
measurements, furthermore, simulated N2O fluxes revealed only occasional agreement with the measurements, 
within an order of magnitude tolerance level (Potter et al., 1997). Potter et al. (1997) point out the high 
variability in both measured and modelled emission rates to explain the found discrepancies. The authors 
admit, however, that the occasional close pair-wise agreement (between measured and simulated values) is no 
consistent proof for the accuracy of the model accuracy. No statistical evaluation of the simulation results is 
given (Potter et al., 1997). 
DAYCENT was used to model the N2O emissions from Corn fields with irrigated tillage systems in Colorado, U.S. 
(Del Grosso et al., 2008). The major difference between DNDC and DAYCENT is that, in DAYCENT, the portion of 
nitrified nitrogen emitted as N2O can be adjusted freely. Nitrous oxide emissions are, nevertheless, calculated 
from denitrification as well as nitrification (Del Grosso et al, 2008). While DAYCENT generally overestimated 
N2O emission rates, lowering the N2O emission rate from nitrified nitrogen, at the same time helped to slightly 
improve the simulation results (Del Grosso et al., 2008). Published figures show that the timing of emission 
peaks was correctly estimated by the model, nevertheless, emission rates were either largely over- or 
underestimated. Daily coefficient of determinations between simulated and measured values were less than 
0.02 (Del Grosso et al., 2008), which is as uncorrelated as the simulation results in this work. 
The model InfoCrop (Aggarwal et al., 2005), derived from a conjunction of the models SUCROS, WTGROWS, 
ORYZA, and MACROS), was used to model N2O emissions from a rice and a wheat experiment conducted in 
New Delhi, India (Aggarwal et al., 2006). Although no statistical evaluation of the simulation results is given, the 
presented figures lead to the conclusion that the InfoCrop model is able to estimate total seasonal emissions 
rates, there are, however, discrepancies between daily simulated and measured emission amounts (Aggarwal 
et al., 2006). Especially the simulation results of the rice plot, but also of the wheat plot, show that 
denitrification peaks are overestimated, while emission rates in between the denitrification peaks are 
underestimated (Aggarwal et al., 2006). In this sense, the model appears to have similar shortcomings as the 
DNDC model. Aggarwal et al. (2006) suspect that tillage, which is not taken into account in the InfoCrop model 
yet, might be the reason for these discrepancies. 
The process-oriented model PaSim (Riedo et al, 1998) was used to estimate N2O emissions from two grassland 
sites in Switzerland (Schmid et al., 2001). The authors consider the agreement between measurements and 
simulation results as generally good, but remark that the simulated peaks in spring and summer last longer 
than in the measurements, while in autumn the modelled peaks last shorter. Furthermore, some high N2O 
emission peaks were not simulated at all by the model. No statistical evaluation of the simulation results is 
given (Schmid et al., 2001). The results of the PaSim model, however, are differing from the DNDC model 
results in the sense that the simulated emission peaks of the DNDC model are usually shorter than the 
measurements, and that the DNDC model often simulates emission peaks where none are measured. 




5.4 DNDC model calibration and validation 
After the discussion of the simulation results of the DNDC model (version 86 and 89H) for the 
experimental site DBW in the North China Plain, it appears also necessary to discuss the way these 
simulation results were achieved. This means, that the focus of the discussion will be shif ted to the 
general process of model calibration and validation. In this respect, the discussion will be based on 
an article by Botterweg (1995), where the author describes the user influence on the outcomes of a 
model calibration. 
In his article, Botterweg (1995) showed that decisions concerning the calibration of a model can 
depend more on practical reasons than on the knowledge of process characteristics. However, where 
process characteristics determine the decisions, the collective knowledge of the user’s research 
group has a large influence on which direction the decision is taking. In this work, for instance, the 
decision to select the UCODE_2005 software for the automated parameter optimisation was based 
on the knowledge of the IRTG (International Research Training Group) research group. Also the focus 
on the hydraulic conductivity in the optimisation of the soil water content simulation was based on 
experience that this research group made through according experiments and the use of other 
models.  
Botterweg (1995) goes on to argue that, through the comparison of the calibration results of two 
independent users (of the SOIL model), it was shown that different assumptions about the physical 
system and different parameter values can both arrive at reasona ble agreements between model 
simulation and measurement values. Thus, the author concludes, the decision over a calibration step  
is always also a subjective decision (regardless of the fact that the decision too is based on measured 
data and the planned application of the model), driven by factors as experience with the model, 
education, competence, personal interests and profession traditions (Botterweg, 1995). Additionally, 
Botterweg (1995) warns that the decision concerning the calibration of a parameter of one process 
will determine the range of possible parameter values of other, connected, processes.  
In this work, the decision to use the automated parameter optimisation software UCODE_2005 limited the 
influence of subjective decisions in the calibration of the DNDC model, due to the fact that the parameter 
optimisation followed the results of the sensitivity analyses. Nevertheless, the set-up of the UCODE_2005 
software itself (the range of possible values assigned to each parameter), as well as the proceedings of the 
parameter optimisation (the three different methods of running the optimisation found during this work), had 
to follow subjective decisions, due to the fact that no systematic rules are available yet for the use of this 
software.  
A further problem concerning the calibration of a model, Botterweg (1995) points out, is that 
interconnected field processes (and, therefore, driving variables and output variables for all 
processes involved) cannot be investigated under controlled conditions – in contrast to single 
processes that can be isolated from uncontrollable external influences in laboratory experiments. 
Apart from that, there is a difference in the complexity in which involved processes are described in a 
model (due to computability or limited understanding of the process in question) (Botterweg, 1995). 
The abovementioned two problems lead Botterweg (1995) to the question, whether a complex 
(process-oriented) model can be calibrated and validated at all. Finally, he comes to the conclusion 
that a model built of individually validated processes is more reliable, owing to the fact that 
individually validated processes can be counted as evidence towards model accuracy.  
The general structure of this work (and thus, the optimisation of the DNDC model) followed the principle of the 
calibration and validation of single processes, starting with the soil water content simulation, continuing with 
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the Nmin simulation, and ending with the simulation of the N2O emissions. Additionally, where two processes 
were optimised simultaneously, the data sets for comparison were normalized to prevent that one data set had 
a larger influence on the optimisation than the other data set. Last but not least, focussing primarily on 
achieving an agreement between model results and measurements (and allowing parameters to adopt a wide 
range of values in the automated optimisation, it was assumed that parameter values that deviate strongly 
from the measured values would help to identify possible shortcomings in the model calculation. 
The simulation results of this work can only partly be used to answer the question whether the DNDC model is 
able to simulate soil processes accurately. Due to the fact that the soil water content simulation is one of the 
first calculation steps in the DNDC model simulation, errors in this calculation cannot be assigned to possible 
errors of other calculation steps (with the exception of the simulated evaporation, which has been tested as 
well). This is why the soil water content simulation results can be counted as evidence to answer the question 
of model accuracy. The situation differs, as far as the calculation of the mineral N household and the N2O 
emission are concerned. As has been explained before, in both cases involved process calculations could not be 
tested entirely. Therefore, only indirect conclusions can be drawn from these simulation results. 
When analysing the available publications under the requirement of individually validated processes, the 
evidence for the DNDC model accuracy is rather limited. First of all, both model validations on soil moisture and 
mineral nitrogen simulations are relatively rare. Secondly, publications about the simulation of N2O fluxes do 
not always include validation results of the soil moisture and mineral nitrogen simulation. Instead, regional 
estimates of N2O emissions are often based on a validation of the N2O emissions calculation only. This adds 
considerably to the uncertainty of the model results, and should be taken into account when incorporating 
these emission estimates into further scientific research. 
Concerning unrealistic parameter values as a result of the automated parameter optimisation, the parameters 
for soil pH, as well as yield and the N-fixation of both Winter Wheat and Summer Maize need to be pointed out. 
As was mentioned above, the soil pH regulates the ammonia volatilisation, and, therefore, has a direct 
influence on the mineral N household in the soil. The unrealistic alteration of the two N-fixation parameters is 
also discussed above. In both cases, it was possible to establish a direct relation to the simulation of the 
mineral N household. The six yield parameters (for Winter Wheat and Summer Maize in the years 2000, 2001 
and 2002, respectively) determine the potential crop growth curve, and therefore the crop water and nitrogen 
uptake. With respect to the points mentioned above, it can be assumed that regulating the mineral N 
household was one of the reasons causing considerable changes to these parameters. However, due to the fact 
that crop water uptake is similarly influenced by these parameters, it remains unclear how much of the 
parameter changes can be attributed to the soil water content or the mineral N simulation, respectively. 
Discussing the calibration of a nitrogen model, the simulation results of which are significantly 
influenced by the simulation of the water transport and the plant growth model, Diekkrüger et al.  
(1995) identified a number of specific problems. The authors, for instance, warn that good simulation 
results of short periods do not necessarily imply that long-term forecasts will be appropriate and that 
expert users using simple models can achieve better simulation results than non-expert users 
working with complex models. The authors also stress the fact that the correctness of the model 
results depend on the correctness of the simulation of all involved single processes , and that 
problems in the determination of the boundary conditions, which influence simulated processes, 
may influence the model results significantly (Diekkrüger et al. , 1995).  
These problems concern this work in so far as the differences in model accuracy found between this work and 
other publications might well be caused by the fact that in this work the DNDC model was tested over the 
period of three subsequent years, while many of the cited publications (for instance due to a limited availability 
of N2O emissions measurements) only tested the model for shorter periods of time. Another reason for 
differences in the model accuracy might be the fact that the author had no prior knowledge of the DNDC model 
when he started the research. A more experienced DNDC user might have chosen different approaches to 
calibrate the model and thus, might have achieved better agreements between model outputs and 
measurements, using the same site and time frame. 




There is no doubt that the accuracy of the model depends on the correctness of all involved calculation steps. 
The more surprising, however, was the finding of this work that total seasonal N2O fluxes were estimated in 
better agreement based on a flawed soil water simulation than when using measured, and therefore correct, 
soil water values in the calculation. Concerning the problem in the determination of the boundary conditions, 
the chosen boundaries for the model simulation (in this case one field plot, where the fertilisation regime 
switched from previously traditional (over-) fertilisation to reduced N fertilisation during the field experiment) 
might indeed have caused unexpected simulation errors, given the fact that the DNDC model has not been 
tested for such circumstances beforehand. Nevertheless, if agricultural cropping systems shall be investigated 
through simulation towards their potential reduction of GHG-emissions, any agricultural and process-oriented 
model should be able to accurately simulate soil processes under reduced N-input conditions.  
Regarding the validation of a model, Botterweg (1995) warns that, despite the fact that validation is 
often regarded as an objective process, the question of whether a scientist trusts the model is a 
rather subjective decision (see also Refsgaard, 2001). Furthermore, Luis & McLaughlin (1992) point 
out that a successful model validation based on a limited data set does not necessarily yield flawless 
simulation results, on the contrary, the model can still be erroneous. Botterweg (1995) strongly 
advises to validate a (complex) model for each site it is applied to, and points out that a complex 
model can only be validated completely, provided that for each of the main simulated processes 
representative measurements are available (Botterweg, 1995).  
In this work, the validity of the model simulation has been tested by statistical means. The coefficient of 
determination between measured and simulated values (R2), the model efficiency (EF) and the Root Mean 
Squared Error (RMSE) have been determined. It was found in this work that the results of the coefficient of 
determination are not always consistent with the results of the model efficiency calculation. Cases were 
encountered where the coefficient of determination reached values of over 0.5, while the EF values was 
negative with a value larger than -1.0. Positive EF values, however, usually coincide with better coefficient of 
determinations. This suggests that the evaluation of the coefficient of determinations alone is no proof for 
model accuracy, and that at least the calculation of the coefficient of determinations and the model efficiency 
should be part of a model validation.   
Frolking et al. (1998) distinguish between two categories of data needed for model validation. 
Concerning the first category, it comprises of the data sets that are required to run the model, e.g. 
daily weather data, soil properties, crop properties and land management activities (Frolk ing et al., 
1998). The second category consists of the data needed to evaluate the model performance. This 
would be, at minimum, soil temperature and soil moisture at one or more depths, as well as surface 
soil nitrate concentrations, ammonium concentrations and N2O flux measurements (Frolking et al., 
1998). Frolking et al. (1998) emphasise that data on soil organic matter turnover, N leaching, crop N 
uptake, N mineralisation rate and emissions amounts of other trace gases (NO, N2 and/or NH3) can 
be very useful in a model validation.  
Most of the first category data sets were readily available for this work. Among these were the daily weather 
data, the soil properties, and the crop data. Acquiring the land management data was somewhat problematic, 
due to the fact that no field journals were recorded during the field experiment. Data sets of the second 
category were immediately available (soil temperature, soil moisture and N2O flux measurements), but as has 
been pointed out already, neither soil nitrate nor ammonium concentrations had been measured during the 
experiment. These measurements had to be substituted with the Nmin measurements, which had been 
undertaken to determine the N fertilisation rates for the treatment with reduced N input.  
Due the fact that the calculation of the N mineralisation in the DNDC model is dependent on the soil organic 
matter turnover, measurements of this process should also be counted as data requirement. No such 
measurements, however, had been conducted during the field experiment used for this work. Regarding this 
situation, it must be pointed out that the data sets available for this work do not suffice to completely validate 
the DNDC model. A similar problem would arise in the validation of any other process -oriented agricultural 
model, a fact that should be considered in any future research project aiming to model agricultural systems.  




As last point of the discussion, it is necessary to address the uncertainties inherent to this modelling work, since 
models and simulations are always merely an approximation of reality (Heuvelink, 1998). According to 
Oberkampf et al. (2002), modelling and simulation of complex systems always includes uncertainties. This is 
due to the fact that there is always a difference between the model and what is  modelled, e.g. reality (French, 
1995) These uncertainties can be found in the system or the environment, or can be caused by human 
interaction with the system (Oberkampf et al., 2002). Klepper (1997) distinguishes parameter uncertainty, 
model uncertainty and prediction uncertainty. In the author’s point of view, parameter uncertainty includes 
input uncertainty and the uncertainty of initial conditions, as well as, in some cases, the uncertainty of the 
model structure (Klepper, 1997). French (1995) further points out the uncertainty about the accuracy of the 
calculation, Brazier et al. (2000) the uncertainty created from the model structure and Kavetski et al. (2002) 
discuss the uncertainty of observations. 
McIntyre et al. (2002) explain that data uncertainty arises from sampling errors, measurement errors and 
human reliability. As far as the measurement data sets used in this work are concerned, all types of 
measurements followed common scientific standards and were conducted with sufficient replications. In this 
respect, it can be assumed that (insofar possible – see below) these dataset realistically represent the 
investigated system. The largest uncertainty, however, must be assigned to the N2O emission measurements. 
This is due to the fact that, in order to leave the main field experiment undisturbed, they were conducted in 
adjoining plots. According to the experimental plan, the same field management activities were conducted in 
the N2O measurements plots as in the field experiment. Unfortunately, no field journal was used to record field 
management activities, so that this cannot be verified. 
According to Kavetski et al. (2002), the calibration of physical parameters is necessary, because the 
heterogeneity of environmental systems turns any measurement into a point measurement which often fails to 
accurately represent a representative average for the complete system. In other words, it is difficult to 
estimate input parameters precisely due to technical limitations and the variability in time and space (Brazier et 
al., 2000). Conclusively, the more complex the input requirements of a model become, the larger the inherent 
uncertainty from the input parameters gets (Brazier et al., 2000). Furthermore, the larger the scale of the 
investigated system is, the lower is the quality of the input parameter (Heuvelink, 1998). In this work, it was 
attempted to limit this input parameter uncertainty by subjecting the parameters to the automated 
optimisation, using the software UCODE_2005. This approach was taken under the assumption that, in case a 
correct representation of the simulated system is provided by the model calculation (DNDC), achieving an 
optimal agreement between model outputs and reference measurements would provide a realistic correction 
of the input parameters. 
Parameter sensitivity, a tool for quantifying uncertainty, can be used to rank model parameter, but only in the 
case of a single-output model, because parameter sensitivity in environmental models is not a one-dimensional 
property, but differs for various outputs and output times (Klepper, 1997). Calibration of a non-linear model 
with 10 parameters is an intractable problem, since the presence of multiple local minima makes the proof to 
have found a non-local parameter-optimum intractable (Klepper, 1997). Accordingly, the author suggests an 
approach describes best as “best professional judgement” (Klepper, 1997). As was mentioned before, the 
automated parameter optimisation software UCODE_2005 was employed to calibrate the DNDC model.  
Although the automated parameter optimisation is based on calculating the parameter sensitivity, this does 
not answer the question whether local or global optima were found. Throughout this work, (input) parameter 
values were changed considerably, but generally larger changes were restricted to a minority of the overall 
sensitive parameters (which, to a large part, were corrected in later optimisations). The majority of the 
sensitive parameters changed only little or not at all (concerning a single optimisation run), even when the 
majority of the sensitive parameters was included in the optimisation. Therefore, the number of actively 
changed parameters is limited to a number <10, reducing the importance of the global or local optima problem. 
Nevertheless, the problem persists, but additional research would be necessary to address this question. 
In fact, Klepper (1997) assumes that there is a trade-off in the model fit between different variables or time-
periods, turning model calibration into a multi-objective problem requiring subjective choices from the model 
user. Or more precisely, achieving a better agreement between one output and the according measurement 
may deteriorate the agreement between another output and the according measurement, or alternatively, 
good agreements in one period of time might cause worse agreements in another period of time (Klepper, 




1997). This problem was encountered at least twice during this work. First, when altering the water travel time 
equation (in order to include the parameter hydraulic conductivity in the optimisation), soil water content 
simulations improved for one of the simulated soil layers while deteriorating for another layer. The problem 
became more relevant, however, after an agreement between measured and simulated cumulative N2O 
emissions was achieved, while the soil water content simulations were clearly worse than when optimising the 
soil water content simulation alone.  
The structure of a model can contribute a significant proportion of the overall uncertainty of a model 
simulation (Brazier et al., 2000; see also Beven, 2007). Uncertainty generally increases the more complex the 
model calculation becomes, and the more submodels are added to account for additional processes influencing 
the simulated process (Brazier et al., 2000). As has been discussed before, it became clear in this work that the 
lack of accuracy in the soil water content calculation of the DNDC model would pose a source of error for 
following calculation steps, which is why the model was reprogrammed to calculate with measured soil water 
data instead in order to eliminate this error. However, due to lack of measurement data it was no possible to 
evaluate all calculation steps of the DNDC model, so that it remains unclear how much uncertainty was added 
to the final simulation results (N2O emission simulation) through other contributing submodels. 
Ideally, the lack of fit is not statistically relevant, but in general this is not the case, due to (deliberately) 
simplified models, but also due to biased data (Klepper, 1997). Concluding that the model is incorrect is one 
possibility, but given sufficient observations, it is, in theory, possible to prove the incorrectness of any model 
(Klepper, 1997). However, in order to answer to the encountered differences between model output and 
observations, models are expanded and further developed, but even the more sophisticated model will still 
differ (French, 1995). Therefore, a certain bias must be acceptable as long as the modelling objective is 
achieved and the particular bias is of no or little relevance for the model’s purpose, making the statistical 
significance less relevant than the usefulness of the model (Klepper, 1997). 




In order to test the applicability of the DNDC model (version 86 and 89H) to simulate site-specific soil 
processes, independent data sets were used, originating from an experiment  that has been 
conducted during the years 1999-2002 on the experimental site DBW in the North China Plain. The 
software UCODE_2005 was employed for an automated parameter optimisation, and statistical 
means (R2, EF and RMSE) were used to evaluate the simulation results. The simulation results, 
modelling the site with both versions of the DNDC model, were evidently unsatisfying. The general 
evaluation of the simulation results by the calculated modelling efficiency (EF) values show that the 
DNDC model was unable to accurately simulate the soil processes of the investigated site.  
Concerning the main hypotheses of this work, the following conclusions can be drawn. The stepwise 
investigation of the model calculation allowed identifying shortcomings in single calculation steps. 
This conclusion has to be limited in so far, however, as it was not possible to identify shortcomi ngs or 
discrepancies in specified equations. Furthermore, the assumed stepwise improvement of the overall 
model simulation was not achieved, due to the fact that (as explained in chapter 5.5) improving the 
model accuracy of one calculation step caused the model accuracy of another calculation step to 
deteriorate. Finally, in cases where the automated parameter optimisation caused unrealistic values 
(for instance for the parameters soil pH and N_fixation) it was possible to conclude shortcomings in 
the model calculation. However, since the majority of the parameters is involved in multiple parts of 
the calculation, the exact location of possible shortcomings in the calculation could not be identified 
with this procedure. 
Regardless the fact that, in the end, an agreement between simulated and measured total seasonal 
N2O fluxes was achieved, this agreement did not coincide with an appropriate simulation of the soil 
water content, the mineral N content or the daily N2O emission fluxes. Therefore, no evidence is 
present that the DNDC model can be used to investigate site-specific soil processes at the selected 
site. Nevertheless, the fact that the DNDC model was able to reach an agreement between simulated 
and measured total seasonal N2O fluxes could mean that the driving factors for N2O emissions from 
the soil have been described in the model in sufficient detail. The accuracy of the calculation of these 
driving factors, however, must be questioned. It is necessary to acknowledge, however, that the 
DNDC model works with promising simulation approaches, such as the ‘Anaerobic Balloon’.  
Therefore, it is hoped that the current shortcomings of the DNDC model can be allayed, and that the 
model will be available for investigations on the process level in future.  
The simulation of the soil water content is the only calculation process in the model that has been investigated 
as a single process, calculated relatively independent of other calculation steps (with the exception of the 
evapotranspiration calculation and the calculated crop water uptake). In this calculation process, the current 
Cascade model approach (of model version 86 and 89H) seems unable to capture the soil water dynamics of 
the specified site. Concerning the calculation of the potential evapotranspiration (that influences the 
calculation of the soil water content), no shortcomings of the currently employed Thornthwaite equation could 
be proven. However, comparisons of the Thornthwaite equation and the Penman-Monteith equation (Kumar et 
al., 1987; Kashyap & Panda, 2001; Chen et al., 2005) lead to the conclusion that the Penman-Monteith would 
be better suited to be part of a process-oriented model than the Thornthwaite equation. 
It has been argued (Saggar et al., 2004) that the DNDC was built for the specifics and properties of U.S.-
American soils, which are not easily applicable to the specifics and properties of Chinese soils. In this work, all 
adjustable soil parameters were given a wide range of optional values in the automated parameter 
optimisation. Nevertheless, no considerable improvement of the soil water simulation was achieved. Therefore, 
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shortcomings of the soil water content simulation cannot be attributed to inappropriate parameter settings 
alone. 
A number of sensitivity analyses showed that crop parameters, in comparison to soil parameters, had 
at least equal, if not more, importance in the simulation of the soil water dynamics. Thus, part of the 
discrepancies found between simulations and measurements could be caused by either an incorrect 
calculation of the crop water uptake or an unsatisfying linkage between the soil water and the crop 
submodel. Allowing the model user to specify crop water uptake, as well as soil parameters 
(especially the hydraulic conductivity), fixed constants (such as the 50% of the water exceeding the 
field capacity that will move down to the next layer), and the simulated soil depth, could provide the 
means to adapt the model simulation to site-specific circumstances.  
The discussion (chapter 5) showed that models which employ a Cascade model approach (as for instance DNDC, 
CERES, and DSSAT) often show discrepancies in the soil water simulation when they are applied to soils to 
which the models have not been adapted to yet. These discrepancies together with the results of this work 
lead to the conclusion that the Cascade model, as conceptual approach for the simulation of the soil water 
content, is, in general, flawed. The discussion made also clear, that models that employ the Richard’s equation 
(as for instance DAISY, WAVE, SOIL) reveal much less discrepancies in the soil water simulation. Thus, it seems 
reasonable to conclude that the Richard’s equation is much better suited to simulate site-specific soil water 
dynamics than a Cascade model approach. Concerning the simulation of the soil water dynamics on the DBW 
site, the above stated conclusion was proven by the comparison of the simulation results of the DNDC and the 
DAISY model (Kröbel et al., 2008). 
As far as the Nmin simulation is concerned, no clear conclusions can be drawn. The first reason is that no 
measurements of NO3
- and NH4
+ concentrations were available for a comparison with the simulation results. 
The second reason is the timing of the Nmin measurements. Both reasons were discussed in detail in chapter 5. 
The results of the comparison of the two tested model version (86 and 89H) are inconclusive. In the default 
simulations, model version 86 achieved better (though still negative) EF values, while model version 89H 
yielded better coefficient of determinations. In addition, improvements in the soil water simulation of model 
version 89H led, at the same time, to a deterioration of the Nmin simulation.  
The statistical evaluation shows that the Nmin simulation was dissatisfying, for both cases when 
simulating with estimated or measured soil water data. However, the hypothesis that the simulation 
of the Nmin would improve with the use of measured soil water data in the calculation was proven 
wrong, when the statistical results of the simulation were worse than in the simulation using 
(dissatisfying) simulated soil water data. The only way to prove that the hypothesis is correct was to 
drastically change the input parameters (to unrealistic values). The same results were found after the 
extension of the simulated soil depth to 90 cm. 
The evident discrepancies could be due to the non-equilibrium initialisation of the SOC pools and the N 
mineralisation, which have been discussed by Frolking et al. (1998). The fact that the humads fraction of the 
SOC had to be raised considerably, in order to simulate any mineral nitrogen in the soil after the first simulated 
winter, is supporting this explanation. In conjunction with other published results (Li et al., 1994b; Frolking et 
al., 1998; Li et al., 2006; Beheydt et al., 2007; Tonitto et al., 2007; Nakagawa et al., 2008), this explanation leads 
to the conclusion that the Nmin calculation is flawed in its current state.  
The reason for these flaws could be the adaptation of the Nmin simulation to an erroneous soil water 
calculation, but this cannot be concluded with certainty, as has been explained in chapter 5. However, 
in the case that the soil water calculation is improved (for instance by introducing the Richard’s 
equation to the DNDC model), a complete investigation and readjustment of the Nmin calculation will 
most likely be necessary. 
Simulating N2O emissions with the default DNDC model version 86 yielded inconsistent results, due to the fact 
that an agreement of the estimated and measured total seasonal fluxes was only reached in the second 
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simulated year, while the fluxes were completely overestimated in the third year. Several attempted 
optimisations caused changes in the estimation of total seasonal N2O flux of the second year (towards an 
overestimation as well as an underestimation), the complete overestimation of the third years N2O flux 
estimation, however, could not be corrected. In none of the cases, a consistent agreement of daily simulated 
and measured N2O emissions was found. Therefore, model version 86 is not reliable in the estimation of the 
N2O fluxes from the investigated site.  
Using the default DNDC model version 89H, N2O emission fluxes were completely underestimated, 
concerning daily as well as total seasonal N2O fluxes. Discrepancies between simulation results and 
measurements were larger for the second simulated than the third simulated year. This 
underestimation has been attributed to the lack of simulated mineral N content and could not be 
corrected by the following parameter optimisation. After the model version 89H had been 
reprogrammed to calculate with measured soil water contents, the model was able to capture the 
denitrification peak measured in the third simulated year, but failed to simulate the measured peaks 
of the second year and still underestimated total seasonal fluxes in both years. Concerning the 
underestimation, this was probably still due to an underestimation of the simulated mineral nitrogen.  
The adjustment of the humads fraction of the SOC, together with the addition of atmospheric N deposition, 
caused an increased availability of simulated mineral N, and, consequently, also more N2O was emitted. The 
simulated total seasonal flux of the second year, however, hardly reached 25 % of the measured amount, while 
the total seasonal flux of the third year still only reached 50 % of the total measured amount. Extending the 
simulated soil depth to 90 cm (in conjunction with the use of measured soil water data, the adjusted humads 
fraction, and the added N deposition), the total seasonal flux of the third year was overestimated, but the 
underestimation of the total seasonal flux of the second year increased. A subsequent optimisation of these 
settings achieved an agreement of measured and simulated total seasonal fluxes in the third year, while still 
simulating almost no emissions in the second year.  
In the last optimisation, a changed model version 89H was used, where the soil depth was extended 
to 90 cm, the humads fraction was adjusted, and atmospheric N deposition was added. The reading 
in of the measured soil water contents, however, was disabled, and therefore the model also 
calculated with incoming rainfalls again. Using this set-up, an agreement was achieved for the total 
seasonal N2O emissions of both the second and third year. This result, however, was not based on an 
agreement between simulated and measured soil water content, mineral nitrogen or daily N2O fluxes.  
Thus, although it could be concluded from this result that the DNDC model version 89H can be used 
to simulate total seasonal N2O emissions correctly, the simulation results are inconsistent, and, to 
speak with the words of Potter et al. (1997), the finally found agreement  
“may be the result as much of coincidence as it is a confirmation of accuracy in 
model performance” (Potter et al., 1997).  
Analysing the results further, it becomes evident that the N2O estimation of the model is better when 
calculating with incorrect (estimated) soil water contents than when calculating with correct 
(measured) soil water contents. This strengthens the conclusion that the calculation of the mineral N 
is adapted to erroneous soil water calculation, as must be the calculation of the N2O fluxes, and that 
at least the calculation of the mineral N might be defective. More detailed, all published N2O 
emission simulation results point to the fact that the DNDC model is able to simulate measured N 2O 
peaks caused by denitrification events, at the same time, however, the model tends to simulate 
denitrification induced N2O peaks when none are measured.  
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Frolking et al. (1998) have pointed out that already slightest rainfalls can trigger denitrification processes in the 
DNDC model. This is caused by the Cascade model, where rainfalls enter the first soil layer only, fill it up, and 
only then pass on 50 % of the surplus water to the following soil layer after one hour. Thus, it must be 
concluded that the triggering of the denitrification process is overestimated, and with this, the N 2O emissions 
originating from denitrification processes are overestimated too. 
If, regardless of this fact, an agreement between measured and simulated total seasonal N2O emission fluxes 
can be reached, N2O emissions originating from nitrification processes must be underestimated. Therefore, 
both the calculation of the mineral N and the N2O fluxes will need to be revised once the problem of the 
erroneous soil water simulation is fixed. The use of the DNDC model to estimate N2O fluxes from the 
investigated site is not advisable, and no way was found to consistently improve the N2O simulation in the 
current settings. Careful model calibration and in-depth validation is advised when applying the DNDC model to 
simulate soil processes of other sites. 
Considering the importance the DNDC model has gained in simulations performed by economical 
groups (Neufeldt et al., 2006; Leip et al. , 2008), it must be pointed out that the use of the 
investigated model version can cause clear discrepancies between model simulation results and the 
modelled system. In this respect it must be stressed that, if DNDC is used to model agricultural 
systems, it is necessary to compare model runs with measured datasets from the specific site. Model 
testing, in this respect, should not only involve the final result of the model calculation (e.g. N2O 
emissions), but each of the calculation steps required to compute the final result. This is required, if  
the involved uncertainties of the (site-specific, and especially regional) modelling exercise shall be 
estimated.  




Throughout this work deficits were encountered that made the work with the DNDC model more 
difficult in general, or even prevented steps which could have helped to identify or even fix 
shortcomings in the model. Seeing that original crop models (DAISY, DSSAT) expand more and more 
into the field of biogeochemical modelling, considerable improvements in the quality of 
biogeochemical modelling are required to allow the DNDC model to compete successfully in this field. 
Frolking et al. (1998) concluded that accurate partitioning of gaseous nitrogen loss into NO, N 2O and 
N2 is a challenge for the model, and that the accurate simulation of the soil moisture and appropriate 
linking of soil moisture dynamics with denitrification is essential for a successful simulation of the 
N2O fluxes.  
Thus, more work is required (laboratory and field experiments) to understand the influence of 
parameters as soil moisture, soil temperature, soil pH, mineral soil-N concentrations, and soil carbon 
substrate availability on the N-gas loss partition under different conditions, especially in regard to the 
winter denitrification (Frolking et al. , 1998). Concerning the possible denitrification peak at the end 
of winter, however, it might be the case that the N2O emission amounts are rather unimportant, 
since low levels of soil water content might prevent larger emissions amounts in North China. Apart 
from that, however, there are a couple of approaches, which the author of this work deems 
necessary steps, to create a basis for further development of the DNDC model, and that make use of 
its potential to be a reliable tool for future scientific investigations.  
First of all, it seems indispensable that a stock of reliable and (if possible) complete data sets is collected and 
made available freely to the model user community. As basis to answer what a complete data set is, the 
suggestions of Frolking et al. (1998) could be used (at minimum: soil temperature and soil moisture at one or 
more depths, as well as surface soil nitrate concentrations, ammonium concentrations and N2O flux 
measurements; additionally: data on soil organic matter turnover, N leaching, crop N uptake, N mineralisation 
rate and emissions amounts of other trace gases as NO, N2 and/or NH3). It seems reasonable to suggest that 
these data set origin from different soil types, and possibly from different climate regimes and from different 
cropping systems. Model development, as well as calibration and validation, could be simplified by such a step, 
and, furthermore, the applicability of the DNDC model could, more reliably, be compared with the applicability 
of other models. 
Second, the DNDC source code should be reprogrammed in a project-oriented programming style, due to the 
fact that the current source code is rendered largely incomprehensible by the mix up of the actual process 
calculations and calculation management functions. A clear separation of the management and the process 
calculation enables simplified submodel and equation testing and, where necessary, replacement. Adding to 
that, a full documentation (description of the function and, if possible, source) of, on the one hand, process 
calculations and, on the other hand, management calculations should be included in the source code of the 
DNDC model. Furthermore, the access to empirical parameters and constants should be simplified. Once this is 
achieved, the source code could be made public to the DNDC user community, changes could then be proposed, 
discussed and decided by the user community. 
Third, a complete halt in the current model development is suggested, to form a common basis for a thorough 
in-depth testing of all single model parts. This could go in hand with the reprogramming and documentation of 
the whole model. Additionally, the reprogramming would offer the chance to replace obsolete model parts and 
to bring the model up to date with current scientific findings. In conjunction with the reprogramming, it should 
be considered to make a DOS-DNDC version available in order to allow faster model calibration and validation. 
It seems reasonable to demand that older DNDC versions remain available to the user community, in order to 
enable the tracking of the DNDC model development. 
Fourth, given that the both the calculation speed and the memory size of available computers have increased 
in the past years, no problem should be encountered by increasing the default soil depth of the DNDC model to 
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at least 90 cm (or even 150 cm). Furthermore, there seems to be no reason to remain at the stage where the 
calculation starts with variables with four decimals, but ends in variables with only two decimals. This causes 
unnecessary rounding of variables during the calculations, and offers the opportunity, in the end, for (possibly) 
considerable deviations in the final results. A further obstacle found in the usage of the DNDC model is that the 
model simulation starts on the first Julian day (e.g. 1st January). This is in accordance neither with the seeding 
of crops, nor with usual measurement periods (concerning starting concentrations). It is strongly suggested to 
enable the adjustment of the starting date of the simulation. Furthermore, outputs with actual dates would 
simplify the evaluation of the model results. In addition to this, a routine to choose required outputs could be 
considered. 
Last but not least, some suggestions shall be made for possible further model developments. As has been 
pointed out in chapter 5, the Richard’s equation appears more suited to simulate soil water contents, given 
that appropriate measurements of required variables are available. Additionally, a much more specific 
description of soil properties influencing the soil water dynamics is possible. Furthermore, as has, for instance, 
been shown by Kröbel et al. (2008), an automated optimisation of these variables can achieve simulation 
results of the soil water content, that are, in comparison to the cascade model results, much more realistic. 
Thus, the introduction of the Richard’s equation to the DNDC model should be considered.  
Similar, a replacement of the Thornthwaite equation by, or at least an additional choice to use, a more process -
oriented potential evaporation equation should be considered, here the Penman-Monteith equation could be 
chosen. It is clear that the Penman-Monteith equation requires more input data, which, however, nowadays 
are more frequently available from standard weather measurement stations. The model user should be able to 
decide himself whether the error of an empirical equation is larger than the error through a dislocated weather 
measurement. 
The ‘Anaerobic Balloon’ concept, as has been discussed, allows the simulation of denitrification ‘hotspots’ in 
the field. It is, however, unclear, why, when a denitrification hotspot is locally confined, the calculation still 
allows for the denitrification zone to access the complete NO3
- pool. The same holds true for the aerobic part 
and the NH4
+ pool. A split of both pools into denitrification and nitrification available NO3
- and NH4
+ is 
suggested, according to the size of the anaerobic balloon. The effect would be that NO3
- availability decreases 
much quicker, and could help to limit the overestimation of denitrification peaks. Certainly, this step will be 
necessary when attempting to simulate N2O uptake by the soil and/or plants.  
The growth of soil microorganisms, at the moment, depends in the model calculation on the availability of 
resources from the soil. It has not been explained, however, why soil microorganisms are not able to access the 
pool of decomposing microorganisms directly. Furthermore, the death rate of microorganisms is a fixed rate of 
the total microbial biomass. It would be much more reasonable, if the availability of resources also had an 
influence on the death rate. Concerning these last two points, however, more research will certainly be 
required. 
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A 1. Measurement data 
A 1.1. Soil data 




[g/cm³] Sand [%] Silt [%] Clay [%] 
sat. hydr. 
cond. [cm/d] CaCO3 [%] C org [%] 
0-15 cm 1.3 27 57 16 261 5 2.6 
15-30 cm 1.4 28 56 16 222 5 2.8 
30-60 cm 1.5 22 60 18 199 7 0.4 
60-90 cm 1.5 31 56 14 235 9 0.4 
90-120 cm 1.6 17 63 20 245 15 0.2 
                
  soil water content *% Vol+ at a soil depth of … 
depth pF 0  pF 1,0 pF 1,8 pF 2,0 pF 2,5 pF 3,0 pF 4,2 
0-15 cm 50 45 37 34 30 23 11 
15-30 cm 48 44 37 34 31 25 12 
30-60 cm 44 40 35 33 31 24 12 
60-90 cm 42 41 36 33 29 20 10 
90-120 cm 40 39 36 34 32 25 15 
  
 
      
 















Total 8 21.4 1.17 34.6 145 
 




A 1.2. Farming treatments 
Table A 1.2.1.: Tilling methods and application in the years 1999-2002 
(Summer maize 2002 had to be assumed) (Böning-Zilkens, 2003) 
Crop Season Date Method 
Dept
h 
Winter Wheat 1999-2000 
07.10.1999 - 13.10.1999 crop chopper < 5 cm 
07.10.1999 - 13.10.1999 disk harrow 
7-23 
cm 
07.10.1999 - 13.10.1999 




13.10.1999 - 15.10.1999 sowing 
 
Summer Maize 2000 
21.+ 22.6.2000 crop chopper < 5 cm 
21.+ 22.6.2001 direct seed   
Winter Wheat 2000 - 2001 
09.10.2000 - 12.10.2000 crop chopper < 5 cm 
09.10.2000 - 12.10.2000 disk harrow 
7-23 
cm 
09.10.2000 - 12.10.2000 




12.10.2000 sowing   
Summer Maize 2001 
21.+ 22.6.2001 crop chopper < 5 cm 
21.+ 22.6.2001 direct seed   
Winter Wheat 2001 - 2002 
12.10.2001 - 15.10.2001 crop chopper < 5 cm 
12.10.2001 - 15.10.2001 disk harrow 
7-23 
cm 
12.10.2001 - 15.10.2001 




15.10.2001 sowing   
Summer Maize 2002 
21.+ 22.6.2002 crop chopper < 5 cm 
21.+ 22.6.2002 direct seed   




Table A 1.2.2.: Irrigation and fertilisation amounts for T1, T2, and T3 (Böning-






Crop Season Date T1 T2 T3 T1 T2 T3 
Winter Wheat  1999-2000 
05/10/1999 0 0 0 0 0 150 
21/11/1999 50 50 50 0 0 0 
17/03/2000 0 0 0 16 42 0 
24/03/2000 0 95 95 0 0 0 
26/03/2000 73 0 0 0 0 0 
07/04/2000 0 0 0 0 0 0 
13/04/2000 57 0 0 0 0 0 
19/04/2000 0 0 0 38 43 150 
23/04/2000 0 99 99 0 0 0 
29/04/2000 10 0 0 0 0 0 
05/05/2000 42 0 0 0 0 0 
10/05/2000 0 0 0 0 0 0 
13/05/2000 0 86 86 0 0 0 
16/05/2000 47 0 0 0 0 0 
29/05/2000 40 0 0 0 0 0 
Summer Maize  2000 
26/06/2000 50 50 50 0 0 0 
13/07/2000 15 15 15 0 0 0 
14/07/2000 0 0 0 42 30 100 
06/08/2000 0 0 0 0 0 200 
07/08/2000 15 15 15 0 0 0 
Winter Wheat  2000-2001 
05/10/2000 0 0 0 0 0 150 
14/11/2000 77 96 96 0 0 0 
19/11/2000 0 0 0 0 0 0 
27/03/2001 0 103 103 18 17 0 
31/03/2001 49 0 0 0 0 0 
20/04/2001 51 0 0 46 66 150 
25/04/2001 0 80 80 0 0 0 
03/05/2001 53 0 0 0 0 0 
15/05/2001 0 105 105 0 0 0 
19/05/2001 39 0 0 0 0 0 
26/05/2001 40 0 0 0 0 0 
Summer Maize  2001 
28/06/2001 10 10 10 0 0 0 
19/07/2001 0 0 0 60 60 100 
21/07/2001 50 50 50 0 0 0 
10/08/2001 12 12 12 15 5 200 
Winter Wheat  2001-2002 
05/10/2001 0 0 0 0 0 150 
16/11/2001 53 52 52 0 0 0 
26/03/2002 60 104 104 37 36 0 
18/04/2002 64 87 87 61 57 150 
09/05/2002 72 104 104 0 0 0 
Summer Maize  2002 
12/07/2002 12 12 12 10 20 100 
13/08/2002 12 12 12 52 57 200 
 




A 1.3. Crop data 
Table  A 1.3.1: Grain + Straw yield per crop, season and treatment in kg/ha 
(Böning-Zilkens, 2003) 
Crop Date T1 T2 T3 
Winter Wheat 20/06/2000 13678 14088 14800 
Summer Maize 23/10/2000 11283 10827 10250 
Winter Wheat 20/06/2001 9847 10542 10699 
Summer Maize 05/10/2001 13354 13098 12956 
Winter Wheat 11/06/2002 10620 11381 12147 
Summer Maize 02/10/2002 11661 11658 10878 
Winter Wheat 18/06/2003 10666 10537 11379 
Summer Maize 02/10/2003 18635 18016 19368 
 
 
Table A 1.3.2.: N concentrations in the plants (%) (Böning-Zilkens, 2003) 
Crop Date T1 T2 T3 
Winter Wheat 12/03/2000 3.85 3.75 3.93 
Winter Wheat 19/04/2000 4.07 4.33 4.60 
Winter Wheat 17/05/2000 1.53 1.68 1.79 
Summer Maize 26/07/2000 3.01 2.62 3.06 
Summer Maize 03/08/2000 2.22 2.34 2.45 
Summer Maize 08/09/2000 1.26 1.27 1.34 
Winter Wheat 17/04/2001 3.58 n.a. n.a. 
Winter Wheat 25/04/2001 3.20 n.a. n.a. 
Winter Wheat 07/05/2001 2.27 2.27 2.55 
Winter Wheat 20/03/2002 3.35 3.19 4.14 
Winter Wheat 11/04/2002 3.22 3.25 3.94 
Winter Wheat 07/05/2002 1.78 1.85 2.09 
Summer Maize 16/07/2002 3.42 3.55 3.60 
Summer Maize 31/07/2002 2.25 2.15 2.96 
Summer Maize 17/08/2002 1.44 1.45 1.75 
Winter Wheat 18/04/2003 3.56 3.23 3.71 
Winter Wheat 16/05/2003 1.47 1.42 1.68 
Summer Maize 12/07/2003 3.72 3.44 3.68 
Summer Maize 29/07/2003 2.62 2.38 2.76 
Summer Maize 17/08/2003 1.68 1.61 1.96 
Summer Maize 27/08/2003 1.38 1.43 1.58 
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A 1.4. Nmin and N2O measurements 
Table A 1.4.1.: Measured amounts of mineral Nitrogen (kg N/ha) (Chen, 
2003) 




08/10/1999 72.1 22.6 21.2 115.9 
12/03/2000 91.2 62.6 24.9 178.7 




28/06/2000 37.4 29.7 25.9 93.0 
26/07/2000 37.2 30.3 35.7 103.2 
04/08/2000 48.7 30.7 61.2 140.6 




21/03/2001 34.7 38.2 37.6 110.6 
12/04/2001 20.3 19.7 27.5 67.5 




23/06/2001 16.6 8.4 8.2 33.1 
08/08/2001 32.3  47.0  23.4  102.7 




16/03/2002 21.9 31.4 41.8 95.1 
16/04/2002 11.7 10.2 27.3 49.3 




20/06/2002 24.1 15.6 12.6 52.3 
08/07/2002 21.0 20.6 31.4 73.1 
07/08/2002 20.7 13.0 18.6 52.3 
02/10/2002 62.2 58.2 21.8 142.1 
 
 




















21/07/2001 19.20 17.28 8.40 31/08/2001 19.36 14.57 15.37 
22/07/2001 23.16 23.64 19.16 01/09/2001 20.00 16.88 15.68 
23/07/2001 18.62 24.41 19.51 02/09/2001 16.80 14.28 12.95 
24/07/2001 16.96 21.23 16.24 03/09/2001 19.44 19.00 11.10 
25/07/2001 25.32 26.16 0.00 04/09/2001 23.30 17.52 13.59 
26/07/2001 14.31 29.25 26.19 05/09/2001 0.00 0.00 0.00 
27/07/2001 15.33 26.44 24.70 06/09/2001 0.00 0.00 0.00 
28/07/2001 16.16 29.08 26.88 07/09/2001 14.64 0.00 7.17 
29/07/2001 13.25 25.82 22.12 08/09/2001 15.57 12.45 7.85 
30/07/2001 11.90 21.91 25.03 09/09/2001 9.07 14.73 6.92 
31/07/2001 10.61 18.83 28.73 10/09/2001 8.07 12.33 5.51 
01/08/2001 26.77 23.05 47.89 11/09/2001 8.45 12.34 5.47 
02/08/2001 62.95 51.95 76.76 12/09/2001 12.24 7.44 4.36 
03/08/2001 67.90 48.44 73.36 13/09/2001 0.00 0.00 0.00 
04/08/2001 120.37 66.92 147.59 14/09/2001 6.84 9.24 5.52 
05/08/2001 67.55 34.96 79.87 15/09/2001 6.96 8.64 4.68 
06/08/2001 50.58 17.96 48.77 16/09/2001 8.76 8.57 4.08 
07/08/2001 28.63 10.54 25.06 17/09/2001 13.44 10.20 3.79 
08/08/2001 18.28 27.60 18.76 18/09/2001 9.28 0.00 4.44 
09/08/2001 25.54 24.11 15.10 19/09/2001 10.08 8.40 3.36 
10/08/2001 15.20 11.47 9.73 20/09/2001 10.88 8.70 3.50 
11/08/2001 9.05 11.08 9.46 21/09/2001 28.32 11.22 4.28 
12/08/2001 23.59 16.21 63.94 22/09/2001 7.15 12.72 4.01 
13/08/2001 30.89 32.14 65.95 23/09/2001 13.84 10.02 5.04 
14/08/2001 65.25 76.57 283.71 24/09/2001 20.96 21.22 8.40 
15/08/2001 37.56 60.98 364.80 25/09/2001 13.02 11.10 3.77 
16/08/2001 30.45 38.40 334.17 26/09/2001 9.60 8.08 3.12 
17/08/2001 21.15 19.58 252.59 27/09/2001 14.30 9.00 5.22 
18/08/2001 28.11 30.71 171.79 28/09/2001 15.12 7.30 6.10 
19/08/2001 21.05 26.20 163.65 29/09/2001 12.00 9.72 5.76 
20/08/2001 0.00 0.00 0.00 30/09/2001 18.24 8.48 3.24 
21/08/2001 0.00 0.00 0.00 01/10/2001 12.80 7.08 3.18 
22/08/2001 35.57 19.85 121.85 02/10/2001 16.68 0.00 5.40 
23/08/2001 24.49 16.23 80.24 03/10/2001 5.04 6.72 3.31 
24/08/2001 24.02 24.29 62.54 04/10/2001 8.96 5.28 3.77 
25/08/2001 17.95 17.84 45.28 05/10/2001 9.68 8.58 4.32 
26/08/2001 20.57 20.66 39.14 06/10/2001 11.04 7.86 3.88 
27/08/2001 17.80 19.53 31.87 07/10/2001 14.82 7.92 3.41 
28/08/2001 20.93 22.80 27.42 08/10/2001 0.00 9.96 1.08 
29/08/2001 21.12 19.59 22.36 09/10/2001 0.00 6.72 6.24 
30/08/2001 19.30 17.58 18.24         



















02/04/2002 3.88 7.38 4.36 05/05/2002 3.92 3.36 2.70 
03/04/2002 4.04 16.85 3.18 06/05/2002 4.90 6.12 5.86 
04/04/2002 9.70 45.36 3.26 07/05/2002 5.04 3.12 4.80 
05/04/2002 0.00 0.00 0.00 08/05/2002 3.96 3.24 2.16 
06/04/2002 0.00 0.00 0.00 09/05/2002 0.00 0.00 0.00 
07/04/2002 0.00 0.00 0.00 10/05/2002 0.00 0.00 0.00 
08/04/2002 4.08 3.80 2.76 11/05/2002 0.00 0.00 0.00 
09/04/2002 3.42 2.76 2.45 12/05/2002 0.00 0.00 0.00 
10/04/2002 2.97 2.74 2.54 13/05/2002 1.92 -3.12 -5.58 
11/04/2002 3.58 4.39 3.23 14/05/2002 1.92 3.84 -3.76 
12/04/2002 6.30 5.44 5.69 15/05/2002 2.71 5.16 4.32 
13/04/2002 4.74 4.56 3.89 16/05/2002 1.92 -3.56 5.20 
14/04/2002 0.00 0.00 0.00 17/05/2002 3.00 1.44 3.24 
15/04/2002 2.52 0.72 0.96 18/05/2002 4.70 3.66 6.00 
16/04/2002 2.40 4.32 4.08 19/05/2002 0.00 0.00 0.00 
17/04/2002 2.72 4.94 1.92 20/05/2002 -2.16 2.16 2.88 
18/04/2002 2.16 4.38 3.60 21/05/2002 2.64 5.04 4.68 
19/04/2002 -4.08 2.64 1.44 22/05/2002 0.00 0.00 0.00 
20/04/2002 0.00 0.00 0.00 23/05/2002 21.90 16.66 19.86 
21/04/2002 0.00 0.00 0.00 24/05/2002 4.78 4.10 5.98 
22/04/2002 0.00 0.00 0.00 25/05/2002 4.73 6.14 5.84 
23/04/2002 5.64 -4.92 0.00 26/05/2002 4.08 5.80 5.76 
24/04/2002 9.49 6.48 1.28 27/05/2002 2.24 4.77 5.14 
25/04/2002 16.75 13.39 3.89 28/05/2002 3.42 3.03 5.85 
26/04/2002 14.12 10.14 7.48 29/05/2002 4.44 3.95 5.69 
27/04/2002 10.70 5.45 3.50 30/05/2002 3.26 4.49 4.62 
28/04/2002 0.00 0.00 0.00 31/05/2002 2.68 4.34 4.82 
29/04/2002 5.76 3.60 2.64 01/06/2002 4.24 5.09 4.13 
30/04/2002 6.14 15.96 4.80 02/06/2002 7.94 10.40 6.72 
01/05/2002 5.40 1.68 3.12 03/06/2002 12.34 14.96 11.61 
02/05/2002 4.74 3.36 4.32 04/06/2002 10.70 11.90 9.54 
03/05/2002 4.30 4.00 3.50 05/06/2002 10.56 11.14 12.58 
04/05/2002 5.00 3.48 4.46 06/06/2002 1.92 4.40 4.92 
 
 





















02/07/2002 8.04 5.76 3.00 15/08/2002 57.05 50.30 100.38 
03/07/2002 9.65 9.05 7.92 16/08/2002 70.99 57.70 159.32 
04/07/2002 7.85 8.32 6.67 17/08/2002 55.00 42.67 141.86 
05/07/2002 5.36 4.32 5.46 18/08/2002 29.12 23.46 90.19 
06/07/2002 4.54 4.05 4.79 19/08/2002 38.94 30.24 270.45 
07/07/2002 4.47 4.00 4.35 20/08/2002 26.58 23.79 178.42 
08/07/2002 3.89 3.94 4.43 21/08/2002 32.18 19.74 105.10 
09/07/2002 0.00 0.00 0.00 22/08/2002 24.06 17.17 94.30 
10/07/2002 0.00 0.00 0.00 23/08/2002 21.56 15.24 56.96 
11/07/2002 3.89 4.37 4.27 24/08/2002 16.37 13.44 33.51 
12/07/2002 4.11 4.40 4.18 25/08/2002 14.04 10.80 37.10 
13/07/2002 3.63 4.08 4.37 26/08/2002 15.78 13.32 32.13 
14/07/2002 3.84 4.26 3.68 27/08/2002 10.32 10.26 22.55 
15/07/2002 4.97 7.08 5.57 28/08/2002 3.60 17.22 23.59 
16/07/2002 9.98 9.03 11.87 29/08/2002 15.12 12.62 17.62 
17/07/2002 7.85 12.96 65.04 30/08/2002 6.88 9.96 20.74 
18/07/2002 9.59 16.23 81.10 31/08/2002 5.12 16.20 21.74 
19/07/2002 7.48 12.51 81.22 01/09/2002 23.58 17.20 12.42 
20/07/2002 14.02 17.40 91.20 02/09/2002 0.00 10.80 21.60 
21/07/2002 11.05 13.09 39.67 03/09/2002 18.00 20.46 21.30 
22/07/2002 7.21 8.52 25.19 04/09/2002 21.48 27.84 23.28 
23/07/2002 5.40 7.73 19.02 05/09/2002 19.20 0.00 33.36 
24/07/2002 9.30 9.90 16.29 06/09/2002 0.00 16.24 11.36 
25/07/2002 10.60 9.51 27.33 07/09/2002 9.24 19.44 27.60 
26/07/2002 8.40 7.12 14.02 08/09/2002 22.56 15.12 19.76 
27/07/2002 0.00 0.00 0.00 09/09/2002 -16.80 18.08 17.28 
28/07/2002 5.16 7.56 9.66 10/09/2002 16.00 21.60 22.32 
29/07/2002 7.94 9.47 12.29 11/09/2002 12.24 16.88 20.52 
30/07/2002 11.79 7.23 16.50 12/09/2002 6.16 12.96 8.34 
31/07/2002 11.35 11.64 14.43 13/09/2002 0.00 9.48 0.96 
01/08/2002 13.27 13.56 13.85 14/09/2002 11.64 19.92 11.52 
02/08/2002 0.00 0.00 0.00 15/09/2002 9.48 8.20 15.04 
03/08/2002 9.22 11.72 9.69 16/09/2002 19.44 11.40 12.24 
04/08/2002 9.28 8.33 10.21 17/09/2002 -5.04 -20.64 13.08 
05/08/2002 8.64 14.96 11.04 18/09/2002 11.88 16.22 10.68 
06/08/2002 6.54 16.75 18.39 19/09/2002 5.40 13.20 7.92 
07/08/2002 -7.20 -11.76 0.00 20/09/2002 8.20 8.08 4.18 
08/08/2002 0.00 5.52 12.48 21/09/2002 13.20 10.56 14.16 
09/08/2002 8.76 6.48 9.44 22/09/2002 -14.16 -8.40 -8.08 
10/08/2002 10.80 12.42 12.05 23/09/2002 -15.12 -7.92 -21.12 
11/08/2002 6.21 8.64 8.16 24/09/2002 -5.84 1.68 -12.96 
12/08/2002 6.80 3.84 6.72 25/09/2002 13.92 16.40 12.72 
13/08/2002 6.72 8.24 8.12 26/09/2002 6.00 0.00 12.72 
14/08/2002 19.99 17.72 34.70         
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A 2. DNDC Equations 
A 2.1. Original DNDC (Li et al., 1992a) 
A 2.1.1. Soil Climate Submodel 
A 2.1.1.1. Soil water flow (layer i-1  layer i) 
Eq. A 2.1.1.1.1: 𝑄𝑖 ,𝑖−1  =  
(𝑕 𝑖– 𝑕𝑖−1)
(𝑧𝑖– 𝑧𝑖−1)
∗ (−𝐾𝑖 ,𝑖−1 ), 
where Qi,i-1 is the flow of water per unit area from layer i-1 down to layer I (cm s
-1
), Ki,i-1 is the average hydraulic conductivity 
of layers i and i-1 (cm s
-1
), hi is the hydraulic head for level i (cm) and zi is the depth of layer i (positive down from surface) 
(cm). 
Eq. A 2.1.1.1.2: 𝑕𝑖  =   𝑖  –  𝑧𝑖 , 
where hi is the hydraulic head for level I (cm),  i is the soil water tension at the inflection point (cm) and zi is the depth of 
layer i (positive down from surface) (cm). 
 
A 2.1.1.2. Soil water flow at bottom of profile  
Eq. A 2.1.1.2.1: 𝑄𝑏  =  𝑓 ∗  𝐾𝑏𝑙 , 
where Qb is the flow of water per unit area at the bottom of profile  (cm s
-1
), f is the drainage factor (f is fixed at 1,0) and Kbl 




A 2.1.1.3. Water retention relation  
Eq. A 2.1.1.3.1 (if   < W*):    =  
sat
 ∗  (  i  )
 − 
,  
where  sat is the water tension parameter (cm),  i is the layer i water content (% WFPS),  is a soil water parameter 
(range = 4 to 11,4) and W* is the water content where retention curve has inflection (0.92). 
Eq. A 2.1.1.3.2 (if   W*):    =  −𝑚1  ∗  (𝑊∗ − 𝑚2 ) ∗ (𝑊∗ − 1), 




∗  𝑦∗, 
Eq. A 2.1.1.3.4:  𝑚2  = 2 ∗ 𝑊∗ −

(𝑚1 ∗𝑊∗)
∗ 𝑦∗ − 1, 
where m1 and m2 are undefined parameters (cm), as is also the case for y*. W* is the water content where retention curve 
has inflection (0.92). 
 
A 2.1.1.4. Soil relative hydraulic conductivity 










where K is the relative hydraulic conductivity (cm s
-1
), Ksat is the saturated hydraulic conductivity (cm s
-1
),  is the water 
content (% WFPS) and  is a soil water parameter. 
 
A 2.1.1.5. Water conservation 




where d i is the change in the water content of soil layer i  (% WFPS), Q is the flow of water per unit area from one layer to 
another layer (cm s
-1
), n is the soil porosity, li is the thickness of the soil layer I (cm) and dt is the time step length (s). 
 
A 2.1.1.6. Soil heat flux at surface 
Eq. A 2.1.1.6.1:   𝑞𝑠  =
(𝑇1−𝑇𝑎𝑖𝑟 )
(𝑧1−0)
 ∗ −𝑘1, 
where qs is the heat flux at soil surface (J s
-1




), T1 is 
the temperature of layer 1 (soil surface) (°C) and Tair is the air temperature (°C). 
 
A 2.1.1.7. Soil heat flux (layer i-1   layer i) 
Eq. A 2.1.1.7.1: 𝑞𝑖 ,𝑖−1  =  
(𝑇𝑖−𝑇𝑖 −1)
(𝑧𝑖−𝑧𝑖−1)
 ∗ −𝑘𝑖 ,𝑖−1, 
where qi,i-1
 
is the heat flux from layer i-1 down to layer I (J s
-1





) and Ti is the temperature for level I (°C). 
 
A 2.1.1.8. Soil heat flux at bottom of profile 
Eq. A 2.1.1.8.1:  𝑞𝑏  =
(𝑇𝑏𝑙 −𝑇𝑚𝑒𝑎𝑛 )
(𝑧𝑏𝑙 −𝑧𝑑𝑒𝑒𝑝 )
∗  𝑘𝑏𝑙 , 
where qb is the heat flux at the bottom of profile (J s
-1





?),  Tbl is the temperature at the bottom of  the profile (°C?), Tmean is the mean annual air temperature (°C), zbl is 
the depth at the bottom of the profile (cm?) and zdeep is the depth where temperature variation is assumed to be negligible 
(500).  
 
A 2.1.1.9. Soil thermal conductivity  
Eq. A 2.1.1.9.1:  𝑘𝑖 =   1 –  𝑛 ∗ 𝑘𝑑𝑟𝑦 + 𝑛 ∗   𝑖 ∗ 𝑘𝑤𝑎𝑡𝑒𝑟 , 
Eq. A 2.1.1.9.2:  𝑘𝑖 =  1 − 𝑛 ∗ 𝑘𝑜𝑚 + 𝑛 ∗   𝑖 ∗ 𝑘𝑤𝑎𝑡𝑒𝑟 , 




),  i is the layer i water content (fraction pore 




), n is the soil porosity and kom is the organic 






A 2.1.1.10. Soil layer volumetric heat capacity  
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Eq. A 2.1.1.10.1:  𝐶𝑖  =  (𝑟𝑠𝑜𝑖𝑙 ∗ 𝑐𝑠𝑜𝑖𝑙 ) + (𝑛 ∗ 𝑞𝑖 ∗ 𝑟𝑤𝑎𝑡𝑒𝑟 ∗ 𝑐𝑤𝑎𝑡𝑒𝑟 ), 




), qi is the heat flux in layer I (J s
-1
), n is the soil porosity and rx is 
undefined.  
 
A 2.1.1.11. Energy conservation 
Eq. A 2.1.1.11.1:  𝑑𝑇𝑖  =  
(𝑞𝑖,𝑖−1−𝑞𝑖+1,𝑖)
(𝐶𝑖 ∗𝑙𝑖)
∗ 𝑑𝑡 , 
where dTi is the change in temperature of soil layer (°C?), q
 
is the heat flux from one layer to another layer (J s
-1
), Cx is the 




), li is the thickness of the soil layer i (cm) and dt is the time step length (s). 
 
A 2.1.1.12. Potential evapotranspiration  
Eq. A 2.1.1.12.1:  𝐸0 = 𝐷𝐴𝑌1 ∗
1,6
𝑁𝑀






Eq. A 2.1.1.12.2:  𝑎 =  0,49 +  0,079 ∗ 𝐼 −  7,71𝑒−5 ∗ 𝐼2 + (6,75𝑒−7 ∗ 𝐼3 ), 






where E0 is the potential evapotranspiration (cm d
-1
), DAY1 equals 1/12 of  the day’s hours of daylight, NM is the number of  
days in the month and Tn
’
 is the mean monthly air temperature of month n (°C). E0 is zero for the months where the mean 
air temperature is below 0 °C.  
 
A 2.1.1.13. Reduction of ET due to soil moisture 
Eq. A 2.1.1.13.1 (if   >  fc):  𝐸 = 𝐸0 , 
Eq. A 2.1.1.13.2 (if  fc> > wp): 𝐸 =  
( − 𝑤𝑝 )
( 𝑓𝑐 − 𝑤𝑝 )
 ∗ 𝐸0 , 
Eq. A 2.1.1.13.3 ( < wp): 𝐸 = 0, 
where E is the actual evapotranspiration (cm d
-1
), E0 is the potential evapotranspiration (cm d
-1
),   is the actual soil water 
content (% WFPS),  fc is the soil water content at field capacity (% WFPS) and  wp is the soil water content at plant wilting 
point (% WFPS). 
 
A 2.1.2. Decomposition Submodel 
A 2.1.2.1. Carbon pool decomposition rate 
Eq. A 2.1.2.1.1:  𝑑𝐶/𝑑𝑡 =   𝐶𝐿𝐴𝑌 ∗   𝐶𝑁 ∗   𝑡𝑛 ∗ (𝑆 ∗ 𝑘1 + (1 − 𝑆) ∗ 𝑘𝑟 ), 
Eq. A 2.1.2.1.2:  
CLAY
= log  
0,14
CLAY
 + 1, 




(𝐶𝑃  / 𝑁𝑃)
, 




where  CLAY is the clay content reduction factor,  CN  is the C/N ratio reduction factor,  tn is the temperature reduction 
factor for nitrification, S is the labile fraction of organic C compounds in the pool, k1 is the specific decomposition rate (SDR) 
of labile fraction (d
-1
), kr is the SDR of the resistant fraction (d
-1
), CLAY is the soil clay fractional content, CP is the carbon 




) and NP is the nitrogen produced by potential residue 








A 2.1.2.2. Biomass production and CO2 evolution during residue decomposition  
Eq. A 2.1.2.2.1:  𝑅𝑐 =
𝐵
𝑒𝑓𝑓
= 𝐵 + 𝐶𝑂𝑃, 
where Rc is the total decomposed residue carbon (kg C), B is the total microbial biomass produced (kg C), eff is the microbial 
efficiency for decomposing residues and COP is the CO2 respired during residue decomposition (kg C). 
 
A 2.1.2.3. Ammonium adsorption 
Eq. A 2.1.2.3.1:  𝐹𝐼𝑋𝑁𝐻4 =  
𝐶𝐿𝐴𝑌
𝐶𝐿𝐴𝑌𝑚𝑎𝑥
 ∗ (0,41– 0,47 ∗ log(𝑁𝐻4)), 
where FIXNH4 is the proportion of adsorbed NH4
+
, NH4 is the NH4
+
 concentration in the soil (kg N ha
-1
), CLAY is the soil clay 
fractional content and CLAYmax is the maximum clay fraction in model soils (0,63). 
 
A 2.1.2.4. Transformation of ammonia to ammonium  
Eq. A 2.1.2.4.1:  log(𝐾𝑁𝐻4 )– log(𝐾𝐻2𝑂) =  log  
𝑁𝐻4𝑚
𝑁𝐻3𝑚
 + 𝑝𝐻, 
Eq. A 2.1.2.4.2:  𝑁𝐻3𝑚 =  
𝐶𝐿𝐴𝑌
𝐶𝐿𝐴𝑌𝑚𝑎𝑥
 ∗ 10(log (𝐾𝑁𝐻 4 )−log (𝐾𝐻2𝑂 ))−log (𝑁𝐻4𝑚 )+𝑝𝐻 , 
where KNH4 is the dissociation constant for NH4
+





NH4m is the NH4
+
 concentration in liquid phase (mol l
-1
), NH3m is the NH3 concentration in liquid phase (mol l
-1
) and pH is the 
soil pH. 
 
A 2.1.2.5. Ammonia volatilisation 
Eq. A 2.1.2.5.1:  𝐴𝑀 = (𝐷 ∗
𝑡
3,14
)0,5 ∗ 2(𝑁𝐻3), 
where AM is the accumulated NH3 loss at time t (mol cm
-3




), t is the time (d) 




A 2.1.2.6. Nitrification rate 
Eq. A 2.1.2.6.1:  𝑑𝑁𝑁𝑂  =  𝑁𝐻4 𝑡 ∗  1 − 𝑒𝑥𝑝 −𝐾35 ∗   𝑡 ,𝑛 ∗ 𝑑𝑡  ∗   𝑚 ,𝑛 , 
where dNNO is the NH4
+
 converted to NO3
-




), NH4(t) is the available NH4
+
 at time t (kg N ha
-1
), K35 is the 




),  t,n is the temperature reduction factor for nitrification and  m,n is the 
moisture reduction factor for nitrification. 
 
A 2.1.2.7. N2O emitted during nitrification 
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), NH4 is the NH4
+
 concentration in liquid phase (mol cm
-3
)  and T is 
the temperature (°C). 
 
A 2.1.3. Denitrification Submodel 
A 2.1.3.1. Temperature reduction factor 
Eq. A 2.1.3.1.1 (if T < 60 °C):     𝑡 ,𝑑𝑚 = 2
(𝑇−22.5)
10 ,  
Eq. A 2.1.3.1.2 (if T ≥ 60 °C):     𝑡 ,𝑑𝑚  =  0,  
where T is the temperature (°C). 
 
A 2.1.3.2. pH reduction factor 




Eq. A 2.1.3.2.2:    𝑃𝐻𝑁𝑂2 = 1.0, 




where  x is a pH reduction factor and pH is the soil pH. 
 
A 2.1.3.3. Denitrifier growth rate 
Eq. A 2.1.3.3.1:  (𝑑𝐵/𝑑𝑡)𝑔 = 𝑢𝐷𝑁 ∗ 𝐵(𝑡), 




), uDN is the relative growth rate of  




A 2.1.3.4. Relative denitrifier growth rate 
Eq. A 2.1.3.4.1:  𝑢𝐷𝑁 =   𝑡 ,𝑑𝑚 ∗ (𝑢𝑁𝑂3 ∗   𝑃𝐻𝑁𝑂3 + 𝑢𝑁𝑂2 ∗    𝑃𝐻𝑁𝑂2 + 𝑢𝑁2𝑂 ∗    𝑃𝐻𝑁2𝑂),  
where uDN is the relative growth rate of denitrifiers,  t,dm is the soil temperature reduction factor, u(NO3, NO2, N2O) are  
relative growth rates of denitrifiers and  (PHNO3, PHNO2, PHN2O) are the pH reduction factors. 
 
A 2.1.3.5. Maximum denitrifier growth rate 














∗ 𝑢𝑁𝑥𝑂𝑦 ,𝑚𝑎𝑥 , 









or N2O denitrifiers, C is the mineralised carbon concentration in the soil  (kg C ha
-1
), Kc,1/2 is the half-saturation value of 
soluble C (kg C m
-3




, or N2O in the soil water (kg N ha
-1
)  and KNxOy, 1/2 is the half-




, or N2O (kg N m
-3
). 





A 2.1.3.6. Denitrifier Death Rate 
Eq. A 2.1.3.6.1:  (𝑑𝐵/𝑑𝑡)𝑑 = 𝑀𝑐 ∗ 𝑌𝑐 ∗ 𝐵(𝑡), 









), Yc is the maximum growth yield on soluble carbon (kg C kg
-1





A 2.1.3.7. Consumption of soluble carbon  
Eq. A 2.1.3.7.1:  𝑑𝐶𝑐𝑜𝑛 /𝑑𝑡 = (𝑢𝐷𝑁 /𝑌𝑐 + 𝑀𝑐) ∗ 𝐵(𝑡), 




), uDN is the relative growth 




), Yc is the maximum growth yield on soluble 
carbon (kg C kg
-1




A 2.1.3.8. CO2 production 
Eq. A 2.1.3.8.1:  𝑑𝐶𝑂2/𝑑𝑡 = 𝑑𝐶𝑐𝑜𝑛 ,𝑡/𝑑𝑡– (𝑑𝐵/𝑑𝑡)𝑔 , 




), dCcon/dt is the change in the total consumption of 










A 2.1.3.9. Nitrate, nitrite, and nitrous oxide consumption  






∗ 𝑀𝑁𝑥𝑂𝑦  ∗ 𝐵 𝑡 ∗   𝑃𝐻𝑁𝑥𝑂𝑦 ∗   𝑡 ,𝑑𝑚 , 








?), uNxOy are the 








, or N2O 
denitrifiers (kg C kg
-1








),  PHNxOy are  




A 2.1.3.10. Nitrogen assimilation rate 
Eq. A 2.1.3.10.1:  (𝑑𝑁/𝑑𝑡)𝑎𝑠𝑠𝑚 =
1
𝐶𝑁𝑅𝐷𝑁
∗ (𝑑𝐵/𝑑𝑡)𝑔 , 




), CNRDN is the C/N ratio in denitrifiers 






A 2.1.3.11. Fraction of evolved N2 emitted from soil 
Eq. A 2.1.3.11.1:  𝑃(𝑁2) = 0.017 + ((0.025– 0.0013 ∗ 𝐴𝐷) ∗ 𝑃𝐴 , 
where P(N2) is the calculated fraction of the evolved N2 in the soil, AD is the adsorption factor depending on clay content in 
the soil (range = 0-2) and PA is the air-filled fraction of the total porosity. 
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A 2.3.12. Fraction of evolved N2O emitted from soil 
Eq. A 2.1.3.12.1:  𝑃(𝑁2𝑂) = (0.0006 + 0.0013 ∗ 𝐴𝐷) + (0.013– 0.005 ∗ 𝐴𝐷) ∗ 𝑃𝐴, 
where P(N2O) is the calculated fraction of the evolved N2O in the soil, AD is the adsorption factor depending on clay 
content in the soil (range = 0-2) and PA is the air-filled fraction of the total porosity. 
 




A 2.2. Empirical Crop Model (Li et al., 1994a) 
A 2.2.1. Crop Growth 




where PMBY is the potential biomass yield (kg dry matter ha
-1
?), PMGY is the crop potential maximum grain yield  (kg dry 
matter ha
-1




A 2.2.2. N-uptake 




where PMNU is the crop potential N uptake (kg N ha
-1
?), PMBY is the potential biomass yield (kg dry matter ha
-1
?) and RCN  
is the crop C/N ratio. 
 
A 2.2.3. Daily N Uptake 
Eq. A 2.2.3.1:  𝑁𝑢𝑝
∗ = 𝐹𝐺 ∗ 𝑃𝑀𝑁𝑈 − 𝑁crop , 
where Nup
*




?), FG is the crop fractional growth, PMNU is the total crop potential 
N uptake (kg N ha
-1




A 2.2.4. Root respiration 
Eq. A 2.2.4.1:  𝑅𝑂𝑂𝑇𝐶𝑂2 = 𝑅nu ∗ 𝑁𝑈 + 𝑅rg ∗ 𝑅𝐺 + 𝑅rb ∗ 𝑅𝐵) ∗ 2.5
(𝑇−20)
10 ∗ 𝑀𝐹 ∗ 𝑅𝑂𝑂𝑇𝐴𝐺𝐸 , 




), Rnu is the CO2 produced by roots due to N uptake  
(13.8 mg C meq
-1




), Rrg is the CO2 produced by roots due to root growth  
(19.19 mg C g
-1




), Rrb is the root maintenance respiration (0.288 
mg C g
-1
 dry matter d
-1
), RB is the living root biomass (g dry matter ha
-1
), T is the 0 – 15 cm soil temperature (°C), MF is a soil 
moisture proxy for oxygen availability, and ROOTAGE is a factor representing the declining root respiration due to root age. 
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A 2.3.Linking soil environmental factors to trace gases (Li, 2000) 
A 2.3.1.Nitrification 
A 2.3.1.1. Relative growth rate of nitrifiers 







where dG/dt is the relative growth rate (kg C ha
-1
), DOC is the concentration of dissolved organic carbon (kg C ha
-1
), and Fm  
is a moisture factor (see A 2.5.1.6). 
 
A 2.3.1.2. Relative death rate of nitrifiers 
Eq. A 2.3.1.2.1:  𝑑𝐷 𝑑𝑡 =
0.008 ∗𝐵𝐼𝑂∗1.0
(1.0+𝐷𝑂𝐶) (1.0+𝐹𝑚 ) 
, 
where dD/dt is the relative death rate (kg C ha
-1
), BIO is the nitrifier biomass (kg C ha
-1
), DOC  is the concentration of  
dissolved organic carbon (kg C ha
-1
), and Fm is a moisture factor (see A 2.5.1.6).  
 
A 2.3.1.3. Net increase in nitrifier biomass 
Eq. A 2.3.1.3.1:  𝑑𝐵𝐼𝑂 𝑑𝑡 =  𝑑𝐺 𝑑𝑡 − 𝑑𝐷 𝑑𝑡  ∗ 𝐵𝐼𝑂 ∗ 𝐹𝑡 ∗ 𝐹𝑚, 
Eq. A 2.3.1.3.2:   𝐵𝐼𝑂 =  𝑑𝐵𝐼𝑂 𝑑𝑡 
24
, 
where dBIO/dt is the net increase in nitrifier biomass (kg C ha
-1
), dG/dt is the relative growth rate (kg C ha
-1
), dD/dt is the 
relative death rate (kg C ha
-1
), BIO is the nitrifier biomass (kg C ha
-1
), Ft is a temperature factor (see A 2.5.1.5) and Fm is a 
moisture factor (see A 2.5.1.6).  
 
A 2.3.1.4. Nitrification rate 
Eq A 2.3.1.4.1:  𝑅𝑛 =  𝑁𝐻4
+ ∗  0.005 ∗ 𝐵𝐼𝑂 ∗ 𝑝𝐻, 





+  is the concentration of ammonium (kg N ha-1), BIO is the nitrifier 
biomass (kg C ha
-1
), and pH is the soil pH. 
 
A 2.3.1.5. Temperature factor 











where Ft is the temperature factor and T is the temperature (°C).  
 
A 2.3.1.6. Moisture factor 
Eq. A 2.3.1.6.1(if wfps>0.005):  𝐹𝑚 = (1.0 − 𝑤𝑓𝑝𝑠) ∗ 0.21 + 0.8, 
Eq. A 2.3.1.6.1 (if wfps≤0.005):  𝐹𝑚 = 0, 
where Fm is the temperature factor, and wfps is the water filled pore space (% WFPS). 





A 2.3.1.7. Nitrification-induced NO 
Eq. A 2.3.1.7.1:  𝑁𝑂 = 𝑅𝑛 ∗ 𝐹𝑡 ∗ 0.0025, 




), and Ft is the temperature factor. 
 
A.2.3.1.8. Nitrification-induced N2O 
Eq. A 2.3.1.8.1:  𝑁2 𝑂 = 𝑅𝑛 ∗ 0.0025, 






A 2.3.2. Denitrification 
A 2.3.2.1. Relative growth rate of NOx denitrifiers 






∗ 𝐺𝑅NO x ,max , 
where GRNOx is the relative growth rate (l ha
-1
), C  is the soluble carbon concentration (kg C m
-3
), Kc is the half saturation 
value of soluble carbon (0.017 kg C m
-3




,  NO or N2O (kg N m
-3
), Kn is the half 
saturation value of N oxides (0.083 kg N m
-3









A 2.3.2.2. Relative growth rate of total denitrifiers 
Eq. A 2.3.2.2.1:  𝐺𝑅 = 𝐹𝑡 ∗ (𝐺𝑅NO 3 ∗ 𝑃𝐻1 + 𝐺𝑅NO 2 ∗ 𝑃𝐻2 + 𝐺𝑅NO ∗ 𝑃𝐻3 + 𝐺𝑅N2 O ∗ 𝑃𝐻4), 






Eq. A 2.3.2.2.3:  𝑃𝐻𝑥 = 𝑎 ∗ (𝑝𝐻 − 𝑏), 
where GR is the total growth rate (l h
-1
), GRNO3 is the growth rate of the NO3 denitrifiers (0.67 l h
-1
), GRNO2 is the growth rate 
of the NO2 denitrifiers (0.67 l h
-1
), GRNO is the growth rate of the NO denitrifiers (0.34 l h
-1
), GRN2O is the growth rate of the 
N2O denitrifiers (0.34 l h
-1
), PH is a ph factor, Ft is a temperature factor, a is 0.4, T is the temperature (°C), and b is in a range 




, NO and N2O denitrifiers. 
 
A 2.3.2.3. Denitrifier growth/death and consumption of soluble carbon  
Eq. A 2.3.2.3.1:  𝑑𝐵𝐼𝑂 𝑑𝑡 g = 𝐺𝑅 ∗ 𝐵𝐼𝑂 𝑡 , 
Eq. A 2.3.2.3.2:  𝑑𝐵𝐼𝑂 𝑑𝑡 d = 𝑀𝑐 ∗ 𝑌𝑐 ∗ 𝐵𝐼𝑂 𝑡 , 
Eq. A 2.3.2.3.3:  𝑑𝐶 𝑑𝑡 =  
𝐺𝑅
𝑌𝑐+𝑀𝑐
 ∗ 𝐵𝐼𝑂 𝑡 , 




), GR is the total growth rate (l h
-1
), BIO(t) is 
the denitrifier biomass at time t (kg C m
-3
), dBIO/dtd is the change in denitrifier biomass due to death (kg C m
-3
), Mc is the 









), and dC/dt is the change in the soluble carbon concentration (kg C m
-3
). 




A 2.3.2.4. Consumption rates of N oxides 
Eq. A 2.3.2.4.1:  𝑑𝑁ox 𝑑𝑡 =  
𝐺𝑅NO x
𝑌NO x
+ 𝑀NO x ∗
𝑁𝑂x
𝑁
 ∗ 𝐵𝐼𝑂 𝑡 , 




), GRNOx is the growth rate of NOx denitrifiers (l h
-1
), 
YNOx is the maximum NOx denitrifier growth rate on soluble carbon (kg C kg
-1
 N), MNOx is the NOx denitrifier maintenance 








, NO and N2O (kg N m
-3
), BIO(t) is the denitrifier 
biomass at time t (kg C m
-3
), and N is undefined. 
 
A 2.3.2.5 Nitrogen assimilation rate 













) and CN is the C/N ratio in denitrifiers. 
 
A 2.3.2.6. NO, N2O and N2 diffusion rates 
Eq. A 2.3.2.6.1:  𝑁𝑂diff =  0.0006 + 0.0013 ∗ 𝐴𝐷 +  0.013 − 0.005 ∗ 𝐴𝐷 ∗ 𝑃𝐴 ∗
 1 − 𝑎𝑛𝑣𝑓 , 
Eq. A 2.3.2.6.2:  𝑁2 𝑂diff =  0.0006 + 0.0013 ∗ 𝐴𝐷 +  0.013 − 0.005 ∗ 𝐴𝐷 ∗ 𝑃𝐴 ∗
 1 − 𝑎𝑛𝑣𝑓 , 
Eq. A 2.3.2.6.3:  𝑁2 diff = 0.017 +   0.025 − 0.0013 ∗ 𝐴𝐷 ∗ 𝑃𝐴 ∗  1 − 𝑎𝑛𝑣𝑓  , 
where neither AD, nor PA, nor anvf are defined. In Li et al (1992a), AD was defined as the adsorption factor depending on 
clay content in the soil (range = 0-2) and PA was defined as the air-filled fraction of the total porosity. The function of anvf 
remains unclear. 
 
A 2.3.3. CH4 production and oxidation 
A 2.3.3.1. CH4 production rate 
Eq. A 2.3.3.1.1:  𝐶𝐻4𝑝 = 𝑎 ∗ 𝐴𝐶 ∗ 𝐹𝑡, 
Eq. A 2.3.3.1.2:  𝐹𝑡 = 𝑏 ∗ 𝑒(0.2424 ∗𝑇), 




), AC is the available carbon concentration (kg C ha
-1
), Ft is the 
temperature factor, and T is the temperature (°C). a and b are not defined. 
 
A 2.3.3.2. CH4 oxidation rate 
Eq. A 2.3.3.2.1:  𝐶𝐻4𝑜 = 𝐶𝐻4 𝑙 ∗ 𝑒
 








), CH4[l] is the CH4 concentration at layer l (kg C ha
-1
), and Eh[l] is the soil 
redox potential at layer l. 
 




A 2.3.3.3. CH4 flux through plant aerenchyma 
Eq. A 2.3.3.3.1:  𝐶𝐻4aere = 0.5 ∗ 𝐶𝐻4 𝑙 ∗ 𝐴𝐸𝑅𝐸 , 
Eq. A 2.3.3.3.2: 𝐴𝐸𝑅𝐸 = 0.0047 ∗ 𝑃𝐺𝐼4 − 0.883 ∗ 𝑃𝐺𝐼3 + 1.9863 ∗ 𝑃𝐺𝐼2 − 0.3795 ∗ 𝑃𝐺𝐼 +
0.0251 − 0.0009 ∗ 𝑃𝐺𝐼5 , 
Eq. A 2.3.3.3.3:  𝑃𝐺𝐼 =
 𝑑𝑎𝑦𝑠  𝑠𝑖𝑛𝑐𝑒  𝑝𝑙𝑎𝑛𝑡𝑖𝑛𝑔  
 𝑠𝑒𝑎𝑠𝑜𝑛  𝑑𝑎𝑦𝑠  
, 




), CH4[l] is the CH4 concentration at layer l (kg C ha
-
1
), AERE is the factor estimating the amount of actual plant aerenchyma, and PGI is the plant growth index. 
 
A 2.3.3.4. CH4 flux through ebullition 
Eq. A 2.3.3.4.1:  𝐶𝐻4(ebollution ) = 0.025 ∗ 𝐶𝐻4 𝑙 ∗ 𝑃𝑂𝑅𝑂 ∗ 𝐹𝑡 ∗  1 −𝐴𝐸𝑅𝐸 , 
Eq. A 2.3.3.4.2: 𝐹𝑡 = −0.1687 ∗  0.1 ∗ 𝑇 𝑙 3 + 1.167 ∗  0.1 ∗ 𝑇 𝑙 2 − 2.0303 ∗
 0.1 ∗ 𝑇 𝑙  + 1.042, 




), CH4[l] is the CH4 concentration at layer l (kg C ha
-1
), 
PORO is the soil porosity, Ft is a temperature factor, AERE is the factor estimating the amount of actual plant aerenchyma, 
and T[l] is the temperature of a layer l (°C). 
 
A 2.3.3.5. CH4 diffusion rate 
Eq. A 2.3.3.5.1:  𝑅𝑑 = 0.01 ∗  𝐶𝐻4 𝑙 − 𝐶𝐻4 𝑙 + 1  ∗ 𝑇 𝑙 ∗ 𝑃𝑂𝑅𝑂, 




), CH4[l] is the CH4 concentration at layer l (kg C ha
-1
), T[l] is the temperature of a 
layer l (°C) and PORO is the soil porosity. 
 
A 2.3.4. NH3 volatilisation 
A 2.3.4.1. NH3 concentration in the liquid phase 
Eq. A 2.3.4.1.1:   𝑁𝐻3 𝑙  =
 𝑁𝐻4
+ ∗ 𝑂𝐻− 
𝐾𝑎
, 
Eq. A 2.3.4.1.2:  𝐾𝑎 =  1.416 + 0.01357 ∗ 𝑇 ∗ 10−5, 




Eq. A 2.3.4.1.4:   𝐻+ = 10−𝑝𝐻 , 
Eq. A 2.3.4.1.5:  𝐾𝑤 = 10 0 .08946 +0.03605 ∗𝑇 ∗10
−15
, 




] is the NH4
+









), Ka is the NH4
+
/NH3 equilibrium constant, Kw is the water dissociation constant, [H
+
] is the proton 
concentration (mol l
-1
), and pH is the soil pH. 
 
A 2.3.4.2. NH3 concentration in the gas phase and flux 
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Eq. A 2.3.4.2.2:  𝐹𝑙𝑢𝑥 𝑁𝐻3 =  𝑁𝐻3  𝑔 ∗ 𝐴𝐹𝑃𝑆 ∗  1 − 𝐶𝐿𝐴𝑌 , 
where NH3(g) is the NH3 concentration in the gas phase (kg N ha
-1
), [NH3(l)] is the volatilised NH3 in a layer l (mol l
-1
), T is the 
temperature (°C), T
0
 is the reference temperature (45 °C), AFPS is the soil air-filled porosity, and CLAY is the clay content. 
 
A 2.3.4.3. NH3 deposit 
Eq. A 2.3.4.3.1:  𝑉𝑔 = 𝑉𝑔𝑚𝑎𝑥 ∗ 𝐹 𝑝𝑙𝑎𝑛𝑡 − 𝑁 ∗ 𝐹 𝑙𝑠𝑚 , 
Eq. A 2.3.4.3.2:  𝐹 𝑝𝑙𝑎𝑛𝑡 − 𝑁 =
𝑃𝑙𝑎𝑛𝑡 N  act  
𝑃𝑙𝑎𝑛𝑡 N  (opt )
, 




Eq. A 2.3.4.3.4:  𝑃𝑙𝑎𝑛𝑡𝑈𝑝𝑁𝐻3 = 𝑉𝑔 ∗ 𝐴𝑖𝑟NH 3 ∗ 𝐿𝐴𝐼 ∗ 0.864, 
Eq. A 2.3.4.3.5:  𝐴𝑖𝑟𝑁𝐻3 =
𝐵𝑎𝑠𝑒 𝑁𝐻 3 +𝐹𝑙𝑢𝑥
 𝑁𝐻3  ∗10
9
𝑉 𝑐𝑎𝑛𝑜𝑝𝑦  ∗𝐿𝐴𝐼  𝐿𝐴𝐼+𝑘2 ∗𝑘3 
, 
Eq. A 2.3.4.3.6:  𝑉 𝑐𝑎𝑛𝑜𝑝𝑦 = 𝐻𝑒𝑖𝑔𝑕𝑡 ∗ 10000, 




), Vgmax is the maximum deposit velocity (0.05 m s
-1
), F(plant-N) is a plant nitrogen 
factor, F(lsm) is a leaf moisture factor, Plant-N(act) is the crop N content (kg N ha
-1
), Plant-N(opt) is the crop optimum N 
content (kg N ha
-1
), lsm(act) is the water content on the leaf surface (cm), lsm(max) is the maximum water content on the 
leaf surface (cm), PlantUpNH3 is the plant NH3 uptake (kg N ha
-1
?), AirNH3 is the NH3 concentration in the canopy atmosphere, 
LAI is the leaf area index, BaseNH3 is the background NH3 concentration (0.06 µg m
-3
), Flux(NH3) is the amount of emitted 




), k2 is a constant coefficient, and k3 is a constant coefficient as well. 
 




A 2.4. The Anaerobic Balloon (Li et al., 2000) 
A 2.4.1. Functions and parameters for the O2 diffusion and volumetric fraction of anaerobic 
microsites (ANVF) 
A 2.4.1.1. Oxygen diffusion coefficient in the soil 
Eq. A 2.4.1.1.1:  𝐷s  L =  
𝑎𝑓𝑝𝑠  L 
3.33
𝑎𝑓𝑝𝑠 max  L 
2 .0
 ∗ 𝐷air , 





afps[L] is the air filled porosity in layer L, and afpsmax is the porosity. 
 
A 2.4.1.2. Oxygen diffusion rate affected by frost 
Eq. A 2.4.1.2.1: 𝐷s  L = 𝐷s  L ∗ 𝐹_𝑓𝑟𝑜𝑠𝑡, 
where Ds[L] is the oxygen diffusion coefficient in a soil layer L, and F_frost is a frost factor (=1.2 when the temperature is 
above 0 °C and =0.8 when the temperature is below 0 °C). 
 
A 2.4.1.3. Oxygen partial pressure 















where d(pO2[L])/dt is the change in the oxygen partial pressure, Ds is the oxygen diffusion coefficient in the soil, pO2 is the 




), afps is the air-filled porosity, 
and t is the time (h). 
 
A 2.4.1.4. Volumetric fraction of anaerobic microsites  
Eq. A 2.4.1.4.1:  𝑎𝑛𝑓𝑣 L = 𝑎 ∗  1 −  𝑏 ∗
𝑝𝑂2[L]
𝑝𝑂2air
  , 






A 2.4.2. Nitrification 
A 2.4.2.1. Relative growth rate of nitrifiers 
Eq. A 2.4.2.1.1:   𝜇g = 𝜇max ∗  
 
 𝐷𝑂𝐶  
1+ 𝐷𝑂𝐶  
 +𝐹m
 1+𝐹m  
 , 
where µg is the relative growth rate of nitrifiers (l d
-1
), µmax is the maximum growth rate for nitrifiers (l d
-1
), [DOC] is the 
concentration of dissolved organic carbon (kg C ha
-1
), and Fm is a moisture factor (see A 2.4.2.1.6.). 
 
A 2.4.2.2. Relative death rate of nitrifiers 
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Eq. A 2.4.2.2.1:  𝜇d =
𝑎max ∗𝐵n
 5+ 𝐷𝑂𝐶   
 1+𝐹m  
, 
where µd is the nitrifier death (l d
-1
), amax is the maximum death rate for nitrifiers (1.44 l d
-1
), Bn is the biomass of nitrifiers 
(kg C ha
-1
), [DOC] is the concentration of dissolved organic carbon (kg C ha
-1
), and Fm is a moisture factor (see A 2.4.2.1.6.).  
 
A 2.4.2.3. Net increase in nitrifiers biomass 
Eq. A 2.4.2.3.1:  𝜇b =  𝜇g ∗ 𝜇d ∗ 𝐵n ∗ 𝐹t ∗ 𝐹m , 
where µb is the change in biomass (l d
-1
), µg is the nitrifier growth (l d
-1
), µd is the nitrifier death (l d
-1
), Bn is the nitrifier 
biomass (kg C ha
-1
), Ft is a temperature factor (see A 2.4.2.1.5.), and Fm is a moisture factor (see A 2.4.2.1.6.). 
 
A 2.4.2.4. Nitrification rate 
Eq. A 2.4.2.4.1:  𝑅n = 𝑅max ∗  𝑁𝐻4 ∗ 𝐵n ∗ 𝑝𝐻, 
where Rn is the nitrification rate (l h
-1
?), Rmax is the maximum nitrification rate (l h
-1
), [NH4] is the concentration of 
ammonium (kg N ha
-1
), Bn is the nitrifier biomass (kg C ha
-1
), and pH is the soil pH. 
 
A 2.4.2.5. Temperature factor 











where T is the temperature (°C). 
 
A 2.4.2.6. Moisture factor 
Eq. A 2.4.2.6.1 (if wfps > 0.5):  𝐹m = 1.01 − 0.21 ∗ 𝑤𝑓𝑝𝑠 , 
Eq. A 2.4.2.6.2 (if wfps < 0.05):  𝐹m = 0, 
where wfps is the water filled pore space (% WFPS). 
 
A 2.4.2.7. NO production from nitrification 
Eq. A 2.4.2.7.1:  𝑁𝑂 = 0.0025 ∗ 𝑅n ∗ 𝐹t, 
where Rn is the nitrification rate (l h
-1
?), and Ft is a temperature factor. 
 
A 2.4.2.8. N2O production from nitrification 
Eq. A 2.4.2.8.1:  𝑁2 𝑂 = 0.0006 ∗ 𝑅n ∗ 𝐹t ∗ 𝑤𝑓𝑝𝑠, 
where Rn is the nitrification rate (l h
-1
?), Ft is a temperature factor, and wfps is the water filled pore space (% WFPS). 
 




A 2.4.3. Denitrification 
A 2.4.3.1. Relative growth rate of N ox denitrifiers 
Eq. A 2.4.3.1.1:  𝜇NO x = 𝜇NO x  max  ∗  
 𝐷𝑂𝐶  
 𝐾𝑐 + 𝐷𝑂𝐶  ∗ 𝑁ox   
 𝐾𝑛 + 𝑁ox   
 , 
where 𝜇NO x  is the relative growth rate of NOx denitrifiers (l h
-1
), 𝜇NO x  max  is the maximum growth rate of NOx 
denitrifiers (l h
-1
), [DOC] is the concentration of soluble carbon (kg C m
-3
), Kc is the half-saturation value of soluble carbon 
(0.017 kg C m
-3
), [Nox] is the concentration for NO3, NO2, NO and N2O (kg N m
-3
), and Kn is the half-saturation value of N 




A 2.4.3.2. relative growth rate of total denitrifiers 
Eq. A 2.4.3.2.1:  𝜇g = 𝐹t  𝜇NO 3 ∗ 𝐹PH 1 + 𝜇NO 2 ∗ 𝐹PH 2 + 𝜇𝑁𝑂 ∗ 𝐹PH 2 + 𝜇N2O ∗ 𝐹PH 3 , 

































where µg is the relative growth rate of denitrifiers (l h
-1
), µx is the relative growth rate of (x = NO3, NO2,  NO and N2O) 
denitrifiers (l h
-1
), F(PH1,PH2,PH3) are pH factors (for each NO3, NO2 and NO, N2O), Ft is a temperature factor, T is the 
temperature (°C), and pH is the soil pH. 
 
A 2.4.3.3. Denitrifier growth rate, death rate, and consumption of soluble carbon  
Eq. A 2.4.3.3.1:  𝑅g = 𝜇g ∗ 𝐵d , 
Eq. A 2.4.3.3.2:  𝑅d = 𝑀c ∗ 𝑌c ∗ 𝐵d , 
Eq. A 2.4.3.3.3:  𝑅C =  
𝜇g
𝑀c +𝑌c
 ∗ 𝐵d , 
where Rg is the denitrifier growth rate, µg is the relative growth rate of denitrifiers (l h
-1
), Bd is the denitrifier biomass (kg C 
m
-3




), Yc is the maximum 
growth rate of denitrifiers on soluble carbon (0.503 kg C kg
-1
 C), and RC is the soluble carbon consumption rate. 
 
A 2.4.3.4. Consumption rate of N oxides 
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Eq. A 2.4.3.4.1:  𝑅NOx =  
𝜇 NOx
 𝑌NOx +𝑀NOx ∗ 𝑁𝑜 x   
 𝑁 
 ∗ 𝐵d , 
where RNOx is the N oxides consumption rate, µNOx is the relative growth rate of NOx (l h
-1
), YNOx is the maximum growth rate 
of denitrifiers on N oxides (kg C kg
-1
 N), MNOx is the maintenance coefficient on N oxides (kg N kg
-1
), [Nox] is the 
concentration for NO3, NO2, NO and N2O (kg N m
-3
), [N] is the concentration of all NOx (kg N m
-3
), and Bd is the denitrifier 




A 2.4.3.5. Nitrogen assimilation rate 




where qN is the nitrogen assimilation rate, Rg is the denitrifier growth rate, and CN is the C/N ration in denitrifiers. 
 
A 2.4.3.6. Gas diffusion factor 






Eq. A 2.4.3.6.2:  𝐹clay = 0.13 − 0.079 ∗ 𝑐𝑙𝑎𝑦 




), afps is the air-filled porosity, 
anvf is the volumetric fraction of anaerobic microsites, Fclay is a clay factor , T is the temperature (°C), and clay is the soil clay 
content. 
 
A 2.4.4. Chemodenitrification 
Eq. A 2.4.4.1:  𝑅chem = 𝑎 ∗ 𝑅n ∗ 𝐹t ∗ 𝐹ph , 
Eq. A 2.4.4.2:  𝐹t = 0.03 ∗ 𝑇 + 0.2, 
Eq. A 2.4.4.3:  𝐹ph = 2236 ∗ 𝑒
 −2.5∗𝑝𝐻 , 




), a is a constant coefficient , Rn is the 




), Ft is the temperature factor, FpH is a pH factor, T is the soil temperature (°C), and pH is the 
soil pH. 




A 2.5. The Crop DNDC (Zhang et al., 2002b) 
A 2.5.1. Day length and solar radiation  
A 2.5.1.1. Day length 





Eq. A 2.5.1.1.2:  𝑆 = sin 𝜙 ∗ sin 𝜔, 
Eq. A 2.5.1.1.3:  𝐶 = cos 𝜙 ∗ cos𝜔, 
where DL is the day length (h), S is a mid variable, φ is the latitude (gradient), ω is the solar declination (gradient), and C is 
undefined. 
 
A 2.5.1.2. Solar declination 
Eq. A 2.5.1.2.1:  𝜔 = − arcsin  sin  
23 .4∗180
𝜋
 ∗ cos 
2𝜋 𝐽𝐷 +10  
365
  , 
where JD is the Julian day. 
 
A 2.5.1.3. Solar radiation derived from sunshine duration 
Eq. A 2.5.1.3.1:  𝑆𝑅d =  
 𝑎 +𝑏 ∗𝑆𝑕 
𝐷𝐿
 ∗ 𝐷𝑆O , 






A 2.5.1.4. Solar radiation derived from temperature 
Eq. A 2.5.1.4.1:  𝑆𝑅d = 𝐷𝑆O ∗ 0.7 ∗  1 − 𝑒𝑥𝑝 −𝐵𝛥𝑇
24   , 




), and ΔT is the daily range of extreme temperatures (°C). 
 
A 2.5.1.5. Extraterrestrial insolation 







  , 
Eq. A 2.5.1.5.2:  𝑆𝐶 = 1370 ∗  1 + 0.033 ∗ cos  
2𝜋∗𝐽𝐷
365
  , 




), DL is the day length (h), S is a mid variable (see A 2.5.1.1.), C is undefined (see A 
2.5.1.1.), and JD is the Julian Day.  
 
A 2.5.1.6. Photosynthetically active radiation 
Eq. A 2.5.1.6.1:  𝐼0 =
0.55∗𝑆𝑅d ∗ sin 𝛽  ∗ 1+0.4∗sin 𝛽 
𝑥
, 
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Eq. A 2.5.1.6.2:  𝑥 = 3600 ∗  𝐷𝐿 ∗  𝑆 + 0.4 ∗ 𝑆2 + 0.2 ∗ 𝐶2 + 12 ∗ 𝐶 ∗  2 + 1.2 ∗ 𝑆𝐿 ∗ 𝜋 ∗
1−𝑆2𝐶20.5, 
Eq. A 2.5.1.6.3:  sin 𝛽 = 𝑆 + 𝐶 ∗ cos  








), sin β is the sine of solar elevation, DL is the day length (h), S is a mid variable (see 
A 2.5.1.1.), C is undefined (see A 2.5.1.1.), and t is the time in a day(h). SL is not defined clearly, but appears to be a stress 
factor in leaf senescence. 
 
A 2.5.2. Temperature 
A 2.5.2.1. Canopy daily temperature 
Eq. A 2.5.2.1.1:  𝑇c max = 𝑇max ∗ 𝑓s ∗  𝑇max  , 
Eq. A 2.5.2.1.2:  𝑇c min = 𝑇min ∗ 𝑓s ∗  𝑇min  , 
Eq. A 2.5.2.1.3 (if T ≥ 0):  𝑓s  𝑇 =  0.4 + 0.0018 ∗  𝑚𝑖𝑛 15, 𝑆𝑛𝑜𝑤 − 15 
2 ∗ 𝑇 + 2 
where Tc is the minimum and maximum canopy temperature (°C), Tmax is the daily air temperature maximum (°C), Tmin is the 
daily air temperature minimum (°C), fs is the effect of snow cover on the canopy temperature (A 2.5.2.2.), T is the actual  
temperature (°C), and Snow is the snow cover (cm water). 
 
A 2.5.2.2. Other canopy temperatures 
Eq. A 2.5.2.2.1:  𝑇cm = 0.5 ∗ 𝑇c  max + 0.5 ∗ 𝑇c min , 
Eq. A 2.5.2.2.2:  𝑇cd = 0.5 ∗ 𝑇cm + 0.5 ∗ 𝑇c max , 
Eq. A 2.5.2.2.3:  𝑇c  𝑡 = 𝑇c min +  𝑇c max −𝑇c min  ∗ sin  𝜋
 𝑡−11 .82 +0.5∗𝐷𝐿 
 𝐷𝐿−0.3 
 , 
Eq. A 2.5.2.2.4:  𝑇c  𝑡 = 𝑇c min +  𝑇
′ − 𝑇c min  ∗ 𝑒𝑥𝑝  2𝜋
 𝑡−11 .82 +0.5∗𝐷𝐿 
 24−𝐷𝐿 
 , 
where Tcm is the canopy daily mean temperature (°C), Tcd is the canopy daytime mean temperature (°C), Tc(t) is the canopy 
hourly temperature (°C), Tc max is the daily canopy temperature maximum (°C), Tc min is the daily canopy temperature 
minimum (°C), T’ is the temperature at sunset (°C), t is the time in a day (h), and DL is the day length (h). While eq. A 
2.5.2.2.3 is for the daytime calculation, eq. A 2.5.2.2.4 is used for the night time calculation. 
 
A 2.5.2.3. Soil temperatures 
Eq. A 2.5.2.3.1:  𝑇sl = 𝑇am + 𝑒𝑥𝑝  
−2
𝐷𝐷
 ∗  𝐷𝑇 + 0.5 ∗ 𝑇aa ∗ cos  2𝜋
 𝐽𝐷 −𝐽𝐷 0 
365 −2
𝐷𝐷
  , 
Eq. A 2.5.2.3.2:  𝐷𝑇 =  0.2 ∗ 𝑇k
5
𝑘=1 −  𝑇am + 0.2 ∗ 𝑇aa ∗ cos  2𝜋
 𝐽𝐷 −𝐻 
365
  , 
Eq. A 2.5.2.3.3:  𝑇k =  𝑇cm +  𝑇c max − 𝑇c min  ∗  0.03𝑆𝑅d  
0.5 + 𝛼 ∗ 𝑇k+1 ∗  1 −𝛼 , 




where Tsl is the daily mean temperature of soil layers (°C), DT is the surface temperature adjustment factor, Tk is the 
estimated soil surface temperature (°C), Tam is the mean of the annual temperature (°C), DD is the damping depth (see A 
2.5.2.4.), Taa is the is the amplitude of the annual temperature (°C), JD is the Julian day, H is the thickness of the soil layers 
(cm), Tcm is the canopy daily mean temperature (°C), Tc max is the daily canopy temperature maximum (°C), Tc min is the daily 




), and α is the albedo of the field.  
 
A 2.5.2.4. Damping depth 
Eq. A 2.5.2.4.1:  𝐷𝐷 = 𝑥1 ∗ 𝑒𝑥𝑝  ln  
50
𝑥1
 ∗   1 − 𝑥2  1 + 𝑥2  
2
 , 
Eq. A 2.5.2.4.2:  𝑥1 =
100 +250 ∗𝐵𝐷
 𝐵𝐷+𝑒𝑥𝑝  5.63−5.63∗𝐵𝐷  
, 
Eq. A 2.5.2.4.3:  𝑥2 =
𝑆𝑊l
 3 .65−1.44∗𝐵𝐷l  
, 
where DD is the damping depth, BD is the average bulk density (g cm
-3
), BDl is the bulk density of soil layer l (g cm
-3
), and 






A 2.5.3. Water 
A 2.5.3.1. Daily maximum snow melt 
Eq. A 2.5.3.1.1:  𝑆𝑀max = 0.07 ∗ 𝑇cm , 
where Tcm is the canopy daily mean temperature (°C). 
 
A 2.5.3.2. Daily maximum crop interception 
Eq. A 2.5.3.2.1:  𝑃𝐼max = 0.02 ∗ 𝐿𝐴𝐼, 






A 2.5.3.3. Daily surface runoff (if W ≥ 0.2*s, otherwise =0) 
Eq. A 2.5.3.3.1:  𝑅𝑢𝑛𝑜𝑓𝑓 =  
 𝑊−0.2∗𝑠 2
 𝑊+0.8∗𝑠 
 ∗ 0.1, 
Eq. A 2.5.3.3.2:  𝑠 =  
 100 −𝑐𝑛 
𝑐𝑛
 ∗ 254, 
where W is the water input at the surface (cm), s is the retention factor, and cn is the SCS curve number for surface runoff. 
 
A 2.5.3.4. Daily gravitational distribution from layer l to l+1  
Eq. A 2.5.3.4.1:  𝐷𝑟𝑎𝑖𝑛 = 𝑆𝑊con ∗  𝑆𝑊l − 𝐹𝐶l ∗ 𝐻l , 









 soil), and Hl is the thickness of layer l (cm). 
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A 2.5.3.5. Daily matric redistribution rate from layer l to l+1 
Eq. A 2.5.3.5.1:  𝐷𝑖𝑓𝑓 =  
 𝐷w − 𝜃l −𝜃l −1   
 𝐻l +𝐻l  
 ∗ 0.5 ∗ 𝐻l , 
Eq. A 2.5.3.5.2:  𝐷w = 0.88 ∗ 𝑒𝑥𝑝 35.4 ∗ 0.5 ∗  𝜃l + 𝜃l−1   
Eq. A 2.5.3.5.3:  𝜃l = 𝑆𝑊l − 𝐿𝐿 l, 




 soil), Hl is the 











A 2.5.3.6. Potential evapotranspiration  
Eq. A 2.5.3.6.1 (if Tc max < 5):  𝐸𝑇p = 0.01 ∗ 𝐸EQ ∗ 𝑒𝑥𝑝 0.18 ∗  𝑇c max + 20  , 
Eq. A 2.5.3.6.2 (if 5 ≤ Tc max < 24):  𝐸𝑇p = 1.1 ∗ 𝐸EQ , 
Eq. A 2.5.3.6.3 (if Tc max ≥ 24):  𝐸𝑇p = 𝐸EQ ∗  1 − 0.43 ∗ 𝐿𝐴𝐼 , 
Eq. A 2.5.3.6.4:  𝐸EQ = 0.0001 ∗ 𝑆𝑅d ∗  4.88 − 4.37 ∗ 𝛼 ∗  𝑇cd + 29 , 
Eq. A 2.5.3.6.5 (if Snow > 0.5):  𝛼 = 0.6, 
Eq. A 2.5.3.6.6 (no crop):  𝛼 = 𝛼0, 




Eq. A 2.5.3.7.8 (others):  𝛼 = 0.23 −  0.23 − 𝛼0 ∗ 𝑒𝑥𝑝 −0.75 ∗ 𝐿𝐴𝐼 , 
where EEQ is the equilibrium evapotranspiration (cm), α is the albedo of the field, Tc max is the daily canopy temperature 




 land), SRd is the solar radiation, Tcd is the canopy daytime mean 
temperature (°C), and α0 is the albedo of bare soil. 
 
A 2.5.3.7. Actual soil evaporation 
Eq. A 2.5.3.7.1:  𝐸a = 𝐸p ∗ 𝑓D,E , 
Eq. A 2.5.3.7.2 (if LAI ≥ 1):  𝐸p =  
𝐸𝑇p
1.1∗𝑒𝑥𝑝  −0.4∗𝐿𝐴𝐼 
 , 
Eq. A 2.5.3.7.3 (if LAI < 1):  𝐸p = 𝐸𝑇p ∗  1 − 0.43 ∗ 𝐿𝐴𝐼 , 
Eq. A 2.5.3.7.4:  𝑓D,E =  
  𝑆𝑊 l−𝐿𝐿 l 
ne
l=0




where Ep is the potential evaporation (cm), fD,E is the effect of soil moisture on evaporation, ETp is the potential 


















 soil), Hl is the thickness of layer l (cm), and Zne is the depth of the top soil affecting evaporation (20 cm). 
 
A 2.5.3.8. Actual transpiration 




Eq. A 2.5.3.8.1:  𝑇a = 𝑚𝑖𝑛 𝑇p ,  𝑊 𝑢𝑝l
n
l =0  , 
Eq. A 2.5.3.8.2:  𝑇p = 𝐸𝑇p − 𝐸p , 
Eq. A 2.5.3.8.3:  𝑊 𝑢𝑝l =  
𝑅0∗𝑅𝑙𝑑 l
 0.2+𝑅𝑙𝑑 l  ∗𝑓w 1,l ∗𝐻l
 , 
Eq. A 2.5.3.8.4:  𝑓w1 ,l = sin  
 𝑆𝑊 l−𝐿𝐿 l 
1.25 𝜋∗ 𝐹𝐶 l−𝐿𝐿 l 
2
 , 
where Tp is the potential transpiration (cm), W upl is the crop water uptake in layer l (cm), fw1,l is the effect of soil moisture 
on crop water uptake, ETp is the potential evapotranspiration (cm), Ep is the potential evaporation (cm), R0 is the root water 
uptake coefficient (0.003 cm water cm
-1
 root), Rldl is the root length density in layer l (see A 2.5.6.2.) (cm root cm
-3
 soil), Hl 















A 2.5.3.9. Crop water stress factor 




where Ta is the actual transpiration (cm), and Tp is the potential transpiration (cm). 
 
A 2.5.4. Photosynthesis 
A 2.5.4.1. Daily gross photosynthesis 
Eq. A 2.5.4.1.1:  𝑃0 =  
0.1∗30
44∗𝑚𝑖𝑛  𝑤𝑠 ,𝑛𝑠 




i=l ∗ 𝐿𝐴𝐼 ∗ 𝐷𝐿 ∗ 𝑤2j ∗ 𝑤2i , 
where ws is the water stress factor, ns is the nitrogen stress factor (see A 2.5.7.5.), fCO2 is the effect of the CO2 









 land), DL is the day length (h), w2j are  Gaussian integration weighting factors 
(1/3.6, 1.6/2.3, 1/3.6 for w21, w22 and w23, respectively), and w2j are Gaussian integration weighting factors (1/3.6, 1.6/2.3, 
1/3.6 for w21, w22 and w23, respectively). 
 
A 2.5.4.2. Effects of the CO2 concentration on the photosynthesis 




where µ is a crop parameter for CO2 effects on photosynthesis (0.4 and 0.8 for C4 and C3 plants, respectively), and CO2 is 
the atmospheric CO2 concentration (ppm). 
 
A 2.5.4.3. Three canopy layers for Gaussian integration 
Eq. A 2.5.4.1.3:  𝐿 i = 𝐿𝐴𝐼 . 𝑤i ,       (i = 1, 2, 3) 









 for w11, w12 and w13, respectively). 
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A 2.5.4.4. Three points of time for Gaussian integration  
Eq. A 2.5.4.1.4:  𝑡j = 12 + 0.5 ∗ 𝐷𝐿 . 𝑤j ,      (j = 1, 2, 3) 




 for w11, w12 and 
w13, respectively). 
 
A 2.5.4.5. Gross photosynthesis rate at layer Li and time tj 
Eq. A 2.5.4.1.5:  𝑃 𝐿 i , 𝑡j = 𝐹SL ∗ 𝑃SL +  1 −𝐹SL  ∗ 𝑃SH , 











A 2.5.4.6. Fraction of sunlit leaf area 
Eq. A 2.5.4.6.1:  𝐹SL = 𝑒𝑥𝑝 −𝐾BL ∗ 𝐿 i , 







A 2.5.4.7. Photosynthesis rate of sunlit leaves 
Eq. A 2.5.4.7.1:  𝑃SH = 𝐴𝑚 ∗  1 − 𝑒𝑥𝑝  
𝐼SH ∗𝐸
𝐴𝑚
  , 




), ISH is the light absorbed by shaded 














A 2.5.4.8. Photosynthesis rate of shaded leaves 
Eq. 2.5.4.8.1:  𝑃SL = 𝐴𝑚 ∗  1 −  𝐴𝑚 − 𝑃SH  ∗  





  , 




), PSH is the photosynthesis rate of sunlit 








), and E is the 










A 2.5.4.9. Photosynthesis at light saturation 
Eq. A 2.5.4.9.1:  𝐴𝑚 = 𝐴max 0 ∗ 𝑓TP , 




,  input)., and fTP 
is the effect of temperature on photosynthesis at light saturation. 
 
A 2.5.4.10. Light which is perpendicular to the leaf surface  
Eq. 2.5.4.10.1:  𝐼PDR =  
𝐼DR 0
sin 𝛽
 ∗  1 − 𝜎 , 








), β  is the elevation angle of the sun, and σ  is a 
scatter coefficient (0.2). 
 
A 2.5.4.11. Light absorbed by shaded leaves 
Eq. A 2.5.4.11.1:  𝐼SH = 𝐼DF +  𝐼DR − 𝐼′DR  , 








), and I’DR is the direct 






A 2.5.4.12. Diffuse light 
Eq. A 2.5.4.12.1:  𝐼DF =  1 −𝛼𝑕  ∗ 𝐼DF 0 ∗ 𝐾DF ∗ 𝑒𝑥𝑝 −𝐾DF ∗ 𝐿i , 
where αh is the reflectivity of horizontally distributed canopy (see A 2.5.4.15.), IDF0 is the diffuse light above the canopy (see 











A 2.5.4.13. Direct light 
Eq. A 2.5.4.13.1:  𝐼DR =  1 − 𝛼s ∗ 𝐼DR 0 ∗ 𝐾DR ∗ 𝑒𝑥𝑝 −𝐾DR ∗ 𝐿i , 












A 2.5.4.14. Direct component of the direct light after canopy scattering 
Eq. A 2.5.4.14.1:  𝐼′DR =  1 − 𝜎 ∗ 𝐼DR 0 ∗ 𝐾BL ∗ 𝑒𝑥𝑝 −𝐾BL ∗ 𝐿 i , 




), KBL is the extinction 






A 2.5.4.15. Reflectivity of horizontally distributed canopy 




where σ is a scatter coefficient. 
 
A 2.5.4.16. Reflectivity of spherically distributed canopy 




where αh is the reflectivity of horizontally distributed canopy, and sin β sine of solar elevation. 
 
A 2.5.4.17. Extinction coefficient of assumed black body leaves 
University  Hohenheim, Dissertation - R. Kröbel 
292 
 
Eq. 2.5.4.17.1:  𝐾BL =  
0 .5𝐾DF
0.8∗sin 𝛽∗ 1−𝜎 0.5
 , 
where KDF is the extinction coefficient of diffuse light, sin β is the sine of solar elevation, and σ is a scatter coefficient. 
 
A 2.5.4.18. Extinction coefficient of direct light 
Eq. A 2.5.4.18.1:  𝐾DR = 𝐾BL ∗  1 −𝜎 
0.5, 
where KBL is the extinction coefficient of assumed black body leaves, and σ is a scatter coefficient. 
 
A 2.5.4.19. Direct light above the canopy 
Eq. A 2.5.4.19.1:  𝐼DR 0 = 𝐼0 − 𝐼DF 0, 




), and IDF0 is the diffuse light above the 






A 2.5.4.20. Diffuse light above the canopy 
Eq. A 2.5.4.20.1:  𝐼DF 0 = 𝐼0 ∗ 𝐹DF , 




), and FDF is a fraction of diffuse light (see 
A 2.5.4.21.).  
 
A 2.5.4.21. Fraction of diffuse light above canopy 
Eq. A 2.5.4.21.1 (if Cat ≤ 0.22):  𝐹DF = 1, 
Eq. A 2.5.4.21.2 (if 0.22 < Cat ≤ 0.35):  𝐹DF = 1 − 6.4 ∗  𝐶at − 0.22 
2 , 
Eq. A 2.5.4.21.3 (if 0.35 < Cat ≤ x3):  𝐹DF = 1.47 − 1.66 ∗ 𝐶at , 
Eq. A 2.5.4.21.4 (if Cat > x3):  𝐹DF = 𝑥4, 
Eq. A 2.5.4.21.5:  𝑥4 = 0.874 − 1.61 ∗ sin 𝛽 + 1.04 ∗ sin
2 𝛽, 
Eq. A 2.5.4.21.6:  𝑥3 =  
 1−𝑥4  
1.66
 , 
Eq. A 2.5.4.21.7:  𝐶at = 𝐼0 ∗  0.5 ∗ 𝑆𝐶 ∗ sin 𝛽 , 
where Cat is a atmospheric transmission coefficient, sin β is the sine of solar elevation, I0 is the photosynthetic active 




), and SC is the solar constant. 
 
A 2.5.5. Respiration 
A 2.5.5.1. Maintenance respiration 
Eq. A 2.5.5.1.1:  𝑅mk = 𝑅mo ,k ∗ 𝑄10
 
 𝑇cm −25 
10
 
∗ 𝐵𝑀k , 




where Rmo,k is the maintenance coefficient of crop organ k (g m
-2
), Q10 is the crop maintenance respiration coefficient (2.0), 




A 2.5.5.2. Growth respiration 
Eq. A 2.5.5.2.1:  𝑅g =  𝑃0 −  𝑅mk
4




where P0 is the daily gross photosynthesis (g m
-2
), Rmk is the maintenance respiration (g m
-2
), and Rg0 is the average growth 




A 2.5.6. Rooting 
A 2.5.6.1. Daily increase of root front depth  
Eq. A 2.5.6.1.1:  Δ𝐷root = 0.2 ∗ 𝐷𝑡𝑡 ∗ 𝑚𝑖𝑛 𝑅𝑇S , 𝑅𝑇A  , 
Eq. A 2.5.6.1.2:  𝑅𝑇S =  
1.6+0.4∗𝑠𝑎𝑛𝑑 l −𝐵𝐷l
0.5−0.1∗𝑠𝑎𝑛𝑑 l











where RTS is the soil strength limiting factor, RTA is the soil aeration limiting factor, Dtt is the daily thermal time (°C d), sandl 
is the fraction of sand in layer l, BDl is the average bulk density of layer l  (g cm
-3














 soil), CPWET is a crop parameter that represents the sensitivity to wetting conditions (0.5 for 






A 2.5.6.2. Daily increase of root length density in layer l  
Eq. A 2.5.6.2.1:  Δ𝑅𝑙𝑑l =  





 − 𝑅𝑙𝑑l ∗ 𝐹RS  l , 









∗ 𝑚𝑖𝑛 𝑅𝑇S , 𝑅𝑇A ,𝑅𝑇T , 𝑅𝑇N  , 
Eq. A 2.5.6.2.4:  𝐹RS  l = 0.01 ∗  2 −𝑚𝑖𝑛 𝑅𝑇S , 𝑅𝑇A , 𝑅𝑇T , 𝑅𝑇N   . 
Eq. A 2.5.6.2.5:  𝑅𝑇T = cos  𝜋 ∗  
 𝑇S −20  
40
  , 
Eq. A 2.5.6.2.6:  𝑅𝑇N = 1 − 1.17 ∗ 𝑒𝑥𝑝  −0.15 ∗  𝑁𝑂3p  l + 𝑁𝐻4p  l  , 
where R is the average root specific length (cm g
-1
), Asm is the daily crop assimilation rate (g m
-2
), F is the fraction of 
assimilate partitioned to above ground organs, Hl is the thickness of soil layer l (cm), 𝑓ROOT l  is the distribution factor for 
new root growth in the soil profile (layer l), Rldl is the root length density in layer l (cm root cm
-3
 soil), FRS l is the fraction of 
root senescence in layer l, BMROOT is the biomass of the roots  (g m
-2
), Zt is the depth of layer l (cm), CPROOT is a crop 
parameter for root distribution (2 for wheat and rice, 3 for corn), RTS and RTA are limiting factors, RTT is the soil 
temperature limiting factor, RTN is the soil nitrogen limiting factor, TS is the soil daily temperature (°C), NO3p l is the nitrate 
concentration in the soil in layer l (ppm), and NH4p l is the ammonium concentration in the soil in layer l (ppm). 




A 2.5.7. Crop nitrogen 
A 2.5.7.1. Daily nitrogen demand 
Eq. 2.5.7.1.1:  𝑁dem = 𝑁dem ,d + 𝑁dem ,g , 
where Ndem, d is the nitrogen deficiency demand (see A 2.5.7.2.)  (g m
-2





A 2.5.7.2. Nitrogen deficiency demand 
Eq. A 2.5.7.2.1:  𝑁dem ,d = 𝐵𝑀ROOT ∗  𝑁R0 − 𝑁R +  𝐵𝑀LEAF + 𝐵𝑀STEM  ∗  𝑁S0 − 𝑁S  , 
where BMROOT is the root biomass (g m
-2
), NR0 is the critical nitrogen concentration in the roots (g g
-1
), NR is the current 
nitrogen concentration in the roots (g g
-1
), BMLEAF is the leave biomass (g m
-2
), BMSTEM is the crop stem biomass (g m
-2
), NS0 
is the critical nitrogen concentration in the crop shoots (g g
-1





A 2.5.7.3. Nitrogen growth demand 
Eq. A 2.5.7.3.1:  𝑁dem ,g = 𝐴𝑠𝑚 𝐹 ∗ 𝑁S 0 +  1 − 𝐹 ∗ 𝑁R0  , 
where Asm is the daily crop assimilation rate (g m
-2
), F is the fraction of assimilate partitioned to above ground organs, NS0 
is the critical nitrogen concentration in the crop shoots (g g
-1





A 2.5.7.4. Uptake capacity 
Eq. A 2.5.7.4.1:  𝑁𝑢𝑝 = 0.06 ∗  𝑓w2,l ∗ 𝑅𝑙𝑑l ∗  𝑓NO 3l + 𝑓NH 4l ∗ 𝐻l , 
Eq. A 2.5.7.4.2:  𝑓w2 ,l = 1 −  
 𝑆𝑊l −𝐿𝐿l  
 𝐹𝐶l −𝐿𝐿l  
∗ 0.5 , 
Eq. A 2.5.7.4.3:  𝑓NO 3l = 1 − 𝑒𝑥𝑝 −0.0275 ∗ 𝑁𝑂3p  l , 
Eq. A 2.5.7.4.4:  𝑓NH 4l = 1 − 𝑒𝑥𝑝 −0.0275 ∗ 𝑁𝐻4p  l , 
where fw2,l is the effect of the soil moisture, fNO3l is the effect of the nitrate concentration, fNH4l is the effect of the 
ammonium concentration, Rldl is the root length density in the layer l  (cm root cm
-3
 soil), Hl is the thickness of soil layer l 













 soil), NO3p l is the nitrate concentration in the 
soil in layer l (ppm), and NH4p l is the ammonium concentration in the soil in layer l  (ppm). 
 
A 2.5.7.5. Nitrogen stress factor 
Eq. A 2.5.7.5.1:  𝑛𝑠 = 1 −  
 𝑁S −𝑁S 0  
 𝑁S 0−𝑁S  min  
 , 
where NS is the current nitrogen concentration in the crop shoots (g g
-1
), NS0 is the critical nitrogen concentration in the 
crop shoots (g g
-1








A 2.5.7.6. Movable nitrogen in shoot and root 
Eq. A 2.5.7.6.1:  𝑁pool =  𝐵𝑀ROOT ∗  𝑁R − 𝑁R  min  +  𝐵𝑀LEAF + 𝐵𝑀STEM  ∗  𝑁S −
𝑁S min∗0.15+0.5∗𝑛𝑠, 
where BMROOT is the root biomass (g m
-2
), NR is the current nitrogen concentration in the roots (g g
-1
), NR min is the minimum 
nitrogen concentration in the roots (g g
-1
), BMLEAF is the leave biomass (g m
-2
), BMSTEM is the crop stem biomass (g m
-2
), NS is 
the current nitrogen concentration in the crop shoots (g g
-1
), NS min is the minimum nitrogen concentration in the crop 
shoots (g g
-1
) and ns is the nitrogen stress factor. 
 
2.5.8. Decomposition and methane emissions 
2.5.8.1. Decomposition rate of a carbon pool 
Eq. A 2.5.8.1.1:  Δ𝐶i = 𝜇clay ∗ 𝜇CN ∗ 𝜇T ∗ 𝜇W ∗ 𝜇Til ∗ 𝐾Ci ∗ 𝐶i , 
Eq. A 2.5.8.1.2:  𝜇T = 0.2161 + 0.093 ∗ 𝑇S − 0.0014 ∗ 𝑇S
2, 
Eq. A 2.5.8.1.3:  𝜇W = −1.7827 ∗ 𝑊𝑓𝑝𝑠 ,𝑙
2 + 2.3824 ∗ 𝑊𝑓𝑝𝑠 ,𝑙 − 0.222, 
Eq. A 2.5.8.1.4:  𝜇clay = log  
0.14
𝑐𝑙𝑎𝑦 l
 + 1 
where µclay is the effect of the clay adsorption, µCN is the reduction factor of the C/N ratio on the decomposition,  µT is the 
effect of the temperature, µW is the effect of the soil moisture, µTil is the reduction factor of tillage on the decomposition, 
KCi is the specific decomposition rate of the carbon pool I (d
-1
), Ci is the carbon pool i in layer (kg C ha
-1
), TS is the soil daily 
temperature (°C), Wfps, l is the soil moisture of a layer l, and clayl is the clay content of layer l. 
 
A 2.5.8.2. Daily increase of redox potential 
Eq. A 2.5.8.2.1 (if flooded):  Δ𝐶𝑕l = 100 ∗  0.5 ∗ 𝐴𝑒𝑟𝑒 − 0.5 , 
Eq. A 2.5.8.2.2 (if not flooded):  Δ𝐶𝑕l = 100 ∗  0.5 ∗ 𝐴𝑒𝑟𝑒 + 100 ∗  1 −𝑊fps ,l  , 








A 2.5.8.3. Daily methane emissions to the atmosphere 
Eq. 2.5.8.3.1:  𝐶𝐻4E = 𝐶𝐻4P − 𝐶𝐻4O , 
Eq. 2.5.8.3.2:  𝐶𝐻4O = 𝐶𝐻4P ∗ (0.5 + 0.5 ∗ 𝐴𝑒𝑟𝑒), 
Eq. 2.5.8.3.3:  𝐶𝐻4P = 0.47 ∗ 𝐶CH 4 ∗ 𝑓TM ∗ 𝑓Eh ∗ 𝑓pHM , 
Eq. 2.5.8.3.4:  𝐶CH 4 =   𝐶Sl + 𝐹RSl ∗ 𝐹ROOTl ∗ 𝐵𝑀ROOT ∗ 4 
n
l=0  
Eq. 2.5.8.3.5:  𝑓TM = 𝑒𝑥𝑝  
0.33∗ 𝑇S −23  
1+𝑒𝑥𝑝  0.33∗ 𝑇S −23   
 , 
Eq. 2.5.8.3.6 (if Eh ≤ -200):  𝑓Eh = 1, else = 0, 
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Eq. 2.5.8.3.7:  𝑓pHM =  
 𝑝𝐻−5.5 ∗ 𝑝𝐻−9.0 
 𝑝𝐻 −5.5 ∗ 𝑝𝐻−9.0 − 𝑝𝐻−7.5 2
 , 
where CH4P is the daily methane production (kg C ha
-1
), CH4O is the daily methane oxidation (kg C ha
-1
), CCH4 is the carbon 
pool for methane production (kg C ha
-1
), fTM is the effect of temperature on the methane production, fEh is the effect of the 
redox potential on the methane production, fpHM is the effect of the soil pH on the methane production, Aere is the 
aerenchyma factor, CSl is the soluble carbon in the layer l  (kg C ha
-1
), FRSL is the fraction of root senescence in the layer l, 
FROOTl is the fraction of the total root system (biomass or length) in the layer l, BMROOT is the root biomass (g m
-2
), TS is the 
soil daily temperature (°C), and pH is the soil pH. 
 
2.5.9. Soil nitrogen 
2.5.9.1. Ammonium adsorption 
Eq. 2.5.9.1.1:  𝐹NH 4 =  
0.41−0.47∗log  𝑁𝐻4  ∗𝑐𝑙𝑎𝑦
𝑐𝑙𝑎𝑦 max
 , 
where NH4 is the amount of NH4 in the soil (ppm), clay is the clay fraction of the soil, and claymax is the maximum clay 
fraction (0.63). 
 
2.5.9.2. Equilibrium of ammonium and ammonia 
Eq. 2.5.9.2.1:  log 𝐾NH 4 − log 𝐾H2O = log  
𝑁𝐻4m
𝑁𝐻3m
 + 𝑝𝐻, 
where KNH4 is the dissociation constant for the NH4
+





equilibrium, NH4m is the ammonium concentration in the liquid phase (mol l
-1
), NH3m is the ammonia concentration in the 
liquid phase (mol l
-1
), and pH is the soil pH. 
 
2.5.9.3. Ammonia volatilisation 






where NH3 is the amount of ammonia in the soil (kg N ha
-1
), DNO3,N is undefined , and t is the time in a day (24h).  
 
2.5.9.4. Nitrification rate 
Eq. 2.5.9.4.1:  𝑁𝑂3 ,N = 𝑁𝐻4 ∗  1 − 𝑒𝑥𝑝 −𝐾35 ∗ 𝑓T,N  ∗ 𝑓W ,N ∗ 𝑓pH ,N, 
Eq. 2.5.9.4.2:  𝑓T,N = −0.0272 ∗  0.1 ∗ 𝑇S  
4 + 0.1566 ∗  0.1 ∗ 𝑇S 
3 − 0.2234 ∗  0.1 ∗ 𝑇S 
2 +
0.03094 ∗ 𝑇S − 0.0233, 
Eq. 2.5.9.4.3:    𝑓W ,N = −12.904 ∗ 𝑊fps
4 + 0.1566 ∗ 𝑊fps
3 − 0.2234 ∗ 𝑊fps
2 +
0.9975𝑊𝑓𝑝𝑠 − 0.0243, 
Eq. 2.5.9.4.4:  𝑓pH ,N = −0.0604 ∗ 𝑝𝐻
2 + 0.7347 ∗ 𝑝𝐻 − 1.2314, 
where fT,N is the effect of temperature on the nitrification, fW,N is the effect of the soil moisture on the nitrification, fpH,N is 
the effect of the pH on the nitrification, NH4 is the amount of NH4 in the soil (ppm), K35 is the nitrification rate at 35 °C, TS is 
the soil daily temperature (°C), Wfps is the soil moisture, and pH is the soil pH. 
 




A 2.5.9.5. Solute movement 
Eq. 2.5.9.5.1:  𝐽s = −𝑆𝑊l ∗ 𝐷S ∗ 𝐺S + 𝐽w ∗ 𝑆𝐶, 
Eq. 2.5.9.5.2:  𝐷S = 0.6 + 2.93 ∗ 𝑣
1.11, 














 soil), GS is the 






), Jw is the water flux (cm water d
-1
), SC is the solute 








A 2.5.9.6. Denitrifier growth rate 
Eq. A 2.5.9.6.1:   𝑑𝐵 𝑑𝑡  𝑔 = 𝑈DN ∗ 𝐵 𝑡 , 
Eq. A 2.5.9.6.2:   𝑈DN = 𝜇T,DN ∗  𝑈NO 3 ∗ 𝜇pH ,NO 3 + 𝑈NO 2 ∗ 𝜇pH ,NO 2 + 𝑈N2O ∗ 𝜇pH ,N2O , 
Eq. A 2.5.9.6.3:  𝑈NxOy =
𝑈NxOy ,m ∗𝐶s
 𝐾c ,1/2+𝐶s ∗𝑁𝑥𝑂𝑦
 𝐾NxOy ,1/2+𝑁𝑥𝑂𝑦 
, 






Eq. A 2.5.9.6.3:  𝜇pH ,NO 3 = 0.313 ∗  𝑝𝐻 − 3.18 , 
Eq. A 2.5.9.6.4:  𝜇pH ,NO 2 = 1.0, 
Eq. A 2.5.9.6.5:  μpH ,NO 2 = 0.384 ∗  𝑝𝐻 − 4.4 , (probably Zhang et al., 2002b, meant µpH, 
N2O=) 
where UDN is the relative denitrifier growth rate, UNxOy is the maximum denitrifier growth rate, µT,DN is the temperature 
reduction factor, µpH, NO3, µpH, NO2, µpH, N2O are pH reduction factors, , B(t) is the denitrifier biomass at a time t (kg C ha
-1
), UNO3, 
UNO2, UN2O are the relative growth rates of the different denitrifiers (NO3, NO2, N2O), UNxOy, m is the maximum growth rate of 
NxOy denitrifiers, Cs is the soluble carbon, KC, ½ is the half-saturation value of soluble carbon (0.017 kg C m
-3





 or N2O in the soil water (kg N ha
-1
),  KNxOy, ½ is the half-saturation value of NxOy (0.083 kg N m
-3
), 
TS is the soil daily temperature (°C), and pH is the soil pH. 
 
A 2.5.9.7. Denitrifier death rate 
Eq. A 2.5.9.7.1:   𝑑𝐵 𝑑𝑡  d = 𝑀c ∗ 𝑌c ∗ 𝐵 𝑡 , 




), Yc is the maximum growth yield on carbon  (kg C kg
-1
 C),  




A 2.5.9.8. CO2 production 
Eq. A 2.5.9.8.1:  𝐶𝑂2 ,DN = 𝐶CON −  𝑑𝐵 𝑑𝑡  𝑔 , 
Eq. A 2.5.9.8.2:  𝐶CON =  
𝑈DN
𝑌c +𝑀c
 ∗ 𝐵 𝑡 , 
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where CCON is the consumption of soluble carbon (kg C ha
-1





UDN is the relative growth rate of denitrifiers, Yc is the maximum growth yield on carbon (kg C kg
-1
 C), Mc is the maintenance 








A 2.5.9.9. Nitrate, nitrite, and nitrous oxide consumption  




 ∗ 𝐵 𝑡 ∗ 𝜇pH ,NxOy ∗ 𝜇T,DN , 
where UNxOy is the maximum denitrifier growth rate, YNxOy is the maximum growth yield on NxOy (kg C kg
-1
 N), MNxOy is the 








 or N2O in the soil water (kg N ha
-1
), 
B(t) is the denitrifier biomass at a time t (kg C ha
-1
), µpH, NxOy are the pH reduction factors, and µT,DN is the temperature 
reduction factor. 
 
A 2.5.9.10. Nitrogen assimilation rate 
Eq. A 2.5.9.10.1:   𝑑𝑁 𝑑𝑡  𝑎𝑠𝑚 =
 𝑑𝐵 𝑑𝑡  g ,l
𝐶𝑁𝑅DN
, 




), and CNRDN is the C/N ratio of the denitrifiers (3.45). 
 
A 2.5.9.11. Production of N2O and NO during nitrification 
Eq. A 2.5.9.11.1:  𝑁2𝑂N = 0.0006 ∗ 𝑁𝑂3 ,N ∗ 𝑊fps ∗ 2.72
34.6−9615
 𝑇S +273.15 , 
Eq. A 2.5.9.11.2:  𝑁𝑂N = 0.0025 ∗ 𝑁𝑂3 ,N ∗ 2.72
34 .6−9615
 𝑇S +273 .15 , 
where NO3, N is the NH4
+






), Wfps is the soil moisture, and TS is the soil daily temperature (°C). 
 
A 2.5.9.12. Emissions of N2O, NO and N2 













where fclay is the effect of clay adsorption on nitrogen gas emissions, Wfps is the soil moisture, and TS is the soil daily 
temperature (°C). 




A 2.6. Extension of the anaerobic balloon (Li et al., 2004) 
A 2.6.1. Nernst Equation 
Eq. 2.6.1.1:  𝐸𝑕 = 𝐸0 +
𝑅∗𝑇
𝑛∗𝐹
∗ ln  
 𝑜𝑥𝑖𝑑𝑎𝑛𝑡  
 𝑟𝑒𝑑𝑢𝑐𝑡𝑎𝑛𝑡  
 , 
where Eh is the redox potential of the oxidation-reduction system (V), E0 is a standard electromotive force (V), R is the gas 




), T is the absolute temperature (273 + t, °C), n is the transferred electron number, F is the Faraday 
constant (96,485 C mol
-1
), [oxidant] is the concentration of the dominant oxidant in the system (mol l
-1
), and [reductant] is 




A 2.6.2. Michaelis-Menten equation 
Eq. 2.6.2.1:  𝐹 oxidant  = 𝑎 ∗  
𝐷𝑂𝐶
 𝑏+𝐷𝑂𝐶 
 ∗  
𝑜𝑥𝑖𝑑𝑎𝑛𝑡
 𝑐+𝑜𝑥𝑖𝑑𝑎𝑛𝑡  
 , 
where F[oxidant] is the fraction of the oxidant that is reduced during a time step, DOC is the available carbon concentration (kg 
C ha
-1
?), and a, b and c are coefficients. 
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A 2.7. Water discharge and deep water pool (Li et al., 2006) 
A 2.7.1. Modeling discharge recession  
Eq. 2.7.1.1:  𝐷𝑖𝑠𝑐𝑕𝑎𝑟𝑔𝑒 𝑖 = 𝑎 ∗  𝑤𝑎𝑡𝑒𝑟  𝑖 − 𝑓𝑙𝑑𝑐𝑎𝑝 ∗ 10
−𝑏
 




where Discharge[i] is the water flow (m h
-1
) discharged from the bottom of soil layer i, water[i] is the water content (m) in 
the layer i, fldcap is the soil field capacity (m), spv is the soil pore volume (m), and a and b are constant coefficients defining 
initial drainable water flux and the retention rate, respectively.  
Eq. 2.7.1.2:  𝑉𝑑𝑤𝑝 = 𝑎 ∗ 𝑝𝑜𝑟𝑜 ∗  𝐷tile − 𝐷spb  , 
where Vdwp is the capacity of  the deep water pool, poro is the soil porosity, Dtile is the depth of the tile (m), and Dspb is the 
depth of the soil profile bottom (m). 
 Eq. 2.7.1.3:  𝐹1 = 2.75 ∗ 𝑐𝑙𝑎𝑦2 − 3.09 ∗ 𝑐𝑙𝑎𝑦 + 1.16, 
where F1 is the fraction of the water flow that will be stored in the deep water pool when being discharged from the 
bottom of the simulated soil profile, and clay is the soil clay fraction. 
 Eq. 2.7.1.4:  𝐹2 = 0.0005 ∗ 𝑐𝑙𝑎𝑦−1.62 , 
where F2 is the fraction of the excess water in the deep water pool that will be released from the pool to the tile drainage 
flow, and clay is the soil clay fraction. 
 
A 2.7.2. Modeling nitrogen adsorption 
A 2.7.2.1. The Langmuir isotherm equation  
Eq. A 2.7.2.1.1: 𝛤 =  
𝛤max ∗𝐾ads ∗ 𝑁𝐻4
+ 
 1+𝐾ads ∗ 𝑁𝐻4
+  
 , 
where Γ is the adsorbed NH4
+
 (kg N layer
-1
), Γmax is the potential maximum adsorbed NH4
+
 (kg N layer
-1
), Kads is the 
adsorption constant, and [NH4
+
] is the NH4
+




A 2.7.2.2. Simplified Langmuir isotherm equation in DNDC 
Eq. 2.7.2.2.1:   𝑁𝐻4
+ =
𝛤





Eq. 2.7.2.2.2:  𝑘 = 𝑎 ∗ 𝑒0.0981 ∗𝐶𝐸𝐶 , 
where Γ is the adsorbed NH4
+
 (kg N layer
-1
), Γmax is the potential maximum adsorbed NH4
+
 (kg N layer
-1
), Kads is the 
adsorption constant, [NH4
+
] is the NH4
+
 concentration in the liquid phase (kg N layer
-1
), k is a function of the cation 
exchange capacity, CEC is the cation exchange capacity, and a is a empirical coefficient. 
 
A 2.7.3 Major equations of the soil climate submodel 
A 2.7.3.1. Daily maximum snow melt 
Eq. A 2.7.3.1.1:  𝑆𝑀max = 0.07 ∗ 𝑇, 
where SMmax is the daily maximum snow melt (cm), and T is the daily temperature (°C). 
 




A 2.7.3.2. Soil volumetric heat capacity 
Eq. A 2.7.3.2.1:  𝐶soil = 𝑎 ∗
3450000 ∗𝑉org +2350000 ∗𝑉min +4180000 ∗𝑉water
𝑉soil
, 

















), and Vsoil is the 






A 2.7.3.3 Thermal conductivity 
Eq. A 2.7.3.3.1:  𝐾soil = 86400 ∗  1 − 𝑝𝑜𝑟𝑜 ∗  0.0025 ∗ 𝐹org + 0.029 ∗ 𝐹min  + 0.0057 ∗
𝑝𝑜𝑟𝑜 ∗ 𝑤𝑓𝑝𝑠 , 






), poro is the porosity of the soil, Forg is the organic fraction of the soil, 
Fmin is the mineral fraction of the soil, and wfps is the water filled porosity.  
 
A 2.7.3.4. Heat flux from layer i to layer i+1 
Eq. A 2.7.3.4.1:  𝑄 𝑖 = 𝑏 ∗ 𝐾ave ∗  
𝑇 𝑖 −𝑇 𝑖+1 
𝑍 𝑖+1 −𝑍 𝑖 
 , 
where Q[i] is the heat flux from layer i to layer i+1 (J s
-1
), b is a constant coefficient , Kave is undefined (average of the 
thermal conductivity?) , T is the daily temperature (°C), and Z is undefined. 
 
A 2.7.3.5. Change in soil temperature 




where dT is the change in soil temperature (CircC), dQ is undefined (heat release due to water freezing in layer i?, see A 






A 2.7.3.6. Heat release due to freezing water 
Eq. A 2.7.3.6.1:  𝑑𝑄w =  4100000 − 2100000 ∗ 𝑉water , 
where dQw is the heat release due to freezing water (J layer
-1






A 2.7.3.7. Daily maximum crop interception  
Eq. A 2.7.3.7.1:  𝑃𝐼max = 0.02 ∗ 𝐿𝐴𝐼, 
where PImax is the daily maximum crop interception (cm), and LAI is the leaf area index. 
 
A 2.7.3.8. Potential evapotranspiration  
Eq. A 2.7.3.8.1:  𝑃𝐸𝑇 = 𝐷𝐴𝑌 ∗  
1.6
𝑁𝑀
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Eq. A 2.7.3.8.2:  𝑎 = 0.49 + 0.07 ∗ 𝐼 − 7.71 ∗ 𝑒−5 ∗ 𝐼2 + 6.75 ∗ 𝑒−7 ∗ 𝐼3, 







where PET is the potential evapotranspiration (m d
-1
), a is a coefficient for PET, I is a coefficient for PET, DAY is the 1/12
th
 of  
the day’s hours of daylight, NM is the number of days in a month, and Tm is the mean monthly air temperature (°C). 
 
A 2.7.3.9. Potential transpiration 
Eq. 2.7.3.9.1:  𝑃𝑇 = 𝐷𝐵 ∗ 𝑊𝑈𝐸 , 
where PT is the potential transpiration (m d
-1
), DB is the daily increase in crop biomass (kg ha
-1
), and WUE is the water use 




A 2.7.3.10. Actual transpiration 
Eq. A 2.7.3.10.1:  𝑈w = 𝑐 ∗  𝑤𝑓𝑝𝑠 − 𝑤𝑖𝑙𝑡𝑝𝑡 , 
where c is a constant coefficient , wfps is the water filled pore space, and wiltpt is the wilting point. 
 
A 2.7.3.11. Evaporation of soil water 









where PE is the potential evaporation (m d
-1
), and D is the soil depth (m). 
 
A 2.7.3.12. Discharge water flow from layer i 
Eq. 2.7.3.12.1:  𝐹𝑑 𝑖 = 𝑘1 ∗  𝑤𝑎𝑡𝑒𝑟  𝑖 − 𝑓𝑙𝑑𝑐𝑎𝑝 ∗ 10
 
−𝑘2
 𝑤𝑎𝑡𝑒𝑟  𝑖 −𝑓𝑙𝑑𝑐𝑎𝑝  
 𝑝𝑜𝑟𝑜 −𝑓𝑙𝑑𝑐𝑎𝑝  
 
, 
where k1 is a coefficient for discharge water flow, water[i] is the water content in the layer i?, fldcap is the field capacity, k2 
is a coefficient for discharge water flow, and poro is the porosity of the soil. 
 
A 2.7.3.13. Discharge water flow from the tile system (if Fd[bottom] > 0)  
Eq. 2.7.3.13.1:  𝐿𝐸𝐴𝐶𝐻𝑤 = 𝐹1 ∗ 𝐹𝑑 𝑏𝑜𝑡𝑡𝑜𝑚 , 
where F1 is the coefficient for water distribution in the deep water pool, and Fd[bottom] is the discharge flow from the 




A 2.7.3.14. Water divided into the deep water pool (if Fd[bottom] > 0) 
Eq. A 2.7.3.14.1:  𝑑𝑃𝑂𝑂𝐿𝑖 =  1 − 𝐹1 ∗ 𝐹𝑑 𝑏𝑜𝑡𝑡𝑜𝑚 , 




where F1 is the coefficient for water distribution in the deep water pool, and Fd[bottom] is the discharge flow from the 




A 2.7.3.15. Water released from the deep water pool to the tile system (if Fd[bottom] = 0)  
Eq. 2.7.3.15.1:  𝑑𝑃𝑂𝑂𝐿𝑜 = 𝐹2 ∗ 𝑃𝑂𝑂𝐿  𝑑𝑒𝑒𝑝 , 
where F2 is the coefficient for water distribution in the deep water pool, and POOL[deep] is the amount of  water in the 
deep water pool. 
 
A 2.7.3.16. Discharge water from the tile system  
Eq. A 2.7.3.16.1:  𝐿𝐸𝐴𝐶𝐻𝑤2 = 𝑑𝑃𝑂𝑂𝐿𝑜 , 




A 2.7.4. Major equations of the soil N biogeochemistry  
A 2.7.4.1. Decomposition rate of the SOC pool 
Eq. A 2.7.4.1.1:  𝑑𝑆𝑂𝐶 𝑖 = 𝑎 ∗ 𝐹𝑡𝑚 ∗ 𝑘 𝑖 ∗ 𝑆𝑂𝐶 𝑖 , 
where a is a constant coefficient, Ftm is the Factor of temperature and moisture on the decomposition, k[i] is the specific 
decomposition rate of the SOC pool, and SOC[i] is the soil organic carbon pool i. 
 
A 2.7.4.2. Mineralisation rate 
Eq. A 2.7.4.2.1:  𝑑𝑁𝐻4 =
𝑑𝑆𝑂𝐶  𝑖 
𝑅𝑐𝑛  𝑖 
, 




), and Rcn[i] is the C/N ratio for the SOC pool i. 
 
A 2.7.4.3. Hydrolysis of urea 
Eq. A 2.7.4.3.1:  𝑑𝑈𝑅𝐸𝐴 =  𝑢𝑟𝑒𝑎 ∗ 𝐷𝑂𝐶 ∗ 𝐹t ∗ 𝐹m , 
where [urea] is the urea concentration (kg N ha
-1
), DOC is the dissolved organic carbon concentration (kg C ha
-1
), Ft is a 
temperature factor influencing the hydrolysis, and Fm is a moisture factor influencing the hydrolysis. 
 
A 2.7.4.4. NH4
+/NH3 equilibrium constant 
Eq. A 2.7.4.4.1:  𝐾a =  1.416 + 0.01357 ∗ 𝑇 ∗ 10
−5, 
where T is the soil temperature (°C). 
 
A 2.7.4.5. NH3 concentration in the liquid phase 
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Eq. A 2.7.4.5.1:   𝑁𝐻3 =
 𝑁𝐻4  ∗ 𝑂𝐻 
𝐾a
, 




Eq. A 2.7.4.5.3:  𝐾w = 10
 0.08946 +0.03605 ∗𝑇 ∗ 10−15  
where, [OH] is the OH
-
 concentration, Kw is the H
+
 concentration (but probably was meant to be the water dissociation 
constant), [NH4] is the ammonium concentration (kg N ha
-1
), Ka  is the NH4
+
/NH3 equilibrium constant, H is undefined, and T 
is the soil temperature (°C). 
 
A 2.7.4.6. NH3 concentration in the soil gas phase 






where [NH3(l)] must be the NH3 concentration in the liquid phase, T is the soil temperature (°C), and T0 is undefined.  
 
A 2.7.4.7. NH3 volatilisation rate 
Eq. A 2.7.4.7.1:  𝐹𝑙𝑢𝑥 𝑁𝐻3 = 𝑁𝐻3  𝑔 ∗ 𝐴𝐹𝑃𝑆 , 
where NH3(g) is the NH3 concentration in the soil gas phase (kg N ha
-1
), and AFPS is the soil-air filled porosity. 
 
A 2.7.4.8. Free NH4
+/adsorbed NH4
+ equilibrium 
Eq. A 2.7.4.8.1:  𝑁𝐻4 (liq )
+ = 𝑐 ∗ 𝑁𝐻4(ads )
+, 
Eq. A 2.7.4.8.2:  𝑐 = 0.014 ∗ 𝑒0.0981 ∗𝐶𝐸𝐶, 
where NH4(liq)
+






 is the adsorbed ammonium, c is the soil adsorption coefficient, 
and CEC is the cation exchange capacity. 
 
A 2.7.4.9. Relative growth rate of denitrifiers 







where DOC is the dissolved organic carbon concentration (kg C ha
-1
), and Fm is a moisture factor. 
 
A 2.7.4.10. Relative death rate of nitrifiers 




where BIOn is the nitrifier biomass (kg C ha
-1
), Fm is a moisture factor, and DOC is the dissolved organic carbon 




A 2.7.4.11. Nitrification rate 




Eq. A 2.7.4.11.1:  𝑅n = 0.005 ∗  𝑁𝐻4
+ ∗ 𝐵𝐼𝑂𝑛 ∗ 𝑝𝐻 , 
where [NH4] is the ammonium concentration (kg N ha
-1
), BIOn is the nitrifier biomass (kg C ha
-1
), and pH is the soil pH. 
 
A 2.7.4.12. DOC consumption rate by denitrifiers 
Eq. 2.7.4.12.1:  𝑑𝐷𝑂𝐶 =  
𝐺𝑅
𝑌𝑐
+ 𝑀𝑐 ∗ 𝐵𝐼𝑂𝑑, 
where GR is the denitrifier growth rate?, Yc is the maximum growth yield on carbon, Mc is the maintenance coefficient on 




A 2.7.4.13. Consumption rates of N oxides 






 ∗ 𝐵𝐼𝑂𝑑 , 







where GRNOx is undefined (production rate of NxOy?), YNOx is the maximum growth yield on NOx (NxOy?), MNOx is the 
maintenance coefficient on NOx (NxOy?), NOx is undefined (concentration of NxOy?), N is undefined, BIOd is the denitrifier 
biomass (kg C ha
-1
), Ft is a temperature factor , GRmax is undefined, C is undefined , and Kc is undefined (see also A 2.4.3.4.). 
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A 3. Source code parts mentioned in the text 
A 3.1. Variable definitions 
(Source code file Main, line 86) 
//added by Roland Kröbel for testing purposes     Variable declaration MAIN 
 float kkk; 
 float Tmax; 
 float Topt; 
 float kmax; 
 float Q10; 
 float BBB; 
 float tdr1[1080]; 
 float tdr2[1080]; 
 float tdr3[1080]; 
 float tdr4[1080]; 
 int ICEFLAG; 
// float tdr5[1080]; 
//end add on 
A 3.2. Source code of the adjusted water travel time equation 
(Source code file Soil physics)  
After:  sw = 0.0; 
Before: float WLeachFactor = OutWater[l][hr] / water[hr][l];  
//Taken out by Roland Kröbel, replaced by the part directly below SWAP Cascade Model  
float TravelT; 
 TravelT = 0.5 * pow(clay,1.9188)  * travelt; 
/* //Original Source code part 
 if ( water[hr][l] > fldcapw ) 
  {if(WRL>l)//unsaturated zone 
 {//OutWater[l][hr] = 72.0 * (water[hr][l] - fldcapw) * (float)pow(10.0, (-
1.4/((water[hr][l]- fldcapw)/(sts*h-fldcapw))));  
   OutWater[l][hr] = 0.9 * (water[hr][l] - fldcapw);//original 
   if(OutWater[l][hr]>(water[hr][l] - fldcapw)) OutWater[l][hr]=(water[hr][l] - fldcapw); 
   if(OutWater[l][hr]<0.0) OutWater[l][hr]=0.0;} 
  else //saturated zone 
 {OutWater[l][hr] = 0.05 * (water[hr][l] - fldcapw);// * WaterLeakRate * 5.0;//(1.0 - .9 
* (float)exp(-1.0 / (TravelT))); 
    if(OutWater[l][hr]<0.0) 
    { AfxMessageBox("xxx"); exit(0); } 
  } 
   water[hr][l] -= OutWater[l][hr];  
  } 
 else  
  {OutWater[l][hr] = 0.0;}  
*///End original source code part 
//watermovement from filled layer, including hydraulic conductivity, taken from SWAT2000 (Neitsch S.L., Arnold J.G., Kiniry 
J.R., Williams J.R.) 
  if ( water[hr][l] > fldcapw ) 
  {OutWater[l][hr] = (water[hr][l] - fldcapw)*(1.0-(float)exp(-1.0 / (travelt))); 




  water[hr][l] -= OutWater[l][hr];} 
  else  
  {OutWater[l][hr] = 0.0;}  
A 3.3. Source code to read in measured soil water data 
(Source code file Main, line 261)  
 read_in_tdr_measurements();    //added by Roland Kröbel TDR Read In 
(Source code file Data, line 1862) 
void class_model::read_in_tdr_measurements(void)   //added by Roland Kröbel TDR Read In 
{ 
 int i; int j; int l; float c; int maxsizea; int maxsizeb; 
 
 FILE * iceflag;  
 iceflag = fopen("c:\\dndc\\daten\\iceflag.txt", "r"); 
  fscanf(iceflag, "%f", &ICEFLAG); 
 fclose( iceflag ); 
 
 for (int k = 1; k <= q; k++ )  
 {if(year!=1) 
  {yr_ini_water -= water[1][k];} } 
  
 FILE * tdrfile1; 
 tdrfile1 = fopen("c:\\dndc\\daten\\3131.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile1,"%f",&c); tdr1[i]=c;} 
 fclose(tdrfile1); 
 
 FILE * tdrfile2; 
 tdrfile2 = fopen("c:\\dndc\\daten\\3132.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile2,"%f",&c); tdr2[i]=c;} 
 fclose(tdrfile2); 
 
 FILE * tdrfile3; 
 tdrfile3 = fopen("c:\\dndc\\daten\\3133.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile3,"%f",&c); tdr3[i]=c;} 
 fclose(tdrfile3); 
 
 FILE * tdrfile4; 
 tdrfile4 = fopen("c:\\dndc\\daten\\3134.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile4,"%f",&c); tdr4[i]=c;} 
 fclose(tdrfile4); 
 
 FILE * tdrfile5; 
 tdrfile5 = fopen("c:\\dndc\\daten\\3135.txt","r"); 
 for (i=0; i<1080; i++) 
 {fscanf(tdrfile5,"%f",&c); tdr5[i]=c;} 
 fclose(tdrfile5); 
 
water[1][1]=tdr1[0]/100*ps; water[1][2]=tdr1[0]/100*ps; water[1][3]=tdr1[0]/100*ps; water[1][4]=tdr1[0]/100*ps;  
University  Hohenheim, Dissertation - R. Kröbel 
308 
 
water[1][5]=tdr1[0]/100*ps; water[1][6]=tdr1[0]/100*ps; water[1][7]=tdr1[0]/100*ps; water[1][8]=tdr2[0]/100*ps; 
water[1][9]=tdr2[0]/100*ps; water[1][10]=tdr2[0]/100*ps; water[1][11]=tdr2[0]/100*ps; water[1][12]=tdr2[0]/100*ps; 
water[1][13]=tdr2[0]/100*ps; water[1][14]=tdr2[0]/100*ps; water[1][15]=tdr3[0]/100*ps; water[1][16] =tdr3[0]/100*ps; 
water[1][17]=tdr3[0]/100*ps; water[1][18]=tdr3[0]/100*ps; water[1][19]=tdr3[0]/100*ps; water[1][20]=tdr3[0]/100*ps; 
water[1][21]=tdr3[0]/100*ps; water[1][22]=tdr3[0]/100*ps; water[1][23]=tdr3[0]/100*ps; water[1][24]=tdr3[0]/100*ps; 
water[1][25]=tdr3[0]/100*ps; water[1][26]=tdr3[0]/100*ps; water[1][27]=tdr3[0]/100*ps; water[1][28]=tdr4[0]/100*ps; 
water[1][29]=tdr4[0]/100*ps; water[1][30]=tdr4[0]/100*ps; water[1][31]=tdr4[0]/100*ps; water[1][32]=tdr4[0]/100*ps; 
water[1][33]=tdr4[0]/100*ps; water[1][34]=tdr4[0]/100*ps; water[1][35]=tdr4[0]/100*ps; water[1][36]=tdr4[0]/100*ps; 
water[1][37]=tdr4[0]/100*ps; water[1][38]=tdr4[0]/100*ps; water[1][39]=tdr4[0]/100*ps; water[1][40]=tdr4[0]/100*ps;  
 
 for (i = 1; i <= q; i++ ) 
 {if (year!=1) 
  {yr_ini_water += water[1][i];} 
 } 
 (Source code file Soil physics 
After:  ini_snow_pack = snow_pack;} 
Before: ini_soil_water=0.0; 
//added by Roland Kröbel TDR Read in 
if (ICEFLAG == 0.0)  
{ 
 if (year==1)  
 { 
  for (l=1; l<=6; l++)  
  {water[1][1]=tdr1[jday]/100*ps;} 
  for (l=7; l<=13; l++) 
  {water[1][l]=tdr2[jday]/100*ps;} 
  for (l=14; l<=26; l++) 
  {water[1][l]=tdr3[jday]/100*ps;} 
  for (l=27; l<=40; l++) 
  {water[1][l]=tdr4[jday]/100*ps;} 
 } 
 else if (year==2) 
 { 
  for (l=1; l<=6; l++)  
  {water[1][1]=tdr1[jday+365]/100*ps;}  
  for (l=7; l<=13; l++) 
  {water[1][l]=tdr2[jday+365]/100*ps;} 
  for (l=14; l<=26; l++) 
  {water[1][l]=tdr3[jday+365]/100*ps;} 
  for (l=27; l<=40; l++) 




  for (l=1; l<=6; l++)  
  {water[1][1]=tdr1[jday+730]/100*ps;}  
  for (l=7; l<=13; l++) 
  {water[1][l]=tdr2[jday+730]/100*ps;} 
  for (l=14; l<=26; l++) 
  {water[1][l]=tdr3[jday+730]/100*ps;} 
  for (l=27; l<=40; l++) 









(Source code file Soil physics)  
After:    total_ice += (ice[l]/10000.0); //m water for profile}//layer loop 
Before:  T_flag = 0;} 
//Add on ICEFLAG by Roland Kröbel 
 if (total_ice > 0.0) ICEFLAG=1; else ICEFLAG=0;   //ICEFLAG to prevent tdr readin during iceformation 
 
  FILE * iceflag;  
 iceflag = fopen("c:\\dndc\\daten\\iceflag.txt", "w+"); 
 fprintf(iceflag, "%1i", ICEFLAG); 
 fclose( iceflag ); 
 
   FILE * iceflag1;        
 //write out total_ice //test Roland Kröbel 
 iceflag1 = fopen("c:\\dndc\\daten\\iceflag1.txt", "a+"); 
 fprintf(iceflag1, "%6.6f,", total_ice); 
 fclose( iceflag1 ); 
//end add on 
(Source code file Soil physics)  
After:  if ( day_wfps[l] < 0.0001 ) day_wfps[l] = 0.0001;  
Before: if (dw<0.0) dw = 0.0; 
//added by Roland Kröbel TDR Read In 
 if (ICEFLAG == 0.0)  
 {if (year==1) 
  { 
   for (l=1; l<=6; l++)  
   {day_wfps[1]=tdr1[jday]/100;}  
   for (l=7; l<=13; l++) 
   {day_wfps[l]=tdr2[jday]/100;  } 
   for (l=14; l<=26; l++) 
   {day_wfps[l]=tdr3[jday]/100;  } 
   for (l=27; l<=40; l++) 
   {day_wfps[l]=tdr4[jday]/100;  } 
  } 
  else if (year==2) 
  { 
   for (l=1; l<=6; l++)  
   {day_wfps[1]=tdr1[jday+365]/100;} 
   for (l=7; l<=13; l++) 
   {day_wfps[l]=tdr2[jday+365]/100;}  
   for (l=14; l<=26; l++) 
   {day_wfps[l]=tdr3[jday+365]/100;}  
   for (l=27; l<=40; l++) 
   {day_wfps[l]=tdr4[jday+365]/100;}  
  } 
  else 
  { 
   for (l=1; l<=6; l++)  
   {day_wfps[1]=tdr1[jday+730]/100;} 
   for (l=7; l<=13; l++) 
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   {day_wfps[l]=tdr2[jday+730]/100;}  
   for (l=14; l<=26; l++) 
   {day_wfps[l]=tdr3[jday+730]/100;}  
   for (l=27; l<=40; l++) 
   {day_wfps[l]=tdr4[jday+730]/100;}  
  } 
 } 
 else {} 
//end add-on 
A 3.4. Source code to optimise nitrification 
(Source code file Balloon, line 588)  
//add by Roland Kröbel: O'Neill function (O'Neill et al.,1972)  
float kkk;  float Tmax; //= 60.00; float Topt; //= 34.22; float kmax; //= 0.500; float Q10; //= 1.800; float BBB;  
 float w = (Q10-1)*(Tmax-Topt); 
 float x = (pow(w,2)*(1+sqrt(1+40/w)))/400;  
 fact_t  = kmax*(float)pow((Tmax-temp[l]/Tmax-Topt),x) * (float)exp(x*(temp[l]-Topt)/(Tmax-Topt)); 
//end add on 
 
//Original equation:  fact_t = (float)pow(3.503,(60.0-temp[l])/(60.0-34.22)) * (float)exp(3.503*(temp[l]-34.22)/(60.0-34.22));  
 
if ( fact_t > 1.0 ) fact_t = 1.0;  
if ( fact_t < 0.0 ) fact_t = 0.0;  
if (day_wfps[l] > 0.05) fact_m = 0.8 + 0.21 * (1.0 - day_wfps[l]); 
else fact_m = 0.0; 
if ( fact_m > 1.0 ) fact_m = 1.0;  
if ( fact_m < 0.0 ) fact_m = 0.0;  
 
// developed by Florian based on Blagodatsky and Richter 1998 
micro_growth = 0.0166 * (doc_d[l] / (1.0 + doc_d[l]) + fact_m / (1.0 + fact_m)) / 24.0; 
if (micro_growth < 0.0) micro_growth = 0.0;  
micro_death = 0.008 * (nitrifier[l]) * 1.0 / (1.0 + doc_d[l]) / (1.0 + fact_m) / 24.0;  
micro_delta = (micro_growth - micro_death) * nitrifier[l] * fact_t * fact_m; 
nitrifier[l] += micro_delta; 
if (nitrifier[l] < 0.0) nitrifier[l] = 0.0;  
 
if(day_wfps[l]>fldcap||by_passf>0.0) k = 0.001;  
else k = 0.05; 
wwzz = kkk * sph[l] * nitrifier[l] * (1.0 - pow(clay, 0.5));  //k becomes kkk for optimisation purposes, Roland Kröbel 
//Original equation    wwzz = k * sph[l] * nitrifier[l] * (1.0 - pow(clay, 0.5)); 
if (wwzz > 1.0) wwzz = 1.0;  
if (wwzz < 0.0) wwzz = 0.0;  
if(jday>=NIDay1&&jday<NIDay2)  
wwzz *= (1.0 - NIEfficiency); 
 
 
if(LandUse==3||LandUse==4) nno = 0.02 *fact_m *(nh4_d[l]); 
else nno = wwzz * (nh4_d[l]); 
if ( nno < 0.0 ) nno = 0.0;  
nh4_d[l] -= (nno); 
day_soil_nitrify += nno; 
 
{float EEE; EEE = 0.005; 
ae_no = EEE * nno * fact_t;  
day_nitrify_NO += ae_no;} 





nno -= ae_no; 
if (ae_no < 0.0) ae_no = 0.0;  
if (ae_no > 1.0) ae_no = 1.0;  
no_d[l] += (ae_no); 
ae_no = 0.0; 
 
float EEE; 
if (st==12) EEE = 0.0005;  
else EEE = 0.02*(float)pow(till_fact, 1.8);//0.02 
ae_n2o = BBB *  nno - 0.0001;   //EEE becomes BBB for optimisation purposes, Roland Kröbel 
//Original equation    ae_n2o = EEE *  nno - 0.0001;// * bypass_f;// Ingwersen, 1998 
if(ae_n2o<0.0) ae_n2o=0.0;  
day_nitrify_N2O += ae_n2o; 
 
nno -= ae_n2o; 
n2o_d[l] += ae_n2o; 
ae_n2o = 0.0; 
if (nno<0.0) nno=0.0; 
 
// New NO3- 
no3_d[l] += (nno); 
A 3.5. Source code to increase calculated soil depth 
(Source code file Main, line 17) 
#define SOILDEPTH           0.9//0.5 - changed 
(Source code file Output, line 10) – Adjusting output to 90 cm 
int class_model::write_out_days(FILE *fs, float DayPET) 
{int LL1, LL2, LL3, LL4, LL5, LL6, LL7, LL8, LL9, LL10;  
int ww=(int)(q/9); 
LL1 = 1;//0.05/h; 
LL2 = ww;//(int)(.15/h); 
LL3 = 2*ww;//(int)(.30/h); 
LL4 = 3*ww;//(int)(.40/h); 
LL5 = 4*ww;//(int)(.50/h); 
//added by Roland Kröbel 
LL6 = 5*ww; 
LL7 = 6*ww; 
LL8 = 7*ww; 
LL9 = 8*ww; 

















fprintf(fs, "%3d,", jday); 
fprintf(fs, "%7.2f,%7.2f,%7.1f,", air_temp, rainfall*1000, Eh[3]); 
fprintf(fs, "%7.1f,%7.1f,%7.1f,%7.1f,%7.1f,", temp[LL1], temp[LL2], temp[LL3], temp[LL4], temp[LL5]);  
fprintf(fs, "%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,%7.2f,", day_wfps[LL1], day_wfps[LL2], day_wfps[LL3], 
day_wfps[LL4], day_wfps[LL5], day_wfps[LL6], day_wfps[LL7], day_wfps[LL8], day_wfps[LL9], day_wfps[LL10]); //wfps 
fprintf(fs, "%7.2f,%7.2f,%7.2f,%7.1f,%7.1f\n", ice[LL1] /10/( ps * 1000), ice[LL2] /10/( ps * 1000), ice[LL3] /10/( ps * 1000), 
//wfps 
total_ice * 1000, snow_pack*1000); //mm water 
return( 0 );} 
 (Source code file Output, line 139) – Adjusting output to 90 cm 
int class_model::write_out_dayn( FILE *fn ) 
{float total_nh3=0.0; 
for(int i=1; i<=q; i++) total_nh3 += nh3[i]; 
if (jday==1) 





fprintf(fn, ",N uptake,,N pools (kg N/ha),,,,,,,,,,,,,,,,,,,,,N gas flux (g N/ha/day)\n"); 
fprintf(fn, "Day,Crop,Weed,Urea,NH4+,NO3-,NH4+,NO3-,NH4+,NO3-,NH4+,NO3-,NH4+,NO3-,NH4+,NO3-,NH4+,NO3-
,NH4+,NO3-,NH4+,NO3-,NH3,Clay-N,N2O,NO,N2,Soil-NH3,Plant-NH3,N-leach (kg N/ha/day),Gross N mineralization,N 
assimilation, Ice_N2O, Nitrify NO, Nitrify N2O, kkk, tmax, topt, kmax, q10, BBB, wwzz1, wwzz2, wwzz3, wwzz4, wwzz5, 
nno1_1, nno1_2, nno1_3, nno1_4, nno1_5, ae_no1, ae_no2, ae_no3, ae_no4, ae_no5, nno2_1, nno2_2, nno2_3, nno2_4, 
nno2_5, EEE1, EEE2, EEE3, EEE4, EEE5, ae_n2o1, ae_n2o2, ae_n2o3, ae_n2o4, ae_n2o5\n"); 
fprintf(fn, ",(kg N/ha/day),,,0-10cm,0-10cm,10-20cm,10-20cm,20-30cm,20-30cm,30-40cm,30-40cm,40-50cm,40-50cm,50-





fprintf(fn, " %3d,", jday); 
fprintf(fn, 
"%7.2f,%7.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.2f,%6.
2f,%6.2f,%6.3f,%6.2f,", day_nup, day_weednup, day_dsurea, dsnh4, dsno3, dsnh4b, dsno3b, dsnh4c, dsno3c, dsnh4d, 
dsno3d, dsnh4e, dsno3e, dsnh4f, dsno3f, dsnh4g, dsno3g, dsnh4h, dsno3h, dsnh4i,  dsno3i, total_nh3, day_clay_N); 
//wtcavai); //ds_doc); 
fprintf(fn, "%8.1f,%8.1f,%8.1f,%8.1f,", day_soil_an_n2o * 1000.0, day_soil_an_no * 1000.0, day_soil_n2 * 1000.0, 
(day_soil_nh3+day_vol_nh3) * 1000.0);  
//fprintf(fn, "%9.2f %5.2f %7.2f  %5.0f    %5.3f   %6.0f  %6.2f  %6.2f\n", 
fprintf(fn, "%8.2f,%8.3f,%8.3f,%8.3f,%8.3f,%6.6f,%6.6f,", day_plant_nh3 * 1000.0, day_leach_NO3, day_N_mine, 
day_N_assim, frost_soil_n2o*1000, day_nitrify_NO*1000, day_nitrify_N2O*1000);  
return( 0 );}  
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