The protein threading problem with profiles is known to be efficiently solvable using dynamic programming. In this paper, we consider a variant of the protein threading problem with profiles in which constraints on distances between residues are given. We prove that protein threading with profiles and constraints is NP-hard. Moreover, we show a strong hardness result on the approximation of an optimal threading satisfying all the constraints. On the other hand, we develop two practical algorithms: CLIQUETHREAD and BBDPTHREAD. CLIQUETHREAD reduces the threading problem to the maximum edgeweight clique problem, whereas BBDPTHREAD combines dynamic programming and branch-and-bound techniques. We perform computational experiments using protein structure data in PDB (Protein Data Bank) using simulated distance constraints. The results show that constraints are useful to improve the alignment accuracy of the target sequence and the template structure. Moreover, these results also show that BBDPTHREAD is in general faster than CLIQUETHREAD for larger size proteins whereas CLIQUETHREAD is useful if there does not exist a feasible threading.
Introduction
Prediction of protein structures using computational tools is one of the important problems in computational biology. Recently, some advances have been achieved by the significant utilization of distance restraints. Xu et al. showed that (partial) information obtained from NMR experiments is useful to improve the accuracy of the protein threading method [1] , where protein threading is one of the powerful computational approaches to protein structure prediction. Young et al. recently developed a novel experimental method to aid in construction of a homology model by using chemical cross-linking and time-of-flight (TOF) mass spectrometry to identify LYS-LYS cross-links [5] . Instead of X-ray crystallography and NMR that require much amount of pure analyte and much time for experiments, the distance restraints obtained by the intramolecular cross-links and mass spectrometry were useful to improve the accuracy. Therefore, development of algorithms in which distance constraints can be taken into account is important.
Xu et al. modified the PROSPECT algorithm for protein threading with pairwise contact energy and constraints [1] . Another algorithm was also proposed for the improvement in the fold recognition of the protein threading [2] . An algorithm using unassigned NMR data that relies on ROSETTA and a Monte Carlo procedure for the generation of low resolution protein structures has been developed [3] . Moreover, methods like TOUCHSTONEX [4] have been proposed that incorporates a limited number of distance restraints into the force field as NOE-specific pairwise interaction to predict protein structures at low-medium resolution. However, all of these algorithms use complicating sampling schemes and/or scoring functions.
On the other hand, threading with profiles (or threading with position specific score matrices) is also known as a powerful method for structure prediction. In particular, PSI-BLAST is widely used both for homology search and structure prediction [6] . Thus, it is reasonable to try to develop algorithms for protein threading with profiles and constraints, which may be useful to improve the prediction accuracy by PSI-BLAST. In this paper, we therefore study threading with profiles and constrains in terms of both theoretical and practical aspects.
At first, we show that finding a feasible threading (i.e., a threading that satisfies all the constraints derived from experiments) is NP-hard. Moreover, we show a strong hardness result on the approximation of an optimal feasible threading. It should be noted that protein threading with pair score functions is NP-hard [7] , [8] , whereas protein threading with profiles can be solved efficiently using dynamic programming as in sequence alignment. Our results show that adding constraints makes the problem much harder.
Furthermore, we develop two practical exact algorithms for protein threading with profiles and constraints: CLIQUETHREAD and BBDPTHREAD. CLI-QUETHREAD reduces constrained threading to the maximum edge weight clique problem. Though the maximum clique is NP-hard, several practically efficient algorithms have been developed [9] , [10] . BBDPTHREAD combines a DP (dynamic programming) algorithm and a branch-andbound procedure, where the DP algorithm is developed Copyright c 2006 The Institute of Electronics, Information and Communication Engineers based on our previous work [7] . We perform computational experiments on both algorithms using PDB (Protein Data Bank) data [11] . The results suggest that constraints are useful to improve the prediction accuracy of protein threading. That is, constraints are useful to improve the quality of alignments between sequences and structures.
From a theoretical viewpoint, there exist several related works. The authors previously studied approximation algorithms for protein threading with pairwise contact energy [7] . As discussed in Sect. 6, threading with profiles and constraints is very similar to that problem. Goldman et al. studied theoretical aspect of protein structure alignment [12] . Recently, the longest common subsequence problem with arc annotations is extensively studied [13] - [16] . Though these studies have been done independently, similar results were obtained. However, it should be pointed out that our previous work [7] is one of the earliest work.
Although, the authors have already presented the improved version of the clique based algorithm for protein threading with profiles and constraints [17] , [18] , only this paper deals with the theoretical analysis of the problem, and the dynamic programming based algorithm, BB-DPTHREAD. Furthermore, the clique based algorithm is also initially presented in the preliminary version of this paper. It is also to be noted that the preliminary version of this paper appeared much before the improved version of the clique based algorithm [17] , [18] . Hence, this paper originally presents the theoretical analysis of the protein threading with the clique based algorithm CLIQUETHREAD and the DP based algorithm BBDPTHREAD.
From a practical viewpoint, it seems that most exact algorithms for protein threading with pairwise contact energy [1] , [19] , [20] can be modified for threading with constraints as in [1] . However, gaps in core regions are not allowed in these algorithms whereas gaps are allowed in our algorithms. At least, our algorithms are simpler than existing algorithms and easy to implement and modify.
The organization of the paper is as follows. We begin with the formal definitions of the problems. Next, we give hardness results. Then, we present two practical algorithms and describe the results of computational experiments on these algorithms. Finally, we conclude with future work.
Definitions
In this section, we formally define the problems. It should be noted that the same definitions are also given in our related paper [18] . First we define a threading, where a threading (without constraint) is almost the same as a pairwise alignment here. Let s = s 1 . . . s m be a protein sequence, over an alphabet Σ, where Σ is the set of amino acids (i.e., |Σ| = 20). We also use s i to denote the position of s i in s. Let t = t 1 . . . t n be a template protein structure, where t i is a residue (or the position of t i ) in t. t can be considered as a sequence of C α (or C β ) atoms of the protein structure. A threading between s and t is obtained by inserting gap symbols ('−') into or at either end of s and t such that the resulting sequences s and t are of the same length l, where it is not allowed for each i ≤ l that both s i and t i are gap symbols.
For each template structure t, a profile PF t is assigned, where PF t is a function from (Σ ∪ {−}) × {t 1 , . . . , t n , −} to the set of real numbers R. Though affine gap costs are not represented by this notation, affine gap costs are also taken into account in the algorithms in this paper. 
It should be noted that IC means inconsistency. Though IC is defined in a general way as above, we employ the following definition in the practical algorithms:
| is less than a threshold Θ, where dist(s i , s i ) (resp. dist(t j , t j )) denotes the distance between positions of C α (or C β ) atoms associated with s i and s i (resp. t j and t j ), and A s and A t correspond to the sets of known distances. As showin in Sect. 5, this type of constraint is useful to improve the prediction accuracy of protein threading.
We consider two types of constrained threading problems. Problem 2 (Profile Threading with Strict Constraints. See Fig. 1 ): Given (s, A s ), (t, A t ), PF t , and IC, find a threading (s , t ) with the maximum score under the condition that
Problem 3 (Profile Threading with Non-strict Constraints): Given (s, A s ), (t, A t ), PF t , and IC, find a threading (s , t ) with the maximum score under the condition that Fig. 1 Protein threading with constraints. For each arc in s, there must exist a corresponding arc in t which satisfies some constraints.
It is worthy to notice that all the constraints must be satisfied in the former problem, whereas the latter problem tries to minimize the number of unsatisfied constraints.
Hardness Results
It is well-known that pairwise sequence alignment can be done in O(mn) time using a simple dynamic programming algorithm [22] . It is also known that profile threading (Problem 1) can be done in O(mn) time using a similar algorithm [22] . However, we show in this section that finding a feasible threading (i.e., a threading satisfying all the constraints) is NP-hard. Moreover, we show a strong hardness result on the approximation of an optimal feasible threading.
In this section, we only consider very simple constraints defined as:
It should be noted that IC is uniquely determined from A s and A t . Similar constraints are used in the longest common subsequence problems with arc annotations [14] - [16] .
Proposition 1: Both Problem 2 and Problem 3 are NPhard.
Proof: We reduce the decision version of maximum clique, where maximum clique is a well-known NP-hard problem [23] , [24] . Let G(V, E) be an undirected graph where V = {v 1 , . . . , v n }, and suppose that we are asked whether or not there exists a clique (i.e., a complete subgraph) V ⊆ V of size K.
From that instance, we construct a target sequence s = s 1 . . . s K and a template structure t = t 1 . . . t n , where each s i can be any amino acid. We define A s , A t by
respectively. Then, it is easy to see that there exists a feasible threading if and only if there exists a clique of size K. In the above reduction, each s i is connected with all other s i 's. Considering such protein structures is not realistic. However, we can still prove NP-hardness even if each s i is connected with at most one residue (see Fig. 2 ). Proof: We modify the reduction used in the proof of Proposition 1 using a technique proposed in [7] and [13] . Let G(V, E) be an instance of the maximum clique problem. We construct s = s 1 s 2 . . . s K(n+2) and t = t 1 t 2 . . . t n(n+2) , where n = |V|, s (h−1)(K+2)+1 s (h−1)(K+2)+2 . . . s h(K+2)) corresponds to a vertex in a clique, and t (k−1)(n+2)+1 t (k−1)(n+2)+2 . . . t k(n+2)) corresponds to v k . We define A s and A t by
Then, it is easy to see that there exists a feasible threading if and only if there exists a clique of size K.
Next we study approximation hardness of Problem 2 (see [25] for terminologies on approximation algorithms). For that purpose, we assume that PF t takes non-negative values.
We also need the following lemma.
Lemma 1: Let G(V, E)
be an undirected graph where each vertex v i has non-negative weight w(v i ). The weight of a subgraph of G is defined to be the total weight of vertices in the subgraph. Let K be an integer. Then, the maximum weight K-clique of G can not be approximated within a factor of O(|V| 1− ) for any > 0 unless NP=ZPP.
Proof:
We show a gap preserving reduction [25] from the maximum clique problem to the maximum weight K-clique problem. Let G (V , E ) be an instance of the maximum clique problem, where n = |V |. We construct an instance of the maximum weight K-clique problem from G (V , E ). Let G (V , E ) be a clique with n vertices. We con-
Now we show that this is a gap preserving reduction. Suppose that Q ⊆ V is an n-clique of G(V, E) with weight W, where K = n in this case. Then, Q − V will form a clique of G (V , E ) with W vertices. On the other hand, suppose that Q ⊆ V is a clique with W vertices. Then, we can obtain an n-clique of G(V, E) with weight W by adding arbitrary n − W vertices of V to Q .
Since |V| = 2n and maximum clique can not be approximated within a factor of O(n 1− ) for any > 0 unless NP=ZPP [24] , the lemma holds. Proof: We show a gap preserving reduction from the maximum weight K-clique problem. Let G(V, E) be an instance of the maximum weight Kclique problem constructed as in the proof of Lemma 1. From this graph and K, we construct an instance of Problem 2 as in the proof of Proposition 2. Moreover, we define PF t by:
Then, the score of an optimal feasible threading is equal to the weight of the maximum weight K-clique. Moreover, we can obtain a K-clique of weight W from a feasible threading with score W. Therefore, the theorem follows from [24] and |t| = O(|V| 2 ). It should be noted that a simple score matrix between |Σ| × |Σ| (even for |Σ| = 2) can be used as PF t in the above proof. It is also worthy to mention that Theorem 1 holds for Problem 3 if only a constant number of constraints are allowed to be violated.
Algorithms

CLIQUETHREAD
Although we used the maximum clique problem to show hardness results, it can also be used for solving protein threading with constraints. CLIQUETHREAD reduces the constrained threading problem to the maximum edge weight clique problem, in which the total weight for edges in the clique is maximized under the condition that the number of vertices of the clique is maximum. Though clique-based approach was also studied for structure alignment [26] , existing methods can not be directly applied to our problem because affine gap costs and profiles are considered in this paper whereas they solved the structure alignment problem in discrete settings. Though an improved version of CLI-QUETHREAD was developed in the companion paper [18] , we show here the original version of CLIQUETHREAD.
We construct an instance G(V, E) of the clique problem in the following way. Let s i 1 , s i 2 , . . . , s i H be residues in s appearing in A s , where i 1 < i 2 < . . . < i H . We construct an undirected graph G(V, E) defined by
Then, the weight of each edge is given by equations as in Sect. 3.2 of [18] . The only difference is that if the distance constraints are satisfied then irrespective of the score of the alignment, the corresponding weight is assigned to the edge here, whereas in Sect. 3.2 of [18] , even if the distance constraints are satisfied, the weight assigned is 0 if the score of the alignment is less than some threshold value. For this graph, the size of the maximum cardinality clique is H + 2 if there exists a feasible threading. Moreover, the maximum cardinality clique consists of vertices of the form:
Each of the maximum cardinality cliques corresponds to a threading in which ψ(s i h ) = t j h holds for all h = 1, 2, . . . , H.
Then, the score of an optimal feasible threading is given by W − α(H + 2)(H + 1)/2, where W is the total weight of the maximum edge weight clique, and we assume that a constant α (see [18] 
Here, we briefly discuss about practical computation time. Usually, n is at most a few thousands and H is at most a few tens. If we use the experimental method proposed by [5] , we can only measure distances between Lys residues. In such a case, H ≈ m/20. Thus, the time for reduction is not so crucial. Furthermore, the number of vertices of G(V, E) is usually at most several thousands. Experimental results shown in [9] , [10] suggest that the fastest (maximum edge weight) clique algorithms can solve instances of size (|V|) 1000 ∼ 10000. Thus, the proposed method is practical for non-large proteins (for proteins with less than 200 residues in our experiments). Furthermore, CLI-QUETHREAD has another potential merit: all practical instances may be solved if a much faster clique algorithm is developed in the future.
BBDPTHREAD
We showed in our previous work [7] that protein threading with pairwise energy function can be solved exactly in polynomial time using a DP algorithm if the graph representing interactions between core regions has a tree-like (nested) structure. Jiang et al. developed similar algorithms for special cases of the longest common subsequence problem for arc annotated sequences [14] , [15] . In this section, we develop a similar DP algorithm for a special case of Problem 2 and then combine it with a branch-and-bound procedure for a general case.
We consider a special case in which any two pairs in A s do not cross (i.e., there are no pairs (
In that case, we have a tree structure in the following way.
For each pair (
is an ancestor of (s i k , s i k ) and (s i h , s i h ) is an ancestor of (s i g , s i g ). Then, a tree structure is induced by this relationship (see Fig. 3 ). We assume without loss of generality that
We compute score S (s i k , s i k , t j , t j ) using DP, where S (s i k , s i k , t j , t j ) denotes the maximum score of all feasible threadings between s i k . . . s i k −1 and t j . . . t j −1 under the condition that ψ(s i k ) = t j and ψ(s i k ) = t j . If there is no feasible threading or IC(s i k , s i k −1 , t j , t j −1 ) = 1, we let S (s i k , s i k , t j , t j ) = −∞. Clearly, S (s 1 , s m , t 1 , t n ) denotes the score of an optimal feasible threading between s and t. If there is no feasible threading, S (s 1 , s m , t 1 , t n ) = −∞.
We compute S (s i k , s i k , t j , t j ) in a bottom up manner (i.e., from leaves to the root). For each leaf (s i k , s i k+1 ), we compute the score by Fig. 3 . Here, we can assume that values of S (s r q , s r q+1 , t h , t h )'s are already computed before computing S (s i k , s i k+1 , t j , t j ). Then, we compute S (r q , j, j ) by the following dynamic programming procedure:
Then, we let
Finally, S (s 1 , s m , t 1 , t n ) gives the score of an optimal feasible threading. Here we briefly analyze the time complexity. In the dynamic programming procedure, it takes O(n) time per S (r q+1 , j, j ). Since there exist O(H · n 2 ) combinations of S (r q+1 , j, j ), it takes O(Hn 3 ) time in total. As in CLIQUETHREAD, the total time required for computing the scores of optimal threadings for substrings is O(mn 2 ). In most practical cases, the above condition is not satisfied. However, the condition is satisfied in many practical cases if we remove several s i 's from A s . This fact leads to a combination of exhaustive search and the DP algorithm. Procedure BBDPT HREAD(s u 1 , . . . , s u D ) for all s u d do for all j do T d ( j) ← the score of an optimal threading under the constraints relevant to A s and ψ(
In the practical version, we execute BBDP({}) for several appropriate initial values of S max instead of S max = −∞.
We currently use exhaustive search for selecting s u 1 , . . . , s u D since BBDPTHREAD does not work if D is large (e.g., ≥ 10). Instead, we may use the following greedy procedure: select s u i with the maximum crossing edges at i-th greedy step.
Computational Experiments
We performed computational experiments on CLIQUETH-READ and BBDPTHREAD in order to evaluate practical computation time and usefulness for improving the accuracy of profile threading. As target and template protein pairs, we tested structure data of 9 protein pairs in PDB [11] , which belong to major fold classes of all α proteins, all β proteins and α-and-β proteins. We used a PC cluster with Intel Xeon 2.8 GHz CPUs, where it was working under the LINUX operating system. Though we used a PC cluster, each algorithm was executed using only one CPU. All algorithms were implemented using C language. The distance constraints and the parameters used are same as those used in our related work [18] .
For CLIQUETHREAD, we employed the maximum edge-weight clique algorithm developed by the authors, which was shown to be one of the fastest clique algorithms using DIMACS benchmark data [9] , [10] .
For the comparison of CPU times of CLIQUETH-READ and BBDPTHREAD, please refer to Table 1 of the companion paper [18] . The table shows that in the case of protein pairs 1bbn/1cnt1, 1xyzA/8timA and 1atnA/1atr, the time taken by CLIQUETHREAD/BBDPTHREAD are 1.5 s/8.3 s, 3279 s/59.9 s and NA/1101 s respectively. NA means the execution did not finish with in 10 hours.
From this result, it can be observed that CLI-QUETHREAD is faster than BBDPTHREAD for smaller proteins, while BBDPTHREAD shows better performance than CLIQUETHREAD for large proteins (e.g., up to proteins with 300-400 residues). However, CLIQUETHREAD has some merits: (i) CLIQUETHREAD is faster when distances between all Lys-Lys pairs are given (because the clique algorithm works efficiently in this case), (ii) CLI-QUETHREAD can output a reasonable alignment even if there does not exist a feasible threading. For example, we examined the case of 1atnA/1atr pair in which all Lys-Lys distances (i.e., including distances > 24 Å) were used as constraints. In this case, there did not exist a feasible threading and thus BBDPTHREAD failed to output an alignment. However, CLIQUETHREAD output a threading within 31 seconds, in which 300 residue pairs are superimposed with RMSD= 11.14 Å (recall that CLI-QUETHREAD took more than 10 hours when Lys-Lys pairs of distances at most 24 Å were used as constraints). Therefore, CLIQUETHREAD might be useful when Lys-Lys distances more than 24 Å are given and/or there does not exist a feasible threading. The performance comparison of our constrained threading algorithm is assessed by comparing our algorithm with the unconstrained threading using the same scoring function (sequence-profile score). This is done because there does not exist any constrained threading method that directly uses the profiles of PSI-BLAST.
The accuracies of obtained threadings are summarized in Table 1 , where RMSD (Root Mean Square Deviation, Å) between the superimposed C α atoms and the number of superimposed residues (i.e., the number of aligned residue pairs) are shown for each case. RMSD is the scoring function to indicated how closely fit are the two aligned structures.
Let us consider x i and y i be the corresponding C α atoms of two structures whose RMSD has to be calculated and N be the number of C α residues then the RMSD is given
The lesser is the RMSD, the better the similarity between the two compared structures. We also listed the results of structural alignment for the evaluation. We employed STRALIGN (http://www.hgc.ims.utokyo.ac.jp/service/tooldoc/stralign) [27] for structure alignment, where it was developed by the authors and its performance was considered to be comparable to other structure alignment algorithms. It should be noted that complete structural data of two input proteins are given in structure alignment, while structural data of one input protein is given in protein threading. The results of structure alignment can be considered as almost the correct answers.
As seen from Table 1 , it can be concluded that the accuracies obtained by constrained threading are in general better than those by unconstrained threading which justifies that constraints help in obtaining better results. Moreover, it should be noted that much better results were obtained by constrained threading for 1bla/1hce and 1atnA/1atr pairs and hence it can be observed that the constraints are useful in increasing the efficiency of the prediction. Compared with the results of structural alignment, the results of constrained threading were not good for 1ten/1ac6A, 1bow/1d5yA2 and 1xyzA/8timA pairs. However, it is reasonable because the numbers of superimposed residues by structural alignment are small in these cases, compared with the sizes of input structures.
Concluding Remarks
In this paper, we showed that protein threading with profiles and constraints is very hard from a theoretical viewpoint. This result also suggests that protein threading with pairwise energy and constraints is very hard because threading with pairwise energy is much harder than threading with profiles [7] .
From a practical viewpoint, it was shown that information about Lys-Lys distances is useful to improve the alignment accuracy of profile threading. It was also shown that the proposed algorithms (especially, BBDPTHREAD) are useful for threading with up to medium size protein structures. However, these take very long time for large protein structures. Therefore, improvement of efficiency of the algorithms is important future work. In particular, there is much room for improvement on BBDPTHREAD because a simple branch-and-bound procedure is employed in the current version. More rigorous computational experiments, especially experiments on fold recognition, are important future work, too. Though we considered the threading approach for structure prediction with constraints, the ab-initio approach should also be studied [28] .
It is interesting that Propositions 1 and 2, and the DP algorithm used in BBDPTHREAD are similar to our previous results on protein threading with pairwise energy [7] though the roles of a target sequence and a template structure were exchanged there: arcs for target sequences were mainly considered in BBDPTHREAD, while arcs for template sequences were considered in [7] . Using this property and treating each residue in A s as a core region, most exact algorithms for protein threading with pairwise energy [1] , [19] , [20] might be modified for protein threading with profiles and constraints in which gaps are allowed everywhere (note that gaps are not allowed in core regions if simple modifications are done for the existing algorithms). Such modifications might be useful for developing faster algorithms for protein threading with profiles and constraints. Conversely, it would also be interesting to apply the techniques used in CLIQUETHREAD and BBDPTHREAD to other related problems such as RNA structure comparison.
