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Abstract
As machine learning continues to gain momentum in the neuroscience community, we witness
the emergence of novel applications such as diagnostics, characterization, and treatment outcome
prediction for psychiatric and neurological disorders, for instance, epilepsy and depression. Sys-
tematic research into these mental disorders increasingly involves drawing clinical conclusions on
the basis of data-driven approaches; to this end, structural and functional neuroimaging serve as
key source modalities. Identification of informative neuroimaging markers requires establishing a
comprehensive preparation pipeline for data which may be severely corrupted by artifactual signal
fluctuations. In this work, we review a large body of literature to provide ample evidence for the
advantages of pattern recognition approaches in clinical applications, overview advanced graph-
based pattern recognition approaches, and propose a noise-aware neuroimaging data processing
pipeline. To demonstrate the effectiveness of our approach, we provide results from a pilot study,
which show a significant improvement in classification accuracy, indicating a promising research
direction.
Keywords: Machine learning, neuroimaging, MRI, fMRI, biomarkers, neurology, psychiatry, re-
moval of artefacts, preprocessing
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1. Introduction
One challenge for the successful applications of automated diagnostics based on pattern recognition
approaches in clinical settings is to ensure the highest possible quality of source signal employed
for decision making. Cleaning the artifactual (irrelevant to the process of question) noise incidental
to scanning deems necessary, as such fluctuations drastically hurt recognition performance, block-
ing the way to the identification of neuroimaging markers for mental disorders Birn et al. (2009).
To this end, denoising schemes must be proposed, which involve the extensive examination of spa-
tiotemporal constituents of the source signal and identification of the relevant components against
the artifactual noise Bianciardi et al. (2009); Salimi-Khorshidi et al. (2014). In the present work,
we investigate a pattern classification pipeline for mental disorders featuring a denoising step, and
observe consistent performance improvements w.r.t. the baseline approach.
A different but important challenge is to design highly sensitive and robust predictive mod-
els. Research indicates that the pattern of brain activity changes associated with disorders such
as depression might have limited discriminative power, leading to performance drops for common
machine learning algorithms. Current accuracy of around 75%, thus, does not allow direct clinical
application of these models Kambeitz et al. (2015). However, recent advancements on graph the-
ory such as persistent homology-based analysis and its applications in neuroimaging indicate that
features extracted from connectome should be informative and robust enough markers for pattern
classification Stolz et al. (2017). Effective connectivity and topological data analysis thus represent
special interest for decision making in clinical applications. In this paper, we only investigate a ba-
sic graph-based features that already prove to be effective in discriminating between two groups of
patients: only epilepsy and both epilepsy+depression patients Bernstein et al. (2018). We note that
application of advanced methods poses denoising as a preliminary step, as noisy data is not reliable
enough to build a connectome. Thus, both steps are essential.
In summary, our contributions in this work are the following:
∙ We systematically review common approaches to preparation, preprocessing and denoising
of neuroimaging data aimed at the elimination of artifacts harmful for pattern recognition;
∙ We systematically review advanced approaches to data representation for pattern recognition,
with much attention devoted to graph-based methods and topological data analysis as the
promising areas;
∙ We propose a principled noise-aware pattern recognition pipeline for neuroimaging tailored
to pattern classification;
∙ Using a pilot study that aims to classify between patients with epilepsy only and patients with
both epilepsy + depression, we demonstrate the effectiveness of our proposed methodology.
This paper is structured as follows. In section 2, we make an affordable introduction to func-
tional neuroimaging and review its applications in the field of clinical neurology. Section 3 describes
in detail the possible sources of fluctuations arising in functional neuroimaging, as suggests how
these fluctuations can be identified by the means of data analysis. In section 4, we briefly review
approaches to inference and analysis of the connectome via the techniques of graph-based analysis.
Section 5 presents our proposed noise-aware data processing pipeline and the results of the pilot
study, that highlight the advantages of our approach.
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2. Functional MRI and its applications in neurology
2.1. Neuroimaging and fMRI
Magnetic resonance imaging (MR imaging, MRI) and its part - functional magnetic resonance imag-
ing (fMRI) - use strong magnetic fields to create images of biological tissues and physiological
changes in them. The static magnetic field created by an MRI scanner is expressed in units of Tesla
(T). Commercial MR scanners are usually within the range of 1.5T to 3T, whereas research-oriented
scanners could have stronger fields of 7T and more. To create images, the scanner uses a series of
changing magnetic gradients and oscillating electromagnetic fields, known as a pulse sequence.
Depending on the resonance frequency, energy from the electromagnetic fields is absorbed by the
atomic nuclei. MRI scanners operate at the frequency of hydrogen nuclei, the most common particle
in the human body due to their prevalence in water molecules Huettel et al. (2004).
Depending on the pulse sequence, it is possible to create static images of tumors, blood ves-
sel damages, and other tissue abnormalities. As of 2018, it is possible to obtain individual MR
slices every 50-100ms (an acquisition mode known as echo-planar imaging or EPI), thus changes
of tissue properties in time could be captured, producing a dynamic picture of the brain. Functional
neuroimaging attempts to assign different mental processes to different parts of the brain, creating
a “brain map” of areas responsible for respective cognitive processes Huettel et al. (2004). Func-
tional MRI is a technique to measure changes in blood oxygenation over time. Blood oxygenation
level is highly correlated with the activity of neurons Logothetis et al. (2001) in a brain region, so
it becomes possible to measure their activity (though indirectly), obtaining the temporal resolution
within seconds and the spatial resolution within up to 1mm or even better in high-field scanners.
The sampling rate for fMRI varies from a few hundred milliseconds to a few seconds, which is
much faster than in positron-emission tomography (PET) studies where a single image could take
as long as one minute to capture.
A number of manufacturers of MR scanners exist; the most significant are Siemens, Philips,
and General Electric. Though there are minor differences in hardware and software parts, main
components of the scanner are always the same. The static magnetic field produced by the main
superconductive magnet is an absolute necessity for MRI. The two main criteria for characterizing
a static magnetic field are its homogeneity and strength Huettel et al. (2004). In case of inhomo-
geneity, the signal measured from a volumetric pixel or “voxel” would depend upon its location in
the magnetic field. The magnitude of nuclear resonance depends on the field strength, thus making
the latter crucial for obtaining greater values of the signal-to-noise ratio (SNR).
MR signal is produced by transmitter and receiver radiofrequency (RF) coils that generate and
receive electromagnetic pulses at the resonant frequency of the specific nuclei of the studied tissue.
Now RF coils are constructed with an increased number of individual elements, showing improve-
ments in several characteristics of MRI quality. A 32-channel array head coil is reported to have ex-
hibited substantial gains in SNR compared to an 8-channel coil Wiggins et al. (2009) and an overall
higher SNR and reduced noise amplification for accelerated imaging compared to a 12-channel coil
at 3T Wiggins et al. (2009). It was shown that the 32-channel coil detected more fMRI-activation
cortically but less subcortically than the 12-channel coil Kaza et al. (2011). Gradient coils are an-
other crucial part of a scanner. Gradient coils are used to spatially encode the positions of voxels
by varying the magnetic field linearly across the imaging volume. The resonant frequency will then
vary as a function of voxel position in space. Gradient coils are powered by sophisticated amplifiers
allowing rapid and precise adjustments to field strength and direction Hidalgo-Tobon (2010). Typ-
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ical gradient systems are capable of producing gradients from 20–100 mT/m. The gradient system
performance influences scan speed: stronger gradients allow for faster imaging or for higher reso-
lution; gradient systems capable of faster switching can also permit faster scanning Gambhir and
Yaghoubi (2010). The slew rate of a gradient system is a measure of how quickly the gradients can
be switched on or off. Nowadays gradients have a slew rate of up to 100–200 T ·m−1 ·s−1. The slew
rate significantly impacts the image quality and depends both on the size of the gradient coil (bigger
coils are slower) and on the performance of the amplifier (it must provide high voltage because of
the inductance of the coil).
2.2. Univariate analysis of fMRI data
Since the introduction of fMRI, the central research design was to compare the measurements at
each voxel statistically using T-tests which revealed the change in each voxel’s activity depending
on the experimental design and was used to construct a “brain map”, indicating the distribution of
neural correlates related to a particular phenomenon Friston et al. (1994). This simplistic approach
has some limitations. First, it is dealing with binary comparisons, which can be underpowered when
identifying continuous processes Cohen et al. (2017). To correct for binary comparisons, paramet-
ric designs were introduced, which used regression to identify voxels responsive in a predicted
way Braver et al. (1997). Second, the volume and extraordinary dimensionality of brain imaging
data result in a large number of statistical comparisons leading to an increased risk of false discov-
eries; in response, methods of correcting for multiple comparisons were developed Forman et al.
(1995); Smith and Nichols (2009). Presently, there is a consensus about the most important kinds
of preprocessing (slice-time correction, motion correction, filtering in space and time, anatomical
alignment across individuals), which resulted in widespread adoption of standard software tool-
boxes and pipelines of data preprocessing Cohen et al. (2017). This unification and standardization
foster reproducibility tests and comparison between studies, which becomes very important with
the development of international databases and novel mathematical, statistical and computational
techniques.
2.3. Multivariate analysis and its applications
As mentioned before, the first generation fMRI analysis methods were univariate or mass-univariate
- they examined individual voxels or groups of voxels independently of each other. One attempt
to overcome the limitations of univariate analysis is multi-voxel pattern analysis (MVPA). MVPA
examines spatial patterns of activity over possibly distinct groups of voxels, to recover what infor-
mation they represent collectively Lewis-Peacock and Norman (2013). Two principal strategies of
MVPA are widely employed in neuroimaging. The first approach is to apply classifiers from ma-
chine learning, mainly linear models, to discriminate between states (different types of processing,
diagnosis and etc.) One challenge for this general approach is that classifiers readily exploit any
discriminative variability, making it essential to analyze all possible variables that could lead to dif-
ferences in groups Cohen et al. (2017), such as task difficulty, reaction time in task-fMRI Todd et al.
(2013) and patient movements or tremor in resting-state fMRI.
The second approach of MVPA deals with similarity/discrepancy measures voxel between pat-
terns in a high-dimensional voxel space Cohen et al. (2017). An example is Representational
Similarity Analysis (RSA), where the representation in each brain region is characterized by a
representational dissimilarity matrix, which is a square symmetric matrix, each entry referring to
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the dissimilarity between the activity patterns associated with two stimuli or experimental condi-
tions Kriegeskorte et al. (2008).
Applications of multivariate analysis of fMRI data and in particular machine learning seem very
promising in the medical field. The number of clinical studies where task and resting-state fMRI is
used in classification (diagnostics or a prognosis of treatment) and regression problems (presurgical
planning, epilepsy foci localization) is rapidly growing. We demonstrate some recent examples of
successful medical applications in sections 2.3.1–2.3.4.
2.3.1. SCHIZOPHRENIA DIAGNOSTICS/TREATMENT
Schizophrenia is often associated with abnormal brain connectivity. The abnormality is referred
to as a “dysconnection” hypothesis Stephan et al. (2009) where “dysconnection” means a range of
network dysfunctions, as opposed to “disconnection”, or reduced connectivity Gheiratmand et al.
(2017). Any biomarker of schizophrenia needs to be stable in terms of its predictive power on pre-
viously unseen subjects, which is usually not the case in schizophrenia due to the high variability of
symptoms and illness severity. Gheiratmand et al. (2017) investigated whole-brain fMRI functional
networks, both at the voxel level and lower-resolution super-voxel level. Their target was Auditory
Oddball task data on the FBIRN fMRI dataset (n = 95 subjects), where node-degree and link-weight
network features were considered and generalization accuracy of statistically significant feature sets
in discriminating patients vs. controls was evaluated. Sparse multivariate regression (elastic net) to
whole-brain functional connectivity features helped derive stable predictive features for symptom
severity. Whole-brain link-weight features reached 74% accuracy in identifying deceased subjects
and were more stable compared to voxel-wise node-degrees. Link-weight features predicted the
severity of several symptoms, including inattentiveness and bizarre behavior. The most significant,
stable and descriptive functional connectivity features included increased correlations between the
thalamus and the primary motor/primary sensory cortex, and between the precuneus (BA7) and the
thalamus, the putamen, and the Brodmann areas BA9 and BA44 Gheiratmand et al. (2017).
Other mattering potential applications of fMRI and machine learning in schizophrenia include
detection of fMRI signal changes during symptomatic events like hallucinations. When applied to
whole-brain fMRI data, conventional classification methods, such as the support vector machines
(SVM), provide solutions that are difficult to interpret. In a recent work, it was proposed to extend
the existing sparse classification methods by taking the spatial structure of brain images into ac-
count with structured sparsity using the total variation penalty de Pierrefeu et al. (2018). A reliable
classification performance and interpretable predictive spatial patterns consisting of two clusters
in speech-related brain regions were obtained. The characterization of the variability within pre-
hallucination patterns (using an extension of principal component analysis with spatial constraints)
helped to shed light on the intrinsic sources of the variability present in the dataset. These results
could be promising for fMRI-guided therapy for drug-resistant hallucinations de Pierrefeu et al.
(2018).
2.3.2. PRESURGICAL PLANNING
Brain lesions and diseases affect neural processing and increase individual variations in patients’
functional networks compared with healthy controls. It is of great importance to find functional
brain areas before the surgery in order to maximize the resection area (in case of tumors) and min-
imize the influence on brain functions. A recent work investigates the ability to predict individual
5
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language areas from resting-state fMRI (rs-fMRI) Jones et al. (2017). A predictive model sup-
plied with pairs of resting-state and task-evoked data was trained to predict activation of unseen
patients and healthy controls based on their resting-state data alone. Patients generally show higher
variability compared to healthy controls in the location of language areas. However, the models
were able to successfully learn variations in both patient and control responses from the individ-
ual resting-connectivity features. A kind of transfer learning was applied here: a model trained
exclusively on the more-homogenous control group was shown to be able to predict task activa-
tions in patients Jones et al. (2017). A serious limitation of this work is that the ground truth for
resting-state fMRI prediction was task fMRI data, and not, for example, intraoperative mapping,
which is nowadays a gold standard Lu et al. (2017). This shortcoming was overcomed in another
recent work, where resting-state fMRI has been also applied to pre-surgical functional mapping Lu
et al. (2017). The authors developed an automated method for identifying language network in
brain tumor subjects using ICA on resting-state fMRI. In addition to standard processing strategies,
a discriminability index-based component identification algorithm was applied to identify language
networks in three different groups. The results obtained with the training group were validated in
an independent group of healthy human subjects. For the testing group, the detected language net-
works were assessed by intraoperative stimulation mapping to verify the reliability of application
in the clinical setting. On an individual level, language areas could be successfully mapped for all
subjects from the two healthy groups except one (19/20, success rate = 95.0%). In the testing group
(brain tumor patients), the sensitivity of the language mapping result reached 60.9% in case of exact
match and 87.0% in within the radius of 1 cm Lu et al. (2017).
2.3.3. DEPRESSION DIAGNOSTICS/TREATMENT
For decades, neuroimaging has been widely used to explore the pathomechanism of major depres-
sion disorder (MDD), bipolar depression (BD) and related disorders. Some of the aspects covered
in the literature are: identification of depressed vs. non-depressed subjects, differentiation between
major (unipolar) depression and bipolar depression, prediction of the first onset of depression in
young people (e.g. early onset vs. later onset), estimation of depression valence, assessment of
effects of medication (e.g. antidepressants), prediction from resting-state fMRI (rs-fMRI), and se-
lection of interpretable features. Patel et al. (2016) gives an overview of research into depression
diagnostics and treatment response prediction using neuroimaging data and machine learning meth-
ods. As principled depression diagnostics probably remains the most important issue in literature,
we review some of these works in greater detail. The development of features used by most studies
has primarily focused on extracting information from T1-weighted imaging and fMRI. The use of
these features in an initial attempt to model depression diagnosis and treatment response is in accor-
dance with past neuroimaging-based studies that have predominantly found anatomical changes and
altered brain activity to be valuable biomarkers of major depression Dunlop and Mayberg (2014);
McGrath et al. (2013). Most studies mentioned by Patel et al. (2016) use linear support vector ma-
chines (SVMs) that offer reliable theoretic foundations and insensitivity to high-dimensional data,
with other approaches including Gaussian processes, neural networks, random forests, k-means and
decision trees Kambeitz et al. (2015). Nearly all approaches rely on leave-one-subject-out cross-
validation (LOOCV) for characterization of the accuracy of the prediction models due to the scarcity
of available data volumes.
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2.3.4. EPILEPSY DIAGNOSTICS/TREATMENT
Brain changes associated with temporal lobe epilepsy (TLE) include asymmetrical distribution of
temporal lobe abnormalities on the same brain hemisphere in the hippocampus, parahippocampal
gyrus, and entorhinal cortex Keller and Roberts (2008). Therefore many forthcoming studies at-
tempted to find biomarkers of mTLE in these particular regions. For instance, Liao et al. (2011)
found reductions in both functional and structural connectivity between hippocampal structures and
adjacent brain regions, as well as connectivity among the default mode network (DMN). It is be-
lieved that degeneration of structural connectivity may help explain the pathophysiological mech-
anism of the impaired cognitive functions. In voxel-level fMRI analysis, the basic experimental
methodology involves defining regions of interest (ROIs) to be used as masks, applying them onto
the residual images to extract the mean signal time-courses from each predefined ROI, and comput-
ing correlation coefficients between pairs of signal time-courses. The latter are then utilized to test
hypotheses Bettus et al. (2010).
Functional MRI-based research into TLE is typically performed with presented visual stimuli
(words, faces or scenes), and the goal of the patient is to respond, for instance, by pushing the
button Golby et al. (2002); Bonnici et al. (2013). Assessing the functional reserve of key mem-
ory structures, which remains a challenge for pre-surgical patients with intractable temporal lobe
epilepsy, is central for a number of studies Bonnici et al. (2013). They provide evidence for de-
tection of predictable patterns of activity across voxels associated with specific memories in MTL
structures, including the hippocampus. Overall, their findings indicate that MVPA-fMRI could
prove a useful non-invasive method of assessing pre-surgical memory capacity within the MTL.
Patients with long-standing epilepsy may have variable anatomic localization of neurologic func-
tions, such as memory, because of cerebral reorganization induced by the disease process Golby
et al. (2002). Understanding this functional anatomy is vital when planning surgical resections and
relies on complex preoperative evaluations. fMRI is a valid tool for assessing of memory later-
alization in patients with MTLE and may therefore allow noninvasive preoperative evaluation of
memory lateralization. Another issue is the development of neuroimaging measures that prove to
be strongly predictive neuroimaging markers in pattern classification between healthy controls and
general epileptic patients Zhang et al. (2012). Using modern pattern-recognition approaches like
sparse regression and support vector machine, they have achieved a cross-validated classification
accuracy of 83.9% (specificity: 82.5%; sensitivity: 85%) across individuals from a large dataset
consisting of 180 healthy controls and epileptic patients.
3. Handling artifactual fluctuations in functional MRI data
3.1. fMRI-related noise modalities
Not depending on equipment, fMRI signal is very noisy. As T2*-weighted image (BOLD-contrast)
is a mixture of signals from many sources, the desired signal from the neuronal activity only rep-
resents a relatively small percentage of the variance of the signal Bianciardi et al. (2009). Non-
neuronal contributions to the BOLD fMRI time series include receiver coil thermal noise, instru-
mental drifts, spike-like artifactual signals induced by the hardware instabilities, rapid and high-
amplitude spikes due to the head motion. The physiological noise of non-neuronal origin (which
is essentially BOLD-signal, but of no interest) comprises of cardiac and respiratory noise, changes
in arterial carbon dioxide concentration associated with varying respiration rate, vasomotor effects,
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changes in blood pressure and cerebral autoregulation mechanisms Murphy et al. (2013). We further
discuss the major fluctuation sources and noise models.
As mentioned previously, fMRI data are indirect measurements of neural activity in a brain -
the activity is proxied by BOLD (blood oxygen level dependent) response. In addition to mean-
ingful BOLD signal, data contains noise component. This noise component is a combination of
fluctuations with different origins and properties, below classification for each type of the fluctua-
tions and possible approaches to reduce its influence are given Greve et al. (2013); Welvaert (2013);
Caballero-Gaudes and Reynolds (2017); Liu (2016).
Background noise includes thermal and system- or scanner-related fluctuations. Thermal noise
is caused by the Brownian motion of ions within the subject and the scanner. This motion leads to
fluctuations in the electromagnetic field measured by the scanner. Such fluctuations always exist,
but, in some sense, this noise is the easiest to model as its magnitude linearly depends on the temper-
ature inside the scanner and the strength of its magnetic field, and it can be adequately modeled by
spatially and temporally independent homoscedastic Gaussian noise. Its influence can be reduced
either during the measurement session by decreasing the temperature in a scanner room and post-
measurement via data averaging. System noise comes from variations and instabilities in a fMRI
scanner and results in a low-frequency drift. Though this type of noise is hard to assess, its influ-
ence is estimated to be a few percents from total variance Greve et al. (2011), offering approaches
to mitigate it. As follows from their definitions, both thermal and system noise exist independently
from the subject and experiment and characterize the environment and the scanner, respectively.
Motion noise comes from subject’s motion in a scanner. This noise is almost inevitable and
the effect of the noise is dramatic as it leads to voxels’ movements. In task-based fMRI, head
movements might correlate with experimental tasks such as, for instance, during speech-related
tasks. While for the task-based fMRI effect of the noise might be reduced by averaging across
trials, in resting-state fMRI even micro-movements might drastically affect the analysis. The effects
of motion can be reduced by applying a motion correction algorithm Cox et al. (1999).
Physiological noise is primarily caused by the subject’s heartbeat (or cardiac pulsatility) and
air circulation (or respiration). Cardiac pulsatility cause artifacts related to brain tissue movements
and blood vessels inflow effects. Respiration, in addition to small head movements (that might be
related to motion noise), affects the carbon dioxide level in the blood that causes blood vessels to
dilate and therefore affects the BOLD signal. Despite the relatively minor influence of the noise
on the signal, these activities should also be taken into account: the heartbeat and respiratory rates
could be measured but will require the involvement of additional external devices as its rate is
greater than the Nyquist rate in most fMRI studies Greve et al. (2011).
Non-task-related noise includes any non-task-related neural activity including, for instance, the
reaction to the scanner acoustic noise or some subjects’ thoughts or ideas. Task-related noise is
correlated with the task execution and originates from the undesired activity of the subject, including
irrelevant motion or cognitive processes performed during task execution.
3.2. The need for noise identification in fMRI studies
As the interest to resting-state fMRI grows, there is an increasing number of noise studies related to
task-free paradigms. Resting-state fMRI data contain coherent fluctuations unrelated to neural pro-
cesses originating from residual motion artifacts, respiration and cardiac action Birn (2012). These
fluctuations may introduce spurious correlations and cause an overestimation of functional connec-
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tivity strength. Several multidimensional linear regression approaches to remove artificial coheren-
cies were applied and the impact of different types of preprocessing on sensitivity and specificity
of functional connectivity results in simulated data and experimental resting-state data was exam-
ined Weissenbacher et al. (2009). The authors tried to find possible causes of anticorrelations and
find out whether these anticorrelations could be a result of certain preprocessing approaches like
the regression against the global signal. Preprocessing, in general, was shown to greatly increase
connection specificity; in particular, correction for global signal fluctuations almost doubled con-
nection specificity Weissenbacher et al. (2009). Another finding was that widespread anticorrelated
networks were only found when regression against the global signal was applied. Results both in
simulated and human data strongly imply that anticorrelations could arise from global signal re-
gression and, therefore, should be interpreted very carefully Weissenbacher et al. (2009). It was
also shown that global signal regression could also reduce the sensitivity for detecting true posi-
tive correlations increasing the number of false negatives. Anyway, corrections against realignment
parameters, white matter, and ventricular time courses, as well as the global signal are strongly
recommended to maximize the specificity of positive resting-state correlations Weissenbacher et al.
(2009). Presently, no established agreement on data cleaning exists as there is not a single “right”
way to process resting state data that reveals the “true” nature of the brain Murphy and Fox (2017).
The authors insist that further work is needed, different processing approaches are likely to reveal
complementary insights about the brain’s functional organization Murphy and Fox (2017). The
doubts are strengthened by a recent work Bright et al. (2017), where the authors describe potential
pitfalls of denoising resting-state fMRI data using nuisance regression. Statistical assumptions of
the GLM after nuisance regression of resting state fMRI data were examined. It was shown how
pre-whitening, temporal filtering and temporal shifting of regressors could impact model fit Bright
et al. (2017). The authors make some recommendations: pre-whitening should be applied to achieve
valid statistical inference of the noise model fit parameters as well as temporal filtering should be
incorporated into the noise model to best account for changes in degrees of freedom Bright et al.
(2017).
Aforementioned studies mainly analyze conventional (usually mass-univariate) statistical infer-
ence, which is not always the case when machine learning techniques are applied to fMRI data. One
important task in resting-state fMRI is to find and compare similar resting-state networks (RSNs)
across subjects. Different machine learning algorithms were applied to tackle this problem De Mar-
tino et al. (2007). SVM was shown to be successful in RSN classification Wang and Li (2015)
obtained by independent component analysis (ICA). However, when applied to resting state fMRI,
where many ICs reflect artifacts in data, classification of spatial components may generate an unre-
liable result, due to the major of complicated parameter tuning and overfitting Ren et al. (2017).
Mandelkow et al. (2017) provide evidence against the utilization of higher spatial resolution
in stimuli decoding MVPA experiments due to noise issues. Machine learning approaches such as
linear discriminant analysis (LDA) reach a maximum in classification performance at a smoothed
resolution close to 3 mm, much above the 1.2 mm voxel size of the 7T fMRI acquisition. PCA of the
global and local fMRI signal patterns suggest that informative neuronal fluctuations were spatially
correlated and smooth, while other components of higher spatial frequency were more often related
to physiological noise and responsible for the reduced classification accuracy at higher resolution
Mandelkow et al. (2017).
In a recent work, MVPA for each voxel was shown to not only make a distinct contribution to
the information represented collectively by the population of voxels but to be highly sensitive to
9
SHARAEV ET AL.
noise correlations between voxels Bejjanki et al. (2017). The authors demonstrated that accurate
decoding of the information content of neural populations these noise correlations should be taken
into account. As shown before da Silveira and Berry II (2014), multivariate decoding is enhanced for
heterogeneous neural populations with high noise correlations. Based on this, Bejjanki et al. (2017)
showed that noise correlations between heterogeneous populations of voxels influence MVPA. The
authors repeated the analysis across different magnitudes of noise correlations and showed that it
was positively related to classification accuracy. MVPA was shown to assign greater weights to
voxels with high noise correlations. With artificial fMRI data, the authors were able to simulate the
complementary effects of noise correlations and selectivity on decoding and show that these results
remain the same for different parameter values Bejjanki et al. (2017).
3.3. Exploiting noise-related facts: fMRI simulation, noise identification and elimination
techniques
3.3.1. FMRI DATA SIMULATION
One of the two main purposes to simulate data is to optimize actual (real world) experiment design,
while the other is to verify and compare statistical models/methods utilizing the fact that ground
truth is known. The second point represents great relevance for the noise reduction as it means that
information about the types and origins of noises is incorporated into the data simulation process,
allowing the researcher to evaluate proposed classification and pattern recognition approaches. Cur-
rently, there is one major limitation in data generation - there is no well-established approach to
model resting-state data, which is essentially presented as random fluctuations or (permuted) blocks
of real background fMRI signal.
3.3.2. NOISE IDENTIFICATION AND SUPPRESSION
Three significantly different general approaches for noise identification and removal in fMRI data
can be highlighted Salimi-Khorshidi et al. (2014); Caballero-Gaudes and Reynolds (2017): the first
is based on using additional sensors measuring physiological activities exploitation (model-based
approach, Glover et al. (2000)), the second is noise elimination specific for each type of noise (e.g.
motion correction or thermal noise cleaning), finally the third one is data-driven using only fMRI
data itself and prior information about fMRI signal and noise. The first approach is limited as it
covers only physiological nature of the noise and can’t handle e.g. scanner artifacts. Moreover,
large amounts of data already been collected (and are being collected) without additional “noise”
information, so the aforementioned method cannot be useful here. Data collection with additional
equipment introduces additional challenges from increased experimental time to equipment cost,
MR-compatibility, and instability.
Independent Component Analysis (ICA) based technique is could be viewed as a second step as
it might be applied to components extracted by PCA Rasmussen et al. (2012). The resulting inde-
pendent components are assumed to be either noise-related or signal-related, each representing one
of the sources in a source separation task solved by ICA. ICA transforms source fMRI signal into a
set of components with distinct spatial and temporal structures, which further could be classified as
noise or signal. Three possible approaches to this classification can be highlighted.
The first one is an expert-based technique, meaning that an individual with expertise in fMRI
processing must examine each component (its time courses, spatial distribution, and spectrum) and
manually label it as either signal or noise Griffanti et al. (2017); Kelly Jr et al. (2010). Griffanti
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et al. (2017) present a detailed guideline for evaluating and categorizing independent components
and provide examples of each component class. Expert-based categorization may be tedious and
error-prone for data with low SNR ratios such as the case for ubiquitous medical 1.5 T scanners. In
addition, this approach is extremely time-consuming as the number of independent components for
each subject is normally around 50, and their visual inspection involves examination of a multitude
of sources, including their spatial maps in three different projections, time courses of the respective
independent component, and its frequency spectrum. While data quality represents an issue for all
reviewed approaches, we note that manual examination is expected to provide the highest quality
labeling when confronted with previously unseen data of low SNR.
Another option is to utilize a pre-trained classifier such as the one provided by the FIX package
of FSL that achieves 99% classification accuracy based on the annotation created by human ex-
perts Salimi-Khorshidi et al. (2014). In this work, ICA components are used to extract features for
the machine learning methods (supervised learning classifiers) that aim to classify noise components
from signal automatically based on labeled training data. 46 temporal and 131 spatial features are
extracted and a feature selection procedure is performed during classifier training. This approach
requires significantly less effort compared to an expert-based annotation but might result on lower
quality noise suppression due to differences in experimental design and scanner parameters.
Finally, the third approach is to combine the first two approaches, i.e. to calibrate the existing
model pre-trained on vast amounts of data with different characteristics (such as the one provided
by the FIX package) for the particular problem. This requires creating a new task-oriented labeled
dataset using the expert knowledge and using transfer learning techniques known from machine
learning to ’fine-tune’ the classification model on the newly labeled data. This approach seems to
be the most promising when data quality is low and number of patients is relatively high.
Described approaches to signal-noise separation for fMRI data might prove useful for clas-
sification tasks in the medical domains described above, specifically epilepsy, schizophrenia, and
depression diagnostics/prognosis. The crucial point here is that physiological noise having no direct
relation to the neuronal activity (i.e. signal), might still carry valuable discriminating information
for the classification task. For instance, cerebral blood flow fluctuations might reveal unobservable
brain states, which correlate with the target variable (disease/no disease). Broadly speaking, two
ways to approaching the classification problem exist. The first assumes building classifier based
on the hand-crafted features extracted from the independent components (such as, for instance, de-
scribed in Salimi-Khorshidi et al. (2014)), that could prove effective for discriminating between
patients vs. healthy controls. An alternative approach may be based on the reconstruction of the 4D
fMRI signal itself after noise elimination and its utilization as a source data for training (i.e. data
might be denoised, or its signal and noise parts might be investigated separately).
4. Advances in graph-based modeling of functional connectivity
4.1. Causal or effective connectivity and its applications to pattern recognition
All approaches discussed earlier mostly refer to the concept of functional or correlational connec-
tivity, where the information of data (spatial) correlation structure is preserved. A relatively new
neuroimaging concept is the effective (causal) connectivity (EC), which is defined as “influence
that one neural system exerts over another, either at a synaptic or population level” Friston (2011),
which means causation and, if estimated, would show the essence of neuronal processes of infor-
mation transfer and processing in the brain. Effective connectivity is becoming very popular in
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fundamental neuroscience. Methods to assess EC are being developed nowadays, and they are split
into two main groups: model-based like Dynamic Causal Modelling (DCM) Friston (2011) and
model-free, which are mainly based on information theory and its measures like conditional mutual
information, Transfer Entropy (TE) Schreiber (2000); Vicente et al. (2011) and momentary infor-
mation transfer Runge (2014). Though applications of aforementioned methods to fMRI data could
be rather tricky due to its dimensionality and autocorrelation structure, there is a growing number
of (mostly fundamental) studies where DCM Dima et al. (2011); Razi et al. (2015); Sharaev et al.
(2016a) or TE Sharaev et al. (2016b, 2018).
Because of estimation complexity an (possible) instability in EC, up to now there are only a
few examples of EC features use in classification and prediction tasks. One of them is dedicated to
autism signatures Deshpande et al. (2013) and is focused on including EC measures in the predic-
tive model. A multivariate autoregressive model (MVAR) was used to obtain the causality matrices
for each of the 30 participants. Causal connectivity weights were added to feature space of func-
tional connectivity values and passed to support vector machine classifier to determine the accuracy
of autism versus control discrimination. Maximum classification accuracy was found to be 95.9%
with 19 features with the highest discriminative ability between the groups. All of the 19 features
were effective connectivity graph paths, indicating that causal information may be critical in dis-
criminating between autism and control groups Deshpande et al. (2013).
Another study aimed at classification between major depressive disorder (MDD) patients and
healthy controls Geng et al. (2018). The authors used the whole brain connectivity measures which
included the ROI-to-ROI functional connectivity from Automated Anatomical Labeling (AAL) tem-
plate and EC between resting-state nodes, such as the default mode network (DMN), dorsal attention
network (DAN), frontal-parietal network (FPN), and silence network (SN). Effective connectivity
was assessed using spectral Dynamic Causal Modeling (spDCM). Linear SVM, non-linear SVM,
KNN and Logistic Regression (LR) were tested as classifiers to discriminate between MDD pa-
tients and healthy controls. The highest accuracy was 91.67% (p ¡ 0.0001) when using 19 effective
connections and 89.36% when using 6,650 functional connections. The authors also performed
a classification analysis using only functional connections from aforementioned resting-state net-
works where the highest accuracy was 78.33% (p ¡ 0.0001). So, despite the fact that regions of
interest were the same, EC provided higher accuracy compared to FC Geng et al. (2018).
4.2. Topological data analysis
Recent studies have demonstrated the successful application of topological approaches for connec-
tome construction and analysis Dlotko et al. (2016). As traditional graph theory approaches may be
insufficient to understand the full extent of complexity of such an intertwined object as the brain net-
work (or even a small area of it), the work has investigated algebraic topology approaches to define
its structural and functional organisation. Structural topological data analysis has demonstrated the
significant difference between micro-level connectivity networks of the inferred graph vs. various
kinds of random graphs. In particular, oriented graphs contain on the order of 107 fully-connected
simplex groups. Some of these simplexes contain up to 8 neurons, making them the largest fully-
connected motif ever discovered. Functional topological analysis of simulated neuronal activity
data has revealed novel spatio-temporal measures providing efficient classification of functional re-
sponses to qualitatively distinct kinds of stimuli. The methods proposed in this work demonstrate
general applicability in connectomics and neuroscience.
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Figure 1: The scheme of the proposed noise-aware fMRI processing pipeline.
Other study uses topological data analysis to investigate the functional networks obtained from
both experimental and simulated time series Stolz et al. (2017). Coupled Kuramoto oscillators serve
as a source of simulated time-series data, while the experimental data relate to the fMRI recording of
healthy subjects made when subjects performed a simple motor task. The experiments have demon-
strated that the persistent homology is a promising new tool for the analysis of functional networks.
Persistent homology-based analysis has been demonstrated to reveal the differences in synchronisa-
tion patterns in the datasets over time, while simultaneously emphasizing the changes in the cluster
structure of the graph network. It also reveals the increase in the degree of synchronisation between
brain regions leading to the emergence of brain circuits while learning to perform a motor task. The
method has helped to establish that the most significant changes in brain circuits emerge during the
second day of study.
5. Noise-aware fMRI processing pipeline for pattern recognition with applications
to neurology
5.1. The proposed pipeline
The literature review has allowed us to identify established and prospective building blocks and
organize them into a unified and highly automated fMRI processing pipeline. Our pipeline accepts
raw functional and structural scans of a subject and outputs the predicted task-specific scores, whose
meaning vary according to the application. For instance, for a depression vs. healthy control classi-
fication task, our pipeline should score the patient according to a probability of depression diagnosis
for him. The entire chain of steps can be implemented in a modular way via existing or prospective
software by respecting interfaces between the modules. We note that as some of the modules may
carry computationally intensive processing, the runtime of the pipeline may vary from minutes to
several hours. We briefly describe our proposed pipeline below.
13
SHARAEV ET AL.
The input to our pipeline comprises of functional and structural MRI scans. The raw scans
are passed through a standard preprocessing step, an established low-level MRI handling stage (in-
volving slice-time correction, motion correction, filtering in space and time, anatomical alignment
across individuals) Cohen et al. (2017), yielding preprocessed data on the same scale and format.
A second stage accepts preprocessed scans and runs a denoising procedure analogous to the one
implemented in FIX software Salimi-Khorshidi et al. (2014), producing a scan with irrelevant com-
ponents excluded and an increased SNR. We note that, in fact, the independent components marked
as “noise” may still carry discriminative features for the end classification task, thus, it may be ben-
eficial to keep those instead of excluding them from the consideration altogether. The third stage of
our pipeline performs morphometric, correlation-based, causal, and graph-based feature extraction.
We emphasize the perspective use of graph-based and topological features for the pattern classifica-
tion problem, as these have been long indicated as relevant for pattern classification problem Wang
et al. (2017); Stolz et al. (2017). Lastly, our pipeline performs pattern recognition by making use
of available implementations of conventional machine learning approaches such as SVMs, neural
networks, and decision trees, to name a few. A schematic overview of our proposed pipeline can be
seen in Figure 1.
5.2. A pilot study
The purpose of this example study is to demonstrate the possible advantage of using novel sophis-
ticated artifact removal procedures in clinical diagnostics. The task was to distinguish between two
groups of patients: only epilepsy and both epilepsy+depression patients. Whereas structural MRI
data could be enough to distinguish between epilepsy and healthy controls, the more precise di-
agnostics as our task was, needs to take fMRI into consideration. Our data was 25 patients with
epilepsy and 25 both epilepsy+depression patients. Collected at 1.5T EXCEL ART VantageAtlas-
X Toshiba scanner by physicians from Russian Scientific and practical psycho-neurological center
named after Z.P. Solovyov (NPCPN http://npcpn.ru/) (Skoltech biomedical partner).
Raw data was preprocessed in three different ways: 1) “Standard” - standard preprocessing
pipeline in SPM12 including slice-timing correction, bad-slices interpolation, motion-correction
(bad volumes interpolation), coregistration with T1 images and spatial normalization; 2) “Stan-
dard+FSL FIX denoise” is standard pipeline plus removing noise ICA based on FIX classification
(FIX was not trained specifically on our data, but pre-trained by developers on high-quality 3T fMRI
data) and 3) “Standard+manual denoise” which is a combination of standard pipeline with manual
ICA classification into signal and noise components by fMRI experts. For the parcellation of the
brain, an Automatic Anatomic Labeling (AAL) atlas was used, which consist of 117 regions. For
each region corresponding time series were assigned, and then a correlation matrix was calculated
from them.
To work with graphs, we used the Python library - networkX 2.1. The adjacency matrix for
the graph was obtained from the correlation matrix, where the values greater than the threshold
were replaced by 1, and the others by 0. We calculated 5 metrics corresponding to each region
of the brain: clustering coefficient, degree centrality, closeness centrality, betweenness centrality,
average neighbor degree and 2 metrics witch describe the graph in general: local efficiency and
global efficiency. As a result we obtain a matrix with 5× 117+ 2 = 587 features. Then we use
standard machine learning classifiers: Support Vector Machine (SVM), Random Forest Classifier
(RF), and Logistic Regression (LR).
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Table 1: True Positive Rates for three assessed methods with fixed False Positive Rate.
False Positive Rate True Positive Rate
Standard Standard + manual denoise Standard + FSL FIX denoise
0.1 0.2 0.76 0.02
0.15 0.28 0.92 0.08
0.2 0.36 0.92 0.08
0.3 0.44 0.92 0.08
Each model was validated using leave-one-out approach which gave the following results: (1)
“Standard” with accuracy of 0.72±0.13, (2) “Standard + FSL FIX denoise” with accuracy of 0.52±
0.14, and (3) “Standard + manual denoise” with accuracy of 0.88± 0.09. Table 1 provides details
on the quality of our approach.
Firstly, it can be seen that “Standard” preprocessing does not perform well when working on
simple features (functional connectivity). “Standard+FSL FIX denoise” performance is even worse
implying that additional training of FIX package is almost obligatory on different datasets (most
likely due to different imaging quality of 1.5T and 3T MR-scanners). Finally, “Standard+manual
denoise” shows relatively high performance in terms of accuracy and true positive rate, which means
that additional sophisticated data cleaning could be beneficial for fMRI classification tasks.
6. Conclusions
Functional neuroimaging has proven promising for clinical diagnostics of psychiatric disorders such
as depression and neurological diseases such as epilepsy. In current work we reviewed some com-
mon and established approaches to preparation, preprocessing and denoising of neuroimaging data
aimed at the elimination of artifacts harmful for pattern recognition. We also reviewed modern
advanced approaches to data representation for pattern recognition, graph-based methods and topo-
logical data analysis as the promising areas. Based on well established and modern approaches, we
proposed a principled noise-aware pattern recognition pipeline for neuroimaging tailored to pattern
classification and showed the potential effectiveness of our proposed methodology in a pilot clinical
rs-fMRI classification study. As a result denoised data provides clearer and more informative fea-
tures for machine learning-based diagnostics, and yields significant improvements in classification
accuracy between a group of patients with only epilepsy versus epilepsy+depression patients.
Acknowledgments
This study was performed in the scope of the Project “Machine Learning and Pattern Recognition
for the development of diagnostic and clinical prognostic prediction tools in psychiatry, borderline
mental disorders, and neurology” (a part of the Skoltech Biomedical Initiative program).
References
Vikranth R Bejjanki, Rava Azeredo Da Silveira, Jonathan D Cohen, and Nicholas B Turk-Browne.
Noise correlations in the human brain and their impact on pattern classification. PLoS computa-
tional biology, 13(8):e1005674, 2017.
15
SHARAEV ET AL.
A. Bernstein, E. Burnaev, E. Kondratyeva, S. Sushchinskaya, M. Sharaev, A. Andreev, A. Artemov,
and R. Akzhigitov. Machine learning pipeline for discovering neuroimaging-based biomarkers in
neurology and psychiatry. In Conformal and Probabilistic Prediction and Applications. Springer,
2018.
Gaelle Bettus, Fabrice Bartolomei, Sylviane Confort-Gouny, Eric Guedj, Patrick Chauvel, Patrick J
Cozzone, Jean-Philippe Ranjeva, and Maxime Guye. Role of resting state functional connec-
tivity mri in presurgical investigation of mesial temporal lobe epilepsy. Journal of Neurology,
Neurosurgery & Psychiatry, pages jnnp–2009, 2010.
Marta Bianciardi, Masaki Fukunaga, Peter van Gelderen, Silvina G Horovitz, Jacco A de Zwart,
Karin Shmueli, and Jeff H Duyn. Sources of functional magnetic resonance imaging signal
fluctuations in the human brain at rest: a 7 t study. Magnetic resonance imaging, 27(8):1019–
1029, 2009.
Rasmus M Birn. The role of physiological noise in resting-state functional connectivity. Neuroim-
age, 62(2):864–870, 2012.
Rasmus M Birn, Kevin Murphy, Daniel A Handwerker, and Peter A Bandettini. fmri in the presence
of task-correlated breathing variations. Neuroimage, 47(3):1092–1104, 2009.
Heidi M Bonnici, Meneka Sidhu, Martin J Chadwick, John S Duncan, and Eleanor A Maguire. As-
sessing hippocampal functional reserve in temporal lobe epilepsy: a multi-voxel pattern analysis
of fmri data. Epilepsy research, 105(1-2):140–149, 2013.
Todd S Braver, Jonathan D Cohen, Leigh E Nystrom, John Jonides, Edward E Smith, and Dou-
glas C Noll. A parametric study of prefrontal cortex involvement in human working memory.
Neuroimage, 5(1):49–62, 1997.
Molly G Bright, Christopher R Tench, and Kevin Murphy. Potential pitfalls when denoising resting
state fmri data using nuisance regression. NeuroImage, 154:159–168, 2017.
Ce´sar Caballero-Gaudes and Richard C Reynolds. Methods for cleaning the bold fmri signal. Neu-
roimage, 154:128–149, 2017.
Jonathan D Cohen, Nathaniel Daw, Barbara Engelhardt, Uri Hasson, Kai Li, Yael Niv, Kenneth A
Norman, Jonathan Pillow, Peter J Ramadge, Nicholas B Turk-Browne, et al. Computational
approaches to fmri analysis. Nature neuroscience, 20(3):304, 2017.
Robert W Cox, Andrzej Jesmanowicz, et al. Real-time 3d image registration for functional mri.
Magnetic resonance in medicine, 42(6):1014–1018, 1999.
Rava Azeredo da Silveira and Michael J Berry II. High-fidelity coding with correlated neurons.
PLoS computational biology, 10(11):e1003970, 2014.
Federico De Martino, Francesco Gentile, Fabrizio Esposito, Marco Balsi, Francesco Di Salle,
Rainer Goebel, and Elia Formisano. Classification of fmri independent components using ic-
fingerprints and support vector machine classifiers. Neuroimage, 34(1):177–194, 2007.
16
FMRI: PREPROCESSING, CLASSIFICATION AND PATTERN RECOGNITION
Amicie de Pierrefeu, Thomas Fovet, Fouad Hadj-Selem, Tommy Lo¨fstedt, Philippe Ciuciu,
Stephanie Lefebvre, Pierre Thomas, Renaud Lopes, Renaud Jardri, and Edouard Duchesnay.
Prediction of activation patterns preceding hallucinations in patients with schizophrenia using
machine learning with structured sparsity. Human brain mapping, 2018.
Gopikrishna Deshpande, Lauren Libero, Karthik Ramakrishnan Sreenivasan, Hrishikesh Desh-
pande, and Rajesh Kumar Kana. Identification of neural connectivity signatures of autism using
machine learning. Frontiers in human neuroscience, 7:670, 2013.
Danai Dima, Klaas E Stephan, Jonathan P Roiser, Karl J Friston, and Sophia Frangou. Effective
connectivity during processing of facial affect: evidence for multiple parallel pathways. Journal
of Neuroscience, 31(40):14378–14385, 2011.
Pawel Dlotko, Kathryn Hess, Ran Levi, Max Nolte, Eilif Muller, Michael Reimann, Martina Sco-
lamiero, Katharine Turner, and Henry Markram. Topological analysis of the connectome of
digital reconstructions of neural microcircuits. 2016.
Boadie W Dunlop and Helen S Mayberg. Neuroimaging-based biomarkers for treatment selection
in major depressive disorder. Dialogues in clinical neuroscience, 16(4):479, 2014.
Steven D Forman, Jonathan D Cohen, Mark Fitzgerald, William F Eddy, Mark A Mintun, and
Douglas C Noll. Improved assessment of significant activation in functional magnetic resonance
imaging (fmri): use of a cluster-size threshold. Magnetic Resonance in medicine, 33(5):636–647,
1995.
Karl J Friston. Functional and effective connectivity: a review. Brain connectivity, 1(1):13–36,
2011.
Karl J Friston, Andrew P Holmes, Keith J Worsley, J-P Poline, Chris D Frith, and Richard SJ
Frackowiak. Statistical parametric maps in functional imaging: a general linear approach. Human
brain mapping, 2(4):189–210, 1994.
Sanjiv Sam Gambhir and Shahriar S Yaghoubi. Molecular imaging with reporter genes. Cambridge
University Press, 2010.
Xiangfei Geng, Junhai Xu, Rui Li, Baolin Liu, and Yonggang Shi. Multivariate classification of
major depressive disorder using the effective connectivity and functional connectivity. Frontiers
in Neuroscience, 12:38, 2018.
Mina Gheiratmand, Irina Rish, Guillermo A Cecchi, Matthew RG Brown, Russell Greiner, Pablo I
Polosecki, Pouya Bashivan, Andrew J Greenshaw, Rajamannar Ramasubbu, and Serdar M Dur-
sun. Learning stable and predictive network-based patterns of schizophrenia and its clinical symp-
toms. NPJ schizophrenia, 3(1):22, 2017.
Gary H Glover, Tie-Qiang Li, and David Ress. Image-based method for retrospective correction of
physiological motion effects in fmri: Retroicor. Magnetic resonance in medicine, 44(1):162–167,
2000.
17
SHARAEV ET AL.
Alexandra J Golby, Russell A Poldrack, Judy Illes, David Chen, John E Desmond, and John DE
Gabrieli. Memory lateralization in medial temporal lobe epilepsy assessed by functional mri.
Epilepsia, 43(8):855–863, 2002.
Douglas N Greve, Bryon A Mueller, Thomas Liu, Jessica A Turner, James Voyvodic, Elizabeth
Yetter, Michele Diaz, Gregory McCarthy, Stuart Wallace, Brian J Roach, et al. A novel method
for quantifying scanner instability in fmri. Magnetic resonance in medicine, 65(4):1053–1061,
2011.
Douglas N Greve, Gregory G Brown, Bryon A Mueller, Gary Glover, Thomas T Liu, et al. A survey
of the sources of noise in fmri. Psychometrika, 78(3):396–416, 2013.
Ludovica Griffanti, Gwenae¨lle Douaud, Janine Bijsterbosch, Stefania Evangelisti, Fidel Alfaro-
Almagro, Matthew F Glasser, Eugene P Duff, Sean Fitzgibbon, Robert Westphal, Davide Carone,
et al. Hand classification of fmri ica noise components. Neuroimage, 154:188–205, 2017.
SS Hidalgo-Tobon. Theory of gradient coil design methods for magnetic resonance imaging. Con-
cepts in Magnetic Resonance Part A, 36(4):223–242, 2010.
Scott A Huettel, Allen W Song, Gregory McCarthy, et al. Functional magnetic resonance imaging,
volume 1. Sinauer Associates Sunderland, 2004.
O Parker Jones, NL Voets, JE Adcock, R Stacey, and S Jbabdi. Resting connectivity predicts task
activation in pre-surgical populations. NeuroImage: Clinical, 13:378–385, 2017.
Joseph Kambeitz, Lana Kambeitz-Ilankovic, Stefan Leucht, Stephen Wood, Christos Davatzikos,
Berend Malchow, Peter Falkai, and Nikolaos Koutsouleris. Detecting neuroimaging biomarkers
for schizophrenia: a meta-analysis of multivariate pattern recognition studies. Neuropsychophar-
macology, 40(7):1742, 2015.
Evangelia Kaza, Uwe Klose, and Martin Lotze. Comparison of a 32-channel with a 12-channel head
coil: Are there relevant improvements for functional imaging? Journal of Magnetic Resonance
Imaging, 34(1):173–183, 2011.
Simon Sean Keller and Neil Roberts. Voxel-based morphometry of temporal lobe epilepsy: An
introduction and review of the literature. Epilepsia, 49(5):741–757, 2008.
Robert E Kelly Jr, George S Alexopoulos, Zhishun Wang, Faith M Gunning, Christopher F Murphy,
Sarah Shizuko Morimoto, Dora Kanellopoulos, Zhiru Jia, Kelvin O Lim, and Matthew J Hopt-
man. Visual inspection of independent components: defining a procedure for artifact removal
from fmri data. Journal of neuroscience methods, 189(2):233–245, 2010.
Nikolaus Kriegeskorte, Marieke Mur, and Peter A Bandettini. Representational similarity analysis-
connecting the branches of systems neuroscience. Frontiers in systems neuroscience, 2:4, 2008.
Jarrod A Lewis-Peacock and Kenneth A Norman. Multi-voxel pattern analysis of fmri data. The
cognitive neurosciences, pages 911–920, 2013.
18
FMRI: PREPROCESSING, CLASSIFICATION AND PATTERN RECOGNITION
Wei Liao, Zhiqiang Zhang, Zhengyong Pan, Dante Mantini, Jurong Ding, Xujun Duan, Cheng Luo,
Zhengge Wang, Qifu Tan, Guangming Lu, et al. Default mode network abnormalities in mesial
temporal lobe epilepsy: a study combining fmri and dti. Human brain mapping, 32(6):883–895,
2011.
Thomas T Liu. Noise contributions to the fmri signal: an overview. NeuroImage, 143:141–151,
2016.
Nikos K Logothetis, Jon Pauls, Mark Augath, Torsten Trinath, and Axel Oeltermann. Neurophysi-
ological investigation of the basis of the fmri signal. Nature, 412(6843):150, 2001.
Junfeng Lu, Han Zhang, NU Farrukh Hameed, Jie Zhang, Shiwen Yuan, Tianming Qiu, Ding-
gang Shen, and Jinsong Wu. An automated method for identifying an independent component
analysis-based language-related resting-state network in brain tumor subjects for surgical plan-
ning. Scientific reports, 7(1):13769, 2017.
H Mandelkow, JA de Zwart, and JH Duyn. Effects of spatial fmri resolution on the classification of
naturalistic movies. NeuroImage, 162:45–55, 2017.
Callie L McGrath, Mary E Kelley, Paul E Holtzheimer, and et al. Toward a neuroimaging treatment
selection biomarker for major depressive disorder. JAMA psychiatry, 70(8):821–829, 2013.
Kevin Murphy and Michael D Fox. Towards a consensus regarding global signal regression for
resting state functional connectivity mri. Neuroimage, 154:169–173, 2017.
Kevin Murphy, Rasmus M Birn, and Peter A Bandettini. Resting-state fmri confounds and cleanup.
Neuroimage, 80:349–359, 2013.
Meenal J Patel, Alexander Khalaf, and Howard J Aizenstein. Studying depression using imaging
and machine learning methods. NeuroImage: Clinical, 10:115–123, 2016.
Peter Mondrup Rasmussen, Trine Julie Abrahamsen, Kristoffer Hougaard Madsen, and Lars Kai
Hansen. Nonlinear denoising and analysis of neuroimages with kernel principal component anal-
ysis and pre-image estimation. NeuroImage, 60(3):1807–1818, 2012.
Adeel Razi, Joshua Kahan, Geraint Rees, and Karl J Friston. Construct validation of a dcm for
resting state fmri. Neuroimage, 106:1–14, 2015.
Dehua Ren, Yu Zhao, Hanbo Chen, Qinglin Dong, Jinglei Lv, and Tianming Liu. 3-d functional
brain network classification using convolutional neural networks. In Biomedical Imaging (ISBI
2017), 2017 IEEE 14th International Symposium on, pages 1217–1221. IEEE, 2017.
Jakob Runge. Detecting and quantifying causality from time series of complex systems. 2014.
Gholamreza Salimi-Khorshidi, Gwenae¨lle Douaud, Christian F Beckmann, Matthew F Glasser, Lu-
dovica Griffanti, and Stephen M Smith. Automatic denoising of functional mri data: combining
independent component analysis and hierarchical fusion of classifiers. Neuroimage, 90:449–468,
2014.
Thomas Schreiber. Measuring information transfer. Physical review letters, 85(2):461, 2000.
19
SHARAEV ET AL.
Maksim Sharaev, Vadim Ushakov, and Boris Velichkovsky. Causal interactions within the default
mode network as revealed by low-frequency brain fluctuations and information transfer entropy.
In Biologically Inspired Cognitive Architectures (BICA) for Young Scientists, pages 213–218.
Springer, 2016a.
Maksim Sharaev, Vyacheslav Orlov, Vadim Ushakov, and Boris Velichkovsky. Information transfer
between rich-club structures in the human brain. Procedia Computer Science, 123:440–445,
2018.
Maksim G Sharaev, Viktoria V Zavyalova, Vadim L Ushakov, Sergey I Kartashov, and Boris M
Velichkovsky. Effective connectivity within the default mode network: dynamic causal modeling
of resting-state fmri data. Frontiers in human neuroscience, 10:14, 2016b.
Stephen M Smith and Thomas E Nichols. Threshold-free cluster enhancement: addressing problems
of smoothing, threshold dependence and localisation in cluster inference. Neuroimage, 44(1):83–
98, 2009.
Klaas E Stephan, Karl J Friston, and Chris D Frith. Dysconnection in schizophrenia: from abnormal
synaptic plasticity to failures of self-monitoring. Schizophrenia bulletin, 35(3):509–527, 2009.
Bernadette J Stolz, Heather A Harrington, and Mason A Porter. Persistent homology of time-
dependent functional networks constructed from coupled time series. Chaos: An Interdisciplinary
Journal of Nonlinear Science, 27(4):047410, 2017.
Michael T Todd, Leigh E Nystrom, and Jonathan D Cohen. Confounds in multivariate pattern
analysis: theory and rule representation case study. Neuroimage, 77:157–165, 2013.
Raul Vicente, Michael Wibral, and et al. Transfer entropy – a model-free measure of effective
connectivity for the neurosciences. J. of comp. neuroscience, 30(1):45–67, 2011.
Xin Wang, Yanshuang Ren, and Wensheng Zhang. Depression disorder classification of fmri data
using sparse low-rank functional brain network and graph-based features. Computational and
mathematical methods in medicine, 2017, 2017.
Yanlu Wang and Tie-Qiang Li. Dimensionality of ica in resting-state fmri investigated by feature
optimized classification of independent components with svm. Frontiers in human neuroscience,
9:259, 2015.
Andreas Weissenbacher, Christian Kasess, and et al. Correlations and anticorrelations in resting-
state functional connectivity mri: a quantitative comparison of preprocessing strategies. Neu-
roimage, 47(4):1408–1416, 2009.
Marijke Welvaert. Simulation of fMRI data: A statistical approach. PhD thesis, Ghent Univ., 2013.
Graham C Wiggins, Jonathan R Polimeni, Andreas Potthast, Melanie Schmitt, Vijay Alagappan,
and Lawrence L Wald. 96-channel receive-only head coil for 3 tesla: design optimization and
evaluation. Magnetic Resonance in Medicine, 62(3):754–762, 2009.
Jie Zhang, Wei Cheng, and et al. Pattern classification of large-scale functional brain networks:
identification of informative neuroimaging markers for epilepsy. PloS one, 7(5):e36733, 2012.
20
