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Abstract
The aim of the work presented in this thesis is to develop a method of characterising the shape
of curves in the plane that is independent of the parameterisation of the curve. It is important
to remove the effect of a specific parameterisation of a curve because it is possible for two
curves to have the same shape while having different parameterisations. The characterisation is
accomplished by matching curves via deformations, and using the deformations to characterise
the difference between them. We specifically aim for a method that is able to characterise the
kind of complex curves found in cross sections of the human nasal cavity.
In order to match one curve to another, we derive the equations of motion for a geodesic
flow, and seeking the flow that deforms an embedded reference curve into the target curve we
wish to characterise. The geodesic flow is itself characterised by a conjugate momentum on, and
normal to, the reference curve, giving a one dimensional descriptive signal of the deformation.
This descriptive signal contains all of the information required to generate the target curve
from the reference curve. We therefore say that this descriptive signal characterises the target
curve with respect to the reference curve.
The descriptive signal is found using a shooting approach, requiring a functional to measure
how closely overlaid are two curves. Formulating the problem as an optimisation problem,
we first present a parameterisation-independent functional based on geometric currents, but
show that we encounter problems in this matching functional due to local minima. We then
present a second approach in which we formulate the problem as a landmark matching prob-
lem. Since we seek a characterisation that is independent of the choice of landmarks, and the
landmark matching functional is parameterisation dependent, we minimise the functional over
all reparameterisations of the reference curve. These two approaches solve equivalent problems.
We present the results of the reparameterisation-based matching, and show that they over-
come the problems observed in the currents-based method. In particular we demonstrate that
11
the method is able to match complex nasal geometries, and show how the descriptive signal
can be used to interpolate between two dimensional slices of three dimensional objects to re-
construct three dimensional surfaces representing the objects. Though here we implement the
geodesic flow in two dimensions, we note that the flow could be extended to three dimen-
sional space. Since the reparameterisation based matching functional is trivial to implement in
three dimensions, this would allow for the characterisation of both curves and surfaces in three
dimensional space.
Chapter 1
Introduction
1.1 Understanding shape
The form or shape of an object is something that is easily processed by the human brain in both
two dimensional and three dimensional space. Humans are therefore able to recognise, describe
and classify the shape of objects they encounter. However, finding a concise mathematical
description of shape that can be understood, analysed and even manipulated by computers
is of interest. Simple everyday shapes can be defined by a small number of parameters: a
circle can be described fully by its radius and a rectangle by its height and length. When
more complex shapes are considered, the task of describing the shapes concisely as a set of
parameters is a more challenging problem. Though the human brain is capable of this task, the
training required can be lengthy and expensive and one can immediately see the advantages of
creating an automated tool in this area.
1.2 Anatomy and anatomical pathology
The study and understanding of human anatomy, that is, the structure and morphology of
the human body, is important in the identification of disease and the study of its causes,
development and treatment [10]. It is known that the presence of several medical conditions is
correlated with the presence of specific deformations of anatomy that might, through a better
understanding of shape, be readily detectable. Examples of such deformations range from
diagnosis of dislocated joints through incorrectly located anatomy to diagnosis of cancer due to
13
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the presence of tumours. Furthermore, some conditions might be diagnosed and their severity
better understood by observation of certain topological developments of anatomy over time, for
example morphological variations in the brain in the development of Alzheimer’s disease [16].
Diagnosis is frequently based on human inspection of medical imagery; radiography, com-
puted tomography (CT), magnetic resonance imaging (MRI), and ultrasonography all provide
images to medical professionals trained to interpret them, see for instance [31, 23]. The disad-
vantage of human interpretation of images is that much training and experience are required to
make authoritative decisions. This means that the number of people capable of performing the
analysis of certain images is limited, and that those trained to interpret images are likely to be
trained only in particular fields. Automating image interpretation through the use of compu-
tational analysis of images would provide a useful aid to the medical profession, reducing, but
not eliminating, the need for experienced professionals to analyse the images thereby freeing up
their time to perform other work and reducing dependence on such professionals. Furthermore,
automation of image interpretation might pave the way for statistical analysis of large data sets
and could provide additional insight by highlighting trends not apparent to human perception.
An example of anatomical deformation caused by disease is the shape of the brain surface
in patients diagnosed with dementia of the Alzheimer’s type (DAT). At present, DAT is most
commonly diagnosed from patient history and clinical observations, and through diagnosis of
exclusion, i.e. the elimination of other reasonable possibilities [30]. For a conclusive diagnosis
of DAT, a biopsy of brain tissue is required. This means that diagnosis is either uncertain or in
the case of biopsy, highly invasive. Importantly, we note that the diagnosis can only be reached
for patients whose DAT has already developed. Since DAT causes anatomical morphology in
the brain from the early stages, it is possible that by monitoring the changes in topology in
high-risk individuals or suspected DAT patients, the development of DAT can be identified and
characterised as a process of morphological variation over time. DAT could then be identified
in the early stages of development through the monitoring of a patient’s anatomy, and it might
be possible to impede the progress of the disease. It might even be possible to classify certain
patients as high risk through routine scans, before the disease develops. Additionally, the
diagnosis of developed DAT could also be facilitated, automating the diagnostic process and
increasing the certainty of a non invasive diagnosis.
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1.3 Computational anatomy
Computational anatomy extends the study of anatomy and comprises the analysis, charac-
terisation and comparison of anatomical shapes, represented numerically as images, curves or
surfaces. These digital representations of anatomy are readily acquired through modern medical
imaging techniques such as MRI and ultrasonography, and are converted into suitable math-
ematical parameterisations through the process of segmentation. A review of Computational
Anatomy can be found in [21].
The ability to characterise human anatomical features such as brain surfaces, the cardiovas-
cular system or the nasal cavity has the potential to be used in the development of innovative
methods for detecting topological traits and abnormalities in a given test shape by comparison
with a large set of standardised shapes. This might aid in the classification of healthy and
diseased anatomy; in the case of the human nasal cavity, for example, it is possible that topo-
logical traits significant in the cause of respiratory problems can be identified to help select the
required surgical intervention. The form of human nasal passages as related to function was
studied by Gambaruto [17] using Fourier descriptors to determine a continuous representation
of nasal geometry. By obtaining a Fourier decomposition of the x and y coordinates of closed
curves, the number of Fourier modes used to describe the curves can be varied to give curve
reconstructions of variable accuracy and compactness. Though Gambaruto concludes that
reversible representations of geometry are attainable as a modal expansion, reconstructions
using low numbers of modes do not guarantee that the original and reconstructed curves are
diffeomorphisms (for a discussion of diffeomorphisms and their importance see Section 1.4.3).
1.3.1 Imaging techniques
A fundamental area of computational anatomy is the acquisition of anatomical imagery. There
are several common modalities for imaging anatomical features, such as radiography, magnetic
resonance imaging (MRI), positron emission tomography (PET), computed tomography (CT)
and ultrasonography. Each of these imaging techniques has a varying degree of suitability for
different situations dependent on factors such as the required image accuracy, the anatomy
being imaged and patient specific considerations, but all produce a set of two dimensional
pixel matrices or three dimensional cubes of voxels. This thesis focuses on the study of two
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dimensional curves obtained from such imaging modalities, more in-depth discussions of which
are found in [6, 29, 40].
1.3.2 Image segmentation
Segmentation refers to the processing of images to extract the sought after data such as curves
and surfaces, which are then converted into numerical representations of anatomy. It is the
process of assigning each part of the image to a certain classification, such as bone or muscle,
according to certain parameters. When applied to medical imaging, the segmentation recovers
the anatomical structure contained in the image and converts it to a numerical representa-
tion. Automatic segmentation is a difficult task, and even manual segmentation can be difficult
due to the complex and specific nature of anatomy involved. Locating and identifying spe-
cific anatomical structures without prior experience is a difficult task and so segmentation is
normally carried out by an experienced operator, though this can be time consuming and is
subject to human error. In this thesis we study the two dimensional curves obtained from the
segmentation of anatomical imagery. A review of segmentation techniques can be found in
[33, 37, 39].
1.3.3 Definition and comparison of shapes
In everyday language, the notion of shape is perhaps an ambiguous one that is only loosely
defined. Here we consider the shape of an object in either a two dimensional or three dimensional
domain as a geometrical description of the part of that domain occupied by the object. Kendall
[27] defined shape as
“... all the geometrical information that remains when location, scale and rotational
effects are filtered out from an object.”
thus removing from the analysis the location and orientation in space, size, and other properties
such as colour of an object. In this thesis, though we include removing the effect of numerically
storing curves as a series of points, which introduces a specificity in the curve related to a
specific parameterisation, we do not remove the effects of scale or rotation. One of the keys
of the approach used in this thesis is to remove the dependence on curve parameterisation
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by introducing reparameterisations of the curves that are studied. While the shape of simple
objects such as squares, circles and triangles can be described concisely by a limited combination
of simple geometrical objects such as lines and curves, complex anatomical features contain
much detail that cannot be so readily and succinctly described. This makes the comparison
and classification of such complex anatomy particularly challenging. The question, therefore,
is how can anatomical morphology be characterised? To quote Thompson [42],
“... our essential task lies in the comparison of related forms rather than in the
precise definition of each; and the deformation of a complicated figure may be a
phenomenon easy of comprehension, though the figure itself have to be left unanal-
ysed and undefined.”
So although a certain morphology might be complex, the deformation of one complex mor-
phology to another complex morphology of similar form might not be. The morphological
variation of anatomy might therefore be understood more easily through the deformations be-
tween morphologies. The study of these deformations can then lead to a better understanding
of anatomical pathology through statistical analysis. Similar methods have been proposed by
Wiley [49], who uses the idea to visualise the gradual evolutionary change of the skulls of extant
members of a family of monkeys, and Kazhdan [26], who suggests using deformations to restore
the assumed symmetry in deformed paleontological anatomy.
1.3.4 Statistical analysis of anatomical deformations
Being able to obtain the characteristic signals describing a set of shapes would allow for the
creation of a database of shapes. A simple application of this might be the ability to search the
database in order to find the shape in the set that has the highest correspondence to the search
shape. The data could also be used to find the average shape of a set, or to characterise the
difference between two contrasting datasets, for example between a set of diseased and a set
of healthy anatomical curves. Principal component analysis can be used to reduce the number
of variables describing a data set, in this case describing deformations, by grouping correlated
variables into new variables referred to as principal components. By reducing the number of
variables required to describe a deformation, and therefore reducing the number of variables
required to describe a shape, statistical analysis can be performed more easily on the data set
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[34]. Trosset [43] presents an approach to semisupervised learning from dissimilarity data, and
applies the method to datasets of the left and right hippocampi of Alzheimer’s patients and
control subjects.
1.4 Image registration
Since we wish to compare curves using deformations, we examine some of the many techniques
used in the established field of image registration, which is closely linked to computational
anatomy. Image registration is the alignment of overlaid images with common features through
methods such as rotation, translation and non-linear deformations, and there are already several
established methods of generating deformations, or maps, between shapes using either feature-
based matching or intensity-based matching [51]. In a medical context, registration is most
frequently used to account for differences in images taken at different times or at different
stages in the development of a disease, to align images of different patients or to align images
taken using different imaging techniques. Three important considerations in image registration
are; generating a deformation, measuring the similarity of the deformed subject image to the
target image, and the optimisation methods used to find the correct deformation such that the
similarity of these images is maximised. In the following sections we investigate the two that
are most relevant to the registration of two curves: in Section 1.4.1 we examine the similarity
metrics used to measure the distance between two curves, and in Section 1.4.2 we review
methods of generating deformations used in image registration.
1.4.1 Similarity metrics
Similarity metrics measure how closely matched are two images, and can be broadly classified as
either intensity or feature based methods [20]. Intensity metrics calculate a distance between
images based on intensity patterns in images via correlation metrics, whereas feature based
methods seek to align landmark features such as points, lines and surfaces.
Intensity matching for whole images
Intensity-based matching calculates the difference between two images my measuring the differ-
ence in intensity on a pixel by pixel basis for two dimensional images, or voxel by voxel basis for
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three dimensional images. Examples of intensity-based metrics include using cross correlation
[50] or simply the Euclidean, or L2, distance between two intensity fields.
The Euclidean distance for feature based metrics
Landmarks can be used to define a series of corresponding points of corresponding features
between images. These landmarks could represent single points features, or a series of points
could be used to represent curves such as rivers. Given a series of landmarks the distance
between two images can be simply taken as the sum of L2 distances between corresponding
points.
Currents-based matching for curves and surfaces
The idea of a currents-based metric was introduced in [18] and is applied to curves and surfaces
rather than images. However, it is similar to intensity based metrics in that it generates
an intensity field from each curve or surface which can then be compared. A vector field is
generated for each curve with a direction tangent to the curve (see Chapter 3). These vector
fields are then compared.
1.4.2 Deformation maps
The registration of a target image with respect to a reference image requires finding a de-
formation, or mapping, between the two images [7]. This deformation is used to map the
corresponding features in each image, which could be points, curves or surfaces. Generating
such deformations can be achieved using any of several methods ranging from simple rigid trans-
formations to large non-linear deformations which are described in the following paragraphs.
1.4.3 What are diffeomorphisms?
In studying the deformations of anatomy it is important that the topological structure of
anatomical features be preserved. For example, continuous features such as a single bone
should be preserved as a single continuous bone and separate features such as the two nasal
passageways should not overlap to create a single passageway. Such deformations that avoid
overlap and cavitation are known as diffeomorphisms. For a matching to be diffeomorphic
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requires that the map produced by the matching be invertible and that both the map and
its inverse be continuously differentiable. This is an important requirement in computational
anatomy, because without such constraints, structural information that is being studied can
be destroyed, whereas a diffeomorphism guarantees that surfaces are mapped to surfaces and
continuous features remain continuous. As will be explained, the key idea is that contrary to
time independent vector fields, time dependent vector fields generate diffeomorphisms.
Rigid transformations
Rigid transformations generate maps from a combination of rotations and translations. Applied
to the registration of two dimensional images on the plane, rigid deformations have three degrees
of freedom; rotation in the plane, and two directions of translation. In three dimensions there
are six degrees of freedom; three axes of rotation and three directions of translation. A point
x in a domain Ω is mapped by such a rigid deformation as
Frig(x) = Rx+ t, (1.1)
where R is a matrix applying a rotation to x and t is a translation term. The deformations gen-
erated by such transformations lack the necessary degrees of freedom to align images other than
those that are already correctly scaled and only require rotation and translation. Affine trans-
formation includes extra degrees of freedom to allow scaling and shearing in the deformation.
Such transformations can still be written as a linear system
Faff (x) = Mx+ t, (1.2)
where M is a matrix applying rotation, scaling and shearing to x. In three dimensions this gives
a total of 12 degrees of freedom. Although the deformations generated by affine transformations
are more flexible than those generated by rigid transformations, the mappings are at best only
useful for correcting global inconsistencies in the images as there is no local control in the
deformation.
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Radial basis functions for thin-plate spline
The thin plate spline was introduced by Duchon [15], and Powell [38] extends the thin plate
spline technique to map prescribed points and curves between two images using an optimisa-
tion approach. Powell attempts to remove the effects of curve parameterisation by allowing
the landmarks on the target curves to be moved on the curve such that the smoothness is
maximised, though problems with local minima are encountered. Using radial basis functions,
sets of landmarks in a reference image are mapped to a set of corresponding landmarks in a
target image, with an interpolation used to generate a smooth displacement field between these
mappings. In addition to global deformations, radial basis functions can be used to generate
mappings that are capable of producing local deformations. In two dimensions, the mapping is
given by a linear combination of Nbas radial basis functions, f ,
F xrad(x, y) = αx + βxx+
Nbas∑
i=1
cxif(x, y, xi, yi). (1.3)
F yrad(x, y) = αy + βyy +
Nbas∑
i=1
cyif(x, y, xi, yi). (1.4)
Thin-plate splines are an often used example of radial basis functions, where f is given by
fTPS(x, y, xi, yi) = ‖(x, y)− (xi, yi)‖2 ln(‖(x, y)− (xi, yi)‖) (1.5)
Such deformations are capable of producing exact correspondence between landmarks with the
penalty of a loss of smoothness in the displacement field, or an approximate correspondence
can be sought in return for a smoother displacement field.
Elastic registration
Bajcsy [3] introduces an approach known as elastic registration, in which images are embed-
ded in an elastic domain. External forces stretch the domain, and therefore the embedded
image, and are balanced by a regularisation term representing internal forces which are defined
by constraints on the smoothness of the deformation. The behaviour of the vector field of
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displacements, u, is given by
0 = F + µ∇2u+ (λ+ µ)∇(∇ · u) (1.6)
where F describes the external forces generating the deformation, and λ and µ are parameters
controlling the elastic behaviour of the domain. This linearised approach only guarantees
diffeomorphisms for small deformations.
Small deformation mapping
Similarly to the elastic model, Amit [2] uses an approach known as small deformation matching,
because diffeomorphisms are only obtained over small deformations and are not guaranteed for
large deformations. Whereas the elastic registration and thin plate spline approaches minimise
a similarity metric over the parameters of the models, that is they are parametric approaches,
the small deformation approach minimises the similarity metric directly over all deformation
fields, that is the approach is non-parametric. For example, in the elastic method the minimi-
sation is performed over the forces governing the behaviour of the model, whereas in the small
deformation approach used by Amit, the minimisation is performed directly over the displace-
ments. The smoothness in the small deformation approach is controlled by the addition of a
penalty term to the similarity metric. This method is a minimisation of a cost function which
contains two terms: a term that when minimised maximises the smoothness of the mapping,
and a term that measures the accuracy of the match. The mapping is generated by a time
invariant vector field of displacements applied to the reference image to map it to the target
image. In the small deformation approach, I0(x) and I1(x) are the reference and target im-
ages represented as intensities as a function of x ∈ Ω, and φ is the transformation or map
φ(x) = x+ ξ(x) resulting from a vector field of displacements ξ(x). Denoting the composition
of two arbitrary functions f and g as f(g(x)) = f ◦ g(x), Amit seeks to match the images by
finding the minimum distance squared between I0◦φ−1 and I1, and so Amit seeks ξ to minimise
the distance squared between the transformed reference and the target shape,
‖I0 ◦ φ−1(x, ξ(x))− I1(x)‖2L2
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where ‖ · ‖L2 is the L2 norm of a function ‖f‖2L2 =
∫
Ω
|f(x)|2dx. However, since a smooth
transformation is desirable, smooth solutions can be encouraged by minimisation of an addi-
tional term that is a measure of the smoothness of ξ. The smoothness of ξ can be measured
using the L2 norm as
‖Lξ‖2L2 ,
where L is a differential operator of the form L = (−α∆ + γ)n. The problem is therefore
min
ξ
[
‖Lξ‖2L2 +
1
2σ2
‖I0 ◦ φ−1(x)− I1(x)‖2L2
]
,
where σ is a coefficient used to balance the often conflicting requirements of smoothness and
accuracy of the matching. This approach generates mappings that are diffeomorphisms only
for matchings requiring small deformations. This is because there is no reason that two points
in the reference image can not be mapped to a single point in the target image, that is to say
the deformations are not necessarily one-to-one, and the likelihood of a many-to-one mapping
increases for large deformations. An advantage of the small deformation approach, however,
is its low computational cost relative to the large deformation diffeomorphic metric mapping
(LDDMM) approach outlined in the following section. Furthermore, the small deformation
approach generates deformation fields in a linear space, and so it is easy to apply statistical
techniques such as regression and Bayesian methods to matching large datasets [1].
Large deformation mapping
The large deformation model developed by Christensen et al. [9] overcomes the limitation of the
small deformation approach by ensuring that the mappings are diffeomorphisms through the
introduction of a time varying vector field akin to a fluid flow. As with the small deformation
approach, the cost function to be minimised contains two terms; one term that minimises the
difference between the reference and target images using an intensity metric, and a regulari-
sation term that minimises the total energy of deformation over the matching. This approach
approximates the approach known as large deformation diffeomorphic metric mapping. The
large deformation model developed introduces a time varying vector field, u(x, t). In the for-
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mulation given in [4], the problem for the large deformation setting is then written
min
u
[∫ 1
0
‖Lu‖2L2dt+
1
2σ2
||I0 ◦ φˆ−1(x,u(x, t))− I1(x)||2L2
]
,
where u = u(x, t) is a time varying vector field, and φˆ is the deformation generated by u i.e.
∂φ
∂t
= u(x, t), with φ(x, 0) = Id. and φˆ is the solution to φˆ(x) = φ(x, 1). I0 and I1 are as
described for the small deformation approach. The measure of the closeness of the match is
the same as the small deformation approach, but the regularisation term to be minimised in
the large deformation approach is the integral of the L2 norm of ‖Lu(x, t)‖L2 over all time. In
[4] it was shown that the algorithm of [9] does not converge to a minimum.
A method of interpolating landmark matching with a diffeomorphic mapping based on spline
interpolation was introduced by Camion & Younes [8]. The method is based on minimising a
cost function of the form
E =
∫ 1
0
(∫
Ω
‖Lu(x, t)‖2L2 dΩ dt+
1
2σ2
N∑
i=1
∫ 1
0
‖dqi(t)
dt
− u(qi(t), t)‖2L2
)
dt (1.7)
where L is a differential operator, u(x, t) is the vector field of the image domain Ω during
the mapping, σ is a scalar coefficient, qi is the position vector of landmark i and N is the
number of landmarks. The values of qi(0), qi(1) are constrained by the boundary conditions of
the problem, that is the initial and final points of the set of qi(t) are the reference and target
points of the problem. Since the first term is a measure of the smoothness of the vector field
over the deformation, the minimisation of this first term gives the mapping with the lowest
energy of deformation over the domain between time 0 and time 1, while the minimisation of
the second term enforces the constraint that the landmarks move with the vector field, and
hence with the mapping. The choice of σ is therefore a balance between finding the lowest
energy of deformation and having the points move with the vector field. The mapping given is
therefore inexact since the embedding of the landmarks in the flow is only weakly constrained.
Experimental results in [8] confirm that the method does produce a better solution than the
classical spline interpolation solution in the sense that it avoids singularities in problems where
classical spline interpolation does not. We emphasise that although the matching is exact, the
points are only softly constrained to move with the flow and so a true geodesic is not found.
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The idea of matching curves and surfaces instead of images using a currents-based similarity
metric (see section 3.3) is introduced in [18]. Vaillant [19] uses this approach for landmark
registration of surfaces, where the optimal mapping is given by optimisation of a cost function
of the form
E =
∫ 1
0
∫
Ω
‖u(x, t)‖L2 dΩ dt+ 1
2σ2
||S − T ||2L2
where S and T are the currents representations (and described in this thesis in Chapter 3) of
the mapping and the target shape, a functional which approaches zero when the curves are
overlaid (see section 3.2). Again, the first term is the energy of deformation of the mapping,
while the second term is a penalty term measuring the match between the target shape and
the shape produced by the mapping. This method produces an inexact match since, although
the curves are constrained to move with the flow, the target shape and mapped shape are not
exactly matched due to the presence of the penalty term. A larger penalty term scaling, and
therefore a smaller σ, would result in a more exact match while a smaller penalty term scaling,
and therefore a larger σ, would result in a smoother match. We emphasise here that it is the
matching that is softly constrained via the penalty term, but the condition that the image
moves with the velocity field is strongly enforced.
1.4.4 Matching applications
Much of the previous work in computational anatomy has focused on the study of brain im-
agery, and the alignment of two images is illustrated by the results of the LDDMM matching
of two macaque brain images from the laboratory of D. Van Essen, shown in Figure 1.1. The
two brain images are aligned using the sulci as landmark curves. Other promising work in-
Figure 1.1: The left image shows the reference with the sulcal landmark curves highlighted,
the centre image shows the reference mapped to the target using the sulcal line landmarks to
define the transformation and the right image shows the target brain. Taken from [25].
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cludes applications such as the detection of Alzheimer’s disease through the analysis of the
hippocampus. Wang [48] also uses LDDMM in the analysis of the hippocampus, comparing
its topology in subjects exhibiting DAT with that of unaffected subjects. Wang succeeds in
correctly identifying 12 out of 18 hippocampuses from subjects with Alzheimer’s disease, and
correctly identifies 22 out of 26 hippocampuses from unaffected control subjects.
Trouve´ & Younes [4] present several examples of the LDDMM approach, including a match-
ing between canine hearts (Figure 1.2).
148 Beg et al.
Figure 2. “Heart Mapping Experiment”. Shown is image I0 composed with the diffeomorphisms at discretized instants t j , j = 6, 12, 19 on
the geodesic path to the image I1 and the corresponding metric distance for the image with respect to image I0. Data taken from the laboratory
of Dr. Raymond Winslow, Johns Hopkins University.
Figure 3. “Schizophrenia Hippocampus Mapping”. Shown is image I0 composed with the diffeomorphisms at discretized instants t j , j =
6, 12, 19 on the geodesic path to the image I1 and the corresponding metric distance for the image with respect to image I0. Data taken from the
laboratory of Dr. John Csernansky, Washington University.
Figure 4. “Alzheimer’s Hippocampus Mapping”. Shown is image I0 composed with the diffeomorphisms at discretized instants t j , j = 6, 12, 19
on the geodesic path to the image I1 and the corresponding metric distance for the image with respect to image I0. Data taken from the laboratory
of Dr. John Csernansky, Washington University.
Figure 5. “Macaque Cortex Mapping”. Shown is image I0 composed with the diffeomorphisms at discretized instants t j , j = 6, 12, 19 on the
geodesic path to the image I1 and the corresponding metric distance for the image with respect to image I0. Data courtesy of Dr. David Van
Essen, Washington University.
Figure 1.2: Matching between one canine heart (first pane) to another canine heart (fifth pane),
using LDDMM. The second third and fourth panes show the evolution of the matching solution
at timesteps 6, 12 and 19 out of 20. Taken from [4].
1.5 Outline of thesis
In this thesis we develop a method of comparing two shapes, each defined as a two dimensional
curve on the plane, in a way that permits a straightforward characterisation of the differences
between the shapes. While the method will be generally applicable, the intention will be to
focus on its application to the study of nasal geometry. The method presented here aims to give
further information about characterised shapes by association of both a magnitude, or distance,
and a descriptive signal with the characterised shape. The two shapes can be compared directly
as in Figure 1.3(a), or can be compared individually to a mutual reference shape. The reference
shape could be a simple shape, such as a circle or an ellipse, or a shape geometrically similar
to both shapes being compared, as shown in Figure 1.3(b).
The characteristic signal should be such that given the initial reference shape and the
signal, it is possible to construct the target shape. Representations of geometric traits might
then be identified in the signal, allowing comparisons of specific features of the shapes. The
signal can also be manipulated to study the effects on the reconstruction of the target shape.
Statistical interpretation of the signals of large data sets, for example using principal component
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1 Introduction
We wish to develop a method of comparing two shapes, each defined as a curve in two dimensions,
in a way that permits a straightforward characterisation of the differences between the shapes with
both a magnitude and a descriptive signal. The two shapes can be compared directly as in Figure
1, or can be compared individually to a mutual reference shape. The reference shape could be a
simple shape, such as a circle or an ellipse, or a shape topologically similar to both shapes being
compared, as shown in Figure 1.
Figure 1: Comparison of shapes by direct mapping from one shape to another. The example shapes
are typical of 2-dimensional cross sections of the human nasal cavity.
Figure 2: Comparison of shapes by mapping to each shape from a mutual reference shape of similar
characteristics. The example shapes are typical of 2-dimensional cross sections of the human nasal
cavity.
The characteristic signal should be such that given the initial reference shape and the signal,
it is possible to construct the target shape. Representations of geometric traits can be identified
in the signal, allowing comparisons of specific features of the comparison shapes. The signal can
also be manipulated to study the effects on the reconstruction of the target shape.
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The characteristic signal should be such that given the initial reference shape and the signal,
it is possible to construct the target shape. Representations of geometric traits can be identified
in the signal, allowing comparisons of specific features of the comparison shapes. The signal can
also be manipulated to study the effects on the reconstruction of the target shape.
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Figure 1.3: The example shapes are typical of two dimensional cross secti ns of the human
nasal cavity.
(a) Comparison of shapes by direct mapping from one shape to another.
(b) Comparison of shapes by mapping to each shape from a mutual reference shape of similar
characteristics.
analysis, might also provide further insight into patterns that are not immediately recognised
or observable by humans.
This thesis proposes a method for curve registration that characterises the shape of curves
in the plane that is independent of the parameterisation of the curves. It is important to remove
the effect of characterising a specific parameterisation of a curve because two curves can have
the same shape while having different parameterisations. This is accomplished by registering,
or matching, curves via deformations, and using the deformations to characterise the difference
between them. In order to match one curve to another, we derive the equations of motion for a
geodesic flow, and seek the flow that deforms an embedded reference curve into the target curve
we wish to characterise. The geodesic flow is itself characterised by a conjugate momentum
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on, and normal to, the reference curve, giving a one dimensional descriptive signal of the
deformation. This descriptive signal contains all the information required to generate the target
curve from the reference curve, and we therefore say that this descriptive signal characterises
the target curve with respect to the reference curve. The descriptive signal is found using a
shooting approach, which requires a functional to measure how closely overlaid are two curves.
Formulating the problem as an optimisation problem, we first present a parameterisation-
independent functional based on geometric currents, but show that we encounter problems in
this matching functional due to local minima. We then present a second approach in which
we formulate the problem as a landmark matching problem. The landmark based matching
functional is not parameterisation independent, and so we minimise over all reparameterisations
of the reference curve in order to recover parameterisation independence. These two approaches,
that is using the currents based functional and the landmark based functional, solve equivalent
problems. We present the results of the reparameterisation-based matching, and show that they
overcome the problems observed in the currents-based method. In particular we demonstrate
that the method is able to match complex nasal geometries, and show how the descriptive signal
can be used to interpolate between two dimensional slices to reconstruct three dimensional
surfaces.
The structure of the thesis is as follows. In Chapter 2, we show how variational calculus can
be used to derive a set of Hamiltonian equations governing the behaviour of a curve embedded
in a time varying vector field and explain how this can be used to generate mappings between
curves that are characterised by a descriptive signal. In Chapter 3, we review the currents-
based matching condition introduced in [45] and examine some interesting properties of the
formulation. We outline the discretised problem for finding the mapping between two curves,
and derive a set of adjoint equations for evaluating the derivative of a currents-based matching
functional that measures how similar are two shapes. We find that the currents-based matching
functional is inadequate for our application to nasal geometries and explain why this functional
contains local minima far from the solution. We then propose a parameterisation dependent
matching functional in Chapter 4 by modifying the formulation of the optimisaton problem.
By allowing reparameterisations of the curves in the forward equations, the reference curve can
be matched to different reparameterisations of the target curve without changing the solution
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to the vector field. The parameterisation-dependent matching functional is then minimised
over all reparameterisations of the reference curve in order to recover parameterisation inde-
pendence. In Chapter 5 we show how the reparameterisation-based shooting approach succeeds
in defining a suitable matching condition for application to complicated nasal geometries by
showing that it is possible to match curves that the currents-based functional was unable to
match. We also present some examples of matchings for some recognisable shapes and include
their descriptive signals, and both investigate the convergence of the numerical scheme and
confirm the commutative property of the reparameterisation and flow maps. Some applications
of the method are proposed in Chapter 6, where we show how the matching process can be
used to find interpolations between curves and present this as a method of reconstructing three
dimensional surfaces based on series of two dimensional slices. Simple examples of locating
features in a signal and manipulating the signal are also shown. We summarise our results and
propose some directions for further work in Chapter 7.
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Chapter 2
Deformations on geodesics between
curves
In this chapter we set up a mathematical framework for deforming curves under the flow of a
vector field. We use variational calculus to derive a set of Hamiltonian equations governing the
behaviour of a curve embedded in a time varying vector field. Lagrange multipliers are used to
embed a curve in a vector field that minimises a metric of the deformation of the vector field.
This gives a set of equations governing the behaviour of a curve embedded in a fluid such that
it evolves along geodesics, paths that minimise this metric of deformation. We also show how
minimising the deformation over all reparameterisations of the target curve implies that the
vector field can be entirely described by an initial momentum normal to the reference curve.
We then outline the discretised numerical scheme used for the flow equations in the thesis. We
formulate an inverse problem for solving the initial conditions for the momentum distribution
that obtains a particular curve, and derive a set of adjoint equations in order to calculate the
gradient of the functional which is minimised in solving the inverse problem.
2.1 Motivation for a shooting approach
We choose to take a shooting approach to finding the flow, and therefore the deformation,
between two curves. By setting the initial conditions for the momentum, we generate a vector
field and therefore a deformation of the embedded curve. Should this deformed curve correspond
to the target curve, the momentum signal that generates the deformation between the curves is
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said to match the two curves. If we can measure the difference between the deformed curve and
the target curve, we can use a shooting approach to find the descriptive signal by minimising
the difference between the curves over all possible momentum distributions.
The motivation behind generating a deformation between two curves is to be able to use the
deformation to characterise the difference between them. It will be shown in Section 2.3 that it
is possible to use Lagrange multipliers to derive the equations of motion for a vector field that
evolves in time such that a defined measure of its energy is minimised, while constraining that a
curve is embedded in the flow. This means that the flow evolves along geodesics that maximise
the smoothness of the flow. It will also be shown that the flow for all time can by entirely
described by a scalar signal, the normal conjugate momentum, projected onto the reference
curve at time t = 0.
While a smoothness metric is also minimised in [19], the curve is strongly embedded in the
flow. Although the solution to the velocity field is then able to be used to reproduce the map
in the solution, the flow is not constrained to follow geodesics and the end boundary condition
that the curves align is weakly enforced.
A key advantage of using a shooting approach is that at each iteration of an optimisation
algorithm, the current best solution will be a geodesic trajectory to the current best solution to
the final curve. Therefore if the algorithm is terminated before convergence, then the momen-
tum signal that is found will encode exactly the current best solution to the final curve. This is
not true for the LDDMM approach since the numerically discretised geodesic trajectory is only
obtained at convergence of the optimisation algorithm. If the initial momentum is used after
early termination of the algorithm, and a geodesic is generated from that initial momentum,
the curve that is obtained will not be the same as the curve in the last iteration of the algorithm
[46].
In the following section we explain how a flow can be used to match two curves, and explain
how we solve the inverse problem of finding the flow that deforms one curve into another.
2.2 Using a flow to match curves
We wish to develop a method of comparing two shapes, each represented by parameterised
curves in two dimensions, in a way that permits a straightforward characterisation of the
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differences between the shapes. The difference should be described by both a distance and a
descriptive signal, as shown in Figure 2.2.
QA(s1)
QB(s2)
s
n
t
Path of QA(s)
Figure 2.1: Illustration of parameters.
In Chapter 1 we explained how a diffeomorphism can be generated from a time-dependent
vector field by solving
∂φ(x, t)
∂t
= u(φ(x, t), t)
from t = 0 to t = 1, with φ(x, 0) = Id and using the solution to φ(x, 1) as the mapping. Any
vector field in which the reference curve is bijectively mapped to the target curve is said to
match the two curves. Given the presence of experimental error, or uncertainty inherent in
the curves obtained from real anatomical data one might wish to match the curves to within a
tolerance corresponding to this error.
Each velocity field that deforms one curve into another defines a path between those two
curves. We define a metric for the smoothness of the vector field, and define the distance of
a path between two curves as the integral of this metric from t = 0 to t = 1. By minimising
this distance, we find the shortest path between two curves, and this path is known as the
geodesic. The geodesic is the path that we seek as the solution to the matching, and we say
that the vector field that generates this geodesic characterises one curve with respect to the
other. Having defined notion of distance between two curves, there are two methods of finding
the time dependent vector field that maps one curve to another over the minimum distance.
The first choice is to minimise over all vector fields the metric plus a measure of the alignment of
the two curves. This would be a weak constraint on the minimisation of the metric, and so the
resulting map is not guaranteed to be a geodesic. In order to obtain a geodesic the optimisation
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(a) Reference curve: a circle.
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(b) Target curve: an ellipse.
(c) Descriptive signal for the deformation between
the curves.
Figure 2.2: An example of the kind of mapping desired between a circle and an ellipse. The
deformation between the two curves should be entirely reproducible from the descriptive signal,
subject to numerical implementation.
algorithm would need to be run to completion; however the algorithm is numerically truncated
to some extent and so a geodesic is never actually obtained.. The second option is to derive
equations of motion for the vector field such that it evolves on geodesics of the metric. We can
then solve the inverse problem of finding the initial conditions for the vector field such that
the two curves are aligned at t = 1. This approach guarantees, up to numerical accuracy, that
the vector field follows a geodesic. To pursue this second option, we use Lagrange multipliers
to formulate a constrained optimisation problem that minimises the metric subject to the
constraint that the curve moves with the vector field The Lagrange multipliers are interpreted
as the conjugate momentum of the system.
Having defined how curves embedded in a vector field evolve over time, we now have a
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system in which we can take an initial curve, embed this curve in a vector field and numerically
solve the governing equations to obtain a deformed curve. The final solution of the equations
depends on the initial conditions of the problem, which is the vector field at time t = 0. As it
will be shown, this vector field is obtained from the conjugate momentum which turns out to be
normal to the reference curve after minimisation over reparameterisations. We therefore seek
the solution to the inverse problem: find the normal component of the conjugate momentum
such that, within numerical error and uncertainty tolerances, the reference curve is aligned with
the target curve.
To solve the inverse problem we must define how to measure how similar two curves are.
This should not depend on the specific parameterisation of the curves, and we therefore seek a
matching functional that is parameterisation invariant. A currents-based matching functional
is then defined, which assigns a positive scalar value to two curves that measures the extent to
which they are matched. We use this matching condition to determine how close the deformed
curve is to the target curve. The inverse problem can then be solved as an optimisation problem,
minimising this matching functional over all initial conditions for the momentum. Numerically,
the optimisation problem is solved using a non-linear conjugate gradient algorithm, which takes
three inputs: the function to evaluate the matching functional, an initial guess for the solution
to the momentum distribution and a function which returns the gradient of the matching
condition with respect to the initial momentum distribution. The gradient is evaluated using
an adjoint method, which avoids computing the gradient of the variables at t = 1 with respect
to the variables at t = 0.
The rest of this chapter is organised as follows. Section 2.3 describes the representation
of curves used in the matching, and describes the notion of distance along paths between
curves and derives the system of equations describing the evolution of the curve through its
deformations. The problem is then discretised in Section 2.6. A discretised adjoint method for
finding the gradient of a cost functional with respect to the control variable of the problem is
then described in Section 2.7.
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2.3 Generating deformations on geodesics using varia-
tional calculus
In this section we derive the equations of motion for a curve embedded in a vector field, such
that the deformation of the vector field is minimised. We start by deriving the equations for
specified parameterisations of the curves. Following this, we extend the minimisation of the
deformation over all reparameterisations of the target curve.
The shapes of interest here are represented by 2D parameterised closed curves, mapped
to the plane from the unit circle by continous functions q(s), (0 ≤ s ≤ 2pi, q(2pi) = q(0)). We
define two parameterisations of curves we wish to compare, qA(s) and qB(s), where qA(s) is
referred to as the reference or template and qB(s) is referred to as the target. We introduce a
time varying vector field, u(x, t), in which an initial curve q(s, t) is embedded and is constrained
to move with the vector field, that is
q˙(s, t) =
∂q(s, t)
∂t
= u(q(s, t), t), (2.1)
where u(x, t) is defined for t ∈ [0, 1] and x ∈ V , with V the domain of the definition of the
vector field. We therefore seek u(q(s, t), t) that satisfies
q(s, 0) = qA(s), (2.2)
q(s, 1) = qB(s). (2.3)
By defining a norm ‖u‖Hnα on the vector field
‖u‖2Hnα :=
∫
V
u · Lu dV, (2.4)
where
L = (1− α2∇2)n (2.5)
is a power of the Helmholtz operator, we can measure the deformation of the vector field
2.3. GENERATINGDEFORMATIONS ONGEODESICS USING VARIATIONAL CALCULUS37
between t = 0 and t = 1 as
S =
∫ 1
0
1
2
‖u‖2Hnα dt. (2.6)
We refer to S
1
2 as the metric. The Helmholtz operator is chosen in order to measure both
the total deformation of the vector field, and the smoothness of the vector field through the
Laplacian term in the operator. Increasing the power of the operator n increases S for rough
vector fields, and α can be interpreted as a length scale above which we wish the vector field
to be smooth. This is because higher n increases the number of derivatives of the vector field
that are taken into account in the metric. The path between qA(s) and qB(s) is then given
by the vector field, u(x, t), that both satisfies (2.2) and (2.3) and minimises S. We therefore
define the problem of matching a reference curve embedded in a vector field to a target curve
while minimising the metric, S:
Definition 1 (Pointwise curve matching problem). Let q(s, t) be a parameterised closed curve
on R2, with the curve parameter s ∈ [0, 2pi] and t ∈ [0, 1]. Let u(x, t) be a vector field on R2.
We seek q(s, t) and u(x, t) such that
min
u
∫ 1
0
∫
V
1
2
u · Lu dV dt (2.7)
subject to the constraints
∂q(s, t)
∂t
= u(q(s, t), t), (2.8)
qA(s) = q(s, 0), (2.9)
qB(s) = q(s, 1). (2.10)
where qA(s) is the reference curve we wish to match to a target curve, qB(s).
To obtain equations of motion for q(s, t), we introduce Lagrange multipliers to enforce the
dynamical constraint (2.8). In the derivation, the boundary terms (2.9) and (2.10) are enforced
by restrictions on the variations of q. The Lagrangian is written as
Λ[u, q,p] =
∫ 1
0
1
2
||u(x, t)||2Hnαdt +
∫ 1
0
∫ 2pi
0
p(s, t) · (q˙(s, t)− u(q(s, t), t)) ds dt, (2.11)
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where the first term is the metric squared, S, to be minimised and the second term is the con-
straint that enforces that the embedded curve move with the vector field, and p(s, t) represents
the Lagrange multipliers. We use calculus of variations to derive the equations and define an
infinitesimal change in Λ due to infinitesimal changes in u,p, q as
δΛ[u, q,p] = lim→0
(
Λ[u+ δu,p+ δp, q + δq]

− Λ[u,p, q]

.
)
(2.12)
We therefore evaluate
δΛ[u, q,p] =
∫ 1
0
∫
V
δu(x, t) · Lu(x, t) dV dt
−
∫ 1
0
∫ 2pi
0
p(s, t) · δu(q(s, t), t) ds dt
+
∫ 1
0
∫ 2pi
0
δp(s, t) · (q˙(s, t)− u(q(s, t), t)) ds dt
+
∫ 1
0
∫ 2pi
0
p(s, t) · (δq˙(s, t)−∇u(q(s, t), t) · δq(s, t)) ds dt
We introduce the Dirac delta, δ, recalling the translation property of the function, that is
∫
V
f(y)δ(y − y′) dV = f(y′). (2.13)
It is advantageous to introduce the Dirac delta as it can be used to transform the perturbation
term δu(q(s, t), t) from a function of q(s, t) to x, and in the process introducing a volume
integral as
∫ 2pi
0
p(s, t) · δu(q(s, t), t) ds =
∫ 2pi
0
∫
V
p(s, t) · δu(x, t) δ(x− q(s, t)) dV ds (2.14)
giving
δΛ[u, q,p] =
∫ 1
0
∫
V
δu(x, t) · Lu(x, t) dV dt
−
∫ 1
0
∫ 2pi
0
∫
V
p(s, t) · δu(x, t) δ(x− q(s, t)) dV ds dt (2.15)
+
∫ 1
0
∫ 2pi
0
δp(s, t) · (q˙(s, t)− u(q(s, t), t)) ds dt
+
∫ 1
0
∫ 2pi
0
p(s, t) · (δq˙(s, t)−∇u(q(s, t), t) · δq(s, t)) ds dt.
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Integrating by parts to remove the time derivative δq˙(s, t), we get
δΛ[u, q,p] =
∫ 1
0
(∫
V
δu(x, t) · Lu(x, t) dV
−
∫
V
δu(x, t) ·
∫ 2pi
0
p(s, t)δ(x− q(s, t)) ds dV
)
dt
+
∫ 1
0
∫ 2pi
0
δp(s, t) · (q˙(s, t)− u(q(s, t), t)) ds dt
+
∫ 1
0
∫ 2pi
0
−p˙(s, t) · δq(s, t)− p(s, t) · ∇u(q(s, t), t) δq(s, t) ds dt
+
[∫ 2pi
0
p(s, t) · δq(s, t) ds
]t=1
t=0
(2.16)
Since q(s, 0), q(s, 1) are fixed by (2.9) and (2.10), therefore
δq(s, 0) = 0, (2.17)
δq(s, 1) = 0, (2.18)
which results in
δΛ[u, q,p] =
∫ 1
0
δu(x, t) ·
∫
V
(
Lu(x, t)−
∫ 2pi
0
p(s, t)δ(x− q(s, t)) ds
)
dV dt
+
∫ 1
0
∫ 2pi
0
δp(s, t) · (q˙(s, t)− u (q(s, t), t)) ds dt
+
∫ 1
0
∫ 2pi
0
δq(s, t) ·
(
−p˙(s, t)− p(s, t) · ∇u (q(s, t), t)
)
ds dt
The minimum of Λ corresponds to δΛ = 0, which, given that δu, δp and δq are arbitrary
variations, leads to the system of equations
Lu(x, t) =
∫ 2pi
0
p(s, t)δ(x− q(s, t)) ds, (2.19)
q˙(s, t) = u(q(s, t), t), (2.20)
p˙(s, t) = −p(s, t) · ∇u(q(s, t), t), (2.21)
These equations describe the evolution of the curve in time such that the energy of deformation
over the period of evolution is minimised, and the curve moves with the vector field as stated
in (2.11). We therefore say that the curve evolves along geodesics that minimise the metric.
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Since they are derived from variations of the Lagrangian, equations (2.19), (2.20) and (2.21)
can be interpreted as a Lagrangian mechanics formulation. We therefore interpret q(s, t) as
the position vector of the curve and u(q(s, t), t) as the velocity of the curve. Since p(s, t) is
found from the derivative ∂Λ/∂q˙, in Lagrangian mechanics it is said to represent the conjugate
momentum of the system. We shall refer to the conjugate momentum as simply the momentum
of the system, although we note that it is not a momentum in the more common physical
understanding, since there is no concept of mass in the formulation. Mathematical aspects of
these equations are studied in [12], [24].
2.3.1 The implications of minimising over all reparameterisations
We want to remove information about the specific parameterisation of the curves and must
therefore also minimise the metric squared S in (2.6) over all possible parameterisations of the
target curve to remove any specificity introduced by curve parameterisation.
In the previous section we used variational calculus to derive a system of equations governing
the evolution of a curve, q(s, t), embedded in a vector field, u(x, t). However, in deriving
this system of equations (2.19), (2.20) and (2.21), the parameterisation of the final curve was
constrained by its specification in the boundary terms of equation (2.9) and (2.10). We say two
curves are equivalent if they are related through a reparameterisation η(s) of the unit circle,
that is if there exists a smooth bijective function η(s) such that qA(s) = qB(η(s)). Since there
is a different solution for p(s, 0) in the matching for different choices of the parameterisation of
q(s, 1), the minimisation can be extended to include reparameterisations of the target curve.
We introduce a diffeomorphism of the unit circle, η, a reparameterisation map that applies the
change of variables s′ = η(s). We then define a new curve matching problem, minimising over
reparameterisations.
Definition 2 (Curve matching problem with reparameterisations). Let q(s, t) be a parame-
terised closed curve on R2, with the curve parameter s ∈ [0, 2pi] and t ∈ [0, 1]. Let u(x, t) be a
vector field on R2. Let η(s) be a diffeomorphism of the unit circle. We seek q(s, t) and u(x, t)
such that
min
u,η
∫ 1
0
∫
V
1
2
u · Lu dV dt
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subject to the constraints
∂q(s, t)
∂t
= u(q(s, t), t),
qA(s) = q(s, 0),
qB(s) = q(η(s), 1),
where qA(s) is the reference curve we wish to match to an unknown reparameterisation of a
target curve, qB(η(s)).
The Lagrangian can then be written for variations in η(s) and the optimisation extended
as a minimisation over all q(s, t),p(s, t),u(x, t) and η(s). The Lagrangian therefore becomes
Λ[u, q,p, η] =
∫ 1
0
1
2
||u(x, t)||2 dt+∫ 1
0
∫ 2pi
0
p(s, t) · (q˙(s, t)− u(q(s, t), t)) ds dt,
subject to the new boundary conditions
q(s, 0) = qA(s), (2.22)
q(s, 1) = qB(η(s)). (2.23)
The modified boundary conditions no longer constrain the matching to a specific parameteri-
sation of the target curve. After taking variations again as in Section 2.3, the boundary terms
in (2.16) become
[∫ 2pi
0
p(s, t) · δq(s, t) ds
]t=1
t=0
=
∫ 2pi
0
p(s, 1) · δqB(η(s)) ds−
∫ 2pi
0
p(s, 0) · δqA(s) ds. (2.24)
The variation δqB(η(s)) due to a change δη is defined as
δqB(η(s)) =
(
lim
→0
δqB(η(s))− δqB(η(s))

)
δη (2.25)
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where η is a reparameterisation, that is a smooth invertible map on the circle, for each  with
η = η + δη +O(
2), (2.26)
where δη is arbitrary. We get
δqB(η(s)) =
∂qB(η(s))
∂s
δη(s), (2.27)
and so the boundary term for t = 1 becomes
∫ 2pi
0
p(s, 1) · δqB(η(s)) ds =
∫ 2pi
0
p(s, 1) · ∂q
B(η(s))
∂s
δη(s) ds. (2.28)
The other terms in the Lagrangian remain unchanged, and the same forward equations (2.19),
(2.20) and (2.21) are recovered. However, the implication of the modified boundary term (2.28)
is that minimising over all reparameterisations requires the conjugate momentum p(s, 0) to be
normal to q(s, 0). Because (2.28) must hold for any variation in η(s), subject to η remaining a
diffeomorphism, we obtain
p(s, 1) · ∂q
B(η(s))
∂s
= 0. (2.29)
Since ∂qB(η(s))/∂s is a vector that is tangent to the curve qB(η(s)), and equation (2.29) is only
satisfied if the component of ∂qB(η(s))/∂s in the direction of p(s, 1) is zero, equation (2.29)
requires that the conjugate momentum at t = 1 be normal to the shape. Noether’s theorem
states that if a problem has a symmetry then there is a corresponding conserved quantity. Since
the problem here is independent of parameterisation this gives rise to a symmetry and it can
be shown [35] that
∂
∂t
(
p(s, t) · ∂q(s)
∂s
)
= 0, (2.30)
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which means that equation (2.29) can be extended to any general time t, giving the constraint
p(s, t) · ∂q(s)
∂s
= 0. (2.31)
for t ∈ [0, 1] and so the momentum must be normal to the curve q(s, t) at all times. This means
that p(s, 0) being normal to the curve selects geodesics that minimise over reparameterisations.
Specifically, this indicates that the optimisation need only be carried out over the component
of p(s, 0) normal to the curve q(s, 0), reducing the dimensionality of the problem.
The problem is then to find p(s, 0) that is normal to the shape which minimises some
matching condition functional, described in Section 3, that measures the similarity between
two curves. Minimising the functional over the control variable p(s, 0) gives the solution for
the characteristic signal that maps the reference curve to the target curve. In the following
section we explain why this inverse problem is ill-posed, and in the subsequent section we show
how the problem can be solved using regularisation.
2.4 Why the problem is ill posed
The Curve matching problem with reparameterisations (Definition 2) is an inverse problem,
requiring that we find initial conditions for a vector field such that the final end point conditions
are satisfied. We recall the relationship between u(x, t), p(s, t) and q(s, t), derived using
variational calculus in Section 2.3,
Lu(x, t) =
∫ 2pi
0
p(s, t) δ(x− q(s, t)) ds, (2.32)
where the operator L has been defined in 2.5. Applying the inverse operator to equation (2.32),
and considering the problem of finding the vector field u(x, 0) we see that for a given matching
problem (and therefore fixed q(s, 0)) the vector field u(x, 0) is generated by the choice of p(s, 0)
through
u(x, 0) = L−1
∫ 2pi
0
p(s, 0) δ(x− q(s, 0)) ds. (2.33)
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When the velocity field u(x, 0) is generated by applying the inverse of the Helmholtz operator,
(1 − α2∇2)n, a smoothing effect is applied to the singular momentum field generated by the
conjugate momentum, p(s, 0). Because of this smoothing effect, there is not a unique solution
for the conjugate momentum p(s, 0) and the problem is ill posed. Given a solution p(s, 0), and
a perturbation function f(s) periodic in s ∈ [0, 2pi] we can write a new solution as
p(s) + f(λs)n(s), (2.34)
where n(s) is the normal vector to the curve, if the frequency, λ, is sufficiently high. This is
because high frequency, and therefore low wavelength, components of the signal are smoothed
by the application of the inverse Helmholtz operator. The non-uniqueness is described by
lim
λ→∞
u [p(s) + f(λs)n(s)] = u[p(s)]. (2.35)
We note that the parameter α in the Helmholtz operator is the parameter that controls the
length scale of the smoothing effect described here. In the next section we show how we can
solve this problem using regularisation.
2.5 Regularisation of the inverse problem
In this section we illustrate the principle behind the regularisation of an ill-posed problem by
showing how Tikhonov regularisation [28] can be applied to solving a linear system of equations.
We then propose a suitable regularisation for the inverse problem of finding the initial conjugate
momentum, p(s, 0) such that q(s, 1) = qB(η(s)).
As an example, we consider the following linear system of equations
Ax = b, (2.36)
where A is a matrix of dimensions m×n with m << n, x is an unknown m-dimensional vector
and b is a known n-dimensional vector. This is an inverse problem similar to the matching
problem here, and x can be thought of as representing the conjugate momentum p(s, 0) and
b represents the desired solution, q(η(s), 1). To solve the problem it can be reformulated as a
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minimisation of
min
x
f(x) = min
x
1
2
|Ax− b|2
= min
x
1
2
(Ax− b)T (Ax− b) (2.37)
i.e. using the method of least squares. This is equivalent to solving the problem
∂f
∂x
= AT (Ax− b) = ATAx+ Ab = 0, (2.38)
However, if ATA is ill conditioned or singular then a regularisation term can be added to f(x),
giving
fˆ(x) = f(x) +
1
2σ2
|x|2. (2.39)
The addition of the regularisation term is known as Tikhonov regularisation, and the new
problem to be solved is
min
x
fˆ(x) = min
x
1
2
|Ax− b|2 + 1
2σ2
|x|2, (2.40)
and at the minimum
∂fˆ
∂x
= AT (Ax− b) + 1
σ2
x = (ATA+
1
2σ2
I)x− ATb = 0. (2.41)
Now if ATA is singular, the matrix ATA + 1
2σ2
I is invertible for sufficiently small σ, and we
obtain a unique x. In the absence of noise, as the value of σ is decreased, the accuracy of
the solution decreases. This means that the regularisation is a compromise for the accuracy of
the solution. For example, if b is a set of observed data the accuracy of the solution to fitting
the observed data is reduced by decreasing σ. In the presence of noise, σ has a regularising
effect and so should be chosen according to the discrepancy principle [36], which says that the
residual in the matching should be of the same order of magnitude as the measurement noise.
Returning to the inverse matching problem, we have a similar system. However, the system
is non linear and so the matrix A is replaced by a function g of p(s, 0). We write the inverse
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matching problem as
g[p(s, 0)] = q(η(s), 1), (2.42)
noting that since the we know that the momentum p(s, 0) must be normal to the curve, in the
optimisation we minimise over the magnitude of the momentum p(s, 0) where p satisfies
p(s, 0) = p(s, 0)n(s, 0), (2.43)
with n(s, 0) the unit vector normal to the curve q(s, 0). From [4], it is known that q(s, 1) is
differentiable with respect to the momentum p provided that p is square-integrable. Hence, we
choose the following regularisation term R, namely
R[p] =
∫ 2pi
0
p
(
1−D2 ∂
2
∂s2
)3/2+
p ds, (2.44)
where D is a lengthscale parameter, and  is a small positive number. This guarantees that the
inverse problem is well-posed [14]. If a prior guess pˆ for p is known, then R[p] may be replaced
by R[p− pˆ] to obtain close matches when the deformations required are very large.
Definition 3 (Curve matching problem with reparameterisations and regularisation). Let
q(s, t) be a parameterised closed curve on R2, with the curve parameter s ∈ [0, 2pi] and t ∈ [0, 1].
Let p(s, t) be the parameterised conjugate momentum of the closed curve on R2. Let u(x, t) be
a vector field on R2, and following (2.19-2.21), we note that u(x, t) is constructed from p(s, 0).
Let η(s) be a diffeomorphism of the unit circle. We seek p(s, 0), q(s, t) and u(x, t) such that
min
u,p
∫ 1
0
∫
V
1
2
u · Lu dV dt+ 1
2σ2
R[p] (2.45)
subject to the constraints
∂q(s, t)
∂t
= u(q(s, t), t),
qA(s) = q(s, 0),
qB(s) = q(η(s), 1).
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where qA(s) is the reference curve we wish to match to an unknown reparameterisation of a
target curve, qB(η(s)).
In this section we have defined the regularised curve matching problem. In the following
section we outline the numerical discretisation used to solve the problem.
2.6 Discretisation of the forward flow equations
Spatial discretisation
In order to solve the optimisation problem we must discretise the forward equations to solve
the forward equations (2.19), (2.20) and (2.21) numerically. The discretisation used here is a
particle mesh method with the vector fields discretised on a fixed, finite mesh and the curve
discretised as a set of moving points. Following [11], we create a square mesh of equispaced
points represented by the set of points {xk}ngk=1, where ng is the total number of grid points
and each xk is associated with a corresponding uk representing the velocity field. The velocity
field is interpolated to a general point x using
u(x) =
ng∑
k=1
ukψk(x) (2.46)
where ψk(x) is the tensor product of cubic B-spline functions centred on xk. The B-spline
interpolation defines a smooth vector field that has the useful property of being explicitly
differentiable. Because this creates a continuous vector field that is defined everywhere, the
diffeomorphic property of the vector field is conserved. The unit circle is discretised as a set of
points {sβ}npβ=1, with functions of s, such as the parameterised curve q(s), represented by a set
of points {qβ}npβ=1 where np is the total number of points on the curve, qβ = q(sβ) and q0 = qnp .
The momentum is discretised by a set of points {pβ}npβ=1 with, pβ = p(sβ) and p0 = pnp The
velocity of the curve q˙(sβ) = q˙β is interpolated from the vector field as
q˙β =
ng∑
k=1
ukψk(qβ). (2.47)
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The Lagrangian becomes
∫ 1
0
1
2
‖u‖2g +
N∑
β=1
pβ ·
(
q˙β −
ng∑
k=1
ukψk(qβ)
)
dt (2.48)
and the Euler-Lagrange equations for the optimal values of the functional give
(Lu)k =
N∑
β=1
pβψk(qβ) (2.49)
q˙β =
ng∑
k=1
ukψk(qβ) (2.50)
p˙β = −pβ
ng∑
k=1
uk · ∇ψk(qβ) (2.51)
which are the discrete versions of equations (2.19),(2.20) and (2.21) respectively. Here, L is the
discretisation of the operator L obtained using Fourier methods.
Time discretisation
The equations are discretised in time and solved, for simplicity, using an explicit Euler method.
Though other timestepping methods could be implemented, the explicit Euler method used
here is sufficient as the system is solved over a short, fixed time interval and the solutions
are smooth in time. The forward equations for the points on the curve given by (2.50) are
discretised as
qn+1β = q
n
β + ∆t
ng∑
k=1
ukψk(q
n
β)
where the superscript n denotes the solution at time t = tn and tn+1 = tn + ∆t. The forward
equation (2.51) for the momentum, pnβ, is integrated in time as
pn+1β = p
n
β −∆t pnβ
ng∑
k=1
uk · ∇ψk(qnβ).
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Regularisation discretisation
The regularisation term is discretised as
R[p] = ∆s
np∑
β=1
pβ(Lpp)β, (2.52)
where Lp is the truncated Fourier approximation of the differential operator in equation (2.44),
implemented using FFT. We therefore seek p(s, 0) that minimises the regularised functional
J [U ,P ,Q] = F (qN , qB) +
1
2σ2
∆s
np∑
β=1
pβ(Lpp)β (2.53)
where F is some matching functional measuring a distance between the deformed and target
curve, σ is a scaling coefficient for the regularisation term, and
U =
((
u11, ...,u
N
1
)
, ...,
(
u1ng , ...,u
N
ng
))
, (2.54)
P =
((
p11, ...,p
N
1
)
, ...,
(
p1np , ...,p
N
np
))
, (2.55)
Q =
((
q11, ..., q
N
1
)
, ...,
(
q1np , ..., q
N
np
))
, (2.56)
and qB = (qB1 , ..., q
B
np) is the set of points on the representation q
B(s) of the target curve.
Algorithm 1. To obtain a parameterised curve {qNβ }npβ=1 from a parameterised reference curve
q(s)A discretised as {qAβ }npβ=1 from a scalar periodic function p on s ∈ [0, 2pi], discretised as a
set of points {pβ}npβ=1:
1. Initialise {q0β}npβ=1 and {p0β}npβ=1 according to
q0β = q
A
β , p
0
β = pβnβ (2.57)
2. Integrate equations (2.19-2.21) from t = 0 to t = 1. At each timestep n
a) Use the momentum {pnβ}npβ=1 to calculate the velocity field {unk}ngk=1 by solving (2.49)
b) Calculate {qn+1β }npβ=1 and {pn+1β }npβ=1 for the subsequent timestep using (2.50,2.51).
3. {qNβ }npβ=1 is a parameterisation of the curve encoded by {pβ}npβ=1.
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2.7 The adjoint sensitivity method for calculating the
gradient
In this section we show how an adjoint method can be used to calculate the gradient of a cost
functional of the system at time T with respect to the initial conditions of the system at time
0. For the forward flow equations, this allows us to derive a set of adjoint equations that allow
the gradient of a matching functional with respect to p(s, 0) to be found.
The adjoint method for calculating the gradient of a function with respect to perturbations
of the initial conditions of a system can be applied to the problem of finding the gradient of
the matching condition with respect to the initial conjugate momentum.
In the matching problem, a matching functional, F , can be defined to measure how closely
matched are two curves, q(s, 1) and qB(s) (we investigate a currents based functional in Chapter
3 and a pointwise reparameterisation based functional in Chapter 4). The gradient of the
functional with respect to q(s, 1) might be easily calculated analytically. However, the gradient
with respect to the conjugate momentum at t = 0, p(s, 0), can not be calculated directly
and so we employ an adjoint sensitivity method for calculating the gradient. The adjoint
method can be applied to the continuous form of the forward equations or to the discrete
form. If the continuous form is chosen, then the resulting continuous adjoint equations must
then be approximated by an appropriate discretisation. For continuity, we choose to find the
adjoint of the discretised forward model, giving a set of discretised adjoint equations. This
has the advantage in the numerical implementation that the gradient given will converge to a
finite difference approximation of the gradient which is useful for checking the validity of the
numerical gradient calcualtion.
If the derivative of the matching conditional functional with respect to qNβ at time t = t
N
can be found analytically, we can use calculus of variations to derive the set of adjoint equations
that allows for the solution of ∂F/∂q0β and hence the control variable ∂F/∂p
0
β. We can use
Langrangian multipliers and write the Lagrangian for the minimisation of a general matching
functional F subject to the constraint that the discretised equations of the forward model are
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satisfied. We recall the discretised forward model,
unk =
∑
l
Akl
∑
β
pnβψl(q
n
β),
qn+1β = q
n
β + ∆t
ng∑
k=1
unkψk(q
n
β),
pn+1β = p
n
β −∆t pnβ
ng∑
k=1
unk · ∇ψk(qnβ),
where A = L−1, which gives the constraints
unk −
∑
l
Akl
∑
β
pnβψl(q
n
β) = 0, (2.58)
qn+1β − qnβ −∆t
ng∑
k=1
unkψk(q
n
β) = 0, (2.59)
pn+1β − pnβ + ∆t pnβ ·
ng∑
k=1
unk∇ψk(qnβ) = 0. (2.60)
We then construct the Lagrangian of the discretised problem, with F a general matching
functional whose gradient can be found analytically, as
J [unk ,p
n
β, q
n
β ] = F (q
N)+
N∑
n=1
(∑
β
qˆnβ ·
(
qnβ − qn−1β
∆t
−
∑
k
un−1k ψk(q
n−1
β )
))
∆t+
N∑
n=1
(∑
β
pˆnβ ·
(
pnβ − pn−1β
∆t
+ pn−1β
∑
k
un−1k · ∇ψk(qn−1β )
))
∆t+
N∑
n=1
(∑
k
uˆnk ·
(
unk −
∑
l
Akl
∑
β
pnβψl(q
n
β)
))
∆t.
where uˆnk , qˆ
n
β and pˆ
n
β are the Lagrange multipliers enforcing constraints (2.58), (2.59) and (2.60)
respectively. Since the gradient of the Lagrangian will be zero at its minimum, we take the
derivatives of the Lagrangian with respect to the Lagrange multipliers, uˆnk , pˆ
n
β, qˆ
n
β . Trivially,
this recovers the forward equations of the problem. To find the set of adjoint of equations, we
then differentiate the Lagrangian with respect to unk ,p
n
β, q
n
β . This gives
∂J [unk ,p
n
β, q
n
β ]
∂unk
= −
∑
β
qˆn+1β ψk(q
n
β) +
∑
β
pˆn+1β
(
pnβ · ∇ψk(qnβ)
)
+ uˆnk ,
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∂J [unk ,p
n
β, q
n
β ]
∂pnβ
= pˆnβ
(
1
∆t
)
+ pˆn+1β
(
−1
∆t
+
∑
k
unk · ∇ψk(qnβ)
)
+
∑
k
uˆnk
(
−
∑
l
Aklψl(q
n
β)
)
,
∂J [unk ,p
n
β, q
n
β ]
∂qnβ
= qˆnβ
(
1
∆t
)
+
∑
k
uˆnk ·
(
−
∑
l
Aklp
n
β∇ψl(qnβ)
)
+ qˆn+1β
(
−1
∆t
−
∑
k
unk · ∇ψk(qnβ)
)
+pˆn+1β
(
pnβ ·
∑
k
unk∇2ψk(qnβ)
)
except for n = N ,
∂J [unk ,p
n
β, q
n
β ]
∂pNβ
=
∂F [qN ]
∂pNβ
+ pˆNβ = pˆ
N
β , (2.61)
∂J [unk ,p
n
β, q
n
β ]
∂qNβ
=
∂F [qN ]
∂qNβ
+ qˆNβ . (2.62)
Since these derivatives must equal zero at the minimum of the Lagrangian, we write
0 = −
∑
β
qˆn+1β ψk(q
n
β) +
∑
β
pˆn+1β
(
pnβ · ∇ψk(qnβ)
)
+ uˆnk ,
0 = pˆnβ
(
1
∆t
)
+ pˆn+1β
(
−1
∆t
+
∑
k
unk · ∇ψk(qnβ)
)
+
∑
k
uˆnk ·
(
−
∑
l
Aklψl(q
n
β)
)
,
0 = qˆnβ
(
1
∆t
)
+
∑
k
uˆnk
(
−
∑
l
Aklp
n
β · ∇ψl(qnβ)
)
+ qˆn+1β
(
−1
∆t
−
∑
k
unk · ∇ψk(qnβ)
)
+pˆn+1β
(
pnβ ·
∑
k
unk∇2ψk(qnβ)
)
,
giving the adjoint equations to the discretised forward model as
uˆnk =
∑
β
qˆn+1β ψk(q
n
β)−
∑
β
pˆn+1β
(
pnβ · ∇ψk(qnβ)
)
(2.63)
pˆnβ = pˆ
n+1
β + ∆t
(
pˆn+1β
∑
k
unk · ∇ψk(qnβ) +
∑
k
uˆnk
∑
l
Aklψl(q
n
β)
)
(2.64)
qˆnβ = qˆ
n+1
β + ∆t
(
qˆn+1β
∑
k
unk · ∇ψk(qnβ) +
∑
k
uˆnk
∑
l
Aklp
n
β · ∇ψl(qnβ)
)
+∆t
(∑
k
uˆnk
∑
l
Aklp
n
β · ∇ψl(qnβ)− pˆn+1β
(
pnβ ·
∑
k
unk∇2ψk(qnβ)
))
(2.65)
Equations (2.63), (2.64) and (2.65) are referred to as the adjoint equations of the forward flow
model, with uˆnk , pˆ
n
β, qˆ
n
β the adjoint variables. If we can evaluate the adjoint variables pˆ
N
β and
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qˆNβ , equations (2.63), (2.64) and (2.65) can be used to find the adjoint variables at timestep
0. Since the derivatives of J in (2.61) and (2.62) must be equal to 0, we obtain the initial
conditions for the adjoint equations for a chosen matching functional F [qN ] as,
pˆNβ = 0, (2.66)
qˆNβ = −
∂F [qN ]
∂qNβ
. (2.67)
Using these initial conditions for the adjoint variables at timestep N , the adjoint variables
at timestep 0 can be found which allow for the calculation of the derivative of the matching
condition functional with respect to the initial conjugate momentum, p0β through
∂F
∂p0β
= −pˆ0β. (2.68)
Since,
∂F
∂p0β
=
∂F
∂p0β
∂p0β
∂p0β
(2.69)
the gradient with respect to the normal momentum, p0β is given by
∂F
∂p0β
=
∂F
∂p0β
(
∂p0β
∂p0β
)−1
= −pˆ0β · nβ, (2.70)
2.8 Summary and restatement of problem
In this Chapter we defined the problem we wish to solve, that is the Curve matching problem
with reparameterisations and regularisation (Definition 3). We introduced Lagrange multipliers,
p(s, t), and used variational calculus to derive the equations of motion for a vector field that
minimises a metric of the deformation. These equations show that for a fixed set of parameters,
the vector field for t ∈ [0, 1] is constructed solely by the choice of p(s, 0), and that minimising
the deformation over reparameterisations of the target curve requires that p(s, t) be normal
to q(s, t). The vector field for t ∈ [0, 1] is therefore constructed solely by the choice of p(s, 0)
where p(s, t) = p(s, t) · n(s, t), and n(s, t) is the vector normal to q(s, t). We therefore say
that the target curve is characterised by p(s, 0), which we call the characteristic signal of the
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curve relative to the reference curve. We therefore seek the solution to the inverse problem of
finding the descriptive signal p(s, 0) for the target curve. We solve this problem by minimising
a matching functional, that measures how closely matched are two shapes, over p(s, 0). The
equations of motion were discretised, and for a given matching functional, a set of adjoint
equations was derived to give the gradient of the matching functional with respect to p(s, 0).
In the following chapter we describe a currents-based similarity metric, or matching functional,
to measure the difference between the deformed reference curve and the target curve. We solve
the shooting problem numerically using a standard optimisation algorithm and present the
results of the curve matching problem using the currents-based functional.
Chapter 3
Shooting using currents
In this chapter we present a matching functional based on geometric currents introduced in [18]
and describe some of the intuition behind it. The importance of parameterisation invariance
is explained, and the currents-based matching functional is shown to satisfy this requirement.
The discrete implementation of the functional is outlined, and a set of adjoint equations for
evaluating the derivative of the matching condition with respect to the initial momentum are
derived. Some results of the application of the functional to problems requiring both small and
large deformations are shown.
3.1 The importance of parameterisation invariance
Since we only wish to study the form of the curves, and not the way in which they are mapped
from the unit circle S1, we seek a matching functional for two curves that is invariant under
reparameterisations of the curves. If the matching condition were not parameterisation in-
variant then any solution found for the conjugate momentum would be specific to one certain
parameterisation of each curve. Indeed, in the case of anatomical curves the solution might not
be independent of the segmentation process. As human perception of the form of curves does
not include information about their parameterisation, a parameterisation dependent solution
would contain extra ‘information’ about the parameterisation of the curves and their mapping
from S1, which is irrelevant in the study of the relative differences between the curves. Figure
3.1 clarifies the idea that two curves can be equivalent while differing in parameterisation, by
showing how one curve, qA, can be mapped to two different parameterisations of the same
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curve, qB.
q (s)A
q (s1)B
q (s)A
q (s2)B
Figure 3.1: Figure showing the curve segment qA mapped to the curve segment qB in two
different ways. The correspondence of points on the two curves is indicated by arrows. Although
qB(s1) and q
B(s2) = q
B(η(s)) define the same shape, they differ in parameterisation.
3.2 The currents-based matching functional
We have so far derived equations for a time varying vector field that deforms a shape represented
as an embedded curve along geodesic paths. The initial conjugate momentum distribution,
p(s, 0), on the reference curve is used to generate the vector field. To check if a given p(s, 0)
gives a mapping that takes the reference curve to the desired target curve, we need to define
a measure of how close two curves are. Following Glaune`s [18], to define a matching condition
we consider a vector field
vq(x) =
∫ 2pi
0
∂q(s)
∂s
δ(x− q(s)) ds (3.1)
which, through the the Dirac delta, projects the function ∂q(s)
∂s
from the s domain into the x
domain, creating a geometric “current” that exists only on the curve. For example, Figure 3.2
shows a curve in the plane and Figure 3.3 illustrates the singular vector field generated by the
curve according to (3.1), which is zero everywhere, except on the curve itself where the vector
is unbounded but lies in the plane and is directed tangent to the curve at that point.
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Figure 3.2: The curve q(s).
Figure 3.3: Direction of the singular (current) vector field vq(x) generated by q(s) according
to vq(x) =
∫ 2pi
0
∂q(s)
∂s
δ(x − q(s)) ds. The vector field is zero valued everywhere except on the
curve itself where it is unbounded in magnitude and has the direction of the tangent to the
curve at that point.
Parameterisation independence of the currents vector field
The vector field generated in (3.1) is independent of parameterisation, and this can be shown
as follows. Take an arbitrary vector field w then write
∫
V
w · vqdV =
∫
w ·
(∫ 2pi
0
∂q(s)
∂s
δ(x− q(s)) ds)
)
dV (3.2)
=
∫ 2pi
0
w(q(s)) · ∂q(s)
∂s
ds. (3.3)
58 CHAPTER 3. SHOOTING USING CURRENTS
Let s′ = η(s) be a diffeomorphism of s, we now have q(s) = q′(η(s)), with
∂q(s)
∂s
=
∂q′(η(s))
∂η(s)
∂η(s)
∂s
, (3.4)
and so
∫ 2pi
0
w(q(s)) · ∂q(s)
∂s
ds =
∫ 2pi
0
w(q′(η(s))) · ∂q
′(η(s))
∂η(s)
∂η(s)
∂s
ds. (3.5)
Since s′ = η(s), we have ds′ = ∂η
∂s
ds and so
∫ 2pi
0
w(q′(η(s))) · ∂q
′(η(s))
∂η(s)
∂η(s)
∂s
ds =
∫ 2pi
0
w(q′(η(s))) · ∂q
′(η(s))
∂η(s)
∂η(s)
∂s
(
∂η(s)
∂s
)−1
ds′(3.6)
=
∫ 2pi
0
w(q′(η(s))) · ∂q
′(η(s))
∂η(s)
ds′ (3.7)
=
∫ 2pi
0
w(q′(s′)) · ∂q
′(s′)
∂s′
ds′ (3.8)
=
∫
V
w · v′q dV. (3.9)
Since w is arbitrary, we have from (3.2) and (3.9) that vq = v′q, which shows that (3.1) is
independent of any reparameterisation. However, we notice that due to the presence of the
Dirac delta, vq is unbounded and we can not simply attempt to minimise, for example,
f =
∫
V
|vq − vqB |2 dV. (3.10)
We therefore introduce a smooth kernel function, K, and define a functional
f [vq] =
∫
V
vq ·K ∗ vq dV(x). (3.11)
Combining (3.1) with K and again representing the reparameterisation of s as η(s) = s′, K ∗vq
is given by
K ∗ vq =
∫
V
∫ 2pi
0
∂q(s′)
∂s′
K(x− x′)δ(x− q(s′)) ds′ dV(x′)
=
∫ 2pi
0
∂q(s′)
∂s′
∫
V
K(x− x′)δ(x− q(s′)) dV(x′) ds′
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=
∫ 2pi
0
∂q(s′)
∂s′
K(x− q(s′)) ds′. (3.12)
We can then write (3.11) as
f [vq] =
∫
V
[∫ 2pi
0
∂q(s)
∂s
δ(x− q(s)) ds ·
∫ 2pi
0
∂q(s′)
∂s′
K(x− q(s′)) ds′
]
dV(x)
=
∫
V
∫ 2pi
0
∫ 2pi
0
∂q(s)
∂s
δ(x− q(s)) · ∂q(s
′)
∂s′
K(x− q(s′)) ds ds′ dV(x)
=
∫ 2pi
0
∫ 2pi
0
∂q(s)
∂s
· ∂q(s
′)
∂s′
(∫
V
K(x− q(s′))δ(x− q(s)) dV(x)
)
ds ds′
=
∫ 2pi
0
∫ 2pi
0
∂q(s)
∂s
· ∂q(s
′)
∂s′
K(q(s)− q(s′)) ds ds′ (3.13)
It is now possible to evaluate f [vq − vqB ]. Its value is zero when q = qB and the shapes are
said to be matched, though we note that this will not reach a value of zero when evaluated
numerically.
3.3 Discretisation of the currents matching functional
In this section we explain how the vector field generated by the currents matching functional is
discretised in the numerical implementation. The vector field vq is stored on a grid of ng points,
{vqk}npk=1. To obtain a discretised matching condition we use a finite difference approximation
of the form
∂qβ
∂s
=
qβ − qβ−1
sβ − sβ−1 . (3.14)
The values of ∂qβ/∂s are interpolated to a point v
q
k on the grid as
vqk =
∑
β
(qβ − qβ−1)ψk(qβ), (3.15)
where ψk is the cubic B-spline. The accuracy of this discretisation will degrade if the points
become spread out. We then obtain the discrete matching condition for two curves qA and qB
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as
fˆ [vq
A
,vq
B
] =
1
2
[∑
k,l
Aklv
qA
k · vq
A
l −
∑
k,l
Aklv
qB
k · vq
B
l
]
∆x2 (3.16)
which is the discretised form of (3.13), where Akl is the discretised smooth functional K. In
this case K is chosen to be a the differential operator L with power 3. It is this functional that
is minimised in the optimisation, although it is noted that a value of zero will not be found due
to two reasons: numerical error, and the regularising penalty term in the forward equations.
Visualisation of the discretised matching functional
In order to visualise the vector fields generated by the currents matching functional, some
numerical results for the discretised currents vector fields are shown for a curve. The numerical
discretisation used a 64 × 64 grid with α = 0.4. The key idea of the currents-based matching
condition is the generation of a vector field that is uniformly zero except on the embedded
curve. The vector field on the embedded curve is tangential to the curve, and is smoothed
by a kernel, K, as defined in (3.12). This smoothed vector field contains no information on
the parameterisation of the curve that generated it. Two curves can therefore be compared
by comparing the vector fields that they generate. Figure 3.4(a) shows a curve, q(s), and the
discretised vector field generated by the curve after the application of the smoothing kernel, K,
is shown in Figure 3.4(b), with the magnitude of the vector field shown by the colour intensity.
(a) (b)
Figure 3.4: Left, a curve in the plane, and right, the magnitude of the smoothed and discretised
vector field given by the currents representation of the curve.
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3.4 Solving the inverse problem using a shooting ap-
proach
In this section we describe how the task of matching two curves is formulated as an initial-
value problem and solved using a shooting approach. We discuss the gradient descent algorithm
used for the shooting and recall the adjoint method for finding the gradient of the matching
functional with respect to the initial conditions.
For two parameterised curves in the plane, qA(s) and qB(s), we wish to find the vector field
u(x, t) such that a curve, q(s, t), embedded in the vector field satisfies the boundary conditions
q(s, 0) = qA(s), q(s, 1) = qB(η(s)), where η is an unknown reparameterisation of s. In practice,
due to numerical error and the presence of the regularising penalty term we seek q(s, 1) that is
as close to qB(η(s)) as possible, though an exact match might not be found. We refer to this
as the inverse problem, as we must find the initial conditions to the system to give a desired
result.
In Chapter 2 we derived a system of equations to describe the behaviour of a curve embedded
in a vector field such that the vector field evolves in time along geodesics, and in Section 3.2
we formulated the currents matching functional to measure how well matched are two curves.
In this section we describe how the problem can be solved using a gradient descent approach.
Since at time t = 0 the vector field u(x, 0) is generated by the conjugate momentum, which
was shown to be normal to the curve, and q(s, 0) is fixed by the problem, for a given curve the
vector field is entirely described by the normal conjugate momentum at t = 0, p(s, 0). Having
defined a matching functional measuring how well two curves are matched, we can use the
adjoint equations derived in Section 2.7 to calculate the gradient of this matching functional
with respect to the choice of initial conjugate momentum. The problem can then be solved
numerically with a shooting approach, using a gradient descent algorithm.
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3.4.1 Optimisation algorithms
The steepest descent algorithm is a method for finding the minimum of a function. For example,
solving an inverse problem such as the following linear system of equations
Ax = b, (3.17)
where A is a matrix, x is an unknown vector and b is a known vector, can be equivalently
solved as the minimisation problem
min
x
f(x), f(x) =
1
2
|Ax− b|2. (3.18)
The gradient descent algorithm solves such problems iteratively from an initial guess to the
solution x by using the gradient of the function to choose the subsequent guesses. At each
iteration, the function f and its gradient f ′ are used to determine a search direction for the
subsequent guess for x, which will be closer the local minimum of f . When the value of
f ′(x) = 0 is found, or f ′(x) falls below a certain tolerance, the algorithm is terminated and the
current solution is said to be the solution. Equation 3.17 can also be solved directly, leading to
Newton’s method.
Newton’s method
Newton’s method provides an iterative method of finding the roots of a function. Since opti-
misation problems such as the problem in (3.18) can equivalently be formulated as finding x
such that f ′(x) = 0, or find x such that
0 = Ax− b, (3.19)
Newton’s method can be applied. Writing g(x) = f ′(x) = Ax − b, and given an initial guess
to the solution xi, the subsequent guess xi+1 is given by
xi+1 = xi − g(xi)
g′(xi)
. (3.20)
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Quasi Newton - BFGS
Quasi-Newton methods are related to Newton’s method and use the first and second derivatives
to find the stationary point of a function. Since the formulation of the forward equations
includes the constraint that the curve move with the vector field and the energy of the vector
field is minimised, it is not necessary to use a constrained optimisation algorithm. However,
the system is non linear and so the matrix A in (3.19) is replaced by a functional f of p(s, 0).
We write the inverse matching problem as
f [p(s, 0)] = q(η(s), 1), (3.21)
noting that since the we know that the momentum p(s, 0) must be normal to the curve, in the
optimisation we minimise over p(s, 0).
Here we choose the the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method to find the min-
imum of our matching functional. The BFGS method approximates Newton’s method, and uses
both the first and second derivatives of the matching functional. However, while generally the
gradient of the functional is calculated directly (see Section 2.7 for a description of the ad-
joint method used to calculate the gradient) an approximation to the Hessian matrix of second
derivatives is constructed from the sequence of first derivative evaluations. Since the gradient
at each iteration is stored in order to improve the Hessian approximation, numerical imple-
mentations of the BFGS algorithm can be memory intensive for high dimensional problems.
There is, however, a limited memory equivalent of the algorithm, L-BFGS, for cases where the
memory usage is an issue.
3.5 Results using the currents matching functional
The currents-based matching functional was used to solve the curve matching problem, and
was discretised as described in Section 3.3. Following the discretisation of the forward equa-
tions in (2.49-2.51), the adjoint equations in Section 2.7 were used to calculate the gradient
of the currents functional with respect to the initial momentum. The numerical scheme was
implemented in Python, and the built in optimisation routines of Scientific Python were used
to find the solution to the shooting problem.
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We present two results of solving the curve matching problem. The first is matching a
reference circle to a target cusp shape, and shows that the currents-based functional can be
used in a shooting approach to solve the inverse problem. For the second set of results we present
the matching between a reference circle and a nasal geometry. This in an important test for
the implementation as our motivation for the matching process is to be able to characterise
nasal geometries of this kind. The results bring to light the existence of local minima in the
currents-based matching functional. Although these local minima did not cause problems in
the matching of simpler curves requiring smaller deformations, such as the cusp shape shown
here, the optimisation algorithms did not converge to the correct solution because of the local
minima in the nasal matching. This will show that the currents-based matching functional
is not suitable for application the nasal geometries we seek to match because of the large
deformation required.
Small deformation
In the following example, the optimisation algorithm used is Scientific Python’s implementation
of the BFGS algorithm. The resolution of the grid is 64× 64, and the curve is defined by 500
points. The domain size is 2pi (due to the use of periodic boundary conditions and FFT; the
image was rescaled to fit this domain), giving ∆x = 0.098 with the spacing between points on
the curve being ∆q = 0.01. The number of timesteps used is 20, α is set to 4∆x and the power of
the Helmholtz operator used is 3. Figure 3.5(d) shows how the normal momentum distribution
is distributed on the reference shape. This momentum is shown as a descriptive signal in Figure
3.6. As is perhaps intuitive, the momentum on the top and bottom of the reference circle is
highest and facing outwards in the radial direction that the circle must deform to match to
the top and bottom of the cusp shape. Correspondingly, the momentum at the sides of the
reference circle is facing inwards along the radial direction. It is also noted that where the
two shapes overlap, and little deformation is required, the momentum is close to zero. An
interesting observation is that the momentum solution, p(s, 0), between s ≈ 2.5 and s ≈ 4, and
between s ≈ 5.5 and s ≈ 0.5 contains both inward and outward components of momentum.
This is due the smoothing of the momentum field by the operator L−1, and because the cusp
is below the length scale α of the operator large changes in momentum required to make small
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changes in the final curve.
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Figure 3.5: Matching results between a circle, top left, and a cusp shape, top right. The
evolution of shape between t = 0 and t = 1 due to the initial momentum distribution found by
the optimisation is shown bottom left, and the momentum at t = 0 is plotted on the reference
curve bottom right.
Large deformation
Matching more complex geometries, such as the 2-dimensional cross section of a human nasal
cavity, qnas1 , shown in Figure 3.7(a), require significantly more deformation of the domain than
curves such as the cusp shape in the previous small deformation results. The curve is discretised
as a set of 500 in a 2pi×2pi domain discretised on a 64×64 grid. The number of timesteps used
is 50, and the smoothing length alpha α is set to 2∆x, with ∆x = 0.098. Using the currents
matching condition, the optimisation terminates at a local minimum that is not the solution we
seek. The result of the matching is shown in Figure 3.7(b), and it is clear that while the final
curve from the matching is very close to the target curve, there is a large ‘spurious growth’ on
the lower left side of the geometry along with several slightly smaller growths on the upper side
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Figure 3.6: Characteristic signal representing matching between the reference circle and target
cusp shapes.
of the geometry. These growths correspond to local minima in the matching condition and are
not penalised by the currents functional, making the problem ill posed. The explanation for
this is given in Section 3.6.
3.6 Local minima in the currents matching functional
The currents-based matching functional suffers from non unique minima over q because there
are finite amplitude variations δq that give q → q+ δq that change the function an arbitrarily
small amount. This is illustrated using two examples. If we consider a thin curve that loops
back on itself, such as the large protrusion on the curve in Figure 3.8(a), we can see that the
smoothing term in the currents matching functional causes the protrusion to have no net effect
on the resulting currents-based vector field. Effectively, the currents that exist on the curve
are equal, but in opposite directions and so the vector field created by the currents matching
condition is cancelled out on this part of the curve. In effect, the curve qN is intended to
cancel with the target curve qB, but in fact cancels with itself. This means that any number
of such protrusions, if they are thin enough, can be added to a curve without changing the
curves distance to the target curve as given by the currents matching condition. This non-
uniqueness of the solution creates an ill posed problem. An example of two curves that are
locally similar except for the addition of a thin protrusion is shown in Figure 3.8. The curve qnp
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(a) The target nasal geometry, qnas1 .
(b) Result of matching from a unit circle to qnas1 .
Figure 3.7: The target curve and best matching result for a 2-dimensional cross section of
the human nasal cavity. The curve is discretised as a set of 500 points in a 2pi × 2pi domain
discretised on a 64× 64 grid. The number of timesteps used is 50. The optimisation has found
a local minimum caused by the ill posedness of the currents matching condition.
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(Figure 3.8(c)) does not contain a protrusion, while the curve qp (Figure 3.8(a)) has had a thin
protrusion added to the top left of the curve. The vector field created by the currents matching
functional is shown for each curve, and we note that while the curves are visibly different, their
vector field representation from the currents functional is close and the protrusion is not visible
on the vector field.
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(a) The curve qp. (b) The discretised currents representa-
tion of the curve qp shown on a 64 × 64
grid.
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(c) The curve qnp. (d) The discretised currents representa-
tion of the curve qnp shown on a 64× 64
grid.
Figure 3.8: In each case, the left-hand figure shows a curve in the plane and the right-hand figure
shows its discretised representation using the currents approach. Although the two curves have
a significant difference, though being the same apart from the protrusion in qp, the discretised
representation of the curves are indistinguishable. This is because the protrusion is so thin that
it cannot be resolved on the grid, and the current in one direction effectively cancels itself in
the other direction.
3.7 Summary
In this chapter we have shown how a curve can be represented as a vector field of geometric
currents that is invariant under reparameterisations of the curve. This vector field was then
used to create a matching functional to measure the similarity between two curves. Using a
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shooting approach, the currents matching functional was shown to work well when matching
simple curves that require a small amount of deformation in the domain. However, when
the currents matching functional was applied to more complex geometries such as the human
nasal cavity, the problem was found to be ill posed because of local minima in the currents
matching functional. The explanation given for the local minima is that thin protrusions are
self-cancelling in the currents vector field, and a simple example visualising the explanation
was shown. This means the the method as such can not be used as a practical method of curve
matching.
In the following section we propose a reformulation where reparameterisation is explicitly
introduced in the evolution of the curve and minimised in the optimisation of the functional.
This permits a more flexible approach to defining a matching functional as we are no longer
constrained to use parameterisation independent matching functionals. We show how this
reformulation avoids such local minima in the currents functional. Indeed the spurious branches
in the result of the matching for the nasal geometry using the currents-based functional have a
significant penalty in our new functional, therefore avoiding such local minima.
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Chapter 4
Reparameterisation-based shooting
In this chapter we present a reformulation of the inverse problem in which curve reparameteri-
sation is introduced explicitly and included in the optimisation. We explain how it is possible to
use a parameterisation dependent matching functional by explicitly including this reparameter-
isation in the optimisation problem. We show that by allowing reparameterisation of the curve
in the forward equations, the reference curve can be matched to different reparameterisations of
the target curve without changing the solution to the vector field, and therefore the conjugate
momentum, of the system. Reparameterisation is then included explicitly in the optimisation,
minimising over both the conjugate momentum and a one dimensional velocity field that is
used to generate reparameterisations.
4.1 Modification of the flow equations under reparame-
terisations
It is shown in [13] that for the Curve matching problem with reparameterisations (Definition
2), the reparameterisation of the target curve can in fact be applied at any time during the
flow, and that the flow map and reparameterisation map are commutative. We could, in
fact, reparameterise either the reference curve, and therefore the embedded curve in the flow,
or the target curve. The target curve might not be well defined because of either a limited
number of observed data points or a low level of accuracy in the obtention of the image,
which would make it either impossible or inaccurate to reparameterise the curve. We therefore
choose to reparameterise the embedded curve. There are three ways of implementing the
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reparameterisation of the embedded curve; the embedded curve can be reparameterised before
solving the flow equations (2.19-2.21), the embedded curve can be reparameterised after solving
the the flow equations, or the embedded curve can be reparameterised at some point during
the flow equations, either instantaneously at one timestep or incrementally over a number of
timesteps. Because the embedded curve at time 0 is constrained to be the reference curve,
we are free to choose a reference curve that is well defined and possible to reparameterise
accurately. We therefore choose to reparameterise the embedded curve at time 0 before solving
the flow equations.
Before considering how to generate reparameterisations, and choosing the parameterisation
dependent matching functional, we show how the change of variables implied by a general
reparameterisation affects the system of forward equations in (2.19-2.21). We recall that the
time varying vector field generated by q(s, t) and p(s, t) is given by
u(x, t) = L−1
∫ 2pi
0
p(s, t)δ(x− q(s, t)) ds. (4.1)
It is important that we show that the term
∫ 2pi
0
p(s, t)δ(x − q(s, t)) ds is parameterisation
invariant. Consider the change of variables from the original parameterisation s to a second
reparameterisation s′ with
s = η(s′), (4.2)
and therefore, ds = (dη/ds′)ds′. Applying this change of variables to the part of (4.1) that is
dependent on s, we have that
∫ 2pi
0
p(s, t)δ(x− q(s, t)) ds (4.3)
is equivalently written as
∫ 2pi
0
p (η(s′), t) δ(x− q(η(s′), t) dη
ds′
ds′. (4.4)
Here, η and q need to be continuous, but not p. This change of variables can be proved
by considering the inner product with a test function similar to the calculations in Chapter
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3.Under reparameterisations η of the curve, we see that the relationship between the curve and
its reparameterisation is
q¯(s) = q(η(s)), (4.5)
and the conjugate momentum p becomes
p¯(s) = p(η(s))
dη
ds
. (4.6)
Hence if we reparameterise using change of variables (4.5,4.6), u(x, t) is unchanged and is
therefore parameterisation invariant. This is an important result as it shows that the change
of variables are applied to give the same vector field, u(x, t).
In this section we have shown how we can apply a reparameterisation to the reference curve
and include it in the optimisation problem. In the following section we define a pointwise
matching functional that avoids the local minima observed in the currents based matching
functional and show how it is implemented numerically.
4.2 The Euclidean matching functional
We introduce the problem of measuring how closely matched are the curve at time t = 1, q(s, 1),
and the target curve qB(s). However, defining a matching functional that is invariant under
reparameterisations is not a straightforward task. Matching functionals that are not invariant
under reparameterisations are much simpler to implement. Since we explicitly minimise over
reparameterisations we can specify the end point condition exactly, that is the parameterisation
of the target curve can be specified explicitly. Here we adopt the square of the Euclidean, or
L2, distance between two curves, given by
FL2
[
q(s, 1), qB(s)
]
=
1
2
∫ 2pi
0
‖q(s, 1)− qB(s)‖2 ds. (4.7)
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Following the discretisation of the curves given in Section 2.6, the discretisation of (4.7) is taken
to be
FL2 [{qNβ }npβ=1, {qBβ }npβ=1] =
1
2
∆s
np∑
β=1
‖qNβ − qBβ ‖2. (4.8)
The derivative of the matching functional with respect to the final curve is used in the calcu-
lation of the gradient using the adjoint equations, and is given analytically by
∂FL2 [q
N
β , q
B
β ]
∂qNβ
= ∆s
(
qNβ − qBβ
)
. (4.9)
The functional in (4.8) matches two discretised curves on a pointwise matching basis.
Target data of limited accuracy
If the target curve has an associated error or uncertainty from the experimental procedure used
to obtain the curve and this error is different for different points, it is possible to introduce a
series of scalar weights to each data point such that points with a higher accuracy are given
more weight in the optimisation. The modified functional would be given by
FˆL2
[
{qNβ }npβ=1, {qBβ }npβ=1
]
=
np∑
β=1
wβ‖qNβ − qBβ ‖2. (4.10)
where wβ is the weight assigned to point qβ depending on its accuracy. If the accuracy of a
point on the curve is known not to be high, then the mismatching of that point should not be
penalised as much as the matching of a more accurately observed data point.
4.3 Generating reparameterisations using a one dimen-
sional velocity field
The space of diffeomorphisms is not a vector space; we cannot guarantee that adding displace-
ment fields would generate a diffeomorphism, even if the displacements encode diffeomorphic
mappings. Since non-linear optimisation algorithms operate on vector spaces, it is necessary for
computational purposes to specify the reparameterisation η in terms of a velocity field on S1
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that generates it. Contrary to two arbitrary diffeomorphisms, given two velocity fields, ν1 and
ν2, which generate diffeomorphisms, ν1 + ν2 will generate a third diffeomorphism. We generate
reparameterisations from one dimensional time-independent velocity fields according to
∂χ
∂t
(s, t) = ν(χ(s, t)), χ(s, 0) = Id, η(s) = χ(s, 1), (4.11)
where Id is the identity map and ν is a chosen velocity field on S1, represented by a scalar
periodic function on 0 ≤ s ≤ 2pi. Using such a velocity field to generate reparameterisations
results in χ(s, 1) that is a diffeomorphism of χ(s, 0), and therefore guarantees that η(s) is an
orientation preserving, smooth invertible map (for sufficiently smooth ν). Given a velocity field
ν(s), a curve qA(s) and a momentum distribution on the curve, p(s, 0), we use the change of
variables in (4.5-4.6) and (4.11) to obtain the curve encoded by p and ν as:
Algorithm 2. To obtain a parameterised curve qN(s) = q(s, 0) from a parameterised reference
curve qA from a scalar periodic function p and a velocity field ν on S1:
1. Obtain the reparameterisation η from ν using equation (4.11).
2. Initialise q(s, t) and p(s, t) according to
q(s, 0) = qA(s), p(s, 0) = p(s)n(s) (4.12)
where n(s) is the unit vector normal to the curve q(s, 0).
3. Apply the reparameterisation map in 4.5, 4.6 to q(s, 0) and p(s, 0).
4. Integrate equations (2.19-2.21) from t = 0 to t = 1.
5. q(s, 1) = qN is a parameterisation of the curve encoded by p.
Hence we obtain q(s, 1) from p and ν. We note that for a given momentum p, the effect
of changing ν is to give different parameterisations of the same curve at t = 1. That is, for a
fixed p, ν generates curves q(η(s), 1) that are equivalent to q(s, 1). The next objective is to
solve the inverse problem of Algorithm 2, that is to find initial conditions for ν, p(s, 0) such
that q(s, 1) = qB(s).
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4.4 Regularisation of the reparameterisation map
We seek a formulation where the convergence rate of the non-linear optimisation algorithm
becomes independent of resolution. From [44], it is known that q(s, 1) is differentiable with
respect to the scalar function p provided that p is square-integrable. Furthermore, the repa-
rameterisation η is differentiable with respect to ν provided that ν is square-integrable with
square-integrable first and second derivatives. We recall the regularisation R given by equation
(2.44)
R[p] =
∫
S1
p
(
1−D2 ∂
2
∂s2
)3/2+
p ds,
and introduce a similar regularisation term for ν of the form
Rν [ν] =
∫
S1
ν
(
1−D2 ∂
2
∂s2
)2+
ν ds, (4.13)
where D is a lengthscale parameter and  is a small positive number. Because ν is required to
have square-integrable first and second order derivatives, it has a higher power in the differential
operator than the original regularisation term for p in (2.44). This guarantees that the inverse
problem is well posed [14]. If prior guesses pˆ and νˆ for p and ν are known, then R[p] and Rν [ν]
may be replaced by R[p − pˆ] and Rν [ν − νˆ] to obtain close matches when the deformations
required are very large. The regularisation terms are discretised as
R[p] = ∆s
np∑
β=1
pβ(Lpp)β, (4.14)
R[ν] = ∆s
np∑
β=1
νβ(Lνν)β. (4.15)
Lp and Lν are the truncated Fourier approximations of the differential operators in equations
(2.44, 4.13), implemented using a FFT. We therefore seek p(s, 0) that minimises the regularised
functional
J˜ [P ,η] = ∆s
np∑
β=1
(
|qNβ − qBβ |2 +
1
2σ2
pβ(Lpp)β +
1
2σ2ν
νβ(Lνν)β
)
, (4.16)
4.5. DISCRETISATION OF THE FORWARD REPARAMETERISATION EQUATIONS 77
where
P = (pT1 , . . . , p
T
np)
T , ν = (νT1 , . . . , ν
T
np)
T , (4.17)
where σ and σν are scaling coefficients for the respective regularisation terms.
4.5 Discretisation of the forward reparameterisation equa-
tions
In this section we describe the discretisation of velocity field ν(s) used to generate reparameter-
isations that are diffeomorphisms. We indicate how the initial-value problem is solved forward
in time to give the generated reparameterisation, χ(s, 1) = η(s), as the solution to the problem.
As with the other functions on s (such as p(s, t) and q(s, t)) we choose to discretise ν(s) as a
set of points {νβ}npβ=1 with νβ = ν(sβ). The velocity is interpolated to a general point in s by
ν(s) =
np∑
k=1
νkψk(s) (4.18)
where ψ is the standard B-spline basis function, taken here to be cubic. This provides a linear
mapping from νk to ν(s) that greatly simplifies the calculation of the adjoint equations. Since
it is important that the diffeomorphic property of the velocity be preserved, we note that
although the velocity is chosen from a finite np dimensional space, a smooth and continuous
vector field is generated from the np numbers through the cubic B-spline interpolation, giving
a twice differentiable velocity field and preserving the diffeomorphisms. The time series of flow
maps χ is discretised in space as a set of points {χβ}npβ=1, each defined at N discrete timesteps
{tn}Nn=1, where for a general function g(tn) = gn. Equation (4.11) is solved using a forward
Euler approximation
χn+1β = χ
n
β + ∆t
np∑
k=1
νkψk(sβ), (4.19)
with the resulting reparameterisation of each sβ generated by ν(s) then given by
η(sβ) = χ
N
β . (4.20)
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The reparameterisation formulas (4.5) and (4.6) are also approximated using a B-spline inter-
polation of the form
qβ 7→
np∑
γ=1
qγψi(ηβ), pβ 7→
np∑
γ=1
pγψi(ηβ)
(
ηβ+1 − ηβ
sβ+1 − sβ
)
, β = 1, . . . , np, (4.21)
where ηβ = η(sβ). This leads to the following discretised version of Algorithm 2:
Algorithm 3. To obtain a curve represented by the points {qβ}npβ=1 from a reference curve rep-
resented by points {qA}npβ=1 from the initial momentum values {pβ}npβ=1 and reparameterisation
velocity field values {νβ}npβ=1:
1. Obtain the reparameterisation values {ηβ}npβ=1 from the reparameterisation velocity values
{νβ}npβ=1 using the forward Euler approximation applied to equation 4.19.
2. Initialise {qβ}npβ=1 and {pβ}npβ=1 according to equations
qβ(0) = q
A
β , pβ(0) = pβ
(
qAβ+1 − qAβ
‖qAβ+1 − qAβ ‖
)⊥
, β = 1, ..., np, (4.22)
where ⊥ indicates the perpendicular vector.
3. Apply the reparameterisation map 4.21 to {qβ}npβ=1 and {pβ}npβ=1.
4. Integrate equations (2.49-2.51) from t = 0 to t = 1 using the forward Euler method.
5. The points {qβ}npβ=1 approximate a parameterisation of the curve encoded by p.
We therefore have a modified inverse problem, with reparameterisations included explicitly
in the matching model and specified by the choice of vector field ν(s). We now seek both
p(s, 0) and ν(s) that match a reference curve to a specific parameterisation of a target curve.
We define the new problem as follows:
Definition 4 (Curve matching problem with explicit reparameterisation and regularisation).
Let q(s, t) be a parameterised closed curve on R2, with the curve parameter s ∈ [0, 2pi] and
t ∈ [0, 1]. Let p(s, t) be the parameterised conjugate momentum of the closed curve on R2. Let
u(x, t) be a vector field on R2, and following (2.19-2.21), we note that u(x, t) is constructed
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from p(s, 0). Let ν(s) be a time independent velocity field, χ(s, t) be a time dependent reparam-
eterisation and η(s) be a diffeomorphism of the unit circle. We seek p(s, 0), q(s, t) and u(x, t)
such that
min
u,p,ν
∫ 1
0
∫
V
1
2
u · Lu dV dt+ 1
2σ2
R[p] + +
1
2σ2ν
R[ν] (4.23)
subject to the constraints
∂q(s, t)
∂t
= u(q(s, t), t),
qA(η(s)) = q(s, 0),
qB(s) = q(s, 1).
∂χ
∂t
(s, t) = ν(χ(s, t)) (4.24)
χ(s, 0) = Id (4.25)
η(s) = χ(s, 1) (4.26)
where qA(η(s)) is an unknown reparameterisation of the reference curve we wish to match to
an specific reparameterisation of a target curve, qB(s).
In the following section we derive the modified adjoint equations for the reparameterisation
equations and show how they can be used to calculated the gradient of the functional with
respect to both the momentum p(s, 0) and ν(s).
4.5.1 Derivation of the modified adjoint equations for reparameter-
isations
We again choose to solve the problem using a shooting approach and adopt the same methodol-
ogy used for the currents-based matching functional. To use a shooting method for the solution
of the problem, the gradient is again calculated using an adjoint method. We require
∂FL2
∂p0β
,
∂FL2
∂νβ
. (4.27)
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∂FL2/∂q¯
0
β and ∂FL2/∂p¯
0
β are known from the solution of the adjoint equations for the flow map.
Applying the adjoint method to the reparameterisation map provides a second set of adjoint
equations. We evaluate the Lagrangian for the reparameterisation map as in Section 2.7, giving
J [ν,p0, χ, χˆ] = FL2(q¯
0, p¯0) +
M−1∑
n=0
∑
β
χˆi+1β ·
(
χi+1β − χiβ −∆t
∑
γ
νγψγ(χ
i
β))
)
, (4.28)
where FL2 [p¯, q¯] is the Euclidean-based matching functional applied to the reparameterisations
of q and p, q¯ and p¯, and χˆ is the Lagrange multiplier introduced to constrain that the repa-
rameterisation map evolves with the velocity field ν, that is that equation (4.19) is enforced.
We note that FL2 is implicitly dependent on both χ and ν because of its dependence on the
reparameterised variables p¯ and q¯. The minimum of the Lagrangian corresponds to zero valued
derivatives. For the derivative with respect to the Lagrange multiplier, setting
∂J [ν,p0, χ, χˆ]
∂χˆiβ
= 0, (4.29)
recovers the equations of the forward model, and setting
∂J [ν,p0, χ, χˆ]
∂χiβ
= 0,
∂J [ν,p0, χ, χˆ]
∂νβ
= 0, (4.30)
recovers the adjoint equations. The derivatives ∂J [ν,p0, χ, χˆ]/∂χiβ , ∂J [ν,p
0, χ, χˆ]/∂νβ are
given by
∂J [ν,p0, χ, χˆ]
∂χiβ
=
∂FL2(q¯
0, p¯0)
∂χiβ
+ (χˆiβ − χˆi+1β − χˆi+1β ∆t
∑
γ
νγ
∂ψγ
∂s
(χiβ)) (4.31)
except for i = M
∂J [ν,p0, χ, χˆ]
∂χMβ
=
∂FL2(q¯
0, p¯0)
∂χMβ
+ χˆMβ = 0, (4.32)
and for i < M
∂J [ν,p0, χ, χˆ]
∂χiβ
= χˆiβ − χˆi+1β − χˆi+1β ∆t
∑
γ
νγ
∂ψγ
∂s
(χiβ) = 0. (4.33)
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We also have
∂FL2(q¯
0, p¯0)
∂νγ
+
∑
β
χˆi+1β ψγ(χ
i
β)∆t = 0. (4.34)
From (4.32), (4.33) we have
χˆMβ = −
∂FL2(q¯
0, p¯0)
∂χMβ
, (4.35)
χˆiβ = χˆ
i+1
β + χˆ
i+1
β ∆t
∑
γ
νγ
∂ψγ
∂s
(χiβ). (4.36)
We can substitute
∂FL2(q¯
0, p¯0)
∂χMβ
=
∑
γ
(
∂FL2(q¯
0, p¯0)
∂p¯0γ
∂p¯0γ
∂χMβ
+
∂FL2(q¯
0, p¯0)
∂q¯0γ
∂q¯0γ
∂χMβ
)
=
∂FL2(q¯
0, p¯0)
∂p¯0β
·
∑
α
p0α
∂ψα
∂s
(χMβ ) +
∂FL2(q¯
0, p¯0)
∂q¯0β
·
∑
α
q0α
∂ψα
∂s
(χMβ ) (4.37)
into (4.35) to find χˆMβ , and then apply (4.36) to find χ
i
β for all n and β. From (4.34) we can
then evaluate the derivative
∂FL2(q¯
0, p¯0)
∂νγ
= −
∑
β
χˆi+1β ψγ(χ
i
β)∆t, (4.38)
while
∂FL2(q¯
0, p¯0)
∂p0β
=
∑
γ
∂FL2(q¯
0, p¯0)
∂p¯0γ
∂p¯0γ
∂p0β
=
∑
γ
∂FL2(q¯
0, p¯0)
∂p¯0γ
ψβ(χ
M
γ ), (4.39)
giving the gradient of the cost function with respect to the control variables.
To solve the inverse problem for Algorithm 3, we minimise the following functional J˜ given
by
J˜ [P ,η] = ∆s
np∑
β=1
|qβ(1)− qBβ |2︸ ︷︷ ︸
F (Q|t=1)
+
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∆s
np∑
β=1
(pβ(Lpp)β + νβ(Lνν)β)︸ ︷︷ ︸
Π(p,ν)
, (4.40)
where
P = (pT1 , . . . , p
T
np)
T , ν = (νT1 , . . . , ν
T
np)
T , (4.41)
Lp and Lν are truncated Fourier approximations of the differential operators in equations (2.44-
4.13), implemented using a FFT, and {qBβ }npβ=1 is the set of points on the representation qB(s) of
the target curve (if there are a different number of points observed from qB then these should
be interpolated so as to have appropriate numerical resolution of the curve evolution). The
minimisation of J˜ is performed over (P ,ν), with {qβ(1)}np1 obtained implicitly by solving the
equations of motion.
The discretised functional J˜ is a complicated nonlinear function of {pβ}npβ=1 and {νβ}npβ=1
and hence we search for the minimum using a gradient method. If a gradient method is used
to minimise the function J˜ directly, then it will perform badly because the penalty terms
contain very high derivatives for the high frequency Fourier modes, and hence the problem is
ill-conditioned in these variables. We avoid this by transforming to preconditioned variables
P˜ =
(
(L1/2p p)1, . . . , (L
1/2
p p)np
)
, (4.42)
ν˜ =
(
(L1/2ν ν)1, . . . , (L
1/2
ν ν)np
)
(4.43)
where L
1/2
ν and L
1/2
p are constructed in Fourier space using a FFT, and seeking the minimum
of
˜˜J
[
P˜ , ν˜
]
= J˜
[
L−1/2p P , L
−1/2
ν ν
]
,
whose gradients are obtained from the gradients of J˜ using the chain rule.
Since J˜ contains {qβ(1)}np1 which are implicit functions of P and ν obtained by solving
the evolution equations as described in Algorithm 3, the gradients ∂J˜/∂P and ∂J˜/∂ν must
be obtained is computed using the adjoint algorithm to Algorithm 3. As described in [22],
for example, the adjoint equations provide an efficient algorithm for computing these gradients
without forming the matrices ∂qβ(1)/∂P and ∂qβ(1)/∂ν which are large and non-sparse. A
pseudo-code description of the algorithm follows:
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Algorithm 4. To obtain ∂J˜/∂P and ∂J˜/∂ν:
1. From ν = (ν1, ν2, . . . , νnp)
T , obtain the numerical trajectory of
χ(t) = (χ1(t), χ2(t), . . . , χnp(t))
T for 0 ≤ t ≤ 1 using the forward Euler discretisation
applied to equation (4.19).
2. Evaluate η = χ(1) and obtain reparameterised expressions for Q = (qT1 , q
T
2 , . . . , q
T
np)
T
and P = (pT1 ,p
T
2 , . . . ,p
T
np)
T from equation (4.21).
3. Solve equations (2.49-2.51) using Q and P as initial conditions until time t = 1.
4. Calculate the derivative of the term F (Q|t=1) in equation (4.40).
5. Initialise adjoint variables
Qˆ|t=1 = 0, Pˆt=1 = −∂F (Q|t=1)/∂Q. (4.44)
6. Solve the adjoint equations obtained by linearising equations (2.19-2.21) around the tra-
jectory obtained in Step 3, and taking the adjoint, from time t = 1 to time t = 0 (as
described in [22]).
7. The derivatives of F with respect to the initial conditions (after reparameterisation) are
∂F
∂(Q|t=0) = −Qˆ|t=0,
∂F
∂(P |t=0) = −Pˆ |t=0.
8. Using the chain rule, compute ∂F
∂ηβ
and ∂F
∂pβ
from the derivative of the reparameterisation
equation (4.21).
9. Solve the adjoint equation to the equations (4.19) that generate η from ν, from t = 1 to
t = 0 with adjoint variable ηˆβ set to − ∂F∂ηβ at t = 1.
10. Obtain ∂F
∂νβ
from the formula
∂F
∂νβ
=
∫ 1
t=0
∑
γ
ηˆγψβ(ηγ) dt.
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11. Finally, the gradient of J˜ is
∂J˜
∂pβ
=
∂F
∂pβ
+
∂Π
∂pβ
,
∂J˜
∂νβ
=
∂F
∂νβ
+
∂Π
∂νβ
,
where Π is the function indicated in equation (4.40).
In this chapter we have shown how the shooting approach to matching two curves can be
modified by extending the optimisation to include explicit reparameterisations of the reference
curve. The change of variables required for the velocity field to be parameterisation indepen-
dent were shown, and a velocity field ν(s) was introduced to generate reparameterisations of
the reference curve that are required to be diffeomorphisms of the unit circle. The numerical
discretisation used to find the diffeomorphism generated by ν(s), and therefore the reparame-
terisations of the curve and the momentum, was outlined. The modified inverse problem was
formed, in which we seek a momentum p(s, 0) and a reparameterisation η(s) such that a refer-
ence curve qA(s) is reparameterised as qA(η(s)), and then matched on geodesics to a specific
parameterisation of the target curve qB(s). To measure the similarity of a deformed curve to
the target curve, and no longer requiring a parameterisation independent matching functional,
we introduced a pointwise functional to measure the square of the Euclidean distance between
the curves, giving both its continuous and discrete forms. The modified adjoint equations to the
reparameterisation map were derived in order to find the gradient of this matching functional
with respect to the initial conditions of the system, namely the momentum, p(s, 0), and the
velocity field used to generate the diffeomorphisms, ν(s).
In the following chapter we present the results of solving the curve matching problem using
the reparameterisation-based approach. We begin by showing the convergence of the commuta-
tive property of the reparameterisation and flow maps as a function of both the curve resolution
and the grid resolution. We then present a simple test case that, due to requiring significant
reparameterisation, exhibited the problem of local minima when solved using the currents-based
matching functional. Comparing the currents-based results and reparameterisation-based re-
sults side-by-side, we show that the reparameterisation-based approach avoids the local minima
of the currents-based approach, and produces a well defined curve as the result of the match-
ing. We then show that the reparameterisation method works well for general and complicated
curves using the results of matchings between some recognisable shapes that are made more
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complex by the presence of thin branches and sharp edges. Finally we show that the repa-
rameterisation based method is able to match complicated nasal geometries. Obtaining the
descriptive signal of such geometries was the principal aim of the thesis, and we show that
the reparameterisation approach introduced here overcomes the problems posed by the local
minima encountered in the currents-based matching functional. In Chapter 6 we move on to
show some interesting applications of using the descriptive signal of the curves; we present
some results of manipulating the signal to see the effect on reconstructed curves, we give two
methods of interpolating between curves, and we show how these interpolations can be used to
reconstruct three dimensional surfaces from a series of two dimensional curves.
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Chapter 5
Reparameterisation-based results
In this chapter we present results illustrating the reparameterisation based approach. Firstly,
we present convergence results for the combined reparameterisation-flow discretisation scheme
described in the previous section. These results show that the discretisation scheme is second-
order accurate in the spatial resolution of the curve and the grid. This is an important result
because the commutation property must be conserved for the velocity field to be independent
of parameterisation. Secondly, we demonstrate the excellent performance of the approach
with a reference and target pair that require very large deformations, and compare with the
performance of the currents-based matching approach. Thirdly, we benchmark the approach on
a set of three complicated shapes, namely outlines of animal silhouettes. Finally, we show that
the reparameterisation-based approach succeeds in matching curves representing nasal geometry
from cross sections along the human nasal cavity, and present the result for an example cross
section.
Convergence of the commutation property
In the continuous model, the reparameterisation map given by (4.11) commutes with the curve
evolution given by the flow map in (2.19-2.21) as described in [13]. The convergence of the
discretised model to the continuous model was investigated by checking the extent to which the
numerical discretisation of the reparameterisation map and the numerical discretisation of the
flow map commute. For each test all parameters are kept constant except the grid resolution
and the number of points on the curve. Two cases are then compared: the reparameterisation
applied before curve evolution, and the reparameterisation applied after curve evolution. The
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difference between the two resulting final curves is measured using the L2 norm
e =
1
np
np∑
β
‖qAβ − qBβ ‖2. (5.1)
The results are shown in Figure 5.1. Second-order convergence is observed in both the discreti-
sation of the curve as a set of points, and the grid spacing.
The reparameterisation- and currents-based approaches for large deformations
In order to compare the performance of the currents and reparameterisation based matching
conditions, we devised a simple test case which is known to require significant reparameterisa-
tion. This test used as the reference curve C1 and as the target curve C2, both shown in Figure
5.2. The curves were discretised using 500 points in a 2pi× 2pi domain discretised on a 64× 64
grid. This gave sufficient resolution on both the curve and the grid for the minimum radius of
curvature on the target curve to be well defined. The lengthscale α in L was set to 2pi
32
to give
a smoothing scale greater than the grid resolution, and the power parameter n in L was set
to 3. Twenty timesteps were used for both the reparameterisation and curve evolution stages.
The matches were obtained by solving a sequence of problems with increasing values of σ and
σν , with the optimal values of P and ν obtained from each problem used as the initial guesses
when solving the next problem. The result of the matching for both cases is presented in Figure
5.3. As can be seen from the figures, the currents matching condition has difficulty matching
the target. Though the optimisation algorithm succeeds in minimising the currents matching
functional, the algorithm terminates at a local minimum of the functional. As described in
Section 3.6, the currents-based matching condition does not penalise the thin protrusion that
is visible in the matching result, and considers the curves to be equivalent. We attribute this to
the loss of resolution that occurs when part of the curve expands to fill the entire interior of the
“C” shape. This expansion occurs because the minimisation over reparameterisations means
that the momentum is normal to the curve, and so the velocity is also predominantly in that
direction. The loss of resolution leads to spurious minima in the discretisation of the currents
matching condition in which the functional is reduced by the curve cancelling with itself with
currents of opposite orientation instead of overlapping with the target curve. In contrast, the
reparameterisation approach adapts the grid on the reference so that the final distribution of
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(a) Error as a function of the number of grid points, ng, for dif-
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(b) Error as a function of the number of points on the curve, np,
for different grid resolutions, ng.
Figure 5.1: Convergence of the difference the curve obtained by applying the reparameterisation
before the flow map with the curve obtained by applying reparameterisation after the flow
map. Second-order convergence is observed in the number of points np on the curve (eventually
saturated by the error due to keeping ng fixed), and on the number of points ng in one direction
on the grid (eventually saturated by the error due to keeping np fixed.
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Figure 5.2: The reference curve C1, left, and the target curve C2, right for the large deformation
test case used for comparison with the currents matching approach.
the points is as specified on the reference. In this case, the reparameterisation compresses the
region that will expand out to fill the interior, as can be seen in figure 5.3. Hence, the repa-
rameterisation approach can be thought of as adapting the grid on the reference to achieve a
desired resolution on the target, in a reparameterisation independent manner. This adaptivity
appears to be very useful when large deformations are required, and it does not exhibit any
self-overlapping branches or similar artifacts.
The reparameterisation-based approach using complex reference curves
The result of a matching gives a signal that describes the target curve with respect to the
reference curve. Although we have so far presented results showing matchings between a smooth
reference circle and a complicated target curve, the method should be equally applicable to
matching between two complicated curves. The purpose of this example is to show that the
reparameterisation-based matching produces good results when using complicated curves as
reference curves. Matchings between three curves shown in Figure 5.5, representing a cat, CC ,
a dog, CD, and a fish, CF , are presented. The curves are segmented from silhouettes of shapes
and are discretised as a set of 500 points. Each curve is matched to the two other curves, and
the matching is applied twice, once in each direction. That is to say, for example, that the cat
and dog curves are matched twice, once with the cat as a reference and the dog as the target
and once with the dog as the reference and the cat as the target.
For both the reparameterisation and the flow equations, 100 timesteps were used. The
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Figure 5.3: The result of the matching between C1 and C2 using the currents based matching
condition (left) and the reparameterisation based approach (right). The initial curve is shown
in, together with paths of a chosen subset (for visibility) of the points and the final curve
obtained. The point spacing on the final curve is very large in the currents case, which leads to
numerical errors that mean that it is easy for the optimisation algorithm to become trapped in
local minima such as the one shown on the left. The reparameterisation based approach allows
the specification of the final curve pointwise, which means that accuracy is maintained, and a
reparameterisation is generated that relocates the points on the initial curve so as to reach the
chosen end points.
Figure 5.4: The result of the matching between C1 and C2 using the currents based matching
condition (left) and the reparameterisation based approach (right). The initial curve (after any
reparameterisation) is shown in blue and the result of the matching in green, with points on
the curve plotted to show the local resolution of the curves. The curves have been resampled
such that only every fifth point is shown in order to clarify the figure.
curves were discretised as 500 points in a 2pi × 2pi domain discretised on a 64 × 64 grid. The
grid width was ∆x = 2pi
64
≈ 0.1, which is of the same order of magnitude as the smoothing scale
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Figure 5.5: The three curves used in the matchings, from left to right the silhouette of a dog,
CD, a fish, CF , and a cat, CC .
in the differential operator, L, which was set to α = 2pi
32
. This gave sufficient resolution for a well
defined reference curve as the minimum radius of curvature on the curves was higher than the
curve point spacing. The number of points on the curve was also high enough that the spacing
between points was lower than the grid scale, to give a well defined momentum distribution,
and therefore velocity field on the grid. The solution strategy was as follows. For each match,
an initial reparameterisation was chosen by minimising over all ν with constant P . This was to
avoid issues that arise when reparameterisations are required that require substantial rotation.
This value of ν was then used as an initial guess for minimisation over both ν and P . The
BFGS algorithm was used to find ν and P that minimise equation (4.16), with σν = 5× 10−11
and σ = 5× 10−13. The CC to CD matching was initially solved with various combinations of
penalty term coefficients, and the results presented here use the coefficients that were found to
give the fastest convergence to the curves matching to within the gridscale, though we note that
the values are particularly specific to the curves studied here. The solution was judged to have
been reached when the maximum gradient was less than 10−4. The results of the matches from
each curve CC , CD and CF are shown in Figures 5.6 - 5.8. With the same number of points on
each curve, the same grid resolution, and the the same number of timesteps, the computational
time required for one iteration of the BFGS algorithm is constant. We therefore compare the
convergence rate of the matchings as a function of the number of BFGS iterations. Reasonably
rapid convergence is observed for all combinations of the curves. Convergence of the matching
functional with iterations for each of the six matches are shown in Figure 5.9. The curves at
time t = 0.5 are shown for each of the six matches, and can be interpreted as an ”average” of
the two curves. The average of two curves matched in opposite directions are not necessarily
the same, however, due to the fact that the regularisation term is applied to p(s) at time t = 0,
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(a) Result of matching from a cat shape to a dog shape.
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(b) Result of matching from a dog shape to a cat shape.
Figure 5.6: Results of matching various curves with the reparameterisation matching condition.
The top row from left to right shows the reference curve, the reparameterisation map and the
target curve. The bottom row, from left to right shows the reparameterised reference curve,
the ‘average’ of the two curves at t = 0.5, and the result of the matching and the target curve.
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(a) Result of matching from a cat shape to a fish shape.
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(b) Result of matching from a fish shape to a cat shape.
Figure 5.7: Results of matching various curves with the reparameterisation matching condition.
The top row from left to right shows the reference curve, the reparameterisation map and the
target curve. The bottom row, from left to right shows the reparameterised reference curve,
the ‘average’ of the two curves at t = 0.5, and the result of the matching and the target curve.
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(a) Result of matching from a dog shape to a fish shape.
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(b) Result of matching from a fish shape to a dog shape.
Figure 5.8: Results of matching various curves with the reparameterisation matching condition.
The top row from left to right shows the reference curve, the reparameterisation map and the
target curve. The bottom row, from left to right shows the reparameterised reference curve,
the ‘average’ of the two curves at t = 0.5, and the result of the matching and the target curve.
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Figure 5.9: Convergence of the functional for the six matches as a function of the number of
iterations.
and is therefore applied to different p(s) signals for each direction of the matching, altering the
solution. This indicates the need for a regularisation term for p(s, t) that is time independent,
for example the average of the existing regularisation term applied at each time step.
Reparameterisation-based matching of nasal geometries
One of the principal reasons for solving the curve matching problem was to find the descriptive
signal for complicated curves, in particular curves representing cross sections of the human
nasal cavity. Indeed, the reparameterisation-based approach was conceived in order to avoid the
problems observed with the local minima in the currents-based matching functional described
in Section 3.6. Here we show that the reparameterisation based approach works well for a very
complicated nasal geometry requiring extremely large deformation. The matching was from
the reference curve, a circle C1, to the target nasal geometry. For both the reparameterisation
and the flow equations, 100 timesteps are used. The curves are discretised as 500 points in a
2pi × 2pi domain that is discretised on a 64× 64 grid. The smoothing scale in the metric is set
to α = 2pi
32
. The result of matching the section is shown in Figure 5.10. We observe that on the
reparameterised reference curve, the solution to the reparameterisation map relocates points to
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Figure 5.10: An example showing the result of matching on of the nasal cavity sections. The
top row from left to right shows the reference curve, the reparameterisation map and the target
curve. The bottom row, from left to right shows the reparameterised reference curve, the
‘average’ of the two curves at t = 0.5, and the result of the matching and the target curve.
the areas of the reference circle which are deformed into the large internal areas of the nasal
geometry. This is effectively adapting the grid on the reference curve to give more resolution in
areas that will be mapped through large deformations to the target curve and would otherwise
be under-resolved through stretching. The final curve given by the solution of the matching
problem matches the target curve both qualitatively on visual inspection, and quantitatively
using the Euclidean matching functional. Any differences between the deformed curve and the
target curve are below the grid scale. This shows that the reparameterisation-based approach
is capable of matching nasal geometries that could not be matched using the currents-based
approach. In the following chapter we present further results of matching nasal geometries, and
importantly examine the descriptive signals found as the solution the matching. We also show
how we can use these signals to interpolate between nasal slices in order to reconstruct a three
dimensional surface representing the human nasal cavity.
In this chapter we presented the results of solving the curve matching problem using the
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reparameterisation-based approach. We began by showing the convergence of the commutative
property of the reparameterisation and flow maps as a function of both the curve resolution
and the grid resolution. We then showed using both a simple test case and a matching of
a complicated nasal geometry, that the reparameterisation-based approach avoids the local
minima of the currents-based approach, and produces a well defined curve as the result of the
matching. We then showed that the reparameterisation method works well for general and
complicated curves using the results of matchings between some recognisable shapes that are
made more complex by the presence of thin branches and sharp edges. Specifically, we showed
that the reparameterisation-based approach can still be used where the reference curve is a
complicated shape and not simply a smooth curve such as a circle. Finally we showed that the
reparameterisation based method is able to match the complicated nasal geometries. Obtaining
the descriptive signal of such geometries was the principal aim of the thesis, and we showed
that the reparameterisation approach introduced here overcomes the problems posed by the
local minima encountered in the currents-based matching functional. In Chapter 6 we move on
to show some interesting applications of using the descriptive signal of the curves; we present
some results of manipulating the signal to see the effect on reconstructed curves, we give two
methods of interpolating between curves, and we show how these interpolations can be used to
reconstruct three dimensional surfaces from a series of two dimensional curves.
Chapter 6
Applications of the matching process
In Chapter 2 we derived the equations of motion for a geodesic flow and explained how this
could be used to register two curves in the plane. This flow is encoded entirely by the initial
momentum distribution on the reference curve. Using the reparameterisation-based matching
functional which was introduced in Chapter 4, we explained how the inverse problem could be
solved to find the momentum distribution required to register the two curves. We showed that
the method was capable of being applied to a range of shapes, from simple curves to complex
nasal geometries. This capability means that the method is able to obtain a characteristic
momentum signal for a curve with respect to a reference curve.
In this chapter we present some applications involving the characteristic signals obtained
by solving the curve matching problem. The first example investigates the manipulation of the
descriptive signal of a geometry to generate new geometries. We examine the effects of applying
a low pass filter to the signal, and also of removing sections of the signal, on the geometry that
is reconstructed using the modified signal. The second application is interpolation between
curves as method of reconstructing three dimensional surfaces using a series two dimensional
curves representing slices of an original three dimensional geometry. Since the interpolated
curves are also diffeomorphic the topology of the surface is preserved.
6.1 Signal manipulation of a complex geometry
The characteristic signal obtained for a curve describes the curve with respect to a reference
curve, and contains the information required to reconstruct the target curve from the reference
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curve. We therefore investigate how specific features of the target curve might be related to
their encoding in the descriptive signal. Specifically, we identify the section of s of the reference
curve that is mapped to a feature on the target curve, and study the effects of modifying the
signal in this s range.
In this example, a curve, shown in Figure 6.1(a), describing the large scale anatomical
features of a ‘gingerbread man’ is characterised. The reference curve, qA(s), is a circle with
radius r = 1.5, embedded in a 2pi× 2pi domain. The target curve, qB(s) is a ‘gingerbread man’
shape with sharp, non-smoothed corners. The matching was performed on a 256×256 grid with
700 points on the reference curve. The problem was solved using the BFGS algorithm with 100
timesteps. The result of matching the reference curve to the target curve is shown in Figure
6.1(b). We note that the rounded corners present in the solution are to be expected as the
detail of the corners is below the smoothing length, α = 2pi/64. The characteristic momentum
distribution, p(s), is shown as a signal in Figure 6.1(c). The signal here shows there to be a
significant amount of noise in the momentum signal. By applying a low pass filter to the signal
and then reconstructing the shape with the new signal, we can evaluate the effect of this on
the reconstruction. In Section 6.1.3, specific features of the curve are identified in the signal
and simple manipulation of the signal is illustrated.
6.1.1 Application of a low-pass filter to the momentum signal
A low pass filter was applied to the momentum signal found as the solution to the gingerbread
man problem, removing all components of the signal above a given frequency. This was accom-
plished by reconstructing the signal using different numbers of Fourier modes obtained from an
FFT decomposition of the signal. The modified signal was then used to generate a new curve,
and an example reconstruction using the first 50 modes is shown in Figure 6.2(b). Compar-
ing Figures 6.1(d) and 6.2(b) with their unfiltered equivalents, we can see that a reduction in
the noise in the signal by filtering frequencies after the first 50 modes has little effect on the
reconstructed shapes. This is quantified in Section 6.1.2.
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(b) Result of matching.
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(d) Solution for the momentum signal describing the gingerbread man shape using the first 50
Fourier modes.
Figure 6.1: Results of the ‘gingerbread man’ matching.
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(a) Resultant shape using the unmodi-
fied signal.
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(b) Resultant shape using the first 50
Fourier modes.
Figure 6.2: Comparison of reconstructed shape using filtered and unfiltered signals.
6.1.2 Accuracy of signal after application of low-pass filter
For shapes represented by np points on a curve, a measure of the difference between two shapes
can be defined as the square of the L2 distance between the curves
e =
1
np
np∑
β=1
‖q1β − q2β‖2. (6.1)
For each of the reconstructed curves generated by the filtered signals, the difference between the
reconstructed curve and the original result of the matching (calculated here without a penalty
term for the smoothing of the momentum in order to assess the impact of the high frequency
components of the momentum) was calculated using (6.1). Figure 6.3 shows how the shapes
approach each other as the number of modes used in the filtered signal increases. The grid
size used gives a spacing between grid points of 0.0245, and the results should be interpreted
with this as a reference to the minimum definable detail level on the grid. It is concluded
that for this grid point spacing of 0.0245, the average difference between points on the original
solution and the solution after application of a low pass filter is below the smoothing length
scale, α, for filtered signals using the first 40 modes or more. This is important as it means the
numerical solution can be reduced from a series of β momentum values, to a smaller number of
Fourier coefficients describing the momentum distribution without altering the solution. This
is also important as it shows that the inclusion of the penalty term to smooth the momentum
does not significantly alter the shape by penalising the high frequency modes. The altered
signal would also contain less noise and be more suitable, for example, in principal component
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analysis. However, although it is not the case here, we note that for some curves important
features may exist in high frequency components of the momentum signal and therefore more
sophisticated methods of compression might be needed. That is to say that the number of 40
modes is specific to this matching.
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Figure 6.3: Difference between the original and modified shapes as a function of the highest
frequency used in the low pass filter.
6.1.3 Signal modifications
One of the benefits of our approach is that it allows modification of the characteristic signal
to examine the resulting changes in the deformation generated by the signal. This could be
useful, for example, in finding the changes required to modify a given shape in order to make
it correlate with a standardised set of shapes. In the case of the nasal cavity, this would mean
modifying the topology of an abnormal cavity to make it fit the standardised set and therefore
removing any abnormal traits.
Locating specific features in the signal
For each feature of the gingerbread man curve, for example the legs or head, the section of the
reference curve that is mapped to the feature was identified. The reference curve and matching
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result for the gingerbread matching are shown in Figure 6.4 and are colour coded to show the
correspondence between points on the shapes.
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(a) Reference shape used in matching, with colour cod-
ing.
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(b) Result of the initial matching, with colour coding.
Figure 6.4: Correspondence between points on the initial and target shapes.
Both for the legs and for the head, the momentum signal associated with the corresponding
points on the reference curve was modified so that the momentum on the points leading to
the specific feature was 0. The modified signals were then used to generate new modified
curves. The results of reconstructing the curves with the modified momentum signal are shown
in Figures 6.5(d) and 6.5(c). For the result of setting the momentum for the head to zero,
we see that the head is completely removed in the reconstructed curve, without significantly
altering the remaining features of the gingerbread man; that is the legs and arms remain intact
and in their original form. The result of removing the characterising momentum for the legs
is similar; the legs are removed from the reconstructed curves and the arms and head remain
unaltered. This can be explained by examining equation (2.21), which indicates that if for a
point s, the momentum p(s) is zero, then the time derivative p˙(s) is also for that point and
so the momentum is always zero for this s. The curve at the point s is therefore generates
no velocity at this point in the vector field, though we note that neighbouring points within
the smoothing length α will still influence the vector field at this point so some extent. This
also holds for a continuous range of s values, thus indicating why the curve remains almost
unchanged in the areas of zero momentum. This example illustrates how if specific features
can be identified in the descriptive signal, the signal can be modified in order to alter the curve
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generated by the characteristic signal.
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(a) Resultant curve from momentum dis-
tribution for the legs set to zero.
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(b) Signal for the momentum distribution for the legs set to zero.
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(c) Resultant curve from momentum dis-
tribution for the head set to zero.
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(d) Signal for the momentum distribution for the head set to zero.
Figure 6.5: Reconstructed curves after signal manipulation.
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In this example we have shown how the signal describing a shape can be manipulated. It
was shown that the high frequency components of the signal have little effect on the shape it
generates, confirming the need for the regularisation term in the functional. It has also been
shown that by manipulating certain parts of the signal, specific features in the reconstructed
shape can be isolated and modified. This demonstrates the potential for the method to be
used in surgical planning applications, where, for example, an automated procedure might be
devised to show the necessary changes required to bring a diseased curve form in line with a
data set of healthy curves. This could be achieved by modifying the descriptive signal of the
diseased curve in order to increase the correspondence between the diseased descriptive signal
and the healthy signals, and then generating the new curve from the altered signal to determine
the form of the modified anatomy.
6.2 Three dimensional surface reconstruction
In this section we explain how the matching process for a series of curves can be used to
compute a set of intermediate curves between them as a kind of interpolation. For a series of
two dimensional curves representing ‘slices’ of a three dimensional surface, we show that it is
possible to interpolate between curves in order to generate a suitably reconstructed surface.
6.2.1 Interpolating between curves
We propose two methods of interpolating between a series of curves. In the first method, we
interpolate between solutions for the curves and use these interpolated solutions to generate
interpolated curves. In the second method we match one curve to a second curve and use curves
on the geodesic between the matched curves as interpolations. To illustrate the methods of
finding interpolated curves, we choose as an example two ellipses that are identical except in
orientation: one ellipse is a 90o rotation of the other. When a reference curve is needed, we
choose the unit circle. All three curves are shown in Figure 6.6.
Interpolation of the descriptive signal, p(s)
We first consider two curves, qS1(s) and qS2(s), and their respective descriptive signals, pS1(s)
and pS2(s), with respect to a reference curve, qref (s). We recall that given pS1(s), pS2(s), and
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(a) Ellipse 1, qE1 .
0 1 2 3 4 5 6
0
1
2
3
4
5
6
(b) The reference curve, qC1
0 1 2 3 4 5 6
0
1
2
3
4
5
6
(c) Ellipse 2, qE2 .
Figure 6.6: Three curves used in the interpolation examples. Left and right are the ellipses
between which we seek to interpolate, and centre is a unit circle, centred in the domain and
used as a reference curve.
qref (s) it is possible to reconstruct qS1(s) and qS2(s).
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(a) Left, an ellipse qE1(s) and right, its descriptive signal, pE1(s).
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(b) Left, an ellipse qE2(s) and right, its descriptive signal, pE2(s).
Figure 6.7: Two ellipses, qE1(s) and qE1(s), equivalent except for their orientation. Each curve
is shown along with its descriptive signal relative the the reference curve, a circle qC1(s).
A simple method of interpolating between the two curves is to interpolate between the
descriptive signals, pS1(s) and pS2(s). Now considering the curves to exist on a series of
parallel planes in three dimensional space, we introduce the location of the plane denoted as z.
We then impose that for the reconstructed surface, qinterp(s, z),
qinterp(s, z1) = q
S1(s), qinterp(s, z2) = q
S2(s), (6.2)
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and similarly for the descriptive signal
pinterp(s, z1) = p
S1(s), pinterp(s, z2) = p
S2(s). (6.3)
The reference curve is constant for all z and so remains qref (s). Using linear interpolation
between the two signals, we can write the signal for a curve qinterp(s, z) on a general plane at
z as
pinterp(s, z) = pinterp(s, z1) +
pinterp(s, z2)− pinterp(s, z1)
(z2 − z1) (z − z1) (6.4)
= pS1(s) +
pS2(s)− pS1(s)
z2 − z1 (z − z1) (6.5)
Using 6.5, the signals for a curve on any plane between z1 and z2 can be found, and the curve
on the plane z, qinterp(s, z), is then generated by qref (s) and pinterp(s, z). Figure 6.8 shows the
results of a linear interpolation between qE1 and qE2 discretised as 500 points in a 2pi × 2pi
domain on a 64×64 grid using 100 timesteps for both the reparameterisation and flow equations
with the smoothing α = 0.4.
The interpolation of signals can be extended to any number of curves, and allows for the use
of higher order interpolation. For a set of Nslices curves, the signal p
interp(s, z) can be obtained
by interpolating the solution for the signal as
pinterp(s, z) =
Nslices∑
i=1
pi(s, zi)ψi(s, z) (6.6)
where ψi(s, z) represents a series of basis functions for a chosen in interpolation. Using
pinterp(s, z), we can then generate qinterp(s, z) from the reference curve qref (s). Interpolations
using this method are generated relative to the reference curve used. If a different reference
curve was used then a different interpolated surface would be obtained. Rather than choose
an arbitrary reference curve, an appropriate reference curve might be the Fre´chet mean of the
dataset being interpolated as suggested in [5]. Recently, in [47], an alternative approach has
been proposed defining splines on shape space that allows interpolation between curves without
introducing discontinuities.
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(a) The curves generated by the interpolated signal at z−z1/z2−z1 =
{0, 1/6, 2/6, 3/6, 4/6, 5/6, 1}.
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(b) Right, the interpolated signal, and left the curve generated by the signal for
z−z1/z2−z1 = 0.
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(c) Right, the interpolated signal, and left the curve generated by the signal for
z−z1/z2−z1 = 0.5.
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(d) Right, the interpolated signal, and left the curve generated by the signal for
z−z1/z2−z1 = 1.
Figure 6.8: The results of linearly interpolating between the two ellipse curves. Top, from left
to right a sequence of interpolated curves for a selection of z values. The bottom three figures
show the solutions for z = z1, z = 1/2(z1 + z2) and z = z2 respectively.
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Interpolations on geodesics
Given two curves, qS1(s) and qS2(s), between which we wish to find interpolations we can adopt
a second approach. By matching the two curves using as the reference curve qS1(s) and as the
target curve qS2(s), we find a solution for the conjugate momentum p(s, 0). We recall that the
conjugate momentum is combined with the reference curve to generate a time varying velocity
field that maps the reference curve at t = 0 to the target curve at t = 1, and that the evolution
of this velocity field is constrained to be on a geodesic between the initial and final curves.
Thus at any time 0 < t < 1, the curve q(s, t) is on a geodesic between the boundary curves
qS1(s) and qS2(s). Again considering the boundary curves to exist on two parallel planes in
three dimensional space, we introduce the location of each plane denoted as z1 and z2, giving
qS1(s, z1) and q
S2(s, z2). From the matching we have a conjugate momentum that generates
intermediate curves on a geodesic between two boundary curves at each timestep, and thus
q(s, t) is known for all t. We then simply map from t to z as
qinterp(s, z) = q
(
s, t =
z − z1
z2 − z1
)
, z1 ≤ z ≤ z2, (6.7)
Figure 6.9 shows the results of a geodesic interpolation between qE1 and qE2 discretised as 500
points in a 2pi×2pi domain on a 64×64 grid using 100 timesteps for both the reparameterisation
and flow equations with the smoothing α = 0.4.
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Figure 6.9: The curves generated by interpolation on the geodesic between qE1(s) and qE2(s)
for z−z1/z2−z1 = {0, 1/6, 2/6, 3/6, 4/6, 5/6, 1}
For the matching, qE1(s) and qE2(s) were discretised as 500 points in a 2pi × 2pi domain on a
64× 64 grid using 100 timesteps and a smoothing value of α = 0.4.
Comparison of geodesic and linear interpolated averages
The interpolated curves obtained for z = 1/2(z1 + z2), that is half way between the two curves,
can be considered as an average of the two curves. The average curves for the two ellipses using
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both the geodesic and signal interpolation approaches are shown in Figure 6.10.
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(a) The linear interpolation ‘average’.
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(b) The geodesic ‘average’.
Figure 6.10: The ‘average’ curve obtained for the ellipses qE1 and qE2 , using both the linear
interpolation and geodesic path approach.
6.3 Reconstruction of three dimensional nasal geometry
In the previous section we discussed two methods of interpolating between curves. Although the
geodesic interpolation has the advantage of being specific to the two curves between which we
are interpolating, that is the interpolation is not with respect to a certain reference curve, this
would create a discontinuity in the interpolated signal at the slice boundaries when interpolating
between more than two curves. We therefore choose to use interpolate the signal with respect
to a reference curve in order to obtain as our solution an interpolated signal that is smooth
over slice boundaries, and implement this using cubic B-spline interpolation as described in
the previous section. A series of two dimensional curves is presented in Figures 6.13 and 6.14,
along with the descriptive momentum signal found for each curve. These curves, shown in
sequence, represent two dimensional sections of the human nasal cavity taken from [41]. The
momentum distribution is shown on the reference curve in Figures 6.11 and 6.12, along with
the point correspondence between the reference and target curves. Using the interpolation
formula in (6.6), intermediate curves were generated using a cubic B-spline interpolation. An
example of the interpolated signals between slices 6 and 7 , and the curves they generate, are
shown in Figure 6.15. The reconstructed three dimensional surface using the cubic B-spline
interpolation is compared to the wire-frame formed by the slices in Figures 6.16(a) and 6.16(b),
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and we present various views of the reconstructed surface in 6.17. The interpolated surface
exhibits good visual smoothness and appears realistic to the human eye.
6.3. RECONSTRUCTION OF THREE DIMENSIONAL NASAL GEOMETRY 113
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
Figure 6.11: From top to bottom, the nasal slices labelled 1,2,3 and 4 in the three dimensional
view in Figure 6.16(a). On the left, the initial momentum distribution is plotted on the reference
curve. On the right, the final curve obtained by the matching is shown. Corresponding points
on the reference curve and target curve are marked with the same colour.
114 CHAPTER 6. APPLICATIONS
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
0 1 2 3 4 5 6
0
1
2
3
4
5
6
Figure 6.12: From top to bottom, the nasal slices labelled 5,6,7 and 8 in the three dimensional
view in Figure 6.16(a). On the left, the initial momentum distribution is plotted on the reference
curve. On the right, the final curve obtained by the matching is shown. Corresponding points
on the reference curve and matched curve are marked with the same colour.
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Figure 6.13: From top to bottom, the nasal slices labelled 1,2,3 and 4 in the three dimensional
view in Figure 6.16(a). On the left the final curve obtained by the matching is shown, and on
the right the descriptive signal (momentum) is shown. Corresponding points on the matched
curve and signal are marked with the same colour.
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Figure 6.14: From top to bottom, the nasal slices labelled 5,6,7 and 8 in the three dimensional
view in Figure 6.16(a). On the left the final curve obtained by the matching is shown, and on
the right the descriptive signal (momentum) is shown. Corresponding points on the matched
curve and signal are marked with the same colour.
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Figure 6.15: Nasal slices are shown with two interpolated slices (a and b) between each real
slice. From top to bottom, Slice 6, Slice 6-7a, Slice 6-7b, Slice 7, Slice 7-8a, Slice 7-8b, Slice 8.
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Figure 6.16: Reconstruction of a three dimensional surface representing the human nasal cavity
using cubic interpolation of the momentum signals describing the intermediate slices. The first
figure shows the series of two dimensional slices from which the surface is reconstructed, the
second figure shows the reconstructed surface.
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Figure 6.17: Reconstruction of a three dimensional surface representing the human nasal cavity
using cubic interpolation of the momentum signals describing the intermediate slices.
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Chapter 7
Summary and outlook
7.1 Conclusions
In this thesis we developed a method of registering two curves in such a way that allows the
characterisation of one curve with respect to the other. This was accomplished by matching
curves via deformations, and characterising the difference between the curves using the defor-
mations between them. In particular, we note that the method was able to match complex
curves representing two dimensional cross sections of the human nasal cavity.
We derived the equations of motion for a geodesic flow that maximised the smoothness
of the deformation, and solved the problem of seeking the flow that deforms an embedded
reference curve into the target curve we wish to characterise. With the geodesic flow itself
being characterised by the conjugate momentum normal to the reference curve, this gives a
one dimensional descriptive signal of the deformation. This descriptive signal contains all the
information required to generate the target curve from the reference curve, and we therefore say
that this descriptive signal characterises the target curve with respect to the reference curve.
When solving the problem of finding the descriptive signal using a shooting approach, we
required a functional to measure how closely overlaid two curves are. Formulating the problem
as an optimisation problem, we first presented a parameterisation-independent functional based
on geometric currents, but showed that our initial efforts when implementing this functional
encountered problems due to local minima in the functional. Though the functional showed
success in matching simple curves requiring relatively little deformation, when it was applied to
matching complex geometries requiring large amounts of deformation, such as the the human
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nasal geometries, the optimisation problem could not be solved. The local minima appeared
in the results of matching complex geometries as spurious thin protrusions that, although they
altered the fundamental shape of the matched curve, did not alter the currents-based matching
functional.
In order to solve the problem presented by the local minima we introduced a second approach
in which we formulated the problem as a landmark matching problem. We introduced a new
matching condition for the geodesic shooting of curves, designed for obtaining initial conditions
for curve momentum that generates a target curve from a reference when very large defor-
mations are required. Instead of using a parameterisation independent matching condition,
we introduced an explicit reparameterisation velocity ν which is applied to the initial curve,
allowing a particular parameterisation of the target curve to be specified as an end condition.
Reparameterisation before curve evolution allows a fully Lagrangian discretisation method in
which the reparameterisation map η(s) can be represented by a set of points; the reparameteri-
sation velocity is interpolated to these points using cubic B-splines. This numerical scheme was
combined with the particle-mesh method for curve evolution described in [11]. As discussed in
the formulation section, not all reparameterisations can be obtained from a constant velocity
ν; the way to generate more general reparameterisations would be to generate geodesics on
the embedded curve (which could be implemented by a one dimensional particle-mesh method
similar to the one used here). An alternative approach is to note that any reparameterisation
can be constructed by composing reparameterisations generated from constant velocity fields.
This means that one could iteratively obtain the reparameterisation by repeatedly solving the
optimisation problem and then applying the reparameterisation to the reference curve. We
then demonstrated that our numerical scheme is convergent, and illustrated it with some sim-
ple examples which demonstrate the robustness and adaptive features of the algorithm, and
demonstrated one application, namely the reconstruction of biological surfaces from sections.
7.2 Outlook
There is much potential for further work related to the reparameterisation-based method of
matching curves. The immediate application is to apply this approach to the reconstruction
of nasal geometries from the data set of [41], and the classification of these geometries. It is
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hoped that this can aid the understanding of the effect of shape on various parameters of nasal
performance and, in the long term, inform new surgical techniques.
Furthermore, given a set of examples of healthy anatomy and a set of examples of diseased
anatomy, statistical analysis might be used on the momentum signals of the sets. This could
allow for the automatic classification of a patient specific anatomy as either diseased or healthy
by calculating the distance of the patients anatomy from the two data sets. This distance might
be defined, for example, as the difference between the signal describing the patient’s anatomy
and the average signal of a data set, or the average distance between the signal describing the
patient’s anatomy and each anatomy in a data set.
As was explained in Section 4.2, it is also possible to match a well defined reference curve to
a limited number of target landmarks on the target curve. That is to say, a well defined target
curve is not required in the reparameterisation approach and is one further advantage of using
this approach rather than the currents-based matching. The result of matching a reference
curve to a sparse set of ordered landmarks would be the curve that best fits through all the
landmarks while minimising the smoothing metric. This idea could be used to interpolate a
curve between sparsely observed data points in two dimensional, giving a curve of best fit that
has the maximum smoothness in the deformation. If these landmarks have varying levels of
error and uncertainty associated with them, the modified Euclidean distance with individual
weighting for observed points in (4.10) could be used.
In this thesis we did not implement the removal of translation and rotation effects on the
momentum describing the shapes. This is because in focusing on the reconstruction of biological
surfaces, it was important to characterise the curves with a signal that encoded the location and
orientation of the curve relative to the its location in the nasal passage in order to find realistic
interpolated curves. This would then result in a three dimensional reconstruction representative
of the patient’s real nasal cavity. However, we note that the translation and rotation encoded
in the signal is relative to the reference curve. For the reconstructed surface in this thesis we
used a circle as the reference curve. Further work should investigate the effects of changing the
reference curve on the reconstructed surface. Investigating different averages of the curves in a
dataset might give a possible definition of a reference curve that could create a reconstructed
surface that is not with reference to any external reference curves, only the curves from which
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it is reconstructed.
Though there remain areas for applying the method in two dimensional, it is possible to
extend the method into three dimensional. In three dimensional, instead of matching between
two curves, the analogous matching would be between two surfaces, topologically equivalent to
a sphere. The equations of motion derived using variational principles can be extended to a
three dimensional vector field, and the Euclidean-based matching functional would be simple
to implement in three dimensional. The reparameterisation map would be extended to surfaces
by generating reparameterisations by solving an advection problem with a velocity field that
is tangential to a surface mesh using the method of [32], for example. The solution in three
dimensional would no longer be a one dimensional momentum signal, but a two dimensional
momentum surface. This would allow for the characterisation of surfaces through the two di-
mensional signal and could be used in the automatic classification of three dimensional objects,
perhaps in artificial intelligence and robotics related fields. This could also be used to extend
the idea of classifying healthy and diseased anatomy to three dimensional scans rather than
two dimensional images.
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