In this paper we study the following modified quasi-geostrophic equation
Introduction
In this paper we focus on the following modified 2D dissipative quasi-geostrophic equation where R i (i = 1, 2) are the usual Riesz transforms.
When α = 0, this model describes the evolution of the vorticity of a two dimensional damped inviscid incompressible fluid. The case of α = 1 just is the critical dissipative quasi-geostrophic equation which arises in the geostrophic study of rotating fluids. When α = 2, then |D| α = −∆ and u = (−∂ 2 θ, ∂ 1 θ) in (1.1), and this is a special case of the model introduced in [17] which is derived from the study of the full magnetohydrodynamic equations.
For convenience, we here recall the well-known 2D quasi-geostrophic equation (QG) α ∂ t θ + u · ∇θ + ν|D| α θ = 0 u = R ⊥ θ, θ(0, x) = θ 0 (x) where ν ≥ 0 and 0 ≤ α ≤ 2. The Cauchy problem of (QG) α has been extensively studied by many papers, e.g. [7, 8, 9, 10, 12, 13, 15, 18, 19, 22, 23] . When ν > 0, α ∈]0, 1[ ∪ ]1, 2[, we observe that the system (1.1) is almost the same with the quasi-geostrophic equation, and its only difference lies on introducing an extra |D| α−1 in the definition of u. When α ∈]0, 1[, |D| α−1 is a negative derivative operator and always plays a good role; while when α ∈]1, 2[, |D| α−1 is a positive derivative operator and always takes a bad part. Moreover, corresponding to the dissipation operator |D| α , this additional operator makes the equation (QG) α be a new balanced state: the flow term u · ∇θ scale the same way as the dissipative term |D| α θ, i.e., the equation (1.1) is scaling invariant under the transformation θ(t, x) → θ λ (t, x) := θ(λ α t, λx), with λ > 0.
We note that in the sense of scaling invariance, the system (1.1) is similar to the critical dissipative quasi-geostrophic equation.
Recently, when α ∈]0, 1[, Constantin-Iyer-Wu in [11] introduced this modified quasigeostrophic equation and proved the global regularity of Leray-Hopf weak solutions to the system with L 2 initial data. Basically, they use the methods from Caffarelli-Vasseur [3] which deal with the same issue of 2D critical dissipative quasi-geostrophic equation (QG) 1 . We also remark that partially because of its formal analogy with the 3D Navier-Stokes equations, the critical case (QG) 1 has been extensively considered. While global existence of Navier-Stokes equations remains an outstanding challenge in mathematical physics, the global existence issue of the 2D critical dissipative quasi-geostrophic equation has been in a satisfactory state. First Kiselev-Nazarov-Volberg in [19] obtained the global well-posedness for the arbitrary periodic smooth initial data and then Caffarelli-Vasseur in [3] resolved the problem to establish the global regularity of weak solutions associated with L 2 initial data. We also cite the work of Abidi-Hmidi [1] and Dong-Du [15] , as extended work of [19] , in which the authors proved the global well-posedness with the initial data belonging to the (critical) spaceḂ 0 ∞,1 and H 1 respectively without the additional periodic assumption.
The main goal in this paper is to prove the global well-posedness of the smooth solutions for the system (1.1) with α ∈]0, 1[ ∪ ]1, 2[. In contrast with the work of [11] , we here basically follow the pathway of [19] to obtain the global results by constructing suitable moduli of continuity. Precisely, we have 
The proof is divided into two parts. First through applying the classical method, we obtain the local existence results and further build the blowup criterion. Then we adopt the nonlocal maximal principle method of Kiselev-Nazarov-Volberg and finally manage to remove all the possible breakdown scenarios by constructing suitable moduli of continuity. Remark 1.1. The main new ingredients in the global existence part are two suitable moduli of continuity, with their explicit formulae (5.2) and (5.3), which correspond to the case α ∈]0, 1[ and case α ∈]1, 2[ respectively and are extensions to the one in [19] with α = 1. We also observe that our global existence part is very much adaptable, since the local results will always reduce to the Kato-type blowup criterion Proposition 4.2, thus the following global analysis will be almost the same.
The paper is organized as follows. In Section 2, we present some preparatory results. In Section 3, some facts about modulus of continuity are discussed. In Section 4, we obtain the local results and establish blowup criterion. Finally, we prove the global existence in Section 5.
Preliminaries
In this preparatory section, we present the definitions and some related results of the Sobolev spaces and the Besov spaces, also we provide some important estimates which will be used in the sequel.
We begin with introducing some notations. Throughout this paper, C stands for a constant which may be different from line to line. We sometimes use A B instead of A ≤ CB. Denote by S(R n ) the Schwartz space of rapidly decreasing smooth functions, S ′ (R n ) the space of tempered distributions, S ′ (R n )/P(R n ) the quotient space of tempered distributions which modulo polynomials. Ff orf denotes the Fourier transform, that is
while F −1 f the inverse Fourier transform, namely F −1 f (x) = (2π) −n R n e ix·ζ f (ζ)dζ. We also denote · X the norm of the Banach space X. Now we give the definition of L 2 based Sobolev space. For s ∈ R, the inhomogeneous Sobolev space
Also one can define the corresponding homogeneous space:
The following calculus inequalities are well-known(see [2] )
To define Besov space we need the following dyadic unity partition (see e.g. [6] ). Choose two nonnegative radial functions χ, ϕ ∈ C ∞ (R n ) be supported respectively in the ball {ζ ∈ R n : |ζ| ≤ 4 3 } and the shell {ζ ∈ R n :
For all f ∈ S ′ (R n ) we define the nonhomogeneous Littlewood-Paley operators
the homogeneous Littlewood-Paley operators can be defined as followṡ
Now we introduce the definition of Besov spaces . Let (p, r) ∈ [1, ∞] 2 , s ∈ R, the nonhomogeneous Besov space
and the homogeneous spacė
We point out that for all s ∈ R, B s 2,2 = H s andḂ s 2,2 =Ḣ s .
Next we introduce two kinds of coupled space-time Besov spaces. The first one
Due to Minkowiski's inequality, we immediately obtain
We can similarly extend to the homogeneous ones L Berstein's inequality is very fundamental in the analysis involving Besov spaces (see [6] )
For k ∈ N, similar results holds for D k := sup |β|=k D β .
Next for the transport-diffusion equation
where 0 < α < 2, θ is the unknown scalar function, we have the following regularization effect estimates
) and u be a divergence-free vector field belonging to L 1 loc (R + ; Lip(R n )). We consider a smooth solution θ of the equation (T D) α , then there exists a constant C = C(n, s, α) such that for each t ∈ R + we have
where
Remark 2.1. The proof relies on the para-differential calculus and the Lagrangian coordinate method combined with two key commutator estimates. We here omit the proof, and for details see [21] , or see [1, 18] . Specially, to suit our special use of this paper, we choose
The important maximal principle for (TD) α equation is shown in [12] Proposition 2.4. Let u be a smooth divergence-free vector field and f be a smooth function. Assume θ is the smooth solution of (TD) α equation with
Moduli of Continuity
In this section, we discuss the moduli of continuity which play a key role in our global existence part.
We suppose that ω is a modulus of continuity, that is, a continuous, increasing, concave function on [0, ∞) such that ω(0) = 0. We say that a function f : R n → R m has modulus of continuity if |f (x) − f (y)| ≤ ω(|x − y|) for all x, y ∈ R n and that f has strict modulus of continuity if the inequality is strict for x = y.
First, we state a simple fact of the modulus of continuity corresponding to an equation with the following scaling invariance: θ(t, x) → θ λ (t, x) := θ(λ α t, λx), α > 0. For this kind equation, if we manage to find a modulus of continuity ω which is (globally) preserved by the evolution, then all the moduli of continuity ω λ (ξ) := ω(λξ) will also be (globally) preserved (e.g. [19] ). This fact is a natural deduction from the scaling property.
Next we introduce the pseudo-differential operators R α,j which may be termed as the modified Riesz transforms
where c α,n is the normalization constant such that
The proof is placed in the appendix. Also note that when α ∈]0, 1[, we do not need to introduce the principle value of integral expression in the formula (3.1).
The pseudo-differential operators like the modified Riesz transforms do not preserve the moduli of continuity generally but they do not destroy them too much either. More precisely, we have Lemma 3.2. If the function θ has the modulus of continuity ω, then u = (−R α,2 θ, R α,1 θ) (α ∈]0, 2[) has the modulus of continuity
with some absolute constant A α > 0 depending only on α.
Proof. The modified Riesz transforms are pseudo-differential operators with kernels
|x| n−1+α (in our special case, n = 2 and S(
, where
for all x, y ∈ R n . Then take any x, y with |x − y| = ξ, and consider the difference
First due to the canceling property of S we have
since ω is concave, we obtain
A similar estimate holds for the second integral in (3.3). Next, set z = x+y 2 , then |x−t|≥2ξ
To estimate the first integral, we use the smoothness condition of S to get
For the second integral, using the concavity of ω and (3.4), we have
Now we consider a special act of the fractional differential operators |D| α (0 < α < 2) on the function having modulus of continuity. Precisely, Lemma 3.3. If the function θ : R 2 → R has modulus of continuity ω, and especially satisfies θ(x) − θ(y) = ω(ξ) at some x, y ∈ R 2 with |x − y| = ξ > 0, then we have
where B α > 0 is an absolute constant.
Remark 3.1. In fact this result has occurred in [24] , as a generalization of the one in [19] . For convenience, we prove it again for the general n-dimensional case and place the proof in the appendix. Also note that due to concavity of ω both terms on the righthand of (3.5) are strictly negative.
Local existence and Blowup criterion
Our purpose in this section is to prove the following local result Proposition 4.1. Let ν > 0, 0 < α < 2 and the initial data θ 0 ∈ H m , m > 2. Then there exists a positive T depending only on α and θ 0 H m such that the modified quasigeostrophic equation
We further obtain the following criterion for the breakdown of smooth solutions
The method of proof for the Proposition 4.1 is to regularize the equation (1.1) by the standard mollification procedure, and then pass to the limit for the regularization parameter.
Below, we firstly review some known facts on the mollifier. Given a radial function 
Now we regularize the modified quasi-geostrophic equation (1.1) as follows
For this approximate system (ODE), using the standard Cauchy-Lipschitz argument combined with L 2 energy estimate we easily get Next, we are devoted to the proof of the main result in this section.
Proof of Proposition 4.1.
Step 1: Uniform Bounds.
We claim that: the regularized solution
3) Indeed, for every q ∈ N, applying dyadic operator ∆ q to both sides of regularized equation (4.2) yields
Taking the L 2 inner product in the above equality with ∆ q θ ǫ and using the divergence free property, we have
Then by virtue of Young inequality, we deduce
From inequality (6.2) in the appendix, we know that
Also notice that for some number
Plunging the above two estimates (4.6) and (4.5) into inequality (4.4) then multiplying both sides by 2 2qm and summing up over q ∈ N, we obtain
On the other hand, we apply the low frequency operator ∆ −1 to the regularized system (4.2) to get
Multiplying both sides by ∆ −1 θ ǫ and integrating in the spatial variable, we obtain 1 2
We see that
thus we have 1 2
Combining estimates (4.7) and (4.9) lead to (4.3).
Next, we prove that the solution family (θ ǫ ) is uniformly bounded in H m . Indeed, from estimate (4.3) and Sobolev embedding, we have
where C 1 depends only on α, m, ν. Hence, for all ǫ > 0,
(4.10)
Thus for some
Step 2: Strong Convergence
We firstly claim that the solutions (θ ǫ ) to the approximate equation (4.2) are contract in C([0, T ], L 2 (R 2 )). Precisely, for all 0 <ǫ < ǫ there exists a constant C depending only on θ 0 H m and T such that sup
Indeed from a direct calculation we have
For the first term, I, using properties of mollifiers Lemma 4.3, we have
where M denotes an upper bound from estimate (4.10).
For the second term, II, we treat it as the following
We set δ 0 := min{m − α, 1}, then for II 1 , by means of the calculus inequality (2.2), divergence free condition and the following simple inequality
we have
Using the calculus inequality Lemma 2.1, (4.8) and Hölder inequality, we estimate II 2 , II 4 as
For II 3 , we directly obtain
For the last term, II 5 , from the divergence free fact of uǫ we get
Putting all these estimates together yields that for δ 0 = min{m − α, 1} 1 2
Thus the Grönwall Lemma leads to the final result:
From (4.11), we deduce that the solution family (θ ǫ ) is of Cauchy in C([0, T ], L 2 (R 2 )), so that it converges strongly to a function θ ∈ C([0, T ], L 2 (R 2 )). This result combining with uniform bounds (4.10) and the interpolation inequality in Sobolev spaces gives that for all 0 ≤ s < m
Hence we obtain the strong convergence in C([0, T ], H s (R 2 )), for all s < m. With 2 < s < m, this specially implies strong convergence in C([0, T ], C 1 (R 2 )). Also from the equation
we find that θ ǫ t strongly converges to −ν|D| α θ − u · ∇θ in C([0, T ], L 2 (R 2 )). Since θ ǫ → θ, the distribution limit of θ ǫ t has to be θ t . Thus
) is a solution to the original equation (1.1). Using Fatou's Lemma, from estimates (4.10) we also have θ ∈ L ∞ ([0, T ], H m (R 2 )).
Next, we show that θ ∈ C([0, T ], H m (R 2 )) indeed. We follow a method from [18] with proper modifications. First the equivalent expression in the Besov framework of H m norm leads to
where J ≥ 0 is an absolute integer chosen below. Let ε > 0 be an arbitrary small number. From the smoothing estimates (2.4) and the inequality (4.6) we directly have
Therefore, there exists a sufficiently large number J = J(T, ε) such that
Then we apply the mean value theorem to obtain that for δ 1 := max{α, 1} −1≤j≤J
T H m−δ 1 . For the last term, we use the equation ∂ t θ = −ν|D| α θ − u · ∇θ to get
and this is enough to show the time continuity issue.
Step 3: Uniqueness Let θ 1 , θ 2 be two smooth solutions to the modified quasi-geostrophic equation (1.1) with the same initial data. Denote
we write the difference equation as
We also use the L 2 energy method, and in a similar way as estimating the term
Thus the Grönwall inequality ensures δθ ≡ 0, that is, θ 1 ≡ θ 2 .
Step 4: Smoothing Effect
Note that the solutions are already smooth enough, but they are indeed infinitely smooth in (0, T ] due to the regularization effects caused by the viscosity term. Precisely, we have
In fact, this is a natural deduction from the following somewhat stronger assertion:
Notice that t γ θ (γ > 0) satisfies
which is a standard linear transport-diffusion equation with the velocity u = |D| α−1 R ⊥ θ.
We first treat the case γ ∈ Z + and prove the inequality (4.14). With no loss of generality, we assume T ≥ 1, otherwise the whole term T γ+1 will be absorbed. For γ = 1, we use smooth estimate (2.4), maximum principle (2.5) of (T D) α and (4.12) to get
Suppose estimate (4.14) holds for γ = n, then we consider the case n + 1. Similar as above, estimates (2.4), (2.5) and the assumption gives
Thus the induction method ensures the estimate (4.14) for all γ ∈ Z + . Also notice that for γ = 0 the inequality (4.14) is also satisfied. Hence we obtain estimate (4.13) for all γ ∈ Z + ∪ {0}. 
Therefore, we finally conclude the Proposition 4.1.
Now, we are devoted to building the blowup criterion
Proof of Proposition 4.2. We first note that the equation has a natural blowup criterion: if
Otherwise from the local result, the solution will continue over T * .
In the same way as obtaining the estimate (4.3), we obtain the similar result for the original equation
Also due to the maximal principle Proposition 2.4, we have
This together with the Grönwall inequality leads to
Further, if T * < ∞ and the integral
α L ∞ dt < ∞, then from the above estimate we directly have sup
Clearly this contradicts the upper natural blowup criterion.
Thus, if T * < ∞, we necessarily have the equality
Global Existence
In this section, we use the argument of modulus of continuity developed by Kiselev, Nazarov and Volberg [19] to prove the global result, see also [1] . Throughout this section, we assume T * be the maximal existence time of the solution in C([0, T * ), H m ).
Let λ > 0 be a real number which will be chosen later, then we define the set
where ω is a strict modulus of continuity also satisfying ω
The explicit expression of ω will be shown later.
We first show that the set I is nonempty, that is, at least 0 ∈ I. The proof is almost the same with the one in [1] only by setting T 1 there to be 0. We omit it here and only note that to fit our purpose λ can be taken
Thus I is an interval of the form [0, T * ), where T * := sup T ∈I T . We have three possibilities:
For case (a), we necessarily have T * = ∞ since the Lipschitz norm of θ does not blow up from the definition of I which contradicts with (4.1). This is just our goal.
For case (b), we observe that this is just the one in [1] or [15] . The proof only needs very tiny modification, so we omit it either. We just point out in this case the smoothing effects will be used, since we need the fact that ∇ 2 θ(T * ) L ∞ is finite.
Then our task is reduced to get rid of the case (c). We prove by contradiction. If the case (c) is satisfied, by the time continuity of θ, we necessarily have that there exists x, y ∈ R 2 , x = y such that θ(T * , x) − θ(T * , y) = ω λ (ξ), with ξ := |x − y|.
We will show that this scenario can not happen, more precisely,
This is impossible because we necessarily have f (t) ≤ f (T * ), for all 0 ≤ t ≤ T * from the definition of I.
We see that the modified quasi-geostrophic equation (1.1) can be defined in the classical sense (from the smoothing effect), and thus
where R α,j are the modified Riesz transforms introduced in the section 3. For the first term,
. Then due to the fact θ(T * , ·) also has the modulus of continuity, namely, |θ(T * ,
where Ω λ (ξ) is defined from (3.2) in Lemma 3.2, i.e.
For the second term, A 2 , we observe that this is just the result of Lemma 3.3:
Thus we obtain
Next we shall construct our special modulus of continuity in the spirit of [19] . Choose two small positive numbers 0 < γ < δ < 1 and define the continuous functions ω as follows that when α ∈]0, 1[
and when α ∈]1, 2[
Note that, for small δ, the left derivative of ω at δ is about 1 while the right derivative equals
. So ω is concave if δ is small enough. Clearly in both cases, ω(0) = 0, ω ′ (0) = 1, lim ξ→0+ ω ′′ (ξ) = −∞ and ω is unbounded (it behaves the logarithmic growth at infinity).
Then our target is to show that, for these MOC ω, for all ξ > 0
More precisely, it reduces to prove the inequality
To check this, we first consider MOC 1 and then MOC 2 .
Case I: when α ∈]0, 1[
Further,
Obviously ω ′ (ξ) ≤ ω ′ (0) = 1, we get that the positive part is bounded by Aξ(
For the negative part, we just use the Taylor formula at ξ to obtain the bound
But, clearly ξ A(
< 0 on (0, δ] when δ is small enough.
where the last inequality is due to
2 and δ is small enough. Thus the positive term is bounded from above by
For the negative part, we first observe that for ξ ≥ δ,
under the same assumptions on δ and γ as above. Also, taking advantage of the concavity we obtain ω(2η
Case II: when α ∈]1, 2[
Obviously ω ′ (ξ) ≤ ω ′ (0) = 1, we get that the positive part is bounded by Aξ 2−α (
But, clearly ξ 2−α A(
Therefore both cases yield f ′ (T * ) < 0.
Finally, only case (a) occurs and we obtain T * = ∞. Moreover
where the value of λ is given by (5.1). Proof of Proposition 3.1. The pseudo-differential operator R α,j (α ∈]0, 2[) is the composition of two operators |D| α−1 and R j , which both are (constant coefficient) pseudodifferential operators, thus the symbol of R α,j is −iζ j /|ζ| 2−α . Now we want to know the explicit form of F −1 (−iζ j /|ζ| 2−α ).
From the equality in the distributional sense
and the known formula that for every 0 < a < n (c.f. [16] )
we directly have
A commutator estimate
The key to the proof of the uniform estimate is the following commutator estimate Lemma 6.1. Let v be a divergence free vector field over R n . For every q ∈ N, denote
Then for every β ∈ max{0, α − 1}, 1 , there exists a positive constant C such that
Especially, in the case n = 2 and v = |D| α−1 R ⊥ f , we further have
Moreover, when β = 0, (6.1) and (6.2) hold if we replace |D| 1−β v L ∞ by ∇v L ∞ ; and when β = 1, α = 2, then (6.1) and (6.2) hold if we make such a modification
Proof. Using Bony decomposition, we decompose
where For F 1 q , from the divergence-free property of v we directly obtain that when 1 − β > 0
For F 2 q , since F q 2 (v, f ) = |q ′ −q|≤1 [∆ −1 v, ∆ q ] · ∇∆ q ′ f , then from the expression formula of ∆ q and mean value theorem, we get that when β > 0
For F 3 q , similarly as estimating (6.2), we infer
For F 4 q and F 5 q , from the spectral property and the fact 2 q
Besides, for F 5 q when v = |D| α−1 R ⊥ f , we alteratively have the following improvement that when β > α − 1
Finally, for F 6 q we easily have
Combining the above estimates appropriately yields the inequalities (6.1) and (6.2).
Proof of Lemma 3.3
Proof. We treat the general n-dimensional case. Let x = (x 1 ,x) = (x 1 , x 2 , · · · , x n ) and the Fourier variable ζ = (ζ 1 ,ζ) = (ζ 1 , ζ 2 , · · · , ζ n ). First we observe that for every α ∈]0, 2[ (c.f. and c ′ n,α is the normalization constant such that P α h,n dx = 1(= e −h|ζ| α | ζ=0 ). In the following we take P h,n instead of P α h,n for brevity. Thus our task reduces to estimate (P h,n * θ)(x) − (P h,n * θ)(y).
Due to the translation and rotation invariant properties, we may assume that x = ( ξ 2 , 0, · · · , 0) and y = (− ξ 2 , 0, · · · , 0). Then from the symmetry and monotonicity of the kernel P h,n and the fact R n−1 P h,n (x 1 ,x)dx = F −1 ( P h,n |ζ =0 ) = F −1 (e −h|ζ 1 | α ) = P h,1 (x 1 )
we have (P h,n * θ)(x) − (P h,n * θ)(y) = R n P h,n ξ 2 − η, −η − P h,n − ξ 2 − η, −η θ(η,η)dηdη 
