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Efficient feature selection from high-dimensional datasets is a very important challenge in many
data-driven fields of science and engineering. We introduce a statistical mechanics inspired strategy
that addresses the problem of sparse feature selection in the context of binary classification by
leveraging a computational scheme known as expectation propagation (EP). The algorithm is used
in order to train a continuous-weights perceptron learning a classification rule from a set of (possibly
partly mislabeled) examples provided by a teacher perceptron with diluted continuous weights. We
test the method in the Bayes optimal setting under a variety of conditions and compare it to other
state-of-the-art algorithms based on message passing and on expectation maximization approximate
inference schemes. Overall, our simulations show that EP is a robust and competitive algorithm in
terms of variable selection properties, estimation accuracy and computational complexity, especially
when the student perceptron is trained from correlated patterns that prevent other iterative methods
from converging. Furthermore, our numerical tests demonstrate that the algorithm is capable of
learning online the unknown values of prior parameters, such as the dilution level of the weights of
the teacher perceptron and the fraction of mislabeled examples, quite accurately. This is achieved
by means of a simple maximum likelihood strategy that consists in minimizing the free energy
associated with the EP algorithm.
I. INTRODUCTION
The problem of extracting sparse information from high dimensional data is among the most interesting challenges in
theoretical computer science with many applications ranging from computational biology to combinatorial chemistry,
neuroscience and natural language processing [1, 2]. As a specific example, next generation sequencing and, in
general, the ongoing technological revolution related to high-throughput technologies in biology pose very stringent
requirements to the algorithmic techniques that are supposed to analyze the data that are produced and made publicly
available through easily accessible databases. Just to give some orders of magnitude, a typical genetic screening for
cancer-related pathologies – freely available from The Cancer Genome Atlas website [3] – involves measurement
of activity or genetic sequence variation over ∼ 23, 000 genes measured on patient cohorts that typically count
around 1,000 individuals divided into cases and controls (lung and colorectal cancer are an exception, with ∼ 10, 000
individuals screened in each dataset). Here, a typical task is to determine the genotypic signature related to the
disease that typically involves O(102) genes from 23,000 measured probes. Such problem can be simply formulated in
terms of the following classification problem: given the activity and/or the genetic alterations of an individual, find
a simple rule involving a small – possibly the smallest – subset of genes to assess the probability for the individual to
develop the disease. There are two main difficulties in this task: (i) typically genes act in a combinatorial and non
linear manner, (ii) individual samples turn out to be statistically very correlated.
Historically, the problem of sparse feature selection in classification tasks has been divided into two complementary
computational methods [2]: (i) wrappers that exploit the learning mechanism to produce a prediction value related
score for the sought signature, (ii) filters where the signature extraction is a data pre-processing, typically unrelated
to the classification task.
From the point of view of information theory, the problem of sparse feature selection in classification is strictly related
to Compressive Sensing (CS), one of the most studied methods for data acquisition, with interesting applications in
several other research fields [4, 5]. CS was originally proposed as a new low-rate signal acquisition technique for
compressible signals [4, 6, 7] and is formulated as follows: given M < N , a vector y ∈ RM and a linear operator
of maximal rank F ∈ RM×N often referred to as the measurement or sensing matrix, the CS problem consists in
determining the unknown sparse vector w ∈ RN that is linked to its compressed projection y by means of the linear
transformation y = Fw, where F and y are assumed to be known. Although research in CS has still many open
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2challenges to face, very stringent results are known about the general conditions for the existence and uniqueness of
the solution. Among the different algorithms that have been proposed in order to reconstruct efficiently the signal,
many use techniques borrowed from the statistical mechanics of disordered systems [8–11].
More recently, the so called 1-bit CS (1BCS) has been proposed as a strategy to deal with the problem of inferring
a sparse signal knowing only the sign of the data of the linear measurements: y = sign(Fw), where sign(x) is a vector
with elements xi/|xi| for xi 6= 0. Besides being of interest for signal transmission related problems where discarding the
amplitude of the signal can significantly reduce the amount of information to be stored/relayed [12, 13], this problem
can also be interpreted in terms of sparse boolean classification tasks. The most widely adopted inference scheme in
CS is the so-called LASSO regression or L1-norm minimization [14], as originally proposed in the context of 1BCS in
[12]. However, it is clear that the most efficient solution from the point of view of optimal dilution of the problem
should be achieved by a L0-pseudonorm, where non-zero parameters are indeed penalized independently of their non-
zero value. Unfortunately, dealing with the non-convex L0-regularization is not so simple as it typically leads to phase
transitions that make the problem computationally intractable. A practical solution to the problem is to restrict the
space of parameters to a discrete set, where effectively the L0-pseudonorm is indeed equivalent to the more amenable
L1 case [15–19]. As far as continuous parameters are concerned, different strategies have been proposed. First, from
the statistical physics community side, an approach pursuing this direction consists in a perceptron whose continuous
parameters are masked by boolean variables mimicking dilution [20–23]. Attempts to characterize theoretically the
phase space diagram and the structure of the transition through the replica method have been reported in [24–26].
Variations of the generalized approximate message passing technique (GAMP) were employed in [27], as it provides
a tractable and efficient way to perform minimum mean squared error (MMSE) estimation on the variables to be
retrieved when the matrix of patterns is large and Gaussian i.i.d.. However, for more general pattern matrices, GAMP
convergence is not guaranteed, which has led to the extension of algorithms of the vector AMP (VAMP) type [28] to
generalized linear models [29, 30], including perceptron learning.
On the computer science side, many other algorithms for 1BCS combining the enforcement of sparsity and of sign
consistency constraints were also proposed, building upon analogous algorithms developed for standard CS. Examples
of methods for error-free sparse signal retrieval from one-bit quantized measurements include greedy approaches
which iteratively determine the most appropriate sparse support given the sign measurements, such as matching sign
pursuit [31], as well as binary iterative hard thresholding (BIHT) [32], where an L1-based convex consistency-enforcing
objective function minimization is alternated with a thresholding operation that selects the K largest elements. The
problem of noisy 1BCS was addressed, for instance, in [33–35]. However, among these examples, only [35] proposes
an algorithm which does not require the prior knowledge of the number of corrupted sign measurements. Here, the
one-bit measurement errors are modeled by introducing a sparse vector s whose nonzero components produce the
sign mismatches as y = sign(Fw + s). The algorithm attempts to identify the sign errors and to retrieve the sparse
signal w using a variational expectation-maximization based inference scheme.
In this work we propose a new wrapper strategy where both the variable selection and the classification tasks are
simultaneously performed through Expectation Propagation (EP), an iterative scheme to approximate intractable
distributions that was introduced first in the field of statistical physics [36, 37] and shortly after in the field of
theoretical computer science [38]. In analogy to what presented in [39] in the context of sampling the space of
high dimensional polytopes, we show that, by approximating the computationally intractable posterior distribution
P (w|y,F) through a tractable multivariate probability density Q(w|y,F), we are able to solve both efficiently and
accurately the 1BCS problem. One of the main strengths of this EP-based approach is that it does not require any
statistical properties for the measurement matrix F, whereas other improved belief propagation methods typically
require some kind of i.i.d. property for the measurement matrix.
The paper has the following structure: after this introduction, in Sec. II we define the problem, and introduce the
EP algorithm. In Sec. III we present extensive numerical simulations both in the noiseless and noisy case. Here both
i.i.d. and correlated measurement matrices are analyzed. Finally, in Sec. IV we summarize the results of the paper
and draw the conclusions.
II. METHODS
A. The diluted perceptron as a linear estimation problem and its statistical mechanics setup
We consider a student perceptron with N input units and continuous weights w ∈ RN . We assume that the
connections are diluted and that only a fraction ρ of them are nonzero. We also assume that M real-valued patterns
xτ ∈ RN are presented to the perceptron and that a binary label στ , τ = 1, . . . ,M has already been assigned to each
of them as a result of the classification performed by a teacher perceptron with sparse continuous weights B. The
task of the student perceptron is to learn the input/output association based on the examples (xτ , στ ), τ = 1, . . . ,M
3provided by the teacher:
στ = sign(w
Txτ ), τ = 1, . . . ,M, (1)
where we use the convention that sign(0) = 1. For each example τ , the rule (1) is equivalent to the condition:(
στx
T
τ
)
w ≥ 0 . (2)
We now introduce the auxiliary variables, yτ :=
(
στx
T
τ
)
w, and the data matrix:
Xσ =

σ1x
T
1
σ2x
T
2
...
σMx
T
M
 . (3)
Through the previous definitions, we can define the following linear estimation problem:
y = Xσw, (4)
where the variables to be inferred are both y and w. As we will show below, the positivity constraints in Eq. (2) will
be enforced in terms of a prior distribution on the y variables.
The linear estimation problem expressed in Eq. (4) can be addressed in a Bayesian setting: by introducing the
variable vector h = (w1, . . . , wN , y1, . . . , yM )
T
and the energy function:
E(w,y) = ‖y −Xσw‖2 = hTE−1h, E−1 =
(
XTσXσ −XTσ
−Xσ I
)
, (5)
the likelihood of the set of N weights of the perceptron can be expressed as the Boltzmann distribution associated
with E(w,y), which reads:
L(w) = P (σ1, . . . , σM |w) = 1
Z
e−βE(w,y), (6)
where, from a statistical physics standpoint, β plays the role of an inverse temperature. In the absence of noise, it is
convenient to consider the zero temperature limit of this likelihood L(w) β→∞−−−−→ δ(y −Xσw), where δ(x) denotes the
Dirac delta distribution.
We also introduce prior distributions in order to encode the constraints to which the variables wi, i = 1, . . . , N , and
yτ , τ = 1, . . . ,M , are subject. The sparsity assumption on the weights w are expressed in terms of a spike-and-slab
prior [40]:
Γ(wi) = (1− ρ)δ(wi) + ρ
√
λ
2pi
e−
λw2i
2 , i = 1, . . . , N. (7)
If the labels of the teacher are not corrupted by noise, then the auxiliary variables y need to fulfill the positivity
constraint (2), which can be expressed in terms of the pseudoprior:
Λ(yτ ) = Θ(yτ ), τ = 1, . . . ,M. (8)
On the other hand, if noise at the output of the teacher perceptron is present, one may assume that the labels provided
by the teacher perceptron are assigned according to the following process [41]:
σ˜ =
{
sign(BTx) with probability η
−sign(BTx) with probability 1− η (9)
and that the student receives the altered examples (xµ, σ˜µ), µ = 1, . . . ,M . In this case, if the process that flips the
labels is known, then it may be encoded in the pseudoprior Λ as follows:
Λ(yµ) = ηΘ(yµ) + (1− η)Θ(−yµ). (10)
In general, the parameters ρ, λ and η are not known and need to be learned by the student perceptron in the training
phase. Finally, by Bayes’ rule, the posterior distribution of both weights and auxiliary variables read:
P (w,y) =
1
ZP
δ(y −Xσw)
N∏
i=1
Γi(wi)
M∏
τ=1
Λτ (yτ ). (11)
4B. Learning the weights via expectation propagation
1. Zero temperature formulation
We wish to infer the values of the weights by estimating the expectation values of the marginals of the distribution
(11), as this strategy minimizes the associated mean squared error. However, the latter marginalizations are intractable
and we need to resort to approximation methods. Here we propose an expectation propagation scheme based on the
zero temperature formulation presented in [42] in order to solve the problem.
Starting from the linear system Xσw = y, we notice that it can be written in a row-echelon form. We express it
as:
Gh = 0, (12)
where G = (−Xσ|I) and I is the M ×M identity matrix.
The intractable posterior distribution reads:
P (h) =
1
ZP
δM (Gh)
∏
i∈W
Γi(hi)
∏
τ∈Y
Λτ (hτ ), (13)
where W = {1, . . . , N}, Y = {N + 1, . . . , N + M} and δM (z) denotes the M -dimensional Dirac delta distribution.
We introduce Gaussian approximating factors:
φi(wi) = exp
(
− (wi − ai)
2
2di
)
, (14)
and a fully Gaussian approximation of the posterior distribution (13), in which all priors Γ and Λ are replaced by
factors of the form (14):
Q(h) =
1
ZQ
δM (Gh)
∏
i∈W
φ(hi; ai, di)
∏
τ∈Y
φ(hτ ; aτ , dτ ). (15)
Q(h) is a multivariate Gaussian distribution:
Q(h) =
1
ZQ
δM (Gh) exp
(
−1
2
(h− h¯)TΣ−1(h− h¯)
)
, (16)
whose covariance matrix and mean are given, respectively, by:
Σ−1 =
∑
i∈W
1
di
eie
T
i + X
T
σ
(∑
i∈Y
1
di
eie
T
i
)
Xσ, (17)
and by:
h¯ = Σ
(∑
i∈W
ai
di
ei +
∑
i∈Y
ai
di
XTσ ei
)
, (18)
where ei denotes the i-th basis vector of the standard basis of RN+M .
We also introduce tilted distributions associated with the variables hi, for all i = 1, . . . , N + M . In particular, if
i ∈W , we have:
Q(i)(h) =
1
ZQ(i)
δM (Gh)Γi(hi)
∏
i∈W\{i}
φ(hi; ai, di)
∏
τ∈Y
φ(hτ ; aτ , dτ ), (19)
whereas, if i ∈ Y :
Q(i)(h) =
1
ZQ(i)
δM (Gh)Λi(hi)
∏
i∈W
φ(hi; ai, di)
∏
τ∈Y \{i}
φ(hτ ; aτ , dτ ). (20)
5The tilted distributions can be expressed as the product of one of the priors and a Gaussian cavity distribution:
Q(i)(h) = ψi(hi)Q˜
(i)(h), (21)
where ψ ∈ {Γ,Λ} and we have denoted the cavity distribution associated with the i-th variable by Q˜(i):
Q˜(i)(h) =
1
ZQ(i)
δM (Gh) exp
(
−1
2
(h− h¯(i))T
(
Σ(i)
)−1
(h− h¯(i))
)
. (22)
The cavity covariance matrices are given by the following expressions:
(
Σ(i)
)−1
=

∑
j∈W\{i}
1
dj
eje
T
j + X
T
σ
(∑
j∈D
1
dj
eje
T
j
)
Xσ, if i ∈W,∑
j∈W
1
dj
eje
T
j + X
T
σ
(∑
j∈D\{i}
1
dj
eje
T
j
)
Xσ, if i ∈ Y.
(23)
whereas the cavity means read:
h¯(i) =
Σ
(i)
(∑
j∈W\{i}
aj
dj
ej +
∑
j∈Y
aj
dj
XTσ ej
)
, if i ∈W,
Σ(i)
(∑
j∈W
aj
dj
ej +
∑
j∈Y \{i}
aj
dj
XTσ ej
)
, if i ∈ Y.
(24)
The means a and the variances d of the Gaussian factors are determined via matching of the first and second
moments of the tilted and of the fully Gaussian approximated distributions for all i = 1, . . . , N +M :
〈hi〉Q(i) = 〈hi〉Q, 〈h2i 〉Q(i) = 〈h2i 〉Q. (25)
The EP update equations follow from the moment matching conditions (25). In particular, notice that the marginals
of Q(h) are Gaussian distributions. This allows to express ai and di in terms of the means and variances of Q
(i) and
in terms of the means and variances of the associated tilted distributions. Indeed, using the fact that the product of
Gaussians is a Gaussian and the moment matching conditions, we obtain the EP update rules for the variances d and
the means a:
di =
(
1
〈h2i 〉Q(i) − 〈hi〉2Q(i)
− 1
Σ
(i)
ii
)−1
, (26)
ai = h¯i +
di
Σ
(i)
ii
(
h¯i − h¯(i)i
)
, (27)
for all i = 1, . . . , N +M .
EP repeatedly estimates the vectors a and d until a fixed point is eventually reached. From a practical point of
view, the algorithm returns the means and the variances of the marginal tilted distributions as soon as the convergence
criterion:
εt := max
i
{∣∣∣〈hi〉Q(i)t − 〈hi〉Q(i)t−1 ∣∣∣+ ∣∣∣〈h2i 〉Q(i)t − 〈h2i 〉Q(i)t−1∣∣∣} < εstop (28)
is fulfilled, where t denotes the current iteration and εstop is a threshold, which in this work was taken equal to
10−4. In particular, the posterior mean value of weights learned by the student perceptron are estimated as given by
〈wi〉Q(i) , with a standard deviation equal to
√
〈w2i 〉Q(i) − 〈wi〉2Q(i) .
The zero temperature formulation of EP presented in this section is computationally advantageous compared to
the finite temperature one presented in Appendix A, as its complexity is dominated by the inversion of the N × N
matrix (23) rather than of a (N +M)× (N +M) matrix. We refer to Appendix A for more details about the finite
temperature formulation of EP.
C. Moments of the tilted distributions
1. Moments of the spike and slab prior
In this section, we shall compute the first and second moments of the leave-one-out distributions when the prior is
of the spike-and-slab type. We recall the expression of the spike-and-slab prior already introduced in Eq. (7) for the
6sake of convenience:
Γ(hk) = (1− ρ)δ(hk) + ρ
√
λ
2pi
e−
1
2λh
2
k , k = 1, . . . , N. (29)
The marginal tilted distribution of each weight of the student perceptron reads:
Q(k)(hk) =
1
ZQ(k)
Q˜k(hk)Γ(hk), (30)
where we have introduced the marginalized cavity Gaussian distribution Q˜k:
Q˜k(hk;µk,Σk) =
1√
2piΣk
e
− (hk−µk)22Σk . (31)
From Eq. (30), computing the partition function of the tilted distribution Q(k) yields:
ZQ(k) = (1− ρ)
1√
2piΣk
e
− µ
2
k
2Σk +
ρ√
2pi
√
λ
1 + λΣk
e
− 12
λµ2k
1+λΣk . (32)
Finally, the first moment and the second moment of the same distribution are given by:
〈hk〉Q(k) =
1
ZQ(k)
ρ√
2pi
e
− 12
λµ2k
1+λΣk
√
λ
1 + λΣk
µk
1 + λΣk
, (33)
and by:
〈h2k〉Q(k) =
1
ZQ(k)
ρ√
2pi
e
− 12
λµ2k
1+λΣk
√
λ
1 + λΣk
(
Σk + λΣ
2
k + µ
2
k
(1 + λΣk)2
)
, (34)
respectively.
2. Moments of the theta pseudoprior
We now repeat the same reasoning for the case of the theta pseudoprior, which was defined as:
Λ(hk) = Θ(hk), k = N + 1, . . . , N +M. (35)
The associated tilted distribution of the k-th variable is given by:
Q(k)(hk) =
1
ZQ(k)
Q˜k(hk)Λ(hk), k = N + 1, . . . , N +M, (36)
where the expression for Q˜k is the same as in Eq. (31). The normalization of (30) is the partition function of the
tilted distribution and reads:
ZQ(k) =
1
2
[
1 + erf
(
µk√
2Σk
)]
, (37)
where erf denotes the error function, defined as:
erf(x) =
2√
pi
∫ x
0
e−z
2
dz. (38)
Computing the first moment of the marginal tilted distribution leads to the expression:
〈hk〉 = µk +
√
Σk
2pi
e− µ
2
k
2Σk
Φ
(
µk√
Σk
) = µk (1 + R(αk)
αk
)
, (39)
where Φ(x) = 12
[
1 + erf
(
x√
2
)]
is the cumulative density function (CDF) of the standard normal distribution, R(x) =
1√
2pi
e−x
2/2
Φ(x) and αk =
µk√
Σk
. Finally, concerning the second moment of the marginal tilted distribution, one obtains:
〈h2k〉 = µ2k + Σk + µk
√
ΣkR (αk) , (40)
implying that the variance of hk w.r.t. the k-th marginal tilted distribution can be expressed in a compact way by:
Var(hk) = Σk(1− αkR(αk)−R2(αk)). (41)
73. Moments of the theta mixture pseudoprior
When the pseudoprior Λ is of the theta mixture type:
Λ˜(hk) = ηΘ(hk) + (1− η)Θ(−hk), 0 ≤ η ≤ 1, k = N + 1, . . . , N +M, (42)
we have for the partition function ZQ(k) of the tilted distributions (36):
ZQ(k) = η
[
1
2
erfc
(
− µk√
2Σk
)]
+ (1− η)
[
1
2
erfc
(
µk√
2Σk
)]
=
√
piΣk
2
[
1
2
+
(
η − 1
2
)
erf
(
µk√
2Σk
)]
. (43)
For the first moment, one obtains:
〈hk〉Q(k) =
1
ZQ(k)
{
η√
2piΣk
[
Σke
− µ
2
k
2Σk + µk
√
piΣk
2
erfc
(
− µk√
2Σk
)]
+
+
1− η√
2piΣk
[
−e−
µ2k
2Σk + µk
√
piΣk
2
erfc
(
µk√
2Σk
)]}
=
= µk +
√
2Σ
pi
(2η − 1)e−
µ2k
2Σk
η · erfc
(
− µk√
2Σk
)
+ (1− η)erfc
(
µk√
2Σk
) ,
(44)
and the second moment w.r.t. the marginal tilted distribution (36) reads:
〈h2k〉Q(k) =
1
ZQ(k)
{
η√
2piΣk
[
µkΣke
− µ
2
k
2Σk +
√
piΣk
2
(
µ2k + Σk
)
erfc
(
− µk√
2Σk
)]
+
+
1− η√
2piΣk
[
−µkΣke−
µ2k
2Σk +
√
piΣk
2
(
µ2k + Σk
)
erfc
(
µk√
2Σk
)]}
=
= µ2k + Σk + µk
√
2Σk
pi
(2η − 1)e−
µ2k
2Σk
η · erfc
(
− µk2Σk
)
+ (1− η)erfc
(
µk
2Σk
) .
(45)
III. RESULTS
A. Sparse perceptron learning from noiseless examples
In this section, we will present some results obtained from numerical simulations in the presence of noiseless
examples, both in the case where patterns are independent and identically distributed (i.i.d.) and in a simple case
of correlated patterns. For the sake of simplicity, in all the situations described in the following, we have chosen a
Bayes-optimal setting, where the prior information provided by the spike-and-slab prior mirrors the actual distribution
of the weights to be retrieved.
First, we performed numerical experiments with i.i.d. patterns drawn from a Gaussian distribution having zero
mean and unit variance. As a performance measure, we consider the mean squared error between the normalized
weights of the student perceptron at the end of the learning process and those of the teacher perceptron:
MSE(w˜, B˜) =
1
N
N∑
k=1
(w˜k − B˜k)2, (46)
where w˜ = w/‖w‖ are the rescaled weights of the student and B˜ = B/‖B‖ denote those of the teacher. In our
results, this metric is expressed in dB and used to compare expectation propagation to the 1-bit Approximate Message
Passing (1-bit AMP) algorithm introduced in [27] and to the grVAMP algorithm proposed within the unified Bayesian
framework of general linear models published in reference [30], which the authors show to yield equivalent results to
the VAMP algorithm for the generalized linear model described in [29]. The per iteration computational cost of 1-bit
AMP and of grVAMP is O(N2), as it is dominated by a matrix-vector product in both cases. However, since grVAMP
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FIG. 1: MSE resulting from sparse weight learning from i.i.d. patterns using EP, 1-bit AMP and grVAMP based
estimation as a function of α. The parameters considered for the perceptron are N = 128 and ρ = 0.25 and the
number of instances is Nsamples = 100. All simulations converged and the MSE shown is averaged over all the
considered instances. The error bars are estimated as σ/
√
Nsamples, where σ is the sample standard deviation of the
MSE computed over all the instances.
requires that the singular vectors and the singular values of the pattern matrix X are provided as input, the cubic
complexity of performing a one-time initial singular value decomposition of X should be taken into account as well.
We considered the average of the MSE (46) over Nsamples = 100 simulations. The simulations correspond to sparse
perceptron learning of different instances of the weights of the teacher perceptron, each from a different set of i.i.d.
Gaussian patterns fed to the student perceptron. We considered the case in which the total number of weights is
N = 128 and their density level is fixed to ρ = 0.25. The convergence threshold was set to stop = 10
−4 and the
value of the damping parameter of the EP algorithm was set equal to 0.9995 (although good results can be obtained
using a lower damping too, e.g. 0.99). The results of the simulations for different values of α are reported in Fig.
1 and show that EP, 1-bit AMP and grVAMP based learning from i.i.d. Gaussian patterns have roughly the same
performance regardless of the specific value of α. The convergence criterion was 10−4 in the 1-bit AMP simulations
and 10−8 in the grVAMP simulations. All the simulations performed using EP, 1-bit AMP and grVAMP converged
within the thresholds we considered. The error bars in Fig. 1 were estimated as σ/
√
Nsamples, where σ denotes the
sample standard deviation of the MSE.
We also considered the problem of sparse perceptron learning from correlated patterns drawn from a multivariate
normal distribution, in the simple case where the mean is m = 0 and the covariance matrix is constructed according
to:
S = YTY + ∆, (47)
where Y ∈ Ru×N is an i.i.d. matrix with entries drawn from a standard univariate Gaussian distribution and ∆ is
a diagonal matrix whose eigenvalues are given by the absolute value of i.i.d. random entries drawn from the same
distribution. By construction, this matrix is symmetric and positive definite and, therefore, is a proper covariance
matrix. The diagonal matrix ∆ is added in order to ensure that S has full rank. As an extreme case, we choose u = 1
for the matrix Y.
We find that even in this case the student perceptron is able to estimate the weights of the teacher, although, under
the same values of the parameters N , ρ and α of the model and under the same values of the EP parameters (i.e.
damping, stop and maximum number of iterations), the accuracy of the estimation is lower than the one achieved by
learning from i.i.d. Gaussian patterns, as one might expect. Still, in the presence of the correlated patterns considered
here, expectation propagation based learning proves to be advantageous as compared with other algorithms for 1-bit
compressed sensing such as 1-bit AMP, whose estimates of the means and variances of the weights to be retrieved
diverge. In addition, in the same situation, EP outperforms grVAMP based learning, as shown in fig. 5 for the set of
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FIG. 2: Sparse perceptron learning from correlated patterns sampled from a multivariate gaussian distribution. The
values of the parameters are specified in each panel and we set u = 1. Comparison between grVAMP and EP based
learning. (a) ROC curves. (b) Sensitivity plots. For reference, in (a,b) the case of ideal variable selection by the
teacher perceptron that provided the examples is also shown. (c) Mean squared error in dB. In each plot, the mean
values and the standard deviations are computed over the set of the Nconv instances for which convergence was
achieved. The error bars are estimated as σ/
√
Nconv, where σ is the sample standard deviation over the same set of
instances.
parameters N = 128 and ρ = 0.25. The convergence thresholds of the grVAMP and of the EP algorithms were set to
the same values as in the case of learning from i.i.d. Gaussian patterns and further lowering the value of the threshold
parameter of grVAMP did not result in a noticeable improvement of the grVAMP results. In the case of EP, the
damping factor was set to 0.999 and the maximum number of iterations for convergence was 50000. The fraction of
converged trials is shown in table I for both algorithms in the case where N = 128 and ρ = 0.25. The EP led student
perceptron is more accurate at determining the nonzero weights than the grVAMP led counterpart, as shown by the
ROC curves in Fig. 2a and by the sensitivity plots of Fig. 2b. In order to construct these curves, each weight of the
teacher was assigned a score given by its probability of being nonzero as estimated by EP and grVAMP. The weights
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α fEP σfEP fgrV AMP σgrV AMP
0.5 1 0 1 0
1.0 1 0 0.96 0.02
1.5 1 0 0.89 0.03
2.0 1 0 0.83 0.04
2.5 1 0 0.87 0.03
3.0 1 0 0.87 0.03
4.0 1 0 0.85 0.04
5.0 1 0 0.82 0.04
6.0 1 0 0.80 0.04
(a) N = 128
α fEP σfEP fgrV AMP σgrV AMP
0.5 0.99 0.01 1 0
1.0 0.73 0.04 0.99 0.01
1.5 0.92 0.03 0.94 0.02
2.0 0.96 0.02 0.88 0.03
2.5 0.88 0.03 0.83 0.04
3.0 0.88 0.03 0.73 0.04
4.0 0.92 0.03 0.80 0.04
5.0 0.94 0.02 0.76 0.04
6.0 0.96 0.02 0.70 0.05
(b) N = 256
TABLE I: Fraction of converged trials over a set of 100 different instances of the weights of the teacher perceptron
and of the training set of examples. The patterns were sampled from the multivariate Gaussian distribution with
covariance matrix (47). The number of variables is N = 128 and the density of the weights of the teacher is ρ = 0.25.
of the teacher were sorted in decreasing order according to these probabilities, which are given by:
P 6=0k =
(
1 +
(
1
ρ
− 1
)√
1 + λΣk
λΣk
e
− µ
2
k
2Σk(1+λΣk)
)−1
. (48)
In the case of EP, µk and Σk, for k = 1, . . . , N , are the EP cavity means and variances, whereas, in the case of
grVAMP, µ corresponds to the VAMP quantity rk and Σk = γ
−1
k , where γk is the quantity that parameterizes the
denoiser in VAMP. In both cases, ρ denotes the density parameter of the spike-and-slab prior. Interestingly, the
discrepancy between the accuracy of the two algorithms becomes larger as the number of patterns increases. This
behavior is reflected in the difference between the mean squared errors of the two algorithms, as shown in Fig. 2c.
In each plot in Fig. 2, we have shown the average of the quantities considered over the set of the Nconv instances
for which each algorithm achieved convergence. Accordingly, the error bars were estimated as σ/
√
Nconv, where σ
denotes the standard deviation over the same set of instances.
A useful additional feature of the EP-based learning approach is the possibility to learn iteratively the value of ρ
during the estimation of the weights of the teacher, as, unlike EP, most algorithms for 1-bit compressed sensing –
including those with which we compared our results in this section – assume the density of the signal to be given a
priori. The estimation of the density parameter is achieved by minimizing the EP free energy with respect to ρ and
yields good results as long as the number of the patterns presented to the student is large enough. We refer to the
Appendix for details concerning the EP free energy, its expression for the sparse perceptron learning problem and free
energy optimization based learning of the parameters of the prior.
In order to show that our approach allows to estimate the dilution level of the teacher perceptron, we performed a
set of Nsamples = 100 EP simulations on a system with N = 128 and ρ = 0.25, where the density parameter ρ0 of the
spike-and-slab prior assigned to each weight variable was randomly initialized by sampling its value from a uniform
distribution over the interval 0.05 ≤ ρ0 ≤ 0.95 and where the learning rate was chosen to be δρ = 10−5. We show
our results in table II. For each value of α, we show the average value ρL of the density estimate over all samples
and its associated statistical uncertainty, which was computed as δρL = σρL/
√
Nsamples, as for these values of the
parameters all simulations converged. We also show the relative difference ∆ρ/ρ between the true value of the density
and the estimated one. Since ∆ρ  δρL, we omit the statistical uncertainty associated with ∆ρ. Finally, we notice
that, even when learning from correlated patterns constructed as described above, the student is able to estimate the
density level of the weights of the teacher perceptron quite accurately, provided that a sufficient number of patterns
is provided to the student perceptron. In table II, we give an example of this fact when the teacher perceptron has
N = 128 weights and density ρ = 0.25.
B. Sparse perceptron learning from a noisy teacher
We analyzed the performance of EP based sparse perceptron learning when a fraction of the examples is mislabeled.
The student perceptron is given the a priori information that a certain fraction of the labels is wrongly assigned. As
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α i.i.d. patterns: ρL ± δρL i.i.d. patterns: ∆ρ/ρ patterns from MVN: ρL ± δρL patterns from MVN: ∆ρ/ρ
2 0.191± 0.003 0.236 0.161± 0.004 0.341
3 0.220± 0.002 0.121 0.196± 0.004 0.206
4 0.234± 0.002 0.066 0.207± 0.003 0.182
5 0.240± 0.002 0.042 0.214± 0.003 0.144
6 0.242± 0.001 0.031 0.223± 0.003 0.115
TABLE II: Learning of the density ρ of the weights of the teacher for a perceptron with parameters N = 128 and
ρ = 0.25. The average and the standard deviation of the learned value of ρ at convergence over all the trials for
which convergence was achieved during the training process are denoted by ρL and δρL, respectively. In each trial,
the initial condition ρ0 was drawn uniformly from the interval 0.05 ≤ ρ0 ≤ 0.95.
in the noiseless case, we consider a Bayes-optimal setting and therefore we provide the student with such a priori
knowledge using the theta mixture pseudoprior introduced in Eq. (42).
In order to test and evaluate the performance of EP-guided learning in this situation, we compared EP with the
R1BCS algorithm for 1-bit compressed sensing with sign-flip errors proposed by Li et al. [35], which is based on an
expectation maximization scheme involving both the signal to be retrieved and the noise. When using R1BCS, we
rescaled the pattern matrix so that each column had unit norm and we included a convergence threshold εR1BCS =
10−4. Thus, the R1BCS iterations stop when the estimate wR1BCS of the weights of the teacher is such that
‖wR1BCS−woldR1BCS‖ < εR1BCS . In each experiment, a given number Klabel = (1−η)M of labels were flipped, where
η is the fraction of unchanged labels, which was set equal to 0.9. In the EP simulations a damping factor equal to
0.999 and a convergence threshold stop = 10
−4 were used.
We first considered the case of i.i.d. Gaussian patterns drawn from a Gaussian distribution with zero mean and unit
variance. The results provided by the two algorithms are shown in Fig. 3. In order to assess the variable selection
capabilities of the two algorithms when attempting to learn the weights of the teacher from this kind of patterns
in the presence of mislabeled examples, we computed the ROC curves (Fig. 3a) and the sensitivity plots (Fig. 3b)
associated with the weights of the student after the training phase was completed in the case where the number of
weights was N = 128 and the density of the weights B of the teacher was set to ρ = 0.25. The ordering criterion for
the weights B adopted in the ROC curves in Fig. 3a and in the sensitivity plots in Fig. 3b was based on the absolute
value of the weights w of the student. In the case of EP, we also plotted the ROC and sensitivity curves according to
the sorting criterion based on the score expressed in Eq. (48), but the EP results did not exhibit noticeable differences
with respect to those obtained using the other sorting criterion in the case of i.i.d. Gaussian patterns. While, on the
one hand, the ROC curves and sensitivity plots associated with EP exhibit systematically lower values for the true
positive ratio than the ones related to R1BCS and this leads to larger values of the MSE, as shown in fig. 3c, it is
worth noticing that the areas under the curves (AUC) are not very different for the two algorithms and the relative
discrepancy (AUCmax −AUCmin)/AUCmax between the largest and the smallest of the two at any given value of α
does not exceed 6%, as can be deduced from table IIIa. Furthermore, EP tends to be more accurate than R1BCS in
the low α regime, as can be seen by considering large enough dilutions for the weights. We give an example of this
fact in fig. 3d, where we show the MSE as a function of α for a perceptron with parameters N = 512 and ρ = 0.0625.
Similarly to R1BCS, EP was able to correctly estimate the noise level affecting the labels. This was achieved by
sampling the initial condition η0 for the parameter η of the theta mixture pseudoprior uniformly from the interval
0.5 < η < 1 and performing one step of gradient descent on the EP free energy at each EP iteration as described in
Appendix C. We show in table IIIc the estimated values of the consistency level η of the labels in the case where the
true density of the weights is assigned to the spike-and-slab prior factors and kept fixed throughout the simulations.
We performed analogous experiments with patterns drawn from the zero mean multivariate Gaussian distribution
with covariance matrix (47) that we had already considered in the noiseless case. For both algorithms, the numerical
experiments were conducted on a set of 100 different instances. Convergence was achieved for all instances in the case
of R1BCS. The same was true for EP, except for α = 1 and α = 2, where the fraction of converged trials was 95%
and 99%, respectively. We show the results of our tests in Fig. 4, where, analogously to the case of i.i.d. Gaussian
patterns presented above, we computed the ROC curves (Fig. 4a), the sensitivity plots (Fig. 4b) and the MSE curves
(Fig. 4c) related to the weights learned by the student using EP and using R1BCS. Although the performance of
EP drops significantly compared with R1BCS as a result of combining this kind of correlated patterns and the noise
on the labels, it is worth noticing that the variable selection performance displayed by the EP-related ROC curves
in Fig. 4a is still quite good and that the teacher-student MSE – together with the corresponding teacher-student
overlaps (not shown) – can also be considered acceptable, as long as the considered values of α are large enough.
Moreover, in the case of the specific Gaussian correlated patterns considered here, one can notice from the sensitivity
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FIG. 3: Sparse perceptron learning from i.i.d. patterns sampled from a standard Gaussian distribution and
(1− η)M mislabeled examples. Comparison between R1BCS and EP in terms of (a) their ROC curves, (b) their
sensitivity plots, (c,d) their mean squared error (expressed in dB). For reference, in (a,b) the case of ideal variable
selection by the teacher perceptron that provided the examples is shown. The values of the parameters are N = 128,
ρ = 0.25, η = 0.9 in fig. (a,b,c) and N = 512, ρ = 0.0625, η = 0.9 in fig. (d). The plotted quantities are the mean
values computed over the set of all Nsamples = 100 instances, as convergence was achieved in each simulation, and
the error bars are estimated as σ/
√
Nsamples, where σ denotes the sample standard deviation over all the instances
considered.
plots in Fig. 4b that, in contrast with the case of Gaussian i.i.d. patterns, the accuracy of EP in selecting the most
relevant weights is significantly larger if the criterion adopted for sorting the student weights is given by the score
(48) rather than by their absolute value, suggesting that the probabilities P 6=0,EPk , k = 1, . . . , N, which EP assigns
to each weight of the student perceptron, remain a reliable indicator in order to determine which patterns are most
likely to determine the outcome of the classification performed by the teacher perceptron prior to noise corruption.
Analogously to the case of i.i.d. patterns, we allowed the student to learn the parameter η while the true value of the
parameter ρ of the spike-and-slab priors Γ was provided and kept fixed during the training phase and were able to
obtain good estimates of the consistency level of the labels for all values of α, as shown in table IIId.
One important limitation of the R1BCS algorithm as compared with EP is that it involves both the inversion
of a N × N matrix and of a M ×M matrix at each iteration. As a consequence, the computational complexity of
R1BCS is dominated by O(max(N3,M3)) operations. Therefore, from a computational point of view, EP is especially
advantageous when the number of patterns in the training set is large, as, in the EP formulation proposed in this
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α AUCaEP AUC
a
R1BCS
0.5 0.597± 0.004 0.574± 0.006
1.0 0.605± 0.005 0.640± 0.005
1.5 0.654± 0.006 0.688± 0.005
2.0 0.706± 0.005 0.749± 0.005
2.5 0.741± 0.005 0.781± 0.005
3.0 0.773± 0.005 0.809± 0.004
4.0 0.827± 0.005 0.852± 0.004
5.0 0.861± 0.005 0.882± 0.004
6.0 0.869± 0.005 0.895± 0.004
(a) AUC (i.i.d. patterns)
α AUCaEP AUC
p
EP AUC
a
R1BCS
0.5 0.569± 0.006 0.575± 0.006 0.547± 0.006
1.0 0.604± 0.007 0.607± 0.007 0.619± 0.006
1.5 0.643± 0.006 0.643± 0.006 0.660± 0.006
2.0 0.647± 0.007 0.653± 0.008 0.686± 0.006
2.5 0.694± 0.007 0.706± 0.007 0.734± 0.006
3.0 0.712± 0.006 0.718± 0.007 0.753± 0.006
4.0 0.762± 0.007 0.767± 0.007 0.794± 0.006
5.0 0.795± 0.007 0.799± 0.007 0.811± 0.006
6.0 0.815± 0.007 0.823± 0.006 0.856± 0.005
(b) AUC (patterns from MVN)
α ηL ∆η/η
0.5 0.81± 0.02 0.1
1.0 0.92± 0.02 0.02
1.5 0.90± 0.01 0.004
2.0 0.892± 0.009 0.009
2.5 0.892± 0.005 0.008
3.0 0.891± 0.002 0.01
4.0 0.892± 0.001 0.008
5.0 0.898± 0.001 0.002
6.0 0.9021± 0.0008 0.002
(c) i.i.d. patterns
α ηL ∆η/η
0.5 0.935± 0.007 0.04
1.0 0.943± 0.004 0.05
1.5 0.908± 0.009 0.009
2.0 0.900± 0.002 0.0004
2.5 0.894± 0.002 0.007
3.0 0.894± 0.002 0.007
4.0 0.893± 0.001 0.008
5.0 0.898± 0.001 0.002
6.0 0.9031± 0.0009 0.003
(d) patterns from MVN
TABLE III: (a) AUC scores associated with the ROC curves shown in Fig. 3a, which correspond to EP and R1BCS
based classification from i.i.d. Gaussian patterns in the presence of label noise, with η = 0.9. (b) AUC scores
associated with the ROC curves shown in Fig. 4a, which correspond to EP and R1BCS based classification from
multivariate Gaussian patterns in the presence of label noise, with η = 0.9. (c, d) Values of the η parameter of the
theta mixture pseudoprior estimated by the student perceptron during the training phase when using EP to learn
the weights of the teacher from i.i.d. Gaussian patterns (c) and from multivariate Gaussian patterns (d) in the case
N = 128. The estimated value of η is denoted as ηL, the true value is η = 0.9. The density parameter of the
spike-and-slab prior was given and fixed to the true value ρ = 0.25.
paper, the computational cost is of order N3 regardless of the number of patterns of the training set for all values of
α > 1. This is confirmed by the running times of the two algorithms, which are presented in table IV.
α tEP (s), i.i.d patterns tR1BCS (s), i.i.d patterns tEP (s), patterns from MVN tR1BCS (s), patterns from MVN
0.5 13.1± 0.3 6.2± 0.2 30± 1 6.2± 0.1
1.0 83± 2 11.1± 0.3 84± 2 11.7± 0.3
1.5 73± 2 19.5± 0.5 73± 2 21.0± 0.6
2.0 69± 1 39± 1 63± 1 45± 2
2.5 68± 1 70± 2 64± 1 93± 3
3.0 75± 1 111± 4 70± 1 149± 6
4.0 78.7± 0.9 245± 6 74.0± 0.8 330± 10
5.0 93.2± 0.9 376± 8 91± 1 542± 19
6.0 105.8± 0.8 646± 15 106± 1 828± 42
TABLE IV: Running time related to the EP and R1BCS based sparse perceptron learning from i.i.d. Gaussian
patterns and from Gaussian patterns from multivariate normal distribution with covariance matrix given by Eq.
(47) (u = 1) in the presence of label noise, with η = 0.9 and damping factor equal to 0.999 in the case of EP. The
uncertainty on these values was estimated as σ/
√
Nconv, where σ is the sample standard deviation over the set of
converged trials and Nconv is the number of converged simulations.
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FIG. 4: Sparse perceptron learning from correlated patterns sampled from a multivariate Gaussian distribution and
(1− η)M mislabeled examples in the case N = 128, ρ = 0.25, u = 1 and η = 0.9. Comparison between R1BCS and
EP in terms of (a) their ROC curves, (b) their sensitivity plots, (c) their mean squared error (expressed in dB). For
reference, in (a,b) the case of ideal variable selection by the teacher perceptron that provided the examples is shown.
The plotted quantities are the mean values computed over the set of Nconv instances for which convergence was
achieved, i.e. all instances in the case of R1BCS and all simulations for each value of α except α = 1 and α = 2,
where the fraction of converged trials was 95% and 99%, respectively, in the case of EP. The error bars are
estimated as σ/
√
Nconv, where σ denotes the sample standard deviation over all the instances considered.
C. Correlated patterns generated by a recurrent neural network
As an example of diluted network with correlated inputs, we consider a network of N randomly diluted perceptrons
without self-loops. We will denote the i-th row of the weight matrix W ∈ RN×(N−1) as wi. Each entry of wi is the
weight of an incoming link of the i-th perceptron. Each perceptron receives binary inputs x generated according to a
Glauber dynamics at zero temperature. We considered both the case of synchronous update of the patterns at each
time step and the case where the binary inputs are updated asynchronously.
In the case of synchronous update, starting from an initial random vector x0 = sign(ξ0), where ξ0 ∼ N (ξ; 0, I) at
discrete time t = 0 and given a pattern xt at time t, each perceptron computes its output at time t+ 1 according to:
zti = w
T
i x
t
\i, (49)
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xt+1i = sign
(
zti
)
, (50)
where xt\i denotes the vector of outputs produced by all perceptrons except the i-th one at time t. The patterns
at time t + 1 are given by the set of outputs resulting from Eq. (49) and Eq. (50). While in principle such a
recurrent network dynamics could become trapped in a limit cycle when coupled to a synchronous update rule for
the patterns, in practice this never happened when generating such patterns from a recurrent network of N = 128
diluted perceptrons, each of which having dilution level ρ = 0.25.
In the case of asynchronous update, at each time step one perceptron i is selected at random and, given a pattern
xt at time t, the i-th component of the pattern vector at time t+ 1 is computed according to Eq. (49) and Eq. (50),
while all other components are left unchanged. In order to tune the degree of correlation of the patterns, we generated
them in such a way that two sets of patterns at consecutive times have a given Hamming distance. In order to do so,
we ran the Glauber dynamics of the recurrent network as described and updated the patterns asynchronously, but
only stored their configuration when the desired Hamming distance between the candidate set of patterns at time
t+ 1 and the set of patterns at time t was achieved.
First, we consider the noiseless case and analyze the performance of training all the perceptrons of a student network
of the same type of the network that generated the patterns using both EP and grVAMP. We tested the two methods
on a network with N = 128 perceptrons and density parameter of each perceptron given by ρ = 0.25. We considered
both the case where the patterns are generated with the synchronous update rule presented above and the case of
asynchronous update. In both cases, the damping parameter of EP was set to 0.999 and the convergence threshold
was set to 10−4 for both EP and grVAMP. When considering patterns generated with a synchronous update, both
algorithms achieved convergence during the training task for all perceptrons of the recurrent network. We evaluated
the ROC curves and the reconstruction error associated with the correct/incorrect selection of the nonzero weights
at the level of single perceptron by considering the whole network and computing the average and the standard
deviation of the relevant quantities (i.e. the MSE, the fraction of false positives and the fraction of true positives)
over all the perceptrons of the student network. Both algorithms were able to select the same fraction of relevant
weights by assigning them a large probability of being nonzero, as shown by the vertical portion of the corresponding
ROC curves in Fig. 5a, which were constructed by sorting the weights according to the probabilities expressed in
Eq. (48), in decreasing order. As a consequence, both grVAMP and EP showed similar values for the MSE between
the weights estimated by the student perceptrons and the ones of the corresponding teachers as a function of α, as
one can notice in Fig. 5b. We repeated the same numerical experiments with patterns generated performing an
asynchronous update of the perceptron outputs and fixing dH(xt+1,xt) = 10, corresponding to a Pearson correlation
coefficient rPearson = 0.84 between pattern vectors at consecutive times. In this case, the convergence rate within the
student network was significantly lower for grVAMP than for EP, as plotted in Fig. 5c, which shows the fraction of
perceptrons of the recurrent network whose training task successfully converged. The mean values of the MSE and
their associated uncertainties σ/
√
N , as evaluated over the N perceptrons of the student network regardless of their
convergence status at the end of the training task, are displayed as a function of α in Fig. 5d and show that grVAMP
is not able to accurately estimate the weights of the teacher when it fails to converge. However, the performance of
EP and grVAMP were comparable when considering the subset of perceptrons whose grVAMP guided learning tasks
converged (not shown).
We verified that the student perceptrons were able to estimate the density of the weights of the teacher perceptrons
quite accurately while learning the classification rule of the teacher from this kind of patterns using EP. We provide
some examples of the estimated values of the density at large values of α in table 5e.
Finally, we analyzed the noisy case and considered EP and R1BCS in our tests, both in the presence of patterns
generated using a synchronous update rule and using an asynchronous update rule. As in the noiseless case, we
considered a recurrent network with N = 128 perceptrons. In particular, the set of weights of the network was the
same as the one used in the noiseless case and the fraction of non-flipped labels presented to each perceptron was
η = 0.9. The convergence threshold of R1BCS and that of EP were set to 10−4 and both EP-based and R1BCS-based
learning converged for all the student perceptrons of the network within these given thresholds. The goodness of the
estimation of the weights of the teacher was not very different for the two learning algorithms both in the case of
synchronously updated patterns and in the case of asynchronously updated ones (not shown). However, for α > 2,
the time required for training the perceptrons was significantly larger in the case of R1BCS than in the case of EP,
in line with the picture that emerged in the previous section of the paper. The times spent by the two algorithms
during the training task are presented in table Va. The uncertainty was estimated as σ/
√
Nconv, where σ is the
sample standard deviation over the set of the Nconv perceptrons for which convergence was attained. In the noisy
regime, convergence was achieved for all perceptrons, except in the case of asynchronously updated pattern, where,
for α = 0.5, α = 1 and α = 2, one of the N = 128 perceptrons failed to converge using EP. The numerical tests we
performed show that it is possible to estimate the parameter η of the theta mixture pseudoprior during the training
phase, provided that the noise level 1− η is not too large, similarly to what we observed in the noisy case with i.i.d.
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Value of α Estimated ρsynchr Estimated ρasynchr, dH = 10
4.0 0.224± 0.002 0.208± 0.002
5.0 0.233± 0.002 0.223± 0.002
6.0 0.237± 0.001 0.231± 0.001
(e)
FIG. 5: (a, b) Comparison between grVAMP and EP based sparse perceptron learning from correlated patterns
generated by a recurrent network according to a Glauber dynamics with synchronous update. The number of
perceptrons in the network is N = 128 and the density of the weights of each perceptron is ρ = 0.25. All N
perceptrons achieved convergence during the training task. (a) Mean squared error in dB. (b) ROC curves related to
the estimated topology of the learned weights of each perceptron for several values of α. (c, d) Comparison between
grVAMP and EP based sparse perceptron learning from correlated patterns generated by a of a whole recurrent
network according to a Glauber dynamics with asynchronous update and Hamming distance between sets of
patterns at consecutive times equal to 10. (c) Fraction of perceptrons of the recurrent network whose training tasks
achieved convergence. (d) Mean squared error in dB averaged over the set of all perceptrons of the recurrent
network. The set includes both the perceptrons for which convergence was achieved during the training task and
those for which convergence was not achieved. In each plot, the mean values and the uncertainties were evaluated
over the whole set of N perceptrons. The error bars were estimated as σ/
√
N , where σ is the sample standard
deviation computed over the set of N trained student perceptrons. (e) Estimated value of the density of the weights
of single perceptrons in the network at large alphas, both in the case of synchronously updated patterns and in the
case of asynchronous update with fixed Hamming distance dH = 10 between patterns at consecutive time steps.
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α tEP (s), synchr. update tR1BCS (s), synchr. update tEP (s), asynchr. update (dH = 10) tR1BCS (s), asynchr. update (dH = 10)
0.5 16.2± 0.3 5.3± 0.1 14.8± 0.5 5.5± 0.1
1.0 95± 2 13.3± 0.3 60± 3 15.2± 0.3
1.5 73± 1 23.4± 0.5 92± 2 25.8± 0.6
2.0 74± 2 45± 1 84± 2 52± 1
2.5 74.0± 0.7 87± 2 81± 1 99± 3
3.0 77.7± 0.8 128± 3 84± 1 179± 5
4.0 89.3± 0.6 300± 9 94± 1 397± 12
5.0 104.8± 0.7 424± 9 112± 1 520± 10
6.0 120± 1 690± 20 125± 1 760± 20
(a)
α ηL, synchr. update ∆η/η, synchr. update ηL, asynchr. update (dH = 10) ∆η/η, asynchr. update
0.5 0.86± 0.02 0.05 0.979± 0.004 0.09
1.0 0.96± 0.01 0.06 0.9945± 0.0009 0.1
1.5 0.927± 0.007 0.03 0.991± 0.001 0.1
2.0 0.899± 0.008 0.001 0.983± 0.001 0.09
2.5 0.893± 0.007 0.008 0.975± 0.001 0.08
3.0 0.901± 0.001 0.001 0.967± 0.001 0.07
4.0 0.9036± 0.0008 0.004 0.950± 0.001 0.06
5.0 0.9087± 0.0008 0.01 0.946± 0.001 0.05
6.0 0.9108± 0.0006 0.01 0.9389± 0.0008 0.04
(b)
TABLE V: (a) Running time related to the EP and R1BCS based sparse perceptron learning from correlated
patterns generated from a Glauber dynamics at zero temperature with a synchronous and with an asynchronous
perceptron update rule in the presence of label noise, with η = 0.9 and damping factor equal to 0.999 in the case of
EP. (b) Estimate of the parameter η of the theta mixture pseudoprior resulting from perceptron learning from the
same patterns with label noise. The true unknown value of η is 0.9. Both in (a) and (b), N = 128 and ρ = 0.25.
patterns and with the correlated patterns drawn from a multivariate normal distribution analyzed in section III B of
the paper. The estimate proves to be very accurate in the case of patterns generated with a synchronous update rule,
but is overestimated in the case where the patterns are generated using an asynchronous update rule, as shown in
table Vb.
IV. CONCLUSIONS
In this paper we have proposed an expectation propagation based strategy for efficient 1-bit compressed sensing
reconstruction, whose computational complexity is dominated by a matrix inversion which requires O(N3) elementary
operations. We analyzed the behavior in the zero temperature case and assuming that the patterns are generated by
a teacher having the same structure as the student.
The performance of the algorithm has been extensively tested under several conditions. For i.i.d. patterns generated
by a Gaussian distribution of zero mean and unit variance, the algorithm performance are on par with two other state-
of-the art algorithms: 1-bit AMP [27], and grVAMP [30]. However, in the correlated pattern case, where 1bitAMP
fails to converge, EP outperforms grVAMP both in terms of accuracy and specificity. Moreover, both in the i.i.d. and
correlated case, EP is able to learn with remarkable accuracy the density ρ of the weights of the teacher during the
retrieval task. This feature of EP puts it at an advantage over other algorithms for 1-bit compressed sensing which
require that the dilution level is known and provided among their inputs.
We then tested the robustness of EP reconstruction against noise. To do so, we mislabeled a fraction (1− η) of the
examples. As both 1-bit AMP and grVAMP, at least in their standard implementation, are not able to cope with noise,
we compared EP with the R1BCS algorithm [35] for 1-bit compressed sensing with sign-flip. Again, as in the noiseless
case discussed above, we first considered the i.i.d pattern case and then the correlated pattern case. Although the
ROC curves and the sensitivity plots associated with EP were systematically lower than the ones related to R1BCS in
terms of true positive rate, the fact that the relative difference between the areas under the curves (AUC) for the two
algorithms never exceeded 6% both when considering i.i.d. patterns and when considering correlated patterns allows
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to conclude that the variable selection properties displayed by the two algorithms are not very different. Analogously
to the estimation of the density parameter when learning the weights from noiseless examples, by including in the
algorithm a simple optimization strategy consisting in one step of gradient descent on the EP free energy at each
iteration EP was able to successfully retrieve the noise level affecting the labels.
It is perhaps worth noticing that if we concentrate on the variable selection performance of the algorithm in terms
of the posterior probability for weight wi of being non zero, rather than using the absolute value of its mean as a
predictor, then the accuracy of EP in selecting the most relevant weights becomes comparable and in some cases even
better than R1BCS, especially in selecting the most relevant weights as shown in Fig. 4b. In other terms, EP seems
to be marginally better than R1BCS in terms of predicting the most relevant variables. One important limitation of
R1BCS in comparison with EP, is the computational complexity: as discussed in the introduction, the computational
complexity of EP is O(N3) (at least in the zero temperature case), whereas R1BCS scales as O(max(N3,M3))
Therefore, from a computational point of view, EP turns out to be especially advantageous in the large α regime as
shown in table IV.
Finally, we explored a more realistic scenario for “temporally” correlated patterns generated by a recurrent network
of N randomly diluted perceptrons both in the case of synchronous and asynchronous update schemes. First, we
compared the performance of EP and grVAMP in the noiseless case. The first striking observation is the poor
performance of grVAMP in terms of percentage of patterns for which the iterative strategy converges. While EP
converges basically on all presented set of patterns, the convergence rate drops to less than 20% for a large interval
of α values for grVAMP. EP in this regime shows a remarkable performance both in terms accuracy and sensitivity.
In the noisy case, we compared the performance of EP and R1BCS. The goodness of the estimation of the weights of
the teacher was not very different for the two learning algorithms both in the case of synchronously updated patterns
and in the case of asynchronously updated one. However, in the α > 2 regime, the time required for training the
perceptrons was significantly larger in the case of R1BCS than in the case of EP.
Taken together this results show that EP is a competitive algorithmic scheme with very good variable selection
properties, particularly when one cannot rely on the statistical independence of the entries of the pattern matrix. An
important point of strength of the algorithm is the possibility to infer online the optimal dilution of the problem using
a maximum likelihood data-driven iterative strategy, whereas, for most competitive strategies, the dilution is a fixed
parameter to set on the basis of some prior knowledge about the problem. In addition, we have shown that the same
maximum likelihood online strategy can be used to learn the consistency level of the labels when they are affected
by noise. As for the limitations of EP, the main disadvantage is given by its cubic computational complexity, which
makes it slower as compared with algorithms such as 1-bit AMP and implementations of generalized VAMP, where
the complexity is quadratic. Furthermore, we found that, while EP was able to deal with the task of learning from
noisy examples, a not too large level of noise was needed in order for the algorithm to learn the target classification
rule with an acceptable accuracy.
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Appendix A: Finite temperature formulation of Expectation Propagation
We here recall the finite temperature EP scheme used in [39] and state the update equations for the sparse perceptron
learning problem.
In this case, the posterior distribution is given by:
P (h) =
1
ZP
e−
β
2 h
TE−1h
N∏
i=1
Γi(hi)
N+M∏
τ=N+1
Λτ (hτ ), (A1)
where we recall that:
E−1 =
(
XTσXσ −XTσ
−Xσ I
)
, (A2)
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As in the previous section, we introduce Gaussian approximating factors (14) and write a fully Gaussian approxi-
mation of the posterior distribution (A1):
Q(h) =
1
ZQ
e−
β
2 h
TE−1h
∏
i∈W
φ(hi; ai, di)
∏
τ∈Y
φ(hτ ; aτ , dτ ) =
=
1
ZQ
exp
(
−1
2
(h− h¯)TΣ−1(h− h¯)
)
.
(A3)
The covariance matrix Σ and the mean h¯ in Eq. (A3) are given, respectively, by:
Σ−1 = βE−1 + D, (A4)
and by:
h¯ = ΣDa. (A5)
Moreover, we define the tilted distributions Q(i) for all i = 1, . . . , N +M as:
Q(i)(h) =
1
ZQ
e−
β
2 h
TE−1hψi(hi)
∏
k 6=i
φ(hk; ak, dk) =
=
1
ZQ(i)
ψi(hi) exp
(
−1
2
(h− h¯(i))T
(
Σ(i)
)−1
(h− h¯(i))
)
,
(A6)
where ψi = Γ if i ∈W and ψi = Λ if i ∈ Y .
As in the previous section, the EP update equations for the means ai and for the variances di are obtained by
imposing the matching of the first and second moments of each variable hi w.r.t. the tilted marginal distributions
Q(i)(hi) and the fully approximated marginal distributions Q(hi):
〈hi〉Q = 〈hi〉Q(i) , 〈h2i 〉Q = 〈h2i 〉Q(i) , (A7)
which leads, again, to Eq. (26) and to Eq. (27).
Appendix B: EP free energy for the diluted perceptron problem
Let us recall the definition of the EP free energy for a system with N +M variables:
FEP = (N +M − 1) logZQ −
N+M∑
k=1
logZQ(k) , (B1)
where:
logZQ =
N +M
2
log (2pi) +
1
2
log(det Σ), (B2)
and the expression of logZQ(k) depends on the type of prior considered. If k = 1, ..., N , the prior is a spike-and-slab
and one has:
logZQ(k) = log
(
(1− ρ) 1√
2piΣk
e
− µ
2
k
2Σk +
ρ√
2pi
√
λ
1 + λΣk
e
− 12
λµ2k
1+λΣk
)
, k = 1, ..., N (B3)
For the remaining variables, the expression of ZQ(k) either reads:
ZQ(k) =
√
piΣk
2
(
1 + erf
(
µk√
2Σk
))
, k = N + 1, ..., N +M (B4)
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if Λ(hk) = Θ(hk), or it reads:
ZQ(k) =
√
piΣk
2
[
η
2
erfc
(
− µk√
2Σk
)
+
1− η
2
erfc
(
µk√
2Σk
)]
=
=
√
piΣk
2
[
1
2
+
(
η − 1
2
)
erf
(
µk√
2Σk
)]
, k = N + 1, ..., N +M,
(B5)
if Λ(hk) = ηΘ(hk) + (1− η)Θ(−hk).
As a consequence, when Λ(hk) = Θ(hk), the EP free energy of the problem is given by:
FEP = (N +M − 1)
(
N +M
2
log (2pi) +
1
2
log(det Σ)
)
−
−
N∑
k=1
log
(
(1− ρ) 1√
2piΣk
e
− µ
2
k
2Σk +
ρ√
2pi
√
λ
1 + λΣk
e
− 12
λµ2k
1+λΣk
)
− M
2
log (pi/2)− 1
2
N+M∑
k=N+1
log Σk −
N+M∑
k=N+1
log
(
1 + erf
(
µk√
2Σk
))
,
(B6)
whereas, when Λ(hk) = ηΘ(hk) + (1− η)Θ(−hk), it is given by:
FEP = (N +M − 1)
(
N +M
2
log (2pi) +
1
2
log(det Σ)
)
−
−
N∑
k=1
log
(
(1− ρ) 1√
2piΣk
e
− µ
2
k
2Σk +
ρ√
2pi
√
λ
1 + λΣk
e
− 12
λµ2k
1+λΣk
)
− M
2
log (pi/2)− 1
2
N+M∑
k=N+1
log Σk −
N+M∑
k=N+1
log
(
1
2
+
(
η − 1
2
)
erf
(
µk√
2Σk
))
.
(B7)
As a practical remark, an efficient way to compute FEP numerically involves using the Cholesky decomposition of
the covariance matrix in log(det Σ), that is Σ = LLT , where L is a lower triangular matrix with real positive diagonal
entries Lkk for all k = 1, . . . , N + M . Then, the log determinant contribution to the EP free energy is efficiently
computed as log(det Σ) = 2
∑N+M
k=1 log(Lkk).
Appendix C: Learning the density level of the weights of the teacher and the noise on the labels
The parameters of the prior distributions, such as the density ρ of the weights of the teacher signal and the fraction
η of labels fulfilling the consistency constraints, can be iteratively learned by the student perceptron by minimizing
the free energy associated with the EP algorithm. We follow the reasoning laid out in reference [42], which we here
recall and adapt to the sparse perceptron learning problem.
Let θ denote the set of parameters of the prior distribution Pθ(h). For example, the density ρ appears in the
prior distribution in the factors Γ(wi), for i = 1, . . . , N , whereas the consistency level η of the labels appears in the
factors Λ in the noisy case. Such parameters can be estimated by the student perceptron by maximizing the following
likelihood function:
P (σ1, . . . , σM |θ,x1, . . . ,xM ) =
∫
dhP (σ1, . . . , σM ,h|θ,x1, . . . ,xM ) =
∫
dhP (Xσ|h,x1, . . . ,xM )P (h|θ) =
=
∫
dhP (Xσ|h,x1, . . . ,xM )P (h1, . . . , hN |ρ, λ)P (hN+1, . . . , hN+M |η) = Z(θ),
(C1)
which is nothing but the normalization of the posterior distribution in Eq. (11).
It is possible to associate a free energy to the partition function (C1) by using the definition F = − logZ(θ). When
EP reaches its fixed point, F is approximated by the EP free energy (B1) and the student perceptron can attempt to
minimize the latter via gradient descent:
θ
(t+1)
j = θ
(t)
j − δθj
∂FEP
∂θj
, (C2)
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where t denotes the current iteration, θj denotes the j-th component of the parameter vector θ and δθj is its
corresponding learning rate, which was taken equal to 10−5 in our numerical experiments both when learning ρ
and when learning η.
Notice that, while the only contributions to FEP depending explicitly on the parameters θ of the prior are given
by the terms FQ(k) , k = 1, . . . , N , the components of the gradient include other terms as well. However, these terms
depend on the derivatives of the free energy with respect to the cavity parameters, which vanish at the EP fixed
point. The optimization strategy we employ consists in iteratively alternating an EP update step at fixed prior
parameters and an update of θ performed via gradient descent at fixed EP parameters, similarly to an expectation
maximization (EM) scheme, where the optimization over the EP parameters corresponds to the expectation step
and the minimization of the free energy with respect to θ corresponds to the maximization step. A ‘proper’ EM
procedure would also be possible and would involve alternating a complete EP estimation of the approximating
posterior distributions at fixed prior parameters until convergence is reached (E-step) and a maximum likelihood
update of the prior parameters (M-step). The fact that we employ an alternating minimization procedure of this kind
allows to only consider the explicit dependence of the free energy on the prior parameters. In particular, we have that
∂FEP /∂ρ in Eq. (C2) reads:
∂FEP
∂ρ
=
N∑
k=1
1√
2piΣk
e
− µ
2
k
2Σk − 1√
2pi(λ+Σk)
e
− 12
µ2k
λ+Σk
(1− ρ) 1√
2piΣk
e
− µ
2
k
2Σk + ρ√
2pi(λ+Σk)
e
− 12
µ2
k
λ+Σk
. (C3)
Moreover, as highlighted in [42], the second derivative with respect to ρ is strictly positive if λ > 0, which guarantees
the uniqueness of the value of the density value that minimizes FEP , provided that the EP parameters µk and Σk are
fixed for all k = 1, . . . , N .
The same line of reasoning applies to the estimation of the parameter η. In this case, the only contributions to
FEP where η appears are the terms FQ(k) , k = N + 1, ..., N +M , and by taking the derivative w.r.t. η one obtains:
∂FEP
∂η
=
N+M∑
k=N+1
−2erf
(
µk√
2Σk
)
1 + (2η − 1)erf
(
µk√
2Σk
) . (C4)
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