In order to continue to study the consistency correction of the judgment matrix, we studied the relationship between the inconsistency of the judgment matrix and the perturbation matrix, proposed the concept of the perturbation deviation matrix. Then two new methods for the consistency correction of the judgment matrix are presented based on the convex combination of perturbation deviation matrix. Finally, the new methods were validated by examples and compared with the traditional AHP method.
Introduction
The Analytic Hierarchy Process (AHP) [1] has been widely applied as a qualitative and quantitative decision-making tool. A successful decision on making process requires the judgment matrix to be consistent. If a judgment matrix fails to fulfill the requirements of consistency, then the weight obtained from the judgment matrix can not be utilized as the basis for making decision. In that case, certain adjustments on the matrix will be further required; therefore, the problem of consistency correction becomes an important research content in the AHP. With the presentation of AHP, there have been rich literature focusing on the consistency correction research. Ma and Xu [2] proposed a weighted arithmetic mean correction method and two criteria for correction validity. Xu and Wei [3] proposed a weighted geometric mean method. The weighted arithmetic mean and weighted geometric mean method were analyzed and compared in [4] . Xu [5] proposed a weighted arithmetic mean and weighted geometric mean method by analyzing the maximum deviation in the judgment matrix. Some authors proposed the vector correction method and perturbation matrix correction method [6] [7] [8] [9] . The consistency of the judgment matrix, the fuzzy judgment matrix and the intuitionistic fuzzy judgment matrix are rectified by the deviation matrix and the vector method [10] . Based on the accelerated genetic algorithm, two kinds of NLP model correction methods were proposed in [11] . Bayesian correction method, Hadamard product induced bias matrix (HPIBM) method and the graph theory correction method were proposed in [12] [13] . We have proposed a new algorithm for the consistency test of judgment matrix based on probabilistic statistics and hypothesis testing [14] . Based on the said literature, two new methods for the consistency correction of the judgment matrix based on the convex combination of perturbation deviation matrix are presented hereof to further verify the new methods and make comparison with the traditional AHP. 
Preliminaries
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Theorem 2.2 [9] Let inconsistency judgment matrix A be rectified as
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is used as the correction result of the element in the original matrix [9] .However, considering there are too many elements for each correction in [9] ,it is difficult to maintain the information in the original matrix. In this paper, we propose a consistency correction method, which is easy to maintain the information in the original matrix. Let ) ( ij a A = be an n n × judgment matrix, k be the number of iterative times, and the specific steps are as follow:
Step 1: Let 
Step 3: If , and return to Step 2.
Step 6: Output
, in which, refers to the correction matrix and refers to the vector of priorities.
Step 7: End. The two criteria for measuring the proximity of the original matrix to the correction matrix are given in [2] ,as follows:
Usually we think that the smaller the value of
is, the more information will be retained from the original matrix and the better correction will be achieved.
Case analysis
This paper chooses the Matrix A in [2] and rectifies it according to the above two methods, as follows: 
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By contrast, it is found that the value of 
Conclusion
In this paper, we studied the relationship between the perturbation matrix and the judgment matrix inconsistency, proposed two new methods of consistency correction based on the theory of perturbation deviation matrix. The element to be rectified are determined by the size of the disturbance element in the perturbation matrix and the size of the cosine between the vectors. Two new methods have been verified by the satisfied results.
