This paper describes the implementation and resulting accuracy of an economical voiceband signal classifier developed for use in the public switched telephone network. Companded digital signals are extracted from a 1.544 Mbps T1 digital trunk and then classified into either silence or twelve other active categories including speech, four classes of data modem, three classes of fax, random binary data, fax signalling, ringback signal, and dual tone multifrequency (DTMF) digits. The classifier first derives from the baseband signal in each channel the central second-order moment and the first ten lags of the autocorrelation sequence, all normalized with respect to average power. Avoiding demodulation and Fourier transform steps in the classification process permits linear and quadratic discriminant functions to be computed in real time for all 24 T1 channels. Classification accuracies are reported for statistically optimal linear discriminant functions over classification intervals ranging from 31.5 to 256.5 ms. Also given are the greater accuracies achievable using statistically optimal quadratic discriminant functions and an automatically trained decision tree known as an adaptive logic network (ALN).
INTRODUCTION
Voiceband signal classifiers are required by telephone operating companies (telcos) for several reasons. To effectively provision a network with appropriate transmission and switching resources, it is important for a telco to have an accurate picture of the nature of the traffic that is being carried by the network. Different signal types-such as voice, fax, modem and native binary data-can often be handled differently to achieve greater efficiencies. nals can be compressed aggressively to save transmission bandwidth whereas medium speed (< 9600 bps) fax and modem are only slightly compressible. Highspeed modem is typically incompressible if demodulation and recovery of the encoded binary signal is not possible. Native binary data may be compressible with standard source coding methods [l] . Using signal classification technology, bursty data traffic can potentially be recognized and then diverted out of the circuit switched voice network onto an alternative packet-switched data network to obtain the bandwidth efficiencies of statistical multiplexing. Signal classifiers are useful for identifying traffic patterns and then perhaps, through differential billing rates, encouraging the use of otherwise underutilized network resources during nonpeak times. Finally, signal classifiers give telcos the option of monitoring compliance with differential billing rates.
Several voiceband signal classification methods have already been proposed in the literature. Yatsuzuka
[2], Roberge et al. [3] , and Kobatake et al. [4] address the simpler problem of discriminating between voice and nonvoice traffic. Benvenuto [5, 61, Hipp [7] , and Mammone et al. [SI consider the problem of discriminating between various voiceband data signal types. The algorithms used in our prototype classifier use algorithms from [9, 101 that were improvements over the techniques proposed by Benvenuto in [ll, 121. The resulting algorithms classify a broader set of voiceband signals, require less real-time computation, and have low misclassification rates by exploiting statistically optimal discriminant functions.
In our problem definition we assume that the classifier is not informed of call boundaries and that only one signal direction is observable. We do not exploit out-of-band signalling information that may be present in the network. We also assume that channels are not monitored full-time; this precludes exploiting knowledge of initial handshaking sequences commodity hardware. [14] , Tellabs' Digital Channel Occupancy Analyzer [15] , and MPR Teltech Ltd.'s Service Discrimination Unit [16] . These units appear to exploit call set-up signaling to aid classification and/or use computationally expensive spectral analysis techniques. Another practical goal of our project was to develop a classifier with accuracies comparable with or superior to those of the commercial units, using only inexpensive
THE CLASSIFICATION METHOD
The classification method that was implemented relies on two properties: (1) that the autocorrelation of a signal segment is the Fourier transform of the power spectral density (PSD) function [l] ; and (2) that most of the useful signal information in the autocorrelation sequence is present in the low-order lags. Thus many digital signals can be accurately and efficiently classified by observing the values of only a small number of low order lags of the discrete autocorrelation sequence [lo] . This classification method, although apparently quite powerful, has the following limitation: signals that have identical PSDs will not be distinguishable. Signal classes 0 to 9 in Table 1 were defined as a result of simulation experiments reported in [lo] . We augmented the set of classes with classes 10 through 12, where class 12 includes all twelve DTMF signals produced by a standard keypad. Figure 1 illustrates the structure of the algorithm that is used to process incoming pulse coded modulation (PCM) samples that have been demultiplexed from a T1. New PCM codes arrive from each of 24 channels at a rate of 8000 Hz. The following algorithm is applied in parallel to all 24 data streams: The linearizing step reverses the p-law companding that is used in North American digital telephone systems. Linearized samples are shown in the figure as being segmented; in fact this is a simplification over the actual implementation, which receives samples in batches of 12 and then stores them temporarily in a circular buffer so that they can be processed intermittently by another process. Conceptually, however, the algorithm can be viewed as operating on segments of samples of some adjustable length corresponding to the desired classification interval. The next step is to determine the values of several normalized features from the time sequence of signal samples. The average signal power (lag 0) must be computed since it is used to normalize the feature values. The first feature is the central second-order moment of the baseband signal, which gives a measure of the scatter of the amplitudes of the samples. This feature is useful €or distinguishing speech from data signals. The remaining features are lags 1 through 10 of the autocorrelation sequence.
The final step in the classification method is to use the normalized signal features to compute the values of linear and quadratic discriminant functions. As mentioned earlier, these discriminant functions are calculated in an earlier training phase using standard regression algorithms [17, 181 . If the signal power is determined to be below a predetermined threshold then the outputs of the discriminant functions are ignored and the signal is classified as silence (class 0). If the signal power exceeds the threshold then a decision rule is used to combine the values of the discriminant functions to yield a final classification decision is provided that shows the classes of the 24 channels as they evolve over time. Query commands allow the user to retrieve and display call statistics from the database.
FIELD TRIAL RESULTS
(classes 1-12). Table 2 summarizes the classifier's performance using test data that was switched through a public network and collected at a maintenance monitoring point. Equal-sized training sets and evaluation sets were used to obtain the accuracies off line. Classes 11 and 12 were provided with 92 and 192 feature vectors in each data set; all other classes were represented using from 459 to 14000 vectors. Using linear discriminant functions the classification accuracy approached 100% for seven of the twelve signal classes. Class 3 (V.34) and class 8 (speech) caused the most trouble, likely due to the greater variability in their PSDs. Note that our test signals for class 3 included V.34 modem operating over the full range of possible carrier frequencies, symbol rates and bit rates. Accuracy decreased for several classes as the classification interval was reduced from 2052 to 252 samples.
IMPLEMENTATION
The accuracies generally improved when either a quadratic discriminant function or a trained adaptive logic network (ALN) decision tree was used (ALN software was provided by Dendronic Decisions Ltd., Edmonton, AB). Apparently the variability of the PSD of V.34 modem caused problems for the quadratic function (though the most common operating mode of V.34 was recognized with close to 100% accuracy). The less common V.34 modes tended to be confused with classes 4 and 5, which are also high speed data signals. Interestingly the ALN did not have trouble recognizing the different possible modes of V.34. In fact, ALN accuracy fell below 98% only for speech (class 8 was misclassified mainly as class 7 or 9). By combining quadratic functions with an ALN we expect that classifier accuracy will reach very close to Classification accuracy is unavoidably diminished when a segment contains a mixture of two signal types (interestingly, such mixed signal intervals tend to be classified as speech). Such situations are minimized by shortening the segment size; however this strategy will reduce the basic classification accuracy. Voice signals pose a challenge due to the essentially simplex nature of human conversation. A classifier must be able to "ride out" the silent intervals within one direction of a speech signal. This problem can be lessened by adjusting the power threshold and by providing hysteresis in the classifier's decisions with respect to speech.
. CONCLUSIONS
In this paper we described a prototype voiceband signal classifier designed to be used in the context of the public switched telephone network. The classifier is able to accurately classify all 24 channels of a T1, at least four times per second, into either silence or one of twelve active signal classes. Classification accuracy is not reduced appreciably by common line impairments such as echoes, envelope delay distortion, and amplitude distortion [lo] . The low complexity of the classification algorithms allows them to be implemented using relatively low cost PC-based hardware. Although size and cost reduction were not priorities in our study, there is clearly much scope for improvements in these directions. By using more powerful DSPs it should be quite possible to extend the basic classifier architecture to handle faster telecommunications signals such as a T3.
A priority for future work is to compare the performance of our classifier with that of commercial units. It is also of interest to extend the classifier's capabilities to more signal types. For example, the five different possible bit rates in V.32bis might be resolvable using the technique described in [20] . Finally, different subclasses of the native binary signal class (class 9) might be resolvable if the classifier were provided with the ability to recognize data packet protocols and to decode packet header fields.
