I. INTRODUCTION
A long-term center goal at NASA's John C. Stennis Space Center (SSC) is the formulation and implementation of a framework for an Intelligent Rocket Test Facility (IRTF).
The IRTF is to provide reliable, high-confidence measurements from a variety of propulsion test articles. Specific objectives include: ( I ) Definition of a framework and architecture that supports implementation of highly autonomous methodologies founded on basic physical principles and embedded knowledge. (2) Inclusion of smart sensors. (3) Modeling of processes and other system elements. (4) Development of appropriate communications protocols to enable complex interactions to support timely and high-quality flow of information among the system elements. (5) Development and validation of lab-scale prototypes of key system elements. Though our application is next-generation rocket test facilities, applications for the approach are much wider and include monitoring of shuttle launch operations, air and spacecrat't operations and health monitoring, and other large-scale industrial system operations such as found in processing and manufacturing plants.
Elements o f a prototype IRTF have been implemented. An early objective was development of distrihuted smart sensor elements in a knowledgeware environment. Prcliminary results provide the basis for advanced development and validation using rocket test stand hcilities at SSC. We have I The opinions expressed herein are those of the authors and arc not to construed as those of NASA.
identified issues important to further development of complex networks, which should be of interest to others working with smart sensors and intelligent health management systems.
Evolution of aerospace systems toward complex structures with distributed intelligence can improve performance, further safety, and enhance quality. while offering improved cost-benefits. SSC has been actively pursuing ways to manage the complexity and improve the quality and cost of testing rocket engines. Engine test articles include the Space Shuttle Main Engine (SSME) and a range of engine development programs for future space flight. Using rocket engine testing as the model for autonomous systems makes sense for two reasons: ( I ) Rocket test facilities are essentially complete propulsion systems. Even when testing only components, the test facility assumes the role of missing engine subsystems. Developing autonomous systems in support of ground-based testing will have direct application to flight propulsion systems [I] . (2) Stennis Space Center is focused on delivering high-quality data to its propulsion test customers. Data must k accurate and have high integrity, while maintaining safe operation and providing timely services at reasonable costs. Autonomous system development that improves quality of data while improving safety and cost-effectivcness also has application to a wide spectrum of aerospace applications. Such techniques are also important to a broad range of commercial interests including nondestructive testing, power generation, Ferrari. et al. [6] , describe: development of smart sensors. In particular, these and other reported smilrt sensors use a variety of common communication protocols such as I?, SPI, and Internet-based communication.
In our work, we have adopted a generalized model of the IEEE 1451 smart sensor as shown in Fig. I . A transducer is supported hy a smart transducer intcrl-ace model (STIM), which in turn communicates with a network-capable application processor (NCAP) over a transducer-independent interfke (TU). STIM and NCAP, we have chosen to assign the functionality of the transducer electronic data sheet (TEDS)
to the NCAP to simplify development time. Similarly, we have adopted variations of the other elements (STIM, TII, NCAP) in our prototype system in order to provide near-term development and tcst Ilexibility. Future development will be redirected to transform our smart sensor architecture to be compliant with the IEEE 1451 standards.
Others 
APPROACH
The earliest definition of our proposed architecture consists of three major elements as shown in Fig. 2 . One or more shared networks allow all elements to cooperate in order to perform the intended system function, which in turn is composed of a collection of processes. Each process is made up of a collection of sensors, actuators, and other primitive components. In order for this simplified approach to be meaningful, a numbzr of knowledge elements must be linked. That is, each entity-sensor, process, and system+onsists of a series of databases, which contain all pertinent information. In turn, these must be linked so that appropriate data can he exchanged and to supporl learning and adaptation as the system continues to evolve. For example, in the case of smart sensors, their associated database must contain the transducer clcctronic data sheet (TEDS) elements such as manufacturer, calibration coefficients, etc. In addition, there must also be components describing health conditions and metrics for each type of transducer and for the types of application environments. This aspect is considered further in a later section. A second database would need to contain descriptions of the sensors that are associated with each process. Note that sensors and actuators can be shared between multiple processes-.g., a flow sensor on a pipe between a storage tank and a test article could be both a member of the process controlling tank flow and the process controlling the infeed to the test article. Finally, a third database captures the higherlevel knowledge required to organize the information across the entire system. Fig. 3 elaborates the model cmphasizing the knowledge bases that support each element of the hierarchy and the relationships between them. A key feature of the IRTF is the evaluation of condition for all elements performed hoth autonomously and using feedback from other higher-order elements. 
DISCUSSION

A. Prototype IRTF
The key component of our prototype IRTF is Gensym's G2 software [9] , which is an expert system development environment designed to handle complex intelligent systems. G2 supports development of layered system behaviors analogous to the hierarchical autonomous architecture we seek to develop. We have developed a novel G2 framework that integrates system, processes, and smart sensors as shown i n Fig. 4 . An important attribute of the G2 development is the support for object-oriented components. Thus, common elements such as dit'ferent smart sensors can be instantiated as a class and then new m e m k r s inherit common attributes. This simplifies development and promises re-use by exchanging such models with other developers.
An important feature is the G2 gateway services that better support key performance issues. There are gateways for Internet-based smart sensors, file servers, and other application programs such as Matlab [IO]. In particular, many condition evaluation algorithms involve large data structurcs and require complex analyscs--e.g., FFI-and Wavelettransforms. Imposing these computational burdens on the G2 host results in throughput problems; we have addressed this problem by distributing certain analysis tasks to additional nodes.
Another result is the development of smart sensor cores based on an Ethernet core microcontroller [ I l l with interfaces for I'C, SPI, RS-232, and iButtons [ 121 to support a spectrum of Sensor types and features. A novel addition to the smart sensor NCAP and TEDS functionality is the addition of health-related information at the sensor. This provides a means for tagging condition parameters onto the data stream. In aggregate, we term this the "health electronic data sheet" (HEDS), which is analogous to and an extension of TEDS.
B. Heulth condition monitoring
Sensor failurc models needed to be devcloped. To accomplish this, we accessed the large body of sensor failures captured as part of routine discrepancy reports (DRs) that are triggered by any system anomaly. This very complete database represents many years of experience on every major test stand in the SSC inventory. Table 1 summarizes some of the common sensor failures that have been identitied.
A second issue occurs because the health condition needs to be correlated to the state of the system. That is, m y given fault condition is likely to he modified by the current state of the system. For examplc, the rise-time and fall-time parameters are strongly dependent on system state. A sample sensor variable can illustrate this point: If the system is in an "idle" state, it is likely to be in a long-term steady-state condition in which most measurements variables will 
