Abstract: Educational discussion boards are growing in use as they help students share knowledge and doubts in a working/studying environment. Although these interactive tools are highly effective in learning environments, their usability by blind students is very poor. In this paper we develop techniques to improve accessibility of educational content for students who are blind. Threads of messages in discussion boards evolve with new postings, thus just by investigating the subject headings or contents of earlier postings in a message thread, students may not be able to guess the contents of the postings deeper in the hierarchy. In order to overcome the navigation obstacle for users, it is essential to develop techniques that help identify how the content of a discussion board grows. We develop a technique to organise messages in a message board, by automatically classifying and annotating postings to guide users through discussion segments relevant to their navigational goals.
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Introduction
Many organisations (such as companies, universities, schools, e-learning societies) are developing online tools to enable their users share and exchange information. One of the most important tools in this category is the discussion board, where users can post messages to ask a question, to provide answers to other' questions, or to post an announcement ( Figure 1 ). In general, it is very common for discussion boards to contain postings about several different topics at the same time (within a single thread or across multiple threads) and it is difficult for a user who is blind to locate a posting relevant to her task. Suppose a user who is blind wants to know if anybody knows the answer to a specific question or can provide suggestions about a specific topic. It would be very convenient for the user, if the system could assist by providing her with a list of postings matching her interests (based on the criteria she gave), without making her scan the entire board. With the aim of reducing the navigational load of blind students, we are developing a software interface, called iCare-Assistant, which provides context-and task-dependent navigational guidance when accessing online educational materials that are already available for the use of sighted students. iCare-Assistant provides a transparent interface between an existing educational system (such as Blackboard, a commercial educational software (http://www.blackboard.com)) and the blind student, and adds context and keyword-based navigation (query) facilities to locate the desired information with a few interactions only, reducing the navigational load in accessing information. State-of-the-art browser-based interfaces and existing navigational helps, such as site maps and visual cues, alleviate this load for only sighted users and are generally not applicable to dynamically growing content. Instead, we employ transparent guidance and dynamic adaptation techniques (Donderler et al., 2003 (Donderler et al., , 2004 in iCare-Assistant to help students without sight. Such dynamic adaptation and guidance require an understanding of the inherent, yet implicit, structures of the content at the educational websites.
Text mining techniques (Cohen, 1996; Liu et al., 2003) have been successfully developed and applied in many business intelligence applications. Discussion records, however, cannot fully benefit from these techniques, because of their subtle, often implicit, dependencies upon each other. It is often the case that an individual posting carries a very limited amount of information (which makes text mining techniques of very little use on such postings), whereas a collection of interrelated postings in the discussion board forms a context, which carries more information, if properly identified. Moreover, standard text mining techniques and indexing solutions do not apply to message boards since the collections of messages are highly dynamic. The challenge, in this case, is the discovery and organisation of such information possibly coming from different messages, given the fact that:
• several different topics can be discussed in a single message, whose title/subject is not necessarily required to match the message content
• different aspects of the same topic may be found in various postings.
Contributions of this paper
In this paper, we address the problem of knowledge discovery and presentation from message-boards. More specifically, we focus on the challenges associated with accessing educational discussion boards, i.e., discussion boards used by teachers, assistants, and students, to exchange information. We concentrate on the problems of classifying the posted messages and discovering different relationships among messages posted on the board. Based on the resulting classification, appropriate indexing techniques can be developed to improve the information accessibility. In particular, we develop techniques to improve accessibility for students who are blind, and therefore cannot benefit from the visual help offered by well engineered websites. The logical organisation of the messages is described by means of a labelled tree, whose nodes are associated to the postings and whose labelled edges characterise the different inter-dependency relations existing between messages. The labelling of the messages is realised by means of a rule-based system (JESS), which associates (possibly multiple) scores to the automatically extracted interdependency relations between pairs of messages. Among all possible labels for a given message, the ones with the highest score are chosen as the assigned classification for the message. One of the advantages of the use of a rule-based system is its dynamic adaptation to the board content: at any point in time, the arrival of new messages might fire previously inhibited rules and induce an appropriate revision/update of the classification for some message, on the basis of the newly added information.
The paper is organised as follows. In Section 2 we give a brief overview of the related work. In Section 3 we introduce the architecture of the navigation support module. Section 4 describes the method we use to represent the information associated to the messages, both content and metadata. The rule-based classification module is presented in Section 5. Section 6 presents usage strategies for the module, and Section 7 illustrates experimental results. Finally, Section 8 contains concluding remarks.
Related work
In this section, we present the related work in the domains of adaptive and assistive web and educational technologies, adaptive hypermedia, and message classification and indexing.
Accessible educational tools
Recently, there has been an increase in the internet-based delivery of course materials, even when courses themselves are delivered in classrooms. Blackboard (http://www.blackboard.com), for example, provides software and services to schools, colleges, universities, and other educational institutions. While it is involved in various accessibility related projects, such as Web Accessibility In Mind (WebAIM) and Standards For Accessible Learning Technologies (SALT), these attempts and projects do not directly address the issue of navigational overload posed on students. Instead, most current technologies aim to make a given single page accessible. Technologies commonly relied upon by the users with visual impairments include screen readers (JAWS, WindowEyes), screen magnifiers (Magnum, ProVi-sion32, ZoomText), voice recognition software, hypermedia-to-hypertext transformers (DragonNS, IBMViaVoice), and refreshable Braille displays (ALVA, PBraille).
Adaptive hypertext and hypermedia
Adaptive hypermedia relies on two different but complementary methods, namely adaptive presentation and adaptive navigation (Brusilovsky, 2001 ). Adaptive presentation is manipulation of content fragments in a hypertext document. Order of fragments can be changed, or fragments can be made invisible or less visible within a page. Adaptive navigation support, on the other hand, is the manipulation of links. Direct guidance, link sorting, link hiding, link annotation, link generation, and map adaptation are the techniques used. Detailed discussion of all these approaches, both for adaptive presentation and adaptive navigation support, can be found in Brusilovsky (1996 Brusilovsky ( , 2001 and Cavanaugh (2002) .
Page-accessibility research includes (Huang and Sundaresan, 2000; Mukherjee et al., 2004; Pontelli et al., 2002; Ramakrishnan et al., 2004; Takagi et al., 2002) . Takagi et al. (2002) focuses on segmentation and annotation of a given page based on accessible layouts manually predefined using an annotation editor. Huang and Sundaresan (2000) also transforms a given page to render it more accessible. In particular, the transformations may include splitting a single page into multiple units guided through an index. Pontelli et al. (2002) provides a contextual graph for navigation within the segments of a given page. Bookmarking and dialog-based navigation through page segments are supported in Mukherjee et al. (2004) and Ramakrishnan et al. (2004) . As opposed to these techniques, our goal is to provide navigational assistance through a dynamically (i.e., by multiple authors) generated and diversely (i.e., unpredictably) linked collection of information units, such as messages, course pages, and notes.
Researchers in the AI community have developed web navigation tour guides, such as Web Watcher. Web Watcher utilises user access patterns in a particular website to recommend users proper navigation paths for a given topic. Adaptive hyperbooks, such as KBS (Henze and Nejdl, 2000) , and guidance systems, like TANGOW (Carro et al., 1999) and ML Tutor (Smith and Blandford, 2003) , take into account tasks and user needs, profiles, and access patterns while adapting for learners. Hatzilygeroudis and Prentzas (2004) describes how intelligent tutoring systems can benefit from hybrid knowledge representation formalisms (neurules, which integrate symbolic rules with neural networks based approaches) in classifying users, giving pedagogical decisions, and adapting the teaching material. More specifically, rule conditions are assigned significance factors, while rules are assigned bias factors. Both of these are parameters in the computation of the activation value associated to the rule. In this paper, we also benefit from a rule-based system for achieving modular, incremental classification and annotation of educational material.
Classifying and indexing messages
The problem of classifying and indexing messages in a message board is strongly related to the one of classifying and indexing web documents or pages. One approach to organising web query results based on available web structure is topic distillation proposed in Bharat and Henzinger (1998) , Chakrabarti et al. (1998) and Kleinberg (1999) . These techniques organise topic spaces as a smaller set of hub and authoritative pages. However, they are usually general purpose and ignore the special hierarchical and dynamic structure of the web content, such as discussion boards. Unlike web documents, postings in discussion boards are in general much more heterogeneous and their informative content is not always structured and easily available. Thus, it is hard (or even impossible), in general, to extract keywords and detect a structure over the messages, and to make them accessible through search engines (Yang and Pedersen, 1997) . Furthermore, what users are usually looking for is a conceptual relationship (Candan and Li, 2002) among postings, such as 'an answer to', not just keywords. Unfortunately, postings do not embed in the text their explicit relationships with the others. Xi et al. (2004) creates a specialised ranking function for Usenet. This approach is based on metadata, such as prior knowledge about the message author or the depth of the message. Murakami et al. (2001) suggests a method to extract information from web discussion boards by summarising threads. To extract a thread summary, Murakami et al. (2001) uses quote and comment relationships, which indicate there are topic bindings between messages. Based on the relationships among fragments of text contained in the messages, authors compute distance values among quoted texts in messages. The goal is to relate the quoted parts of different postings to discover their mutual correlation. We expand on this idea and go beyond the simple comparison of quoted text (which, in some cases, does not even exist or does not contain enough informative content, since users are not necessarily required to use quotations) to capture a number of additional elements to recognise the relationships among the postings in a thread. Like Murakami et al. (2001) , we use a graph as the data structure to represent the available knowledge.
Another approach to classifying message board content has been presented in Aasheim and Koehler (2004) . The paper aims at identifying postings about the increase or decrease of a company's trading volume; therefore, there are only two interesting classes. This approach suggests the use of a formal representation of documents as linear combination of term vectors extracted from the entire corpus of postings. Each term is assigned a frequency and a weight. These are combined to compute a posting score to be used as a discriminator in classification. The intuition of using special terms for analysis is interesting, but the approach has three main limitations. First, each posting is evaluated in isolation from the others; second, the method relies on a set of 15 different parameters to evaluate every single posting, which makes it very complex in practice; and third, the method can not be generalised to other domains or purposes.
In Kim et al. (2005) , we focussed on the problem of "searching for special nodes -which are the entry points to new, general, or specific topics -within a single hierarchy of dynamically evolving web content", with the goal of using this information for segmenting message threads in discussions boards. The core of the approach is to first identify the boundaries of topics, by analysing the keyword vectors of the postings, and then segmenting the topics to discover specialisation/generalisation relationships between directed linked postings. In this paper, we build over this work by introducing an automated off-line system to highlight the topic boundaries and their internal organisation, based on additional structural aspects. In addition to the aspects considered in Kim et al. (2005) , we take into account the fact that, even if certain postings might be too short to have a large informative content (and to be characterised in terms of significant keyword vectors (Mladenic and Grobelnik, 1998) ), they might still carry information, if considered with respect to some other message. Also, a classification only based on specialisation/generalisation might not necessarily capture the conceptual organisation of the board.
Annotation support for navigational guidance
In our previous work, we explored web indexing and mining of web information units (Li et al., 2001a (Li et al., , 2001b , mining document associations (Candan and Li, 2000 , 2001 , structural mining of hierarchical content , and summarisation of websites (Candan and Li, 2002) , for sighted people. In Kim et al. (2005) , we built on our earlier work by developing segmentation techniques for discovering the topic evolution structures of dynamic and hierarchical web-content, such as discussion boards. In this paper, we extend these results and discuss the application of these techniques for adaptive navigation support to students without sight ( Figure 2 ).
Figure 2
Steps of the segmentation and annotation process. First the discussion hierarchy is segmented; then keywords are propagated among messages as well as segments to properly index each segment; finally, messages in segment are annotated to further help with navigation within and across segments
In this section, we introduce the annotation framework utilised in iCare-Assistant system. Most messages are too short to be meaningful by themselves, and therefore, they obtain their contexts from their parents and ancestors. Thus, the annotation framework integrates topic detection and segmentation mechanisms reported in Kim et al. (2005) as a subcomponent (Figure 2(a) ). Once the individual segments are identified, aggregate keyword vectors are computed for each segment. The segmentation step is followed by propagation of keywords in the specialisation/generalisation hierarchies to identify the most suitable keywords to index each segment ( • the first step, devoted to the statistical analysis of the text in postings, leads to the definition of the appropriate classification criteria
• a rule-based system assigns (multiple) classification labels to the messages as annotations.
When interacting with the system, the user then sees the annotated messages. Figure 3 represents this phase in greater detail:
• The Text Analysis module performs statistical analysis of the text of the postings in the message board to discover the patterns contained in the different postings.
The goal of the analysis is to extract a set of rules that can describe the general behaviour of the authors of the board (Figure 4 ).
This module organises the information on which the indexing will be based. First, a Crawler unit associates to every message in the board a message descriptor.
To do so, the Crawler
• connects to the web server, and fetches all the available messages
• it eliminates from them the formatting tags possibly appearing and the stop words, and it applies a stemming algorithm and
• finally, it creates the keyword vectors representing the messages.
A detailed description of the Crawler activity will be given in Section 4.1.
In this paper, we consider message boards of a university course discussion forum. In this context, based on the analysis of a few hundred messages, we identified various rules (which we will discuss in Section 5). Each rule is based on a different aspect of the analysed postings (e.g., words used, presence of HTML tagged terms, presence of URL links). The rules codifying the patterns extracted by the domain experts are further analysed with the goal of measuring their extent and validity. The result of this step is an assignment function, which associates to every rule a numeric value representing the degree of discrimination it carries.
• Once the vectors, surrogates of the messages, are available, the Classification module applies the rules, extracted in the previous step to classify the relationship among different postings, on the basis of their informative content. For this purpose, the postings are formalised as facts populating the working memory of the rule-based system. Nodes are labelled, based on their relationships with other nodes in their thread. Many different reasons may support the relationships between two messages. To take them into account, we associate to every node a list of pair-labels 〈tag, score〉; tag qualifies the type of relationship and score is a numeric value which represents the confidence associated to this tag. During the analysis, the labelling can dynamically change: the scores associated to different tags can be updated as the result of the application of the classification rules.
We represent the discussion board as a tree, in which the nodes represent the postings and the edges represent the relationship between them (Figure 1 ). The existence of an edge between any pairs of nodes represents the fact that the two messages are consecutive in a message thread.
Given the University course domain we are considering, this module associates with postings the following tags: Question, for postings containing one or more requests on a specific topic; Direct Answer, for postings that give a direct answer to any question that had been posted earlier; Indirect Answer, for suggestions on where to find the answer to a question; Announcement/Recommendation, for postings introducing an announcement, like a news on an event or providing recommendations. Finally, the label Other captures postings which have not been classified in any of the previous classes.
Note that the labels provided by the system can always be modified or re-enforced by a system administrator or the user. In our implementation, we do not provide an interface for end-users to choose their own labels.
• The last module of the architecture is the Message board indexing module. As a side effect of the classification process, a number of entry points are identified in the message board. These entry points will be the targets pointed by the corresponding topic in the index structure. Therefore, boundaries of the topics will be easily detected during navigation in the graph. Therefore, the navigation is more informed. In particular, it is reduced to a two-level access. First, the external index is used to access a specific topic through its entry point (for example a topic leading with an integrative course of Security, having as entry point a posting titled "An extension to the Security course program"). Then, following the tagged edges (manually or through a query to the system), the user will access the information of interest. In this section, we describe the module which extracts knowledge, in terms of both content and metadata information, from the messages available in the message board. After introducing the role of the Crawler, which associates message surrogates to the original postings, we introduce two techniques, the topic segmentation and the keyword propagation techniques, which we use to enrich the information associated to the message representatives, thus making it more complete, and then more suitable for our classification purposes.
Crawler module
The Crawler unit interfaces directly with the BlackBoard server. It accesses the available information, from which it extracts appropriate descriptors which will be enriched and extended by the next phase of content analysis, to become the input for the classifier module. For every message in the message board, the following steps are executed:
• Tag elimination. Formatting tags are removed from the text of the message, so that only the message text is maintained in the message surrogate.
• Stopwords elimination. Most frequently used terms (articles, prepositions, etc.) are eliminated, so that only terms which are relevant in the message are maintained. A complete list of stopwords for English language is available at the website http://adsabs.harvard.edu/absdoc/stopwords.html.
• Stemming. Morphological and inflectional suffixes are removed from terms. In our implementation we used the stemming algorithm developed by Porter (1980) .
• Keyword vector creation. For every message, a keyword vector is defined, containing all the terms filtered out by the previous steps.
• Keyword vector extension. For every message, an XML document is created. This document contains, in addition to the information available in the keyword vector, several meta-level data. These data will be relevant in the classification of the message, and include: a message identifier, a title, the subject of the message, the name of the author, the date, the length, in terms of number of words in the message, the number of question marks in the message, the quoted text possibly contained within the message, the list of semantically interesting terms, like the ones that characterise an immediate answer (e.g., yes, no, certainly, etc.), or the ones that characterise requests (e.g., what, where, when, etc.), and the description of hyperlinks possibly appearing in the message.
The XML document returned by the keyword vector extension step is the input for the next steps of the analysis and classification of the board.
Topic segmentation and keyword propagation
As we mentioned earlier, for improving the quality of the annotations, we rely on the message board segmentation techniques developed in Kim et al. (2005) . Here we give an overview of these techniques. Dynamic adaptation of the information space for navigation support requires an indexing system which can leverage the logical relationships between various contents, such as messages that refer to the same assignment within the same context. Messages, on the other hand, obtain their contexts from their parents and ancestors. As a discussion hierarchy grows through posting of new messages, its content and context will also evolve and possibly diverge from the original posting.
In freely (and arbitrarily) evolving message hierarchies in discussion boards, the challenge is not to identify how a document is authored, but to discover how the discussion topics have evolved and how they can be segmented to identify context (topic) boundaries to facilitate indexing, retrieval, ranking, and presentation of appropriate information units (or segments) to the user without sight. Thus, the segmentation problem within this context can be defined as searching for special nodes -which are the entry points to new, general, or specific topics -within a single hierarchy of dynamically evolving web content. Once the segmentation is achieved, as in Figure 2(a) , each segment can be independently indexed and users can be directed to the entry point of the most relevant segment to their current context.
To segment a single message chain we utilise a two-step approach to segmentation: we process the messages in a chain in a top-down manner, and to each message we apply the following steps.
Step 1: Identifying new topic boundaries First, we perform a low-granularity segmentation to identify whether the message is of an unrelated (new) topic (relative to the postings immediately before it in the same thread) or not. In a given thread of a discussion board, there is a natural tendency of maintaining the same topic across neighbouring messages, because most postings are replies to previous ones. Thus, a new node does not need to (and cannot) be compared to all its ancestors, but has to be compared to its immediate parent (or an immediate sequence of ancestors) as it is (they are) causally closest to the current node. However, when segmenting discussion threads, there are certain complications. First, consecutive messages of the same topic may be of different length, style, and content. Secondly, in many messaging systems, original postings are automatically included in replies as quotations; hence, unless quotations are used by the author in a way to strengthen the link between the original message and the reply, they may not highlight a common context.
Thus, keywords in quotations should be treated differently based on the relevance of the quotations as determined by their placement in the message; in general, quotations selectively used within the body of a message are more relevant than the quotations left (potentially forgotten) as a bulk at the end of a message. Once a keyword weight vector is computed for a message, a threshold on the cosine similarity between this vector and the keyword vector of the parent message (or the keyword vector representing the segment being computed so far) can be used to classify the input message as having a new topic or being of the same topic as that of the parent.
Step 2: Segmentation If a message is identified to be similar to the previous messages, a higher-granularity segmentation process, which tries to determine whether the message is more specific or more general than the previous messages, is carried out.
Indeed, even though a message may not diverge significantly from the initial theme, it may (a) focus on a specific aspect of the common theme or (b) take the discussion to a more general platform. Finding such boundaries is important because understanding when a discussion topic diverges helps both with indexing (by choosing the right keyword weights for the given segment) as well as guiding the user (without sight) to the most appropriate entry point within a discussion. Therefore, in this step, among the parent/child messages that are identified to be of the same topic, we detect specialisation and generalisation boundaries.
One way to think of generalisation and specialisation is in terms of constraints imposed by the keywords in messages. A message m 1 being more general than m 2 can be interpreted as m 1 being less constrained than m 2 by the keywords they contain. Let us consider two messages, m 1 and m 2 , where m 1 contains keywords, k a and k b , and m 2 only contains k a .
• If m 1 is said be more general than m 2 , then the additional keyword, k b of message m 1 must render m 1 less constrained than m 2 . Therefore, the content of m 1 can be interpreted as (k a ∨ k b ).
• If, on the other hand, m 1 is said be more specific than m 2 , then the additional keyword, k b must render m 1 more constrained than m 2 . Therefore, the content of m 1 can be interpreted as (k a ∧ k b ).
Note that, in the two-keyword space 〈k a , k b 〉, m 1 can be represented by a vector 
. Therefore, if m 1 is said to be more general than m 2 , the distance between m 1 and O should be greater than the distance between m 2 and O. This gives a way to measure and threshold the degrees of generalisation and specialisation of two messages. Thus, the two-step segmentation process described above is repeated in a top-down fashion, following each chain of the hierarchy independently . Indeed, two separate replies to a single message are independently created from each other, they can not be marked to be of the same topic unless they are independently identified to be of the same topic as that of their common parent.
Step 3: Propagation and indexing
Finally, each connected component of the tree, not split with segment boundaries, is marked as an atomic segment and indexed separately, while the specialisation and generalisation information is used to identify how keywords are inherited between ancestors and descendants. The common ancestor of all nodes in a given segment is identified as the entry point of the segment and used in guiding users.
Once the individual segments are identified, aggregate keyword vectors are computed for each segment (Figure 2(b) ). This step is followed by propagation of keywords in the specialisation/generalisation hierarchies to identify the most suitable keywords to index each segment.
The rule-based classification module
The goal of the context-sensitive message classification and annotation phase is to extract knowledge about the structural inter-dependencies among messages in such a way that the extracted information can be used for informed navigation or can be directly queried (and thus queries about, for example, the existence of the answer to a specific question can be issued and evaluated).
We aim at partitioning the messages in the board into five classes (Table 1) . To do so, we mimic the reasoning patterns adopted by human beings, when they try to classify the messages. A message m can be interesting because of a question it asks (Question message, Q), because it strongly confirms or denies some statement in the message it replies to (Direct Answer message, DA), because it can be seen as a pointer to a source where the answer to a previous question can be found (Indirect Answer message, IA), because of an event it talks about or a suggestion it provides (Announcement/Recommendation message). If no one of the above characterisations applies, it is simply classified as an Other message (O). It is important to note that even for human beings, the relevant class for a given inter-message relationships is not always uniquely determined. Consider, for example, a message containing the following sentence: "Did you look at the paper http://www.bibliosite/file.pdf?", which might come in reply to a help request. We could have good reasons (the syntactical form, with the question mark at the end of the sentence) to think of the message as a Question message. On the other hand, the question can be seen as an implicit way to give an advice: "in case of negative reply, please have a look at the recommended paper", which would support the classification of the message as an Announcement/Recommendation message. Such potential multiple classifications of relationships is one of the motivations for the choice of a rule-based system as the core of our architecture. Rules allow to assign the same pair to multiple classes, with different confidence for distinct classes, and to dynamically adapt the confidence values to take into account the information available at any future point in time. The representative classes for a pair will be the ones with the highest confidence. The core of the approach consists of an inferential engine working on a rule-based system. In rule-based systems, the reasoning mechanisms typically adopted by human domain experts are coded in a set of if-then-statements, the rules of the system. These rules are used to infer new knowledge, on the basis of the currently available information, expressed by means of a set of initial assertions. Thus, the inferential engine captures, through the rules extracted by the domain expert, the most important features for each posting and makes it easy to classify their role.
Introduction to rule-based systems
A rule-based system has the following fundamental components • A set of assertions, which collectively form the working memory, and represent the knowledge/information on which the reasoning is based. The initial working memory is a set of facts which describe the initial data on which the system will base its reasoning activity. In our case, the facts in the initial working memory represent a formal description of the postings contained in the message board, i.e., a logical representation of the message surrogates extracted by the text analysis module.
• A set of rules that specify how to act on the assertion set. Rules can be seen as if-then statements, which encode the knowledge of a domain expert, with the goal of reproducing the reasoning schema that a human expert would apply, in the presence of the data currently available, and coded in the working memory. In our case, the rules are used to classify the relationships among different postings (e.g., message m 1 is a reply to message m 2 ).
• A termination condition, to determine that a solution has been found, or to conclude that no solution exists. In our case, the termination condition represents the fact that all currently available postings have been analysed.
The activity of a rule-based system can be described as a loop, which ends when the termination condition is reached. Every iteration of the loop acts through the following steps. First, all the (IF) conditions of the rule are checked, to isolate the set of conditions which are satisfied in the current working memory. If the identified set is empty, the system stops (even if the specified termination condition is not reached yet). Otherwise, from the set of applicable rules (the conflict set), one candidate will be chosen to be fired. The choice of the rule to be triggered, among all the candidates in the conflict set, depends on the conflict resolution strategy associated to the system. In our case, we use the Best rule as the conflict resolution strategy: each rule is given a 'salience', which specifies how much it should be considered over the alternatives, and the rule with the highest salience is chosen. When the selected rule is fired, all the actions specified in its THEN clause are carried out. These actions can have multiple effects, on different targets. In some cases, they simply modify the working memory. In other cases, they also update the rule-base, or execute any actions coded by the system programmer in the THEN clause.
Structure of the discussion board
In this section we formalise the classification problem and the data structure on which our classification algorithm is based. The input data structure for classification is the discussion tree, defined as follows.
Definition 5.1 (Discussion Tree):
The discussion tree is a (non labelled) tree T = (M, E) where M = {m 1 , m 2 , …, m n }, the set of vertices, represents single postings populating the message board. E = {(m i , m j )m i , m j ∈ M} is the set of edges, which connect different inter-related postings. The tree structure of the graph comes from the fact that the only inter-node relationships known at the beginning are the ones induced by the discussion board: if a posting m j has been written in reply to a previous message m i , then m i is the parent of m j . Figure 5 is a sample of a discussion tree, before and after the classification. The discussion tree represents the initial structure of the discussion board. Initially, the tree is not labelled. Labels will be added by the classification engine and will qualify the role that the different postings play with respect to the other related postings. While we can assume that the author of a posted message explicitly lists (and maybe quotes) the previously posted messages that he is referring to in his contribution, we cannot expect any explicit contribution to the classification. In principle, the author is not even aware of the classification process being conducted and is not required to declare the meaning of the relationship between the posting he is writing and the one he is replying to.
Figure 5
The discussion tree T, on the left, is before the classification of edges. The tree T' on the right is after the classification
Classification algorithm
The classification module we use is a rule-based system, in which IF-THEN rules are continuously fired (provided their IF conditions is satisfied by the current working memory), until termination. The input data structure for classification is the discussion tree of messages. The output of the classifier is a labelled tree, the enriched discussion tree, in which each node is classified as a Question, a Direct Answer, an Indirect Answer, an Announcement/ Recommendation, or an Other message. As we already noted, in principle, the same message can belong to more than one of the listed classes, with a different score, representing the degree of membership to the class. During the classification process all different membership degrees are considered and updated. In the classifier module, each classifying rule contributes to the definition/update of the score of the messages. In particular, each rule considers a specific aspect (or a specific set of aspects) of the posting structure.
The choice of a rule-based system, as the classification engine, has the important advantage of allowing a high degree of modularity and ease of reflecting the updates to the message board content. Addition of a new message can change the existing classification as the whole context changes. The classification module acts in two steps:
Step 1: (Content Based Classification). In this phase, the content of the given messages is taken into account, to provide a preliminary classification. With this goal, a set of content based rules is isolated from the overall set of rules of the classification engine. Different content based rules can give different contribution in the labelling process. A compact representation of the contribution that each rule provide during the labelling process is described by a labelling contribution matrix, defined as follows.
Definition: Labelling contribution matrix. Given a set of rules R = {r 1 , r 2 , ..., r k } and a set of labels L = {l 1 , l 2 , …, l m }, a labelling contribution matrix for R and L is a k × m matrix, ρ, such that ρ[r, l] represents the (absolute or relative) amount that the rule r will contribute to the score of label l when r fires. ρ[r, l] = 0 whenever the rule r is not contributing to the score of label l.
For any posting, the existence of a positive score for a given class will be guaranteed if at least one rule in the content based classification module applies to the considered posting.
Intuitively, ρ [r, l] in the labelling contribution matrix can be seen as a parameter that, when the rule r is fired, determines the new score of the label l based on the previously existing score. Therefore, given a segment and a set of rules R = {r 1 , r 2 , …, r k }, a set of labels L = {l 1 , l 2 , …, l m }, and the corresponding labelling contribution matrix ρ, the scoring function is defined as
where m i is a postings in the message board. Here, C r (m i ) ∈ {0, 1}, is used to distinguish the rules that have been fired (C r (m i ) = 1) from the ones which have not been fired (C r (m i ) = 0). Table 2 shows a sample rule used in our system. In this specific case, the rule affects the scores of two classes (or annotations), Indirect Answer and Announcement/ Recommendation. To compute how much each rule should contribute to an annotation (i.e., ρ values used in the rules) the classifier can go through a phase in which training messages are classified and the ρ values are adjusted. In the version of the system evaluated in Section 7, the rules as well as weights on the rules have been adjusted by a human expert.
At the end of Step 1, the result is a partially labelled tree in which only those postings which reach beyond a score threshold for a class are labelled. This partially labelled tree is the input for the first iteration of Step 2 and remaining postings will be labelled during this second step.
Step 2: Context Based Classification. Based on the context given by the labelled postings and the segments identified in the earlier phase, messages that are not labelled based on content are classified. At each iteration, for each posting, the class with the highest score is identified and considered as 'the current class' for the posting. In the following iterations, the current classification of each posting will possibly induce an update on the score of other postings' classifications, taking into account the context information. For each posting m in the partially labelled tree
• If the posting m is currently classified as a Question, its descendants are analysed, looking for a (direct or indirect) Answer to the question. If any Answer is found, no further action is taken, and the current classification for the considered message is confirmed.
If no posting classified as Answer exists among the descendants of m, the system tries to find if any descendant, m o , currently classified as Other exists and can be recognised as an Answer. If m o is found, the degree of similarity between m and m o is computed to estimate how much the two postings are related, and to which degree m o can be seen as an answer to m. The similarity between postings is calculated based on the term frequency/inverse document frequency approach, on the sets of keywords previously extracted from the postings. Both the Indirect Answer and the Direct Answer scores for m o are augmented -the actual increase depends on the degree of similarity between m and m o . It is important to note that a message can be classified as a Question based purely on its content and the algorithm does not decrease the probability of a posting to be labelled as a Question, if there is no Answer descendant found. Yet, if in the context-based classification phase, additional support to the labels are observed, then the score of the label can be increased.
• If the posting m is classified as an Answer, whether indirect (IA) or direct (DA), the system looks for an ancestor posting that is classified as a Question and might have m as its answer. If found, the current classification for this message is confirmed.
If no appropriate ancestor Question is found, Other ancestor messages are considered, to check if any m o among them could be a candidate as the ancestor Question. If m o is found, its Question score is increased, depending on the degree of similarity with m.
If no m o is found, the classification of m is updated by decreasing its Answer score, since the classification of the posting as an Answer is not supported by the presence of a corresponding Question in the thread.
• If the posting m is classified as Other, the analysis is conducted in both directions, looking for a candidate Question among the ancestors and for a candidate Answer among the descendants. If no question is found, the systems tries to see if the message m can be related to some Other ancestor as a Recommendation, based on their similarity.
Step 2 is iterated until there is no change in classification scores; i.e., no further rules can be fired. This is the termination condition. Each iteration of Step 2 can modify the labels of the nodes in the tree as a result of score changes: the update of a score can change the candidate class, that is the class associated to the highest score. There is no commitment about the classification until the entire process is ended.
Step 2 is iterated until a fix point is reached, in which scores are not updated anymore. Such a fix point is guaranteed, because the above rules used in context-aware classification do not lead into any circular dependence between classifications. Postings of new messages in the discussion board result in an incremental application of the rules to relate the new message to the existing ones. The inferential engine underlying the classification system has been developed using Jess, a rule engine and scripting environment written in Sun's Java TM language, inspired by the CLIPS expert system shell. A preliminary version of the classification approach has been discussed in . The approach, included in this paper, presents a number of major improvement over this basic approach. In particular, in , the classes used were different from the current ones: all answers were clubbed together, without distinguishing between direct and indirect answers. Moreover, in the preliminary version of this algorithm, classification was performed in one single step. We, however, found that this results in lower classification performance . The two step, content-followed by context-based, classification scheme provides significantly better classification precision. In this paper, we also discuss the integration of the message classification scheme with the segmentation approach to provide context-aware adaptation and annotation of available information.
At the end of the classification process, each message has five different scores, one for each class. Based on these scores, one or more of the highest scoring classes are selected for annotating the message (Figure 6 ). modify ?f2 (value (+ ?v2 (* 3 ?i2) ))) (modify ?f1 (value (+ ?v1 (* 3 ?i1)))) (assert (done (op there_is_link)(arg1 ?id))))
Figure 6
A sample discussion board segment where related messages are clustered based on content similarity. However, within the high-level segment, new topics as well as topic evaluation are highlighted for finer clustering. Also, each message is annotated with one (or more) symbols indicating the type of its content
Usage strategies
The segmentation and context-aware classification algorithms presented in this paper are used for reducing navigational load of the users by adapting the information presentation appropriately. As mentioned earlier, iCare-Assistant provides a transparent interface to the Blackboard system (i.e., the Blackboard system is not modified in any way, but the entire indexing, search, and adaptive presentation schemes are built as a transparent layer on top of the existing functionalities; Figure 7 ). The iCare-Assistant user interaction module is implemented as an HTML Application (HTA) to overcome the security restrictions enforced by the Internet Explorer, and it uses JavaScript to interact with the user and to control the display of the query result. It listens to keystroke events; brings up and presents the most relevant content to the user if a query is given; and allows the user to freely browse course pages on the Blackboard environment. The user can navigate through course pages as she would do using a web browser, after logging onto the MyASU website. The user interaction module of the iCare-Assistant is designed to be fully accessible through keyboard and JAWS for blind students. It is transparent to the user in that it feels as if the blind user were accessing the Blackboard system through a web browser only, but with the query and adaptation functionalities added to locate the most relevant course content with a few interactions, which the Blackboard system lacks.
The user launches the query dialog by keystrokes. After a query is submitted, the page that contains the most relevant information to the user's query is found, loaded, and displayed on the content frame with the information unit determined to be the best answer at the top. JAWS speaks the returned content to the blind user starting from the top of the content frame, where the query answer (information unit) is located, rather than reading from the beginning of the loaded page (default action in JAWS) which would be done only if the page is the best answer to the query as an information unit itself. The navigational load is minimised by bringing up the most relevant content to blind students from the hyperlinked course information space with only a few interactions by the user. The blind user does not need to have a specific training to learn how to use the iCare-Assistant, except for remembering a few key combinations to launch the query dialog and for the predefined topic-specific retrieval tasks.
Students can either perform a keyword query (through a keyword entry form that pops-up when the user selects a special hot-key combination) or can browse the annotated discussion board. These access mechanisms are presented in Figures 6 and 8 . Below we discuss different use patterns for iCare-Assistant.
Figure 8
Sample search for a relevant direct answer : the context is provided by the user through the string 'da' preceding the search keywords; 'da' denotes that the user is interested only in 'direct answers' relevant to the query terms. The figure also shows the content of a matching message selected from the list provided by the iCare-Assistant
Informed browsing and search Figure 6 presents the first usage strategy. In this strategy, the system segments the message hierarchy and clusters the messages in a single segment together. This clustered hierarchy is presented to the user as an alternative navigation tool. In order to further help the user with the navigation, each message in the clusters is also annotated with its context-aware classifications. When there is a clear winner in the system classification, the users are presented with a single annotation; on the other hand, when multiple classifications of the same message are likely based on the scores, the system presents alternative annotations to help the user make informed navigation decisions ( Figure 6 ). When the user provides a search criterion for accessing the discussion board, the system directs the user to the relevant cluster of messages. The user can browse within the relevant cluster using the provided annotations.
Focussed search by annotation
In the second, focussed search, use strategy, the user specifically asks for a question, a direct answer, a recommendation, etc. related to a particular set of keywords. In this case, the system limits the results to the specific type of message the user is looking for. For instance, in Figure 8 , by specifying 'DA', the user focuses the attention to relevant direct answers.
In order to evaluate the effectiveness of the annotation techniques presented in this paper, we performed user studies, and compared the annotation performance of the proposed algorithms with the feedback provided by assessors.
Evaluators
Our primary goal in the evaluation was to judge whether it is possible to annotate messages in away that will correctly inform users. Since the label of a message (e.g., whether a message is a question or not) does not depend on whether the user is blind, the evaluators did not need to be blind. In fact, since users who are blind have difficulty accessing discussion boards which do not provide support, having evaluators with visual impairments could impose negative bias against messages that are too deep as such users may loose the context information that is available to those users with vision. Since our overall goal is to learn the labels that a person with vision could deduce and provide these labels to users who are blind, a successful labelling scheme has to reflect the judgments of users who have access to visual information. Thus, we used eight assessors 1 with vision to provide label judgments. The number of assessors was chosen to reflect the number of users in similar studies in the computer human interaction literature (Bellotti et al., 2003; Kaptelinin, 2003) . However, in order to be sure about the statistical relevance of the results obtained through the user study, we also ran statistical tests to judge the sufficiency of the observations. The results of the statistical tests are also reported below.
Evaluation setup
Since the type of content is important for the evaluation of the classification and annotation schemes presented in this paper, we used a course discussion board available at my.asu.edu, with 61 messages, at Arizona State University. The assessors involved in the study were provided with a questionnaire which
• provides the definitions of the different classes
• presents one example per each class
• asks them to classify each message in the board in only one of the five classes, based on the message's context within the thread it belongs to.
Assessors taking part in the study had been informed about the meaning we assign to different labels, but they did not know the underlying scoring mechanism. Also, to prevent any bias in their feedback, evaluators did not have access to the automatically labelled version of the message board. They had access only to the original message board and they were asked to provide labels based on their own judgements.
Evaluation results
To evaluate the effectiveness of the classification scheme under a very stringent success definition, we choose one class (the one with the largest vote from the users) as the user-class and one class (the one with the largest score) as the system-class. To evaluate the actual correspondence between these user and system classifications, we defined the precision of the system as the ratio of the matches between the user and system classifications. The user study results showed that the system annotations are well aligned with the annotations provided by the students, leading to a 0.89 precision overall. Table 3 shows the classification matrix (user classification vs. system classification) obtained through the user study. Note that most errors are among similar categories. The corresponding success rates for each individual class are also high:
Q: 1.00, IA: 0.80, DA: 0.83, AR: 0.88, and O: 0.78 . In order to evaluate the statistical significance of the results presented above, we ran two different statistical tests on the data. We first ran an ANOVA test (Julian Faraway, 2002) , which measures the difference between the means of two or more groups (evaluator label judgements in our case). It is generally used to measure if there is a significant difference between members of a group. The ANOVA test provides an F value which needs to be smaller than an F critical value to ensure that none of the observations is significantly different from the others. For our experiments, the F value was 0.64 against a F critical value of 2.03, highlighting the fact that the evaluator judgments were sufficiently correlated to provide a 95% confidence to the results. We also used a technique called two-step sampling (Haag and Tonn, 1997) to judge the number of necessary evaluators. In this test, first a small initial number of evaluators are used to collect an initial sample. Then, t-values of this initial sample are used to judge how many more samples (evaluators) would be needed to be 95% certain that the mean precision is within ±0.03. For our experiments, when the two-step sampling technique is utilised, the number of required samples were identified as 7. Thus, our experiments use one more person than needed for being statistically significant.
In addition, we also evaluated whether the sample of messages we used in the experiments were sufficient for statistical significance of the precision results reported for the labelling algorithm. For this purpose, we used Fisher's Z-transformation (Julian Faraway, 2002 ) which judges whether a given sample of observations (the messages in this case) can provide >95% confidence on the correlations that are observed. For each of the labels, this test showed that, indeed, we can be more than 95% confident of the observed correlations between user and the system judgments.
Conclusions
In this paper, we presented the annotation techniques we developed to enable navigational helps for individuals who are blind when using educational discussion boards. The complementary segmentation and annotations algorithms are being deployed in a software system, called iCare-Assistant, which aims at reducing the navigational load for blind students in accessing web-based electronic course materials through an unobtrusive, task-oriented, and individualised delivery interface. The tool is being used by the non-sighted students who are getting their Computer Science and Engineering degree at ASU. Our future work includes extending the navigation technologies to different types of educational material and leveraging the course content and user focus to greater extend to improve the precision.
