Abstract-The hard-input-hard-output capacity of a binary phase-shift keying (BPSK) ultrawideband system is analyzed for both additive white Gaussian noise and multipath fading channels with timing errors. Unlike previous works that calculate the capacity with perfect synchronization and/or multiple-access interference only, our analysis considers timing errors with different distributions, as well as the interpath (IPI), interchip (ICI), and intersymbol (ISI) interferences, as in practical systems. The sensitivity of the channel capacity to the timing error is examined. The effects of pulse shape, the multiple-access technique, the number of users, and the number of chips are studied. It is found that time hopping is less sensitive to the pulse shape and that the timing error has higher capacity than direct sequence due to its low duty of cycle. Using these results, one can choose appropriate system parameters for different applications.
I. INTRODUCTION

I
N RECENT years, ultrawideband (UWB) technology has attracted great research interest from both academia and industry [1] , [2] . Due to its very low transmission power, UWB is able to minimize interferences to coexist with other wireless systems in the same band. Thus, it is a very promising solution to wireless personal area networks and wireless sensor networks. In [3] - [6] , performances of UWB systems have been analyzed in terms of the bit error rate (BER) and the signalto-interference-plus-noise ratio (SINR). In addition to BER and SINR, channel capacity is also an important performance measure that determines the maximum achievable information rate in a UWB system. Many researchers have analyzed the channel capacity for different UWB systems to provide useful engineering insights.
Based on the results for optical channels in [7] , the channel capacity of an M -ary pulse position modulation (PPM) UWB system was evaluated in [8] for additive white Gaussian noise (AWGN) channels with a single user. For the same system, Abdel-Hafez et al. [9] showed that the channel capacity is highly affected by pulse shapes. By modeling the multipleaccess interference (MAI) as Gaussian, the analysis on the channel capacity was extended to AWGN channels with multiple users in [10] - [13] . In [14] , the channel capacities of pulse amplitude modulation and PPM were compared over AWGN channels, where the MAI was also modeled as Gaussian. A different approximation that approximates the characteristic function of the MAI was adopted to evaluate the channel capacity of a binary PPM system in [15] and [16] . In addition, expressions for the channel capacities of direct-sequence (DS) code-division multiple-access and time-hopping (TH) PPM UWB systems were derived and compared in [17] . All these works calculate the channel capacity for AWGN channels. For multipath fading channels, the channel capacity has been analyzed for different UWB systems in [18] - [21] . It was shown in [18] and [19] that the random path energy and correlation in multipath fading channels cause significant capacity loss, compared with the channel capacity in AWGN channels. In addition, the interframe interference and the MAI further reduce the channel capacity for M -ary PPM UWB Rake systems [20] , [21] . However, none of the aforementioned works has taken all the necessary interferences into account. It was reported in [22] that, in addition to the MAI, the intersymbol interference (ISI), the interpath interference (IPI), and the interchip interference (ICI, or interframe interference) also have significant effects on the performances of UWB systems. The ISI is caused by displacements of different symbols, the ICI is caused by displacements of different chips in one symbol, whereas the IPI is caused by displacements of different multipath components in one chip. In addition, the stringent timing requirement is always a crucial issue for UWB communications, owing to the narrow pulse and the low transmission power. However, none of the aforementioned works has taken the timing error into account. It was shown in [23] that timing errors cause significant performance degradation to the BER. The same degradation to the symbol error rate was observed in [24] when time jitter is present. The degradation to channel capacity was not considered in [24] but will be presented in our work. In [25] , Gezici et al. showed that this degradation can be reduced by choosing optimal processing gains for TH UWB systems. Similar degradations may also be observed for capacity. In [26] , the impact of desynchronization between the local template and the received signal on the channel capacity was analyzed for UWB PPM systems over an AWGN channel with a single user. There still lacks a complete analysis of the channel capacity for UWB systems in the presence of timing errors corrupted by different interferences.
In this paper, we evaluate the capacity of DS and TH binary phase-shift keying (BPSK) UWB systems in the presence of timing errors for a multiuser environment. Similar to [8] - [20] , hard-input and hard-output capacity is calculated in our work. For simplicity, we refer to it as capacity in the following: Both AWGN and multipath fading channels are studied. In addition to the MAI, as in [14] - [16] , the IPI, ICI, and ISI are also considered. In addition, different distributions of the timing error are examined for different pulse shapes. Numerical results show that the timing error can cause significant performance degradation in terms of channel capacity and that the amount of the degradation depends on several factors, including the distribution of the timing error, the pulse shape, the number of users, and the number of chips. Although the channel capacity may not be amenable to practical system setting, our analysis is still useful by providing engineers with insights and guidelines on the system design, e.g., the number of users adopted under certain conditions.
II. DIRECT-SEQUENCE ULTRAWIDEBAND
In this section, we will evaluate the capacity of a multiuser DS-BPSK UWB system over AWGN and multipath fading channels. The transmitted signal of the kth user can be expressed as
where
m is the mth data symbol of the kth user, and b
n is the spreading code of the nth frame of the kth user, and β
with equal probabilities; T c is the chip interval; N c is the number of chips in each symbol; T b = N c T c is the symbol interval; and g(t) is the monocycle pulse with energy E g and duration D g . Denote R g (·) as the normalized autocorrelation function of g(t), normalized with respect to E g , and
To show that the sensitivity of channel capacity to the timing error is affected by the pulse shape, a rectangular pulse, the second-order derivative Gaussian pulse, and the fourth-order derivative Gaussian pulse are used as examples in our analysis. Then, one has
when the rectangular pulse is used
when the second-order derivative Gaussian pulse is used, and
when the fourth-order derivative Gaussian pulse is used, where ν is a time scale factor. Assume that T c ≈ D g .
A. AWGN Channel
Consider an AWGN channel first. Without loss of generality, the first user is treated as the desired user. Its superscript will be dropped for convenience in the following: Then, the received signal of the desired user is given by
) is the interfering signal from the kth user; n(t) is the AWGN with mean zero and standard deviation σ; τ and τ (k) are the transmission delays of the desired user and the kth user, respectively; and A and A (k) are the channel gains of the desired user and the kth user, respectively. It is assumed that the interfering users have the same signal energy as the desired user through power control [27] and that τ (k) is uniformly distributed over [0, T b ). When symbol-by-symbol detection is conducted, the memory in the channel does not need to be considered in the detection.
The receiver template for the detection of themth symbol of the desired user is given by
whereτ is the timing estimate for the desired user. The output of the correlator can be derived as
where S is the desired signal component, I = ISI + ICI includes the ICI and the ISI caused by the timing error
is the MAI from the kth user, and N is the noise component with
It can also be shown that the variance of 
} are calculated in the Appendix. For simplicity, the interference-plus-noise term is modeled as Gaussian. It will be shown later that, for both DS and TH systems, this approximation provides enough accuracy for our capacity analysis and that it does not affect the analysis of the effect of the timing error on the channel capacity. Then, the conditional average BER, which is conditioned on , is derived as
The capacity of a discrete memoryless channel using BPSK is given by [31] C = max
where x j represents the input symbols, and y i represents the output symbols. The maximum value of (9) is achieved when the system has equally likely input symbols in the binary modulation scheme [10] , [19] . Therefore, the channel capacity for the desired user can be calculated as
Note from (9) that the channel capacity is determined by the transition probability, which depends on the BER. Since the BER is a function of the timing error in the analysis, the channel capacity is also parameterized by when the timing error exists. By averaging (10) over , the channel capacity of the desired user can be calculated as
where p (x) is the probability density function (pdf) of the timing error. Similar to [12] , it is assumed that each user contributes a fraction of the traffic in the channel; therefore, the total capacity is estimated by aggregating the channel capacity of each user. Then, in a multiuser environment, the total channel capacity can be estimated as [12] 
One sees thatĈ AWGN is proportional to the number of users N u . However, sinceC AWGN decreases with N u , as can be seen from (8)- (11), the total capacity will be compromised by MAI. Using (8) and (10), the channel capacity of the desired user for the DS-BPSK UWB system in an AWGN channel can be calculated by (11), and the total channel capacity for the DS-BPSK UWB system can be calculated by (12) .
B. Multipath Fading Channel
Next, we will evaluate the capacity of the DS UWB system in a multipath fading channel with multiple users. The channel impulse response of the kth user is h
are the path gain and the path delay of the lth path for the kth user, respectively, and δ(·) is the impulse function. Then, the received signal is
where α l and τ l are the path gain and the path delay of the lth path of the desired user, respectively; r (k) (t) is the interfering signal from the kth user with r
and n(t), τ , and τ (k) are defined as before. We assume perfect average power control as in [28] and not instantaneous power control as in [29] . The receiver template for themth symbol of the desired user is given by
whereα l andτ l are estimates of the path gain and the path delay of the lth path for the desired user, respectively. The correlator output is
and MAI uD are the signal component, IPI, ICI, ISI, and MAI, respectively, as given by
and N D is the noise component with mean zero and variance, i.e.,
Note that the bit value of bm appears in (15) as a common factor, and therefore, it does not appear in (16)- (18) again. Similar to the analysis for the AWGN channel, the interference-plus-noise term is assumed to be Gaussian as in [20] and [23] . Thus, the conditional BER can be calculated aŝ
Note that the integration over y in (22) is for (k) , the timing difference between the arrival time of the kth interfering user, and the timing estimate of the desired user. It is not for the timing error of the desired user . From (22) , previous works ignoring I( − → x | ) are likely to overestimate the capacity. Since there are many random variables in (22) , the conditional BER has to be calculated by simulation. One can calculate the Gaussian-Q function before the averaging, but it can be shown that this does not provide better accuracy. Using (22) , the conditional channel capacity iŝ
By averagingĈ( ) over , the channel capacity of the desired user in multipath fading channels is calculated as
The total channel capacity can be calculated aŝ
Using (22) and (23), the channel capacity of the desired user for the DS-BPSK UWB system in a multipath fading channel can be calculated by using (24) , and the total channel capacity for the DS-BPSK UWB system can be calculated by using (25) .
III. TIME-HOPPING ULTRAWIDEBAND
In this section, we will examine the capacity of a multiuser TH UWB system. In the TH UWB system, the transmitted signal of the kth user is given by (26) where T f = N h T c is the frame duration, T b = N s T f is the symbol interval, N s is the number of frames in one symbol, N h is the number of chips in each frame, c
is the pseudorandom TH code of the kth user, and all the other symbols are defined as before.
A. AWGN Channel
In an AWGN channel, the received signal of the desired user is (27) where
) is the MAI from the kth user. Then, the output of the correlator can be derived as
It is easy to show that the expressions for S and N are the same as those in the DS-BPSK system. In addition, the term of I can be ignored for large values of N h and N s in TH UWB, due to the low duty of cycle, as will be shown later. Thus, although the analysis is not exact by ignoring I, it is still very accurate. The MAI from the kth user is
where τ (k) is defined as before. The second-order moment of MAI
Using results in the Appendix, the BER is
From (31), the BER decreases, and therefore, the channel capacity increases with A, E g , and N s . Then, using (31) in (10), the channel capacity of the desired user in AWGN channels for the TH-BPSK UWB system can be calculated by using (11) , and the total channel capacity for the TH-BPSK UWB system can be calculated by using (12) . Next, we discuss multipath fading channels.
B. Multipath Fading Channel
In a multipath fading channel, one has the received signal as
and the output of the correlator can be derived as
where uT are given by respectively. Then, the channel capacity of the desired user for the TH-BPSK UWB system in multipath fading channels can be calculated by using (16), (17), and (34)- (37) in (22), together with (24) , and the total channel capacity for the TH-BPSK UWB system can also be calculated by using (25) .
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical results are presented to show the effect of the timing error on the channel capacity of the BPSK UWB systems. In the calculation, assume that A = 1, D g = 1 ns, and the timing error is distributed over [−T c , T c ], as the desired signal component will disappear when ≥ T c or ≤ −T c , and the timing error will be too large to be meaningful for signal detection or performance analysis. The IEEE CM1 and CM2 UWB channel models [32] are used for multipath fading. Twenty and 34 multipath components are used for CM1 and CM2 channel models, respectively, which are enough to achieve almost 85% of the channel gain [32] . In addition, consider the case when channel estimation is implemented to estimate the path gains and path delays of the multipath components in the fading channels and when estimation errors are Gaussian distributed with means equal to the true values and standard deviations equal to 0.2 for gains and 0.05 for delays occur, as reported in [33] . This setting aims to make the simulation results closer to engineering practice. All the values of SNR in this paper refer to the input SNR, except in Fig. 8 , which uses the output SNR. Fig. 1 compares the channel capacity for different pulse shapes with a single user over AWGN channels. Assume that the timing error is uniformly distributed in the comparison and that N c is fixed at 6. The rectangular pulse serves as a benchmark. The fourth-order derivative Gaussian pulse meets the Federal Communications Commission spectrum mask [34] , whereas the second-order derivative Gaussian pulse has been commonly used in UWB analysis. One sees that the channel capacity increases when the SNR increases and that it approaches an upper limit when the SNR is large. Comparing the channel capacity for different pulse shapes, one sees that the rectangular pulse has the largest capacity, whereas the secondorder derivative Gaussian pulse and the fourth-order derivative Gaussian pulse have smaller capacities. Mathematically, this is because the value of the autocorrelation of the rectangular pulse is larger than that of the autocorrelations of the other two pulses for the same Θ. Intuitively, this is because the pulse energy is more confined for the rectangular pulse, and thus, it incurs less interferences. Therefore, the timing error causes less capacity loss for the rectangular pulse than for the second-order derivative Gaussian pulse and the fourth-order derivative Gaussian pulse. One also sees that there is a large performance difference near the upper limit. This is due to the error floor caused by interference, which dominates for large values of SNR. In these regions, it is more useful to observe whether the error floor is reduced than to observe the actual value of performance difference. In addition, the TH-BPSK system is less sensitive to the pulse shape than the DS-BPSK due to its low duty of cycle leading to less interferences in this case. Since the second-order derivative Gaussian pulse is commonly used in literature, it will be adopted in the following to examine the effects of other system parameters. Fig. 2 shows the effect of the timing error on the channel capacity of the DS-BPSK system in an AWGN channel for different distributions of the timing error. We set N c = 6. In addition to the uniform distribution and the Gaussian distribution, the typical Tikhonov distribution for timing error is also used [35] , [36] . One sees that the timing error causes significant performance degradation to the channel capacity. The channel capacity is the lowest for uniformly distributed timing error, whereas it is the highest for Gaussian-distributed timing error. This is due to the fact that the kurtosis of the Gaussian distribution is the largest, whereas the kurtosis of the uniform distribution is the smallest, and higher kurtosis gives a timing error that is closer to zero, which results in a stronger signal component. Most welldesigned synchronizers follow an asymptotic Gaussian distribution when the sample size is large [37] . Note that, in practice, the timing error distribution is implementation dependent, and thus, we cannot control the distribution. Fig. 3 shows the effect of the number of users on the channel capacity per user for the DS-BPSK system in an AWGN channel. Both analytical and simulation results are presented. We set N c = 10 and SNR = 6 dB, and the number of users starts at 10. One sees that the analytical results are very close to the simulation results in all the cases. Comparing channel capacity for different timing error distributions, one sees that there is a capacity loss of 76% when the number of users increases from 10 to 100 and when the timing error is Gaussian distributed, whereas there are capacity losses of 77% and 80% for the Tikhonov-distributed timing error and uniformly distributed timing error, respectively. This is because the signal component in the output of the correlator is stronger for the Gaussian distribution than for the Tikhonov distribution and the uniform distribution. Fig. 4 shows the total channel capacity of the same system for all users in an AWGN channel. It can be seen that the Gaussian distribution has the highest total capacity, whereas the uniform distribution has the lowest total capacity. Moreover, the total capacity increases with a decrease in variance in the Gaussian distribution. Fig. 5 shows the effect of the interferences and the timing error on the channel capacity of the DS-BPSK system in the multipath fading channel with a single user. The CM1 channel model is used. The SNR increases from −10 to 42 dB. We set N c = 6. Simulation results for uniformly distributed timing error are also presented, and it is seen that our semianalytical results are close to the simulation results. One also sees that both the timing error and the interferences cause significant degradation in the channel capacity. Analogous to [18] , [19] , and [28] , the channel capacity in the multipath fading channel is lower than that in the AWGN channel under the same conditions. Comparing the effect of the timing error on the channel capacities for the multipath fading channel and the AWGN channel, one sees that the detrimental effect of the timing error is more severe in the multipath fading channel than in the AWGN channel. Therefore, it is more important to achieve accurate synchronization for the DS-BPSK system in the multipath fading channel than in the AWGN channel. For the same system, Fig. 6 shows the channel capacity in the CM2 channel model. Comparing the channel capacity in CM2 with that in CM1, one sees that the channel capacity in the CM1 channel model is slightly higher than that in the CM2 channel model under the same conditions. In addition, it is seen that the interferences have more significant effects on the channel capacity in the CM2 channel model than that in the CM1 channel model. For example, at 0.8 bits/symbol, CM1 has a loss of 9 dB due to interferences, whereas CM2 Fig. 7 . Total channel capacity versus the number of users for the DS-BPSK and TH-BPSK systems with different timing error distributions in the CM1 channel model. The second-order derivative Gaussian pulse is used. Fig. 8 . Output SINR and output SNR versus N h for the TH-BPSK system in an AWGN channel. The second-order derivative Gaussian pulse is used, and the timing error is uniformly distributed.
has a loss of 15 dB. This is expected. The CM2 channel model does not have a line of sight, and the interferences caused by multipath components are stronger in CM2 than in CM1. Fig. 7 shows the total channel capacity in the CM1 channel model. We set SNR = 6 dB and N c = 10. The number of users increases from 10 to 490. One sees that the total channel capacity in the multipath fading channel has behaviors similar to that in the AWGN channel. In addition, the total channel capacity in the multipath fading channel is lower than that in the AWGN channel, which agrees with previous observations. One also sees that the TH-BPSK system is less sensitive to the timing error, or its capacity is larger than the DS-BPSK due to the low duty of cycle with less interferences in this case. Fig. 8 examines the effect of I on the output SINR of the TH-BPSK system in a single-user AWGN channel for different values of N s . The value of N h increases from 3 to 10. The value of the input SNR represents the transmitted signal strength and is set at 18 dB, so that the noise is not dominant and the impact of I on the output SINR can be clearly observed. It is assumed that the timing error is uniformly distributed as this is the worst case. The output SNR is around 9.1 dB, which represents the received signal strength averaged over the timing error, and it is different from the input SNR set at 18 dB as the transmitted signal strength. One sees that the difference between the output SNR and the output SINR for the same value of N s decreases when N h increases, in all the cases considered. This implies that the value of I is negligible when N h is large, because the only difference between the SNR and SINR is the value of I. Furthermore, comparing the difference between the output SNR and the output SINR when N s = 6 with that when N s = 10, one sees that a larger value of N s results in a smaller difference. This indicates that the value of I decreases when N s increases. Consequently, I can be ignored in the TH-BPSK system when the values of N h and N s are large, mainly due to the low duty cycle. The ISI depends on the frame duration; however, T f = N h T c , and T c is fixed in Fig. 8 , so the effect of T f is the same as N h . Fig. 9 shows the relationship between the number of users and the channel capacity per user for the TH-BPSK system over AWGN channels. We set N s = 6, and the SNR is 6 dB. Both analytical and simulation results are presented. One sees that the analytical results track the trends of the simulation results well and that the approximation error is small for small values of the number of users. However, in general, the approximation error is large due to the lower duty of cycle [38] . In addition, one sees that a larger value of N h results in a larger channel capacity. Therefore, the capacity loss caused by the MAI or the timing error can be reduced by increasing N h . For the same system, Fig. 10 shows the relationship between the number of users and the total channel capacity for all users in an AWGN channel. The more impulsive the timing error distribution is, the larger the increment of the total channel capacity will be. One sees that a larger N h results in a higher increment. Fig. 11 compares the effect of the interferences and the timing error with different distributions on the channel capacity of the TH-BPSK system in the CM1 channel model. We set N s = 6 and N h = 6. The SNR increases from −10 to 42 dB. Simulation results for the uniformly distributed timing error are also presented. It is observed that our semianalytical results are close to the simulation results when the SNR is small, whereas there are approximation errors when the SNR is large. Similar to the channel capacity of the DS-BPSK system, one sees that both the interferences and the timing error cause significant effects on the channel capacity. In addition, when the timing error and interferences are present, the channel capacity of the TH-BPSK system in the multipath fading channel approaches an upper limit when the SNR is large. The processing gain of DS-BPSK in Fig. 5 is equal to N c = 6, which is the same as the processing gain N s = 6 of TH-BPSK in Fig. 11 . Compared with DS-BPSK in Fig. 5 , one also sees that TH-BPSK has higher capacity for the same SNR value and the same timing error distribution. This is because TH incurs less interferences than DS due to its very low duty of cycle such that capacity degradation from interferences is also reduced. For the same system, Fig. 12 shows the relationship between the number of users and the total channel capacity in the CM1 channel model. We set SNR = 6 dB. Again, TH-BPSK has higher total capacity and can accommodate more users than the DS-BPSK system.
The numerical results have illustrated the impact of the number of users on both the channel capacity and the total channel capacity. This can be used by engineers to design a multipleaccess strategy by setting an upper limit for the number of users with maximum total channel capacity while minimizing the impact of the MAI on the channel capacity for each user. The result in this paper can be easily extended to binary PPM UWB systems by changing the modulation format in the signal models. The analysis method is similar, but some conclusions might be different as PPM has a lower duty of cycle. The result in this paper assumes the Gaussian approximation to the MAI, IPI, ICI, and ISI. It was reported in [38] that better pdfs of the MAI for TH-PPM exist for small N u and small N s , but Gaussian approximation is valid for large N u and N s in [39] and [40] , in dense multipath, even for a single user with small N s [40] , [41] , as well as for DS systems and TH systems with large numbers of interfering users [38] . It was also reported in [42] that a Laplacian approximation to the IPI, ICI, and ISI gives better accuracy than the Gaussian approximation for large SNRs, whereas they have similar accuracies when the SNR is less than 10 dB. When the MAI, IPI, ICI, and ISI are modeled as non-Gaussian distributions, such as a Laplacian distribution, the accuracy of the capacity analysis may be improved by replacing the Gaussian-Q function in (8), (22) , and (31) with other corresponding functions, such as a mixture of Gaussian-Q functions [42] . Due to the similarity of the analysis, they are not presented here. Reference [5] performed a statistical analysis of the interference powers for DS-BPSK in multipath fading without timing error, whereas this paper uses a similar method for both DS-BPSK and TH-BPSK in AWGN and multipath fading with timing error. None of the results in this paper are the same as those in [5] .
Note that the aforementioned analysis considers hard-output capacity based on (9), instead of soft-output capacity. First, the work is presented as a much more complete analysis than [8] - [20] , which used hard-output capacity. Thus, it uses the same capacity definition to facilitate comparison if one wants. Second, by using (9), one has a direct relationship between capacity and error rate. Third, unlike the soft-output capacity, which only considers the propagation channel, the hard-output capacity considers the whole system by including modulation and demodulation as part of the equivalent channel. It is well known that, for systems with large operating bandwidths, such as UWB systems, the soft-output capacity may not be a proper metric, as they only consider the propagation channel [43] , whereas the hard-output capacity takes the whole system into account and is therefore more useful in this case. It is very challenging to derive the soft-output capacity and the exact hard-output capacity by taking the timing error and all the interferences into account. 
Since E{{
In addition, from (7), since E{b
n 2 } = 0 for n 1 = n 2 , and E{β n 1 β n 2 } = 0 for n 1 = n 2 , it can be derived that
where T mm = (m −m)T b , and T nn (n − n )T c . Define 
After some simple but tedious mathematical manipulations, every term on the right side of (41) can be solved. Then,
} can be calculated.
