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Abst rac t - -A  generalized wavelet ransform is introduced for the multi-dimensional case. This 
provides a unified approach for both discrete and continuous time-frequency localization in the higher 
dimensional case. We also provide a wavelet heory for multi-dimensional Wavelet Stieltjes trans- 
forms. 
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1. INTRODUCTION 
Wavelet analysis of a function f E L2(R) has been extensively studied [1]. Wavelet ransform has 
been generalized to Wavelet Stieltjes transform in the one-dimensional case [2]. This approach 
for time-frequency localization provides a unified framework to analyze both continuous and 
discrete time signals in the same way as the distribution function in probability allows a unified 
treatment of discrete and continuous random variables. In this paper, we generalize the one- 
dimensional case to the multi-dimensional case where we only consider adial functions. We 
also show the uniqueness theorem and inversion formula for multi-dimensional Wavelet Stieltjes 
Transforms. Developing wavelet heory for a higher dimensional signal (or image) will enlighten 
several approaches of further studies which we discuss in Section 5. 
NOTATIONS. In this paper, we will be considering real-valued functions only. A function f (x)  
on R d is radial if f depends on Ixl only. We shall use ~ to denote the set of all radial functions 
on R d. 
For any function h : R d ---+ R and a E R, b E R a, the following notation will be used: 
~" h(t-~b), a~O,  
h~'b(t) := [ O, a = O. 
Let g(x+), g (x - )  stand for the right and left limits, respectively, of a function g of x. 
2. MULT I -D IMENSIONAL WAVELET  ST IELT JES  TRANSFORM 
(MWST)  
DEFINITION 2.1. 
{ // RBV(1,2)  = F : R d ---, R [ F e ~, F(x) = f(t)  dt + E p(s), 
Is]<_lzl 
% 
f e LI(R) NL2(R),  pe[1A[2~,  
J 
(1) 
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where 
i=1 ,2 .  
REMARK 2.1. A real-valued function g defined on [a, b] is said to be absolutely continuous on 
[a, b] if, given e > 0, there is a ~ > 0 such that 
i=1 
for every finite collection { (xi, x~) } of nonoverlapping intervals with 
n 
i=l 
An absolutely continuous function is continuous and is of bounded variation, but the converse is 
not true. Note that the sum and difference of two absolutely continuous functions is absolutely 
continuous. An absolutely continuous function has a derivative almost everywhere. A function is 
absolutely continuous if and only if it is an indefinite integral. Hence, every absolutely continuous 
function is the indefinite integral of its derivative. 
REMARK 2.2. Note that any function F in RBV(1,  2) is of bounded first variation, where 
the integral part is the absolutely continuous component of F and the sum part is the jump 
component of F. Of course, the singular component is absent from any function F in RBV(1,  2). 
Also, note that we have chosen the functions in RBV(1,  2) to be right continuous. We shall write 
F ,~ (f, p) to associate F with its absolutely continuous and jump components. 
REMARK 2.3. The representative (f, p) of F may not be unique. Let JR denote the support of 
jumps of F. We have 
Izl = t, 
f (t)  = F'(t), for x ~[ JR, 
p(t) = F(t) - F ( t - ) ,  for x E Jg. 
Observe also that 
where 
~0 x F(x) = fo(t) dt + ~ p(s), 
Isl<l=l 
f(t) ,  for z ¢ JF, 
f0(t) = 0, for x e JR, 
i.e., F ~ (f0, P). Hence, without loss of generality, we shall be assuming that 
(interior(supp f)) n JR = 9, (2) 
where F ~ (f,p) and JR is the support of jump component of F, that is JR = suppp. 
Consequently, we have f(t)p(x) = 0, for Ixl = t, x ~ R d. 
DEFINITION 2.2. For F ~ RBV(1,  2), define 
IIFIIl:-- If(t)ldt+ IP(s)l, (3) 
0<lsl<oo 
[~0 
c ¢ ] 1/2 
IIFIJ2 := [f(t)l 2dt + ~ Ip(s)l 2 (4) 
0<lsl<o~ 
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In order to see that II • 112 is a norm, we need to verify the triangle inequality. Towards this end, 
let F, G e RBV(1,2) and F ,~ (f,p), G ~ (g,7), we have, 
[/0 ]"' l iE+ GII2 = c¢(f(t) +g(t)) 2dr + E (p(s) +7(s)) 2 S6JFUJG 
Therefore, applying Minkowski inequality twice, we obtain from the above that 
IIF-4-GII2 <~ {[Ifo°°f2(~)dt)l/2q- IfoC~g2(~)d?~)l/212)1/2 
Note that for any positive numbers a, b, c and d, we have 
(a 1/2 + 51/2) 2 + (c U2 + dU2) 2 < ((a + c) U2 + (b + d)1/2) 2. 
Let 
We have 
f0 c¢ a = f2 (t) dr, 
b = g2(t) dr, 
c= p2(s), 
d= 
sEJc 
IIF + Gll2 ~< [IFll2 + IIGII2. 
It is elementary to check that H" II1 is a norm on RBV(1, 2). We also have the following result. 
PROPOSITION 2.1. Let F 6 RBV(1,2) and VI(F) be its first variation. Then 
VI(F) =/IFlll- (5) 
PROOF. Let h be any real-valued function of bounded first variation. It is well known (see [3], 
for example) that 
V1(h) = V1(ho~) + V~(h.) + V~(hj), (6) 
where hac, hs, h i are the absolutely continuous, singular and jump components of h, respectively. 
It is also well known that 
Vl(hae) = Ihac(t)l dt, (7) 
E l (h3)= E IAhJ( s)l' (8) 
0<lsl<oo 
where Ahj(s) = (hi(s) - h i (s-) )  + (hi(s+) - hi(s)) is the jump of hj at s. This completes the 
proof since fs = O. II 
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Let RBV(2) denote the completion of RBV(1, 2) with respect o the [[ "[[2 norm given in (4). We 
endow the Hilbert space RBV(2) with an inner product defined in (9) below. Let F, G E RBV(2) 
and F ,~ (f, p), G ~ (g, "y), then 
~0 c¢ 1 1 (F, G) := f(t)g(t) dt + ~ Z p(s)~/(s) +~ ~ p(s)~/(s) 
SEJF sEJG 
// = f(t)g(t)dt+ ~ p(s)'~(s). (9) 
8E JF N Ja 
REMARK 2.4. In the above definition, we have slightly abused notation by writing F ~ (f, p) 
for F E RBV(2). It is clear that each F in RBV(2) is naturally corresponding to some pair 
(f, p) E L2(R) × 12 and vice versa. 
REMARK 2.5. It is clear that the inner product introduced in (9) is compatible with norm (4). 
In order to define the MWS Transform, we need to introduce the following class of functions. For 
any F ~ (f, p), write 
// F~ := ¢(t)f(t)dt + ~ ¢(s)p(s). (10) 
0<181<oo 
Let 
and 
~F :---- {¢ E LI(Rd), ¢ E ~[F¢ < (x), } 
= N ~F. 
FERBV(1,2) 
Note that for ¢ E ~, (10) is well-defined and F¢ = fo  ~(t)dF(t), the last integral being the 
Lebesgue-Stieltjes integral. 
DEFINITION 2.3. The integral transform ofF E RBV(1, 2) given by 
(MWS~F)(a, b) := Feb,b, (11) 
for ¢ G 9, is called the multi-dimensional Wavelet-Stieltjes transform (MWST) of F with ker- 
nel ca,b. 
REMARK 2.6. Recall that the "classical" wavelet ransform is defined as 
Wcf(a,b)=la,-W2/ f ( t )~(~ab ) dr, aER, bER d. (12) 
REMARK 2.7. Using Theorem 4.1 of Section 4, we naturally extend the definition of MWST to 
all functions in RBV(2). 
3. UNIQUENESS OF THE MWST 
In the following proposition, we prove uniqueness of the MWST for functions in RBV(1, 2). 
Uniqueness for functions in RBV(2) will follow from the results of section 4. 
We need two Lemmas which are proved in [4]. 
LEMMA 3.1. ([4, Lemma 9.5.2]) Let P be a probability Law on R d with characteristic function 
g(t) -- / e i(x'O dP(x). 
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Then P(~) = P * N(O, a2I) has a density f(a) which satisfies 
s(~)(~):(2~) -~ f g(t)exp (-~(~,t) - - -  
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~r21t[2)2 dr. 
LEMMA 3.2. ([4, Lemma 9.5.3]) For any probability measure P, p(a) converge to P as ~ --* 0. 
THEOREM 3.1. Let F1,F2 6 RBV(1,2) be such that 
MWScF1 = MWS~F2, 
for some ¢ 6 qt such that 
Then 
i@(w)l 2 
0 < c¢:= [w I dw<cc.  
FI =- F2. 
PROOF. Let F1, F2 be arbitrary functions in RBV(1, 2) and let F +, F ( ,  i = 1,2 be the nonneg- 
ative, nondecreasing functions in the Jordan decomposition of Fi, i = 1, 2, that is 
Fi= F+ - F( -, i=1,2.  
Once we prove the uniqueness of the WST for nonnegative, nondecreasing functions in BV(1, 2), 
we will know that 
iW S~p F1 -~ MW S¢ F2, 
=~ MWS,p(F + + F~) = MWS¢(F  + + F~), 
~ FI =- F2. 
Therefore, without loss of generality, we can assume that Fi >_ 0 and VI(Fi) = 1, i = 1,2. 
Let go be the density of a Normal distribution N(0, a 2) with a > 0 . Let Go be the corre- 
sponding distribution function. Here, we have 
la[-X/2MWS~Go - W,# go, (13) 
where W¢ is the classical wavelet ransform (12) (see Remark 2.6). From the inversion formula 
(1.3.3) in [5], we have, for all s E R, 
go(S) = (Wc, g,,)(a,b) ]aJ-1/2%ba'b(s, (14) a 2 
Let fa be the density of Go * F1. We have for s E R (by (14) and Fubini's theorem), 
f~(s) = f ao(t- s)dFl(t) 
1 
a2 j dFl(t) 
:- c-~ (MWS~F1)(a,b - s)laFU2(W~ga)(a,b) dadba2 
c¢ (MWScF2)(a,b - s)lal-1/2(Wego)(a,b) dadba2 
1 
= -c¢f{ff (W¢9~)(°'b)'°l-l/2¢°'b(t-s)dadbka2 j dF:(t) 
= fgo(t  - s) ar~(t), 
(15) 
(16) 
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for all s E R, and consequently 
Ga • F1 -  Ga * F2. (17) 
Taking the limit on both sides of (17) as a goes to zero, and by Lemmas 3.1 and 3.2, we get 
FI =- F2. | 
EXAMPLE. Let F ~ (f, 0), G ~ (g, p) : R 2 -* R, (x, y) E R 2, t = V~ + y2 where 
sin t --~-, t#o,  
f(t) = 1, t = O, 
sin t -T,  t#o,  g(t) 
( o, t = o. 
Note that the "classical" wavelet ransform does not distinguish between two signals f and g, 
wc f - w¢ g. 
However, MWST does discriminate between F and G, namely. 
MWS¢ F ~ MWS¢ a. 
4. INVERSION FORMULA 
In this section, we will develop an inversion formula for MWST. We first show Parseval Identity 
for MWST. This is a generalization of classical Parseval Identity for Wavelet ransform. Then 
we present he inversion formula. 
We state the results whose proofs are similar to one dimensional case [2]. As usually "~" 
denotes the inverse Fourier transform. 
DEFINITION 4.1. For G,F in RBV(1,2) and G N (g, 7), F ,,~ (f,p) and ¢ e ~, we define 
da db 
RT(G,F,¢) := / / Ii(a,b)I2(a,b) ~-~ 
+ T1 ~ ii(a,b) iT, a(b)+i2(a,b)iTla(b)+lTla(b)iTla(b) lal 3 
where for each x E DomF let s = Ixl 
(a, b) = _/fro I1 
I2(a, b) = f~ 
Jo 
5(a,b)  = 
sEJc 
sEJF 
i~o(b) = fo °° 
i~1o(b) = fo ~ 
x~(x)= o, 
We now present a "Parseval Identity" 
formula. 
ca'b(s)f(s) ds, 
ca'b(s)g(s) ds, 
¢a'b(s)~(s), 
~)a'b(s)p(S), 
I3(a, b - w)flT(W) dw, 
I4(a, b - W)~T(W) dw, 
O<x<T,  
otherwise. 
for MWST, and then we demonstrate the inversion 
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THEOREM 4.1. 
Then 
(Parseval Identity) Let G, F E RBV(1,2), G ,,, (g, ~), F ,,~ (f, p) and ~ e ql. 
lira RT(G,F, ¢) = c¢(F, G). T .-.. oo 
DEFINITION 4.2. (Inversion Formula) Let 
F e RBV(2), F,,, (f,p), 
~(x) = F(x+) + Y(x-)  
2 
and 
]£~(Zl,X2] = F(x2+ ) -- F(Xl_ ). 
Then 
i ( f  f [ ~x~ ] dadb_~ I ~(Xl,X2]=C~ b MWSo(F1)(a,b) Ca'b(x)dx + lim -- 
I T-~oo Z 
,o,d 
where Fx ~ (f, 0). 
5. F INAL  REMARKS 
Some results on multiresolution analysis of Wavelet Stieltjes transforms for the one-dimensional 
case have been obtained [6]. To study a higher dimensional case, one can consider similar problems 
for MWST in local convergence for wavelet expansion [7]. Several properties of classical wavelet 
transforms can also be considered for MWST [8]. To generalize MWST for nonradial functions 
is also interesting. 
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