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Summary
Digital representation of data has many advantages over analogue formats; however these 
advantages present serious problems of copyright violation, illegal copying and 
distribution. Consequently, protection for multimedia distribution against piracy is 
needed. A part of the solution is to use a watennark indicating content owner or 
distribution route, which is tr ansparently and robustly embedded into the material.
The thesis presents work addressing specific issues of concern for satellite images. These 
include complexity of implementation and reversibility of the insertion as well as the 
obvious robustness issues. Methods have been defined and tested to reduce the 
complexity of finding appropriate insertion positions in DCT-based watermarking. 
However, to further reduce the implementation complexity, the final selected method is 
based on the fast Hadamard transform which has been shown to be suitable and robust. In 
addition, using predefined positions of insertion, the reversibility property is achieved.
Finally, the hardware implementation of the above method is described; the simulations 
have proven that the hardware design has delivered the same ftinctionality as the software 
algorithm. Most important is that we have demonsti ated the feasibility of performing real 
time watermarking onboard satellites, using reconfigurable logic devices. The first 
hardware watermaiidng design for onboard micro satellite imaging system is presented. 
The design can be run at 50 Megapixels/second which will ensure the real time 
processing of the watermarking process with accordance of the process flow of the data 
handling payload.
Key words: Robust digital watermarking, Fast implementation, Hadamard Transfoim, 
Onboard, Satellite images.
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Chapter 1
1 Introduction
1.1 Introduction
Digital representation of data has many advantages over analogue formats, for example 
digital media can be recorded, copied without loss of data, conveniently distributed and 
transmitted over many media (networking technology, satellite tiansmission...); also, 
digital data is easy to edit, modify and archive. Unfortunately, these advantages present 
serious problems of copyright violation, illegal copying and distribution.
While there are many advantages associated with digital media and digital media 
disti'ibution, clear disadvantages exist. A serious concern of multimedia content providers 
is the ease of producing digital copies, and their perfect quality. For copyrights holders, 
illegal copying implies serious financial loss. The International Intellectual Property 
Alliance (IIPA) estimates the annual lost revenues in the U.S. motion picture industry due 
to piracy at US$1.3 billion, and for the record and music industries at US$1.7 billion [5]. 
Therefore, creators and owners o f digital documents are actively looking for secure 
solutions to prevent illegal copying and distribution.
The challenges that should be satisfied by any system for preventing copying and 
distribution are:
• Keep unauthorised recipients from obtaining copyrighted digital media.
• Prevent unauthorised re-disfribution by legitimate recipients of copyrighted digital 
media.
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The first challenge is successflilly addressed using encryption to make sure that only 
intended recipients are able to access copyrighted digital media from an author’s or 
legitimate distributor’s point of distribution. However, encryption cannot address the 
second problem, because eventually the encrypted digital media must be decrypted so that 
the legitimate recipients can access it. Once decrypted, the copyrighted digital media is 
again vulnerable.
Therefore, digital watermarking is the technology used, complementary to encryption, for 
copy control, media identification and tiacing. Most proposed watermarking methods use 
a spread spectrum approach: a pseudo-noise signal with small amplitude is added to the 
host signal, and later on detected using correlation methods. A secret key is used to ensure 
that the watermark can only be detected and removed by authorised parties. Thus, 
watermarking is an essential component of modem DRM systems.
The idea of watermarking is related to steganography; both describe techniques that are 
used to imperceptibly convey information by embedding it into the cover data. However, 
steganography typically relates to covert point-to-point communication between two 
parties. Thus, steganographic methods are usually not robust against modification of the 
data, or have only limited robustness and protect the embedded infoimation against 
technical modifications that may occur during tiansmission and storage, such as format 
conversion, compression, or digital-to-analogue conversion.
On the other hand, watermarking has the additional notion of resilience against attempts 
to remove the hidden data. Thus watermarking, rather than steganography, principles are 
used whenever the cover data is available to parties who know the existence of the hidden 
data and may have an interest removing it [6].
In other words, watermarking, as opposed to steganography, has the additional notion of 
robustness against attacks. Even if the existence of the hidden infoimation is known and 
the algorithmic principle of the watermarking method is public, it should be difficult for 
an attacker to destroy the embedded wateimark [7].
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The basic requirements that digital watermarking should satisfy can be summarised as 
follows:
• Imperceptihility, the watermark must not impair the perceived quality of the data.
• Security, the watermark should only be accessible by authorized parties.
• Robustness^ the watermaik must persist in the data after manipulation, including 
malicious manipulation with the intent to remove the watermark.
For the robustness requirement, it is important to note that we distinguish two kind of 
watermarking, namely fragile and robust. The aims of such watermarks are completely 
different. A fragile watermark is a mark which is highly sensitive to a modification of the 
stego-niedium. A fi-agile watermarking scheme used in authentication should be able to 
detect any change in the signal. This serves to prove the authenticity of a document. The 
semi-fragile concept is introduced as a method that accepts some manipulations such as 
JPEG compression and rejects some others such as cropping and replacement processes, 
and the distortions permitted or rejected depends on the application [99].
On the other hand, a robust watermark should be attached to a document in such a way 
that any signal transform of reasonable strength cannot remove the watermark. Hence a 
pirate wishing to remove the watermark will not succeed unless they debase the document 
so much as to reduce the commercial value. This latter form of watermarking is very 
challenging and the following thesis is concerned with the issue of developing robust 
watermarking methods.
There are several tradeoffs and requirements to consider when implementing a digital 
watermarking scheme. For example, fr om a technical perspective, the watermark must be 
robust against intentional and unintentional attacks, but at the same time must modify the 
data only slightly so as to remain indiscernible. The practical requirement is that any 
attack must degrade the host data, to the point of significantly reducing its commercial 
value, before the watermark becomes non recoverable. Also, the encoding/decoding 
processes must not be complex or computationally intensive to the point where the 
mechanism becomes cost prohibitive. Additionally, an implementation of a digital 
wateimarldng system must be convenient for the author/publisher in terms of time, ease 
of use and compatibility with his existing workflow.
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Another important issue is data payload, which refers to the number of bits of a 
watermark encoded within the image. A watermark that encodes 77 bits is referred to as an 
N-bit watermark. Such a system can be used to embed any of 2^ different messages (logo, 
or information about the author). In the watermarking research literature, many systems 
have been proposed in which there is only one possible watermark and the detector 
determines whether or not the watermark is present. These have been referred to as one- 
bit watermarlcs, having two possible outputs: watermark present and watermark absent. 
All watermarking methods developed in this thesis are one-bit watermarks, and the 
detection of the watermark bit provides the proof of ownership. Note that the bit sequence 
associated with watermark can be arbitiary; the watermark can be simply used as an index 
to a database entry associated with the watermark.
Attacks in watermarking can be simple attacks such as filtering, compression, or 
conversion to analogue. Alternatively, they can be detection-disabling attacks, which 
attempt to break correlation and to make the recovery of the watermark impossible for a 
watermark detector. An example of these attacks is geometric distortions such as 
zooming, shifting, shearing or cropping [7].
One of the benchmarks to evaluate the robustness of image watermarking schemes is 
Stirmark, proposed by Petitcolas et a l  [8, 9]. This package can apply a set of distortions 
to the watennarked image that can be utilised in order to test whether or not the 
watermark has survived after manipulation. One important attack generated by the tool is 
random geometric distortion, which desynchronises the detection scheme and makes the 
detection of the watermark very difficult.
Digital watermarking is potentially useful in many applications, including:
Copyright protection: The first application of watermarking envisaged by the owners of 
digital data has been copyiight protection. In this case, watermarking consists of inserting 
a numerical signature, which attests the identity of the owner of the image. Depending on 
the application, this signature may take the form of a subscriber ID, information about the 
work, information about the author. A secret key that allows the insertion and detection 
belongs to the authors. Hence, only the author or the organisation that has watermarked 
the image knows the signature. The detection of the signature attests the ownership of the 
image.
Chapter L Introduction
Fingerprinting: is used in order to trace the source of illegal copies. In this case, the 
owner can embed different watermarks in the copies of the data that are supplied to 
different customers. It enables the intellectual property owner to identify customers who 
have broken their license agreement by supplying the data to third parties.
Broadcast monitoring: by embedding watermarks in commercial advertisements, an 
automated system monitors the diffused programs. Some programs can have considerable 
value per hour, which make them very vulnerable to intellectual property copyright 
violations. A broadcast surveillance system can check all broadcast channels and charge 
the TV stations according to their broadcast.
Data authentication: A fragile watermark is embedded into data. It indicates that the data 
has been deteriorated or modified when the watermark is not detected.
Copy prevention or control: watermai ks can also be used for copy prevention and control. 
For example, in a closed system where the multimedia content needs special hardware for 
copying and/ or viewing, a digital watermark can be inserted indicating the number of 
copies that are permitted. An example o f such a system is the Digital Versatile Disc 
(DVD). In fact, a copy protection mechanism that includes digital watermarking at its 
core is currently being considered for standardisation and second generation DVD players 
may well include the ability to read watermarks and take action based on their presence or 
absence.
From the above, the need of watermarking for protecting the ownership and securing the 
communication of digital images has been explained. In particular, satellite images are 
concerned with the same issues, but in some respects the requirements are different.
Satellite image applications require less distortion of the original image than common 
watennarking schemes. Indeed, the invisible watermarking process involves making 
imperceptible modifications to the pixel values of an image. However, even though these 
changes may be imperceptible to the human observer, they must be of sufficient 
magnitude to allow for watermark detection. Because of this, the use of invisible 
watermarldng can also impact on the interpretation of the satellite images in remote 
sensing applications or performance of satellite image classification algorithms. 
Therefore, satellite images require a watermarking scheme that preserves the original 
image quality.
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On the other hand, the implementation of the watermarking algorithm should be done 
onboard the satellite, in order to ensure that the satellite images are watermarked before 
transmission. The satellites that our research is concerned with are micro satellites 
developed by SSTL. The purposes of these satellites encompasses widely ranging 
applications, including remote sensing, communications and technology demonstration. 
The common factor is that SSTL attempts to take an approach that has lower costs than 
usually found in the traditional space industry.
Hence, the development of the onboard watermarking design is concerned with rapid 
development, highly integrated system, COST technologies, reduction of mass and size, 
and real time processing.
1.2 Objectives of the Thesis
From the above discussion, secure solutions and reliable watermarking methods to 
prevent illegal copying and distribution are needed, and this thesis addresses such a 
problem.
The main objective of this thesis is to develop robust and invisible watermarking systems 
for image copyright protection. In order to achieve that, the essential issues of digital 
watermarking should be covered, as well as identification of the current literature of 
watermarking.
One of the objectives was to develop a watermarking method, efficient in terms of 
computational time processing, as well as the robustness and data integrity of the 
watermarked images.
As the research is concerned with satellite images, the quality of images and onboard 
implementation of the watermarking scheme are amongst the most demanding to satisfy. 
Consequently, the quality of the watermarked image should remain similar to the original 
image, or the original quality can be recovered by a reversible process. On the other hand, 
the onboard implementation is done using hardware, and a suitable wateiinaiLing scheme 
should be developed toward these constraints, assessing all issues involving hardware 
design, such as integrity of data, speed, feasibility, etc.
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Moreover, the robustness of the developed watermarking scheme is also an aim, 
robustness against common attacks, and particularly against Stirmark random geometric 
attacks.
1.3 Original Work
The original work in this thesis can be summarised as follows:
• Enhancement to computational efficiency of existing spread spectmm 
watermarking in DCT. (section 3.2)
• A method for image robust watermarking based on the ‘8x8’ blocks DCT 
combined with Zig-Zag scan and fast extraction algorithm, (section 3.6)
• A method for image robust wateimarldng based on the ‘8x8’ Fast Hadamard 
Transform, and predefined watermaik insertion, (section 4.4)
• The reversibility of the FHT watermarking method, (section 4.4.3)
• Detection enhancement using image registration, (section 4.7)
• A robust watermarking method for satellite images, (section 4.7)
• High speed hardware watermarking implementation, (section 5.7)
1.4 Structure of the Thesis
This first chapter has explained the background to the need for protecting the ownership 
and securing the communication of multimedia. The objectives of the thesis were 
expressed, and the original achievements / novel work undertaken are summarised.
Chapter 2 provides an intToduction to digital watermarking. The relevant materials on 
digital watermarking are briefly reviewed, namely literature review of watermarking, 
watermarking basic design and several terminologies such as invisibility, robustness, and 
probability of false detection. In addition, several simulation results of the DCT and DWT 
spread spectrum image watermaiking are presented. Test results for their robustness using 
several attacks are also provided. A compaiison is made between these approaches on the 
basis of these results and their performance in terms of image quality.
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Chapter 3 presents two methods based on the DCT domain. The first method is an 
enhancement in terms of computational efficiency of existing spread spectrum 
watermarking in the DCT domain; the novelty of this approach is characterised by the 
identification of a restricted area of the DCT coefficients that will be used in the insertion 
of the watermark, combined with a novel fast algorithm for extracting these coefficients. 
This configuration of the algorithm peimits a fast insertion of the watermark. The 
development of the fast algorithm is explained and compared with sorting algorithms. The 
second method is based on the ‘8x8’ block DCT combined with Zig-Zag scan and fast 
extraction algorithm in order to perform the insertion of the watermark.
Chapter 4 describes the development of watermarking methods based on the Hadamard 
transform. The suitability of using this tiansfbrm is explained, and a comparison is made 
between two methods in terms of robustness, data integrity and simplicity of 
implementation. The first method is based on the whole tiansfbrm and the second on the 
‘8x8’ sub block transform. Then, a novel watermarking method is developed based on the 
Fast Hadamard transform and predefined positions of insertion. The identification of 
predefined positions is explained with regard to the robustness of the scheme against 
attacks. In addition, the performance of the method is described in terms of robustness 
and, most importantly, the reversibility property. The problem of detection in the presence 
of geometric transformations is also discussed in tliis chapter, different approaches 
existing in the literature are described, and a novel approach based on image registration 
is proposed to counter the problem of geometiic distortions. Finally, a watermarking 
method for satellite images and its performance will be reviewed.
Chapter 5 first describes a micro satellite imaging system in order to identify the 
characteristics of the images. The requirement of an onboard watermarking for satellite 
images are explained, where FPGAs have been identified suitable for watermarking for 
their benefits and properties. In addition, an overview of existing hardware watermarking 
designs is presented, where their performance and applications are described. Some issues 
of developing a hardware watermarldng are discussed. Finally, the hardware 
watermarking design is described. Its functionality simulation and inteipretation are 
summarised and its implementation is presented.
In Chapter 6, the conclusions for this research study are discussed and some suggestions 
concerning future work are given.
In addition to the thesis the following publications have appeared:
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‘Robust Watermaiking Method Using a Fast Algorithm’, WlAMIS, 9-11 April 
2003, Queen Mary, University of London,UlC.
‘Robust Watermaiking Method Using the Fast Hadamaid Transfomi’, PREP, 14- 
16 April 2003, University of Exeter, UK.
‘VLSI implementation of onboard watermarking for satellite images’. Poster in 
the British Festival of Space, 10-12 July 2003, University of Surrey, UK.
‘Hardware Design of Watermarking for Satellite Images’, Am sat colloquium 25- 
27*'^  July 2003, University of Surrey, UK.
‘VLSI Implementation of a Reversible Watermarking Method for satellite 
Imagery’, accepted for publishing in Electronic Imaging, IS&T/SPIE 16th Annual 
Symposium, 18-22 January 2004, San Jose, California USA.
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2 Introduction to Digital Watermarking
2.1 Introduction
The importance and necessity of digital watermarking to provide multimedia ownership 
confidentiality were presented in the previous chapter, also different applications of 
digital watermarking have been described; therefore, this chapter is focused on presenting 
several essential issues in digital watermarking. It contains two main parts: literature 
survey of digital watermarking and experimental work.
Basic watermarking designs are described in section 2.2. In section 2.3, several 
watermarking methods are explained; these methods are sorted into three main groups: 
spatial domain, frequency and wavelet domain; where the embedding domain and 
robustness are discussed. The watermarking detection procedures are considered for 
oblivious and non-oblivious schemes in section 2.4. In addition, the false detection 
probability issue is presented in section 2.5. Different approaches of analysing the 
watermarked image quality are the subject of the section 2.6.
Another aspect of digital watemiarking, robustness assessment is examined in section 2.7, 
where attacks against watermarking are presented.
In the experimental section, examples of digital watermarking in the discrete cosine 
transform and discrete wavelet tmnsform are explained in section 2.8 and 2.9 
respectively. Experiments based on these schemes are given in section 2.10, where the 
robustness and quality of the watemiarked image for each method are assessed, followed 
by a conclusion of the chapter in section 2.11.
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2.2 Basic Watermaiidng Design
All methods of watermarking have the same general building blocks: a watermark 
embedding system and a watermark recovery system (also called watennark extinction or 
watermark decoder) [6, 7].
Figure 2-1 shows the general watermarldng scheme. The input to the scheme is the 
watermark, the data, and a secret key. The watermark can be a number, text or an 
image/logo. The key can also be used to provide further security, against unauthorised 
parties from recovering and manipulating the watermark.
The general process for decoding the watermark is illustrated in figure 2-2. The output is 
either the recovered watermark W or a measure indicating the presence of the watermark 
in the data. The inputs are the watermarked data, the secret key, and possibly the original 
image, depending on whether the detection method is blind or non-blind. In blind 
watermarldng, the cover signal (the original image) is not needed during the detection 
process to detect the watermark. Only the key, which is typically used to generate some 
random sequence used during the embedding process, is required. This type of scheme is 
of interest for electronic equipment or software associated with mass distribution of data 
to authorised subscribers.
In some cases some extra infoimation may be needed to help the detector, in particular to 
synchronise its random sequence on the possibly distorted test signal. In particular some 
watermarking schemes require access to the published watermarked signal, i.e the original 
signal just after adding the watermark. Such schemes are known as semi blind 
watermarking schemes. However, in non blind watermarking scheme, the original 
unwatermarked image is required in the detection process.
Watermark W
Data/
Secret key K
Watermark 
Embedding System Watermarked 
data /
Figure 2-1: General digital watermarldng scheme 16]
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Watermark W
Input Data V
Secret key K
Watermark
Detector
Process
Watermark/ 
Confidence
Figure 2-2: General watermark recovery scheme [6]
2.3 Different Watermarldng Methods
2.3,1 Spatial Domain
The idea of digital image watermarking was proposed by Tirkel et al. [10,11,12]. The 
authors have explained the importance of digital watermarking and proposed two 
methods. In the first, the watermark was composed of an m-sequence Pseudo Noise (PN) 
code embedded in the least significant bit (LSB) plane of the image data. The method is 
an extension to a simple LSB coding scheme in which the LSB’s are replaced by the 
coding information. In second method, the watermark is also in the form of an m- 
sequence PN code, and added to the LSB plan. The decoding is carried out by using 
optimal autocorrelation flinction of m-sequences.
Bender ot a l [13] propose a method, called Patchwork. Pairs of pixels A and B are 
randomly chosen in the image, each pair («/, hi) is used to hide one bit by increasing ai by 
one and decreasing 6, by one. The idea is based on image statistical properties, where the 
expected value of:
(2 . 1)
equals eidier 2N  for watermarked pairs or zero for non watermarked pairs. Another 
similar method based on the same idea of Patchwork algorithm is proposed by Pitas et al. 
[14,15,16], the digital watermark S  is generated randomly where the number of ''ones' 
equals the number of '’zeros',
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^  = k ,„  e  {l,0},«e[0,iV -l],m e [0 ,M -l]}  (2.2)
All pixels in the image /,
/  = {x„„., n e  [o, - 1], m e [o, M  - 1]} (2.3)
are divided into 2 subsets A,B of equal size:
^  = {^ ,w, ^  = 1} and B = e = O} (2.4)
The grey levels of pixels in set A are increased by k  grey levels which represents the 
insertion of the watermark. The proposed detection scheme is based on the statistical 
detection theory criteria. The central key is the examination of the difference of the mean 
values of the two subsets A,B. If these subsets are chosen randomly then,
a  =  and 6 =
A B
and are approximately equal, while the averages will be well separated (by k). A test 
statistics q is used defined as follows:
W ~  ~ T (2-6)q = ----  where w — a —b
2(s^ + j" )^where  ^ and , si denote the sample variances. The presence of the
watermark is determined by hypothesis testing using the test statistic:
Ho : There is no watermark in the image ( w = 0)
H] : There is a watermark in the image ( w = /c )
Under Hq Hypothesis, the test statistic follows Student distribution with zero mean. When 
Hj Hypothesis holds, the test statistic is distributed according to so-called non-central
Student distribution with mean equal t o - ^ .
<7-
An improvement of this technique is proposed by Hartung and Girod [17]; they have 
developed a similar scheme that allows the insertion of a message of some bits in the 
image using the spatial masking, and modulate the watermark according to the spatial 
sensitivity mask. The insertion scheme is illustrated in figure 2-3. Each bit to be inserted, 
is associated with a value equal to +7 or -7, and spread in a window. It is then modulated
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by a random sequence; the message will have the same size as the original image. A 
mask representing the image activity weights is then used to modulate the watermark. 
Finally, the obtained sequence is added to the image and the detection is achieved by 
correlation between the random sequence and the watermarked image in each spread 
window. The sign of the correlation gives the value of the inserted bit. The authors 
propose to enhance the performance of the correlation by estimating the extracted 
watermark, using a high pass filter.
Message to insert
1
1
^f
1
Random sequence Message, signature
Figure 2-3: Insertion principle of Hartung and Girod scheme
The insertion can be achieved as well by modification or substitution of some image 
characteristics, such as histogram and geometric characteristics. Coltuc et al. [18] use the 
fact that the histogram of an image has a flexible characteristic, it can therefore be 
modified and have a predefined shape without a visible distortion. A drawback of the 
proposed method is the fact that an image statistic is modified, and that the histogram of 
the original image is replaced by an arbitrary histogram of a periodical shape. The 
authors notice that the principal problem of their scheme is its lack of robustness; In fact, 
nothing prevents an attacker from modifying the watermarked image histogram in order 
to remove the signature. Another approach is proposed by Maes et al. [19], where the 
information is embedded by changing the geometric features of the image. The watermark 
is formed by a predefined dense pixels pattern, such as a collection of lines. Salient points 
in an image are warped into a vicinity of the line pattern in such a way that the changes 
are perceptually invisible; this is essentially different from other existing techniques, in
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the sense tliat it is not based on changing colour components, but it changes the geometric 
features of the image.
2.3.2 Frequency Domain
One of the most cited watermarking methods is proposed by Cox et a/. [20,21]. It requires 
the original image for the decoding, the watermark is chosen fiom a normal distribution 
N(1,0) with zero mean and unit variance, the embedding procedure is achieved by 
modulating the Discrete Cosine Transform (DCT) coefficients with the largest magnitude. 
The largest magnitude DCTs (excluding the DC component) were chosen, as they 
represent the significant components in the image. The insertion is carried out to the 
highest energy 1000 fi equency coefficient v* following the formula:
Wjt represents element fiom the watermark, a  is the scaling parameter. The watermarked
image is obtained by applying the inverse transform. In the decoding process, the 
exti'acted watermark is compared to the original inserted watermark using the similarity 
function:
^ I P l v
The author reports that the method has presented a good robustness with respect to loss of 
compression and the most common image processing techniques.
Another technique has been introduced by Podilchuk et al. [22,23] to improve the 
previous scheme. Perceptual watermarking using just noticeable difference (JND) has 
been introduced. Furthermore, the insertion uses sub-blocks of the DCT of the image 
rather than the whole image tiansform. The watermark in this approach is also a Gaussian 
distribution, and inserted as follows:
\ v i = v,+ JN D ,m>, i f  v , > j m ,  
v .^'=v .^ Otherwise
JNDk is the computed JND, based on visual models. The perceptual model employed, is 
based on utilising frequency, brightness sensitivity, and local contrast masking. The
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authors report that this approach did not intioduce visible changes, but a slightly better 
robustness results, compared to the Cox et a l  scheme.
Koch et a l  [24, 25] tiansformed an image by using 8x8 block DCT, in order to design a 
robust watermarking scheme against the JPEG compression. A pseudo number generator 
is used to select a subset of blocks; the watermark is binary sequence. To embed a bit, a 
pair of mid frequency coefficients are selected and then modified, such that the difference 
between them is either positive or negative, depending on the bit value.
Ruanaidh et r^/. [26,27,28] design a watermarking technique invariant to translation, 
rotation, and scaling. The method uses a combination of Discrete Fourier Transform 
(DFT) and a Log Polar Map (LPM). Figure 2-4 shows the proposed watermarking 
method. First the amplitude of the DFT of the image is computed. One of the DFT 
properties is that a shift in the spatial domain, results in a phase shift in the frequency 
domain which makes the image translation invariant. Rotation and scale invariance is 
achieved by mapping the amplitude fi om the Cartesian grid to a log polar grid, for every 
point of the DFT amplitude a corresponding point in the LPM (//, 6) is determined:
u = e^'cos,{9) (2.10)
V = e^ ‘ sin(^)
where/ / is real and ^< 9< 27T .
This representation converts the rotation and scaling in the Cartesian grid to a tianslation 
of ji and 9 coordinates, respectively. By taking the amplitude of the DFT of the LPM 
results in rotation and ti anslation invariant. The method works in theory, however it is not 
feasible in a discrete domain with a limited complexity, and this issue is explained further 
in section 4.5.2.
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Amplitude
Phase
Amplitude
DFT
LPM
DFT
LPM
DFTDFT
Image
Invariant space for : 
Rotation, Scaling, and Translation.
Figure 2-4: Diagram of RST invariant watermarldng
Bors and Pitas [29,30] suggest a method based on DCT insertion satisfying a block site 
selection constraint. The image is divided first into blocks of 8x8, and random blocks are 
selected. The middle range frequency DCT coefficients are then modified, using either a 
linear DCT constraint or a circular DCT detection region to embed the watermark. In the 
first approach, the linear constraint is defined as:
=  (2 .11)
where F  is the modified DCT coefficients vector and Q the weighting vector provided by 
the watermark. The least square criterion is used as a constiaint to change the coefficients. 
The second algorithm defines circular regions around the selected DCT coefficients. 
These coefficients are then quantised satisfying the equation:
| F - a |  = m h i |F - e , f  
where Q i, z = 7 , i s  the set of coefficient vectors provided by the watermark.
(2 .12)
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2.3.3 Wavelet Transform
Kunder and Hatzinakos [31,32,33] embed message bits into a set of triplets of wavelet 
coefficients chosen from the same resolution level. The choice of the triplets is based on a 
pseudo random number generator initialised with a secret key. The middle coefficient of 
the triplet is adjusted so that its relative position with respect to the other two coefficients 
falls into intervals of length:
^  (Cm.. -Cmù,) (2.13)
(2 2 - 1)
where c,„ax and are the largest and the smallest coefficients from each tiiplet, and Q is 
a fixed integer which can be used to regulate the visibility of the watermark. The 
detection is carried out by the estimation of the bit fi om the middle coefficient.
Barni et al [34] propose another approach to insert a watermark using the Discrete 
Wavelet Transform (DWT). Visual masking has been used to reduce the visibility of the 
watermark. The watermark pseudo random sequencew,. g i=0,..,,3MN. is
embedded as follows, first the 2MX2N image is decomposed using DWT in four levels, 
the three highest levels detailed sub-bands are modified according to the rule:
y P  ( i J ) = yo" O J ) +o»-"
(2.14)
2A-///+/W+j
whereyjthe sub-band at resolution j~ 0 ,l,2 ,3  with orientation 6 ={LL,LH,HL,HH}, a
qualifies the strength of the watermark and r(i, j)  is a weighting function, taking into 
account the local sensitivity o f the image noise. This masking function allows you to 
exploit the characteristic of the Human Visual System. The detection of the watermark is 
achieved without using the original image, and uses the correlation between the marked 
coefficients and the original watemiark to prove the detection, expressed as:
1 .V—1 Ç2, 15)
+3'o'"'(''.y)W2J«,t«+y
/=0 7=0
Another method by Xia et a l [35] based on the Discrete Wavelet Transform. Pseudo 
codes are added to the laige coefficients at the high and middle frequency of the DWT of 
the image. It is reported that this method is robust to common image distortions, such as:
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the Wavelet ti*ansfomi based image compression, image scaling/stretching. This method 
will be investigated further in section 2.9.
Piva et <7/. [36] use the masking characteristic of the HVS to embed a watermark in the 
DCT coefficients. The method is described as follows, the watermai k consists of a pseudo 
random sequence of n real numbers with normal distribution W The
coefficients of the WW DCT of the original image I  are reordered into a vector using 
zigzag scan. From this vector, n coefficients, starting at position L+7, aie selected to 
generate tlie vector K=/v/, The wateimark W is embedded into V according to:
, I I (2.16)V,. =v,.+ a|v,.|w,.
where a  determines the watermark strength. The inverse DCT is then performed
obtaining the watermarked image /  . In addition, visual masking is applied in order to 
enhance the robustness.
The wateimark detection is performed by comparing the correlation p  between the 
watermark and the possible corrupted signed DCT coefficients K* with a threshold T. The 
correlation p  is expressed as:
1 ^  . (2.17)
The threshold T  is given by:
T = — f \ v \3 M tr ' 'I
and the mark is considered to be present \f  p  > T.
2.4 Watermark Detection
Figure 2-5 shows the practical approach of the detection process. Depending on the 
watermarking scheme, the watermark is extracted from the tiansfbrmed image. An 
example of the detector response of the extracted watermark is shown. The detector is a 
representation o f correlation or similarity flinction outputs between the extiacted 
watermark and a set of sequences, the detection is proven by a peak at the original 
wateimark position.
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Figure 2-5: Watermarking Detection procedure
There are two approaches to recover the watermark. Non oblivious or non blind schemes 
are those that need the original image for watermark extraction. Typically, such schemes 
are more robust than oblivious schemes that do not require the original image in the 
watermark extraction. On the other hand, the application of non oblivious schemes is 
limited by the requirement of having the original image available. The availability of the 
original image can be very important, it can be very useful in assessing the geometric 
distortions that the watermarked image has undertaken, therefore, the detection can be 
improved by applying the inverse distortion (example: rotation).
On the other hand, blind digital watermarking is the art of communicating a message by 
embedding it into multimedia data (host data), and decoding it without access to the 
original, non watermarked host data. Applications envisaged for such a method are copy 
control or ownership verification. A blind watermarking scheme must be designed such 
that the watermarked data has subjective quality close to that of the original host data and 
that the decoder can correctly decode the embedded message after any attack that does 
not destroy the commercial value of the multimedia.
Early blind watermarking schemes were built on the principle of spread spectrum. 
Although this technique allows for reliable communication even for strong attacks, blind 
detection of spread spectrum watermarks suffers significantly from host data interference. 
Later, however, it was realized that the host data can be considered as side information at 
the watermark encoder, and thus improved blind watermarking schemes can be designed.
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A key paper in this field is the work by Costa [98], which shows that, for Gaussian data 
and additive white Gaussian noise (AWGN) attacks, blind watermarking can perform as 
well as if  the decoder has access to the original host data. Costa’s scheme involves a 
random codebook U, which is available at the encoder and decoder. Unfortunately, for 
good performance U must be so large that neither storing it nor searching it is practical.
In contrast, the watermarking algorithms developed in this thesis are non-blind 
watermarking methods because of the nature of the application (copyright protection for 
satellite images); where the owner of the images is running the detector, in order to 
discover who illegally distiibuted a given copy. The owner should still have an 
unwatermai'ked version of the image and thus can provide it to the detector along with the 
illegal copy. This often substantially improves detector performance, in that the original 
can also be used for registiation, to counteract geometric distortions that might have been 
applied to the watermarked copy (discussed further in section 4.7).
The oblivious detection can be illustiated through the following example; the insertion of 
the watermark is achieved by addition to the spatial domain, and the watermaik is a 
random sequence of the same size of the image. The correlation is used to detect the 
existence of the watermark, expressed as follows:
(=1 7=1
where
iv(/,y) : coefficient values of the watermark.
I  Q ,j) : coefficient values o f the possible watermarked image.
p  : represents the conelation between the possible watermarked image and the 
watennark.
In the interpretation of the correlation value, in the general case, two assumptions are 
considered:
1. Ho the image does not contain the watermark.
2. Hi the image contains the watermark.
If the image contains the watermark then the con elation is
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/=1 7=1
But we have: I  = I ( i , j )  + w (iJ )  (assuming watermarked image in the case of 
additive insertion in spatial domain). Therefore
leading to
p m = £ x M < /,7 ) [ /( i , . /)+ w (ij)]
/=1 7=1
pm = Ë Ë  w(,:,7)/(/,7) + £ £  w^ (/. 7)/=1 7=1 /=! 7=1
(2.21)
(2.22)
The watennark is uncorrelated with the original image, therefore
m ij m n
1=1 7=1 1=1 7=1
but, p (H q ) = X! Z  7)^  (4./) = 2  ./)
1=1 7=1 1=1 7=1
(2.23)
(2.24)
we therefore conclude that
p m « p ( H , )  (2.25)
Regardless of the direct correlation function to detect the watennark, several forms of 
correlation can be used, such as the nonnalised correlation [37]. Also similarity function 
can be used in order to compare the extracted watermark and the original watermark; this 
flinction will be discussed in section 2.8.3.
2.5 False Detection Probability
A critical issue for many applications is the probability that the watermark detector 
incorrectly identifies some unmarked media as containing a watennark. Such an error can 
lead to the mistaken prevention of a legitimate operation [5]. Therefore, in the 
watermarking detection, a pre-set threshold depends on the false detection probability 
used to validate the measure of the correlation.
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The false detection probability is the probability of detecting a watermark from unmarked 
media. This is determined by the design of the watermark detector, and the distribution of 
the media processed by it. Figure 2-6 shows a basic design for a watermark detector.
Input
Media
Watermark
Vector
n-Dimentional n-DUnentional
vector vector
Scalar value
Threshold
Watermark
Extractor
Detection Value 
Calculator
Decision
Figure 2-6; Basic design for a watermark detector [371
The input media is first processed by a watermark extractor which generates an n- 
dimensional extracted vector V. which is then compared against ^-dimensional watermark 
vector IT, to obtain a detection measure. Finally, the detection measure is compared 
against a threshold T, and the result of this comparison determines whether the detector 
reports that the watermark is present or not. Generally, larger C indicates greater 
probability that the watemiark is present, so the detector reports a detection if C > 71
The problem of analysing false detection behaviour has been summarised by Miller et a l 
[37]. The authors express that the formula used for computing the detection measure is 
critical to determining the probability of false detection. Three types of correlation are 
considered in their paper: correlation, correlation coefficient, and nonnalised correlation.
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Correlation, The correlation measure is computed as follows:
p^=W^W = ^  n/.n/ (2.26)
/
Correlation coefficient, to remove dependence on the variance of extracted vector 
elements, the correlation coefficient is used:
(2.27)
P c c =
^(W^W)W* w*
where
W = W - W  
W *= W *-W *
This differs from correlation by subtmcting out the means of W and W*, and dividing by 
the product of their standard deviations. This latter difference makes a qualitative change 
in the behaviour of detection values.
Normalised correlation, A  detection measure that is simpler than correlation coefficient is 
obtained by not subtracting out the mean values of W and W* as follows:
W^W* (2.28)
P„e  =■
Three methods of computing probability of false detection were studied: approximate 
Gaussian method, Fisher z-statistic method, and their proposed method. Miller et al. 
expressed the false probability density function as spherical Gaussian, in which case the 
probability that the detector will give a false detection is given exactly by a ratio of two 
integrals:
Jsin^" ^^(it)dn 
Pfd =  where = cos"* (T)
2 |sin^"“^ O^w)^ /w
0
This expression depends only on the detection threshold T and the dimensionality of the 
watermark.
A comparison has been made between the developed method and two other approximate 
methods:
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The simplest approximate method is the Gaussian method; the probability density 
function in this case is expressed as follows:
Pfd ^ Q (r 4 n )=  f - ^ e  ' ' 'V x  
t47i V2Æ
(2.30)
A more accurate approximation employs the Fisher z-statistic to estimate the false 
detection probability:
1, A + T.P ju ^Q (T ,^ l(n -2 ))  where = - l o g ( Y ^ )
In both cases, the normalised correlation has been as the detection measure:
(2.31)
(2.32)
The authors also report that their method matches very closely with experimental results, 
and the approximate methods for size of watermark n=1000. In addition, when the 
threshold is low, all three methods give very similar results.
—  Gaussian
-  — Fisher
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Figure 2-7: False detection rates for various thresholds, watermark vector length 1000.
From the above figure, it should be noted that for a threshold of detection equal to 0.2 the 
probability of falsely detecting a watermark from any un-watermarked host data is less 
than which is very small. Therefore, this threshold has been selected by several 
schemes [20].
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2 ,6  Quality of the Watermarked Image
One of the main requirements for watermarking is the perceptual transparency. The 
watermarking process should not intioduce any perceptible alteration into the original 
image. Nevertheless, the more imperceptible the watermark, the less robust it is. Thus, the 
design of a watermarking method always involves a trade off between imperceptibility 
and robustness. For fair evaluation and comparison it is therefore necessary to consider 
the perceptibility of the watermark in the evaluation process. ICutter and Har tung [6] have 
proposed two approaches in order to evaluate the perceptibility of the watermark: 
subjective tests and a quality metric.
A subjective test is carried out in two steps. First, the distorted data sets are rank ordered 
fiom best to worst. The subject is then asked to rate each data set, describing the 
perceptibility of the distortion. These r atings can be used for example, on the ITU-R 
Rec.500 quality rating. Table 2-1 lists the ratings and the corresponding perception and 
quality.
On the other hand, many different distortion metrics can be used in assessing the 
deterioration caused by the watermark insertion [38]. Two commonly used measures are 
Mean Square Error and Peak Signal to Noise Ratio [39]. The Mean Square Error (MSE) 
between two images /  and /  of size M W  is expressed:
1 ^ .........   (2.33)
—  ■
One problem with Mean Square Error is that it depends on the image intensity scaling. 
Peak Signal to Noise Ratio (PSNR) avoids this problem by scaling the MSE according to 
the image range as follows:
(2.34)
where S  is the maximum pixel value. PSNR is measured in decibels (dB).
?6'WR = - 1 0 1 o g , ,( - ^ )
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Rating Impairment Quality
1 Imperceptible Excellent
2 Perceptible, not annoying Good
3 Slightly annoying Fair
4 Annoying Poor
5 Very annoying Bad
Table 2-1: ITU-R Rec. 500 quality ratings [6]
2.7 Attack against Watermarldng
A lot of people have developed different watermarking technologies, while others have 
attempted to break them. Thus watermarking schemes should be robust against these 
intentional attacks as well as any unintentional attacks such as common image processing. 
Therefore, the attacks are used for verifying the security and robustness of watermarking 
algorithms; specific attacks are applied to test them. The attacks can be categorised into 
two main groups: those that attempt to remove the watermark and those that tiy to 
desynchronise the detection procedure. On the other hand, Haitung et al.[40] 
distinguished more than two kinds of attacks against watermarking. Four groups were 
described, where the classification considers only attacks that do not significantly distort 
the data host.
1. Simple attacks, also called waveform attacks or noise attacks - these attacks 
attempt to damage the embedded watermark by manipulating the whole 
watermarked data, without an attempt to identify the embedded watermark. 
Examples include filtering, JPEG compression, addition of noise, cropping, 
conversion to analogue, and y  corrections (which reduces the effect due to 
scanning and printing).
2. Detection-disabling attacks or synchronisation attacks - These attacks attempt to 
break the correlation and to make the recovery of the watermark impossible for a 
watermark detector. These include geometric distortions such as: scaling, shifting,
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rotation, cropping, pixel permutations, sub sampling, removal or insertion of 
pixels.
3. Ambiguity attacks, other possible names of these attacks are confusion attacks, 
deadlock attacks, inversion attacks, and fake-watermark attacks - These attacks 
attempt to confuse by producing fake original or fake watermarked data.
4. Removal attacks - These attacks attempt to analyse the watermarked data, estimate 
or separate the watermark from the watermarked data, and remove it. Examples 
are collusion attack, denoising, non-linear filtering, or compression using 
synthetic modelling of the image.
m « a :
B Ê B m m a ET
Figure 2-8: Effect of Stirmark random geometric distortion
Stirmark [8, 9], is a benchmarking tool for digital watermarking technologies. Given a 
watermarked input image, Stirmark generates a number of modified images which can 
then be used to verify whether the embedded watermark can still be detected. Some of the 
attacks available in Stirmark are: Cropping, Flip, Rotation, Rotation-Scale, Sharpening, 
Gaussian filtering, Random bending. Linear transformations. Aspect ratio, Scale changes, 
Line removal, Colour reduction, and JPEG compression. Figure 2-8 shows the effect of 
the random geometric distortion available in Stirmark. These distortions do not remove 
the watermark; however they do prevent the detector from locating it.
Some other common attacks in image watermarking are illustrated in Figure 2-9.
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(a) Original Image (b) Low JPEG Compression
(c) Rotation (d) Scaling
(e) Cropping (f) Noise Addition
Figure 2-9: Common Image Processing used as attacks
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2.8 Digital Watermarking in the DCT Domain
In this section, a watermarked method based on the DCT domain will be investigated. 
The method is spread spectium wateimarking in the DCT, which was first intioduced by 
Cox et al. [20, 21]. The watermark is inserted into the DCT coefficients of the image. The 
authors argue that the watermark must be placed explicitly in the perceptually most 
significant components, and spread over the spectium of the image. This will ensure a 
large measure of security against unintentional or intentional attacks: the location of the 
watermark is not obvious; the frequency coefficients are selected such that they ensure 
severe degradation of the original image following any attack on the watermark. On the 
other hand, the insertion of the watermark intioduces a visible distortion to the image. 
Therefore, a compromise between the visibility of the watermark and the robustness of 
the scheme should be considered, a scaling parameter is intioduced to ensure this 
compromise; the scheme proposed by Cox et al. can be also applied to other transform 
domain such as Fourier tiansform or discrete wavelet transform.
In order to define a wateimarking technique in the transform domain, thiee main steps are 
to be considered: image transformation, watermark insertion, and watermark extraction or 
recovery. In the following section these steps are detailed for the spread spectrum 
watermarking in the DCT domain. First a brief review of the DCT is developed.
2.8.1 Review of DCT
The two dimensional Discrete Cosine Transform of an M W  matrix I  is defined as follows 
[41]:
/(» .v )  = g / ( U - ) c o s ( ^ ( | ^ ) c o s ( ^ < 2 ^ )  (2-35)
i=Q y = 0  2 M  ZN
with / and J are vertical and horizontal positions respectively of the pixel in the image.
1
c{u) =
If =  0
and, c(v) =
— , l < w < M - l  M
(2.36)  
, 1 <  V <  J V -1N
The values/(w, v) are the Discrete Cosine Transform coefficients of I. The Discrete 
Cosine Transform is an invertible transform, and its inverse is given by
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I(i, / )  = É  Ë  c(î')c (v )/(u, v) cos{~ ^ ^ “)2M  2N
The Discrete Cosine Transform can be computed using matrix transformations for the 
case of square matiix I  of dimension MxM. D  the Discrete Cosine Transform matrix is 
defined as follows;
—7 =  7 = 0, 0 < y ^  M —14 m
l— c o s C ^ ^ ‘ - ^ A  0 < / < M - l'M  2M
(2.38)
The two dimension Discrete Cosine Transform of I  can be computed as
f  = DID^ (2.39)
Let us calculate
D~^JD = D-'DID^D  (2.40)
Since, D is a real orthonormal matiix; its inverse is the same as its transpose, therefore the 
inverse two dimensional Discrete Cosine Transform o f/is  given by
l  = D'^fD (2.41)
2.8.2 Watermark Insertion
Figure 2-10 illustrates the procedure of watermark embedding for spread spectrum 
watermarking in the DCT domain. The DCT is first applied to the input image, 
perceptually significant regions in the spectium are localised, and the watermark is then 
inserted into these regions. In practice, in order to place n values of the watermark into 
A7>dV image, the VxiVDCT is computed; n highest magnitude coefficients of the transform
are selected excluding the DC component, and then used to insert the watermark. The
insertion of the watermark is carried as follows; a watermark consists of a sequence of
real numbers W  = {w M > n}, where each value x, is chosen independently from normal
distribution with zero mean and unit vai'iance. Three formulae are proposed to obtain the 
watermarked image coefficients Vj by inserting W into the image coefficients V\
V ,  =  V ,  + (2.42)
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(2.43)
(2.44)
where a  is the scaling parameter to control the visibility of the watermark. It can be used 
to set a compromise between the robustness of the scheme and the quality of the 
watermarked image.
Original
Image
D C T
Watermark
Data
1r
IDCT
1r
Watermarked
Image
Figure 2-10; DCT domain watermark insertion
2.8.3 Watermark Extraction
The extraction procedure is illustrated in figure 2-11, where the possibly attacked image, 
the original image, and the watermark are the inputs of the process. By the inverse of the 
equation (2.40), a sequence W* is extracted fi'om selected coefficients (the equation (2.40) 
is reversible for v/ 0, and this condition is verified since the insertion was concerned 
with the highest magnitude values of the transform).
In order to compare the extiacted watermark W* and the original watermark fV, the 
similarity function is used. It is defined as follows [20, 21]:
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Trrr*W 'W
■slw'^W
(2.45)
It is important to note thatsim{W,W)=-yfn , therefore, the larger the watermark length is; 
the higher the function should be.
Possibly Attacked 
Watermarked Image
Original
Image
Extracted Watermark
Original
Watemiark Similar?
DCT
DCT
Figure 2-11: DCT domain watermark extraction
2.9 Digital Watermarldng in the DWT Domain
In this section, another approach is studied based on the wavelet transform. This method 
was proposed by Xia et aL [35], and the basic idea is that the watermark is added to the 
large coefficients at the high and middle fiequency bands of the discrete wavelet 
tiansform of the image. The authors claimed that their approach has the following 
advantages; the multiresolution representation is very effective for analysing the 
infoimation of the images. In fact, large coefficients in high fiequency sub bands usually 
indicate edges in an image; therefore, adding the watermark to these coefficients is 
difficult for the human eye to perceive. Before explaining the details of tlie watermarking 
method, a brief review of the discrete wavelet ti ansfbim is given in the following section.
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2.9.1 Review of DWT
For one-dimensional signal, the basic idea of the DWT is that a signal is split into two 
paits using two filters to get high frequencies and low frequencies [33, 35, 42].
This process is continued an arbitrary number of times, which is determined by the level 
of the decomposition; fiom these DWT coefficients, the original signal can be 
reconstiucted. The DWT and IDWT (reconstiuction process) for two dimension images I  
can be defined using DWT for one dimension as (DWT and IDWT) for each dimension m 
and n separately.
The DWT and IDWT can be mathematically stated as follows.
Let:
H{w) = 'Yj /*(") exp(-mw) and G(w) = Y  &(^ )^ exp(-miv) (2-46)
be two filters, lowpass and highpass respectively.
The procedure starts with passing the signal (sequence) through a half band lowpass filter 
with impulse response h(n). Filtering a signal corresponds to the mathematical operation 
of convolution of the signal with the impulse response of the filter. The convolution 
operation in discrete time is defined as follows:
^  (2.47)x{n) * h{n) = ^x(/c)/7(ir -  k)
After passing the signal through a halfband lowpass filter, half of the samples can be 
eliminated according to the Nyquisf s rule, since the signal now has a highest frequency 
of ti/2 radians instead of ji radians. Simply discarding every other sample will sub sample 
the signal by two, and the signal will then have half the number of points. The scale of the 
signal is now doubled. Note that the low pass filtering removes the high fiequency 
information, but leaves the scale unchanged; only the sub-sampling process changes the 
scale. Resolution, on the other hand, is related to the amount of infomiation in the signal, 
and therefore, it is affected by the filtering operations. Halfband lowpass filtering 
removes half of the fiequencies, which can be interpreted as losing half of the 
information. Therefore, the resolution is halved after the filtering operation. Note, 
however, that the sub-sampling operation after filtering does not affect the resolution, 
since removing half of the spectral components fi om the signal makes half the number of
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samples redundant anyway. Half the samples can be discarded without any loss of 
infomiation. In summary, the lowpass filtering halves the resolution, but leaves the scale 
unchanged. The signal is then sub sampled by 2 since half of the number of samples is 
redundant, this doubles the scale.
This procedure can mathematically be expressed as
C2 48)y{n)=  ^/7(/c)x(2«-/c)
The DWT analyses the signal at different fiequency bands with different resolutions by 
decomposing the signal into a coarse approximation and detailed information. DWT 
employs two sets of functions called scaling functions and wavelet fiinctions, which 
associate with lowpass and highpass filters, respectively.
The decomposition of the signal into different frequency bands is simply obtained by 
successive highpass and lowpass filtering of the time domain signal. The original signal 
x(n) is first passed through a halfband highpass filter g(n) and a lowpass filter h(n). After 
the filtering, half of the samples can be eliminated according to the Nyquist’s rule, since 
the signal now has a highest fiequency of ti/2 radians instead n. The signal can therefore 
be sub sampled by 2, simply by discarding every other sample. And the signal will then 
have half the number of points. This constitutes one level of decomposition and can 
mathematically be expressed as follows:
yi>igh (^) = S  -  «)
y  low (/c) = Y j -  }i) (2.50)
where y/»g/,(/:)and are the outputs of the highpass and lowpass filters,
respectively, after subsampling by 2.
One important property of the discrete wavelet tiansform is the relationship between the 
impulse responses of the highpass and lowpass filters. The highpass and lowpass filters 
are not independent of each other, and they are related by
h{n) (2.51)
where g(n) is the highpass, h(n) is the lowpass filter, and L is the filter length (in number 
of points). Note that the two filters are odd index alternated reversed versions of each
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other. Lowpass to highpass conversion is provided by the (-1/' temi. Filters satisfying this 
condition are commonly used in signal processing, and they are known as the Quadrature 
Mirror Filters (QMF).
The reconstruction in this case is very easy since halfband filters form orthonormal bases. 
The above procedure is followed in reverse order for the reconstmction. The signals at 
every level are upsampled by two, passed through the synthesis filters g ‘(n)y and h ’(n) 
(highpass and lowpass, respectively), and then added. The interesting point here is that 
the analysis and synthesis filters are identical to each other, except for a time reversal. 
Therefore, the reconstiuction formula becomes (for each layer)
x{n) = Y  + 2/f) + 2k)) (2.52)
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Figure 2-12; (a) Wavelet Transform decomposition of an image into 4 sub-images, 
(b) A three level decomposition.
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2.9.2 Watermark Insertion
The watermarking scheme based on the discrete wavelet transform is composed of two 
parts encoding and decoding: in the encoding part, the image is decomposed into several 
bands with pyramid stiucture as shown in figure 2-12, and then the watermark is added to 
the largest coefficients of the transform not located at the lowest resolution. The 
watermark Pf is a random sequence issued fi om a normal distiibution with zero mean and 
unit variance. Let y(ij)  denotes the DWT coefficients, which are not located at lowest 
frequency band of an image, the modified coefficients are obtained following the 
equation[35]:
y i j j )  = y { i j ) +ocy'^
where # i s a  parameter to control the level of the watermark, then, the inverse discrete 
wavelet transform of the modified and unmodified coefficients is processed to form the 
watermarked image.
2.9.3 Watermark Extraction
The decoding is achieved as follows, firstly die possibly watermarked image and the 
original image are decomposed using DWT, and then the watermark is extracted using the 
equation(2.50), the extracted watermark W"^  is then compared to the original watermark W 
using correlation (see section 2.4).
2.10 Comparison of Spread Spectrum Watermarldng in DCT and DWT 
Domain
This section is dedicated to the compai ison of spread spectrum watermarking in the DCT 
and DWT domains. Several distortions were applied to the watermarked images in order 
to test the performance of the algorithms. The attacks include adding Gaussian noise 
filtering such as: median 3x3, median 2x2, and Gaussian filter, different JPEG 
compression ratio, geometric distortions such as: scaling, rotation, and random geometric 
deformations. These distortions were generated using Matlab image processing toolbox 
[41] and Stirmark [8,9].
In this section, two experiments were conducted. The first is intended to test performance 
of the two methods in term of robustness. The second experiment is the analysis of the
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robustness and the watermarked image quality in respect to the scaling parameter 
variation. Then, a final comparison between the two methods will be made.
Watermark Length
The choice of n indicates the degree to which the watermark is spread out among the 
relevant components of the image. In general, as the number of altered components is 
increased, the extent to which they alter the media increases. In addition, larger values of 
n tend to cause larger similarity (correlation) values when the W and W* are genuinely 
related (e.g., W* is a distorted version of W), i.e. robustness is improved. Therefore, a 
compromise should be considered to satisfy the tiade off between the robustness and 
quality of the watermarked images.
In all experiments, a watermark length of JOOO was used. This length has been adopted 
from empirical experiments, which delivered a good tiade off for images of 256x256 
pixels; in addition this length has been adopted in many non blind watermarking schemes 
[20].
However, in order to extend the method to a blind scheme according to Costa’s scheme, a 
larger watermark is required to satisfy the detection. In fact, Piva et ah [36] have 
suggested, based on the cential limit theorem and Costa’s scheme, the use of random real 
numbers with at least 16000 values as a watermaiic in order to have good robustness for 
their blind scheme.
In the detection procedures, the same measures have been adopted as the original 
publications. This means that for the DCT approach, the similarity fimction in equation
(2.45) is used. However for the DWT approach, the correlation measuie is used as 
described in equation (2.26). There is no specific characteristic which leads to use of 
similarity or correlation, because the behaviours to different attacks are the same, 
however for some of the developed schemes, the normalised correlation described in 
equation (2.28) is used. In addition, the index of the original watermark is the same 
through the whole thesis equal to 500, and a peak in this index means that the extracted 
sequence is similar to the original watermark. Note that the maximum value of the index 
is 1000, but this is an entirely arbitrary value.
In the first experiment, Lena image of 256x256 pixels (figure 2-9(a)) was used as an input 
image to produce the watermarked images. A random sequence represents the watermark 
of length n =1000, where each value is chosen fiom normal distribution with zero mean
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and unit variance. For the DCT approach, the watermark is added to the first 1000 largest 
magnitude coefficients of the ti ansform excluding the DC component. On the other hand, 
in DWT, the watermark is added to the largest coefficients of the transform except the 
lowest frequency. The scaling parameter allowing the control of the robustness and 
watermarked image quality was fixed to aocT ~ 0.2, aowT =1-2 respectively to the DCT 
and DWT algorithm. These values were decided fiom several tests of the algorithms 
(more details are presented in the second experiment).
Several distortions were applied to the watermarked images. The first distortion is the 
addition of noise, an example of the effect of adding random noise to the watermarked 
image is shown in figure 2-9(f). The detector response in figure 2-13(b) and figure 2- 
15(b) show that the watermark is detected successfully for DCT and DWT approach 
respectively. Scaling attack is the next distortion; the image is first reduced and then 
extended to the original size in the detection process. Figure 2-13(c), and figure 2-15(c) 
show that the watermark has survived this attack.
Cropping distortion was applied to the watemiarked images with two different ratios of 
the original data at 60% or 30%. The cropped version is only a part of the watermarked 
image; the missing portion of the image was replaced with a portion fiom the original 
image. The ratio represents how much data was preserved fiom the watermarked image. 
A peak clearly noticeable in figure 2-14(a) and figure 2-14(b) proves the detection for the 
DCT approach; in addition, the detection was proven as well for DWT approach as 
figures 2-16(a), and 2-16(b) demonstiate. The fourth attack is JPEG compression, the 
watermarked images were compressed with two different ratios 44% and 16%, and the 
detection of the watermark was verified for DCT as shown in figure 2-14(c) and figure2- 
14(d) for 44%-JPEG and 16%-JPEG respectively, and for the DWT algorithm as shown 
in figure 2-16(c) and figure 2-16(d). Several filters were used on the watermarked images 
such as median 2x2, median 3x3, and Gaussian filter. The figures 2-14 and 2-16 show 
that the watermark has suiwived these filters for the DCT domain watermarking method. 
However, in figure 2-16(f), the detector response was not able to detect the watermark 
after median 3x3 for the DWT approach. Furthermore, the watermark detection failed for 
the DWT algorithm against random geometric distortions (generated by Stirmark) as the 
figure 2-15(f) shows no peak. Conversely, figure 2-13(1) presents better results against the 
same attack concerning DCT algorithm. Finally, rotation was applied to the watermarked 
images and the watermark was recovered successfully for both methods as detector
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responses demonstrate in the figure 2-13(d) and figure 2-15(d). The detection of the 
watermark in presence of rotation is achieved as follows: first the angle of rotation is 
estimated and then the image is rotated back by this angle; then the watermark is 
extracted from it.
I»
(a) (b)
3
(c)
:
(d)
(e) (0
Figure 2-13: Detector response for DCT approach (a) without distortion , (b) adding noise, (c) 
scaling, (d) rotation, (e) Gaussian fllter,(f) random geometric distortions
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Figure 2-14: Detector response for DCT approach (a) cropping 60%, (b) cropping 35%, (c) 44% 
JPEG, (d) 16% JPEG, (e) median 2x2,(f) median 3x3
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Figure 2-15: Detector response for DWT approach (a) without distortion , (b) adding noise, (c) 
scaling, (d) rotation, (e) Gaussian fi!ter,(f) random geometric distortions
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Figure 2-16: Detector response for DWT approach (a) cropping 60%, (b) cropping 35%, (c) 
44% JPEG, (d) 16% JPEG, (e) median 2x2,(f) median 3x3
The second part of the experiment is concerned with the performance comparison 
between the spread spectrum in the DCT domain and the other DWT domain approach. 
For this purpose, the scaling parameter defined in the equations 2.40 and 2.50 is used to 
analyse the main properties of the algorithms, which are the robustness and watermarked 
image quality; where these properties have presented sensitivity to this parameter. 
Therefore, in order to analyse the first property; the robustness of the scheme, a function 
correlation variations, which represents the dynamic of the variation of the correlation 
between the extracted watermark and the original watermark, this function is depending
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on the scaling parameter ctj and the attack applied p, where p  can be cropping, 44%-JPEG, 
16%-JPBG, stretching, scaling, and rotation. The function is expressed as follows:
YjP p(w ,w ,a j)
= Pp(y^ ’y <^ i)+ — —  ------------------
where n is the number of test (different processed), and (w,w,ar,) is the correlation
between the extiacted watermark w and the original watermark n/, from distorted image by 
the attack p.
Figure 2-17 and figure 2-18 show the variation of function with respect to the scaling
parameter of the DCT and DWT approach respectively, where the higher a  is, the more 
robust with diverse associated dynamism for each attack the model watermark is; except 
for scaling, where the DWT approach presents a decreasing respond with regard to a.
The second property is the quality of the watermarked image, which is introduced by the 
watermark insertion. In this section mean square error (MSB) measure is used to assess 
the distortion between the watermarked image and the original image. Figure 2-19 shows 
the variation of the quality of the watermarked image with respect to the scaling 
parameter, where the bigger ciris, the more visible the watermark is. It is important to note 
that, contrary to the DWT approach, the watermarked image quality generated using the 
DCT algorithm is very sensitive to small variation of the scaling parameter.
Finally, for a fair comparison, the parameter in both algorithms must be chosen such that 
the produced wateimarked images give equal quality. An MSB = 3x10'^ can be achieved 
by setting the parameters aocr = 0.45 and Œdwt =2.25 respectively to the DCT and DWT 
algorithm. Also, it was seen that the visual quality is similar. Several attacks were applied 
to the watermarked images with those selected embedding strength, and the results are 
summarised in figure 2-20, where for the same quality of the watermarked images, the 
DCT approach has presented better robustness than the DWT approach.
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Figure 2-17: Robustness of DCT Approach
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Figure 2-18: Robustness of DWT Approach
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Figure 2-19: Quality of the watermarked image for the DWT and DCT Approach
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Figure 2-20: Comparison between DCT and DWT for the same image quality
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2.11 Conclusion
In this chapter, a review of existing watermarking methods was discussed depending on 
their insertion domain and performance. In addition, several important issues related to 
digital watermarking have been introduced, such as robustness, attacks, false detection 
probability, and imperceptibility.
In addition, some examples of current watermarking schemes as well as their performance 
evaluation based on our experimental work are presented. It is important to note that the 
robustness of these methods was not satisfactory concerning random geometiic distortion. 
This problem will be discussed in chapter 4; a novel method will be presented with better 
performance.
One of the presented schemes, spread spectrum watennarking in DCT domain, will be 
improved in terms of computational efficiency using a fast algorithm in the next chapter. 
In addition a new method based on ‘8x8’ DCT will be presented.
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Chapter 3
3 Fast DCT Domain Watermarking Methods
3.1 Introduction
In the previous chapters, watermarking schemes have been widely reported in the 
literature; the difference between these schemes is the way in which the watermark is 
inserted. The insertion can be achieved by modification or substitution of some image 
characteristics as in [10,12,18,19] where histogram, geometric characteristics and weak 
components of the image were used to embed the watermark. However, in other schemes 
based on transform domain insertion, the watermarking process is slightly different 
depending on the tiansform. In [43], the watermark is embedded in a mid frequency 
range of the Discrete Fourier Transform, in order that a trade off can be obtained between 
the visibility of the watermaik (low frequencies contain most of the image information) 
and the robustness to lossy compression (which removes high frequencies). In the 
Discrete Wavelet Transform domain scheme [35], the watermark is added to the large 
coefficients, because those coefficients indicate the edges in the image. All of the 
methods tiy to find the appropriate components as carriers of the watermark. In some 
schemes, the significant regions are avoided because modification to those parts leads to 
perceptual distortion. However, if the watermark is placed in the perceptually 
insignificant components, it is easily removed, either intentionally or unintentionally by 
distortions. In some other approaches, the significant components are used to embed the 
watermark, hoping to increase the robustness of the scheme.
In this chapter, an improvement to computational efficiency of the discrete cosine 
transform approach [20,21] is explained, where the novel aspect of the developed method 
is characterised by the fact that the significant components are identified to belong to the 
first square of the transform, and the extr action of those components is carried out using a 
fast algorithm. The above scheme has been published and can be found in [1].
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The remainder of this chapter is organised as follows, section 3.2 will describe the 
developed watermarking method based on the whole DCT. Then in section 3.3 and 3.4, 
the two main features of this method, the fast algorithm and the selection of the 
significant components are developed, and the experimental results in terms of robustness 
and image integrity are illusti*ated in section 3.5. In the next section, another approach 
based on the ‘8x8’ block DCT is studied. A conclusion will form section 3.7 of the 
chapter.
3.2 The Watermarldng Method
K eyK
IDCTDCTOriginalimage
Watermarked
image
Insertion o f the 
watermark
Generator o f  
random 
sequences
Selection o f  the 
coefficients (Fast 
Extraction Algorithm)
Figure 3-1 : Fast DCT domain watermarking method
The insertion of the watermark is achieved in the discrete cosine transform of the image 
following the scheme in the figure 3-1. The watermark is added to some coefficients of 
the transform; those coefficients belong to the significant components, and the extraction 
is carried out using a fast algorithm applied to a part of the transform. The insertion is 
carried out by addition, following the equation:
/'(zf,v) = /(w,v)+a%y (3.1)
with:
/  (w,v) : DCT coefficient of the watermai ked image.
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/( i/,v ) : DCT coefficient of the original image. 
a : Scaling parameter.
X; : Watermark issued from a random sequence
The detection procedure is similar to the Cox scheme [20,21], in the insertion step. A file 
is generated including the positions of the significant coefficients defined by the fast 
extraction algorithm. This file is used in order to extract a sequence from the potential 
watermarked image using the watermark detection process explained in section 2.4.
3.3 Sorting Algorithms and Fast Extraction
There are many approaches to embed a watermark into an image; different 
transformations can be used. In the DCT approach, the watermark is added to selected 
coefficients representing the significant components of the transform. Those coefficients 
are the highest magnitude values of the transform, excluding the DC component. The 
number of coefficients to extract is equal to the length of the watermark; in order to 
embed a watermark of n bits, the n highest magnitudes of the matrix transform need to be 
determined. The selection of the coefficients becomes a difficult task when the insertion 
concerns a large image size. Thus, an investigation of a possible fast algorithm solution to 
perform this task would be very interesting.
The first approach to perform this task is to order the coefficients and pick the number of 
coefficients required. Therefore, in this section we are concerned with one of the 
fundamental problems of computer science, which is ordering a list of items. There are 
many solutions to this problem, known as sorting algorithms. In the following parts, some 
algorithms will be explained and implemented; a comparison will be made between these 
algorithms. Then, a fast algorithm will be developed based on the principal of sorting list, 
but dedicated to extracting the significant components from the DCT coefficients set.
3.3.1 Sorting Algorithms Analysis
Some sorting algorithms [44,45] are simple and intuitive, such as bubble sort. Others, 
such as the quick sort seem complicated, but produce fast results. The sorting algorithms 
that will be discussed in the following section are divided into two groups, by the 
complexity of their algorithms and their performance. First, elementary methods that
50
Chapter 3. Fast DCT Domain Watermarking Methods
include bubble sort, insertion sort, selection sort, and Shell sort. The second group is 
sophisticated algorithms composed of heap sort, merge sort and quick sort. In the 
following section, different sorting principals are explained, and the advantages and 
disadvantages discussed.
3,3.1.1 Elementary Algorithms 
Bubble sort
The bubble sort works by comparing each item in the list with the item next to it and 
swapping them if required. The algorithm repeats this process until it makes a pass all the 
way through the list without swapping any items (which indicates that all items are in the 
correct order).
The bubble sort is generally considered to be the most inefficient sorting algorithm in 
common usage. Under best conditions (the list is already sorted), the bubble sort can 
approach constant linear time efficiency, when tlie general time is proportional to to 
sort N  items.
Selection sort
The selection sort works as follows: first, find the smallest element in the array, and 
exchange it with the element in the first position. Then find the second smallest element 
and exchange it with the element in the second position. Continue in this way until the 
entire array is sorted.
Insertion sort
The method is to consider the elements one at a time, inserting each in its proper place 
among those already considered (keeping them sorted). In the implementation, space 
needs to be made for the element being inserted by moving larger elements one position 
to the right, and then inserting the element into the vacated position. As in selection sort, 
the elements to the left of the current index are in sorted order during the sort, but they are 
not in their final position, as they may have to be moved to make space for smaller 
elements encountered later. The airay is, however, fiilly sorted when the index reaches the 
right end of the data set.
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Shell sort
The insertion sort can be slow because the only exchanges it does involve adjacent items, 
so items can move through the array only one place at a time. Shell sort, named after its 
inventor D.L. Shell [47], is an extension of insertion sort that gains speed by allowing 
exchanges of elements that are far apart.
The idea is to rearrange the array to give it the property that every element (starting 
anywhere) yields a sorted array. Such an array is said to be /^-sorted. By h sorting for 
some large values of /i, we can move elements in the aiTay long distances and thus make 
it easier to //-sort for smaller values of h. Using such a procedure for any sequence of 
values //, which ends in 1 will produce, a sorted array. In other words, the algorithm 
makes multiple passes through the list, and each time sorts a number of equally sized sets 
using the insertion sort. The size of the set to be sorted gets larger with each pass through 
the list, until the set consists of the entire list. (Note that as the size of the set increases, 
the number of sets to be sorted decreases).
Performance characteristics
Selection sort, insertion sort, and bubble sort are all quadratic time algorithms both in the 
worst and in the average case, which means that these algorithms take time proportional 
to to sort N  randomly arranged items, in addition none requires extra memory. Their 
running times differ by only a constant factor, but they operate differently. The methods 
that we discussed in this section are not suitable for large, randomly airanged files, 
because the running time will become excessive even on a faster computer. A notable 
exception is Shell sort, which takes many fewer than steps for large N. These 
properties are analysed further in the implementation section.
3.3.1.2 Sophisticated Algorithms 
Heap sort
The heap sort works as its name suggests, it is based on constructing a heap out of a data 
set. The heap itself has, by definition, the largest value at the top of the tree (figure 3-2). 
The heap sort operates following the steps:
1. Remove the topmost item (largest) and replace it with the right most leaf. The 
topmost item is stored in an array.
52
Chapter 3. Fast DCT Domain Watermarking Methods
2. Maintaining the heap property (Re-establishing the heap). This means that the data 
has a structure of a binary tree. The binary tree is a special type of tree structure 
(figure 3-2) in which each node has at most two leaves, and the value of each node 
is greater than the values of its leaves.
3. Repeat step 1 and 2 until there are no more items left in the heap.
The sorted item are now stored in an array.
Node
Leaf
Figure 3-2: Binary tree used for the heap sort algorithm
Merge sort
The merge sort splits the list to be sorted into two equal halves and places them into 
separate airays. Each aiTay is recursively sorted, and then merged back together to form 
the final sorted list. Elementary implementations of the merge sort make use of three 
arrays, one for each half of the data set, and one to store the sorted list in.
Quick sort
Quick sort is a divide and conquer method for sorting. It works by partitioning an array 
into two parts, then sorting the parts independently. The basic idea is as follows:
1. Pick one element in the array, which will be the pivot.
2. Make one pass through the array, called a partition step, re-arranging the entries 
so that:
a. The pivot is in its proper place.
b. Entries smaller than the pivot are to the left of the pivot.
c. Enh'ies larger than the pivot are to its right.
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3. Recursively apply quick sort to the part of the ai*ray that is to the left of the pivot, 
and to the part on its right.
Performance characteristics
One of the most attractive properties of the merge sort and heap sort is that they sort a file 
of N  elements in time proportional to N  log N, no matter what the input. In contrast, the 
prime disadvantage of the merge sort is that exti'a space proportional to N  is needed in 
straightfoiward implementations. On the other hand, the quick sort has the desirable 
features that it is in place (uses only a small auxiliary stack-an area of memory used 
during the running program-), and requires N  log N  operations on the average to sort N  
items, though, it can present some inefficiencies in certain practical examples such as 
when the file is already sorted. The implementation of these algorithms is presented in the 
following section.
Implementation
For random inputs, comparing the methods involves studying constant factor differences 
in numbers of compaiisons and exchanges and constant factor differences in the lengths 
of the inner loops. For input with special characteristic, the running times of the methods 
may differ by more than a constant factor.
In this section, we look closely at the analytic results in support to this conclusion, since 
in our algorithm, DCT coefficients are used, performance of the algorithms are validate 
following this two experiments. (The performance of each algorithm was tested using C 
language compiler on a Compaq PC 850 MHz.)
The first experiment is applied to the elementary algorithms, where different lists have 
been used of length in the range [0 -  100000].
The graph in figure 3-3 shows that the bubble sort is grossly inefficient. The selection sort 
yields a 40 % improvement in performance over the bubble sort, but the insertion sort is 
twice as fast as the bubble sort and is just as easy to implement as the selection sort. 
However, overall, the shell sort is by far the fastest of the elementary sorting algorithms. 
It is more than 6 times faster than the bubble sort and a little over twice as fast as the 
insertion sort, its closest competitor. These algorithms have presented excessive running 
time when the list is large, a notable exception with shell sort, which takes 20 second to 
sort a list of 100000 items, but still not very convenient for the application of
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watermarking. Therefore, the second experiment is concerned with other algorithms 
considered to perform better time running, in fact, from the figure 3-4 the sophisticated 
algorithms perform the sorting in a fraction of a second (less than 0.4 second), for a range 
of the list between [0 - 250000]. The heap sort is slower than the merge and quick sorts. 
Quick sort is the most efficient and did not present any problem with such lists.
seconds
200
 bubblesort
  insertionsort
selectionsort
shdlsort
180
160
140
120
100
60
40
100
X  1000 n
Figure 3-3: Comparison between elementary sorting algorithms
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Figure 3-4: Comparison between sophisticated sorting algorithms
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3.3.2 Fast Extraction Algorithm
In the DCT watermarking approach, some coefficients are selected from the transform in 
order to cairy the watermark. These coefficients represent the highest magnitude values of 
the transform except the DC component. In this section, a fast extraction algorithm is 
explained, performing the searching of these coefficients. In the previous section, an 
investigation of existing sorting algorithms was proposed, in order to perform this task. 
However, for the watermarking process, further constraints are considered, such as that 
the exti'acted coefficients have no need to be m a specific order. Therefore an algorithm 
has been developed on this idea, based on sorting algorithms.
Principle
Figure 3-5 illustrates the principle of the fast extraction algorithm. The algorithm is 
composed into two main parts. First, selection of a pivot, and partition the list around the 
pivot element into two lists, L and R, such that all elements in L are less than or equal to 
the pivot, and all elements in R are greater than the pivot. Second, call the first part 
recursively as long as the number of the elements in part R is not equal to the number of 
coefficients to be extiacted.
The first approach of this algoritlim takes the left most element as a pivot. However, a 
careflil pivot selection could lead to a partitioning of the list into two wanted sub lists that 
produce roughly size of R equal to number of coefficients required.
Experiments
In order to validate the fast extraction algorithm performance, two experiments were 
conducted.
1. A comparison between the most efficient of sorting algorithms (presented in the 
previous section -  quick sort - )  with the fast extinction algorithm. Figure 3-6 
shows that the developed algorithm is five times faster than the quick sort 
algorithm.
2. Two different implementation of the fast extraction algorithm were performed, 
according to the size of the extracted list of 1000 and 10000 coefficients 
respectively. Figure 3-7 shows a proportional characteristic of the time processing 
in respect of the size of the list, where the algorithm has presented a very good
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performance for different configurations and larger size of the list, up to three 
million samples.
numbers;
array_size;
njcoefficient;
left != right
left < right
array_size - pivot -1  < 
n_coefficient;
array_size - pivot -1  > 
n_coefficient;
left 1= right
Extracted_
coefficient
(numbers[right] <= pivot) 
&& (left < right)
(numbers[right] >= pivot) 
&& (left < right)
right = right - 1;
left = left+ 1;
IJiold = left; 
rjiold = right; 
pivot = numbers[left];
left = 0; 
right = array_size -1;
numbers[left] = pivot; 
pivot = left;
numbers[left] = numbers[right]; 
left = left+ 1;
numbers[right] = numbers[leftj; 
right = right - 1;
Figure 3-5: Flow chart of the fast extraction algorithm
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Figure 3-6: Comparison between the fast extraction and quick sort algorithms
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Figure 3-7: Implementation of the fast algorithm with two different configuration
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3.4 Position of Significant Components
In the previous section, a fast extraction algorithm was developed; one of the important 
parameters affecting the performance of the algorithm was the size of the list. Therefore, 
reducing this constraint will decrease the complexity of the task of extraction of the 
significant coefficients. In this section, it will be proven that the significant components 
are located in a restricted area of the DCT transform. Two approaches are used in order to 
support this statement: qualitative assessment and spectral analysis.
Qualitative Assessment
The representation of the discrete cosine transform of Lena image 256x256 pixels in 
figure 3-8(a) shows the highest value of the transform, the DC component given by:
(3.2)
The remaining high values in magnitude are located around the DC component; it is 
represented by the darker area of the logarithm representation in figure 3-8(b).
(a)
, P ;
(b)
Figure 3-8: (a) 3D representation of Discrete Cosine Transform of Lena
(b) Logarithmic scale of the Discrete Cosine Transform of Lena
Spectral Analysis
In order to examine the energy distribution of the discrete cosine transform coefficients, a 
sub matrix Dk and its corresponding power spectrum are defined as follows:
■ D*is a portion of the discrete cosine transform (figure 3-9), where
D^.(w,v) = /(w ,v), 0 < u < k - \  0 < v < / : - l  (3.3)
■ The power spectrum is defined by:
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/t““1 k—\ (3,4)
»=0 v=0
Figure 3-10(a) represents the variation of tlie power (p(Di^ /p(D256)) respect to k. Notice 
that D256 and Do are equal to the DCT of the whole image and the DC component 
respectively.
The most significant components in the insertion process do not include the DC 
component. Therefore, the present variable (p(Di^ -p(Do))/(p(D256)-p(Do)) will define the 
concentration of the coefficients of interest, in respect to the position k. Figure 3-10(b) 
shows that the power represented by the coefficients in the first quarter (conesponding to k=]28) of the tiansform except DC component, represent more than 95% of the total 
power for this particular image, which is typically the case with textured images of the 
same kind.
On the other hand the low Aequencies have been adopted because it is commonly 
admitted that a watermark must survive all image manipulations that do not damage an 
image beyond usability. Among these manipulations, many are based on low pass 
filtering (e.g., JPEG compressing and, resizing). This is the reason why many authors [20] 
advocate designing a low pass watermark although it creates more visible artefacts by 
producing patterns with larger features than a high pass watermark.
JlL
Figure 3-9: Representation of the sub matrix />*
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0 50
Figure 3 10: (a) The power variation of the sub matrix Dk (b) The power variation of the sub matrix
Dk excluding the DC component
3.5 Experiments on the Fast DCT Watermarldng Method
The significant components of the Discrete Cosine Transform have been shown to be 
localised in the first quarter of the transform matiix (figure 3-11) and a fast extraction 
algorithm has been developed, dedicated to perform the task of extracting these 
coefficients efficiently. It has been demonstrated that this algorithm is faster than the 
common sorting algorithms. The robustness of the developed watermarking method based 
on delimiting the area of the potential coefficients of interest, and performing the 
extraction of them using a fast algorithm is analysed in this section. For that reason, two 
main experiments were conducted:
1. The first experiment is evaluation of the robustness of the fast DCT domain 
watermarking algorithm against several attacks.
2. The second experiment is a comparison of the developed algorithm with the 
standard approach using the whole transform, and this experiment is conducted 
using different test images in order to validate the performance of the developed 
algorithm.
61
Chapter 3. Fast DCT Domain Watermarking Methods
Figure 3-11 : Position of the significant components
To measure the effectiveness of the watermarking method in terms of its robustness 
several distortions such as stretching, scaling, cropping, rotation, JPEG compression, 
noise addition and geometric distortions have been applied to the watermarked images. 
The geometric distortions applied are generated using Stirmark; these distortions are 
linear geometric distortions as illustrated previously in section (2.7). Lena image was 
used as a test image in the first experiment, and the watermark is random sequence of size 
equal to 1000.
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Figure 3-12: Detector response using correlation for the fast DCT watermarking scheme
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Image 1 lmage2 linage3 lmage4
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2 Method 1 Metliod 2
Stretching 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0
Scaling 21.4 21.2 22.5 20.1 21.2 21.7 23.3 23.3
Rotation 22.8 21.1 22.4 22.6 22.5 22.6 20.1 20.1
JPEG 16% 26.8 21.3 27.9 24.9 28.1 25.6 30.4 30.4
JPEG 44% 31.7 22.8 32.0 32.0 32.0 31.1 31.9 31.9
Cropping 80% 27.5 27.6 28.9 28.5 28.2 28.6 27.2 27.2
Cropping 40% 17.3 17.8 21.7 21.9 19.2 20.1 17.9 17.9
Noise Addition 1 23.1 22.1 23.0 23.3 21.4 22.3 20.7 19.4
Noise Addition 2 24.3 24.6 24.9 24.1 21.7 22.0 21.7 21.7
G-distortion 1 17.7 18.1 14.0 14.4 15.2 15.1 14.5 14.5
G-distortion 2 17.8 18.1 13.6 14.1 14.7 14.5 14.0 14.0
G-distortion 3 17.8 18.0 14.2 14.5 15.3 15.0 14.6 14.6
Method 1 : watermarking method based on the insertion to the whoie transform.
Method 2: fast DCT watermarking method
Table 3-1: Robustness of the novel watermarking scheme to several distortions
Figure 3-12 shows the detector response of the extracted watermark from the distorted 
image, and the detection is satisfactory for each distortion applied. In the second 
experiment, from the set of images that has been used, each image has been watermarked 
with 2 methods, the proposed method and the watermarking method based on the whole 
image tiansform. Table 3-1 summarises the results obtained from the detector response 
(correlation values at the expected watermark) after distortions. From these results, the 
robustness is as good as the direct approach.
3.6 Fast ‘8x8’ Block DCT Watermarldng Method
In the previous Fast DCT domain watermarking method, the DCT was applied to the 
whole image, which presents significant complexity in terms of time processing and 
feasibility on hardware. Therefore, in the following section, a more reasonable approach 
is presented based on the ‘8x8’ block DCT. The fast implementation is still maintained by 
using the fast algorithm developed previously, but the selection of the significant 
components is achieved differently by using a Zig-Zag scan, this approach has been 
adopted from the principal of JPEG compression [46].
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3.6.1 The Watermarking Method
The watermarking method is illustrated in figure 3-13 where the watermark is embedded 
as follows: first, the 2D ‘8x8’ block DCT is applied to the input image. Then, m 
coefficients are selected from each block using the Zig-Zag scan except the DC 
component. Subsequently, a list is generated of mxn coefficients when n is the size of the 
watermark. Next, n coefficients are extracted from the list using the fast extraction 
algorithm, followed by the insertion of the watermark to these coefficients using the 
equation 3.1. Finally, the watermarked image is constructed by applying the inverse 
transform to the modified and unmodified coefficients.
Watermark
Original
im age
Watermarked
^ a g e
'8x8” block
DCT
Inverse “8x8
block DCT
Insertion o f  the
watermark
Selection  o f  the
coefficients
I
nil
Z ig-Z ag Scan Generating the Fast extraction
o f  each block ----- ► list to sort ----- ► algorithm
Figure 3-13: Fast “8x8” block DCT watermarking diagram
3.6.2 Implementation
The performance of the developed watermark is tested in this section. In the following 
experiment, a random sequence of 1000 value from {-1, + 1 /  is used as a watermark, Lena 
image of 256x256 pixels is used to produce the watermarked image in figure 3-14(a). In
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addition, 14 coefficients have been extracted from each block to generate the list that will 
be the input of the fast extraction algorithm.
The quality of the watermarked image is fairly good where the watermark is not visible, 
except some artefacts caused by the ‘8x8’ block transform similar to that introduced in 
low JPEG compression (figure 3-14(a)). Although the MSE between the watermarked 
image and the original image is 1.55x10'^^ the distortions are not as visible as when we 
have the same measure in the case of the whole transform approach (figure 3-14(b)).
In order to test the robustness of the scheme, attacks were applied to the output image, 
and the similarities of the extracted watermarks against the original watermark are 
summarised with the detector response in figure 3-15 and figure 3-16. The method has 
presented some improvement in robustness for rotation and cropping in comparison with 
the whole transform approach. Note in particular, that the response of the detectors for 
low JPEG compression was good, as a result of the design approach of the method based 
on the Zig-Zag scan selection of the coefficients. This ensures selecting the coefficients 
with large values, which are therefore less affected by quantisation, which may distort the 
detection of the watermark. On the other hand, the resilience of the scheme against the 
geometric distortions generated using Stirmark has presented no detection of the 
watermark. This problem occurs often when the synchronisation of the detection 
procedure is corrupted. This problem is examined in later chapters.
(a) (b)
Figure 3-14: Watermarked images (a) ‘8x8’ block DCT approach, (b) Whole DCT approach
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Figure 3-15: Detector response (Normalised correlation) of the ‘8x8’ block DCT approach
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Figure 3-16: Detector response (Normalised correlation) of the “8x8” block DCT approach
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3.7 Conclusion
In this chapter, a fast DCT domain watermarking method was developed. The general 
watermai’king process was explained where it has been demonstrated that the significant 
components of the transform, i.e. those of the highest magnitude, are located in the first 
square of the tiansform. Additionally, the extraction of those coefficients is achieved 
using a fast algorithm. The development of the extinction algorithm was related to sorting 
algorithms problem. Sorting algorithms have been proposed as a solution, because the 
significant components of the DCT are the highest in magnitude. However, in our 
particular application, the extracted set of coefficients should be the highest values, but 
not in any specific order. Therefore, the fast extraction algorithm has been developed on 
this idea. This algorithm has satisfied the specifications of the watermarking process and 
significantly speeded up the searching process in comparison with sorting algorithms.
The robustness and quality requirement were verified for the developed watermarking 
method. On the other hand, employing the DCT of the whole image presents significant 
complexity in terms of hardware implementation. For that reason, another approach was 
proposed based on the ‘8x8’ block DCT combined with Zig-Zag scan and the fast 
extraction algorithm in order to select the significant coefficients. The performance of this 
algorithm was verified, where the experiments have shown that some robustness 
improvement were observed against JPEG compression, cropping and rotation. However, 
no detection of the watermark has been perceived, when geometiic distortions were 
applied. The detection problems introduced by geometric distortions will be discussed in 
following chapters, where some solutions will be proposed.
The last approach is more convenient for a hardware implementation, but it presented 
some weakness against geometric distortions. In addition, the hardware implementation 
of the ‘8x8’ block DCT will intioduce further deterioration on the detection response 
performance and the integrity of the original image, this is due to the error caused by the 
rounding of the intemiediary values of the transform. The next chapter will be dedicated 
to a method that takes the hardware complexity dimension as further criteria.
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Chapter 4
4 Robust Watermarking Method for Satellite 
Images
4.1 Introduction
In order for watermarking technology to gain acceptance in commercial applications, it is 
necessary to address issues of feasibility and costs of implementation. Therefore, it is of 
value to provide a practical algorithm development. Many watermarking methods have 
been developed to satisfy robustness and data integrity. However, a problem with existing 
methods, at least for our application, is that the hardware implementation aspect has not 
been considered.
For example, in previous chapters, various watermarking algorithms have been presented. 
In particular, the implementation of the DCT and DWT spread spectium watermarking 
are examples of high complexity of processing and hardware development; this is due to 
the implementation of the transform domain and the identification of the appropriate 
coefficients for the embedding process. Hence, a new watermarking approach is needed 
for hardware implementation.
This chapter is concerned with the development of a watermarking method with low cost 
in terms of hardware resources and complexity, at the same time satisfying the 
watermarking requirements such as robustness and quality.
On the other hand, the developed method should satisfy other requirements for satellite 
images; therefore, two other requirements with regard to satellite images application must 
be considered. A high-speed algorithm is required in order to overcome the large size of 
the images and reversibility of the method is needed in order to recover the original image 
quality.
The chapter is organised as follows, section 4.2 is dedicated to an overview of the 
Hadamard Transform and its benefits for watermarking. Two methods are compared in
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section 4.3, the first based on the ‘8x8’ sub block Hadamard tiansform and the second on 
the whole Hadamard image transform. The development of the reversible watermarking 
method using the Hadamard Transform is presented in section 4.4. In the next section, an 
important issue, geometric distortions, is discussed where different existing methods that 
attempt to counter this problem are presented. Section 4.6 introduces the concept of image 
registiation that will be used in the detection procedure in the following section. Section
4.7 presents the developed watermarking algorithm for satellite images. The final section
4.8 is the conclusion of the chapter. The above schemes have been published and can be 
found in [2,3,4].
4.2 Hadamard Transform
The Hadamard transform [48, 49] is used in many types of applications, particularly 
statistics, error correction coding theory, communications signalling. Boolean function 
analysis and synthesis, image processing, sequence theory, and signal representation.
The developed watermarking algorithm adopts the Hadamard tiansform for the following 
reasons: It is an orthogonal transform, with only additions and subtractions required, and 
is faster than DCT, DPT, and DWT transfomis. It can also be formulated as a matrix- 
vector multiplication, similar to the DPT and DCT; as a result, the 2-dimensional 
Hadamard transform can be discussed in terms of a 1-dimensional transfomi, due to the 
separability property. Unlike other transforms, such as the DPT and DCT, the elements of 
the basis vectors of the Hadamard transfoim take only the binary values +1 and -1. They 
are, therefore, well suited for digital signal processing applications where computational 
simplicity is required. The basis vectors of the 2"-point Hadamard transform can be 
generated by sampling a class of functions called Walsh flmctions, for this reason the 
DHT is often called the Walsh-Hadamard tiansform. The Walsh functions form a 
complete orthonormal basis for square integrable flmctions.
In addition, the Hadamard tiansform has been previously used for watermarking 
technology, for its robustness and security properties. Indeed, a watennarking method 
using Hadamard transform is presented in [50], where the authors have reported good 
robustness of the method against JPEG compression, dithering distortion, cropping and 
scaling. Nevertheless, the method uses the low fiequencies of a multi resolution 
transform, and a complex Hadamard transformation is applied; therefore the insertion
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procedure may consume a significant time for the processing to be performed. In another 
application of the Hadamard transform in watermarking, the method has been proposed in 
order to insert characters or images using the Fast Hadamard transform [51,52]. The 
method is based on inserting the watermark in the middle and high fiequencies situated in 
the bottom right corner of the coefficients of the ‘8x8’ transform matiix. The method has 
presented a good resilience in general against common attacks, and offers a good trade off 
with the quality of the produced watermarked image. However, the authors have reported 
that the FHT watermarking technique was not effective against minor random geometric 
transforms, such as general linear tr ansforms and random geometric distortions generated 
by Stirmark. This issue will be discussed in sections 4.5 and 4.7.
The analytic development of the tr ansform is given as follows. The symmetric form of the 
ID discrete Hadamard transform (DHT) is
1 V - l  ^b,{n)bj{k)
= = (4-1)•\{N „=o
HJ—1
1 V -1  y ' /j ,(« )6 ,.(A -)
=  , «  =  0 ,V „ ,J V -1  (4-2)V N  A-=0
where N=2”' and bj(z) is the i-th bit in the binary representation of z. The addition of the 
bits bi in the exponent of (-1) is in modulo-2 arithmetic. Note from an inspection of 
equations (4.1) and (4.2) that the forward and inverse Hadamard transforms are identical.
The 2D fbiivard and inverse DHT are expressed as follows:
"n-i «12-1
. /C, ] = -n—  t  É 4 " , ,  n, ] ( - ! ) “  "« (4.3)
V^l-^2 «1=0«2=0
with /c, = 0 ,l ,. .. ,7 /i  —1 and = 0 ,1 , . . . , # 2  “ 1
'«I-I «12-1
^ [ « 1 .  « 2  ]  =  7 7 7  -  ■ É  Z  ' ^ [ * 1  ’ ] ( - ! )  "  (  )À-, =0^ 2=0
with n, =0,l,...,77j —1 and = 0 ,1 , . . . , # 2  “ 1
where = 2'"', — 2"*- and b,(z) is the /-th bit in the binary representation of z. The
addition of the bits bi in the exponent of (-1) is in modulo-2 arithmetic. The 2D transform 
is separable. Figure 4-1 shows the 2D, ordered Hadamard basis function for N=8.
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A simple recursive relationship exists for generating the Hadamard transformation kernel 
of order N=2”, where n is an integer. The Hadamard matrix of the lowest order (N=2) is 
defined as
1 1
1 -1 (4.5)
Then Hm, the Hadamard kernel of dimensions AWV, is defined recursively as
H N -\
^N-\ (4.6)
Let the input data and the tiunsformed data be represented by two vectors, X  and Y of size 
«, respectively. In our approach, the symmetric representation of the transform is avoided 
due to the root square, therefore, this representation is adopted, and the 1-D transform Y 
can be written as follows:
(4.7)
For the two-dimensional tiansform, if the input image I  is of size Nxhd, the output 
transform h of the same size is expressed as follows:
/? =
The inverse transform is given by:
(4.8)
(4.9)
□  nil I I  I I  I III I
=  SSSf S? S  ^  Sfili ft
=  SS SS 8S S  sæ S  8
-  M  M  ^  A  m
Figure 4-1: Basis images
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4.3 Robust Watermarldng Method using Hadamard Transform
4.3.1 Watermarking Strategy
Two methods are presented in this section; these methods are based on the insertion of the 
watermark into the Hadamard transform domain. Both of the approaches use the highest 
values of the tiansform components as carriers of the watermark, except the DC 
component. The difference between the two methods is that the first method uses the 
whole Hadamard transform of the image, and the second performs the insertion in the sub 
block ‘8x8’ Hadamard transforms. The embedded watermark is a pseudo random 
sequence of {-1,+1} (size equal to 1000), The insertion process is carried out using the 
following equation:
h -  h(\ H- cxw) (4.10)
where
a  : is the scaling parameter, it conti ols the strength of the watermark.
h j t  : are the watermarked image and original image Hadamard coefficient values 
respectively.
4.3.2 Experiments on Hadamard Transform Watermarldng
This part is devoted to the assessment of the following two methods:
Method A
• Insertion of the watermark into the whole Hadamard transform image.
Method B
• Insertion of the watermark into the sub block ‘8x8’ Hadamard transform image.
In order to measure the effectiveness of the watermarking methods in terms of their 
robustness, data integrity and watermai'k invisibility, several distortions such as 
stietching, scaling, cropping, rotation, JPEG compression, noise addition, and geometric 
distortions were applied to the watermarked images. These distortions are generated using 
the Stirmark benchmark.
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Depending on the insertion scheme, the watermark is extracted fi'om the distorted image, 
and then it is compared to the original watermark using correlation or similarity function. 
The detection is satisfied when the detector response has a peak at the original watermark 
seed. These detector responses are obtained by correlation of the extracted watermark 
with a set of sequences with different seeds. The qualities of the watermarked images are 
assessed using the Mean Square Error (MSE), in addition to a visual assessment of the 
distortions, which can appear on the images after the insertion of the watermark.
Six experiments were conducted for each approach, where six different scaling parameter 
values were used to insert the watermark following the equation 4.10, 
{ae. {0.05 0.10 0.15 0.20 0.25 0.30}). Figures 4.2 and 4.3 for the method A and 
Figures 4.5 and 4.6 for the method B show the associated detector responses, 
summarising the robustness performance against the applied attacks. Note that, a 
threshold of detection equal to 0.2 is set in order to validate a good detection, and ensure 
that the probability of false detection is very small (discussed in section 2.5).
In addition the watermarked images resulting ftom these simulations are presented in 
figure 4-4 and figure 4-7 respectively for method A and method B.
For a small scaling coefficient a-0.05, the two methods did not present a good robustness 
but a stronger watermark, when a=0.10, improved the detection procedure.
However with regard to geometric distortions (Stirmark 1-3 in the figures), the detection 
was not clear, until the scaling parameter was set to a-0.15  for method A, and a=0.20 for 
method B. which means that the attack was not severe enough to break the 
synchronisation. If the synchronisation had been completely broken, increasing a would 
have had no effect.
As expected, through the simulations, the bigger the scaling coefficient, the better the 
robustness is to the applied attacks. In contrast, the quality of the produced watenuarked 
image is deteriorated by the increase of the scaling parameter; this is demonstrated by the 
increase of the MSE with respect to the scaling parameter, and the increase of the MSE 
corresponds to the error due to the insertion of a stronger watermark. The effect of a 
stronger watermark is illustrated in the figure 4-7 (f) for method A and in the figure 4-4 
(f) for method B.
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Figure 4-4; Data integrity of the whole Hadamard Transform approach
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Figure 4-7: Data integrity of the ‘8x8’ sub block Hadamard Transform approach
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It is important to note that, for similar detection performance, method B produces a better 
quality of the watermarked image, than method A. For example, when a=0.20 (method A, 
figure 4-3 (a)) and a=0.25 (method B, figure 4-6 (b)), the robustness is similar for the 
overall attacks. However, the MSE (Method A)-6.4967xl0''^ is bigger than the MSE 
(Method B)=2.1749x10“'^ , which reflects a better image quality for the method B. This 
conclusion is supported by the comparison of the images in figure 4-4 (d) and figure 4-7
(e) where the image produced by the method A presents some visible distortions similar 
to that occurring with low quality JPEG compression.
As a conclusion, it is better to use the ‘8x8’ sub block Hadamard transform as the domain 
for insertion of the watermark because it is simpler to implement than the whole 
ti ansform approach. However, the most essential reason is that the experiments showed a 
better performance of the sub block transform than the whole tiansform approach, in 
terms of robustness and the quality of the watermarked image.
4.4 Reversible Watermarldng Method Using Fast Hadamard 
Transform
4.4.1 Introduction
One common drawback of current watermarking methods is the fact that the original 
image is inevitably distorted due to watermark embedding. This distortion typically 
cannot be removed completely due to the watermarking process, employing pixels and 
coefficients tiansform replacement, truncation, quantisation, etc. Although the distortion 
is required to be small and perceptually invisible, any distortion may be unacceptable for 
medical or satellite imagery.
Therefore, in this section, we propose a reversible watermarking method, which satisfies 
such quality requirement, through the ability to recover the original image by removing 
the watermark. Such property is obtained due to Hadamard tiansform properties 
combined with a predefined insertion of the watermark. It is important to note that the 
reversibility is possible only for non attacked images, but this issue is of no concern 
because we will be using the non attacked watermarked image, which is available.
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4.4.2 Proposed Method
WatermarkedImage
Key
FHT IFHT
Predefined positions
Insertion of the watermark
Generation of the watermark
Figure 4-8: Embedding procedure
Figure 4-8 shows the watermarking scheme. The insertion of the watermark is achieved 
as follows: the ‘8x8’ block FHT is applied to the image. Then, predefined positions are 
selected Aom each block of the ti’ansform and used to insert one value of the watermark. 
However, it is important to embed the watermark in an efficient way, in order to ensure 
the robustness of the scheme. A configuration matrix superimposes the predefined 
positions, such that these positions offer good robustness. The potential positions were 
defined after a robustness analysis against a set of attacks. The potential positions are 
studied in the first experiment in section 4.4.4.
Different variations of the basic algorithm are possible, since different configurations can 
be loaded for each block. The watermarked image is obtained by applying the inverse 
transform.
Figure 4-9 shows the detection procedure. From the distorted watermarked image, and by 
using the same mati ix configuration as the insertion, different versions of the watermark 
can be extracted (due to the fact that each value of the watermark sequence has been 
embedded in different positions); then a final watermark sequence is estimated fiom the 
different extr acted sequences and compared to a set of sequences in the detector response. 
This estimation procedure will improve the detection.
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of the 
watermark
Detector
response
Estimator
Figure 4-9: Detection of the watermark procedure
4.4.3 Reversibility Property of the Watermarldng Method
Let us consider p,  a sub block of the image lo, the corresponding portions of the original 
and the watenuarked image are respectively /, f .
The insertion of the watermark is achieved using the following equation:
/?* = /? + Awip) (4.11)
where
h : The Fast Hadamard Transform of the portion /.
h* : The Fast Hadamard Transform of the portion /*.
A : Represents the scaling matrix, A -  \a(i, j), 0 < i , j  <8}
w{p) : Is the watermaik value to embed in the block p.
The equation 4.11 becomes: (where G, G'  ^ are foiward and inverse Hadamard transform 
flmctions respectively)
(4.12)
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We define:
f Z(lc, 1) = 1 with 0<k, l<8.
0 others
The scaling matiix A in equation 4.11 can be expressed as a ftinction ofZ .^, in equation 
4.13:
7 7
^  = (4.14)/s=0 k-0
Using this representation, the error E  between the watermarked image and the original 
image is expressed as:
E  = G-‘(A w (p ))= ^Y ^(H Z ,,H )a (k ,l)w (p )  (4.15)1=0 k=o
The equation represents the analytic expression of the error intioduced by the insertion of 
the watermark into the ‘8x8’ FHT of the image using predefined insertion.
In the equation 4.15 the term for 0 < k j  <8 represents a basis of the error E.
This basis is generated from the outer product of the Hadamard ftinction either with itself 
or with another one [49]. In other words, any insertion of the watermark following the 
previous scheme will involve an error of a combination of these images (The Hadamard 
basis functions for N=8 are shown in figure 4-1). Consequently the error can be removed 
by having the configuration matiix, which allows the original image to be recovered.
4.4.4 Experiments on Reversible FHT W atermarldng
To demonsti ate the resilience of the developed scheme, two experiments were conducted. 
The first is intended to define the insertion positions of the watermark. Since the insertion 
is achieved by addition (equation 4.11), 64 positions are possible for each block; 
therefore, 64 different insertion configurations have been implemented. Several 
distortions have been applied to each watenuarked image, such as scaling, rotation, JPEG 
compression, cropping, and geometric distortion (generated using Stirmark benchmark). 
According to the detection process, a vector of correlation Vp is obtained for each position 
Py where each component of this vector represents the correlation between the extracted 
watermark fi om the distorted image and the original watermark. The size q of the vector
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Vp denotes the number of attacks that have been applied. In order to assess the robustness 
of all the attacks, the vector norm is defined as follows:
(4.16)
/=l
The bigger the norm is, the better the robustness against the applied attacks. It is 
important to note that, the positions are chosen from a comparison of the Vp components 
combined with Np in order to ensure the robustness over the attacks applied. Figure 4-10 
shows the variation of the norm in respect to the position of the insertion. In addition. 
Figure 4-11 shows the robustness variation against each applied attack regarding to the 
position of insertion (1-64).
The second experiment is the implementation of the watermarking method (Figure 4-8), 
where the scaling matrix configuration is defined as follows:
A = ^33 -  ^17 = b4 = -64 0 others (4.17)
This configuration has been set from the results of the previous experiment, where the 
insertion in the positions 33, 17, 49 offered good robustness resilience, as figure 4-10 
shows. In order to measure the effectiveness of this watermarking configuration, several 
attacks have been applied to the watermarked image. The detection was achieved 
following the scheme in figure 4-9.
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Figure 4-10: Position of insertions and Robustness performance
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Figure 4-12 shows the detector response of the extracted watermark. The detector is a 
representation of the normal correlation between the extracted watermark and a set of 
sequences, where the original watermark belongs to the set; the detection is proven by a 
peak at the original watermark position (250), the higher the peak is, the better the 
detection. Figure 4-12 shows that the robustness is satisfactory against all applied attacks.
Sealing
IS
10 20 30 40 SO 60 70
Cmpping40%
-0.Ï
10 20 30 40 50 60 70
Noise Salt and Pepper
Figure 4-11: Possible positions and robustness performance.
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Figure 4-12: Detector response (Normalised correlation) for different Attacks
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4.5 Geometric Distortions and Watermarldng 
Problem of synchronisation
The detection of the watermark requires a synchronisation step to locate the embedded 
mark in the content. This idea is illustiated in the following scenarios. In audio, the 
watermark is commonly detected in real time. In most practical cases, the position of the 
beginning of the sequence is not known and cannot be used as a reference. Consequently, 
the detector must pre-process the audio to know where the watermark is located. 
Concerning images, it is similar because they can undergo geometrical transformations 
after distortions such as analogue-to-digital and digital-to-analogue conversion (in 
printing and scanning). Resizing and rotation are also basic manipulations in image 
editing and required a synchronisation step for detection of the watermark.
In contrast to removal attacks, geometric attacks do not actually remove the embedded 
watermark itself, but seek to distort the watermark detector synchronisation with the 
embedded watermark information. The detector could recover the embedded watermark 
information when perfect synchronisation is regained. However, the complexity of the 
required synchronisation might be too great to be practical.
For image watermarking, the best known benchmarking tools, Unzign and Stirmark 
[6,8,9], integrate a variety of geometric attacks. Unzign intioduces local pixel jittering 
and is very efficient to attack spatial domain watermarking schemes. Stirmark introduces 
both global and local geometiic distortions (discussed in section 2.7).
Robustness to global affine tiansformation is more or less a solved issue. However, 
resistance to the local random alterations integrated in Stirmark still remains an open 
problem for most watermarking algorithms. The so-called random bending attack in 
Stirmark exploits the fact that the human visual system (HVS) is not sensitive to local 
shifts and affine modifications. Therefore, pixels are locally shifted, scaled, and rotated 
without significant visual distortion.
Thus, using an additive scheme, the correlation cannot be performed because the 
generated random sequence and the embedded random sequence are not synchronised. 
Using a substitutive scheme, the location of the marked components cannot be performed 
because initial locations depend on external coordinates.
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Illustiation of the synchronisation problem in additive embedding scheme method is 
illustrated in the figure below.
Correlation Detection Correlation No detection
Figure 4-13: Illustration of the lack of detection due to translation
In watemiarldng literature, there are many approaches proposed in order to solve the 
problem of detection in the presence of geometric transformations. In the following 
section different approaches are discussed.
4.5.1 Periodical Insertion of the Watermark
111 the following group of methods, the insertion of a periodic signature has decreased the 
problem due to geometric transformations. Kalker and Janseen, in their video 
watermarking scheme [53], are concerned with the shift between frames that can occur; 
therefore they counter this synchronisation issue by embedding a periodic random 
sequence where the basic sequence is w of size Ix  h. The detection procedure is carried 
out by calculation of the cross correlation between B and w, where B  is an accumulator 
formed from sub-blocks Ixh  from the image.
Kutter proposes an insertion method robust against geometiic tiansformations such as 
translations, rotations or zooming of the image [54]. The watermark is a periodical 
signature inserted into the image and the detection uses the autocorrelation function to 
define the geometiic tiansformation as shown in figure 4-14. The autocorrelation function 
presents certain correlation peaks, which allow the location of the signature and 
identification of the geometric transformation which has been applied. The detection of 
the signature is carried out by calculating the correlation between the random sequence 
and the image after the inverse geometiic transformation.
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Figure 4-14: Illustration of Kutter Method to detect the geometric transformations
4.5.2 RST Invariant Transformation
Another strategy to counter the problem of the lack of synchronisation after geometric 
transformations consists of using insertion domains that are invariant to these 
transformations,
Ô Ruanaidh and Pun propose a wateimaiking scheme where the insertion domain is 
constant to tianslation, scaling and rotation [55], This scheme uses the invariant 
properties of the Fourier transform combined with Log Polar Map (LPM). The Fourier 
transform is expressed for an image l(x,y) as follows:
F{k, , ) = S  Z  t )  e x p ( - 2 m ( ^ + ^ ) )
,v= 0  j '= 0  - ^ 1  - ^ 2
(4.17)
The Fourier Transform properties with respect to some transformations are summarised in 
the table 4-1.
Translation I(xi+a,X2+b) F(ki, k2)exp(-i(akj +bk2))
Scale l (p x i,p x 2)
p  p  p
Rotation I(x icos6- xjSinO, xisind^ xiCosB) F (kicos9- k2Sind, kisinB^ Jc2Cos$)
Table 4-1: Some Fourier Transform properties
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The scheme described previously works in principle but has some serious deficiencies in 
practice. The first difficulty is that both the log-polar mapping and the inverse log-polar 
mapping can cause a loss of image quality. The change of coordinate system means that 
some form of interpolation should be used. The second difficulty is numerical. 
Interpolation only performs well if neighbouring samples are of the same scale. This 
makes the computation of the Fourier-Mellin transform of the modulus of a Fourier 
transform somewhat problematic. A typical Fourier transform representation of an image 
is quite badly behaved in this respect since there are generally a few components of 
relatively large magnitude.
4.5.3 Insertion of Templates
Insertion of 
the 
templates
Image DFT
DFT and 
detection of the 
templates
Watermarked
image
\ 7
Identification of the 
affine 
transformation
Figure 4-15: Insertion principle of templates for signature detection
The insertion of reference models into the image can help to identify the transformation 
applied to the image. Pereira and Pun propose to insert templates that are noticeable 
elements, allowing the identification of the geometric transformations that have been 
applied to the image [56]. In the proposed scheme, the possible geometric transformations 
that can be identified are limited to the class of affine transformations. The points used as 
templates are localised in the spectrum of the image inside a ring corresponding to the 
middle frequencies of the image. Templates are inserted by increasing these point’s
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values so that they present local pealcs. Therefore, the identification of the geometric 
transformation is achieved by the detection of the local peaks, and then it is compared 
with the original one, as shown in figure 4-15. This approach allows the detection of the 
signature after many different affine tiansformations, but it has presented ineffectual 
results against the random geometric distortion of Stirmark benchmaik.
4.5.4 Use of the Original Image
Extraction o f  
interest points
Extraction o f  
interest points
M apping and 
identification o f  the 
transformation
Figure 4-16: Using the points of interest to detect the geometric transformations
In non-blind/ non-oblivious schemes, the original image is available; with this 
information, it is possible to identify some geometric transfomiations applied to the 
watermarked image.
Davoine et al. use the original image to define the geometric deformations caused by the 
Stirmark attack [57]. The authors apply a triangular repartition to tlie original image and 
to the watermarked image after the Stirmark attack. The compensation of the geometric 
tiansformations is achieved by moving the different nodes of the repartition of the 
watermarked image. The objective is to minimise the quadratic variation between each 
ti’iangle of the watermarked image and the original image. The deformation
91
Chapter 4. Robust Watermarking Method for Satellite Images
compensations can be also carried out by a more complex description of the contours of 
the image for example. The watermark can be detected after the compensation.
Sun et a l propose a scheme that exti acts some geometric characteristics of the image to 
identify the geometric transformation applied [58]. The characteristics of the image are 
generated from detectors * points o f interest’.
In order to obtain a description of the image contains the points of interest are used; they 
are often localised on the corners, edges and textured zones of the image.
A mapping between the points of interest from the original image with the image after 
transformation is used to identify the geometiic tiansformations as illustrated in figure 4- 
16.
Another method to amend the random geometric distortions is proposed in [59], where a 
reference image is used to identify the attacked pixels, and then exchanges them for pixels 
from the original un-watermarked image. The watermark can be successfully detected 
after the attacked image has undergone a minor con ection. This approach will be used in 
section 4.7, combined with image registration in order to enhance the detection.
4.6 Image Registration
Satellite images are subjected to pre-processing and image enhancement, the pre­
processing is defined by Radiometi'ic and Geometiic correction. However, contrast 
modification and spatial filtering represent image enhancement.
The problem studied in this section is the geometiic corrections and their proprieties. 
Geometric correction involves relating the spatial coordinates in the image to the 
corresponding spatial coordinates on the Earth’s surface. This operation is known in 
image processing as image registration.
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Transformation
Base
image
Input
image
Specify control points
Aligned image
Determine parameters of 
the transformation
Fine time control points 
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Figure 4-17: Image Registration Process
Image registration is the process of aligning two or more images of the same scene. 
Typically, one image is the base image; considered to be the reference to which the other 
images, input images, are compared. The object of image registration is to bring the input 
image into alignment with base image, by applying a spatial transformation to the input 
image [60].
Example of registration of an image
The base image is the MassGIS georegistered orthophoto, the image to be registered is a 
digital aerial photograph of the same scene. (The images are taken fi-om library of 
MATLAB).
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%
U nregistered im age Base im age
Figure 4-18: input images for registration process
In order to define the parameters of the spatial transformation, we use the concept of 
ground control points, GCPs. In this case they are landmarks that you can find in both 
images, such as a road intersection or other distinct point. The type of transformation that 
we want to perform determines the minimum number of control point pairs. Using the 
base-points and input-points, the spatial transformations can be assessed; therefore the 
image is registered.
Figure 4-19: Determination of Control points
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Registered im age Base im age
Figure 4-20: Comparison between the registered image and the base image
Application for the problem of geometric distortions (generated by Stirmark 
benchmark)
The application of registration can be very useful in the watermark detection when it is 
concerned with geometric distortions such as Stirmark attack. Figure 4-21 illustrates an 
example of the correction of the distortions due to Stirmark, where the registered image is 
used then as input to the detector response.
Vg
Registered im age W aterm arked im age after Stirm ark
Figure 4-21: Correction of the geometric distortions using Registration
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The next section uses this approach for the watermark detection method for satellite 
images. The detection procedure uses the registration in order to correct the corrupted 
image and improve the detection. Note that in this application, the reference image can be 
the original image (if available) or an image of the same scene from a database of satellite 
images.
4.7 Watermarldng for Satellite Images
In this section, we are proposing a watermarking method suitable for satellite images. 
This method is a derivation of the method developed in section 4.4. The major 
characteristics of this method are explained in these two points:
• In contrast with the original method, where the insertion was applied to all sub 
blocks of the image, the novel approach uses only a fraction of the image, with 
only some blocks being selected randomly and used for the insertion of the 
watermark. As a result, the approach presents a significant advantage in terms of a 
reduction of the embedding process complexity. Hence, the problem of image size 
is overcome.
• The principle of this approach is also based on shifting the algorithmic complexity 
from the embedding to the detection process, and this was implemented in order to 
minimise the hardware cost, since the detector complexity is of no consequence in 
the transmission application. Therefore, a more complex detection approach is 
proposed in this method, where the combination of the insertion approach and the 
detection approach are complementary in order to satisfy an effective 
watemiarking method.
The watermarking procedure
The insertion is carried out following the same described scheme as in figure 4-9, where 
the watermark is inserted into some ‘8x8’ sub blocks of the Hadamard transform; these 
blocks are selected randomly from the image using a generator of random sequences. 
Figure 4-22 shows an example of the selected block positions in the embedding process. 
As explained previously in section 4.4, the configuration matrix defines the coefficient 
insertion positions in the block; therefore it is important to note that, in this approach, 
different configuration matiices were used for each block; this has been adopted to 
counter any malicious attack, making the location of insertion impossible to find.
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The detection procedure is illustrated in the figure 4-23 and is achieved by applying some 
image processing techniques to the corrupted watermarked image in order to reduce the 
synchronisation problem.
Figure 4-22: Position of the utilised blocks
An overview of existing methods that counter geometric distortion problems has been 
presented and a novel method proposed based on using registration techniques to correct 
the corrupted image. In the detection procedure, the registration is first applied, then some 
pixel replacements are done from the reference image used in the registration process, in 
order to reduce the errors that occurred in the first processing or from the attack. A better 
version of the corrupted image is obtained. However, the location of the blocks can be 
shifted by a few pixels in two directions due to transformations. Therefore, a 
synchronisation procedure is used in order to solve this problem as illustrated in figure 4- 
24. The original block (from the reference image) is compared to the potential block and 
its neighbourhood blocks using 2D correlation or similarity function, consequently the 
block where the watermark has been inserted is detected. This block will be used for 
extraction of the watermark sequence. Applying this approach for each potential block, a 
final watermark sequence is extracted. Then the sequence is used as an input to the 
detector response as described in chapter 2, which validates the detection of the original 
watermark.
The detection effectiveness against geometric distortions has been verified, and the 
improvement of the detection is shown in figure 4-25. In addition, the requirement for 
invisibility of the watermark requirement is satisfied as shown in figure 4-26, UoSatl2
97
Chapter 4. Robust Watermarking Method for Satellite Images
image (provided by SSTL)-watermarked version, where no visible distortions are 
noticeable. Note that the original image quality can be recovered due to the reversibility 
property of the method.
Corrupted
watermarked
im age
Som e Pixels 
replacement
Detector
response
Geom etric
corrections
(Registration) the watermark
Extraction o fSynchronisation of 
the blocks
Figure 4-23: Detection against Stirmark Attack
2D  Correlation to 
assess the 
similarity
Sim ilar block  
>
Select another 
neighbour block
Figure 4-24: Synchronisation of the blocks
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Figure 4-25: Detection of the watermark after Stirmark, (a) Novel approach (b) Standard approach
Figure 4-26: Watermarked image
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4.8 Conclusion
In this chapter, the suitability of using the Hadamard transform as the domain of insertion 
has been proven. First, it has been shown that an ‘8x8’ sub block transform was more 
appropriate than the whole transform in terms of robustness, data integrity and most 
importantly the simplicity of implementation.
Then, a novel watermarking method has been presented, which satisfies tlie invisibility 
and robustness requirements. The insertion is achieved in predefined positions; these 
positions were localised in respect to their performance in terms of robustness. As a result 
of this approach, the method supports reversibility of the watermarking scheme, where 
the original quality of the image can be recovered.
In addition, the problem of synchronisation due to geometiic distortions was discussed, 
where a new approach based on the registration in order to counter this problem has been 
proposed.
Finally, a watermarking method for satellite images was proposed, based on the previous 
method insertion and using the image registiation to improve the detection procedure. The 
good performance of this approach has been presented.
Short time processing is a significant advantage of this insertion approach, resulting from 
the Fast Hadamard Transform properties and predefined insertion positions. The next 
chapter is dedicated to the hardware development of this approach.
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Chapter 5
5 Hardware Design for Digital Watermarking
5.1 Introduction
This chapter is concerned with hardware implementation for watermarking of satellite 
images onboard a small satellite. The small satellites of Surrey Satellite Technology 
Limited (SSTL) are taken as a target application of the development due to a close 
relationship with the company. The survey of the literature has shown that hardware 
design for watermarking of satellite images has not been attempted; therefore we base our 
considerations on similar developments - hardware design for other DSP algorithms as 
well as watermarking schemes for other puiposes. The hardware approach selected for the 
implementation is based on Field Programmable Gate Arrays (FPGAs). The 
watermarking scheme described in chapter 4 is mapped on a high density FPGA and the 
design is verified via simulation. Estimates of the performance and FPGA resources are 
given.
The chapter is organised as follows, section 5.2 describes an imaging system of a micro 
satellite. Requirements for onboard watermarking of satellite images are presented in 
section 5.3. In section 5.4, the approach for hardware watermarking is discussed, where 
FPGAs have been identified as suitable for watermarking for their properties. In addition, 
an overview of existing hardware watermaiking designs is presented in section 5.5, where 
their performance and applications are described. Section 5.6 is dedicated to some issues 
of developing watermarking hardware.
The proposed hardware watermarking design is described in section 5.7. Its functional 
simulation and inteipretation of test results are summarised in section 5.8. Implementation 
aspects are presented in section 5.9, followed by a conclusion of the chapter. The above 
scheme has been published and can be found in [3,4].
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5.2 Satellite Imaging System
Satellites are categorised by weight. Figure 5-1 illustrates different types of small 
satellites based on the product line of SSTL. SSTL manufactures satellite platforms 
spanning the spectrum from the 6.5-kg Surrey Nanosatellite Applications Platform 
(SNAP) to the 500-kg Geostationary Minisatellite Platform (GMP).
Surrey Satellite Technology Ltd (SSTL) has a long history of small satellite development 
with twenty missions to-date, three satellites were launched from Plesetsk in Russia in 
September 2003 and another three satellites are in development. These satellites are 
aimed at widely ranging applications, including remote sensing, communications and 
technology demonstration. The attempt is to take an approach that has lower costs than 
usually found in the traditional space industry.
SSTL’s development of micro-satellites using commercial off-the-shelf technologies 
(COTS) has dramatically reduced costs to the point where they are now affordable for 
many more nations.
Nanosat 1 Microsat
Figure 5-1: SSTL’s Satellite spectrum
The imaging system that this research is targeted at is that of a micro satellite from the 
Disaster Monitoring Constellation (DMC) range of satellites. Therefore a brief description 
of the DMC-1 Satellite Platform [61] is given in this section, focusing primarily on 
imaging payload and related subsystems.
The platform for the DMC-1 (Figure 5-2) is an enhanced microsatellite measuring 
640x640x680 mm, and weighing 100 kg. The spacecraft is cubic in shape with four body-
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mounted panels, and uses SSTL’s modular avionics. It is supported by a 30cm diameter 
launch adapter.
Figure 5-2: DMC-1 Spacecraft
The power system comprises four body mounted GaAs solar panels, an 8Ah NiCd 
battery, and a raw 28V bus. The system delivers 30W orbit average to the platform and 
payloads.
The telemetry and telecommand system employs S-band with a CPFSK 9.6kbps uplink, 
and a 38.4kbps QPSK downlink. The data handling system employs a dual Controller 
Area Network (CAN) bus, and two On-board processors. The OBC186 is used for 
housekeeping, and OBC386 for attitude control. The payload bypasses the core 
processors, and comprises two instrument-data recorder-down link chains, with 8Mbps 
QPSK S-band downlinks.
The payload comprises two individual athermalised instruments, each with three linear 
array imagers with NIR, R and G filters (figure 5-3). The instruments are placed side by 
side with a slight overlap in field of view, acting as a 3-band 20,000 pixels imager. The 
swath width is in excess of 600km with 32m Ground Sampling Distance (GSD). Scenes 
are defined as 100x100km in the bands, and software windowing functions are employed 
allowing the whole, or only sections of the full swath to be stored. In order to manage the 
size of the data products, images are split into ‘tiles’ of 2500*2500 pixels each in all three 
spectral bands.
Each instrument is cross-connected to two 4Gbit data recorders (SSDR, figure 5-4), and 
third functionally redundant 1Gbit data recorder. Each half of the instrument can be 
powered separately, which allows flexible management of the limited power resource.
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Figure 5-3: DMC image hardware
Figure 5-4: SA 1100 Solid State Data Recorder
5.3 Requirements of Onboard Watermarking for Satellite Images
The development of an onboard watermarking design for a small satellite is concerned 
with rapid development, high integrated system, COTS technologies, reduction mass and 
size. Additionally, real time processing/high speed implementation is required for the 
application of onboard watermarking of satellite images.
The watermarking design should be suitable for high-resolution images (tiles of 
2500*2500 pixels). Additionally, an implementation of a digital watermarking system 
must be convenient and compatibility for the dataflow of the imaging system.
A proposed architecture of the payload data handling including the watermarking process 
based on the DMC imaging system, described in section 5.2 is illustrated in figure 5-5.
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The watermarking module is introduced just after the cameras have taken the images; the 
watermarking and multiplexing are achieved in parallel and real time, then the 
watermarked images are stored in the memories (SSDRs), then transmitted with 8Mbps 
QPSK S-band downlinks. Note that the watermarking process should be faster than 8 
Mbps in order to ensure that the payload takes other images and transmits them.
3-Bands
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I CANCAN CAN
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CAN CAN
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TXl
S-Band
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Figure 5-5: Proposed payload data handling including the watermarking process
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5.4 Approach to Watermarking Hardware Implementation
A watermarking system can be implemented using either software or hardware approach. 
In a software implementation, the algorithm’s operations are performed as a programming 
code running sequentially on a microprocessor.
Software designers focus mostly on the programming of the code and are not concerned 
with hardware aspects such as mass, volume, power, and timing. This is in contrast to 
hardware where there is full conti ol over the timing of operations into the RAM, and the 
usage of expensive hardware resources. The overall advantage of haidware is that it 
consumes less resources and power providing higher performance in terms of speed of 
execution.
Watermarking algorithms can be implemented in hardware using DSP processors. 
Application Specific Integrated Circuits (ASICs) and Field Programmable Gate AiTays 
(FPGAs). FPGAs offer the opportunity of changing the hardware stmctures after the 
manufacture of the chips, which is not possible with ASICs and DSPs; hence, the name 
re-configurable logic.
FPGAs maintain the advantages of custom fimctionality, like an ASIC, but avoid the high 
development costs and the inability to make design modifications after production [62]. In 
addition, FPGAs also add design flexibility and adaptability with optimal device 
utilisation while conseiwing both board space and system power; which is not the case 
often with the DSP chips. SRAM-based FPGAs are particularly suitable for numerical 
applications such as arithmetic DSP flinctions, including multiply and accumulate (MAC) 
hinctions, FFTs, convolutions, and other filtering algorithms. Example implementations 
of FIR-filter (Finite Impulse Response) and Viterbi-decoder designs show the efficiency 
of an FPGA approach [62].
Re-configurable logic has two important advantages [62, 63]. The first advantage is the 
ability to modify the hardwaie design with a simple software change, which means that 
the ftinction of the re-configurable logic device is defined by software; therefore design 
errors can be corrected without having to fabricate new hardware. This ability to create 
and modify digital logic without physically altering the hardware, provides the second 
advantage of flexibility and lower cost solution to the implementation of custom 
hardware, also combining of several integrated circuits into a single package reduces the 
size and cost of the circuit board.
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Consequently, according to the requirements of this research, the FPGAs approach offers 
good options allowing achievement of the desired watermarking system at low 
development cost, in addition to flexibility of the hardware development due to 
reconfigurability property.
Watermarking algorithms are comprised of different functions such as transforms and 
arithmetic operations. The rest of this section reviews example implementations which 
are encountered in watermarking in order to illustrate advantages of hardware and in 
particular FPGAs implementation in comparison with software.
Fourier transform, filters, and multiplication operators for vector and matrix data have 
been implemented in WILDCHILD board [64]. The WILDCHILD board consists of 9 
FPGAs of the low density Xilinx 4010 family which is now outdated. The nine FPGAs 
are arranged in a master slave configuration as shown in figure 5-6. A comparison has 
been made between their execution times on the FPGA against execution times of the C 
language version of the functions compiled and run on the host processor. The execution 
times for each function were presented, which reflected the performance gains of the 
function in hardware compared to its traditional implementations.
1/2 M B RAM 1/2 M B R .\M
RU04)
1/2 M B RAM
PEI PEI PEI4-»
4010 4010 4010
Cross Bar NetworkI 1
PEI PEI
4010 4010
1/2 M B RAM
Figure 5-6: WILDCHILD system architecture
Suitability of FPGAs for real time implementation of watermarking algorithms is 
supported by the fact that watermarking uses the same components as other image 
processing algorithms, which have already opted fro the FPGA platform. For example
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FPGAs have been widely used in real time applications such as video and image 
processing [65], also compression standards such as JPEG and MPEG [66].
A popular DSP component is the DOT transform; 1-D discrete cosine transform has been 
implemented on FPGA-Virtex [66], such that the modules can process 8 to 32 points 
forward and inverse DCT. The 2-D DOT implementation is proposed using two-cascaded 
1-D DCT modules. The 1-D DCT can be performed on each of the rows of the image and 
the resultant coefficients matrix can be fed into another 1-D DCT, column wise. The final 
results are the 2-D DCT coefficients as shown in figure 5-7.
ResultsData Comer
Turn
1-D DCT 
Column
1-D DCT 
Row
Figure 5-7: 2-D DCT block diagram
Moreover in [67], the implementation of IDCT using the Xilinx Virtex FPGA family is 
described. This hardware based IDCT implementation is dedicated for MPEG decoding 
process. Using this hardware, high speed processing has been obtained, which makes the 
design suitable for real time video applications.
Therefore high density FPGAs are suitable for real time watermarking implementation 
illustrated by similar DSP applications, an example of FPGAs that performs these 
functions is Xilinx Virtex.
In addition, the suitability of FPGAs for high resolution images is illustrated by the 
example of FFT implementation for a sophisticated digital image processing system 
requiring a combination of high resolution and high frame rates [68]. One of the 
important elements was to perform FFTs (Fast Fourier Transforms) on a huge amount of 
data at very high speeds. The existing solution for the FFT portion of the system was 
based on more than 40 high-end, fourth generation (G4) IBM® PowerPCTMCPUs. It was 
anticipated that this system would achieve at least 30 Ips (frame per second), but in fact, it 
never delivered more than 15 fps. On the other hand, the implementation based on two 
Xilinx®VirtexTM-II FPGAs satisfied the specification of the client for 120 Q)s being 
scaleable to 240 Ips in the future. This solution would also cost a fraction of the existing
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PC -  based implementation. An integrated product function, with high-resolution digital 
images (16 bit pixel data, resolution of 2Kx2K pixels) at 120 fps would generate a 
corresponding two-dimensional (2D) FFT for each fiame.
5.5 Related Watermarking Hardware Designs
Many watermarking methods have been developed to satisfy robustness and data 
integrity. However, the hardware implementation aspect has not been explored. For other 
implementations, an overview of the approaches and performance is presented.
De Strycker et a l propose a real time watermarking scheme for television broadcast 
monitoring [69]. They address the implementation of spatial domain watermark embedder 
and detector on a Trimedia TM-1000 VLIM processor. In the watermaik embedding 
procedure a pseudo noise pattern is added to the incoming video stieam in the spatial 
domain. The watermark detection is based on the calculation of correlation values.
Mathai et a l [70, 71] present hardware implementation of the same video watermarking 
algorithm (JAWS [72]) using 0.18pm CMOS technology. They explain their motivation 
for a hardware implementation by the expensive cost of implementation of the system in 
software. The testchip is designed to embed and detect watermarks in uncompressed real 
time video stream at a rate of 30 frames/s and 320*320 pixels/frame. The testchip is 
capable of operating at 75 MHz, to process a peak pixel rate of over 3 Mpixels/s.
A DCT domain invisible watermarking chip is presented by Tsai and Wu [73]. The 
watermark system embeds a pseudorandom sequence of real numbers in a selected set of 
DCT coefficients. It is proposed to be a part of the MPEG encoder in System-On-Chip 
design to achieve real time intellectual property protection on digital video capture; 
however no actual frequency performance has been quoted.
Garimella et a l [74] propose VLSI architecture for invisible fragile spatial domain 
watermarking. In this scheme, the authors use a text document as watermark, first 
converted to ASCII code, and then encrypted using Differential Pulse Code Modulation 
(DPCM). The insertion is carried out by swapping the LSBs with encrypted watermark. 
The watermark can be extracted by accumulating the consecutive LSBs and then 
decrypting. The ASIC is implemented using 0.13 p Technology.
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VLSI architecture of invisible-robust and invisible-fiagile digital v^atermarks in spatial 
domain is proposed by Mohanty et a l  [75]. The watermark insertion algorithms 
implement the following;
• The invisible robust algorithm proposed by Tefas and Pitas [76].
• The invisible fragile algorithm proposed by Mohanty et o l  [77].
The ASIC is implemented using 0.35 p MOSIS SCN3M SCMOS Technology. The chip 
has a clock frequency of 151 MHz, but the disadvantage of the watermarking algorithms 
implemented is that the processing needs to be done pixel by pixel, which slows down the 
performance of the whole system.
In conclusion, from above implementations, hardware watermarking implementations 
were developed in order to deliver a high data rate and fast implementation with regard to 
the software approach.
On the other hand, the VLSI architectures developed for image watermarking in [73, 74, 
75] have some drawbacks that can be summarised in follows:
• The systems were developed for standard images (max 256x256 pixels)
• Spatial insertion of the watermark may present some wealaiesses in terms of
robustness. In [74] for example, the performance in terms of robustness and data 
integrity of the algorithm has not been presented.
• The quality of the watermarked images can be affected by the floating-point
representation of these methods, such in [73], due to the nature of the DOT
coefficients values, and this may not be acceptable in some applications.
This overview has shown that the existing design are not suitable for the application to 
satellite images due to two main problems, the size of the satellite images and their 
requirements in terms of data integrity, while lossy methods are not acceptable in this 
case.
5.6 Consideration of Watermarking Hardware Design
In this section some issues related to developing watermarking hardware are presented, 
such as the choice of the tiansfbrm domain insertion, precision of variables on hardware, 
and the basic functions involved in the development.
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5.6.1 Managing Logic Resources and Performance
The advantage of hardware is that it consumes less area and less power, because the 
designer has frill contiol over the timing of operations into the RAM, and the usage of 
expensive hardware resources. Therefore, in our watermarking hardware development a 
lot of parameters have been considered carefully such as the representation of the 
variables, multiplications, and comparisons. Indeed, a preliminary study concerning the 
use of multiplications approaches was considered in order to reduce the complexity of the 
design. For example the Baugh Wooley approach has been adopted, and therefore a 
multiplication can be represented using only few Full-Adder components (refer to 
appendix D, for source code sample).
In addition, the watermarking methods developed in chapter 3 are based on sorting 
algorithms where a significant number of comparisons is performed until the task is 
achieved. Therefore designing properly the comparisons will reduce significantly the 
logic resources.
On the other hand, in orthogonal transform domain based watemiarking algorithm, matrix 
multiplications are used. Hence an example of resources needed just for a matiix 
multiplication of two matrices of 2x2 is discussed (Appendix A), where it has been 
concluded that such approach is not appropriate. Therefore opting for a fast 
implementation is more suitable for the watermarking algorithms toward hardware 
implementation, for example fast Fourier transform and fast Hadamard tiansfbrm. For 
frirther details of the discussed implementations refer to Appendix A.
5.6.2 Transforms
Algorithms in the field of watermarking involved die selection of the appropriate domains 
to embed the watermark (section 2.3). Some avoid the tiansfbrm processing by 
embedding the watermark in the spatial domain [70]. Others borrow transforms used for 
different processing stages such as lossy compression [78] for good performance and to 
keep the cost down. Other transform features will also be considered, for example, using 
the whole image transform will be significantly area consuming, whereas a block 
ti ansfbrm will be more reasonable in terms of hardware implementation. In addition, the 
nature of transform coefficients is very important; in fact, complex representation (FFT) 
requires more memory to store the intermediary values in comparison with real (DCT,
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DWT) or integer (FHT) values. This issue was discussed in section 4.2, when describing 
the reasons for opting for Hadamard domain insertion.
5.6.3 Floating-Point Format
Floating point precision can be considered as an attack on the watermark signal. The 
floating-point representation has an important impact on the design, such as the pattern 
buffer and the size of data path elements (multiplier and adder), while varying the 
floating-point parameters will affect the perceptibility of the watermark, the detector 
performance and the media integrity. Therefore, this parameter should be set carefiilly in 
accordance with the application requirements. For example, if the watermark is real 
values, therefore the representation of the values using floating point will produce errors 
and decrease the detection performance. Furthermore, when the floating point 
representation doest not cover the flill precision concerning transform domain based 
watermarking algorithm, the data integrity of the watermarked images is corrupted, and 
therefore the performance is reduced.
5,7 Hardware Design of the Proposed Watermarldng Algorithm
The objective of a watermarking scheme is to achieve minimum perceptual distortion and 
robustness of the embedded watennark. When the implementation is considered, real time 
performance and reduction of area of components also become important.
To measure the benefit of algorithm features, a software model (m-MATLAB) of the 
watermark system was created to allow quick simulation of different cases; this model is 
completely identical to the hardware description code that implements the architecture. 
Peiformance of the software model was explained and discussed in the chapter 4. The 
algorithm has satisfied the requirements of a good watermarking scheme in terms of 
invisibility and robustness of the watennark; it has also been developed toward a 
hardware implementation. In this section, the hardware design of the watermarking 
scheme is described maintaining the same flinctionality as the software algorithm.
Figure 5-8 shows the top-level view of the watermarking scheme. The watermarking 
design is composed of five main blocks: embedding watermarking, generation of the 
watermark, contiol unit, the forward and die inverse 2-D FHT block. Each block will be 
described in the following section.
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Figure 5-8: The hardware design of the FHT watermarking method
We assume in our implementation that the input image to the watermarking design is a 
stream of pixel data, which means that the elements of the image are provided one row at 
a time, beginning with the first row and ending by the last.
Referring to figure 5-8, there is a unidirectional flow of data from input to output. Each 
block simply processes a few elements of data (pixels) and then forwards the results to the 
next block-there are no iterative operations between different blocks. These aspects make 
the algorithm in pipelined configuration, where each block (stage) completes one 
operation and submits its output to the next stage in the pipeline. Pipelines allow for a 
high data throughput as long as each stage only adds some delay (latency) to the data 
stream, but does not block it.
5.7.1 The Forward / Inverse 2D FHT
The Forward/Inverse 2D FHT block implements the two dimension forward and inverse 
Hadamard transform on an 8x8 block of samples. The block is composed of two 1D FHT 
blocks and control unit (FHT control unit) block. The design is fully synchronous with 
positive edge clocking. In order to operate the FHT/IFHT, the block must be connected to 
a Dual Port RAM. The FHT/IFHT transformation is based on the row-column 
computational architecture (due to separability of the equation (4.9)); the transformation 
is implemented as a two stages process. The two stages process perform the transform as 
two separate one-dimensional transforms, with the intermediate results being stored in the 
Dual Port RAM to perform the transpose.
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The block diagram in figure 5-9 shows the main interface and functional blocks. The sub 
blocks are described in the following sections.
bP _O U T DP IN
DIN DOUT
CLK
RESET
DATA AV ------
START
Pin Description
ID FHT block
(Stage 2)
ID FHT block
(Stage 1)
FHT control unit
jControl signals
(s tage  1)
^Control signals 
(stage 2)
Signal Direction Description
RESET IN Reset
CLK IN Global rising clock signal
START IN First sample is available for processing
DIN [0-15] IN Input sample
DOUT [0-15] OUT Output sample
DATA_AV OUT Masks all the produced outputs
DP R ADDR [0-7] OUT Read address for the external memory
DP_W_ADDR [0-7] OUT Write address for the external memory
DP_IN [0-15] IN Bus for reading internal FHT coefficients
DP_OUT [0-15] OUT Bus for writing internal FHT coefficients
DP_R_EN OUT Read enable signal for external memory
DP_W_EN OUT Write enable signal for external memory
Figure 5-9: Forward/Inverse 2D FHT block 
Choice of the variable length
The one dimension Hadamard Transform Y of the vector X  is expressed as follows:
Y = HX (5.1)
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The elements of the matrix H  are both 1 or with the maximum number of 1 and -1 in 
one direction equal to n and n/2 respectively with n is the size of the matrix.
If % = [xiVx  E [A4in(X),Max(X)] consequently, Y = [ y j / y , .  e  [Mm(Y),Max(Y)] 
where
Max(Y) = nMin(X)
Mm(Y) = ^ iMm(X) - Max(X))
Also, the two dimensional Hadamard tiansfbrm can be expressed as:
h ^ H X H
From the equation 5.2:
Maxiji) = 11  ^Max{X)
(5.2)
(5.3)
(5.4)
For n=8, the Hadamard matrix is expressed as follows:
1  1 1 1 1 1 1 1 ■
1 -1 1 -1 1 -1 1 -1
1 1 - 1 -1 1 1 - 1 -1
1 - 1 - 1 1 1 -1 - 1 1
1 1 1 1 - 1 -1 -1 -1
1 -1 1 - 1 - 1 1 - 1 1
1 1 -1 - 1 - 1 -1 1 1
1 -1 -1 1 - 1 1 1 -1
(5j)
In addition, the image values are comprised between 0 and 255, using equation (5.4), the 
two dimensions Hadamard coefficients take values from the range [-12240 16320], 
therefore, a representation of the internal coefficients of m=15
(w  = |log(16320)/log(2)| + l )  is adequate to represent them with full precision. Note that
this assessment concerns the forward tiansfbrm. For the use of the forward and inverse 
functionality of the block, a 16-bit variable length is required, since the coefficients are 
modified in the embedding process by the addition of the modulated watermark.
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5.7.1.1 The ID FHT Block
This processing stage comprises of a set of operations (additions and subtractions) for the 
perspective of the Fast Hadamard Transfomi computation. A direct implementation of the 
equation (4.9) would require (in the case ofN ~8) 56 additions and subtractions. However, 
with the use of the FHT the number of addition and subtraction operations is reduced to 
24 [79] where the transformation is achieved in three steps as illustiated in the table 5-1.
Input Data step (1) Step (2) Step (3)Tj— X+X? Ci=Tj+Ts Yj—Cj-hCsT2=Xi-X2 C2=T2+T4 Y2—C2+C6Ts=X3+X4 Cs=Ti-T3 Ys—Cs-i-C?T4=XsX4 C4^T2~T4 Y4=C4+CsT5= Xs+Xg C5=T5+T7 Ys=Ci-CsTs=XsXéT7= XyYXs C7=Ts-Tr X=C5-C7Ts=XjXs Cs=T6-Ts Y^C4~Cs
Table 5-1: Three steps for the FHT [79]
The input to this stage is the data D IN  from the 1/0 part of the 2D Forward/Inverse FHT 
block. The output fi'oni this processing stage is a word 16-bit length and passed onto the 
transpose memory.
5.7.1.2 Transpose Memory
The design requires an externally connected Dual Port RAM of 64 words in order to 
operate correctly. This memory is used to store the FHT/IFHT intermediate coefficients 
and perform the transpose.
There are two methods to handle RAMs: instantiation and inference. Many FPGA 
families provide technology-specific RAMs that can be instantiated in HDL source code. 
Some synthesis software supports instantiation, but it is possible to set up a source code, 
so that it infers the RAMs. However some limitations are to be noted, it can only infer 
synchronous RAMs. On the other hand, instantiation offers efficient use of the RAM 
primitives of specific technology, and supports all kinds of RAMs. But, source code is not
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portable because it is technology dependent [80]. The method and memory applied is 
described later in the implementation section.
5.7*1.3 FHT Control Unit Block
The FHT control unit for the FHT/IFHT transformation receives all input control signals 
and generates all internal conti'ols for each block, the output conti ol signals and data for 
the communication with external transpose memory. The main modules of the FHT 
contiol unit are:
• The parallel serial converter - the block accepts 16 bits parallel data word from the 
ID FHT block and produces 8 separate 16 bit serial words. The 8 words are then 
loaded into the serial pipelines, which then pass the data out of the circuit to the 
Dual Port RAM.
• The serial parallel converter - the block is a demultiplexer such that it distributes 
the serial inputs (outputs from the Dual Port RAM) to parallel outputs of 8 words, 
which are inputs of the second stage ID FHT block.
• State Machine - used in order to generate the signal controls of the internal blocks 
(2x1 D FHT block) as well as the external memory (Dual Port RAM). This block 
controls the different states of the Dual Port RAM in order that it performs the 
transpose function correctly.
Figure 5-10 shows the state diagram of the Dual Port RAM functionality. The transpose 
function is performed as follows;
• Initial state, storage of the first 64 16-bit words in RAM A following the writing 
addresses generated by the state machine.
• In the state one, the RAM A is in reading mode, using the reading addresses 
generated by the state machine, this addresses will allow delivery of the first 
transpose values. On the other hand, at the same time the RAM B is in writing 
mode where it stores the following 64 words, as they will be used in the next 
stage.
• State two is dedicated to performing the tiunspose of the values stored previously 
in the RAM B. Therefore, RAM B is in reading mode, and the RAM A is storing 
more incoming values.
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Finally, switching between state one and state two as long as there is more data to process 
(when the reset has not been activated) carries out the transpose functionality.
ta r t = 1|
ita rt = 1|
/=6-
Initial State 1 State 2
1
r B B
1 1 K AL  ^  ^
□  Write 
■  Read
Figure 5-10: The state diagram of the Dual Port Ram controller and its functionality
5.7.2 Generation of the Watermark
The watermark used in the watermarking process is a pseudo random sequence of {- 
1,^1}. An approach based on a linear feedback shift register [81] is employed in order to 
generate the watermark on hardware.
A Linear Feedback Shift Register (LFSR) is a mechanism for generating a sequence of 
binary bits. The register consists of a series of cells that are set by an initialisation vector 
that is, most often, the secret key. A clock regulates the behaviour of the register, at each 
clocking instant, the contents of the cells of the register are shifted right by one position, 
and combination feedback of a subset of the cell contents is placed in the leftmost cell. 
One bit of output is usually derived during this update procedure.
LFSRs are fast and easy to implement in both hardware and software. With a judicious 
choice of feedback taps (polynomial function), the sequences that are generated can have
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a good statistical appearance. In fact, some known polynomials can be used such as 
Cyclic Redundancy Check Codes.
In our (LSFR) implementation approach, shift register Serial/Parallel load and parallel 
output has been configured as shown in figure 5-11, where the parallel load allows the 
initialisation of the register, and selective polynomial flinctions permit to generate 
different sequences.
The pseudo random sequence is generated as follows: A state machine, which switches 
between two states, controls the functionality of the shift register. First, initialisation of 
the register using the parallel load, then the serial port is enabled, where the output of the 
polynomial fiinction is fed back through the serial port, which generates the sequence.
Serial port
Parallel port ^
Control inputs ^
C lock
F(output)
Figure 5-11: Generating pseudo random sequence using linear feedback shift register
5.7.3 Embedding Block and the Control Unit
The insertion process of the watermark is carried out by the embedding block. The 
functionality of this block is illustrated in figure 5-12, where the block receives the data 
from tlie first 2-D FHT block, an internal state machine controls the embedding process, 
and specifies the positions of insertion cyclically, and then these coefficients are 
modified. The second 2-D FHT block uses the modified coefficients to perform the
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inverse transform. The inverse transform function is achieved only by shifting the output 
of the 2-D FHT block by 6 positions, because the inverse transform is identical to the 
forward transform except the division by 64 (2^) (see equations(4.8 and 4.9)).
The whole watermarking process described in figure 5-8 is controlled by the Control Unit 
block; this block generates all the control signals such as reset, enable, start, and elk.
Frame k Frame k+1
E
1 1
tn+ 2T
J Data Flow
Position o f  insertion
Figure 5-12: Functinality of the Embedding System
5.8 Simulation Results
The design was coded in VHDL, the functionality of the design was verified through 
simulation using A Idee AHDL [82], for synthesis and implementation (Translation, Map, 
and Place and Route) Synplify pro [80] and Xilinx ISE [83] have been used. The 
watermarking design was described in approximately 2000 lines of VHDL code. The 
hardware simulation and verification was performed module by module and then the 
whole design.
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A  design is incomplete without verification. For that reason, a test bench (specification) 
approach is adopted in order to validate the VHDL model. This specification is composed 
of the instantiation of the unit under test (UUT) and processes supporting the stimuli 
applied to the UUT. Stimuli for the UUT are specified inside the test bench architecture 
or can be read from an external file, whereas the reactions of the UUT can be observed 
either through the simulator outputs (e.g. waveform displayed on the screen) or reported 
as simulation messages or written to a file using VHDL text I/O operations. In case of 
large design or stimuli, it may be time consuming to check on-line (using waveforms). 
Thus, an automated approach is proposed in order to check the functionality of the design 
more efficiently. Refer to the appendix B for flirther details for the design process and 
different aspects of the implementation.
Figure 5-13 illustrates the automated verification approach. The procedure is achieved as 
follows:
An input file (e.g. *.txt) is generated using an external tool such as MATLAB, 
storing the stimuli (input data). Depending on the design under test, the date can 
be random values, real data such as image pixels, or existing possible combination 
of the input. For example, for a block with 4 bit input; a 2“^ possible values are 
generated.
The input file is applied to both the design under test and the equivalent software 
model. As a result, two output files are obtained, which are compared using metric 
measures such as MSE. Similarity of the files is expressed by MSB equal to zero.
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Figure 5-13: Automated verification of simulation results
The rest of the seetion is dedicated to the simulation of the main sub-blocks composing 
the watermarking design. The following simulations are presented in order to validate the 
functionality of:
• ID FHT
• Transpose
• 2D Forward and Inverse FHT
• Generation of the pseudo random sequence
• Embedding of the watermark
• The watermarking system
The first simulation is concerned with the functionality of the ID FHT block. Figure 5-14 
shows the waveform output of the test bench used to stimulate the block. An input A of 8 
positions, each value represented by 16 bits, is applied. The output Y provides the FHT of 
the inputs every clock edge. A MATLAB computation of the FHT of the same inputs is
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done and summarised in table 5-2, then compared to the waveform results. The accuracy 
of the output values from the ID FHT block is verified; thus the block is functional. Note 
that larger stimuli were applied and the automated comparison method was used to check 
the results, where the 1D FHT block has delivered correct values.
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Figure 5-14: Waveform of the ID FHT block
288 438 273 229 351 153 368 207 128
-26 88 -3 43 -173 123 16 49 20
36 -118 51 21 221 121 -4 29 48
-54 -104 -49 -153 -267 127 8 -73 44
-92 208 -15 217 351 -47 158 141 40
-130 -114 61 43 -173 -73 -154 47 44
-72 52 -237 25 221 -75 -174 27 100
98 86 15 -153 -267 -73 -146 -67 24
Table 5-2: MATLAB computational results of the FHT
The functionality of the transpose is elaborated by setting the configuration in figure 5-15. 
A Dual Port RAM controlled by the unit (FHT_Control_ Unit) performs the transpose 
function. This configuration has been tested using a test bench file, where the inputs were 
taken from a text file every clock edge.
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The inputs are 8 parallel values of 16 bits, converted to a serial input to be stored in the 
Dual Port RAM, after storing 8 arrays of 8 positions, the first transpose values 
(Busoutput) are delivered. (See figure 5-16)
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Figure 5-15: RTL view of the FHT Control Unit (U l) controlling Dual Port RAM (U2)
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Figure 5-16: Waveform of the transpose functionality
The generation of the pseudo random sequence is elaborated using the design in figure 5- 
17. As previously presented, the generation of the sequence is achieved by a 16-bit
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loadable Serial/Parallel-ln Parallel-Out Shift Register with clock enable and 
Asynchronous clear; this register is controlled by a state machine ‘SM Shift’ allowing 
initialisation of the register. The Unit U3 -X O R -  is the polynomial function 
+ y + / .  CRC-16) used.
Figure 5-18 shows the waveform of the pseudo random sequence generated in the 
OUTPUT port. In order to generate different sequences either the seed or polynomial 
function can be utilised.
[ô !r 'lOK*
output:
OUTPUT
CLR
CLK
SM_shift
U2
xor3
U3
CE
CLR
SLI
0(15:0)
Figure 5-17: Generation of a pseudo random sequence using a shift register
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Figure 5-18: Waveform of the pseudo random sequence generation
The functionality of the insertion is verified by testing the configuration in figure 5-19 
and observing the signals at the point A. Hence, the stimulated parts are composed of a 
2D FHT block, a System Control block and the embedding block. This simulation is 
inspecting the transitory values of the design before the second 2D FHT block; the design 
is stimulated using an external file. The validation of the results is done following the 
automated approach. As a result, this configuration has shown the good functionality of 
the embedding block. The figure 5-20 summarises the waveform of the temporary signals.
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Figure 5-19: RTL view of the whole watermarking system
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Figure 5-20: Waveform of the insertion functionality
The complete configuration of the watermarking design is simulated, where the design is 
composed of two 2D FHT block (U l and U4), System Control (U3), and the Embedding 
Block (U2). The functionality of this design is simulated in two modes. First, the design is 
simulated by disabling the embedding block, which means that the 2D FHT coefficients 
from the first block are not modified. As a result, the final output of the whole system 
should be the same as the initial input, since the transform is reversible. However in the 
second mode, the Embedding block is enabled and it performs the insertion of the 
watermark.
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In the following simulations, the input file is generated using MATLAB so that it contains 
a real image data of Lena 256x256 pixels. The results of the first simulation are shown in 
the figure 5-21. As expected the outputs Rk fox 0 <k <7 are the same of the inputs Rij for 
0 <j <7. The waveform shows only some set of values, however the entire outputs were 
checked using the method described in figure 5-13 where the comparison of the output 
file was made with the original input file. The two files were similar; thus, the 2D FHT is 
functional as Forward and Inverse Hadamard transform.
Conversely, in the second simulation (with the Embedding block enabled), the output 
values are slightly different from the input values due to the insertion of the watermark. 
Figure 5-22 summarises the waveform of this simulation. In addition, the output file has 
been stored and compared to results of subsequent simulation runs (using the 
watermarking algorithm developed in Chapter 4), where the results were identical, which 
indicates the good functionality of the whole design.
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Figure 5-22: Waveform of the simulation of the whole system (with the Embedding block enabled)
5.9 Implementation
The design has been targeted at a high density FPGA, hence for implementation purposes, 
Xilinx Virtex FPGA has bees selected (refer to Appendix C). In particular the prototyping 
board XSV-800 by the XESS corporation is used. The XSV-800 prototyping board [84] 
(Figure 5-23) brings the power of the Xilinx Virtex FPGA embedded in a framework for 
processing image, video and audio signals. The XSV-800 Board provides an XCV800 
FPGA with 800,000 gates. Two independent banks of 512K x 16 SRAM are provided for 
local buffering of signals and data. The XSV-800 Board is configured through a PC 
parallel port, serial port, or from a bit-stream stored in the 16 Mbit Flash RAM.
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Figure 5-23: The XSV-800 Board
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Since implementation is targeted at a specific technology, the instantiation Xilinx-Virtex 
approach was the appropriate solution for the RAM used in the Transpose function. The 
Virtex family of FPGAs provide dedicated blocks of true Dual-Port RAM, known as 
Block SeleciRAXt Memory [85]. This provides an effective use of resources without 
wasting the existing distiibuted logic resources. The Block SelectRAM^ Memory is fully 
synchronous true Dual read/write Port RAM with 4096 memory cells. Each port contains 
independent control signals, allowing designers to create feasible RAM structures. 
Appendix D gives the source code of the DP RAM instantiation. Table 5-3 describes the 
depth and width aspect ratios for tire Block SelectRAM^ Memory. Figure 5-24 shows the 
instantiated DP RAM performing the Transpose function in the 2D FHT block.
Width Depth ADDR Bus Data Bus
1 4096 ADDR<11:0> Data<0>
2 2048 ADDR<10:0> Data<l:0>
4 1024 ADDR<9:0> Data<3:0>
8 512 ADDR<8:0> Data<7:0>
16 256 ADDR<7:0> Data<15:0>
Table 5-3: Block SelectRAM^ port aspect ratios [85]
RAM B4 S 1 6  S 1 6
WEA
ENA
------- RSTA
>CLKA DOA(15:0)
----- ADDRA (7:0)
DiA(15:0)
----- WEB
ENB
RSTB
>CLKB DOB (15:0)
-----
ADDRB (7:0) 
DIB (15:0)
Figure 5-24: Dual Vovt Block SelectRAJyC (RAMB4 S16 S16 Primitive)
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In addition, the generation of the watermark is achieved by a 16-bit loadable 
Serial/Parallel-In Parallel-Out Shift Register with clock enable and Asynchronous clear- 
available on the FPGA, mapped onto SR16CLE [86] register available in the Xilinx 
Virtex FPGA.
The complete implementation results for Xilinx Virtex XCV800 FPGA are presented in 
table 5-4, which shows the use of the chip resources, where lOBs, BlockRAMs, and 
SLlCEs are input/output blocks, memory blocks and configurable logic blocks 
respectively (refer to appendix C for further details). Figure 5-25 shows the floorplan of 
the watermarking system on the XCV800.
N um ber o f  External lO B s 257 out o f  512 50%
Num ber o f  B lockR A M s 2 out o f  28 7%
Num ber o f  SLlC Es 1234 out o f  9408 13%
Table 5-4: Device utilisation summary
Figure 5-25: FPGA floorplan of the watermarking system on Virtex XCV800 from the XILINX ISE
package
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The report of the implementation obtained from the Place and Route report gives an 
estimate of 55.027 MHz frequency for the whole system, which is the closest estimate of 
the physical timing. The insertion of the watermark is carried out block by block; an 8 'x8 
block input matrix is processed in 2.56 ps when the pipeline is empty, otherwise it is 
delivered in 64 cycles. The pipelined and parallel structure of the design offers a 
significant fast performance, such that a watermark of size 1000 is embedded in less than
1.3 ms (simulation based on frequency = 50 MHz)., while software implementation of the 
transfomi only of the same configuration takes 70 ms using MATLAB, and 20 ms with C 
(In Pentium 4, 2GHz).
5.10 Conclusion
This chapter has presented novel work on development of the onboard watermaiidng 
hardware module. FPGAs were identified as a technology for onboard satellite image 
processing. The design and implementation of the watermarking algorithm for satellite 
images was described. The resource requirements and expected maximum operating 
frequency of the design targeted at XILINX Virtex XCV800 were derived. The system 
requires just 1234 CLBs, or 13% of the available logic resources, and has an expected 
frequency of approximately 50 MHz. Due to the deeply pipelined design; a new image 
can be watermarked after 1.3 ms, resulting in approximately 50 Megapixel/second 
processing rate. These results demonstrate a significant speed improvement as compared 
to a fixed point C implementation running on a standard desktop PC.
The watemiarking system performance (robustness and quality) of the FPGA 
implementation compares very well with the implementation of the same algorithm in 
Matlab, illustrating that the translation to digital logic has been performed accurately. 
Often, small differences exist between the results, primarily due to limitations in the 
numerical representation of the input / intermediary values, however the system has been 
designed such these kinds of errors do not appear due to the use of 16 bits wide buses and 
FHT that covered full precision of the operations.
The novelty on the hardware watemiarking design for satellite images is that it is the first 
design developed for onboard micro satellite, and the development has been carried out 
using COST technology to reduce the cost. In this case FPGA has satisfied the 
requirement of such design, in particular, fast implementation and the data integrity.
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Chapter 6
6 Conclusion and Future Work
6.1 Conclusion
The main coverage of this thesis is concerned with the problems of securing the 
ownership of digital images by using robust watermarking. In particular, the satellite 
images may be subject to the problem of piracy, therefore a part of this research is 
dedicated to this issue.
In chapter two, the current state of the art of watermarking methods was discussed 
including insertion domain and performance. In addition, several important issues related 
to digital watermarking have been identified. Two important issues are robustness and 
imperceptibility. The watermarking schemes should be robust against different types of 
attacks. Furthermore, the insertion of the watermark should not introduce visible changes 
in the quality of the images.
The major contributions of this thesis are the development of low complexity 
watermarldng schemes which are robust against various attacks including random 
geometi'ic distortions. In addition, hardware implementation of a watermarking method 
for satellite images has been developed. The novelties of this work can be summarised as 
follows:
a. Enhance computational efficiency of existing spread spectrum watermarking 
in DCT.
There are several tradeoffs and requirements to consider when implementing a digital 
watermarking scheme. Beside robustness and invisibility, the encoding/decoding 
processes must not be complex or computationally intensive to the point where the 
mechanism becomes cost prohibitive. Additionally, an implementation of a digital 
watermarking system must be convenient for the author/publisher in terms of time, ease 
of use and compatibility with his existing workflow.
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A fast DCT domain watermarking algorithm has been developed, based on the insertion 
of the watermai'k into the significant components of the DCT coefficient. These 
components were identified to belong to the first square of the transform, reducing the list 
to sort. In addition, a fast algorithm to identify these coefficients has been developed on 
the basis of sorting algorithms. The good performance of this algorithm in terms of time 
processing has been verified.
b. A method for image robust watermarking based on the ‘8x8’ blocks DCT 
combined with Zig-Zag scan and fast algorithm extraction
Employing the DCT of the whole image presents significant complexity in terms of 
hardware implementation. For that reason, another approach was adopted based on the 
‘8x8’ block DCT combined with Zig-Zag scan in order to select the significant 
coefficients, combined with a fast algorithm to extract the significant components. The 
novelty of this approach is that the experiments have shown its superiority in terms of 
robustness / imperceptibility tiade-off. In addition, the time processing of the 
watermarking process is faster than existing methods, due to the fast extinction algorithm.
c. A method for image robust watermarking based on the ‘8x8’ Fast Hadamard 
Transform, and predefined watermark insertion
In the above proposed schemes, the DCT has been used as the domain of insertion, 
however, this approach has presented complexity of modelling the fast algorithm for 
hardware development, because of the recursive aspect of the algorithm. In addition, the 
transform causes some result errors in hardware implementation due to limitations in the 
numerical representation of the input / intermediary values, which affects the data 
integrity of the images. For tlie above reasons, a new insertion domain namely the 
Hadamard transform has been adopted. The perfoimance using a Hadamard tiansfbrm has 
been verified in experiments. In addition, the potential positions of insertion have been 
identified through experiments, allowing the development of the FHT watermarking 
method with insertion in predefined positions. This approach has permitted to achieve a 
very important property of the algorithm, the reversibility of the scheme. Additionally, the 
fast implementation has been achieved.
d. The reversibility of the FHT watermarking method
The invisible watermarking process involves making imperceptible modifications to the 
pixel values of an image. However, even though these changes may be imperceptible to
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the human observer, they must be of sufficient magnitude to allow for watermark 
detection.
However, these distortions may not be acceptable for some applications such as the use of 
satellite and medical images, which the artefacts intioduced by the insertion of the 
watermark can impact the inteipretations of these images.
FHT watermarking method in predefined insertion has offered the reversibility property, 
which means that the original image can be recovered by removing the watermark.
e. A robust watermarking method for satellite images
A robust watermarking for satellite images has been developed. The novel approach uses 
only a fr action of the image, with only some blocks being selected randomly and used for 
the insertion of the watermark. As a result, the approach presents a significant advantage 
in terms of reduction of the embedding process complexity. On the other hand, the 
robustness of the detection is satisfactory by employing a new detection procedure. The 
detection performance is explained below.
f. Detection Enhancement against random geometric distortions
In the developed watermarking algorithm for satellite images, the detection is designed to 
combat the random geometiic attack; it is performed using image registiation in order to 
decrease the distortion effects of the attack, combined with synchronisation procedure in 
order to detect the blocks that have been used in the insertion process. Consequently, the 
detection procedure is robust against applied attacks, in particular random geometi'ic 
distortion generated by Stirmark.
g. High speed hardware watermarking implementation for onboard satellite 
imaging system
The first hardware watermarking design is developed for an onboard micro satellite 
imaging system. The development design has been carried out using COTS technology to 
reduce the cost, in this case FPGA that has satisfied the requirement of such design, in 
particular, fast implementation and data integrity. The perfoimance of the design in terms 
of watermarking requirements has been satisfactory. Additionally, the design can be run 
at 50 Megapixels/second which will ensure the real time processing of the watermarking 
process in accordance with the process flow of the data handling payload.
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In summaiy, this thesis has addressed some important issues in securing digital images 
using digital watermarking. Several original contiibutions have been presented. The 
advances in robust watermarking, presei*ving data integrity of satellite images, and 
hardware development represent a significant conti ibution to the state of the art. Below, a 
number of ideas for foture work are proposed.
6.2 Future Work
a. Incorporate the developed watermarking methods in compression/encoder 
scheme.
The FHT watermarking method requires only a small dedicated area of silicon; therefore 
it can be incoiporated in any lossy or lossless compression scheme depending on the 
application. The proposed watermarking can be easily incoiporated as a module in 
existing JPEG encoder and a secured JPEG encoder can be developed. An outline of such 
a secure JPEG encoder is illustrated in figure 6-1. The secure JPEG codec can be a part of 
a scanner or a digital camera so that the digitalised images aie watermarked right at the 
origin.
Input ImagecziJ) DCT QuantizerWatermarking insertion module
Entropy
Encoder
V
Compressed Image 
with watermark
Figure 6-1: Block level view of the proposed secure JPEG encoder
b. Hardware implementation using XSV Board
The functionality, simulation and implementation of the developed watermarking 
algorithm for satellite images have been done targeting the Xilinx Virtex FPGA. In order 
to perform the implementation on the XSV board, PC to SRAM interface is needed in 
order to permit simulation of the design on FPGA and load data. The interface design
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provides an interface for a PC to access the SRAM on the XSV board through the board’s 
parallel port connection. When this interface is programmed into the Virtex FPGA, a 
connected PC can read fiom and write to any location in one bank of the SRAM. 
Therefore, implementation of the watermarking design can be implemented in real time 
by reading and writing the data from and to the RAM of the board.
c. Error correction codes in order to enhance the watermark detection.
This problem can be solved by defining a source coding system in which not every 
possible sequence of symbols corresponds to a message. Sequences that correspond to 
messages are referred to as code words. The sequences that do not correspond to 
messages are interpreted as cormpted code words. By defining the mapping between 
messages and code words in an appropriate way, it is possible to build decoders that can 
identify the code word closest to a given cormpted sequence. Such a system is an error 
correction code (ECC).
There are many error correction codes available. One of the simplest and earliest is the 
Hamming code, which ensures that any two coded messages always differ in at least three 
bits, and allows correction of single bit errors. More sophisticated codes, such as BCH 
allow a greater number of errors to be corrected. Some of the best performing codes fall 
into the class of turbo codes [91], which few researchers have begun using to encode 
watennark messages [92, 93]
For copyright protection of digital images, information about images such as title, date, 
and rightful owner ID can be used as character watermarking. These characters are 
converted into ASCII code representation. Then one of the error correction codes can be 
used.
The conventional choice of error contr ol codes for this application has been Reed 
Solomon codes [94, 95]. However over the last few years other interesting classes of 
codes with iterative decoding, such as turbo codes, product codes and low density parity 
check codes [96, 97] have been defined. They are normally used with soft decisions on 
the bits, which may not be possible in this application, but hard decision decoding 
algorithms are available. The performance of watermarks using codes of this type remains 
to be investigated.
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Implementation of Main Components for 
Watermarking
Efficient Comparison
Comparisons are widely used in programming languages. The simulation time can be 
considerably slow due to bad handling of comparison. For example, without the 
sensitivity list in VHDL, the simulators would constantly be checking the statements even 
when the inputs are unchanged.
Three alternative representations to infer 8 bit equality comparators are shown in the 
VHDL codes in the table A-1.
Bit by Bit Compare No Else Clause Complete If-Then-Else 
Clause
architecture RTL o f  COMPARATOR A 
is
begin
EQUALITY : process (A IN l, A1N2) 
begin
— Compare each bit in turn in a "for” 
loop
AEQ < = '! ’;
for I in 0 to 7 loop
if(A lN l(I)/= A lN 2(l))then
AEQ <= 'O';
exit;
else
null;
end if;
end loop:
end process EQUALITY; 
end RTL;
architecture RTL o f COMPARATOR B 
is
begin
EQUALITY tprocess (B lN l, BIN2) 
begin
~  No “else” is required since default is 
—defined before the " i f ”
BEQ <='0';
if  (BINl = B1N2) then 
BEQ <= '1*; 
end if;
end process EQUALITY; 
end RTL;
architecture RTL o f  COMPARATOR_C 
is
begin
EQUALlTY:process (C lN l, C1N2) 
begin
if(C IN l = C1N2) then
C E Q < = T ;
else
CEQ <= 'O'; 
end if;
end process EQUALITY; 
end RTL;
Table A-1: VHDL codes to infer 8 bit equality comparator
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The first, comparator A does a bit by bit comparison, the second comparator B sets the 
default first, then compares, so does not have an ELSE clause, the third has a complete IF 
THEN ELSE statement.
Implementation
The aim of this simulation was to assess different approaches in order to make a 
comparison and conclude at suitable way to do it. The comparisons approaches have 
been simulated where the waveform in figure A-1 indicates the same results for all three 
comparisons. However, relative to some RTL level schematics comparisons [87], it was 
concluded that for best results, the compares should use word wise rather than bit wise, 
check that the synthesiser uses carry logic for inequality operations, remove all redundant 
compare operations, and compare to a constant, rather than a signal when possible.
. . 20 . * 40 . 1 I 6Ü . . 8 0 . 1 . -00 . . 1^  . 1 . w o  . t 130 . 1 . fiC . ns j
iAEQ 1
;BEQ 1
iCEQ 1
1 AINl (78
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1 BIN2 (^8 .
ICINI (78
1 CIN2 (7A X™
Figure A-1: Waveform of the three alternative comparisons
Baugh Wooley multiplier
In Baugh Wooley multiplier the numbers are represented by the 2’s complement. 
Basically, in the 2’s complement system, the left most bit indicates the sign of the 
number, with 0 being positive, I being negative.
The representation o f^  in 2’s complement (4 bit) is a^a^a^aQ where:
A = -a^2^  (A. l )»=o
For example:
(5),o = (0101)2,. (A.2)
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The difficulty of the 2’s complement lies in handling the sign bits of the multiplicand and 
multiplier. An efficient way to overcome this problem is provided by the Baugh Wooley 
multiplication algorithm [88,89], This multiplication algorithm is illustrated by the 
multiplication table shown in figure A-2 for 4x 4-bit multiplications. The principle 
advantage of the algorithm is that the signs of all the partial product bits are positive, 
allowing the product to be formed using aixay addition techniques. The Baugh Wooley is 
implemented following the table in the figure A-3.
4363
« 3 ^ 2 «1 ^ 0
^ 3 h K
a A ^ 2 ^ 0 a A
6Z362 ^ 1 6 2 ^ 0 ^ 2
^ 2 ^ 3 1^^ 3 <7 qZ?3
^ 6  P4 # 1  P 2 fo
Figure A-2: Tabular form of bit level Baugh Wooley multiplication 
Implementation
The 4x4 Baugh Wooley multiplier is designed following the structure in figure A-3, it is 
composed by 7 FA (Full adder) and 8 HA (half adder), the source code is described in 
appendix D. However for easy programming, it’s HA has been replaced by FA and makes 
the cairy input equal to ‘O’, therefore 15 FA composes it. Another version of the design 
has been made using less number of FA based on the equation in figure A-2, where only 
12 FA have been used which gives the same performance than the previous design.
In order to test the perforaiance of the algorithm, a test bench is written to examine all 
possible combinations between the two bit vector inputs A and B. For 4 bit input vectors 
2  ^ combinations are possible, those combinations have been simulated which validate the 
good worldng of the algorithm.
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b0
b
HA HA HA
b2
FA FAFA
b3
FA FAFA
HA FAHA
HA HA
HA
Figure A-3: A 4x4-bit Baugh Wooley carry-save multiplier
Matrix Multiplication
Matrix multiplication is defined as follows: If  ^ 4 is a p y- q matrix and B  is an r x  ^matrix 
we can fomi the product only if  ^  = r; that is, only if the number of columns in A is 
tlie same as the number of rows in B. the product is then a p  x 5 matrix C:
C = A x B  where A 'lsp y q 
B \s q  y s 
C is p  y s
(A.3)
To define Cÿ we take /th row of A and pair its elements with the yth column of B, The 
paired elements are multiplied together and added to form Cy.
Mati'ix multiplication 2x2 has been simulated.
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(A.4)A = ^12 and B ~ bn bx2
^21 ^22 _ 1^21 ^22 _
Then,
C = A x B  = ^\\b\2 "^^12^22 4 ,-
_^2i^n "^^22^21 ^ 21^12 ^ 22^22 _ _^21 ^22 _
(A.5)
The input coefficients of the matiices A and B are 4 bit vectors; the cy coefficients are 
then 8  bit vectors. In order to process an output coefficient Cy we need 2  ( 4  x 4  bits) 
multiplications and 1 ( 8  x 8  bits) addition.
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Designs can be described either with a description language such as ABEL (Advanced 
Boolean Expression Language), VHDL (VHSIC Hardware Description Language where 
VHSIC Very High Speed Integrated Circuit), and Verilog or via schematic capture 
package.
Schematic capture is the method where the designers have to specify gate arrays and 
programmable logic devices graphically. The designer selects a specific schematic 
capture tool and device library. Then, the design is built by loading the desired gates from 
the selected library. The library depends on the vendor and device family that have been 
chosen at this stage. After selecting the components; nets or wires are used to connect the 
components. Next, the input and output buffers are added and labelled. Finally, a netlist is 
generated from this configuration. The netlist is a text equivalent of the circuit which is 
generated by the design tool.
There is some inconvenience encountered using schematic capture design, one important 
problem is that once the design completed, it is difficult to migrate between vendors and 
technologies. In contrast, the HDL approach is more flexible; where a high level language 
is used to describe the circuit in a text file rather than a graphical low level gate 
description.
In addition to schematic capture and HDL, state machines are used for modelling circuits 
that perform specific sequences of operations, for example, conti ollers used to control the 
operation of other circuits. State machines can be modelled either by HDL entry method 
or state diagram. In conclusion, the designs can be modelled using schematic capture, 
HDL, and state machines.
Within our design development, VHDL was used; models can be written with different 
levels of details. The three main levels of absti action are:
Behavioural - system described using mathematical equations. No timing may be defined. 
The system may simulate in zero time similai* to a software program.
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Register Transfer Level (RTL) - system partitioned into combination and clocked logic, 
using constructs and coding styles, which are supported by synthesis.
Structural (Gate Level) - which is a netlist of technology specific low level gates and cells 
from a specific vendor’s technology linked by net and bus connections. Structural models 
may also be used for block diagram representations of design hierarchy.
Figure B-1 shows a simplified design flow sequence. Typically, a design is entered 
directly in RTL VHDL. The RTL must be functionality verified using VHDL simulator. 
A testbench model is written to apply stimulus, extract results and verify results.
[Block Diagram State Machine
Testbench Behavioural
Simulation
Logic Synthesis
Gate Level 
Simulation
Timing
Simulation
Implementation
Figure B-l: Hardware design flow
The design is then read into a synthesis tool and target technology, for the design 
specified. The design is then synthesised to a Gate Level netlist. This can be verified 
using the original RTL testbench. Layout is then performed for ASIC designs or Place & 
Route for FPGA/CPLD designs. Timing information can be extracted from the layout 
tools and ‘back-annotated’ into the netlist to perform function and timing verification 
using a simulator.
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Testbench
A testbench is an environment (figure B-2); a design (called design or unit under test) is 
checked by applying a signal/data test (stimuli), and then monitoring its responses by 
observing output signals using visualisation, results and errors reports. In other words, a 
testbench substitutes the design’s environment in such a way that the behaviour and 
functionality of the design can be observed and analysed.
D esign under 
test
Test Data Testbench
yr r r
Errors Visualisation Results
Figure B-2: Testbench procedure diagram
Testbenches and simulation models are written in behavioural level code for faster design 
entry and faster simulation. However, ASIC and FPGA designs must be entered in more 
detail, at RTL. This will take more time to enter and simulate, since it must include details 
of combinational/registered logic for the synthesis tool.
Synthesis
Synthesis automatically transforms the design, expressed in RTL VHDL into an 
implementation consisting of a structure of cells. A synthesis tool is used to read the RTL 
VHDL code and convert it into a gate level netlist using gates and lists from a specified 
target technology library. The synthesis tool will try to meet the design constraints for the 
area and performance of the netlist reports is generated to resume the performance. The 
design constraints can be as simple as the required clock speed specifications, or include 
more complex constraint, covering input and output timing requirements, area goals 
...etc.
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Description
The Virtex FPGA family [90] delivers high-performance, high-capacity programmable logic 
solutions. Dramatic increases in silicon efficiency result from optimizing the new architecture for 
place-and-route efficiency and exploiting an aggressive 5-layer-metal 0.22 pm CMOS process. 
These advances make Virtex FPGAs powerful and flexible alternatives to mask-programmed gate 
arrays. The Virtex family comprises the nine members shown in Table C-1.
Device System Gates CLB Array Logic Cells
Maximum 
Available I/O
Block RAM 
Bits
Maximum 
SelectBAM+^" Bits
XCV50 57,906 16(24 1,728 180 32,768 24,576
XCV100 108.904 20x30 2,700 180 40,980 38,400
XCV150 164,674 24X36 3,888 260 49,152 55.296
XCV200 236.666 28x42 5,292 284 57,344 75,264
XCV300 322,970 32x48 8,912 318 65,538 98,304
XGV40O 468.252 40x80 10.SCO 404 91,920 153,800
XCV600 661,111 48x72 15,552 512 98,304 221,184
XCV80O 888,439 56x84 21,163 512 114,888 301,058
XCV1ÛOO 1,124,022 64x96 27,848 512 131,072 393,218
Table C-1: Virtex Field-Programmable Gate Array Family Members 
Virtex Architecture
Virtex devices feature a flexible, regular architecture that comprises an array of configurable logic 
blocks (CLBs) surrounded by programmable input/output blocks (lOBs), all interconnected by a 
rich hierarchy of fast, versatile routing resources. The abundance of routing resources permits the 
Virtex family to accommodate even the largest and most complex designs.
Virtex FPGAs are SRAM-based, and are customized by loading configuration data into internal 
memory cells. In some modes, the FPGA reads its own configuration data from an external 
PROM (master serial mode). Otherwise, the configuration data is written into the FPGA (Select- 
MAP™, slave serial, and .ITAG modes).
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Virtex Array
The Virtex user-programmable gate array, shown in Figure C-1, comprises two major 
configurable elements: configurable logic blocks (CLBs) and input/output blocks (lOBs).
• CLBs provide the functional elements for constructing logic
• lOBs provide the interface between the package pins and the CLBs
DLL lOBs DLL
VerftaRing
oa <
« if ? % -
O e â CLBs P 03CA5 &
VersaRing
108sDLL DLL
Figure C-1: Virtex Architecture Overview
CLBs interconnect through a general routing matrix (GRM). The GRM comprises an array of 
routing switches located at the intersections of horizontal and vertical routing channels. Each CLB 
nests into a VersaBlock' '^'  ^ that also provides local routing resources to connect the CLB to the 
GRM.The VersaRing '^^ I/O interface provides additional routing resources around the periphery 
of the device. This routing improves I/O routability and facilitates pin locking.
The Virtex architecture also includes the following circuits that connect to the GRM.
• Dedicated block memories of 4096 bits each
• Clock DLLs for clock-distribution delay compensation and clock domain control
• 3-State buffers (BUFTs) associated with each CLB that drive dedicated segmentable 
horizontal routing resources
Values stored in static memory cells control the configurable logic elements and interconnect 
resources. These values load into the memory cells on power-up, and can reload if necessary to 
change the function of the device.
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In p u t/O u tp u t B lo ck
The Virtex lOB, Figure C-2, features SelectIO™ inputs and outputs that support a wide variety of 
I/O signalling standards, see Table C-1.
The tluee lOB storage elements function either as edge-triggered D-type flip-flops or as level 
sensitive latches. Each JOB has a clock signal (CLK) shared by the three flip-flops and 
independent clock enable signals for each flip-flop. In addition to the CLK and CE control 
signals, the three flip-flops share a Set/Reset (SR.). For each flip-flop, this signal can be 
independently configured as a synchronous Set, a synchronous Reset, an synchronous Preset, or 
an asynchronous Clear. The output buffer and all of the lOB control signals have independent 
polarity controls.
TCE WeakKeeper
O O E > OBUFT
IBUF
Vref
SR >  
C LK >  
ICE > cbO2a_.c>2_09iæ'O
ProgrammableDelay
GE
SR
CE
SR
SR
CE
Figure C-2: Virtex Input/Output Block (IOB)
Configurable Logic Block
The basic building block of the Virtex CLB is the logic cell (LC). An LC includes a 4-input 
function generator, carry logic, and a storage element. The output from the function generator in 
each LC drives both the CLB output and the D input of tlie flip-flop. Each Virtex CLB contains 
four LCs, organized in two similar slices, as shown in Figure C-3.
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Figure C-3: 2-Slice Virtex CLB
L o o k -U p  Tables
Virtex function generators are implemented as 4-input look-up tables (LUTs). In addition to 
operating as a function generator, each LUT can provide a 16 x 1-bit synchronous RAM. 
Furthermore, the two LUTs within a slice can be combined to create a  16 x 2-bit or 32 x i_bit 
synchronous RAM, o r  a  16 x 1-bit dual-port synchronous RAM.
The Virtex LUT can also provide a 16-bit shift register that is ideal for capturing high-speed or 
burst-mode data. This mode can also be used to store data in applications such as Digital Signal 
Processing.
S to ra g e  E lem en ts
The storage elements in the Virtex slice can be configured either as edge-triggered D-type flip- 
flops or as level-sensitive latches. The D inputs can be driven either by the function generators 
within the slice or directly from slice inputs, bypassing the function generators. In addition to 
Clock and Clock Enable signals, each Slice has synchronous set and reset signals (SR and BY). 
SR forces a storage element into the initialization state specified for it in the configuration. BY 
forces it into the opposite state. Alternatively, these signals can be configured to operate 
asynchronously. All of the control signals are independently invertible, and are shared by the two 
flip-flops within the slice.
A d d itio n a l L o g ic
The F5 multiplexer in each slice combines the function generator outputs. This combination 
provides either a function generator that can implement any 5-input function, a 4:1 multiplexer, or 
selected functions of up to nine inputs. Similarly, tlie F6 multiplexer combines the outputs of all 
four function generators in the CLB by selecting one of the F5-multiplexer outputs. This permits
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the implementation of any 6-input function, an 8:1 multiplexer, or selected functions of up to 19 
inputs. Each CLB has foui" direct feed through paths, one per LC. These paths provide extra data 
input lines or additional local routing that does not consume logic resources.
A rith m etic  L o g ic
Dedicated carry logic provides fast arithmetic carry capability for high-speed arithmetic functions. 
The Virtex CLB supports two separate carry chains, one per Slice. The height of the carry chains 
is two bits per CLB. The arithmetic logic includes an XOR gate that allows a 1-bit full adder to be 
implemented within an LC. In addition, a dedicated AND gate improves tlie efficiency of 
multiplier implementation. The dedicated carry path can also be used to cascade function 
generators for implementing wide logic functions.
B U F T s
Each Virtex CLB contains two 3-state drivers (BUFTs) that can drive on-chip busses. Each Virtex 
BUFT has an independent 3-state control pin and an independent input pin.
B lo ck  S e le c tR A M
Virtex FPGAs incoiporate several large block SelectRAM memories. These complement the 
distiibuted LUT SelectRAMs that provide shallow RAM stiuctures implemented in CLBs. Block 
SelectRAM memory blocks are organized in columns. All Virtex devices contain two such 
columns, one along each vertical edge. These columns extend the full height of the chip. Each 
memory block is four CLBs high, and consequently, a Virtex device 64 CLBs high contains 16 
memory blocks per column, and a total of 32 blocks. Table C-2 shows the amount of block 
SelectRAM memory that is available in each Virtex device.
Device # of Blocks Total Block SelectRAPA Bits
XGV50 8 32,7&9
XCV100 10 40,900
XCV150 12 49,152
XCV200 14 57.844
x c v æ o 16 65,536
XCV400 20 81,930
XCV600 24 98, am
x cvsoo 28 114,688
XCV1000 82 131,072
Table C-3: Virtex Block SelectRAM Amounts
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Baugh Wooley Multiplication
library IEEE;
use IEEE.STD_LOGIC_I164.all; 
entity Baugh_W is 
port (
A: in BIT_VECTOR (3 downto 0);
B: in BIT_VECTOR (3 downto 0); 
result: out BIT VECTOR (6 downto 0)
);
end Baugh_W;
architecture Baugh W of Baugh W is 
component fulladder
generic (TS : TIME := 0.11 ns; TC : TIME := 0.1 ns); 
port (X, Y, Cin: in BIT; Cout, Sum: out BIT); 
end component;
signal SI,S2,S3,S4,S5,S6,S7,S8,S9,S10,SI 1,S13,S12,S14,S15: bit; 
signal CA,CB,CC,CD,CE,CF,CG,CH,CI,CJ,CK,CL,CM,CN,CO : BIT; 
signal RA,RB,RC,RD,RE,RF,RG,RH,RI,R.T,RK,RL,RM,RN,RO : BIT; 
begin
51 <=A(3)NAND B(0);
52 <= A(2) AND B(l)
53 <= A(2) AND B(0)
54 <= A(I) AND B(l)
55 <= A(l) AND B(0)
56 <= A(0) AND B(l)
S7<=A(3)NAND B(l) ;
58 <= A(2) AND B(2) ;
59 <= A(l) AND B(2) ;
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SIO <= A(0) AND B(2) ;
S n  <= A(2) NAND B(3);
S12<=A(3)NAND B(2) ;
S13 <=A(1)NAND B(3);
S14<=A(0) NAND B(3) ;
S15 <= A(3) AND B(3) ;
FA A: fulladder port map ( X=>S2 , Y=>S1 , Cin=> 'O', Cout=>CA , Sum=>RA ); 
FAB; full adder port map ( X=>S4 , Y=>S3 , Cin=> 'O', Cout=>CB , Sum=>RB ); 
FAC: full__adder port map ( X=>S6 , Y=>S5 , Cin=> 'O', Cout=>CC , Sum=>RC ); 
FAD: full adder port map ( X=>S7 , Y=>S8 , Cin=>CA , Cou1f >CD , Sum=>RD ) 
FAE: full_adder port map ( X=>RA , Y=>S9 , Cin=>CB , Cout=>CE , Sum=>RE ) 
FAF: full_adder port map ( X=>RB , Y=>S10 , Cin=>CC , Cout=>CF , Sum=>RF ) 
FAG: full adder port map ( X=>S12 , Y=>S11 , Cin=>CD , Cout->CG , Sum=>RG ); 
F AH: fulladder port map ( X=>RD , Y=>S13 , Cin=>CE , Cout=>CH , Sum=>RH ); 
FAX: full_adder port map ( X=>RE , Y=>S14 , Cin=>CF , Cout=>CI, Sum=>RI ); 
FAJ: full adder port map ( X=>S15 , Y=>CG , Cin=>'0', Cout=>CJ , Sum=>RJ ); 
FAK: full adder port map ( X=>RG , Y=>CH , Cin=>'0', Cout=>CK , Sum=>RK ); 
FAL: full_adder port map ( X=>RH , Y=>CI, Cin=>'l', Cout=>CL , Sum=>RL );
F AM: full_adder port map ( X=>RJ , Y=>CK , Cin=>'0', Cout=>CM , Sum=>RM );
FAN: full adder port map ( X=>RK , Y=>CL, Cin=>'0', Cout=>CN , Sura=>RN );
FAG: full_adder port map ( X=>RM , Y=>CN , Cin=>'0', Cout=>CO , Sum=>RO );
result(0)<=A(0) AND B(0);
result(l)<=RC;
result(2)<=RF;
result(3)<=RI;
result(4)<=RL;
result(5)<=RN;
result(6)<=R0;
end Baugh W;
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DP RAM instantiation
library IEEE;
use IEEE.std_logic_l 164.all;
— other libraries declarations
— syiiopsys translate off 
library VIRTEX; 
library IEEE;
use IEEE.vital_timing.all; — for Active hdl simulator to remove in synthetis tool 
—use Virtex.coniponents.all; — for synplicity synthetis part 
entity RAM is 
port(
CLKA : in std ulogic;
CLKB : in std ulogic;
ENA : in std ulogic;
ENB : in std ulogic;
RSTA : in std ulogic;
RSTB : in std ulogic;
WE A : in stdulogic;
WEB ; in std ulogic;
ADDRA : in STD_LOGIC_VECTOR(7 downto 0);
ADDRB : in STD_L0GIC_VECT0R(7 downto 0);
DIA : in STD_LOGIC_VECTOR(15 downto 0);
DIB : in STD_LOGIC_VECTOR(15 downto 0);
DOA : out STD_L0GIC_VECT0R(15 downto 0);
DOB : outSTD_LOGIC_VECTOR(15 downto 0)
);
end RAM;
architecture RTL of RAM is
—  Component declarations----
component RAMB4_S 16_S 16
— synopsys translateoff 
generic(
INIT_00 : BIT_VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000";
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INIT 01
INIT 02
INIT 03
INIT 04
INIT 05
INIT 06
INIT 07
INIT 08
INIT 09
INIT OA
INIT OB
INIT OC
INIT OD
INIT OE
INIT OF
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000”
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
BIT VECTOR
X"0000000000000000000000000000000000000000000000000000000000000000"
InstancePatli : STRING :=
MsgOn ; BOOLEAN := TRUE;
TiiningCliecksOn ; BOOLEAN := TRUE;
Xon : BOOLEAN TRUE;
thold_ADDRA_CLKA_negedge_posedge : VitalDelayArrayType(7 downto 0) := (others => 
0.010000 ns);
thold_ADDRA_CLKA_posedge_posedge : VitalDelayArrayType(7 downto 0) := (others => 
0.010000 ns);
thold_ADDRB_CLKB_negedgejposedge : VitalDelayArrayType(7 downto 0) := (others ->  
0.010000 ns);
thold_ADDRB_CLKB_posedgejposedge : VitalDelayArrayType(7 downto 0) := (others => 
0.010000 ns);
thold_DIA_CLKA_negedge_posedge : VitalDelayAnayType(15 downto 0) := (others => 
0.010000 ns);
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thold_DIA_CLKA_posedge_posedge : VitalDelayArrayType(15 downto 0) := (others => 
0.010000 ns);
thold_DIB_CLKB_negedge_posedge : VitalDelayArrayType(15 downto 0) := (others => 
0.010000 ns);
thold_DIB_CLKB_posedge_posedge ; V italDelay Array T ype( 15 downto 0) := (others => 
0.010000 ns);
thold_ENA_CLKA_negedge_posedge : VitalDelayType 0.010000 ns; 
thold_ENA_CLKA_posedge_posedge : VitalDelayType ;= 0.010000 ns; 
thold_ENB_CLKB_negedge_posedge : VitalDelayType := 0.010000 ns; 
thold_ENB_CLKB_posedge_posedge : VitalDelayType := 0.010000 ns; 
thold_RSTA_CLKA_negedge_posedge : VitalDelayType := 0.010000 ns; 
thold_RSTA_CLKA_posedge_posedge : VitalDelayType := 0.010000 ns; 
thold_RSTB_CLKB_negedgejposedge : VitalDelayType := 0.010000 ns; 
thold_RSTB_CLKBjposedge_posedge : VitalDelayType := 0.010000 ns; 
thold_WEA_CLKA_negedgejposedge : VitalDelayType := 0.010000 ns; 
thold_WEA_CLKA_posedgejDosedge : VitalDelayType := 0.010000 ns; 
thold_WEB_CLKB_negedge_posedge : VitalDelayType := 0.010000 ns; 
thold_WEB_CLI<jB_posedgejposedge : VitalDelayType := 0.010000 ns; 
tipd ADDRA : VitalDelayAnayTypeO 1 (7 downto 0) := (others => (0.000000 ns,0.000000
ns));
tipd ADDRB : VitalDelayAnayTypeO 1(7 downto 0) := (others => (0.000000 ns,0.000000
ns));
tipd_CLKA : VitalDelayTypeOl (0.000000 ns,0.000000 ns); 
tipd_CLKB : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipdDIA : V italDelay ArrayT ypeO 1 ( 15 downto 0) := (others => (0.000000 ns,0.000000 ns));
tipd DIB : VitalDelayAn ayTypeO 1(15 downto 0) := (others => (0.000000 ns,0.000000 ns));
tipd_ENA : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipd ENB : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipd_RSTA : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipd_RSTB : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipd WEA : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tipd_WEB : VitalDelayTypeOl := (0.000000 ns,0.000000 ns);
tpd_CLKA_DOA ; VitalDelayAnayTypeO 1(15 downto 0) := (others => (0.100000 
ns,0.100000 ns));
tpd_CLKB_DOB : VitalDelay ArrayT y peO 1(15 downto 0) := (others => (0.100000
118,0 .1 0 0 0 0 0  ns));
tpw_CLKA_negedge : VitalDelayType := 0.010000 ns; 
tpw_CLKAjposedge : VitalDelayType 0.010000 ns; 
tpw_CLKB_negedge : VitalDelayType 0.010000 ns;
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tpw_CLKB_posedge : VitalDelayType 0.010000 ns;
tsetup_ADDRA_CLKA_negedge_posedge : VitalDelayArrayType(7 downto 0) := (others => 
0.010000 ns);
tsetup_ADDRA_CLKA_posedge_posedge : VitalDelay ArrayT ype(7 downto 0) := (others => 
0.010000 ns);
tsetiip_ADDRB_CLKB_negedge_posedge : V italDelay ArrayT y pe(7 downto 0) := (others => 
0.010000 ns);
tsetup_ADDRB_CLI<.B_posedge_posedge : VitalDelay ArrayT ype(7 downto 0) := (others => 
0.010000 ns);
tsetup_CLKA_CLI<JB_posedgejposedge : VitalDelayType := 0.010000 ns;
tsetup_CLKB_CLKA_posedge_posedge : VitalDelayType := 0.010000 ns;
tsetup_DIA_CLKA_negedge_posedge : VitalDelay Array Type( 15 downto 0) := (others => 
0.010000 ns);
tsetup_DIA_CLKA_posedgejposedge ; VitalDelayArrayType( 15 downto 0) := (others => 
0.010000 ns);
tsetup_DIB_CLKB_negedgejposedge ; VitalDelayArrayType( 15 downto 0) := (others => 
0.010000 ns);
tsetup_DIB_CLKB_posedge_posedge ; VitalDelayArrayType(15 downto 0) := (others => 
0.010000 ns);
tsetup_ENA_CLKA_negedge_posedge : VitalDelayType := 0.010000 ns; 
tsetiip_ENA_CLKA_posedgejposedge : VitalDelayType := 0.010000 ns; 
tsetup_ENB_CLKB_negedgejposedge : VitalDelayType := 0.010000 ns; 
tsetup_ENB_CLKB_posedge_posedge : VitalDelayType := 0.010000 ns; 
tsetup_RSTA_CLKA_negedge_posedge : VitalDelayType := 0.010000 ns; 
tsetup_RSTA_CLKA_posedgej3osedge : VitalDelayType := 0.010000 ns; 
tsetup_RSTB_CLKB_negedge_posedge : VitalDelayType 0.010000 ns; 
tsetnp_RSTB_CLKB_posedge_posedge : VitalDelayType := 0.010000 ns; 
tsetiip_WEA_CLKA_negedge_posedge : VitalDelayType := 0.010000 ns; 
tsetup_WEA_CLKA_posedgej)osedge : VitalDelayType := 0.010000 ns; 
tsetiip_WEB_CLKB_negedge_posedge : VitalDelayType := 0.010000 ns; 
tsetup_WEB_CLKB_posedgej)osedge : VitalDelayType := 0.010000 ns
);
— synopsys translate on 
port (
ADDRA : in STD_L0GIC_VECT0R(7 downto 0);
ADDRB : in STD_LOGIC_VECTOR(7 downto 0);
CLKA : in std ulogic;
CLKB : in std_ulogic;
DIA : in STD_L0GIC_VECT0R(15 downto 0);
DIB : in STD_LOGIC_VECTOR( 15 downto 0);
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ENA : in std ulogic;
ENB : in std ulogic;
RSTA : in std ulogic;
RSTB : in std ulogic;
WEA : in std ulogic;
WEB : in std ulogic;
DOA : out STD_LOGIC_VECTOR(15 downto 0);
DOB : out STD_LOGIC_VECTOR(l 5 downto 0)
);
end component;
—  Configuration specifications for declared components
— synopsys translate_off
for U1 : RAMB4_S16_S16 use entity VÏRTEX.RAMB4 S 16_S 16;
— synopsys tianslate on 
begin
—  Component instantiations —
U1 : RAMB4_S16_S16
port map(
ADDRA => ADDRA,
ADDRB => ADDRB,
CLKA => CLKA,
CLKB => CLKB,
DIA => DIA,
DIB => DIB,
DOA => DOA,
DOB => DOB,
ENA => ENA,
ENB => ENB,
RSTA => RSTA,
RSTB => RSTB,
WEA => WEA,
WEB => WEB
);
end RTL;
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