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Abstract
An averaging principle is derived for the abstract nonlinear evolution equation
where the almost periodic right hand-side is a continuous perturbation of the time-
dependent family of linear operators determining a linear evolution system. It gen-
eralizes classical Henry’s results for perturbations of sectorial operators on fractional
spaces. It is also proved that the main hypothesis of the nonlinear averaging principle
is satisfied for general hyperbolic evolution equations introduced by Kato.
1 Introduction
We are concerned with the limit behavior with regard to λ→ 0+ of evolution systems
of the form
(Pλ) u˙(t) = A(t/λ)u(t) + F (t/λ, u(t)), t > 0,
where {A(t)}t≥0 is a family of operators generating C0 semigroups of bounded linear oper-
ators on a Banach space E, F : [0,+∞)×E → E is a continuous map satisfying the local
Lipschitz condition with respect to the second variable and λ > 0 is a parameter. The
so-called averaging principle is a well known tool in the theory of ordinary differential equa-
tions, i.e., when E is finite dimensional. Roughly speaking, it says that if F is periodic in
time, then trajectories of u˙(t) = F (t/λ, u(t)) converge to trajectories of the averaged equa-
tion as λ → 0+ (see [2]). This averaging idea is of importance when studying qualitative
behavior of nonautonomous equations. It enables to perceive the dynamics of a nonau-
tonomous equation in terms of the related averaged one. For instance, by this approach,
one may examine global attractors for dissipative equations, periodic solutions and other
dynamic features such as bounded or recurrent solutions. Therefore extending the method
to infinite dimension and applying it to partial differential equations is a natural and vital
issue attracting much attention. The averaging principle in the infinite dimensional case
was obtained by Henry [9] who assumed that the (independent of time) operator A is a
sectorial one on a Banach space E and F : [0,+∞) × Eα → E, where Eα, 0 ≤ α < 1,
is the fractional power space determined by A, is bouneded and continuous. Averaging
for time dependent (set-valued) perturbations of a C0 group generator was considered by
Kamenskii, Obukhovskii and Zecca in [11], where A was a C0 semigroup generator and F
was an upper semicontinuous k-set conctraction with respect to a measure of noncompact-
ness. Averaging principle, in the context of attractors and Conley-Rybakowski index, for
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2parabolic partial differential equations on RN was used by Antocci and Prizzi [1] and Prizzi
[15]. Recently a version of averaging principle has been also obtained by the author in [3]
where A was a C0 semigroup generator and F a time periodic continuous perturbation.
In this paper we look for a general averaging scheme in the abstract operator setting
with time dependent A and apply it to hyperbolic evolution equations. We shall prove a
general principle, a version of which can be stated as follows (cf. Theorem 2.2 and Remark
2.10).
Theorem 1.1 Let {R(λ)(t, s)}t≥s≥0, λ > 0, be linear evolution systems on a separable
Banach space E, corresponding to the problems{
u˙(t) = A(t/λ)u(t), t > s,
u(s) = u¯ ∈ E.
Suppose that
(A1) there are M ≥ 1 and ω ∈ R such that ‖R(λ)(t, s)‖ ≤Meω(t−s) if t ≥ s ≥ 0;
(A2) there exists a C0 semigroup {Ŝ(t)}t≥0 of bounded linear operators on E with the
infinitesimal generator Â such that, for any u¯ ∈ E and t, s ≥ 0 with t ≥ 0,
lim
λ→0+, v¯→u¯
R(λ)(t, s)v¯ = Ŝ(t− s)u¯
uniformly with respect to t, s from bounded intervals;
(A3) F : [0,+∞) × E → E is Lipschitz on bounded subsets and has sublinear growth
uniformly with respect to the second variable;
(A4) for each u¯ ∈ E, the set {F (t, u¯) | t ≥ 0} is relatively compact and there is a locally
Lipschitz mapping F̂ : E → E such that, for any u¯ ∈ E and h > 0,
F̂ (u¯) = lim
T→+∞, v¯→u¯
1
T
∫ T
0
F (τ + h, v¯) dτ
uniformly with respect to h.
Then, for any (λn) in (0,+∞) and (u¯n) in E such that λn → 0
+ and u¯n → u¯0 for some
u¯0 ∈ E, the mild solutions un : [0,+∞) → E of (Pλn) satisfying un(0) = u¯n, n ≥ 1,
converge uniformly on bounded intervals to the mild solution of the averaged problem{
u˙(t) = Âu(t) + F̂ (u(t)), t > 0,
u(0) = u¯0.
The assumptions (A1) and (A2) actually state that the averaging principle holds for the
linear equation. Obviously, it is always the case if A is independent of time and is an in-
finitesimal generator of a C0 semigroup. We will verify (A1) and (A2) for hyperbolic type
linear evolution systems introduced by Kato – see Theorem 3.3. Assumption (A3) and
the separability of E are to assure the existence of unique mild solutions for initial value
problems associated with (Pλ), the boundedness of solutions starting from bounded sets
and the relative compactness of semiorbits of relatively compact sets (see (H1) − (H3)).
Finally, (A4) simply says that F has the average F̂ . It is worth mentioning that (A4) is
fulfilled if F is almost periodic with respect to time (see [13]) and it is always the case
when F is time-periodic. The obtained theorem generalizes those known in the literature
3– see Remark 2.6 adn besides the proof is rather straightforward.
The paper is organized as follows. Section 2 is devoted to the general version of aver-
aging principle while in Section 3 we are concerned with its verification for abstract linear
hyperbolic evolution systems. Section 4 provides an example of application to first order
hyperbolic partial differential equations.
Notation
By R we denote the field of real numbers; by [x] we mean the integer (or floor) part of
x ∈ R.
IfX is a metric space and B ⊂ X, then ∂B and clB stand for the boundary of B and the
closure of B, respectively. If x0 ∈ X and r > 0, then B(x0, r) := {x ∈M | d(x, x0) < r}.
If E is a normed space, then by ‖ · ‖ we denote its norm. If V is another normed
space then L(V,E) stands for the space of all bounded linear operators with domain V
and values in E with the operator norm denoted by ‖·‖L(V,E) or simply ‖·‖ if no confusion
may appear.
2 General averaging principle
Recall that a family of bounded linear operators {R(t, s) :E→E}t≥s≥0 on a Banach
space E is an evolution system if and only if R(t, t) = I, R(t, s)R(s, r) = R(t, r), whenever
t ≥ s ≥ r ≥ 0, and the mapping (s, t) 7→ R(t, s)u¯ is continuous for any u¯ ∈ E. In
this section we deal with general evolution systems, i.e. we do not indicate how they are
generated.
Evolution systems come up naturally in equations involving time-dependent families of
linear operators. Namely, if {A(t)}t≥0 is a family of linear operators in a Banach space E
satisfying suitable assumptions, then for any s ≥ 0 and u¯ ∈ E, the problem{
u˙(t) = A(t)u(t), t > s
u(s) = u¯
admits a unique solution us,u¯ : [s,+∞) → E (understood in an appropriate sense). For
instance, this is the case if A(t) = A0, for each t ≥ 0, with some A0 being a generator
of a C0 semigroup of bounded linear operators on E, as well as if {A(t)}t≥0 satisfies the
so-called parabolic or hyperbolic conditions (see e.g. [16], [14] or [6]). Moreover, the formula
R(t, s)u¯ := us,u¯(t) for t ≥ s
defines an evolution system {R(t, s)}t≥s≥0 on E. In what follows we assume that cosidered
evolution systems are generated by family time indexed families of operators in the above
manner. We briefly say that the evolution system {R(t, s)}t≥s≥0 is determined by or cor-
respond to the family {A(t)}t≥0.
Let {R(t, s)}t≥s≥0 be an arbitrary evolution system determined by a family {A(t) :
D(A(t))→ E}t≥0 of linear operators in E. Consider the problem{
u˙(t) = A(t)u(t) + F (t, u(t)), t ∈ [0, ω),
u(0) = u¯.
where u¯ ∈ E, ω ∈ (0,+∞] and F : [0,+∞) × E → E is a continuous mapping. By a mild
solution of the above problem we understand a continuous function u : [0, ω) → E such
that
u(t) = R(t, 0)u¯ +
∫ t
0
R(t, τ)F (τ, u(τ)) dτ for any t ∈ [0, ω).
4We shall say that a family {R(µ)}µ∈P of evolution systems, where P is a metric space
of parameters, is continuous if, for any u¯ ∈ E and (µn) in P with µn → µ, R(µn)(t, s)u¯→
R(µ)(t, s)u¯ uniformly with respect to t ≥ s ≥ 0 from bounded intervals.
Now we pass to the averaging principle. For the sake of generality and future reference,
we shall consider its parameterized version. To this end we take families of operators
{A(µ)(t)}t≥0, µ ∈ P , where P is a metric space of parameters, determining corresponding
evolution systems {R(µ)(t, s)}t≥s≥0, µ ∈ P , on a Banach space E. Assume that the family
{R(µ)}µ∈P is continuous and that F : [0,+∞)×E×P → E is a continuous mapping. Let
families {A(µ,λ)(t)}t≥0, µ ∈ P , λ > 0, be defined by
A(µ,λ)(t) := A(µ)(t/λ), t ≥ 0
and F (µ,λ) : [0,+∞)× E → E, µ ∈ P , λ > 0, by
F (µ,λ)(t, u¯) := F (t/λ, u¯, µ), t ≥ 0, u¯ ∈ E.
The evolution system determined by {A(µ,λ)(t)}t≥0, for µ ∈ P , λ > 0, is denoted by
{R(µ,λ)(t, s)}t≥s≥0.
We shall assume that the following conditions hold
(H1) for any u¯ ∈ E, µ ∈ P and λ > 0, the problem{
u˙(t) = A(µ,λ)u(t) + F (µ,λ)(t, u(t)), t > 0
u(0) = u¯
admits a unique maximal mild solution u(·; u¯, µ, λ) : [0, ωu¯,µ,λ) → E with ωu¯,µ,λ ∈
(0,+∞];
(H2) given a bounded set Q ⊂ E, the sets F ([0,+∞) × Q × P ) and {u(t; u¯, µ, λ) | t ∈
[0, t¯], u¯ ∈ Q, µ ∈ P, λ > 0}, where t¯ > 0 is such that t¯ < ωu¯,µ,λ for any u¯ ∈ E, µ ∈ P
and λ > 0, are bounded;
(H3) if Q0 ⊂ E and P0 ⊂ P are relatively compact and 0 < t¯ < ωu¯,µ,λ for any u¯ ∈ E,
µ ∈ P and λ > 0, then {u(t¯; u¯, µ, λ) | u¯ ∈ Q0, µ ∈ P0, λ > 0} is relatively compact.
(H4) there are M ≥ 1 and ω ∈ R such that, for any µ ∈ P and λ > 0,
‖R(µ,λ)(t, s)‖ ≤Meω(t−s) whenever 0 ≤ s ≤ t;
(H5) there are C0 semigroups Ŝ(µ) = {Ŝ(µ)(t) : E → E}t≥0, µ ∈ P , of bounded linear
operators on E with the infinitesimal generators Â(µ) : D(Â(µ)) → E, µ ∈ P , such
that, for any t ≥ 0, s ∈ [0, t], µ ∈ P and u¯ ∈ E,
lim
λ→0+, v¯→u¯, ν→µ
R(ν,λ)(t, s)v¯ = Ŝ(µ)(t− s)u¯
and the convergence is uniform for t and s from bounded intervals;
5(H6) F : [0,+∞)×E × P → E is continuous uniformly with respect to the first variable,
the set {F (t, u¯, µ) | t ≥ 0} is relatively compact for any u¯ ∈ E and µ ∈ P , and there
is a continuous F̂ : E × P → E such that, for any u¯ ∈ E, µ ∈ P and h > 0,
F̂ (u¯, µ) = lim
T→+∞, v¯→u¯, ν→µ
1
T
∫ T
0
F (τ + h, v¯, ν) dτ(1)
where the convergence is uniform with respect to h > 0;
(H7) for any u¯ ∈ E and µ ∈ P the averaged problem{
u˙(t) = Â(µ)u(t) + F̂ (u(t), µ), t > 0
u(0) = u¯
admits a unique maximal mild solution û(·; u¯, µ) : [0, ω̂u¯,µ) → E with some ω̂u¯,µ ∈
(0,+∞].
Remark 2.1
(i) Assumptions (H1) and (H7) are standard local existence properties, which hold if
F and F̂ are locally Lipschitz in the state variable. We shall show in Proposition 2.7 that
(H2) and (H3) hold for a large class of F . Property (H4) is natural and is satisfied for
example for the class of hyperbolic evolution systems considered in Section 3.
(ii) Note that (H6) is a sort of an almost periodicity assumption (cf. [13]). Moreover,
it is always satisfied if F is continuous and time periodic.
(iii) Note that in (H5) we actually require that the averaging principle is true in the
linear case. In Section 3 we shall prove it in the general hyperbolic case – see Theorem 3.3.
Theorem 2.2 (Abstract averaging principle) Let (H1) − (H7) be satisfied. If (u¯n) in E,
(tn) in [0,+∞), (µn) in P and (λn) in (0,+∞) are such that u¯n → u¯0, tn → t0, µn → µ0,
λn → 0
+ as n → +∞, for some t0 ≥ 0, u¯0 ∈ E and µ0 ∈ P , and tn ≤ t¯ < ωu¯n,µn,λn for
some t¯ > 0 and each n ≥ 1, then
u(tn; u¯n, µn, λn)→ û(t0; u¯0, µ0) in E as n→∞.
Moreover
max{‖u(t; u¯n, µn, λn)−û(t; u¯0, µ0)‖ | t ∈ [0, t¯]} −→ 0 as n→+∞.(2)
To prove it we shall need three auxillary facts.
Lemma 2.3 (See [5, Proposition 3.1]) Suppose that {Rn(t, s)}t≥s≥0, n ≥ 1, are evolution
systems on E with M ≥ 0 and ω ∈ R such that
‖Rn(t, s)‖ ≤Me
ω(t−s), for any t, s ≥ 0 with t ≥ s,
and there is an evolution system {R(t, s) : E → E}t≥s≥0 such that
lim
n→+∞
Rn(t, s)u¯ = R(t, s)u¯ for all u¯ ∈ E.
6Let {u¯n}n≥1 ⊂ E be relatively compact and {wn}n≥1 ⊂ L
1([0, l], E) be uniformly integrable
(2). Put un : [0, l] → E, n ≥ 1, by
un(t) := Rn(t, 0)u¯n +
∫ t
0
Rn(t, s)wn(s) ds, t ∈ [0, l].
Then the following conditions are equivalent
(a) {un(t)}n≥1 is relatively compact for a.e. t ∈ [0, l];
(b) {un}n≥1 is relatively compact in the space C([0, l], E) (with the uniform convergence
norm).
Lemma 2.4 Let (H6) be satisfied and Q ⊂ E be compact. Then, for any (Tn) in (0,+∞)
with Tn → +∞ and (µn) in P with µn → µ0, the convergence
lim
n→+∞
1
Tn
∫ Tn
0
F (τ + h, w¯, µn) dτ = F̂ (w¯, µ0)
is uniform with respect to w¯ ∈ Q and h > 0.
Proof: Put P0 := cl {µn | n ≥ 1}. Take an arbitrary ε > 0. By the compactness of Q and
P0 there is a set {w¯k}
nε
k=1 ⊂ Q with δ1, . . . , δnε ∈ (0, ε) such that
Q ⊂
nε⋃
k=1
B(w¯k, δnk)
and, for any τ > 0, µ ∈ P0 and w¯ ∈ B(w¯k, δk), k ∈ {1, . . . , nε},
‖F̂ (w¯, µ)− F̂ (w¯k, µ)‖ < ε/3
‖F (τ, w¯, µ)− F (τ, w¯k, µ)‖ < ε/3.
Due to (1), there exists n0 ≥ 1 such that, for any n ≥ n0, k = 1, . . . , nε and h > 0,∥∥∥∥ 1Tn
∫ Tn
0
F (τ + h, w¯k, µn) dτ − F̂ (w¯k, µ0)
∥∥∥∥ < ε/3.
Taking n ≥ n0, w¯ ∈ Q and h > 0, we get w¯ ∈ B(w¯k, δk) for some k = 1, . . . , nε and,
consequently,∥∥∥∥ 1Tn
∫ Tn
0
F (τ + h, w¯, µn) dτ − F̂ (w¯, µ0)
∥∥∥∥
≤
1
Tn
∫ Tn
0
‖F (τ + h, w¯, µn)− F (τ + h, w¯k, µn)‖ dτ
+
∥∥∥∥ 1Tn
∫ Tn
0
F (τ + h, w¯k, µn) dτ − F̂ (w¯k, µ0)
∥∥∥∥+ ∥∥∥F̂ (w¯k, µ0)− F̂ (w¯, µ¯0)∥∥∥
≤ ε/3 + ε/3 + ε/3 = ε,
which completes the proof. 
2i.e., for any ε > 0, there is δ > 0 such that, for any measurable J ⊂ [0, l] with the Lebesgue measure
µ(J) ≤ δ and any n ≥ 1,
∫
J
‖wn(t)‖dt ≤ ε
7Lemma 2.5 Assume that (H4) and (H5) hold. Let (Tn) be a sequence in (0,+∞), (kn) a
sequence of positive integers, (λn) a sequence in (0,+∞) and (µn) in P such that Tn →
+∞, kn → ∞, λn → 0, knλnTn → t for some t > 0, µn → µ0 for some µ0 ∈ P , as
n → +∞, and knλnTn ≤ t for almost all integers n ≥ 1. Then, for any continuous
function w : [0, t] → E,
λnTn
kn−1∑
k=0
R(µn,λn)(knλnTn, kλnTn)w(kλnTn)→
∫ t
0
Ŝ(µ0)(t− s)w(s)ds as n→ +∞.
Proof: First note that, for any n ≥ 1,
λnTn
kn−1∑
k=0
R(µn,λn)(knλnTn, kλnTn)w(kλnTn) = σ1,n + σ2,n + σ3,n
where
σ1,n := λnTn
kn−1∑
k=0
[R(µn,λn)(knλnTn, kλnTn)− Ŝ
(µ0)(knλnTn − kλnTn)]w(kλnTn),
σ2,n := λnTn
kn−1∑
k=0
[Ŝ(µ0)(knλnTn − kλnTn)− Ŝ
(µ0)(t− kλnTn)]w(kλnTn),
σ3,n := λnTn
kn−1∑
k=0
Ŝ(µ0)(t− kλnTn)w(kλnTn).
It follows from (H5) and the compactness of w([0, t]) that, for any ε > 0, there exists
n0 ≥ 1 such that, for all n ≥ n0, w¯ ∈ w([0, t]) and s′, s ∈ [0, t] with s′ ≥ s,
‖R(µn,λn)(s′, s)w¯ − Ŝ(µ0)(s′ − s)w¯‖ ≤ ε.
This implies σ1,n → 0 as n → +∞, since knλnTn → t. Again, by the compactness of
w([0, t]) and the strong continuity of the semigroup Ŝ(µ0), we gather that σ2,n → 0 as
n → +∞. Finally, by the continuity of [0, t] ∋ s 7→ Ŝ(µ0)(t − s)w(s) and the fact that
λnTn → 0 as n→ +∞, we infer that
σ3,n →
∫ t
0
Ŝ(µ0)(t− s)w(s) ds,
which ends the proof. 
Proof of Theorem 2.2: Let Rn := R(µn,λn) and un : [0, t¯]→ E, n ≥ 1, be given by
un(t) := u(t; u¯n, µn, λn) for t ∈ [0, t¯], n ≥ 1.(3)
Obviously
un(t) = Rn(t, 0)u¯n +
∫ t
0
Rn(t, s)wn(s) ds for t ∈ [0, t¯](4)
with wn : [0, t¯]→ E defined as wn(s) := F (µn,λn)(s, u(s; u¯n, µn, λn)) for s ∈ [0, t¯]. By (H2),
there are C1, C2 > 0 such that
‖un(t)‖ ≤ C1 and ‖wn(t)‖ ≤ C2 for all t ∈ [0, t¯] and n ≥ 1.(5)
8In the rest of the proof we shall argue as follows: we take any subsequence of (un), denote it
again by (un) and show that it contains a subsequence converging to û(·; u¯0, µ0)|[0,t¯] in the
space C([0, t¯], E); having this we will conclude that the original (un) converges uniformly
to û(·; u¯0, µ0) on [0, t¯] and the assertion will follow.
Start with an observation that, in view of (H3), for each t ∈ [0, t¯], the set {un(t)}n≥1 is
relatively compact. And due to (H)4, (H5) and Lemma 2.3, (un) contains a subsequence
converging uniformly on [0, t¯] to some v̂. Denote that subsequence again by (un). It follows
directly from (H5) that
Rn(t, 0)u¯n = R
(µn,λn)(t, 0)u¯n → Ŝ
(µ0)(t)u¯0 as n→ +∞(6)
uniformly with respect to t ∈ [0, t¯].
Now take an arbitrary t ∈ (0, t¯] and any sequences (Tn) in (0,+∞) and (kn) of positive
integers such that Tn → +∞, kn → +∞, knλnTn → t, as n → +∞, and knλnTn ≤ t for
any n ≥ 1 (e.g. Tn := λ
−1/2
n , kn := [t/λnTn]). First observe that∫ t
0
Rn(t, s)wn(s) ds = I1,n + I2,n + I3,n
where
I1,n :=
∫ knλnTn
0
Rn(knλnTn, s)wn(s) ds,
I2,n :=
∫ knλnTn
0
(Rn(t, s)−Rn(knλnTn, s))wn(s) ds,
I3,n :=
∫ t
knλnTn
Rn(t, s)wn(s) ds.
It is immediate to see that, by (H4) and (5), I3,n → 0 as n→ +∞.
To deal with (I2,n), we claim that
the set Q˜ := {wn(s) | s ∈ [0, t], n ≥ 1} is relatively compact.(7)
Indeed, to see this take any sequence (w¯k) in Q˜. Then, for each k ≥ 1, there are an integer
nk ≥ 1 and sk ∈ [0, t] such that
w¯k = wnk(sk) = F (sk/λnk , unk(sk), µnk).
We may assume that sk → s as k → +∞ and, by the uniform convergence of (un), that
unk(sk) → u˜ for some u˜ ∈ E. In view of (H6), for any ε > 0 one finds n0 ≥ 1 such that,
for all n ≥ n0,
‖w¯k − F (sk/λnk , u˜, µ0)‖ = ‖F (sk/λnk , unk(sk), µnk)− F (sk/λnk , u˜, µ0)‖ < ε.
Now, since, by (H6), the set {F (s, u˜, µ0) | t ≥ 0} is relatively compact, it follows that (w¯k)
contains a convergent subsequence, which proves (7).
It can be easily seen that (H5) along with (7) implies that, for any s′, s ∈ [0, t] with
s′ ≥ s and w¯ ∈ Q˜,
Rn(s
′, s)w¯ → Ŝ(µ0)(s′ − s)w¯ as n→ +∞ uniformly with respet to s, s′ and w¯.(8)
In consequence, for any ε > 0 there exists n1 ≥ 1 such that, for all n ≥ n1,
‖Rn(t, s)wn(s)− Ŝ
(µ0)(t− s)wn(s)‖ ≤ ε/3t, for s ∈ [0, t],(9)
‖Ŝ(µ0)(knλnTn − s)wn(s)−Rn(knλnTn, s)wn(s)‖ ≤ ε/3t, for s ∈ [0, knλnTn].(10)
9Moreover, by the strong conitnuity of the semigroup Ŝ(µ0) and the relative compactnes of
Q˜, there is n0 ≥ n1 such that, for all n ≥ n0 and s ∈ [0, t],
‖Ŝ(µ0)(t− s)wn(s)− Ŝ
(µ0)(knλnTn − s)wn(s)‖ < ε/3t.(11)
Since it follows from (9), (10) and (11) that, for all n ≥ n0 and s ∈ [0, t],
‖(Rn(t, s)−Rn(knλnTn, s))wn(s)‖ ≤ ε/3t + ε/3t+ ε/3t = ε/t
we infer, for n ≥ n0, ‖I2,n‖ ≤ knλnTn(ε/t) ≤ ε, i.e., I2,n → 0 as n→ +∞.
Now our aim is to show that
I1,n →
∫ t
0
Ŝ(µ0)(t− s)F̂ (v̂(s), µ0)ds as n→ +∞.
To this end observe that, for sufficiently large n ≥ 1,
I1,n =
∫ knλnTn
0
Rn(knλnTn, s)wn(s) ds =
kn−1∑
k=0
∫ (k+1)λnTn
kλnTn
Rn(knλnTn, s)wn(s) ds
=
kn−1∑
k=0
∫ Tn
0
Rn(knλnTn, kλnTn + λnτ)wn(kλnTn + λnτ)λn dτ
= J1,n + J2,n + J3,n + J4,n
with
J1,n :=
kn−1∑
k=0
∫ Tn
0
[Rn(knλnTn,kλnTn+λnτ)−Rn(knλnTn,kλnTn)]wn(kλnTn+λnτ)λn dτ
J2,n :=
kn−1∑
k=0
Rn(knλnTn, kλnTn)
∫ Tn
0
(wn(kλnTn + λnτ)− F (kTn + τ, v̂(kλnTn), µn))λn dτ
J3,n :=
kn−1∑
k=0
Rn(knλnTn, kλnTn)
1
Tn
∫ Tn
0
(F (kTn+τ, v̂(kλnTn), µn)− F̂ (v̂(kλnTn), µ0))λnTn dτ
J4,n :=
kn−1∑
k=0
Rn(knλnTn, kλnTn)F̂ (v̂(kλnTn), µ0))λnTn.
First we note that, for all n ≥ 1, τ ∈ [0, Tn] and k = 0, 1, . . . , kn − 1,
‖[Rn(knλnTn,kλnTn+λnτ)−Rn(knλnTn,kλnTn)]wn(kλnTn+λnτ)‖
≤ ‖[Rn(knλnTn,kλnTn+λnτ)−Ŝ
(µ0)(knλnTn−kλnTn−λnτ)]wn(kλnTn+λnτ)‖
+‖[Ŝ(µ0)(knλnTn−kλnTn−λnτ)− Ŝ
(µ0)(knλnTn−kλnTn)]wn(kλnTn+λnτ)‖
+‖[Ŝ(µ0)(knλnTn−kλnTn)−Rn(knλnTn,kλnTn)]wn(kλnTn+λnτ)‖.
Hence, in view of the uniform convergence in (8) and the uniform equicontinuity of functions
[0, t] ∋ s 7→ Ŝ(µ0)(s)w¯, w¯ ∈ Q˜, we deduce that, for any ε > 0, there is n0 ≥ 1, such that
for all n ≥ n0, τ ∈ [0, Tn] and k = 0, 1, . . . , kn − 1,
‖[Rn(knλnTn,kλnTn+λnτ)−Rn(knλnTn,kλnTn)]wn(kλnTn+λnτ)‖ < ε/t
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and ‖J1,n‖ < knλnTn(ε/t) ≤ ε. This means that J1,n → 0 as n→ +∞.
As for J2,n, take any ε > 0 and note that, by the uniform convergence of (un), the set
Q˜′ := cl
⋃
n≥1
un([0, t])

is compact and v̂([0, t]) ⊂ Q˜′. Therefore, by (H6), we find η > 0 such that, for any τ ≥ 0,
µ ∈ cl{µn |n ≥ 1}, v¯1, v¯2 ∈ Q˜′ with ‖v¯1 − v¯2‖ ≤ η,
‖F (τ, v¯1, µ)− F (τ, v¯2, µ)‖ ≤ ε/tMe
|ω|t.
Furthermore, again by the uniform convergence of (un), there is δ > 0 and n1 ≥ 1 such
that, for any n ≥ n1,
‖un(τ1)− v̂(τ2)‖ < η for any τ1, τ2 ∈ [0, t] with |τ1 − τ2| < δ.
Let n0 ≥ n1 be such that λnTn < δ for each n ≥ n0. Then, for any n ≥ n0, τ ∈ [0, Tn] and
k ∈ {0, . . . , kn − 1},
‖un(kλnTn + λnτ)− v̂(kλnTn)‖ ≤ η,
and, consequently, for any n ≥ n0, τ ∈ [0, Tn] and k = 0, 1, . . . , kn − 1,
‖wn(kλnTn+λnτ)−F (kTn+τ, v̂(kλnTn), µn)‖
= ‖F (kTn+τ, un(kλnTn+λnτ), µn)−F (kTn+τ, v̂(kλnTn), µn)‖ ≤ ε/tMe
|ω|t.
Therefore, for any n ≥ n0, one has
‖J2,n‖ ≤Me
|ω|tλn
kn−1∑
k=0
∫ Tn
0
‖wn(kλnTn+λnτ)−F (kTn + τ, v̂(kλnTn), µ0)‖ dτ
< Me|ω|tλnknTn(ε/tMe
|ω|t) = knλnTnε/t ≤ ε,
which yields J2,n → 0 as n→ +∞.
Next observe that, in view of Lemma 2.4,
lim
n→+∞
1
Tn
∫ Tn
0
F (h+ τ, w¯, µn) dτ = F̂ (w¯, µ0)
uniformly with respect to w¯ ∈ Q˜′ and h > 0. Hence
‖J3,n‖ ≤Me
|ω|tλn
kn−1∑
k=0
∥∥∥∥ 1Tn
∫ Tn
0
F (kTn+τ, v̂(kλnTn), µn) dτ − F̂ (v̂(kλnTn), µ0)
∥∥∥∥
and we find that J3,n → 0 as n→ +∞.
Finally, due to Lemma 2.5,
J4,n →
∫ t
0
Ŝ(µ0)(t− s)F̂ (v̂(s), µ0) ds.
Summing up, we have already showed that∫ t
0
Rn(t, s)wn(s) ds→
∫ t
0
Ŝ(µ)(t− s)F̂ (v̂(s), µ0) ds
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(after passing to a subsequence). Thus, letting n→ +∞ in (4), we arrive at
v̂(t) = Ŝ(µ0)(t)v̂(0) +
∫ t
0
Ŝ(µ0)(t− s)F̂ (v̂(s), µ0) ds, for any t ∈ [0, t¯].
In particular, v̂ is a mild solution of u˙ = Â(µ0)u+ F̂ (u, µ0) and, in view of (H7), v̂ =
û(·; u¯0, µ0)|[0,t¯]. Hence the original sequence (un) converges uniformly to û(·; u¯0, µ0) on
[0, t¯], which together with (3), implies un(tn; u¯n, µn, λn)→ û(t0; u¯0, µ0) and as well as (2).

Remark 2.6 (a) For single-valued F , Theorem 2.2 is an extension of [11, Theorem 5.4.1] in
a few aspects: firstly, the periodicity assumption of F is relaxed; secondly, the case where
A depends on time is included; thirdly, the sublinear growth condition is not required
and, finally, no explicit compactness assumptions on F are imposed (which may be of
importance, see e.g. [3] where one could not apply [11, Theorem 5.4.1]).
(b) Note also that Theorem 2.2 covers [3, Theorem 2.4] as well.
We end this section with an example showing the availability of assumptions (H2) and
(H3) and derive Theorem 1.1.
Proposition 2.7 Let E be a separable Banach space and {A(µ)(t)}t≥0, µ ∈ P , be such that
the family {R(µ)}µ∈P of the corresponding evolution systems is continuous and satisfies
(H4) and (H5). Assume that a continuous F : [0,+∞)×E×P → E satisfies the following
conditions
for any v¯ ∈ E, there exist L > 0 and δ > 0 such that
‖F (t, v¯1, µ)−F (t, v¯2, µ)‖ ≤ L‖v¯1−v¯2‖ for any t ≥ 0, v¯1, v¯2 ∈ B(v¯, δ), µ ∈ P ;
(12)
there is c > 0 such that
‖F (t, v¯, µ)‖ ≤ c(1 + ‖v¯‖) for any (t, v¯, µ) ∈ [0,+∞)× E × P ;
(13)
and
for any C > 0 there is k ≥ 0 such that
β(F ([0,+∞)×Q×P )) ≤ k · β(Q) for any Q ⊂ B(0, C)
where β stands for the Hausdorff or Kuratowski measure of noncompactness
(see e.g. [7] or [11]).
(14)
Then (H1)− (H3) are satisfied.
We shall use the following general properties involving the measures of noncompactness.
Lemma 2.8 (see [7, Prop. 9.3] or [11]) Let E be a separable Banach space, W ⊂ L1([0, l], E),
l > 0, be countable and integrably bounded (i.e. there exists c ∈ L1([0, l]) such that
‖w(t)‖ ≤ c(t) for all w ∈ W and a.e. t ∈ [0, l]) and φ : [0, l] → R be given by
φ(t) := β({u(t)|u ∈W}). Then φ ∈ L1([0, l]) and
β
({∫ l
0
u(τ) dτ |u ∈W
})
≤
∫ l
0
φ(τ) dτ.
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Lemma 2.9 (see [4, Lemma 5.4]) Let Tn : E → E, n ≥ 1, be bounded linear operators on
a Banach space E such that, for any u¯ ∈ E, (Tnu¯) is a Cauchy sequence. Then, for any
bounded set {u¯n}n≥1 ⊂ E,
β ({Tnu¯n}n≥1) ≤
(
lim sup
n→+∞
‖Tn‖
)
β ({u¯n}n≥1) .
Proof of Proposition 2.7: It is standard to see that the local Lipschitzianity of F implies
the local existence, i.e., (H1) holds. It can be also easily deduced that the sublinear growth
and the Gronwall inequality yield (H2).
In order to verify (H3), take any {λn}n≥1 ⊂ (0,+∞) and relatively compact sets
{u¯n}n≥1 ⊂ E, {µn}n≥1 ⊂ P and suppose that 0 < t < ωu¯n,µn,λn for any n ≥ 1. Define
φ : [0, t]→ R by
φ(τ) := β({u(τ ; u¯n, µn, λn)}n≥1)
and wn : [0, t] → E by wn(τ) := F (τ/λn, u(τ ; u¯n, µn, λn), µn), τ ∈ [0, t]. By (H2), there is
C > 0 such that supn≥1 supτ∈[0,t] ‖wn(τ)‖ < C, and, in view of Lemma 2.8, φ is integrable.
Taking into account (H4) and (H5) and using Lemmas 2.9 and 2.8, for any r ∈ [0, t], one
gets
φ(r) ≤ β({R(µn ,λn)(r, 0)u¯n}n≥1) + β
({∫ r
0
R(µn,λn)(r, τ)wn(τ) dτ
}
n≥1
)
≤ Me|ω|tβ({u¯n}n≥1) +
∫ r
0
β({R(µn,λn)(r, τ)wn(τ)}n≥1) dτ
≤ Me|ω|t
∫ r
0
β({wn(τ)}n≥1) dτ.
Hence, by use of (14), there is k > 0 such that
φ(r) ≤Me|ω|tk
∫ r
0
φ(τ) dτ,
which implies φ(r) = 0 and completes the proof of (H3). 
Remark 2.10 Note that Theorem 1.1 is a consequence of Theorem 2.2. Indeed, the
Lipshitzianity on bounded sets implies that (14) holds and, if {A(t)}t≥0 satisfy (A1) and
(A2), then, in view of Proposition 2.7, assumptions (H1)− (H3) are fulfilled.
3 Averaging for linear hyperbolic evolution systems
Let V be a Banach space densely and continuously embedded into a Banach space E.
If a linear operator A : D(A)→ E generates a C0 semigroup {SA(t)}t≥0 of bounded linear
operators on E, then V is said to be A-admissible provided V is an invariant subspace for
each SA(t), t ≥ 0, and the family of restrictions {SA(t)V : V → V }t≥0 (SA(t)V v¯ := SA(t)v¯,
v¯ ∈ V ) is a C0 semigroup on V . Define the part of A in the space V as a linear opera-
tor AV : D(AV ) → V given by D(AV ) := {v¯ ∈ D(A) ∩ V | Av¯ ∈ V }, AV v¯ := Av¯ for
v¯ ∈ D(AV ). In view of [14, Ch. 4, Theorem 5.5], if V is A-admissible then AV is the
generator of the C0 semigroup {SA(t)V }t≥0.
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Now let {A(t)}t≥0 be a family of linear operators in E satisfying the following conditions
(Hyp1) {A(t)}t≥0 is a stable family of infinitesimal generators of C0 semigroups on E, i.e.,
there are M ≥ 1 and ω ∈ R such that
‖SA(tn)(sn) . . . SA(t1)(s1)‖L(E,E) ≤Me
ω(s1+...+sn),
whenever 0 ≤ t1 ≤ . . . ≤ tn and s1, . . . , sn ≥ 0, where {SA(t)(s)}s≥0 is the C0
semigroup generated by A(t);
(Hyp2) V is A(t)-admissible for each t ≥ 0 and the family {AV (t)}t≥0 is a stable family of
generators of C0 semigroups on V with constants MV ≥ 1 and ωV ∈ R;
(Hyp3) V ⊂ D(A(t)) and A(t) ∈ L(V,E), for any t ≥ 0, and the mapping [0,+∞) ∋ t 7→
A(t) ∈ L(V,E) is continuous.
These are so called hyperbolic conditions and they determine a unique evolution system.
Proposition 3.1 (see [14, Ch. 5, Theorem 3.1]) Let {A(t)}t≥0 be a family of linear opera-
tors in a Banach space E satisfying (Hyp1)−(Hyp3). Then there exists a unique evolution
system {R(t, s)}t≥s≥0 on E with the following properties
(i) ‖R(t, s)‖ ≤Meω(t−s) for s ≥ 0;
(ii) ∂
+
∂t R(t, s)v
∣∣∣
t=s
= A(s)v for v ∈ V , s ≥ 0;
(iii) ∂∂sR(t, s)v = −R(t, s)A(s)v for v ∈ V , 0 ≤ s ≤ t.
We shall consider parameterized evolution systems.
Proposition 3.2 Let P be a metric space of parameters. Suppose that families {A(µ)(t)}t≥0,
µ ∈ P , satisfy conditions (Hyp1)− (Hyp3) with constants M,MV , ω, ωV independent of µ.
Let R(µ) = {R(µ)(t, s)}t≥s≥0 be the corresponding evolution systems on E determined by
Proposition 3.1.
(i) For any µ, ν ∈ P , v¯ ∈ V and t, s ≥ 0 with t ≥ s,
‖R(ν)(t, s)v¯−R(µ)(t, s)v¯‖≤MMV e
(|ω|+|ωV |)t‖v¯‖V
∫ t
s
‖A(ν)(r)−A(µ)(r)‖L(V,E) dr.
(ii) If
lim
ν→µ
∫ T
0
‖A(ν)(r)−A(µ)(r)‖L(V,E) dr = 0, for any µ ∈ P and T > 0,(15)
then {R(µ)}µ∈P is a continuous family of evolution systems on E.
Proof: (i) We use the construction from [14, Ch. 5, Theorem 3.1]. Fix T > 0. Recall
that, for any µ ∈ P and u¯ ∈ E,
R(µ)(t, s)u¯ = lim
n→+∞
R(µ)n (t, s)u¯ for 0 ≤ s ≤ t ≤ T,
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where, for each n ≥ 1, the operator R(µ)n (t, s) : E → E is given by (3)
R(µ)n (t, s) :=

S
(µ)
j (t−s) if s, t ∈ [t
n
j , t
n
j+1], s ≤ t,
S
(µ)
k (t−t
n
k)
(
k−1∏
j=l+1
S
(µ)
j (T/n)
)
S
(µ)
l (t
n
l+1−s) if s∈ [t
n
l , t
n
l+1], t∈ [t
n
k , t
n
k+1]
and k > l ≥ 0,
with tnj := (j/n)T , S
(µ)
j := SA(µ)(tnj )
, for j = 0, 1, . . . , n. Moreover {R(µ)n (t, s)}0≤s≤t≤T ,
µ ∈ P , are evolution systems such that
‖R(µ)n (t, s)‖L(E,E)≤Me
ω(t−s), R(µ)n (t, s)V ⊂V, ‖R
(µ)
n (t, s)‖L(V,V )≤MV e
ωV (t−s),(16)
whenever 0 ≤ s ≤ t ≤ T and, for any v¯ ∈ V ,
∂
∂t
R(µ)n (t, s)v¯ = A
(µ)
n (t)R
(µ)
n (t, s)v¯ for t 6∈ {t
n
0 , t
n
1 , . . . , t
n
n}, s ≤ t,(17)
∂
∂s
R(µ)n (t, s)v¯ = −R
(µ)
n (t, s)A
(µ)
n (s)v¯ for s 6∈ {t
n
0 , t
n
1 , . . . , t
n
n}, s ≤ t,(18)
with A(µ)n (t) := A(µ)(tnk) if t
n
k ≤ t < t
n
k+1 for k = 0, . . . , n − 1 and A
(µ)
n (T ) := A(µ)(T ).
(Hyp3) implies that, for any µ ∈ P , one has
‖A(µ)n (t)−A
(µ)(t)‖L(V,E) → 0 as n→ +∞ uniformly with respect to t ∈ [0, T ].(19)
Fix any v¯ ∈ V , µ, ν ∈ P , n ≥ 1 and s, t ∈ [0, T ] with s < t and define φ : [s, t] → E by
φ(r) := R
(µ)
n (t, r)R
(ν)
n (r, s)v¯. In view of (16), (17) and (18), the map φ is differentiable on
[s, t] except the finite number of points and
R(ν)n (t, s)v¯ −R
(µ)
n (t, s)v¯ = φ(t)− φ(s) =
∫ t
s
φ′(r) dr
=
∫ t
s
R(µ)n (t, r)(A
(ν)
n (r))−A
(µ)
n (r))R
(ν)
n (r, s)v¯ dr.
This together with (16) yields
‖R(ν)n (t, s)v¯ −R
(µ)
n (t, s)v¯‖ ≤MMV e
(|ω|+|ωV |)t‖v¯‖V
∫ t
s
‖A(ν)n (r)−A
(µ)
n (r)‖L(V,E) dr.
Passing to the limit with n→ +∞, we get
‖R(ν)(t, s)v¯ −R(µ)(t, s)v¯‖ ≤MMV e
(|ω|+|ωV |)t‖v¯‖V
∫ t
s
‖A(ν)(r)−A(µ)(r)‖L(V,E) dr.
(ii) It follows immediately from (i) that R(ν)(t, s)v¯ → R(µ)(t, s)v¯ for any v¯ ∈ V , as
ν → µ and the convergence is uniform with respect to s, t from [0, T ]. To see it for an
arbitrary u¯ ∈ E, note that, for any v¯ ∈ V ,
‖R(ν)(t, s)u¯−R(µ)(t, s)u¯‖ ≤ ‖R(ν)(t, s)v¯ −R(µ)(t, s)v¯‖+ 2Me|ω|T ‖u¯− v¯‖,
which, in view of the density of V in E, implies (ii). 
3Here we use the convention that
∏n
j=m Tj := Tn ◦ Tn−1 ◦ . . . ◦ Tm, for integers m,n with m < n and a
sequence Tm, Tm+1, . . . , Tn of bounded operators on E.
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Suppose that {A(µ)(t)}t≥0, µ ∈ P , are as in Proposition 3.2. Define A(µ,λ)(t) :
D(A(µ,λ)(t)) → E, for λ > 0 and t ≥ 0, by
A(µ,λ)(t) := A(µ)(t/λ).
Note that, for each µ ∈ P and λ > 0, the family {A(µ,λ)(t)}t≥0 also satisfies (Hyp1) −
(Hyp3) with the same constants (independent of µ, λ) as for {A(µ)(t)}t≥0, µ ∈ P . The
following linear averaging principle holds.
Theorem 3.3 Let {A(µ)(t)}t≥0, µ ∈ P , be as in Proposition 3.2. If, additionally, for each
µ ∈ P , there is a generator Â(µ) of a C0 semigroup {Ŝ
(µ)(t) : E → E}t≥0 such that V is
Â(µ)-admissible, V ⊂ D(Â(µ)) and
lim
T→+∞, ν→µ
1
T
∫ T
0
‖A(ν)(t+ h)− Â(µ)‖L(V,E) dt = 0 uniformly with respect to h ≥ 0,(20)
then, for any µ ∈ P and λ > 0,
‖R(µ,λ)(t, s)‖ ≤Meω(t−s) whenever 0 ≤ s ≤ t(21)
and, for any t ≥ 0, s ∈ [0, t], µ ∈ P and u¯ ∈ E,
lim
λ→0+, v¯→u¯, ν→µ
R(ν,λ)(t, s)v¯ = Ŝ(µ)(t− s)u¯
where the convergence is uniform for t and s from bounded intervals.
Lemma 3.4 Under the assumption (20), for any µ ∈ P and t, s ≥ 0 with t ≥ s,
lim
λ→0+, ν→µ
∫ t
s
‖A(ν,λ)(r)− Â(µ)‖L(V,E) dr = 0.
Proof: Take any µ ∈ P and let (λn) in (0,+∞) and (µn) in P be arbitrary sequences such
that λn → 0 and µn → µ in P . Let a sequence (kn) of positive integers and (Tn) in (0,+∞)
be such that kn → +∞, Tn → +∞, knλnTn → t− s as n → +∞ and knλnTn ≤ t− s for
each n ≥ 1. Observe that∫ t
s
‖A(µn,λn)(r)− Â(µ)‖dr =
∫ t−s
0
‖A(µn,λn)(s+ ρ)− Â(µ)‖ dρ
=
∫ knλnTn
0
‖A(µn,λn)(s+ ρ)− Â(µ)‖ dρ+
∫ t−s
knλnTn
‖A(µn,λn)(s+ ρ)− Â(µ)‖ dρ.
Clearly the second term tends to 0 as n→ +∞. Furthermore∫ knλnTn
0
‖A(µn,λn)(s+ ρ)− Â(µ)‖ dρ =
kn−1∑
k=0
∫ (k+1)λnTn
kλnTn
‖A(µn,λn)(s+ ρ)− Â(µ)‖ dρ
= λnTn
kn−1∑
k=0
1
Tn
∫ Tn
0
‖A(µn)(s/λn + kTn + τ)− Â
(µ)‖dτ
and, in view of (20), it also converges to 0 as n→ +∞. 
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Proof of Theorem 3.3: First, observe that the families of operators {A(µ,λ)(t)}t≥0,
µ ∈ P , λ > 0, also satisfy (Hyp1)−(Hyp3) and, by the very construction, the corresponding
evolution system {R(µ,λ)(t)}t≥0 admits the same growth condition as {R(µ)(t, s)}t≥s≥0, i.e.,
(21) holds. Next we intend to prove that, for any t, s ≥ 0 with t ≥ s, µ ∈ P and u¯ ∈ E,
the limit limλ→0+,ν→µ,v¯→u¯R
(ν,λ)(t, s)v¯ exists. To this end fix any T > 0 and note that
it follows from Proposition 3.2 (i) that, for C := MMV e(|ω|+|ωV |)T , any µ0, µ1, µ2 ∈ P ,
λ1, λ2 > 0, v¯ ∈ V and t, s ∈ [0, T ] with t ≥ s, one has
‖R(µ1,λ1)(t, s)v¯ −R(µ2,λ2)(t, s)v¯‖ ≤ C‖v¯‖V
∫ T
0
‖A(µ1 ,λ1)(r)−A(µ2,λ2)(r)‖L(V,E) dr
≤ C‖v¯‖V
(∫ T
0
‖A(µ1,λ1)(r)− Â(µ0)‖L(V,E) dr+
+
∫ T
0
‖Â(µ0) −A(µ2,λ2)(r)‖L(V,E) dr
)
.
Now it is immediate, in view of Lemma 3.4, that the limit limλ→0+, ν→µR
(µ,λ)(t, s)v¯ exists
and is uniform with respect to t, s from bounded intervals. If one takes any u¯ ∈ E, then
the existence of the limit limλ→0+, ν→µR
(ν,λ)(t, s)u¯ and its uniformness with respect to
t, s ∈ [0, T ] come from the inequality
‖R(µ1,λ1)(t, s)u¯−R(µ2,λ2)(t, s)u¯‖ ≤ ‖R(µ1,λ1)(t, s)w¯ −R(µ2,λ2)(t, s)w¯‖+ 2Me|ω|T ‖u¯− w¯‖
holding for any µ1, µ2 ∈ P , λ1, λ2 > 0 and arbitrary w¯ ∈ V . Finally, by the growth
condition (21), for µ1, µ2 ∈ P , λ1, λ2 > 0 and v¯1, v¯2 ∈ E,
‖R(µ1,λ1)(t, s)v¯1 −R
(µ2,λ2)(t, s)v¯2‖ ≤ ‖R
(µ1,λ1)(t, s)v¯1 −R
(µ1,λ1)(t, s)u¯‖
+‖R(µ1,λ1)(t, s)u¯−R(µ2,λ2)u¯‖+ ‖R(µ2,λ2)u¯−R(µ2,λ2)(t, s)v¯2‖
≤Me|ω|T ‖v¯1 − u¯‖+ ‖R
(µ1,λ1)(t, s)u¯−R(µ2,λ2)u¯‖+Me|ω|T ‖v¯2 − u¯‖,
which implies that limλ→0+, ν→µ, v¯→u¯R
(ν,λ)(t, s)v¯ exists and is uniform with respect to t, s
from bounded intervals.
Let operators R̂(µ)(t, s) : E → E, t, s ≥ 0 with t ≥ s, µ ∈ P , be defined by
R̂(µ)(t, s)u¯ := lim
λ→0+
R(µ,λ)(t, s)u¯, for any u¯ ∈ E.
To complete the proof we need to show that R̂(µ)(t, s) = Ŝ(µ)(t− s) for any t, s ≥ 0 with
t ≥ s and µ ∈ P . For fixed µ ∈ P , λ > 0, n ≥ 1, v¯ ∈ V , T > 0 and t, s ∈ [0, T ] with t ≥ s,
define ϕλ : [s, t]→ E by
ϕλ(r) := Ŝ
(µ)(t− r)R(µ,λ)n (r, s)v¯
where R(µ,λ)n are approximating evolution systems from the construction of R(µ,λ) (see the
proof of Proposition 3.2). Since R(µ,λ)n (r, s)v¯ ∈ V ⊂ D(Â(µ)), one has, for a.e. r ∈ [s, t],
ϕ′λ(r) =
∂
∂r
(
Ŝ(µ)(t− r)R(µ,λ)n (r, s)v¯
)
= [−Â(µ)Ŝ(µ)(t− r)]R(µ,λ)n (r, s)v¯
+Ŝ(µ)(t− r)[A(µ,λ)n (r)R
(µ,λ)
n (t, r)v¯]
= Ŝ(µ)(t− r)(A(µ,λ)n (r)− Â
(µ))R(µ,λ)n (r, s)v¯
(cf. (17)). Hence, using the estimates for R(µ,λ)n as those in (16), one gets
‖R(µ,λ)n (t, s)v¯ − Ŝ
(µ)(t− s)v¯‖ = ‖ϕλ(t)− ϕλ(s)‖ ≤
∫ t
s
‖ϕ′λ(r)‖ dr
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≤
∫ t
s
‖Ŝ(µ)(t− r)‖L(E,E)‖A
(µ,λ)
n (r)− Â
(µ)‖L(V,E)‖R
(µ,λ)
n (r, s)‖L(V,V )‖v¯‖V dr
≤ M̂e|ω̂|tMV e
|ωV |t‖v‖V
∫ t
s
‖A(µ,λ)n (r)− Â
(µ)‖L(V,E) dr
where M̂ ≥ 0 and ω̂ ∈ R are such that ‖Ŝ(µ)(τ)‖L(E,E) ≤ M̂e
ω̂τ for any τ ≥ 0. Letting
n→ +∞, one obtains
‖Ŝ(µ)(t− s)v¯ −R(µ,λ)(t, s)v¯‖ ≤ M̂MV e
(|ω̂|+|ωV |)t‖v‖V
∫ t
s
‖A(µ,λ)(r)− Â(µ)‖L(V,E) dr
(cf. (19)). In view of Lemma 3.4, if we pass to the limit with λ→ 0+ then Ŝ(µ)(t− s)v¯ =
R̂(µ)(t, s)v¯. Since v¯ ∈ V was arbitrary and V is dense in E, we find that Ŝ(µ)(t − s) =
R̂(µ)(t, s). 
4 Example
Consider the following system of equations
∂u
∂t
(x, t) =
N∑
j=1
aj(x, t)
∂u
∂xj
(x, t) + b(x, t)u(x, t) + f(x, t), x ∈ RN , t > 0
with continuously differentiable aj : RN × [0,+∞) → M, j = 1, . . . , N (N ≥ 1), and
continuous b : RN × [0,+∞)→M with M being the space of all square matrices of order
M ≥ 1 with the usual maximum norm denoted by | · | and u : RN × [0,+∞) → RM .
We assume that aj(x, t) is symmetric for any j = 1, . . . , N and (x, t) ∈ RN × [0,+∞).
By B0(RN ,M) denote the space of all bounded continuous ϕ : RN →M with the norm
‖ϕ‖B0(RN ,M) := supx∈RN |ϕ(x)|. And let B
1(RN ,M) denote the space of all continuously
differentiable functions ϕ : RN →M such that both ϕ and its derivative are bounded and
equip it with the norm ‖ϕ‖B1(RN ,M) := supx∈RN
(
|ϕ(x)|+ ‖ϕ′(x)‖L(RN ,M)
)
.
We shall also assume that the maps t 7→ aj(·, t) ∈ B1(RN ,M), j = 1, . . . , N , and
t 7→ b(·, t) ∈ B0(RN ,M) are well defined, continuous and bounded. By use of [16, Section
4.6] we conclude that the family of operators {A(t)}t≥0 in E := L2(RN ,RM ) given by
D(A(t)) :=
u ∈ E | ∂u∂xj exists for each j = 1, . . . , N,
N∑
j=1
aj(·, t)
∂u
∂xj
∈ E
 ,
where weak derivatives are considered, and
[A(t)u](x) :=
N∑
j=1
aj(x, t)
∂u
∂xj
(x) + b(x, t)u(x), for each u ∈ D(A(t)), a.e. x ∈ RN ,
satisfies (Hyp1)−(Hyp3) with V := H1(RN ,RM ),M = MV = 1 and some constants ω, ωV .
Consequently, due to Proposition 3.1, the family {A(t)}t≥0 determines a unique evolution
system {R(t, s)}t≥s≥0 on E. Therefore, if we assume that f : RN × [0,+∞)→ RM is such
that the map [0,+∞) ∋ t 7→ f(·, t) ∈ L2(RN ,RM ) is well defined and continuous, then,
for λ > 0, we may consider
u˙(t) = A(t/λ)u(t) + F (t/λ)(22)
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with F : [0,+∞)→ E given by F (t) := f(·, t) for each t ≥ 0.
Now suppose that there are âj ∈ B1(RN ,M), j := 1, . . . , N , with symmetric values
and b̂ ∈ B1(RN ,M) such that
lim
T→+∞
1
T
∫ T
0
‖aj(·, τ + h)− âj‖B0(RN ,M) dτ = 0(23)
and
lim
T→+∞
1
T
∫ T
0
‖b(·, τ + h)− b̂‖B0(RN ,M) dτ = 0(24)
uniformly with respect h > 0. We claim that
lim
T→+∞
1
T
∫ T
0
‖A(τ + h)− Â‖L(V,E) dτ = 0(25)
uniformly with respect to h > 0, where Â : D(Â)→ E is defined by
D(Â) :=
u ∈ E | ∂u∂xj exists for each j = 1, . . . , N,
N∑
j=1
âj
∂u
∂xj
∈ E
 ,
Âu :=
N∑
j=1
âj
∂u
∂xj
+ b̂u.
Indeed, for any u ∈ V and t ≥ 0,
‖A(t)u − Âu‖E ≤
 N∑
j=1
∫
RN
|aj(x, t)
∂u
∂xj
(x)− âj(x)
∂u
∂xj
(x)|2dx
1/2
+
(∫
RN
|b(x, t)u(x) − b̂(x)u(x)|2dx
)1/2
≤
 N∑
j=1
sup
x∈RN
|aj(x, t)− âj(x)|+ sup
x∈RN
|b(x, t)− b̂(x)|
 ‖u‖V
and this yields, for any h > 0,
1
T
∫ T
0
‖A(τ + h)− Â‖L(V,E) dτ ≤
N∑
j=1
1
T
∫ T
0
‖aj(·, τ + h)− âj‖B0(RN ,M) dτ
+
1
T
∫ T
0
‖b(·, τ + h)− b̂‖B0(RN ,M) dτ,
which, by use of (23) and (24), gives (25) uniformly with respect to h > 0. Consequently,
if {R(λ)(t, s)}t≥s≥0, λ > 0, denote the evolution system generated by {A(t/λ)}t≥0 and
{Ŝ(t)}t≥0 the semigroup generated by Â, then, in view of Theorem 3.3, we get that, for
any u¯ ∈ E, µ ∈ P and t, s ≥ 0 with t ≥ s,
lim
λ→0+,v¯→u¯
R(λ)(t, s)v¯ = Ŝ(t− s)u¯
uniformly with respect to t, s from bounded intervals.
At last suppose that∫
RN
|f(x+ y, t)− f(x, t)|2 dx→ 0 as y → 0, uniformly in t ≥ 0,
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∫
RN\B(0,R)
|f(x, t)|2 dx→ 0 as R→ 0+, uniformly in t ≥ 0,
and that there is f̂ ∈ L2(RN ,RM ) such that
lim
T→+∞
∫
RN
∣∣∣∣ 1T
∫ T
0
f(x, t+ h) dt− f̂(x)
∣∣∣∣2 dx = 0, uniformly with respect to h > 0.
Then the set F ([0,+∞)) is relatively compact in L2(RN ,RM ) and
lim
T→+∞
1
T
∫ T
0
F (t+ h) dt = f̂ in L2(RN ,RM ) uniformly with respect to h > 0.
Thus, by use of Theorem 2.2 we conclude that mild solutions of (22) converge to mild
solutions of the averaged equation u˙ = Âu+ f̂ , i.e., the system
∂u
∂t
(x, t) =
N∑
j=1
âj(x)
∂u
∂xj
(x, t) + b̂(x)u(x, t) + f̂(x), x ∈ RN , t > 0.
References
[1] F. Antoci, M. Prizzi, Attractors and global averaging of non-autonomous reaction-
diffusion equations in RN , Topol. Methods Nonlinear Anal. 20 (2002), no. 2, 229–259.
[2] N. N. Bogoliubov, Yu. A. Mitropolsky, Asymptotic methods in the Theory of Non-
Linear Oscillations, Gordon and Breach, New York, 1962.
[3] A. Ćwiszewski, Positive periodic solutions of parabolic evolution problems: a transla-
tion along trajectories approach, Cent. Eur. J. Math., vol. 9, no. 2 (2011), 244-268.
[4] A. Ćwiszewski, P. Kokocki, Krasnosel’skii type formula and translation along trajecto-
ries method for evolution equations, Dis. Cont. Dyn. Sys. Ser. A, vol. 22, no. 3 (2008),
605–628.
[5] A. Ćwiszewski, P. Kokocki, Periodic solutions of nonlinear hyperbolic systems, J. Evol.
Eq., 10 (2010), 677-710.
[6] D. Daners, P. Koch Medina, Abstract evolution equations, periodic problems and appli-
cations, Pitman Research Notes in Mathematics Series, vol. 279, Longman Scientific
& Technical, Harlow, Essex, 1992.
[7] K. Deimling, Multivalued Differential Equations, Walter de Gruyter, Berlin, 1992.
[8] J. K. Hale, S.M. Verduyn Lunel, Averaging in infinite dimensions, J. Integral Eq. and
Appl., Vol. 2 (1990), No. 4 , 463–493.
[9] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in
Math., 840, Springer, Berlin-New York, 1981.
[10] A.A. Ilyin, Global averaging of dissipative dynamical systems, Rend. Acad. Naz. Sci.
XL Mem. Math. Appl., XXII (5) (1998), 165–191.
[11] M. Kamenskii , V. Obukhovskii , P. Zecca , Condensing Multivalued Maps and Semilin-
ear Differential Inclusions in Banach Spaces, De Gruyter Series in Nonlinear Analysis
and Applications 7, Walter de Gruyter, 2001.
[12] T. Kato, Linear evolution equations of ”hyperbolic” type, II, J. Math. Soc. Japan, 25
(1973), 648–666.
20
[13] B. M. Levitan, V. V. Zhikov, Almost Periodic Functions and Differential Equations,
Cambridge Univ. Press, Cambridge, 1982.
[14] A. Pazy, Semigroups of linear operators and applications to partial differential equa-
tions, Springer Verlag, 1983.
[15] M. Prizzi, Averaging, Conley index continuation and recurrent dynamics in almost-
periodic parabolic equations, J. Differential Equations 210 (2005), no. 2, 429–451.
[16] H. Tanabe, Equations of evolution, Monographs and Studies in Mathematics no. 6,
Pitman, 1979.
