In this paper, we propose a class of generalized accelerated overrelaxation (GAOR) methods, in which one special case reduces to the generalized successive overrelaxation(GSOR) methods, for solving a linear complementarity problem LCP (M, q). Sufficient conditions for convergence of the GAOR and GSOR methods are presented for cases when the system matrix M is an H-matrix, M-matrix and a strictly or irreducible diagonally dominant matrix. Moreover, when M is an L-matrix, we examine the monotone convergence of the new methods. Finally a numerical example is used to validate the results proved in this paper.
INTRODUCTION
The linear complementarity problem LCP(M, q) consists of finding a vector z in the n dimensional space R n such that:
Here M ∈ R n ×n and q ∈ R n are a given matrix and a vector, respectively. Because of the applications (see [4] , chapter [10] ), the research on the numerical methods for solving (1.1) has received more attention.
For convergence analysis we briefly explain some of the terminology used in the next section. Let C = (c kj ) ∈ R n×n be an n × n matrix. By diag(C) we denote the n × n diagonal matrix coinciding in its diagonal with A = (a kj ), B = (b kj ) ∈ R n×n , we write A ≥ B if a kj ≥ b kj holds for all k, j = 1, 2, … , n. Calling A nonnegative if where D 1 and D 2 are square nonsingular diagonal matrices. When discussing the MAOR method, the matrix and have four parameters, and the iterative method is easier than this paper, in which parameters and α are needed. So we can solve the LCP(M, q) where M is a nonsingular matrix. Finally, we have given the numerical example to validate the result which was proved in this paper.
NOTATION AND METHODS
If x ∈ R n , x + is used to denote the vector with elements (x + ) j = max{0, x j }, j = 1, 2, … n. For any x, y ∈ R n , the following facts hold: In [1, 6] , it was shown that the LCP(M, q) can be equivalently transformed to a fixed point system of equations
where α is some positive constant and E is a diagonal matrix with positive diagonal elements.
The following lemma is useful in this paper. Lemma 2.1 (see [9] ) Let M ∈ R n×n be an H-matrix with positive diagonal elements. Then the LCP(M, q) in (1.1) has a unique solution z* ∈ R n .
In the case when D = diag(M) is nonsingular, as some paper [9] mentioned, a particular but more practical choice for α and E is αE = D -1 . Then (2.1)is reduced to (2.2) In this case, let the matrix M be split as
where D = diag(M), L and U are strictly lower and upper triangular matrices, respectively. Then from (2.2), we define the AOR method for LCP(M, q) as follows:
when γ = ω the AOR method reduces to SOR method. In the splitting (2.3), we always assume that D is nonsingular and denote
Then, for Ω = diag(ω 1 , … ,ω n ) with ω i ∈ R + and α, a real parameter, a generalized AOR(GAOR) method for the solution of LCP(M, q) can be described as follows:
GAOR method:
Step 1. Choose an initial vector z 0 ∈ R n and set p: = 0.
Step 2. For p = 0, 1, 2, … , let z p+1 be calculated according to (2.6) Step 3. If z p+1 = z p , then stop. Otherwise, set p: = p+1 and return to step 2.
Remark 2.1 In order to get more convenient formula, When α = 1 the GAOR method reduces to GSOR method. Therefore, we can define the GSOR method for LCP(M, q) in the following:
Step 1. Choose an initial vector z 0 ∈ R n and set p := 0.
Step 2. For p = 0, 1, 2, … , let z p+1 be calculated according to (2.8) Step 3. If z p+1 = z p , then stop. Otherwise, set p: = p + 1 and return to step 2. 
CONVERGENCE ANALYSIS FOR H -MATRIX
Define the operator f: R n → R n , in accordance with the rule: f(z) = ξ, where ξ is the fixed point of the system of equations
Then by denoting
We can prove the following convergence theorem for the GAOR method. 
, … , n and α ∈ R + then for any initial guess z 0 ∈ R n the iterative sequence {z p } generated by the GAOR method converges to the unique solution z* of the LCP (M, q) and
whenever 0 < α ≤ 1, and
whenever α ≥1.
Proof. We first assume that 0 < α ≤ 1. Let η = f(y), i.e. From Lemma (2.1) we know that the LCP(M, q) has a unique solution z* ∈ R n under the hypotheses of the theorem. That is to say, z* = f (z*). From the definition of the GAOR method and the relation (3.5) we can obtain Therefore, the iterative sequence {z p }, p = 0, 1, … , converges to z* if
Because M ∈ R n × n is an H-matrix, we know that ρ(|J|) < 1. From the proving process of ( [8] .Theorem 3.1), we can obtain where (3.6)
On the other hand, it is easy to see that |〈Q〉 -1 |R|| ≤ T and ( [9] .Theorem 2.8) ensures that Notice that if ω i ≤ 1, we have while if ω i > 1, we also have Then it has been shown that (3.1) holds.
By denoting L(Ω) = 〈Q〉 -1 |R| when α = 1, then for α > 1, since ρ(L(Ω)) < 1 and , using the extrapolated principle [8] we can get
Then the proof of (3.2) is completed.
As the special case, for the GSOR method, we have the following convergence results. If 0 < ω i < 2 / (1+ρ(|J|)), i = 1, 2, … , n, starting from any initial guess z 0 ∈ R n , the iterative sequence {z p } generated by the GSOR method converges to the unique solution z* of the LCP(M, q) and Note that an M-matrix is also an H-matrix ,hence, the statements in Theorem 3.1 and Corollary 3.2 are valid for M-matrix. In this case, the condition is trivial. Since a strictly or irreducible diagonally dominant matrix with positive diagonal elements is also satisfying the condition of Theorem 3.1, then Theorem 3.1 and Corollary 3.2 are also valid for these kinds of matrices. Furthermore, for these matrices,||J|| can take place of ρ(|J|) in Theorem 3.1 and Corollary 3.2.
In order to describe convergence theorems, we denote σ = ||J|| ϱ . If M is strictly or irreducible diagonally dominant by rows, then By Theorem 3.1, a convergence result follows directly.
Corollary 3.3
Let M ∈ R n × n be strictly diagonally dominant by rows with positive diagonally elements. Then for any initial guess z 0 ∈ R n , the iterative sequence {z p }, p = 0, 1, … , generated by the GAOR method or the GSOR method converges to the unique solution z* of LCP(M, q) and 
MONOTONE CONVERGENCE ANALYSIS
In this section, we investigate the monotone convergence properties of the GAOR and GSOR method when the system matrix M ∈ R n×n is an L-matrix. It will show that, for some initial guess, the iterative sequence generated by the GAOR method or the GSOR method converges towards a solution of the LCP(M, q) for above. For this purpose. we define a set Clearly, if the LCP(M, q) is solvable, then the set ∆ is nonempty. At first, we study the monotone properties of the operator f : R n → R n with f(z) = ξ,
, , , , ⋅⋅⋅ Theorem 4.1 Let the operator f: R n → R n be defined in (4.1). Assume that M ∈ R n×n is an L-matrix, and it has the splitting (2.3). Also, assume that 0 < ω i ≤ 1, i = 1, 2, … , n, 0 < α ≤ 1. Then for any z ∈ ∆, it holds that:
Proof. It is easy to show that for z ∈ R + , z ∈ ∆ if and only if
i. e.,
We first verify (a).
Hence, using (4.2) and D > 0, from the first equality in (4.3) it follows that ξ 1 ≤ z 1 . And from the second equality to the last one in (4. Using Theorem (4.1), we will prove the following monotone convergence about the GAOR and GSOR methods.
Theorem 4.2
Assume that M ∈ R n×n is an L-matrix. Also, assume that 0 < ω i ≤ 1, i = 1, 2, … , n, 0 < α ≤ 1. Then for any initial vector z 0 ∈ ∆, the iterative sequence {z p }, p = 0, 1, 2, … , generated by the GAOR method or the GSOR method has the following properties:
Proof. We only give the proof for the GAOR method. Since z 0 ∈ ∆. by Theorem 4.1 we have z 1 ≤ z 0 and z 1 ∈ ∆. Now, using (a) of Theorem 4.1 again, by recursively we have shown that validity of (a). The inequalities given in (a) shows that the sequence {z p }, p = 0, 1, 2, … , n, is monotone bounded, so that it converges to some vector z* satisfying i.e., Hence, z* is the unique solution of the LCP(M, q).
In the following we discuss the influence of the parameters ω i , i = 1, 2, … , n, and α upon the convergence rate of the GAOR and GSOR methods.
Theorem 4.3
Let M ∈ R n×n be an L-matrix. Then for any initial vector z 0 = y 0 ∈ ∆, both the iterative sequence {z p } and {z p }, p = 0, 1, 2, … , generated by the GAOR (or GSOR) method corresponding to the parameters (α, ω 1 , … , ω n ) and (α -, ω -1 , … ω -n ), respectively, converges to the solution z* ∈ R n of LCP(M, q) and it holds (4.5) provided the parameters (α,
Proof. The convergence of sequence {z p } and {y p } is produced by Theorem 4.2. Now, we prove (4.5). Similar to the proof of Theorem 4.1, we can verify that z p , y p ∈ ∆ for p = 0, 1, 2, … let
We demonstrate (4.5) by induction. In fact, when p = 0, the inequality (4.5) is trivial. Suppose that (4.5) holds for some positive integer p. Then, by Theorem 4.1 and the inequality (4.6), we can obtain y p+1 ≥ f (y p ) ≥ f (z p ) = z p+1 and hence z p ≤ y p for p = 0, 1, 2, … . This completes the proof.
NUMERICAL EXAMPLE Considering the linear complementarity problem LCP(M, q), where
and q = (-1, 3, -4, 2) T . Since M is a strictly diagonally dominant by rows with positive diagonally elements, then for any initial vector z 0 ∈ R n , the iterative sequence {z p } generalized by the GAOR method converges to the unique solution z* = (1.0000, 0.0000, 1.0000, 0.0000) T of this LCP (M, q) .
Given the initial vector z 0 = (2, 3, 4, 5) T , the following From the above table, we can see that the larger the parameters are, the smaller the number of iterations are needed by the sequence to converge to In other words, the convergence rate is much quicker.
CONCLUSION
In this paper, we proposed a class of GAOR methods for the linear complementarity problem, whose special case reduces to GSOR methods. We also presented some sufficient conditions for convergence of the GAOR and GSOR methods, when M is an H-matrix, M-matrix and a strictly or irreducible diagonally dominant matrix. On the other hand, the monotone convergence of the new methods is discussed for the cases when M is an L-matrix. From the numerical results validating, Theorems 4.2 and 4.3, we can see that the parameter collections ω 1 = ω 2 = … ω n = α = 1 result to faster convergence rate of the GAOR and GSOR methods under the assumptions. This also implies that the optimum parameters, in general, should be α*, ω* 1 , … , ω* n ∈ [1,∞).
