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a b s t r a c t
This work was motivated by the necessity of defining and computing a solution ρ of a
transport equation
∂tρ + v · ∇xρ = f (t, x, ρ). (1)
subject to a non-convex pointwise constraint ρ ∈ C. For when the velocity v is a regular
function and when f is a Lipschitz function, in [9] sufficient conditions are given for
the solution to the transport equation (15) to satisfy such a constraint. In this paper an
algorithm for computing a relaxed solution is investigated.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Methods for computing a continuous flow which transports a benchmark image with ground truth, close to another
given image are very important in medical image tracking problems, for instance in studying the heart’s dynamics [1,2].
The starting and the target images are respectively defined by their gray level functions ρ0 and ρ1. On one hand, assuming
ρ0 and ρ1 to have the same L1 norm, the optimal extended optical flow (O.E.O.F.) method allows us to compute a flow
which transports the starting image exactly on the target one. The idea of using optimal mass transportation or optical flow
for image tracking has been widely used, and giving an exhaustive bibliography is beyond the scope of this article; let us
mention for example [3]. On the other hand we want to integrate into this method a statistical model deduced from the
benchmark image and from an analytical motion model. In the context of magnetic resonance imaging, such an example
has been considered with images made of rays extracted from left ventricle short axes slices, acquired at different times of
the cardiac cycle.
The outline of this paper is as follows. In Section 2, the optimal extended optical flow is presented. Then, according to a
result due to Benamou and Brenier (see Theorem 2.1), it is shown that in the 1D case, the optimal velocity can be computed.
In Section 3, we give viability results for the transport equation, when the constraint is the pre-image of a convex subset. It
is shown that, in the context of pre-images of a convex subset, the contingent cones are computable. Section 4 deals with
numerical approximation of the solutions. For the case of a regular pointwise constraint, the notion of a relaxed solution
is defined, and an algorithm for computing it is given. The convergence of this algorithm is proved and we give an error
estimate with respect to time and space steps.
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2. The optimal extended optical flow method
2.1. The O.E.O.F. principle
If we denote by ρ the gray level intensity function, and by v the velocity of the apparentmotion of the brightness pattern,
an image sequence is considered via the gray value map ρ : Q = (0, 1) ×Ω → R whereΩ ⊂ Rd, the support of images,
for d = 1, 2, 3, is a bounded Lipschitz domain. If X(t, x) denotes the trajectories (or the flow) associated with the velocity
field v : Q → Rd, then it is assumed that when the points of the image move according to v, the gray level is constant along
the trajectories, i.e. ρ(t, X(t, x)) = C st. That is expressed with the optical flow equation
∂tρ(t, X(t, x))+ v · ∇xρ(t, X(t, x)) = 0. (2)
The assumption that the pixel intensity does not change during themovement is, in some cases, too restrictive. A weakened
assumption, sometimes called the extended optical flow assumption, replaces the intensity preserving hypothesis by amass
preserving one which reads
∂tρ + v · ∇xρ + div(v)ρ = 0. (3)
The former equations lead to an ill-posed problem for the unknown (ρ, v). Variational formulations or relaxed minimizing
problems for computing (ρ, v) jointly were proposed first by [3] and after that by many other authors. Here our concern is
somewhat different. Finding (ρ, v) simultaneously is possible by solving the optimal mass transport problem (see problem
(5)).
Let ρ0 and ρ1 denote the cardiac image gray levels between two times arbitrarily fixed as zero and one; themathematical
problem reads: find ρ, the gray level function defined from Q with values in [0, 1], and the velocity function v defined on Q
minimizing
inf
ρ,v
∫ 1
0
∫
Ω
ρ(t, x)‖v(t, x)‖2 dtdx. (4)
and which satisfy
∂tρ(t, x)+ div(v(t, x)ρ(t, x)) = 0, in (0, 1)×Ω;
ρ(0, x) = ρ0(x); ρ(1, x) = ρ1(x). (5)
Thus we get an image sequence through the gray value map ρ.
In the next paragraph, we show the way in which the velocity v is computed in the 1D case. For general properties of
optimal transportation, the reader is referred to the book of Villani [4]. Let us consider two positive continuous functions
ρ0, and ρ1 defined on a bounded interval Ω , the latter being bounded from below by a positive constant. We assume that
the gray level functions are normalized in such a way that∫
Ω
ρ0(x) dx =
∫
Ω
ρ1(y) dy.
ConsiderM : Ω → Ω , a measure preserving map:∫
Ω
f (M(x))ρ0(x) dx =
∫
Ω
f (y)ρ1(y) dy ∀f ∈ C0(R;R); (6)
with the requirement that
M = arg min
u∈L2(Ω0,ρ0dx)
∫
Ω
|(u(x)− x)|2ρ0(x) dx. (7)
Since we deal with intervals and with continuous non-negative functions, M is an increasing diffeomorphism. A mapping
M defined as above is a redistribution of mass between ρ0 and ρ1 and verifies
ρ0 = M ′ρ1 ◦M;
M(x0) = x1; (8)
where x0, x1 are respectively the left endpoints of Ω0 and Ω1. The density ρ1 is the image measure of ρ0 under M . The
Kantorovich–Wasserstein distance between ρ0 and ρ1 is defined by∫
Ω0
|(M(x)− x)|2ρ0(x) dx.
The time interpolation density ρ(t, x) is computed according to the following result due to Benamou and Brenier [5]:
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Fig. 1.
Theorem 2.1. The Kantorovich–Wasserstein distance between ρ0 and ρ1 verifies
d2(ρ0, ρ1) = inf
ρ,v
∫
Ω
∫ 1
0
ρ(t, x)|v(t, x)|2 dt dx, (9)
where (ρ, v) are solutions to (0 ≤ ρ)
∂tρ + ∂x(vρ) = 0 in (0, 1)×Ω;
ρ(0, ·) = ρ0; ρ(1, ·) = ρ1 inΩ. (10)
Moreover, the infimum is reached for the couple (ρ, vM), with M defined by (8), and X(t, x) = (1 − t)x + tM(x) which for all
continuous function f verifies∫
Ω
∫ 1
0
f (t, x)ρ(t, x) dt dx =
∫
Ω
∫ 1
0
f (t, X(t, x))ρ0(x) dt dx. (11)
This yields vM(t, x) = M(X−1(t, x))− X−1(t, x).
If the functions ρ0, ρ1 are less regular we have to deal with a weak (integral) formulation instead of the differential equation
(8) (see (19) in [5]).
2.2. Numerical approximation of the 1D optimal extended optical flow
Set Ω = (0, 1); we introduce a subdivision {xj}Jj=0 of the interval Ω where, J being fixed, for 0 ≤ j ≤ J , xj = j1x with
∆x = 1J . The following implicit Euler scheme is used to approximate the solution to Problem (8):M j+1 = M j +1x
ρ0(xj+1)
ρ1(M j+1)
for 0 < j < J − 1
M0 = 0.
(12)
3. Viability of the transport equation
3.1. The theorem of viability for the transport equation
The first viability result was given by Nagumo in the framework of ordinary differential equations. He proved the
existence of a solution of an ordinary differential equationwith values in a locally compact subset, when the initial condition
belongs to this subset. Nagumo dispensed with the assumption of convexity by implementation of an adequate concept of
tangency. This notion had been introduced earlier by Bouligand.
The theory of viability has been widely expanded in [6] and more recently in [7] with an exhaustive bibliography. Let
us note that the notion of contingent cones has been greatly developed in [8]. However the calculation of contingent cones
remains something not easy to handle except for convex subsets.
So it seemed pertinent to study contingency for the special case of subsets which are pre-images of a convex subset, and
can be defined byK = h−1(D) where D is a convex subset and h a vector-valued application. In the example illustrated in
black in the left figure,K is the non-convex subset ofR2 defined with the convex form D = [0, 1]3 ofR3 and the application
of h(x, y) = (x, sin(20πx), y) from R2 into R3 (see Fig. 1).
Let us consider the transport equation
∂tρ + v · ∇xρ = f (t, x, ρ(x)) (13)
subject to the pointwise constraint
h(t, x, ρ(t, x)) ∈ D or (t, x, ρ(t, x)) ∈ h−1(D) (14)
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where the following hypotheses are assumed to hold:
(H1) x ∈ Ω , a bounded open lipschitzian subset of Rd.
(H2) (t, x) → v(t, x) is C1 on Q , with Q =]0, 1[×Ω .
(H3) (t, x, u) → f (t, x, u) is bounded, continuous and lipschitzian with respect to u on Q1×R. Q1 is an open subset of Rd+1
which contains Q .
(H4) D is a convex closed subset of Rm.
(H5) h is C1(Q1 × R,Rm)withm ≤ d+ 1,
The following result has been proved in [9], Chap. IV, p. 130:
Theorem 3.1. Viability for regular transport Assume that the hypotheses (H1)–(H5) hold true, and consider the following
transport equation:
∂tρ + v · ∇xρ = f (t, x, ρ(x)) in Q ;
ρ(0, x) = ρ0(x), (15)
where ρ0 is continuous onΩ and satisfies the constraint
∀x ∈ Ω h(0, x, ρ0(x)) ∈ D.
Assume h is of maximal rank on Q1 × R and there exists ε positive such that
∀(t, x, u) ∈ Q1 h(t, x, u) ∉ D ⇒ ∇dD · H(t, x, u)+ ε ≤ 0, (16)
where dD is the euclidean distance to D in Rm and
H(t, x, u) = ∂h
∂t
(t, x, u)+ ∂h
∂x
(t, x, u) · v(t, x)+ ∂h
∂u
(t, x, u)f (t, x, u). (17)
Then the classical solution ρ ∈ C1(Q ,R) to Eq. (15) exists and satisfies the constraint (14), with h(t, x, ρ(t, x)) ∈ D.
Let us specify the sufficient condition (16) for some different subsets D.
Corollary 3.2. Assuming the hypotheses of Theorem 3.1 to be satisfied, let z = (t, x, ρ(t, x)); the sufficient condition (16) reads
that there exists a positive ε such that:
• (case m = 1 with the constraint given by h(z) ≤ 0)
∀z ∈ Q1, 0 < h(z)⇒ H(z)+ ε ≤ 0;
• (case m ≤ d+ 2 with the constraint given by 1 ≤ i ≤ m hi(z) ≤ ai)
∀z ∈ Q1, 0 <
i=m−
i=1
(hi(z)− ai)+ ⇒
i=m−
i=1
sgn+(hi(z)− ai)Hi(z)+ ε ≤ 0;
• (case m ≤ d+ 2 with the constraint given by ‖h(z)‖Rm ≤ r)
∀z ∈ Q1, r < ‖h(z)‖Rm ⇒
i=m−
i=1
hi(z)Hi(z)+ ε ≤ 0.
3.2. An example of a non-convex statistical constraint with O.E.O.F.
Inwhat followswe give an examplewhere h−1(D) is not convex. Let us come back to the O.E.O.F. between two 1D images.
The optimal velocity vM satisfies H2 and for generating the continuous deformation of images between ρ0 and ρ1, we solve
the following transport equation:
∂tρ + vM · ∇xρ = −div(v)ρ = f (·, ρ) in Q ;
ρ(0, x) = ρ0(x). (18)
A time–space statistic series {Sp 1 ≤ p ≤ P} is generated by using the starting image and an analytical simulator. The
statistic is interpreted as realizations of a random variable S the density of which, g , is approximated with a Parzen’s kernel:
g(t, x, u) = 1
Pr
√
2π
P−
p=1
e−
(u−Sp(t,x))2
2r2 ∀u ∈ R; (19)
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where r is a constant (see [10] for a precise description). Requiring that the solution to (18) belongs to a suitable confidence
interval centered in S, the expected value of S, we define a regular pointwise statistical constraint for all u ∈ R:
h(t, x, u) = C −
∫ u+2kσ
u−2kσ
g(t, x, s) ds (20)
where C and k ≥ 1 satisfy
C = min
[
min
x∈Ω
∫ ρ0(x)+2kσ
ρ0(x)−2kσ
g(0, x, s) ds, 1− 1
k2
]
.
The constraint added to the transport equation (18) reads
h(t, x, ρ(t, x)) ≤ 0 for any (t, x) ∈ Q . (21)
Here D = R− and it is straightforward to check that h−1(D) = D is non-convex.
4. Relaxed solutions
4.1. Computation of a relaxed solution
For when the condition (16) is not satisfied, we define a relaxed transport equation which according to Theorem 3.1 has
a solution ρn satisfying the constraint (21). We prove that the algorithm for computing this solution converges, and error
estimates with respect to time and space steps are given for the numerical method. Define z = (t, x, u) ∈ Q1, and denote
by dD the signed distance to the subset D, fix n ∈ N; ε ∈ R+∗ and define respectively the functions ϕn, G and fn in general
and in 1D cases by
ϕn(z) = [1− n(dD(h(z)))−]+
G(z) = [(∇dD(h(z)),H(z))m + ε]
+
(∇dD(h(z)), ∂3h(z))m
fn(z) = f (z)− ϕn(z)G(z)
,

ϕn(z) = [1− n(h(z))−]+
G(z) = [H(z)+ εsgn(h(z))]
+
∂3h(z)
fn(z) = f (z)− ϕn(z)G(z)
(22)
where sgn is a regularized sign function and the superscripts + and − respectively mean the positive and negative parts.
Let us mention that our strategy is not to change the velocity (and thus the flow) when the constraint is not verified, but to
change the right hand side of the transport equation (15) so that the condition (16) is satisfied, which leads to the previous
definition of G. The transversality condition (16) implies the contingency condition of the right hand side of the transport
equation (see [9], Lemma 4.4.2.6, p. 126). Thus if this transversality condition is not satisfied, the function f is modified in
such a way that it becomes true: H(t, x, u)+ ϵ = 0.
In this section,M , the subscript velocity, is dropped.
Lemma 4.1. Relaxed viability for O.E.O.F. Assume the hypotheses of Theorem 3.1 to be satisfied, and assume that D3h does not
vanish on Q1 × R. Let n and ε be fixed and define fn by fn(z) = f (z)− ϕn(z)G(z); then ρn, the solution to
∂tρn + v · ∇xρn = fn(ρn) in Q ;
ρn(0, ·) = ρ0 inΩ, (23)
verifies the constraint h(t, x, ρn(t, x)) ∈ D .
Since the modified right hand side fn is a viable function for the constraint, a generalized Nagumo theorem applies. For a
proof of the lemma the reader is referred to [9], Theorem 4.4.1, p. 130.
Now, let us specify the numerical approximation of the problem (23). Due to the low regularity of the right hand side of
the transport equation (Lipschitz regularity), a first-order upwind scheme is proposed although, nowadays, more efficient
schemes are available for solving the transport equation, such as ENO and WENO schemes. Moreover, a first-order upwind
scheme is well suited to establishing the estimate (26).
LetM, J ∈ N be two fixed integers; the time and space steps are defined by
1t = 1
M
; 1x = 1
J
.
Introduce the family of points {tm, xj} defined by
tm = m1t; xj = j1x for 0 ≤ m ≤ M; 0 ≤ j ≤ J.
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For the examples considered, the incoming part of the boundary will be constituted of {0}× (0, 1). We denote by A the J× J
matrix defined by
A = I + 1t
1x

|v(tm+1, x1)| −v−(tm+1, x1) · 0
−v+(tm+1, x2) |v(tm+1, x2)| −v−(tm+1, x2) 0
0 · · ·
· · · −v−(tm+1, xJ−1)
0 0 −v+(tm+1, xJ) |v(tm+1, xJ)|
 (24)
and by ϱm, Fmn (ϱ
m) the RJ vectors which respectively represent an approximation of the solution to the problem (23) and
an approximation of its right hand side, at time tm and for every point {xj}j=Jj=1:
ϱmn ≈

ρn(tm, x1)
ρn(tm, x2)
·
·
ρn(tm, xJ)
 ; Fmn (ϱmn ) =

fn(tm, x1, ϱmn1)
fn(tm, x2, ϱmn2)·
·
fn(tm, xJ , ϱmnJ )
 .
Now let us recall a technical result concerning theM-matrix [11].
Lemma 4.2. For every M, J ∈ N the matrix A is anM-matrix. That is to say A−1 exists and for g ∈ RJ a non-negative vector, the
vector A−1g is non-negative.
Let us give now the algorithm for computing the approximated solution. For simplicity the subscript n is skipped in the
notation, except for the function F , and, since the problem to solve is nonlinear, an iterative procedure with a subscript k as
the index is introduced.
• Given ϱ0, for 0 ≤ m ≤ M − 1 do:
· For h(·, ϱm+10 ) ∈ D knowing ϱm+1k , compute ϱm+1k+1 , a solution to
Aϱm+1k+1 = ϱm +1tFm+1n (ϱm+1k ). (25)
· If ‖ϱm+1k+1 − ϱm+1k ‖RJ ≤ δ, stop; otherwise, set k = k+ 1 and go to (25).
· Set ϱm = ϱm+1k+1 .• End do.
The following estimate will be useful for the convergence of the algorithm (25).
Lemma 4.3. Let M and J be fixed; assume the function v to be µ lipschitzian, and the function fn to be η lipschitzian with
respect to the last variable uniformly with respect to the other ones. Then the sequence (ϱm+1k )k∈N defined by the recursive
relation (25) verifies the following estimate:
J−
j=1

ϱm+1k+1j − ϱm+1kj
2 ≤ η1t
2 (1−1t(µ+ η/2))
J−
j=1

ϱm+1kj − ϱm+1k−1j
2
. (26)
Proof. Starting from the equation
A

ϱm+1k+1 − ϱm+1k
 = 1t Fm+1n (ϱm+1k )− Fm+1n (ϱm+1k−1 ) (27)
then to simplify the notation we drop the superscript m + 1, and the expressions v±(tm+1, xj) and ϱm+1k+1 − ϱm+1k are
respectively denoted by v±j and by ρ. Multiplying each row j of Eq. (27) by ρj we have
ϱ21 +
1t
1x

v+1 ϱ
2
1 + 1/2v−1 [(ϱ1 − ϱ2)2 + ϱ21 − ϱ22]
 = 1t[Fn1(ϱk)− Fn1(ϱk−1)]ϱ1
ρ2j +
1t
1x

1/2v+j [(ρj − ρj−1)2 + ρ2j − ρ2j−1] + 1/2v−j [(ρj − ρj+1)2 + ρ2j − ρ2j+1]

= 1t[Fnj(ϱk)− Fnj(ϱk−1)]ρj 2 ≤ j ≤ J − 1
ρ2j +
1t
1x
[1/2v+j [(ρj − ρj−1)2 + ρ2j − ρ2j−1] + v−J ρ2j ] = 1t[FnJ (ϱk)− FnJ (ϱk−1)]ρj.
(28)
Sum all the equalities in (28). Denote by II the sum of differences of squares that appear. Then a discrete integration by parts
leads to
II = 1t
1x

J−1
j=1
1
2
(v+j − v+j+1)ρ2j + v+J ρ2j +
J−
j=2
1
2
(v−j − v−j−1)ρ2j + v+1 ϱ21

. (29)
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By using the µ-lipschitzian property of functions v± we have the following inequality:
−1tµ
J−
j=1
ρ2j ≤ II. (30)
The right hand side of Eq. (28) is bounded by using the Cauchy–Schwarz inequality, and we have
1t
J−
j=1
[Fn(ϱkj)− Fn(ϱk−1j)]ρj ≤
1tη
2

J−
j=1
(ϱkj − ϱk−1j)2 +
J−
j=1
ρ2j

. (31)
Gathering the two previous inequalities, you get the estimate (26). 
4.2. Results of convergence for the algorithm (25)
Theorem 4.4. Let J be fixed; assume the function v to beµ-lipschitzian, and the function Fn to be η-lipschitzian. Then there exists
M0 such that for every M0 ≤ M the sequence (ϱm+1k )k∈N defined by (25) converges for all 0 ≤ m ≤ M.
Proof. Keeping the same notation as in the previous section, defineM0 as the integer value of 1+ 1µ+η . Thus forM greater
than or equal toM0, the estimate (26) reads
‖ϱk − ϱk+1‖2 ≤ ν‖ϱk − ϱk−1‖2, (32)
with ν < 1. We deduce that {ϱk}k∈N is a Cauchy sequence since we have for every q < p
‖ϱp − ϱq‖2 ≤ νq 11− ν ‖ϱ1 − ϱ0‖2, (33)
which goes to zero when q goes to infinity. 
4.3. Error estimation
In what follows, we give an error estimate for the problem (23) with respect to time and space steps. Let us denote
by ρ˜m+1n the RJ -vector constituted of the values of ρn, the solution to the problem (23), at time tm+1 and at the points
{xj}Jj=1. The RJ -vector ϵm+1(1t,1x) stands for the local consistency error vector. There exists a constant C such that
‖ϵm+1(1t,1x)‖∞ ≤ C(1t + 1x) irrespective of the values of M and of J . It is straightforward to check that the following
equation is verified:
Aρ˜m+1n = ρ˜mn +1tFm+1n (ρ˜m+1n )+1tϵm+1(1t,1x). (34)
Theorem 4.4 ensures that there exists a unique solution ϱm+1 to
Aϱm+1n = ϱmn +1tFm+1n (ϱm+1n ). (35)
Lemma 4.5. Assume the hypotheses of Theorem 4.4 to be satisfied, and assume the problem (23) to have a C2 solution, with
respect to time and space. Define the error vector by em+1 = ϱm+1n − ρ˜m+1n and introduce the approximated discrete L2 norm
‖ · ‖22,1x = 1x‖ · ‖22. Then for every 0 ≤ m ≤ M where M0 ≤ M, the following estimate holds true:
‖em+1‖22,1x ≤ e(2µ+η+1)‖e0‖22,1x + C2(1t +1x)2
1
2µ+ η + 1 . (36)
Proof. The proof is classical. From the equation verified by the error vector, arguing in the same way as in the proof of
Lemma 4.3, we have
‖em+1‖22(1− (2µ+ η + 1)1t) ≤
1
2
‖em‖22 +
1t
2
‖ϵm+1(1t,1x)‖22. (37)
Classical transformations lead to (36). 
Let us end this section with a numerical example. The objective is to transport the initial end diastolic profile (blue line) to
the target end systolic profile (red line) in Fig. 2. The direct application to the O.E.O.F. method is illustrated in Fig. 3. As we
can check on the graphic, the O.E.O.F. flow realizes the exact warping between the two profiles.
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Fig. 2. Initial and final profiles.
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Fig. 3. O.E.O.F. solution. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Mean model from statistics.
However, notably in the cardiac image application, one knows that the optimal transportation may not be realistic.
Therefore a priori knowledge is added, coming from statistical data, in order to constrain the warping. The proposed
mathematicalmodel provides a sufficient condition for thewarping not to be an extreme value of the statistic. The statistical
constraint is learnt from a collection of 100 examples generated from an analytical left ventricle cardiacmotionmodelwhich
was designed originally to generate the synthetic cardiac MR images in the context of the evaluation of motion estimates.
The average model from the 100 samples is given in Fig. 4.
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Fig. 5. Constrained O.E.O.F. solution.
The solution obtained with the statistically constrained proposed method is given in Fig. 5. The constraint requires
that the warping belongs to a uniform neighborhood of the average model. This result shows the ability of the method
to account for a pointwise constraint. The location where the change due to the constraint is maximal is indicated in the
figures.
4.4. Conclusions
To summarize, in this work, we have presented a mathematical method for the fusion of a pointwise constraint with a
motion described with a PDE model. The efficiency of the method has been tested with a 1D problem coming from a 2D
medical image tracking problem. The relaxed proposed problem has been proved to be well-posed and first-order error
estimates have been derived for the numerical method. Moreover, the method can be extended to 2D or 3D problems.
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