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Abstract
The purpose of this paper is to show how a class of classical linear stochastic systems can be physically implemented using quantum
optical components. Quantum optical systems typically have much higher bandwidth than electronic devices, meaning faster response
and processing times, and hence has the potential for providing better performance than classical systems. A procedure is provided for
constructing the quantum optical realization. The paper also describes the use of the quantum optical realization in a measurement feedback
loop. Some examples are given to illustrate the application of the main results.
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1 Introduction and Motivation
With the birth and development of quantum technologies,
quantum control systems constructed using quantum opti-
cal devices play a more and more important role in con-
trol engineering, [Wiseman & Milburn (1993)], [Wiseman
& Milburn (1994)], and [Wiseman & Milburn (2009)]. Lin-
ear systems are of basic importance to control engineer-
ing, and also arise in the modeling and control of quantum
systems; see [Gardiner & Zoller (2004)] and [Wiseman &
Milburn (2009)]. A classical linear system described by the
state space representation can be realized using electrical
and electronic components by linear electrical network syn-
thesis theory, see [Anderson & Vongpanitlerd (1973)]. For
example, consider a classical system given by
dξ (t) =−ξ (t)dt+dv1(t)
dy(t) =ξ (t)dt+dv2(t) (1)
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where ξ (t) is the state, v1(t) and v2(t) are inputs, and y(t)
is the output. Implementation of the system (1) at the hard-
ware level is shown in Figure 1. Analogously to the elec-
trical network synthesis theory of how to synthesize linear
analog circuits from basic electrical components, [Nurdin
et al.(2009)] have proposed a quantum network synthesis
theory (briefly introduced in Subsection 2.4 of this paper),
which details how to realize a quantum system described by
state space representations using quantum optical devices.
Fig. 1. Classical hardware implementation of the system (1).
The purpose of this paper is to address this issue of quan-
tum physical realization for a class of classical linear sys-
tems. For example, the quantum physical realization of the
system (1) is shown in Figure 2 (see Example 1 in Section
3 for more details). The essential quantum optical compo-
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Fig. 2. Quantum hardware realization of the system (1).
nents used in Figure 2 include optical cavities, degenerate
parametric amplifiers (DPA), phase shifters, beam splitters,
and squeezers, etc; interested readers may refer to [Bachor
& Ralph (2004)], [Nurdin et al.(2009)] for a more detailed
introduction to these optical devices. The problem of quan-
tum physical realization can be solved by embedding the
classical system into a larger linear quantum system, The-
orem 1. In this way, the classical system is represented as
an invariant commutative subsystem of the larger quantum
system.
While the results of this paper may be useful for a variety of
problems outside the scope of measurement feedback con-
trol, the principle motivation for realizing classical systems
in quantum hardware is that one is better able to match the
timescales and hardware of a classical controller to the sys-
tem being controlled. Classical hardware is typically much
slower than the quantum systems intended to be controlled,
and complex interface hardware may be required. Compared
with classical systems typically implemented using standard
analog or digital electronics, quantum mechanical systems
may provide a bandwidth much higher than that of conven-
tional electronics and thus increase processing times. For
instance, quantum optical systems can have frequencies up
to 1014 Hz or higher. Furthermore, it is becoming feasible to
implement quantum networks in semiconductor materials,
for example, photonic crystals are periodic optical nanos-
tructures that are designed to affect the motion of photons in
a similar way that periodicity of a semiconductor crystal af-
fects the motion of electrons, and it may be desirable to im-
plement control networks on the same chip (rather than in-
terfacing to a separate system); see [Beausoleil et al.(2007)].
This paper is organized as follows. Section 2 introduces
some notations of classical and quantum random variables
and then gives a brief overview of classical linear systems,
quantum linear stochastic systems as well as quantum net-
work synthesis theory. Section 3 presents the main results
of this paper, which are illustrated with an example. Sec-
tion 4 presents a potential application of the main results of
Section 3 to measurement feedback control of quantum sys-
tems. Finally, Section 5 gives the conclusion of this paper.
Notation. The notations used in this paper are as follows:
i=
√−1; the commutator is defined by [A,B] = AB−BA. If
X = [x jk] is a matrix of linear operators or complex numbers,
then X# = [x∗jk] denotes the operation of taking the adjoint
of each element of X , and X† = [x∗jk]
T . We also define
ℜ(X) = (X+X#)/2 and ℑ(X) = (X−X#)/2i, and diagn(M)
denotes a block diagonal matrix with a square matrix M
appearing n times on the diagonal block. The symbol In
denotes the n×n identity matrix, and we write
Jn =
[
0 In
−In 0
]
. (2)
2 Preliminaries
2.1 Classical and quantum random variables
Recall that a random variable X is Gaussian if its probability
distribution P is Gaussian, i.e.
P(a < X < b) =
∫ b
a
pX (x)dx, (3)
where pX (x) = 1σ
√
2pi
exp(− (x−µ)22σ2 ). Here, µ = E[X ] is the
mean, and σ2 = E[(X−µ)2] is the variance.
In quantum mechanics, observables are mathematical rep-
resentations of physical quantities that can (in principle) be
measured, and state vectors ψ summarize the status of phys-
ical systems and permit the calculation of expected values
of observables. State vectors may be described mathemat-
ically as elements of a Hilbert space H = L2(R) of square
integrable complex-valued functions on the real line, while
observables are self-adjoint operators A on H. The expected
value of an observable A when in pure state ψ is given by the
inner product 〈ψ,Aψ〉 = ∫ ∞−∞ψ(q)∗Aψ(q)dq. Observables
are quantum random variables.
A basic example is the quantum harmonic oscillator, a model
for a quantum particle in a potential well; see [Merzbacher
(1998), Chapter 14]. The position and momentum of the par-
ticle are represented by observables Q and P (also called po-
sition quadrature and momentum quadrature), respectively,
defined by
(Qψ)(q) = qψ(q), (Pψ)(q) =−i d
dq
ψ(q) (4)
for ψ ∈ H= L2(R). Here, q ∈R represents position values.
The position and momentum operators do not commute,
and in fact satisfy the commutation relation [Q,P] = i. In
quantum mechanics, such non-commuting observables are
2
referred to as being incompatible. The state vector
ψ(q) = (2pi)−
1
4σ−
1
2 exp(− (q−µ)
2
4σ2
) (5)
is an instance of what is known as a Gaussian state. For this
particular Gaussian state, the means of P and Q are given by∫ ∞
−∞ψ(q)∗Qψ(q)dq = µ , and
∫ ∞
−∞ψ(q)∗Pψ(q)dq = 0, and
similarly the variances are σ2 and h¯
2
4σ2 , respectively.
If we are given a classical vector-valued random variable
X˜ = [X1 X2 · · · Xn]T , we may realize (or represent) it
using a quantum vector-valued random variable XˇQ with
associated state ψ in a suitable Hilbert space in the sense
that the distribution of X˜ is the same as the distribution of
XˇQ with respect to the state ψ . For instance, if the variable X˜
have a multivariate Gaussian distribution with its probability
density function given by
f (x˜) = (2pi)−
n
2 |Σ|− 12 exp
(
−1
2
(x˜− µ˜)TΣ−1(x˜− µ˜)
)
(6)
with mean µ˜ ∈ Rn and covariance matrix Σ ∈ Rn×n, we
may realize this classical random variable X˜ using an open
harmonic oscillator. Indeed, we can take the realization
to be the position quadrature XˇQ = [QT1 Q
T
2 · · · QTn ]T
(for example), with the state ψ selected so that (µ˜,Σ2) =
(µ˜Q,Σ2Q). So statistically X˜ ≡ XˇQ. The quantum vector
Xˇ = [XˇTQ Xˇ
T
P ]
T is called an augmentation of X˜ , where
XˇP = [PT1 P
T
2 · · · PTn ]T is the momentum quadrature.
The quantum realization of the classical random variable
may be expressed as X˜ ≡
[
In 0n×n
][ XˇQ
XˇP
]
.
2.2 Classical linear systems
Consider a class of classical linear systems of the form,
dξ (t) =Aξ (t)dt+Bdv1(t),
dy(t) =Cξ (t)dt+Ddv2(t), (7)
where A∈Rn×n, B∈Rn×nv1 , C ∈Rny×n and D∈Rny×nv2 are
real constant matrices, v1(t) and v2(t) are input signals and
independent. The initial condition ξ (0) = ξ0 is Gaussian,
while y(0) = 0. The transfer function ΞC(s) from the noise
input channel v to the output channel y for the classical
system (7) is denoted by
ΞC(s) =
 A [ B, 0n×nv2 ]
C
[
0nv2×nv2 , D
] (s) = [C (sIn−A)−1 B, D ]
(8)
2.3 Quantum linear stochastic systems
Consider a quantum linear stochastic system of the form
(see e.g. [Gardiner & Zoller (2004)], [Wiseman & Milburn
(2009)], [Nurdin et al.(2009)])
dx(t) =A˜x(t)dt+ B˜dw(t),
dz(t) =C˜x(t)dt+ D˜dw(t), (9)
where A˜ ∈R2n×2n, B˜ ∈R2n×nw , C˜ ∈Rnz×2n and D˜ ∈Rnz×nw
are real constant matrices. We assume that nw and nz are
even, with nz ≤ nw (see [James et al.(2008), Section II] for
details). We refer to n as the degrees of freedom of systems of
the form (9). Equation (9) is a quantum stochastic differen-
tial equation (QSDE) [Parthasarathy (1992)] and [Gardiner
& Zoller (2004)]. In equation (9), x(t) is a vector of self-
adjoint possibly non-commuting operators, with the initial
value x(0) = x0 satisfying the commutation relations
x0 jx0k− x0kx0 j = 2iΘ˜ jk, (10)
where Θ˜= [Θ˜ jk] j,k=1,2,...,2n is a skew-symmetric real matrix.
The matrix Θ˜ is said to be canonical if it is the form Θ˜= Jn.
The components of the vector w(t) are quantum stochastic
processes with the following non-zero Ito products:
dw j(t)dwk(t) = Fjkdt, (11)
where F is a non-negative definite Hermitian matrix. The
matrix F is said to be canonical if it is the form F = Inw +
iJ nw
2
. In this paper we will take Θ˜ and F to be canonical. The
transfer function for the quantum linear stochastic system
(9) is given by
ΞQ(s) =
 A˜ B˜
C˜ D˜
(s) = C˜(sI2n− A˜)−1 B˜+ D˜. (12)
Here we mention that while the equations (9) look formally
like the classical equations (7), they are not classical equa-
tions, and in fact give the Heisenberg dynamics of a system
of coupled open quantum harmonic oscillators. The vari-
ables x(t), w(t) and z(t) are in fact vectors of quantum ob-
servables (self-adjoint non-commuting operators, or quan-
tum stochastic processes).
The quantum system (9) is (canonically) physically realiz-
able (cf. [Wang et al.(2012)]), if and only if the matrices A˜,
B˜, C˜ and D˜ satisfy the following conditions:
A˜Jn+ JnA˜T + B˜J nw2 B˜
T = 0, (13)
B˜J nw
2
D˜T =−JnC˜T , (14)
D˜J nw
2
D˜T = J nz
2
. (15)
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where nw ≥ nz. In fact, under these conditions the quantum
linear stochastic system (9) corresponds to an open quantum
harmonic oscillator [James et al.(2008), Theorem 3.4] con-
sisting of n oscillators (satisfying canonical commutation re-
lations) coupled to nw/2 fields (with canonical Ito products
and commutation relations). In particular, in the canonical
case, x0 = (q1,q2, . . . ,qn, p1, p2, . . . , pn)T , where q j and p j
are the position and momentum operators of the oscillator j
(which constitutes the jth of degree of freedom of the sys-
tem) that satisfy the commutation relations [q j, pk] = 2iδ jk,
[q j,qk] = [p j, pk] = 0 in accordance with (10). Hence by
the results of [Nurdin et al.(2009)] the system can be im-
plemented using standard quantum optics components. It is
also possible to consider other quantum physical implemen-
tations.
2.4 Quantum network synthesis theory
We briefly review some definitions and results from [Nur-
din et al.(2009)]; see also [Nurdin (2010a)] and [Nurdin
(2010b)]. The quantum linear stochastic system (9) can be
reparametrized in terms of three parameters S,L,H called
the scattering, coupling and Hamiltonian operators, respec-
tively. Here S is a complex unitary nw2 × nw2 matrix S†S =
SS† = I, L = Λx0 with Λ ∈ C nw2 ×2n, and H = 12 xT0 Rx0 with
R = RT ∈ R2n×2n. Recall that there is a one-to-one corre-
spondence between the matrices A˜, B˜,C˜, D˜ in (9) and the
triplet S,L,H or equivalently the triplet S,Λ,R; see [James et
al.(2008)] and [Nurdin et al.(2009)]. Thus, we can represent
a quantum linear stochastic system G given by (9) with the
shorthand notation G= (S,L,H) or G= (S,Λ,R) [Gough &
James (2009a)]. Given two quantum linear stochastic sys-
tems G1 = (S1,L1,H1) and G2 = (S2,L2,H2) with the same
number of field channels, the operation of cascading of G1
and G2 is represented by the series product G2 /G1 defined
by
G2 /G1 =
(
S2S1,L2 +S2L1,H1 +H2 +
1
2i
(L†2S2L1−L†1S†2L2)
)
According to [Nurdin et al.(2009), Theorem 5.1] a linear
quantum stochastic system with n degrees of freedom can
be decomposed into an unidirectional connection of n one
degree of freedom harmonic oscillators with a direct cou-
pling between two adjacent one degree of freedom quan-
tum harmonic oscillators. Thus an arbitrary quantum linear
stochastic system can in principle be synthesized if:
1) Arbitrary one degree of freedom systems of the form (9)
with nw input fields and nw output fields can be synthesized.
2) The bidirectional coupling Hd = ∑n−1j=1∑
n
k= j+1 x
T
k ×(
RTjk− 12i (Λ†kΛ j−ΛTk Λ#j)
)
x j can be synthesized, where
Λ j denotes the jth row of the complex coupling ma-
trix Λ . The Hamiltonian matrix R is given by R =
1
4 P
T
2n(−JnA˜ + A˜T Jn)P2n and the coupling matrix Λ is
given by Λ=− i2
[
0nw×nw Inw
]
P2nwdiagnw(M)P
T
2nw B˜
T JnP2n
where M =
[
1 −i
1 i
]
, P2n denotes a permutation matrix
acting on a column vector f = [ f1 f2 ... f2n]T as
P2n f =[ f1 f1+n f2 f2+n ... fn f2n]T .
The work [Nurdin et al.(2009)] then shows how one de-
gree of freedom systems and the coupling Hd can be ap-
proximately implemented using certain linear and nonlinear
quantum optical components. Thus in principle any system
of the form (9) can be constructed using these components.
In Section 3 we will use the construction proposed in [Nur-
din et al.(2009)] to realize systems of the form (9) without
further comment. The details of the construction and the in-
dividual components involved can be found in [Nurdin et
al.(2009)] and the references therein.
3 Quantum Physical Realization
In this section we present our results concerning the quantum
physical realization of classical linear systems and then pro-
vide an example to illustrate the results. As is well known,
for a linear system, its state space representation can be as-
sociated to a unique transfer function representation. Then,
we will show how the transfer function matrix ΞC(s) can be
realized (in a sense to be defined more precisely below) us-
ing linear quantum components. In general, the dimension
of vectors in (9) is greater than the vector dimension in (7),
and so to obtain a quantum realization of the classical sys-
tem (7) using the quantum system (9) we require that the
transfer functions be related by
ΞC(s) = MoΞQ(s)Mi, (16)
as illustrated in Figure 3. Here, the matrix Mi and Mo corre-
spond to operation of selecting elements of the input vector
w(t) and the output vector z(t) of the quantum realization
that correspond to quantum representation of v(t) and y(t),
respectively (as discussed in Section 2). In Figure 3, the un-
labeled box on the left indicates that v(t) is represented as
some subvector of w(t) (e.g. modulation 1 ), whereas the un-
labeled box on the right indicates that y(t) corresponds to
some subvector of z(t) (quadrature measurement).
quantum
system
Fig. 3. Quantum realization of classical system ΞC : v 7→ y.
1 Modulation is the process of merging two signals to form a third
signal with desirable characteristics of both in a manner suitable
for transmission.
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Definition 1 The classical linear stochastic system (7)
is said to be canonically realized by the quantum linear
stochastic system (9) provided:
(1) The dimension of the quantum vectors x(t), w(t)
and z(t) are twice the lengths of the correspond-
ing classical vectors x(t), v(t) = [v1(t)T v2(t)T ]T
and y(t), where x(t)=[ξ (t)T θ(t)T ]T with ξ (t) =
[q1(t) q2(t) · · · qn(t)]T and θ(t) = [p1(t) p2(t)
· · · pn(t)]T , w(t)= [v1(t)T v2(t)T u1(t)T u2(t)T ]T
and z(t) = [y(t)T y′(t)T ]T .
(2) The classical ΞC(s) and quantum ΞQ(s) transfer func-
tions are related by equation (16) for the choice
Mo =
[
Iny 0ny×ny
]
, Mi =
[
Inv 0nv×nv
]T
.
(3) The quantum linear stochastic system (9) is canonically
physically realizable (as described in Section 2.3) with
the system matrices A˜, B˜,C˜ and D˜ having the special
structure:
A˜ =
[
A0 0n×n
A1 A2
]
, B˜ =
[
B0 0n×nv2 0n×nv1 0n×nv2
B1 B2 B3 B4
]
,
C˜ =
[
C0 0nw×n
C1 C2
]
, D˜ =
[
0ny×nv1 D0 0ny×nv1 0ny×nv2
D1 D2 D3 D4
]
. (17)
with A0 ∈ Rn×n, A1 ∈ Rn×n, A2 ∈ Rn×n, B0 ∈ Rn×nv1 ,
B1 ∈ Rn×nv1 , B2 ∈ Rn×nv2 , B3 ∈ Rn×nv1 , B4 ∈ Rn×nv2 ,
C0 ∈ Rny×n, C1 ∈ Rny×n, C2 ∈ Rny×n, D0 ∈ Rny×nv2 ,
D1 ∈ Rny×nv1 , D2 ∈ Rny×nv2 , D3 ∈ Rny×nv1 , and D4 ∈
Rny×nv2 .
Remark 1 According to the structure of the matrices A˜,
B˜, C˜, and D˜, and since the system (9) is physically real-
izable, it can be verified directly that commutation rela-
tions for ξ (t),θ(t) satisfy [ξ (t),ξ (s)T ] = 0, [ξ (t),θ(s)T ] 6= 0
and [θ(t),θ(s)T ] = 0 for all t,s ≥ 0. The quantum real-
ization of the classical variable ξ (t) may be expressed as
ξ (t) =
[
I 0
]
x(t) =
[
I 0
][ ξ (t)
θ(t)
]
. The structures of the
matrices A˜, B˜,C˜ and D˜ in the above definition ensure that
the classical system (7) can be embedded as an invariant
commutative subsystem of the quantum system (9), as dis-
cussed in [James et al.(2008)], [Gough & James (2009a)]
and [Wang et al.(2012)]. Here, the classical variables and
the classical signals are represented within an invariant
commutative subspace of the full quantum feedback system,
and the additional quantum degrees of freedom introduced
in the quantum controller have no influence on the behav-
ior of the feedback system; see [James et al.(2008)] for de-
tails. In fact, D˜ represents static Bogoliubov transformations
or symplectic transformations, which can be realized as a
suitable static quantum optical network (eg. ideal squeez-
ers), [Nurdin et al.(2009)], [Nurdin (2012)].
In what follows we restrict our attention to stable classi-
cal systems, since it may not be desirable to attempt to im-
plement an unstable quantum system. By a stable quantum
system (9) we mean that the A˜ is Hurwitz. We will seek sta-
ble quantum realizations. Furthermore, given the quantum
physical realizability conditions (13)-(15), we cannot do the
quantum realizations for an arbitrary classical system (7).
For these reasons we make the following assumptions re-
garding the classical linear stochastic system (7).
Assumption 1 Assume the following conditions hold:
(1) The matrix A is a Hurwitz matrix.
(2) The pair (−A,B) is stabilizable.
(3) The matrix D is of full row rank.
Theorem 1 Under Assumption 1, there exists a stable quan-
tum linear stochastic system (9) realizing the given classi-
cal linear stochastic system (7) in the sense of Definition
1, where the matrices A˜, B˜,C˜ and D˜ can be constructed ac-
cording to the following steps:
(1) A0 = A, B0 = B, C0 =C and D0 = D, with A B, C and
D as given in (7).
(2) B1, B2 are arbitrary matrices of suitable dimensions.
(3) The matrices A2 and B3 can be fixed simultaneously by
A2 =−AT −B3BT (18)
where B3 is chosen to let A2 be a Hurwitz matrix.
(4) The matrices B4 and D4 are given by
B4 =−CT (DDT )−1D+N1(D)T , (19)
D4 = (DDT )−1D+N2(D)T , (20)
where N1(D) (resp., N2(D)) denotes a matrix of the
same dimension as BT4 (resp., D
T
4 ) whose columns are
in the kernel space of D.
(5) For a given D4, there always exist matrices D1,D2,D3
satisfying
−D3DT1 −D4DT2 +D1DT3 +D2DT4 = 0. (21)
The simplest choice is D1 = 0, D2 = 0, and D3 = 0.
(6) The remaining matrices can be constructed as follows,
C2 =−D3BT (22)
C1 = D4BT2 +D3B
T
1 −D2BT4 −D1BT3 (23)
A1 = Ξ+
1
2
(B3BT1 −B1BT3 −B2BT4 +B4BT2 ) (24)
where Ξ is an arbitrary n×n real symmetric matrix.
Proof. The idea of the proof is to represent the classical
stochastic processes ξ (t) and v(t) as quadratures of quan-
tum stochastic processes x(t) and w(t) respectively, and
then determine the matrices A˜, B˜, C˜ and D˜ in such a way
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that the requirements of Definition 1 and the Hurwitz prop-
erty of A˜ are fulfilled. To this end, we set the number of
oscillators to be n = nc, the number of field channels as
nw = 2nv = 2(nv1 +nv2) and the number of output field chan-
nels as nz = 2ny. Equations (18)-(24) can be obtained from
the physical realizability constraints (13)-(15). According to
the second assumption of Assumption 1, we can choose B3
such that A2 =−AT −B3BT is a Hurwitz matrix. From the
first assumption of Assumption 1, we can conclude that A˜ is
a Hurwitz matrix, which means the quantum linear stochas-
tic system (9) is stable. Using Mi and Mo as defined in Defi-
nition 1 and then combining these with equations (17)-(24),
we can verify the following relation between the classical
ΞC(s) and quantum ΞQ(s) transfer functions,
MoΞQ(s)Mi
=
[
Iny 0ny×ny
]{[ C 0ny×n
C1 C2
](
sI2n−
[
A 0n×n
A1 A2
])−1
×
[
B 0n×nv2 0n×nv1 0n×nv2
B1 B2 B3 B4
]
+ D˜
}[
Inv 0nv×nv
]T
=
[
C 0ny×n
][ (sIn−A)−1 0n×n
(sIn−A2)−1A1(sIn−A)−1 (sIn−A2)−1
]
×
[
B 0n×nv2
B1 B2
]
+
[
0ny×nv1 D
]
=
[
C (sIn−A)−1 B D
]
= ΞC(s)
This completes the proof. 
Example 1: Let us realize the classical system (1) in-
troduced in Section 1. The classical transfer function is
ΞC(s) =
[
1
s+1 1
]
. By Theorem 1, we can construct a quan-
tum system G given by
dx1 =−x1dt+dv1
dx2 =−x2dt+2du1−du2
dz1 = x1dt+dv2
dz2 = du2 (25)
The quantum transfer function is given by ΞQ(s) =[
1
s+1 1 0 0
0 0 0 1
]
. Since in this case Mo =
[
1 0
]
, Mi =[
I2 02×2
]T
, we see that ΞC(s) =MoΞQ(s)Mi. The commu-
tative subsystem dx1 = −x1dt + dv1, dz1 = x1dt + dv2 can
clearly be seen in these equations, with the identifications
y = z1, ξ = x1. It can be seen that A˜, B˜, C˜ and D˜ satisfy the
physically realizable constraints (13) and (14).
Let us realize this classical system. The parameter R for G
is given by R = 0, which means no Degenerate Parametric
Amplifier (DPA) is required to implement R; see [Nurdin
et al.(2009), section 6.1.2]. The coupling matrix Λ for G is
given by
Λ=
[
Λ1
Λ2
]
=
[
−1 −0.5i
0.5 0
]
From the above equation, we can get Λ1 = [−1 −0.5i ]
and Λ2 = [ 0.5 0 ]. The coupling operator L1 = Λ1x0 for G
is given by
L1 = Λ1
[
q
p
]
= Λ1
[
1 1
−i i
][
a
a∗
]
=−1.5a−0.5a∗ (26)
where a = 12 (q+ ip) is the oscillator annihilation operator
and a∗ = 12 (q− ip) is the creation operator of the system
G with position and momentum operators q and p, respec-
tively. L1 can be approximately realized by the combination
of a two-mode squeezer ϒG11 , a beam splitter BG12 , and an
auxiliary cavity G1. If the dynamics of G1 evolve on a much
faster time scale than that of G then the coupling operator L1
is approximately given by: L1 = 1√γ1 (−ε∗12a+ε11a∗), where
γ1 is the coupling coefficient of the only partially transmit-
ting mirror of G1, ε11 is the effective pump intensity of ϒG11
and ε12 is the coefficient of the effective Hamiltonian for
BG12 given by ε12 = 2Θ12e
−iΦ12 , where Θ12 is the mixing
angle of BG12 andΦ12 is the relative phase between the input
fields introduced by BG12 ; see [Nurdin et al.(2009)]. For this
to be a good approximation we require that
√γ1, |ε11|, |ε12|
be sufficiently large, and assuming that the coupling coeffi-
cient of the mirror M1 is γ1 = 100, then we can get ε11 =−5,
ε12 = 15, Φ12 = 0 and Θ12 = 7.5. The scattering matrix for
G1 is eipi = −1 and all other parameters are set to 0. In a
similar way, the coupling operator L2 =Λ2x0 can be realized
by the combination of ϒG21 , BG22 , and G2. In this case, if we
set the coupling coefficient of the partially transmitting mir-
ror M2 of G2 to γ2 = 100, we find the effective pump inten-
sity ε21 of ϒG21 given by ε21 = 5, the relative phase Φ22 of
BG22 given by Φ22 = pi , the mixing angle Θ22 of BG22 given
by Θ22 = 2.5, the scattering matrix for G2 to be eipi = −1,
with all other parameters set to 0. The implementation of
the quantum system G is shown in Figure 2.
4 Application
The main results of this paper may have a practical applica-
tion in measurement feedback control of quantum systems,
which is important in a number of areas of quantum tech-
nology, including quantum optical systems, nanomechanical
systems, and circuit QED systems; see [Wiseman & Milburn
(1993)] and [Wiseman & Milburn (2009)]. In measurement
feedback control, the plant is a quantum system, while the
controller is a classical system [Wiseman & Milburn (2009)].
The classical controller processes the outcomes of a mea-
surement of an observable of the quantum system to deter-
mine the classical control actions that are applied to control
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the behavior of the quantum system. The closed loop system
involves both quantum and classical components, such as an
electronic device for measuring a quantum signal, as shown
in Figure 4. However, an important practical problem for the
implementation of measurement feedback control systems
in Figure 4 is the relatively slow speed of standard classical
electronics.
According to the main results of Section 3, it may be possi-
ble to realize the measurement feedback loop illustrated in
Figure 4 fully at the quantum level. For instance, if the plant
is a quantum optical system where the classical control is
a signal modulating a laser beam, and if the measurement
of the plant output (a quantum field) is a quadrature mea-
surement (implemented by a homodyne detection scheme),
then the closed loop system might be implemented fully us-
ing quantum optics, Figure 5. The quantum implementation
of the controller is designed so that (i) its dynamics depend
only on the required quadrature of the field (the quadrature
that was measured in Figure 4), and (ii) its output field is
such that it depends only on the commutative subsystem
representing the classical controller plus a quantum noise
term. In other words, the role of the quantum controller in
the feedback loop is equivalent to that of a combination of
the classical controller, the modulator and the measurement
devices in the feedback loop.
    classical 
control variable
G
K
Fig. 4. Measurement feedback control of a quantum system, where
HD represents the homodyne detector and Mod represents the
optical modulator.
G
Fig. 5. Quantum realization of a measurement feedback control
system.
Example 2: Consider a closed loop system which consists
of a quantum plant G and a real classical controller K shown
in Fig. 4. The quantum plant G, an optical cavity, is of the
form (9) and is given in quadrature form by the equations
dq= (−γ
2
q+ω p)dt−√γ dw1 (27)
d p= (−γ
2
p−ωq)dt−√γ dw2 (28)
dη1 =
√
γ qdt+dw1 (29)
dη2 =
√
γ pdt+dw2, (30)
where ω is the detuning parameter, and γ is a coupling con-
stant. The output of the homodyne detector (Figure 4) is ζ =
η1. The quantum control signal (w1,w2) is the output of a
modulator corresponding to the equations dw1 = ξdt+dw˜1,
dw2 = dw˜2, where (w˜1, w˜2) is a quantum Wiener process,
and ξ is a classical state variable associated with the classi-
cal controller K, with dynamics dξ =−ξdt+dζ . The com-
bined hybrid quantum-classical system G-K is given by the
equations
dq= (−γ
2
q+ω p−√γ ξ )dt−√γ dw˜1
d p= (−γ
2
p−ωq)dt−√γ dw˜2
dξ =
√
γqdt+dw˜1
dζ = (
√
γ q+ξ )dt+dw˜1. (31)
Note that this hybrid system is an open system, and con-
sequently the equations are driven by quantum noise. The
quantum realization of the system dξ =−ξdt+dζ , dw1 =
ξdt+dw˜1, denoted here by KQ is, from Example 1, given by
equations (25) (with the appropriate notational correspon-
dences). The combined quantum plant and quantum con-
troller system G-KQ is specified by Figure 5, with corre-
sponding closed loop equations
dq= (−γ
2
q+ω p−√γ x1)dt−√γ dv2
d p= (−γ
2
p−ωq)dt−√γ du2
dx1 =
√
γ qdt+dv2
dx2 = (−x2+2√γ p)dt+du2. (32)
The hybrid dynamics (31) can be seen in these equations
(with x1, v2 and u2 replacing ξ , w˜1 and w˜2, respectively).
By the structure of the equations, joint expectations involv-
ing variables in the hybrid quantum plant-classical controller
system equal the corresponding expectations for the com-
bined quantum plant and quantum controller. For example,
E[q(t)ξ (t)] = E[q(t)x1(t)]. A physical implementation of
the new closed loop quantum feedback system is shown in
Figure 6.
We consider now the conditional dynamics for the cavity,
[Wiseman & Milburn (2009), Bouten et al.(2007)]. Let qˆ(t)
and pˆ(t) denote the conditional expectations of q(t) and p(t)
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given the classical quantities ζ (s),ξ (s), 0≤ s≤ t. Then
dqˆ= (−γ
2
qˆ+ω pˆ−√γξ )dt+Kqdν (33)
d pˆ= (−γ
2
pˆ−ω qˆ)dt+Kpdν (34)
where Kq = q̂2− (qˆ)2+1 and Kp = q̂p− qˆpˆ are the Kalman
gains for the two quadratures, and ν is the measurement
noise (the innovations process, itself a Wiener process). The
output also has the representation dζ = (√γ qˆ+ξ )dt+dν .
The conditional cavity dynamics combined with the classical
controller dynamics leads to the feedback equations
dqˆ= (−γ
2
qˆ+ω pˆ−√γξ )dt+Kqdν (35)
d pˆ= (−γ
2
pˆ−ω qˆ)dt+Kpdν (36)
dξ =
√
γ qˆdt+dν (37)
dζ = (
√
γ qˆ+ξ )dt+dν (38)
Here we can see the measurement noise ν(t) explicitly in
the feedback equations. By properties of conditional expec-
tation, we can relate expectations involving the conditional
closed loop system with the hybrid quantum plant classical
controller system, e.g. E[qˆ(t)ξ (t)] = E[q(t)ξ (t)]. We there-
fore see that the expectations involving the hybrid system,
the conditional system, and the quantum plant quantum con-
troller system are all consistent.
!
!
B "
G
"B
z
w
G
Fig. 6. Quantum realization of the closed-loop system shown in
Figure 5.
5 Conclusion
In this paper, we have shown that a class of classical lin-
ear stochastic systems (having a certain form and satisfying
certain technical assumptions) can be realized by quantum
linear stochastic systems. It is anticipated that the main re-
sults of the work will aid in facilitation the implementation
of classical linear systems with fast quantum optical devices
(eg. measurement feedback control), especially in miniature
platforms such as nanophotonic circuits.
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