The corrections to finite-size scaling in the critical two-point correlation function G(r) of 2D Ising model on a square lattice have been studied numerically by means of exact transfer-matrix algorithms. The systems have been considered, including up to 800 spins. The calculation of G(r) at a distance r equal to the half of the system size L shows the existence of an amplitude
Introduction
Since the exact solution of two-dimensional Lenz-Ising (or Ising) model has been found by Onsager [1] , a study of various phase transition models is of permanent interest. Nowadays, phase transitions and critical phenomena is one of the most widely investigated fields of physics [2, 3] . Remarkable progress has been reached in exact solution of two-dimensional models [4] . Recently, we have proposed [5] a novel method based on grouping of Feynman diagrams (GFD) in ϕ 4 model. Our GFD theory allows to analyze the asymptotic solution for the two-point correlation function at and near criticality, not cutting the perturbation series. As a result the possible values of exact critical exponents have been proposed [5] for the GinzburgLandau (ϕ 4 ) model with O(n) symmetry, where n = 1, 2, 3, . . . is the dimensionality of the order parameter. Our predictions completely agree with the known exact and rigorous results in two dimensions [4] . In [5] , we have compared our results to some Monte Carlo (MC) simulations and experiments [6, 7, 8] . It has been shown [5] that the actually discussed MC data for 3D Ising [6] and XY [7] models are fully consistent with our theoretical predictions, but not with those of the perturbative renormalization group (RG) theory [9, 10, 11] . As claimed in [5] , the conventional RG expansions are not valid from the mathematical point of view. The current paper, dealing with numerical transfer-matrix analysis of the two-point correlation function in 2D Ising model, as well as with MC simulations in the three-dimensional Ising model presents some more evidences in favour of the critical exponents predicted by the GFD theory. Our estimations are based on the finite-size scaling theory, which by itself is an attractive field of investigations [12] and has increasing importance in modern physics [3] .
Critical exponents predicted by GFD theory
Our theory predicts possible values of exact critical exponents γ and ν for the ϕ 4 model whith O(n) symmetry (n-component vector model) given by the Hamiltonian H/T = r 0 ϕ 2 (x) + c(∇ϕ(x)) 2 + uϕ 4 (x) dx ,
where r 0 is the only parameter depending on temperature T , and the dependence is linear. At the spatial dimensionality d = 2, 3 and n = 1, 2, 3, ... the predicted possible values of the critical exponents are [5] 
where m ≥ 1 and j ≥ −m are integers. It is well known that the O(n)-symmetric ϕ 4 model belongs to the same universality class as the corresponding lattice model (Ising model at n = 1, XY model at n = 2, the classical Heisenberg model at n = 3, etc.), where the order parameter is an n-component vector (spin) with fixed modulus | ϕ(x) |= 1, since the latter is a particular case (r 0 → −∞ at −r 0 /(2u) = 1 or λ → ∞ in the notations used in [13] ) of the lattice ϕ 4 model, where the gradient term is represented by finite differences [13] . Besides, the partition functions and two-point correlation functions of both ϕ 4 model in [5] and Ising model can be represented by similar functional integrals [14, 15] . Thus, at n = 1 we have m = 3 and j = 0 to fit the known exact results for the two-dimensional Ising model. As proposed in Ref. [5] , in the case of n = 2 we have m = 3 and j = 1, which yields in three dimensions ν = 9/13 and γ = 17/13. As already explained in [5] , our predictions do not refer to the case of the self-avoiding random walk recovered at n = 0. The values (2) and (3) have been derived in [5] assuming that 2ν − γ > 0 holds. In principle, the mean-field-like solution with 2ν − γ = 0 can exist at d < 4, and it refers to the Gaussian random walk with n = −2. This is a special case, not related to (2) and (3), where two expansion parameters ∆ 2ν−γ and ∆ 2γ−dν with ∆ = T − T c → 0 being the deviation from the critical temperature T c , are replaced by one parameter ∆ 2γ−dν . Eq. (48) in [5] can be then satisfied with γ = 1 and ν = 1/2, i. e., all the exponents are consistent and each term can be compensated. The singularity of the specific heat with the exponent α = 2 − d/2 comes from the leading terms in Eq. (60) of [5] . Obviously, γ = 1 and ν = 1/2 always are the true exponents at d > 4, where the Gaussian approximation G(k) = 1/ G(0) −1 + 2ck 2 for the two-point correlation function G(k) in the Fourier representation is asymptotically exact at u → 0 and T > T c for arbitrarily small wave vectors k. These exponents are recovered at any m and j in (2) and (3) when approaching the upper critical dimension d = 4 from below. Our formulae do not provide any sensible result approaching d = 1, where ν = 1/(d − 1) is expected at n = 1 according to the Midgal's approximation [16] . The explanation of this fact, however, can be rather unusual. Contrary to any approximations, a jump-like or almost jump-like (with infinite derivative at T = 0) drop of the critical temperature to zero is observed at 1 < d < 2 in exactly solved (calculated numerically from exact formulae) Ising model on a family of fractal lattices [17] . We suppose that the Ising model on Bravais lattice behaves in a similar way when d is decreased below 2, therefore exponents at d → 1 have no physical meaning. This idea is supported by our original calculation of the surface tension of 2D Ising model on finite-size lattices presented in Sec. 5 . By using exact formulae, we show that the tending to the thermodynamic limit is powerlike with a logarithmic correction. This is a typical marginal behavior. Our general theoretical concept is that d = 2 is the lower critical dimension for any n ≥ 1. Besides, the critical temperature does not vanish at d → 2 + 0. There exists the long-range order at finite temperatures at d > 2 and only disordered state at d < 2. However, in the marginal case d = 2 different behavior is observed at low temperatures: the long-range order at n = 1, the Kosterlitz-Thouless structural order at n = 2, and disordered state at n > 2. Our concept agree with the known rigorous results for XY model [18, 19] . It disagrees with the prediction of the perturbative RG theory [20] that the critical temperature goes to zero at d → 2+0 for the O(n > 2)-symmetric nonlinear σ model and, therefore, the behavior in this case is Gaussian, i. e., η = 0 and ν = 1/(d−2). The results of the perturbative RG theory are not rigorous since the claims are based on formal expansions which break down in relevant limits, in this case at vanishing external field H → +0. Moreover, essential claims of this theory are based on an evidently incorrect mathematical treatment. In particular, the conclusion about the Gaussian character of the O(n)-symmetric ϕ 4 model below T c has been made in [21] by simply rewritting the Hamiltonian in an apparently Gaussian form (see Eqs. (3.4) to (3.6) in [21] ). The author, however, forgot to include the determinant of the transformation Jacobian in the relevant functional integrals, according to which the resulting model all the same is not Gaussian. Due to the reasons mentioned above, we do not believe in predictions of the perturbative RG theory, but rely only on exact and rigorous results.
There exists a simple non-perturbative explanation why the critical temperature should stay finite at d → 2 + 0 for the O(n)-symmetric Heisenberg model. Below T c , the difference in free energies for models with antiperiodic and periodic boundary conditions along one axis is ∆F ∝ Υ(T )L d−2 , where L is the linear size of the system and Υ(T ) is the helicity modulus. It holds because the energy difference in the ground state at T = 0 is ∝ L d−2 , corresponding to gradually rotated spins in any given plane. The factor Υ(T ) takes into account the temperature dependence. It vanishes at T ≥ T c . Hence, the factor L d−2 always vanishes at d < 2 in the thermodynamic limit L → ∞, therefore the long-range order (if it would exist) could be destroyed in this case at any finite temperature by gradually rotating the spins without increasing the free energy. Thus, the long-range order disappears at d < 2 irrespective to the behavior of Υ(T ), i. e., irrespective to the value of T c at d = 2 + 0. In such a way, the assumption that the critical temperature should go to zero continuously appears as an additional unnecessary constraint. On the other hand, if the critical temperature remains finite in ϕ 4 model, then η should be positive at d = 2 + 0 to avoid the divergence of
with a = 0 holds for the two-point correlation function. The expectation η > 0 agrees with (2) and (3). However, the critical temperature at d = 2 + 0 and η tend to zero in the limit n → ∞ to coincide with the known exact results for the spherical model, which are recovered in (2) and (3) at j/m → ∞.
In the present analysis the correction-to-scaling exponent θ for the susceptibility is also relevant. The susceptibility is related to the correlation function G(k) via χ ∝ G(0) [10] . In the thermodynamic limit, this relation makes sense at T > T c . According to our theory, t γ G(0) can be expanded in a Taylor series of t 2ν−γ at t → 0. In this case the reduced temperature t is defined as t = r 0 (T ) − r 0 (T c ) ∝ T − T c . Formally, t 2γ−dν appears as second expansion parameter in the derivations in Ref. [5] , but, according to the final result represented by Eqs. (2) and (3), (2γ − dν)/(2ν − γ) is a natural number. Some of the expansion coefficients can be zero, so that in general we have
where ℓ may have integer values 1, 2, 3, etc. One can expect that ℓ = 4 holds at n = 1 (which yields θ = 1 at d = 2 and θ = 1/3 at d = 3) and the only nonvanishing corrections are those of the order t θ , t 2θ , t 3θ , since the known corrections to scaling for physical quantities, such as magnetization or correlation length, are analytical in the case of the two-dimensional Ising model. Here we suppose that the confluent corrections become analytical, i. e. θ takes the value 1, at d = 2. Besides, similar corrections to scaling are expected for susceptibility χ and magnetization M since both these quantities are related to G(0), i. e., χ ∝ G(0) and
is the volume and L is the linear size of the system. The above limit is meaningful at L → ∞, but G(0)/V may be considered as a definition of M 2 for finite systems too. The latter means that corrections to finite-size scaling for χ and M are similar at T = T c . According to the scaling hypothesis and finite-size scaling theory, the same is true for the discussed here corrections at t → 0, where in both cases (χ and M ) the definition t =| r 0 (T ) − r 0 (T c ) | is valid. Thus, the expected expansion of the susceptibility χ looks like χ = t −γ a 0 + a 1 t θ + a 2 t 2θ + · · · . Our hypothesis is that j = j(n) and ℓ = ℓ(n) monotoneously increase with n to fit the known exponents for the spherical model at n → ∞. The analysis of the MC and experimental results here and in [5] enables us to propose that j(n) = n − 1, ℓ(n) = n + 3, and m = 3 hold at least at n = 1, 2, 3. These relations, probably, are true also at n > 3. This general hypothesis is consistent with the idea that the critical exponents γ, ν, and θ can be represented by some analytical functions of n which are valid for all natural positive n and yield η = 2 − γ/ν ∝ 1/n rather than η ∝ 1/n s with s = 2, 3, . . . (s must be a natural number to avoid a contradiction, i. e., irrational values of j(n) at natural n) at n → ∞. At these conditions, j(n) and ℓ(n) are linear functions of n (with integer coefficients) such that ℓ(n)/j(n) → 1 at n → ∞, and m is constant. Besides, j(1) = 0, m(1) = 3, and ℓ(1) = 4 hold to coincide with the known results at n = 1. Then, our specific choice is the best one among few possibilities providing more or less reasonable agreement with the actually discussed numerical an experimental results.
We allow that different ℓ values correspond to the leading correction-to-scaling exponent for different quantities related to G(k). According to [5] , the expansion of G(k) in ϕ 4 model by itself contains a nonvanishing term of order t 2ν−γ ≡ t ην (in the form G(k) ≃ t −γ [g(kt −ν ) + t ην g 1 (kt −ν )] whith g 1 (0) = 0, since ℓ > 1 holds in the case of susceptibility) to compensate the corresponding correction term (produced by c (∇ϕ)
2 ) in the equation for 1/G(k) (cf. [5] ).
The correction t ην is related to correction term x −η in the long-distance (x → ∞) behavior of the real-space pair correlation function
at the critical point, as well as to correction L −η in the finite-size scaling expressions at criticality. Such kind of corrections must not necessarily appear in the Ising model, where they could have zero amplitude. In particular, the critical Green's (correlation) function G(x) of 2D Ising model in 11 crystallographic direction on an infinite lattice can be calculated easily based on the known exact formulae [22] , and it yields G(x) ∝ x −1/4 1 + O x −2 at large distances x → ∞. Nevertheless, our calculations in 2D Ising model discussed in Sec. 4.3 indicate the existence of a nontrivial finite-size correction of the kind L −η (for 10 direction), as it can be expected from our theoretical results for the ϕ 4 model. The thermodynamic limit is a particular case of the finite-size scaling with the scaling argument x/L → 0, therefore it is possible that the nontrivial corrections to the correlation function in 2D Ising model vanish in this special case or in the crystallographic direction 11 , but not in general.
Our consideration can be generalized easily to the case where the Hamiltonian parameter r 0 is a nonlinear analytical function of T . Nothing is changed in the above expansions if the reduced temperature t, as before, is defined by t = r 0 (T ) − r 0 (T c ). However, analytical corrections to scaling appear (and also corrections like (T − T c ) m+nθ with integer m and n) if t is reexpanded in terms of T − T c at T > T c . The solution at the critical point remains unchanged, since the phase transition occurs at the same (critical) value of r 0 .
3 Exact transfer matrix algorithms for calculation of the correlation function in 2D Ising model
Adoption of standard methods
The transfer matrix method, applied to analytical calculations on two-dimensional lattices, is well known [1, 4] . The asymptotic behavior of the correlation functions can be studied by means of the equations of the conformal field theory [23] . Exact equations for the two-point correlation function of 2D Ising model on an infinite lattice are known, too [22] . However, no analytical methods exist for an exact calculation of the correlation function in 2D Ising model on finite-size lattices. This can be done numerically by adopting the conventional transfer matrix method and modifying it to reach the maximal result (calculation of as far as possible larger system) with minimal number of arithmetic operations, as discussed further on.
We consider the two-dimensional Ising model where spins are located either on the lattice of dimensions N × L, illustrated in Fig. 1a , or on the lattice of dimensions √ 2N × √ 2L, shown in Fig. 1b . The periodic boundaries are indicated by dashed lines. In case (a) we have L rows, and in case (b) -2L rows, each containing N spins. Fig. 1 shows an illustrative example with N = 4 and L = 3. In our notation nodes are numbered sequently from left to right, and rows -from bottom to top.
For convenience, first we consider an application of the transfer matrix method to calculation of the partition function
where σ i = ±1 are the spin variables, and the summation runs over all the possible spin configurations {σ k }. The argument of the exponent represents the Hamiltonian of the system including summation over all the neighbouring spin pairs i, j of the given configuration {σ k }; parameter β is the coupling constant. Let us consider lattice (a) in Fig. 1 , but containing n rows without periodic boundaries along the vertical axis and without interaction between spins in the upper row. We define the 2 N -component vector r n such that the i-th component of this vector represents the contribution to the partition function provided by the i-th spin configuration of the upper row. Then we have a recurrence relation r n+1 = T r n , where T is the transfer matrix which includes the Boltzmann weights of newly added bonds. Furthermore, we can write r
n is the partial contribution to r n provided by the i-th configuration of the first row. The components of r 
where λ i are the eigenvalues of the transfer matrix T . An analogous expression for the lattice in Fig. 1b reads
where the vectors r
n obey the reccurence relation r
n with different transfer matrices T 1 and T 2 for odd and even row numbers n, respectively.
The actual scheme can be easily adopted to calculate the correlation function σ i σ j between any two lattice points i and j. Namely, the correlation funtion G(x) between the points separated by a distance x, like indicated in Fig. 1 , is given by the statistical average Z ′ /Z, where the sum Z ′ is calculated in the same way as Z, but including the corresponding product of spin variables. It implies the following replacements:
where ∆(x) = x/2 holds for even x, and ∆(x) = (x − 1)/2 -for odd x. In our notation, [σ(k)] i is the spin variable in the k-th node in a row provided that the whole set of spin variables of this row forms the i-th configuration. It is supposed that σ(k + N ) ≡ σ(k) holds according to the periodic boundary conditions. Such a symmetrical form, which includes an averaging over ℓ, allows to reduce the amount of numerical calculations: due to the symmetry we need the summation over only ≈ 2 N /N nonequivalent configurations of the first row instead of the total number of 2 N configurations.
Improved algorithms
The number of the required arithmetic operations can be further reduced if the recurrence relations r
n and r 
We remind that the sequence of numbers in the i-th row corresponds to the spin variables [σ(k)] i with k = 1, 2, . . . , N . They change with i just like the digits of subsequent integer numbers in the binary counting system. Consider now a lattice where n rows are completed, while the (n + 1)-th row contains only ℓ spins where ℓ < N , as illustrated in Fig. 2 in both cases (a) and (b) taking as an example N = 4. We consider the partial contribution (r n+1,ℓ ) i (i. e., i-th component of vector r n+1,ℓ ) in the partition function Z (or Z ′ ) provided by a fixed (i-th) configuration of the set of N upper spins. These are the sequently numbered spins shown in Fig. 2 by empty circles. For simplicity, we have droped the index denoting the configuration of the first row. In case (b), the spin depicted by a double-circle has a fixed value σ ′ . In general, this spin is the nearest bottom-left neighbour of the first spin in the upper row. According to this, one has to distinguish between odd and even n: σ ′ refers either to the first (for odd n), or to the N -th (for even n) spin of the n-th row. It is supposed that the Boltzmann weights are included corresponding to the solid lines in Fig. 2 connecting the spins. In case (a) the weights responsible for the interaction between the upper numbered spins are not included. Obviously, for a given ℓ > 1, r n+1,ℓ can be calculeted from r n+1,ℓ−1 via summation over one spin variable, marked in Fig. 2 by a cross. In case (a) it is true also for ℓ = 1, whereas in case (b) this variable has fixed value σ ′ at ℓ = 1. In the latter case the summation over σ ′ is performed at the last step when the (n + 1)-th row is already completed. These manipulations enable us to write
with
where the componets of the matrices W ℓ (σ) are given by
Here δ(j, k) is the Kronecker symbol and
are the indexes of the old configurations containing ℓ − 1 spins in the (n + 1)-th row depending on the value σ of the spin marked in Fig. 2a by a cross, as well as on the index i of the new configuration with ℓ spins in the (n + 1)-th row, as consistent with the numbering (10). The above equations (11) to (13) refers to case (a). In case (b) we have
where
are the matrices
Here indexes 1 and 2 refer to odd and even row numbers n, respectively, and the components of the matrices W
where [σ(N + 1)] i ≡ σ ′ and the index j 1 (σ, ℓ, i) is given by (14) . For the other index we have
Note that the matrices W ℓ and W
(1,2) ℓ have only two nonzero elements in each row, so that the number of the arithmetic operations required for the construction of one row of spins via subsequent calculation of the vectors r n+1,ℓ increases like 2N · 2 N instead of 2 2N operations necassary for a straightforward calculation of the vector T r n . Taking into account the above discussed symmetry of the first row, the computation time is proportional to 2 2L L for both L × L (a) and Fig. 1 with periodic boundary conditions.
Application to different boundary conditions
The developed algorithms can be easily extended to the lattices with antiperiodic boundary conditions. The latter implies that σ(N + 1) = −σ(N ) holds for each row, and similar condition is true for each column. We can consider also the mixed boundary conditions: periodic along the horizontal axis and antiperiodic along the vertical one, or vice versa. To replace the periodic boundary conditions with the antiperiodic ones we need only to change the sign of the corresponding products of the spin variables on the boundaries. Consider, e. g., the case (a) in Fig. 1 . The change of the boundary conditions along the vertical axis means that the first term in the argument of the exponent in each of the Eqs. (13) changes the sign for the last row, i. e., when n = L. The same along the horizontal axis implies that the term [σ(N )] i in the equation for (W 1 (σ)) ij changes the sign. In this case, however, the symmetry with respect to the configurations of the first row is partly broken and, therefore, we need summation over a larger number of nonequivalent configurations.
4 Transfer matrix study of critical Greens function and corrections to scaling in 2D Ising model
General scaling arguments
It is well known that in the thermodynamic limit the real-space Greens function of the Ising model behaves like G(r) ∝ r 2−d−η at large distances r → ∞ at the critical point β = β c , where η is the critical exponent having the value η = 1/4 in two dimensions (d = 2). Based on our transfer matrix algorithms developed in Sec 3, here we test the finite-size scaling and, particularly, the corrections to scaling in 2D Ising model at the critical point β = β c = 1 2 ln 1 + √ 2 . In [5] the critical correlation function in the Fourier representation, i. e. G(k) at T = T c , has been considered for the ϕ 4 model. In this case the minimal value of the wave vector magnitude k is related to the linear system size L via k min = 2π/L. In analogy to the consideration in Sec. 5.2 of [5] , one expects that k/k min is an essential finite-size scaling argument, corresponding to r/L in the real space. In the Ising model at r ∼ L one has to take into account also the anisotropy effects, so that the expected finite-size scaling relation for the real-space Greens function at the critical point β = β c reads
where the scaling function f (z) depends also on the crystallographic orientation of the line connecting the correlating spins, as well as on the orientation of the periodic boundaries. A natural extension of (19) , including the corrections to scaling, is
where the term with λ 0 ≡ d − 2 + η is the leading one, whereas those with the subsequently increasing exponents λ 1 , λ 2 , etc., represent the corrections to scaling. By a substitution f ℓ (z) = z λ ℓ f ′ (z), the asymptotic expansion (20) transforms to
and ω ℓ = λ ℓ − λ 0 are the correction-to-scaling exponents. We have tested the scaling relation (19) in 2D Ising model by using the exact transfer matrix algorithms in Sec. 3. We have found that all points of f (r/L) = r 1/4 G(r) for the correlation function in 10 direction (case (a) in Sec. 3) well fit a common smooth line at 2 ≤ r ≤ L/2 and L = 8, 12, 15, and 18. It implies that the corrections to (19) are rather small.
Correction-to-scaling analysis for the L × L lattice
Based on the scaling analysis in Sec. 4.1, here we discuss the corrections to scaling for the lattice in Fig. 1a . We have calculated the correlation function G(r) at a fixed ratio r/L = 0.5 in 10 direction, as well as at r/L = 0.5 √ 2 in 11 direction at L = 2, 4, 6, . . . with an aim to identify the correction exponents in (21) . Note that in Table 1 : The critical correlation function G(r = c · L) in 10 (c = 0.5) and 11 (c = 0.5 √ 2) crystallographic directions vs the linear size L of the lattice (a) in Fig. 1 , and the corresponding effective exponents ω ef f (L) and ω(L). (9) is valid for G( √ 2x) (where x = 1, 2, 3, . . .) with the only difference that ∆(x) = x.
Let us define the effective correction-to-scaling exponent ω ef f (L) in 2D Ising model via the solution of the equations
with respect to three unknown quantities ω ef f , a, and b. According to (21) , where λ 0 = η = 1/4, such a definition gives us the leading
The calculated values of G(r = c · L) in the 10 and 11 crystallographic directions [in case (a)] with c = 0.5 and c = 0.5 √ 2, respectively, and the corresponding effective exponents ω ef f (L), determined at ∆L = 2, are given in Tab. 1. In both cases the effective exponent ω ef f (L) seems to converge to a value about 2. Besides, in the second case the behavior is smoother, so that we can try someway to extrapolate the obtained sequence of ω ef f values (column 5 in Tab. 1) to L = ∞. For this purpose we have considered the ratio of two subsequent increments in ω ef f ,
A simple analysis shows that r(L) behaves like 
for a formal extrapolation of ω ef f (L) to L = ∞. This is consistent with (24) where ω ′ = 2. The coefficient b is found by matching the result to the precisely calculated value at L = L max − ∆L. The subsequent values of ω ef f (L), calculated from (23) and (25) at L > L max , converge to some value ω(L max ) at L → ∞. If the leading correction-to-scaling exponent ω is 2, indeed, then the extrapolation result ω(L max ) will tend to 2 at L max → ∞ irrespective to the precise value of ω ′ .
As we see from Tab. 1, the values of ω(L) come remarkably closer to 2 as compared to ω ef f (L), suggesting that ω = 2. As we have discussed in Sec. 2, there could be a nontrivial correction in (21) with ω = η = 1/4. If it really exists, then it has a very small amplitude, otherwise it would show up in our analysis.
Correction-to-scaling analysis for the
To test the possible existence of nontrivial corrections to scaling, here we make the analysis of the correlation function G(r) in 10 direction on the √ 2L × √ 2L lattice shown in Fig. 1b . The advantage of case (b) in Fig. 1 as compared to case (a) is that √ 2 times larger lattice corresponds to the same number of the spins in one row. Besides, in this case we can use not only even, but all lattice sizes to evaluate the exponent ω from calculations of G(r = L), which means that it is reasonable to use the step ∆L = 1 to evaluate ω ef f and ω(L) from Eqs. (22) , (23) and (25) . The results, are given in Tab. 2. It is evident from Tab. 2 that the extrapolated values of the effective correction exponent, i. e. ω(L), come surprisingly close to 2 at certain L values. Besides, the ratio of increments r [cf. Eq. (23) ] in this case is well approximated by (25) , as consistent with existence of a correction term in (21) with exponent 4. On the other hand, we can see from Tab. 2 that ∆ ω(L) = ω(L) − 2 tends to increase in magnitude at L > 13. We have illustrated this systematic and smooth deviation in Fig. 3 . The only reasonable explanation of this behavior is that the expansion (21) necessarily contains the exponent 2 and, likely, also the exponent 4, and at the same time it contains also a correction of a very small amplitude with ω < 2. The latter explains the increase of ∆ ω(L). Namely, the correction to scaling for
with ε ≪ 1, which implies a slow crossover of the effective exponent ω ef f (L) from the values about 2 to the asymptotic value ω. Besides, in the region where ε L 2−ω ≪ 1 holds, the effective exponent behaves like
where b 1 ≪ 1 and b 2 are constants. By using the extrapolation of ω ef f with ω ′ = 2 in (24) and (25), we have compensated the effect of the correction term b 2 L −2 . Besides, by matching the amplitude b in (25) we have compensated also the next trivial correction term ∼ L −3 in the expansion of ω ef f (L). It means that the extrapolated exponent ω(L) does not contain these expansion terms, i. e., we have where δ ω(L) represents a remainder term. It includes the trivial corrections like L −4 , L −5 , etc., and also subleading nontrivial corrections, as well as corrections of order ε L 2−ω 2 , ε L 2−ω 3 , etc., neglected in (26) . According to the latter, Eq. (27) is meaningless in the thermodynamic limit L → ∞, but it can be used to evaluate the correction-to-scaling exponent ω from the transient behavior at large, but not too large values of L where b 1 L 2−ω ≪ 1 holds. In our example the latter condition is well satisfied, indeed.
Based on (27) , we have estimated the nontrivial correction-to-scaling exponent ω by using the data of ω(L) in Tab 2. We have used two different ansatzs
as well as the linear combination of them
containing a free parameter α. We have
In general, the effective exponent ω(L) converges to the same result ω at arbitrary value of α, but at some values the convergence is better. The results for 2 − ω(L) vs L ω−6 at different α values are represented in Fig. 4 by a set of curves. In this scale the convergence to the asymptotic value would be linear (within the actual region where
We have choosen the scale of L −5.75 , as it is consistent with our theoretical prediction The results at the optimal α value 7.243 are shown by empty circles. The dashed line indicates our theoretical asymptotic value 2 − ω = 1.75, whereas the dot-dashed line -that proposed in [25] .
in Sec. 2 that ω = 1/4. Nothing is changed essentially if we use slightly different scale as, e. g., L −14/3 consistent with the correction-to-scaling exponent ω = 4/3 proposed in [25] . As we see from Fig. 4 , all curves tend to merge at our asymptotic value 2 − ω = 1.75 shown by a dashed line. The optimal value of α is defined by the condition that the last two estimates ω(17) and ω(18) agree with each other. It occurs at α = 7.243, and the last two points lie just on our theoretical line.
It is interesting to compare our results with those of the high temperature (HT) series analysis in [26] . The authors of [26] have found "almost by inspection" a correction with exponent ω = 9/4 in the asymptotic expansion of the susceptibility χ. If such a correction exists in the susceptibility, it must be present also in the correlation function due to the relation χ = x G(x 1 − x). However, our extremely accurate calculations by exact algorithms have not revealed such a correction at the critical point.
Comparison to the known exact results and estimation of numerical errors
We have carefully checked our algorithms comparing the results with those obtained via a straightforward counting of all spin configurations for small lattices, as well as comparing the obtained values of the partition function to those calculated from the known exact analytical expressions. Namely, an exact expression for the partition function of a finite-size 2D lattice on a torus with arbitrary coupling constants between each pair of neighbouring spins has been reported in [27] obtained by the loop counting method and represented by determinants of certain transfer matrices.
In the standard 2D Ising model with only one common coupling constant β these matrices can be diagonalized easily, using the standard techniques [28] . Besides, the loop counting method can be trivially extended to the cases with antiperiodic or mixed boundary conditions discussed in Sec. 3.3. It is necessary only to mention that each loop gets an additional factor −1 when it winds round the torus with antiperiodic boundary conditions. We consider the partition functions Z pp ≡ Z, Z aa , Z ap , Z pa . In this notation the first index refers to the horizontal or x axis, and the second one -to the vertical or y axis of a lattice illustrated in Fig. 1a ; p means periodic and a -antiperiodic boundary conditions. As explained above, the standard methods leads to the following exact expressions:
where Q 0 is the partition function represented by the sum of the closed loops on the lattice, as consistent with the loop counting method in [28] , whereas Q 1 , Q 2 , and Q 3 are modified sums with additional factors exp(∆x·iπ/N +∆y·iπ/L), exp(∆x·iπ/N ), and exp(∆y ·iπ/L), respectively, related to each change of coordinate x by ∆x = ±1, or coordinate y by ∆y = ±1 when making a loop. The standard manipulations [28] yield
, where the wave vectors q x = (2π/N ) · n and q y = (2π/L) · ℓ run over all the values corresponding to n = 0, 1, 2, . . . , N − 1 and ℓ = 0, 1, 2, . . . , L − 1. Eq. (32) represents an analytic extension from small β region [27] . The correct sign of square roots is defined by this condition, and all Q i are positive except for Q 0 , which vanishes at β = β c and becomes negative at β > β c . In the case of the periodic boundary conditions, each loop of Q 0 has the sign (−1) m+ab+a+b [27] , where m is the number of intersections, a is the number of windings around the torus in x direction, and b -in y direction. The correct result for Z pp is obtained if each of the loops has the sign (−1) m . In all other cases, similar relations are found easily, taking into account the above defined additional factors. Eqs. (31) are then obtained by finding such a linear combination of quantities Q i which ensures the correct weight for each kind of loops. All our tests provided a perfect agreement between the obtained values of the Greens functions G(r) (a comparison between straightforward calculations and our algorithms), as well as between partition functions for different boundary conditions (a comparison between our algorithms and Eq. (31)). The relative discrepancies were extremely small (e. g., 10 −15 ), obviously, due to the purely numerical inaccuracy.
We have used the double-precision FORTRAN programs. The numerical errors in Tab. Fig. 4 are comparable with 0.03 (they are larger in periphery and smaller in the middle part around 2 − ω ∼ 1.75), i. e., about the symbol size. In Fig. 3 , the errors are practically not seen.
Finite-size scaling of surface tension in Ising model
Based on the exact expressions (31) and (32), we have calculated the surface tension of 2D Ising model below the critical point depending on the lattice sizes N and L.
The antiperiodic boundary conditions along one (say, x) axis at β > β c imply a constraint that the average orientation of spins in one part of the lattice is opposite to that in the other part. These macroscopic phases are separated by an interface with free energy F int . The surface tension is the interface free energy per unit length f int , which can be evaluated taking the difference between the partition functions Z ap and Z pp with and without the interface, respectively. We have used the Onsager's ansatz
where the size N in x direction is included since, due to the translation symmetry, each interface configuration has N equivalent copies obtained by shifting along the x axis. It means that we take only one of N equivalent copies, and this subset of configurations with the partition sum Z ap /N has certain physical meaning -the interface located at a given coordinate x. By such a definition, f int is a well defined quantity and, in distinction to an ansatz where N is omitted, has the limit N → ∞ at any finite L. Besides, the tending to this limit is exponentially fast. The surface tension is an essential criterion of absence or presence of the long-range order: if it vanishes, then the spin system can be split in domains without increasing of the free energy, which means that the long-range order is absent. The results of our calculations at β = 0.5 > β c using the exact formulae (31) and (32) are shown in Fig. 5 .
, and L −1 ln L to show that f int is asymptotically linear in the L −1 (ln L) 1/2 scale, i. e., the tending to the thermodynamic limit follows this power law with the logarithmic correction (ln L) 1/2 . Similar behavior has been observed also at larger β values. There is, however, a technical problem to make numerical calculations at very large system sizes L due to the rounding errors. The actual calculation up to L = 282 has been performed by REAL*16 (about 32 decimal digits) accuracy.
We have estimated the partition functions Z p and Z a with periodic and antiperiodic boundary conditions along one axis (periodic in other two directions) also for 3D Ising model by the multicanonical Monte Carlo (MC) sampling method [29] . These MC simulations have been performed by using the pseudo-random number generator proposed and tested in [30] . We have found that the partition function zeroes of 3D Ising model, calculated from our simulated density of states in the energy space, agree within the error bars with the values reported in literature [31] . 
These results support the convenventional believe [32] that the finite-size correction in 3D case is ∼ L −2 , since the f int vs (ln L) r L −2 plot within L ∈ [6, 16] is the most linear at r ≈ 0. Our results in two and three dimensions together with the known results for 3D Ising model [32] coincide with the idea that f int tends to the thermodynamic limit as L 1−d at the spatial dimensionality d > 2, whereas the logarithmic correction (ln L) 1/2 appears in two dimensions. The logarithmic correction at d = 2 indicates that 2, but not 1, is a special marginal value of d -the lower critical dimension under which the long-range order disappears at finite temperatures.
Generation of pseudo-random numbers
We have found that some of simulated quantities like specific heat of 3D Ising model near criticality are rather sensitive to the quality of pseudo-random numbers. The linear congruatial generators providing the sequence
of integer numbers I n is a convenient choice. We have used in previous section the generator of [30] with a = 843314861, c = 453816693, and m = 2 31 . The G05CAF generator of NAG library with a = 13 13 , c = 0, and m = 2 59 (generating odd integers) has been extensively used in [32] . We have compared the results of both generators for 3D Ising model, simulated by the Wolff's cluster algorithm [33] , and have found a disagreement by almost 1.8% in the maximal value of C V at the system size L = 48. Application of the standard shuffling scheme ( [34] p. 391) with the length of the shuffling box (string) N = 128 appears to be not helpful to remove the discrepancy. The problem is that the standard shuffling scheme, where the numbers created by the original generator are put in the shuffling box and picked up from it with random delays in about N steps, effectively removes the shortrange correlations between the pseudo-random numbers, but nevertheless it does not essentially change the block-averages I n k = k −1 n+k−1 j=n I j over k subsequent steps if k ≫ N . It means that such a shuffling is unable to modify the low-frequency tail of the Fourier spectrum of the sequence I n to make it more consistent with white noise (an ideal case). The numbers I n repeat cyclically and the block-averages over the cycle do not fluctuate at all in contradiction with truly random behavior. To solve the problem, we have made a second shuffling as follows. We have split the whole cycle of length m of the actual generator with m = 2 31 in 2 20 segments each consisting of 2048 numbers. Starting with 0, we have recorded the beginning numbers of each segment. It allows to restart the generator from the beginning of any segment. The last pseudo-random number generated by our shuffling scheme is used to choose the next number from the shuffling box, exactly as in the standard scheme. In addition, we have used the last but one number to choose at random a new segment after each 2048 steps. This double-shuffling scheme mimics the true fluctuations of the block-averages even at k ≫ m and has an extremely long (comparable with 2 20 ! steps at N = 2 20 ) cycle. We have used a very large shuffling box with N = 2 20 to make the shuffling more effective. As a consequence, we have reached a perfect agreement with the results of G05CAF generator, which has a rather long cycle even without shuffling.
A hidden problem is the existence of certain long-range correlations in the sequence I n of the original generator of [30] . Namely, pseudo-random numbers of a subset, composed by picking up each 2 k -th element of the original sequence, appear to be rather strongly correlated for k ≥ 20. It is observed explicitely by plotting such a subsequence I * n vs n, particularly, if the first element is choosen I * 1 = 0. These correlations reduce the effectiveness of our second shuffling. Correlations of this kind, although well masked, exist also in the sequence of G05CAF generator. Namely, if we choose I * 1 = 1 and k = 25 and generate the coordinates (x, y) by means of this subset, then we observe that the x − y plane is filled by the generated points in a non-random way. The origin of these correlations, obviously, is the choice of modulo parameter m as a power of 2. A promising alternative, therefore, is to use the well known Lewis generator [34] , where m = 2 31 − 1 is a prime number, a = 7 5 , and c = 0, as the original generator of our double-shuffling scheme. (This generator has been tested in [35] and, even without any shuffling, it gave good results for the energy and specific heat of 2D Ising model on 16 × 16 lattice simulated by Wolff's cluster algorithm.) As before, the cycle is split in 2 20 segments. However, the first segment now starts with 1. Besides, the first and the last segments contain only 2047 elements instead of 2048. After all numbers of the previous segment are exhausted, a new segment is choosen as follows: if the last but one random number of our shuffling scheme is I, then we choose the k-th segment, where k = 1 + [I/2048]. Since we never have I = 0 or I = m, it ensures that each segment is choosen with the probability proportional to its length. We have used the shuffling box of length N = 10 6 for this scheme.
From the theoretical point of view, the latter scheme could provide the best pseudo-random numbers. The test simulations we made in 2D Ising model showed that G05CAF generator, as well as both shuffling schemes provide very accurate results, which indicates that the actually discussed long-range correlations do not have a remarkable effect. We have simulated by the Wolff's algorithm the mean energy ε , specific heat C V , as well as its derivatives C ′ V = ∂C V /∂β and C ′′ V = ∂ 2 C V /∂β 2 for 2D Ising model at the critical point and have compared the results with those extracted from exact formulae (31) and (32) . The test simulations consisting of 4.8 · 10 8 and 2.4 · 10 7 cluster-algorithm steps have been made for the lattice sizes L = 48 and L = 256, respectively. The whole simulation has been split in 24 blocks to estimate the statistical averages and standard errors (σ) from the last 20 blocks. The simulation with the generator of [30] has revealed systematical errors of about 10σ for the specific heat and its derivatives at L = 48. The values provided by the G05CAF generator and our two shuffling schemes agreed with the exact ones within the errors about one σ. The most serious deviation of 2.37σ has been observed for C ′′ V in the case of L = 48 simulated by our first shuffling scheme. At L = 48, one standard deviation σ corresponded to ∼ 0.0009% relative error for ε , ∼ 0.02% error for C V , ∼ 0.2% error for C ′ V , and ∼ 0.35% error for C ′′ V . At L = 256 these errors were ∼ 0.0012%, ∼ 0.12%, ∼ 3%, and ∼ 4%, respectively. Furthermore we have used the latter three generators in simulations of 3D Ising model and verification of the simulated values by performing some of the simulations twice with different generators.
Test estimations of the critical exponent β in 2D Ising model
Based on the well known exact magnetization data
Ising model, we have tested the known method of effective exponents [36, 37] extensively used in our paper. Here β = 1/8 is the magnetization exponent and K is the coupling constant, denoted in this way exceptionally in Secs. 7 to 9. The effective critical exponent β ef f (t) = ln[M (at)/M (t/a)]/(2 ln a) with a = 2 1/4 , calculated from the magnetization data M (t) within the range of the reduced temperatures t = (K/K c ) − 1 ∈ [0.02; 0.08] (where K c is the critical coupling) is shown in Fig. 6 (left) by solid circles. Omitting two largest t values, the linear least-squares approximation of β ef f (t) (tiny dashed line) gives β ≃ 0.1244, and the quadratic fit of all points (solid line) yields β ≃ 0.12496 in close agreement with the exact value 0.125. For comparison, the most popular method of estimation of critical exponents by simply measuring the slope of a log-log plot, as illustrated in the right-hand-side picture (Fig. 6) , yields a relatively poor result β ≃ 0.1144 in spite of the fact that the actually used piece of the log-log plot (6 smallest t values) looks very linear. Up to now we have discussed the exact data only. In the case of Monte Carlo data with the statistical errors, say, about the symbol size, we would be unable to detect the very small deviations from linearity and could easily get a very good, but nevertheless misleading linear fit. In other words, such a simple measuring of critical exponent is unreliable since there is clearly a danger to get an uncontrolled systematical error. Such a measurement within t ∈ [t min ; t max ] practically yields the mean slope of the log-log plot within this interval, which is nothing but an effective exponent. It corresponds just to one point on the β ef f (t) plot, i. e., to β ef f (t * ) at t * = √ t min t max , as indicated in Fig. 6 (left) by dot-dot-dashed lines. The method of effective exponents has been designed to control the systematical errors of such simple measurements and eliminate them by a suitable extrapolation. Inclusion of corrections to scaling directly in the ansatz for row data (in this case M ) is another way to eliminate the systematical errors. However, we greatly prefer the method of effective exponents since it can be well controlled visually. This method is also sensitive enough to distinguish between a power-like and a logarithmic singularity of specific heat, as discussed in Sec. 10. There are no essential problems reported in literature, as regards the MC estimation of the critical exponent β in 2D Ising model. It is because the simulations can be done easily much closer to the critical point than in our test example. However, the problem remains in 3D case. The systematical errors in the measured β values are caused by the corrections to scaling, so that t θ rather than t is an essential parameter. For the smallest reduced temperatures t ≥ 0.0005 considered in the published literature [38] we have t θ > 0.022 with the RG value of the correction-to-scaling exponent θ ≃ 0.5, and t θ > 0.079 with our (GFD) value θ = 1/3. It means that the systematical errors of the simple (naive) measurements of β can be even larger than in our 2D test example with t θ ≡ t ≥ 0.02.
Estimation of the critical coupling of 3D Ising model
Here we discuss the critical coupling K c of 3D Ising model, which is relevant to our estimations of the critical exponent β in Sec. 9. The most accurate MC values reported in literature are K c = 0.22165459(10) [39] , K c ≃ 0.2216545 [40] , and K c = 0.2216544(3) [38] . One of the recent estimates of HT series expansion is K c = 0.221654(1) [41] . We have estimated the critical coupling from our MC results for the pseudocritical couplingsK c (L) which correspond to U = 1.6, where U = M 4 / M 2 2 . Note that 1 − U/3 is the Binder cumulant which may have the values from 0 (at high temperatures) to 2/3 (at low temperatures). In the thermodynamic limit L → ∞ it changes jump-likely at K = K c , so that lim The data suggest that the pseudocritical coupling has a maximum at L ∼ 256. Since dU/dK is negative, such a qualitative behavior is expected in view of the known results [13] , according to which the universal value of U at K = K c and L → ∞ is slightly larger than 1.6 and, therefore,K c (L) should approach K c from above. According to the finite-size scaling theory,
holds at large L, where ω = θ/ν. We have found that the data within a wide range of sizes can be well described by the Pade approximation rather than by a simple ansatz with the correction-to-scaling term. Namely, the formulã
where L = L/L 0 and L 0 corresponds to the maximum ofK c (L) plot, well fits the data within the whole range of sizes L ∈ [48; 384]. The location of the maximum is the only characteristic length measure for theK c (L) plot, which should transform to the correct asymptotic form somewhat beyond this maximum. It motivates our specific choice of L 0 , which otherwise is not well defined as a fitting parameter. Fortunately, the results remain practically unchanged if we take, say, twice smaller or twice larger value of L 0 . Assuming our (GFD) exponents ν = 2/3 and ω = 0.5 (correction-to-scaling exponent for the magnetization), a fitting of all data points to (35) yields K c = 0.22165407 (29) with the goodness of fit [42] Q = 0.897. To eliminate the systematical errors, we have discarded the two smallest sizes, which yields K c = 0.22165386 (51) with Q = 0.797. It agrees within the error bars with the value 0.2216544(3) of [38] and the value 0.221654(1) of [41] . 9 Estimation of the critical exponent β from the magnetization data in 3D Ising model
Based on the well known scaling relation 2β = dν − γ, we find from (2) and (3), where j = 0 and m = 3 holds at n = 1, the GFD value β = 3/8 of the magnetization exponent β for 3D Ising model. This value is remarkably larger than the usually believed ones about 0.326 [11] . We suppose that the asymptotic exponent β not only for the Ising model, but also for the Heisenberg model is larger than provided by approximate RG theories and known numerical estimates. In polycrystalline Ni (n = 3), the increase of the effective exponent β ef f well above the RG value 0.3662 [43] has been established experimentally in [44] , where the authors have found the asymptotic estimate β = 0.390(3). This value clearly disagree within error bars with the RG prediction, but agree with our value 11/28 = 0.3928 . . . predicted for the n = 3 case (m = 3, j = 2). Also the critical exponent γ measured in most of experiments on Ni and Fe ranges from 1.28 to 1.35 (see [44, 45, 46] and references therein), and only some experimentators have obtained a larger value about 1.41 -the only value cited in [11] . One of the best experimental methods is to use the Kouvel-Fisher plot, since T c and γ are determined simultaneously with no fitting parameters [45] . This method yields the value γ = 1.35 [45, 47] which is believed among (some) experimentators to be the asymptotic exponent (see the references in [45] ). Our prediction γ = 19/14 ≃ 1.357 is remarkably consistent with this value. Let us now return to the Ising model. The spontaneous magnetization M of 3D Ising model has been considered in [48, 49, 50, 38 ]. An empirical formula M (t) =t 0.32694109 1.6919045 − 0.34357731t 0.50842026 − 0.42572366t (36) witht = 1 − 0.2216544/K has been found in [38] which fits the simulated at three linear sizes L = 64, 128, 256 of the lattice and extrapolated to the thermodynamic limit data of | M | within the range of the reduced temperatureŝ t ≃ t = (K/K c ) − 1 > 0.0005. We have made an approximate estimatiom of the spontaneos magnetization M (t) in the thermodynamic limit from our simulated values of | M | at L = 200 to compare the results with (36) . Besides, we have made accurate MC simulations by the Wolff's algorithm [33] at t ≥ 0.000086 for system sizes up to L = 410 to verify the critical exponent β ≃ 0.3269 proposed by (36) . We have performed the simulations at certain values of coupling constants K i ,
(rounded to 9 digits after the decimal point), where K * c = 0.2216545 is the critical coupling estimated in [40] . We have choosen K 0 = 0.224 to compare our results with those reported in [49, 50] . Each next K i value is √ 2 times closer to K * c than the previous one.
Our MC simulations have been split typically in 51 blocks (bins) to calculate the average value an standard deviation σ from the last 50 bins. As a test, we have checked that a splitting in twice larger blocks provides consistent values of σ, i. e., the blocks were large enough to justify our treatment of the block-averages as statistically independent quantities. In most of the cases one bin included J = 120000 cluster updates, which corresponds to J M 2 complete updates of the whole The results at our smallest K value K 14 = 0.221672824 have been obtained by an averaging over four runs, i. e., 4 × 50 × 60000 cluster updates. Note that the auto-correlation time of the Wolff's algorithm at criticality is only few (2 or 3) sweeps [33] . The MC measurements were made frequently with respect to this auto-correlation time, i. e., the fraction of moved spins between the measurements was about 0.15 or smaller. In all cases we have discarded no less than 300 sweeps from the beginning of the simulation. We have verified that the system has been equilibrated well enough by comparing the estimates from separate smaller parts of the whole simulation. Tab. 3. The second shuffling scheme described in Sec. 6 has been used as a source of pseudo-random numbers for this simulation. The values of | M | are only slightly varied with L, and those at the largest two sizes L = 120 and L = 200 agree or almost agree within the error bars. According to [50] , the latter size more than 22 times exceeds the correlation length ξ at K ≥ K 3 , which is quite enough to estimate the thermodynamic limit. Our data at L = 200 are in a reasonable agreement with the corresponding values 0.460435, 0.414490, 0.372471, 0.334258, 0.299652, and 0.268412 given by (36) at (106), agree within the error bars with the M 2 value 0.138708 (39) reported in [49] , as well as with M 2 value 0.1387488(75) obtained in [50] .
Our estimation of the critical exponent β is based on the analysis of the effective exponent
where ln t = (ln t 1 + ln t 2 )/2, L(t)t ν = const, and M 2 (t, L) is the statistically averaged squared magnetization at the given t and L. The effective exponent is the average slope of the 0.5 ln M 2 vs ln t plot within t ∈ [t 1 ; t 2 ], calculated at a fixed scaling argument Lt ν which corresponds to a certain asymptotic value of L/ξ at t → 0, where ξ ∼ t −ν is the correlation length. For any given ratio t 2 /t 1 , the values of β ef f (t) lie on a smooth analytical curve converging to the true asymptotic exponent β at t → 0. Besides, the estimates obtained at slightly different values of t 2 /t 1 well coincide with each other. We have choosen L(t) = 256(t/t) ν , wheret is a reference value of the reduced temperature at K = K 12 = 0.221691148. In this case L(t) approximately corresponds to the minimum of | M | vs L plot [51] , and the deviations from the thermodynamic limit are small. Two slightly different values for the correlation length exponent ν have been used, i. e., ν = 2/3 (our value) and ν = 0.63 (RG value).
We have made the simulations at L values close to L(t), which allow us to estimate M 2 (t, L(t)) both at ν = 2/3 and ν = 0.63 by a linear interpolation of M 2 vs L −d plot. This plot is linear at L → ∞, as discussed in [48] . At K = K 13 , K 14 , all (three) points have been fit together to get a more reliable result. The simulated values are listed in Tab. 4 . In most of the cases the G05CAF pseudorandom number generator has been used, whereas some of the values, which are marked by an asterisk, have been simulated by our second shuffling scheme (Sec. 6). The first value at K = K 12 and L = 256 has been obtained from 50 × 90000 cluster updates. The second one represents the result of [51] extracted from the simulation of approximately the same length with the same G05CAF generator. As we see, different simulations confirm each other within the error bars. We have made a weighted averaging (with the weights proportional to the simulation length which is roughly ∝ 1/σ 2 ) of the overlaping simulation results to obtain statistically more reliable values for our further analysis.
We have calculated from (38) and plotted in Fig. 7 the effective critical exponent β ef f as a function of t θ with the RG exponents ν = 0.63 and θ = 0.5 (left), as well as with the exponents of GFD theory ν = 2/3 and θ = 1/3 (right). The corresponding self consistent estimates of the critical coupling K c = 0.22165395 (46) and K c = 0.22165386 (51) have been used, obtained in Sec. 8 from the Binder cumulant data within L ∈ [96; 384]. The results of a weighted averaging over the estimates obtained at K = K i+j , K i+5−j with j = 0, 1, 2 are shown by solid circles, whereas the values averaged over K = K i+j , K i+4−j with j = 0, 1 are depicted by empty circles. The β ef f values at K = K j , K j+ℓ have been taken with the weights ∝ ℓ 2 , which Table 4 : Squared magnetization M 2 (K, L) at different coupling constants K and system sizes L. The simulated values have been obtained by using G05CAF pseudo-random number generator, except those marked by an asterisk, for which our second shuffling scheme (Sec. 6) has been applied. The value of [51] is marked by a dagger. 
390 0.006344(25) 400 0.006317 (27) 410 0.006275 (25) approximately minimize the resulting statistical errors, taking into accont that the individual errors are roughly proportional to 1/ℓ. In both cases (left and right) the plot of the effective exponent has an inflection point and is well described by a cubic curve, although the last 12 points (smallest t values) can be well fit by a straight line, too. The linear dashed-line fit with the RG exponents (left) yields β = 0.3347(24) at a fixed K c = 0.22165395. Taking into account the uncertainty in K c , we have β = 0.3347 (52) . This value reduces to 0.3302(37) if we take K c = 0.2216544(3) estimated in [38] . Nevertheless, in both cases it is slightly larger than the RG value 0.3258 [43] (dot-dashed line), supported by the high temperature (HT) series expansion [41] , and also a bit larger than the value of [38] β = 0.3269 (6) [ansatz (36) ]. The linear fit, in fact, takes into account the leading correction to scaling only. The cubic fit at K c = 0.22165395(46) (solid curve), which includes also two sub-leading corrections, tends to deviate up to β = 0.3385(73) (0.3385(37) at a fixed K c ) in a worse agreement with the RG prediction. Assuming the critical coupling K c = 0.2216544(3) of [38] , the cubic fit gives β = 0.3324 (52) . It is worthy to mention that the fits supporting the RG value with a striking accuracy can be produced easily without simulations so close to the critical point. For instance, omitting the 5 smallest K values (10 points on the β ef f plot), which roughly corresponds to the simulation range t > 0.0005, the linear 10-point fit yields β = 0.3262(16) at K c = 0.2216544(3) (the K c value of [38] ) and β = 0.3259 (15) at K c = 0.22165459(10) (the K c value of [39] ).
Taking into account that the β ef f data are correlated, the statistical errors of the extrapolated values have been estimated as i δ 2 i 1/2 , where δ i is the partial error due to the uncertainty in the i-th value of M 2 . A self consistent extrapolation within the GFD theory is illustrated in the right hand side picture (Fig. 7) . The cubic fit gives β = 0.366 (16) in agreement with the expected exact result 0.375. Unfortunately, there is still a very large extrapolation gap, so that we cannot make too serious conclusions herefrom. It is necessary to go even much closer to the critical point in this case with simultaneous reduction of the error in the estimated K c value.
10 Estimation of the singularity of specific heat in 3D
Ising model from the finite-size scaling of MC data
It is commonly believed [43] that the specific heat C V of 3D Ising model on an infinitely large lattice has a power-like singularity, i. e., C V ∼ t −α at t → 0. According to the finite-size scaling theory, it would mean that
holds at small t in the finite-size scaling region t ∼ L −1/ν . Here ν is the exponent of correlation length, whereas f (z) andf (z) = z −α f (z) are the scaling functions. The maximum of the C V vs t plot is located at a certain value of the scaling argument z = L 1/ν t at L → ∞, which would mean that the maximum values scale as
An estimation of the exponent α/ν from the slope of the log-log plot then gives us the effective exponent (α/ν) ef f = ∂ ln C max V (L)/∂ ln L, which is varied due to the corrections to scaling like
at large L, where ω = θ/ν is the correction-to-scaling exponent. We allow a possibility that the specific heat has a logarithmic singularity, as consistent with [52] and [5] . It means that Eq. (39) is replaced with
and (41) -with
where L 0 is a constant length scale. Although one believes usually that the singularity of C V is power-like with α ≃ 0.11, no strong numerical evidences exist which could rule out the logarithmic singularity (42) . The problem is that ln t behaves almost like a weak power of t with the effective exponent 1/ ln t, e. g., like t −0.11 at t ∼ 10 −4 . Moreover, below we will show that the finite-size scaling of the maximal values of C V is even very well consistent with (43) in favour of the logarithmic singularity.
We have tested our method in 2D Ising model, where the logarithmic singularity of specific heat is well known. We have considered the effective exponent
which is defined by finite differences of the log-log plot. It coincides with ∂ ln C max V (L)/∂ ln L at large L where the log-log plot is almost linear. Based on exact data, extracted from (31) and (32), we have found that the effective exponent (α/ν) ef f (L) within L ∈ [48; 512] is fairly well described by ansatz (43) with L 0 = 0.572 and remarkably worse described by ansatz (41) . It is evident from Fig. 8 , where (α/ν) ef f vs x(L) = 1/ ln (L/L 0 ) plot (solid circles) well coincides with the theoretical straight line and is much more linear than the (α/ν) ef f vs x(L) = 10L −1 plot (empty circles). Thus, our method allows to distinguish between the logarithmic singularity and a powerlike singularity including leading correction to scaling ∝ L −ω , where ω = 1 holds in 2D case.
The specific heat as well as its derivatives with respect to the coupling constant β can be calculated easily from the Boltzmann's statistics. Thus, omitting an irrelevant prefactor, the specific heat is given by
and the derivatives of (45) are
where N = L 3 is the total number of spins and ε is the energy per spin. The maximum of specific heat is located at a pseudocritical couplingβ c which is defined by the condition ∂C V /∂β = 0. It can be found by the Newton's iterations
denotes the m-th approximation ofβ c , and the derivatives are calculated from (46) and (47) at β =β (n) c . We have used the Wolff's algorithm (in 3D case) to estimate these derivatives in each iteration consisting of either 5 · 10 5 (at L ≤ 48) or 10 6 MC steps. Besides, the first iteration has been used only for equilibration of the system retaining the initial estimate ofβ c . After few iterations β (C V ) reachesβ c (C max V ) within the statistical error and further fluctuates arround this value. In principle, the fluctuation amplitude can be reduced to an arbitrarily small value by increasing the number of MC steps in one iteration.
An obvious advantage of this iterative method is that the maximal value of C V can be evaluated in one simulation without any intermediate analysis. Omitting first 5 iterations, the mean values and the standard deviations have been evaluated by jakknife method [34] from the rest 19 iterations, except the largest sizes 64 ≤ L ≤ 128, where only 4 iterations (with twice larger number of MC steps) have been discarded and 11 iterations have been used for the estimations. In the most of the cases the first shuffling scheme discussed in Sec. 6 has been used as a source of pseudo-random numbers, and the simulated values have been verified by repeating the simulations at L = 24, 48, and 96 with the G05CAF generator. The perfect agreement confirms our results.
We have averaged the values of C max V over both simulations at L = 24, 48, and 96 to reduce the statistical errors in the estimated effective critical exponent (44) . Our results are summarized in Tab. 5. The effective exponent (α/ν) ef f (L) within L ∈ [12; 64] is rather well approximated by (43) with L 0 = 1.258, as shown in Fig. 9 by solid circles and linear least-squares fit in the scale of x(L) = 1/ ln(L/L 0 ). This is a remarkable agreement, taking into account that ansatz (43) contains only one adjustable parameter L 0 . We have tested also ansatz (41) , where the exponents α/ν = 0.173 and ω = 0.8 have been taken from the perturbative RG theory [43] . In this case the agreement with the data is worse, i. e., the mean squared deviation is 5.14 times larger, as shown in Fig. 9 by empty circles and linear least-squares fit in the scale of x(L) = 2L −0.8 . It can be well seen also when comparing the linear fit of circles with the evidently better dashed-line fit. The latter represents the lower straight line in the scale of 2L −0.8 and shows the expected behavior of empty circles at L → ∞ if (43) is the correct ansatz. Note that the main deviations of the data points from the fitted lines in Fig. 9 are not of statistical character, since the statistical errors are remarkably smaller than the symbol size except only the largest L value, where the error is about the symbol size. Due to this reason we have used simple least-squares approximations, minimizing the sum of not weighted squared deviations. These deviations show just the error of the ansatz used and, thus, indicate that (43) is a better approximation than (41) with fixed exponents α/ν = 0.173 and ω = 0.8 within the actual range of sizes, at least. Moreover, since L −0.8 has reached already a rather small value 0.036 and, therefore, the second-order correction ∼ L −1.6 should be very small, the observed deviations can be explained easily assuming (43) rather than (41) with the RG exponents. It is, of course, possible to consider α/ν in (41) as a fitting parameter, but then we obtain α/ν ≈ 0.195 in a remarkable disagreement with the RG value 0.173. Another aspect is that we always can closer fit the data by using more free parameters, therefore a better quality of such a two-parameter fit proves nothing. One could get even a better fit including a suitable correction term in (43) . It is clear also that a simple power-like approximation C max V = const·L α/ν with any α/ν is unsatisfactory, since the corresponding ansatz (α/ν) ef f = α/ν is incompatible with the data.
It is quite possible that the true value of α = 2 − dν is remarkably smaller than the RG value 0.11, as consistent with our recent results for the exponent 1/ν. We have estimated (1/ν) ef f = y ef f (L) from the derivatives of the Binder cumulant U ′ (L) = dU (L)/dβ (see Sec. 8) at two system sizes L/2 and 2L. They should scale like U ′ (L) ∼ L 1/ν at a pseudocritical coupling corresponding to U = const. (27) , y ef f (96) = 1.5812(41), y ef f (128) = 1.5851 (48) , and y ef f (192) = 1.5805 (50) . In analogy to the plots in Fig. 7 , one may expect an accelerated further deviation from the perturbative RG value ≃ 1.587.
Thus, in spite of the conventional claims that the specific heat of 3D Ising model has a certain power-like critical singularity, accurately predicted by the perturbative RG theory, the actual very accurate MC data for C max V show that it is even more plausible that the singularity is logarithmic.
Remarks about other numerical results
There exists a large number of numerical results in the published literature not discussed here and in [5] . A detailed review of these results is given in [53] . The cited there papers report results which disagree with the values of the critical exponents we have proposed in [5] .
Particularly, the values of the perturbative RG theory are well confirmed by the HT series expansions [41, 54] . However, we are somewhat sceptical about such a support of one perturbative method by another. It could well happen that the true reason for the agreement is the extrapolative nature of both methods, according to which both methods describe a transient behavior of the system far away from the true critical region. Really, our simulations of the magnetization data within t ≥ 0.0005 well confirm the RG value of the critical exponent β, whereas the agreement becomes worse at t < 0.0005, where the plot of the effective exponent shows a remarkable inflection thus indicating that the true critical region, where the critical exponents can be accurately measured, is t ≪ 0.0005. This region, of course, cannot be directly accessed by the HT series expansions. Another problem is that the HT estimation of the critical exponent α [54] is based on a priori assumption that the singularity of specific heat is power-like, whereas the MC data (Sec. 10) suggest that it, very likely, is logarithmic.
According to the finite-size scaling theory, tL 1/ν is a relevant scaling argument, so that not too small values of the reduced temperature t are related to not too large system sizes L ∼ t −ν . Thus, according to the idea proposed above, it is quite possible that the MC results for finite systems, like also the simulations at finite t values, appear to be in a good agreement with the conventional RG exponents which are valid within a certain range of t and L values well accessible in MC simulations. The huge number of numerical evidences in the published literature (see [53] ) for the exponents of the perturbative RG theory certainly is a serious argument. Nevertheless, there is a reason to worry about the validity of these exponents at t → 0 and/or L → ∞ because of the following problems.
• We have made accurate MC simulations of the magnetization (Sec. 9) for unusually large system syzes (L ≤ 410) much closer to the critical point (t ≥ 0.000086 instead of t ≥ 0.0005) than in the published literature, and have found that the agreement with the RG exponent β becomes worse in this case.
• Our MC estimation of the exponent 1/ν, discussed at the end of Sec. 10, shows a good agreement with the RG value 1.587 at not too large system sizes. However, the agreement becomes worse when larger than L = 128 sizes are included.
• A remarkable deviation of the correction-to-scaling exponent ω from the perturbative RG value ω ≃ 0.8 has been already reported in literature [55] , where also larger than usually system sizes L ≤ 256 (instead of the conventional L ≤ 128 [32] ) have been simulated in application to the Monte Carlo renormalization group techniques, yielding ω ≃ 0.7.
• The confirmation of RG exponents by MC simulations is not unambiguous. There exist also examples where the simulation results are in a remarkable disagreement with these exponents even within the conventionally considered range of sizes and reduced temperatures. A particular example is the finitesize scaling of the maximal values of the specific heat considered in Sec. 10. We are afraid that there are also other such examples, but they are routinely ascribed as unbelievable and do not appear in the published literature.
• It is indeed easy to produce evidences supporting the RG exponents, as we have shown in Sec. 9, just because these exponents describe the behavior of a system not too close to criticality, in the range which can be easily accessed in MC simulations. The problem is that the usual MC measurements yield only effective exponents, as shown in Sec. 7, which exhibit quite large variations also in 3D case, as it is particularly well seen from our plots of the effective exponents. The leading correction-to-scaling term, included in the fitted ansatz, also does not completely solve the problem: in essence it is the same as to make a linear extrapolation of the effective exponent, but, e. g., the β ef f (t) plots in Fig. 7 are remarkably nonlinear. Therefore, only such evidences are really serious, which show very precisely how the effective exponents provided by simple estimations converge to certain asymptotic values.
If one consider seriously a possibility that the true values of the critical exponents are those proposed in [5] , then a question arises why the published MC estimates tend to deviate greatly from these theoretical values. In our opinion, the main reason is that the published simulations have been made too far away from the true critical region (as regards both t and L), where the critical exponents can be precisely measured in a simple way routinely used in MC analysis. The plots of the effective exponents in Fig. 7 provide an evidence for this statement: as we have already mentioned (Sec. 7), simple MC measurements yield just such effective exponents, and they are varied. One has to consider corrections to scaling, and not only the leading one, to get better results. However, all the existing (MC) correction-toscaling analyses in the published literature rely on the RG correction-to-scaling exponents, therefore the disagreement with the predictions in [5] is not surprising.
Finally, our theory provides a self consistent explanation why much smaller t values and/or much larger system syzes L has to be considered, as compared to the known simulations. It is because the correction-to-scaling exponent ω = θ/ν = 0.5 in our theory is remarkably smaller than that of the RG theory ω ≃ 0.8, which implies that the decay of corrections to scaling is relatively slow. In fact, the reduced temperatures we have reached in our simulations of the magnetization also are still much too large for an accurate estimation of the critical exponent β in the righthand-side picture in Fig. 7 . Nevertheless, we can see that the qualitative behavior, at least, is just such as expected from our theory.
Conclusions
Summarizing the present work we conclude the following:
1. Critical exponents and corrections to scaling for different physical quantities have been discussed in framework of our [5] recently developed GFD (grouping of Feynman diagrams) theory (Sec. 2).
2. Calculation of the two-point correlation function of 2D Ising model at the critical point has been made numerically by exact transfer matrix algorithms (Secs. 3 and 4). The results for finite lattices including up to 800 spins have shown the existence of a nontrivial correction to finite-size scaling with a very small amplitude and exponent about 1/4, as it can be expected from our GFD theory.
3. The surface tension of 2D and 3D Ising models below T c depending on the lattice size L have been evaluated numerically by using an exact formula and Monte Carlo method, respectively (Sec. 5). These calculations show certain finite-size effects, where the deviation from the value in the thermodynamic limit decreases like L −2 in three dimensions (in agreement with the conventional believe) and L −1 (ln L) 1/2 in two dimensions. The logarithmic correction in 2D case indicates that d = 2 is the lower critical dimension.
4. Accurate Monte Carlo simulations of the magnetization of 3D Ising model have been performed by Wolff's algorithm in the range of the reduced temperatures t ≥ 0.000086 and system sizes L ≤ 410 to evaluate the effective critical exponent β ef f (t) based on the finite-size scaling. Estimates extracted from the data relatively far away from the critical point, within t ≥ 0.0005, well confirm the value β ≃ 0.3258 of the perturbative RG theory [43] . However, the effective exponent tends to increase above this value when approaching T c . A self consistent extrapolation does not reveal a contradiction with the prediction β = 3/8 of the GFD theory [5] , although there is still a large gap between the simulated and extrapolated values. The convergence of β ef f to the value of GFD theory β = 11/28 has been observed experimentally in Ni [44] , where the asymptotic value 0.390(3) has been found.
5. An iterative method has been proposed (Sec. 10) which allows a direct simulation of the maximal values of the specific heat, depending on the system size L. The simulated data for 3D Ising model within 6 ≤ L ≤ 128 show a remarkably better agreement with the logarithmic critical singularity of the specific heat predicted in [52] (and consistent with our result α = 0) than with the specific power-like singularity proposed by the perturbative RG theory [43] . The idea that the critical exponent α is somewhat smaller than the RG value 0.11 is supported also by our MC data for the derivative of the Binder cumulant within L ≤ 384 (end of Sec. 10).
