We investigate the dynamics of Elementary Cellular Automata (ECA) under fully asynchronous update with periodic boundary conditions. We tackle the reversibility issue, that is, we want to determine whether, starting from any initial condition, it is possible to go back to this initial condition with random updates. We present analytical tools that allow us to partition the ECA space into three classes: strongly irreversible, irreversible and recurrent.
Introduction
Cellular automata (CA) are spatially-extended dynamical systems which evolve in discrete time and space. They have been extensively studied as models of physical systems and as models of massively parallel computing devices.
Cellular automata are classically defined with a synchronous update, that is, all the cells simultaneously apply the local transition rule to produce the new state of the automaton. This definition has however been questioned in various works and different models of asynchronous cellular automata have been proposed. There are numerous reasons for studying asynchronism, such as: designing robust distributed algorithms (e.g. for self-stabilisation), studying the robustness of discrete models of natural phenomena, obtaining a better understanding of the dynamics of cellular automata, etc. Interested readers may refer to a recent survey paper for an overview of this field [1] .
Our aim is to study how the notion of reversibility in the context of simple asynchronous CA with a stochastic updating. We focus on Elementary Cellular Automata (ECA), that is, binary, one-dimensional CA, where the next state of a cell after an update is determined by the current states of the left and right neighbors and the state of the cell itself.
Reversibility of synchronous deterministic cellular automata has been studied for decades [2] [3] [4] [5] [6] . However, the study of reversibility of asynchronous cellular automata has been only recently explored. Two different aspects have been studied: on the one hand, the question was asked as to how to update an asynchronous CA so that the system returns to its initial condition. It was shown that it is possible to find an answer for a given subset of one-dimensional asynchronous CA [7] [8] [9] . The construction of the arguments was possible under the hypothesis that one may choose the sequence of updates to apply to the cellular automaton. This introduction of update patterns relies on the hypothesis that an external operator is allowed to choose the cells to update in order to return to a given initial condition.
On the other hand, given a CA rule and a type of updating, it was asked to which extent it is possible to construct another rule whose transition graph would be an "inverse" of the transition graph of the original rule. Formally, this means that, given a rule f , we want to know if there is a rule f such that if for f a state y is reachable from x, then, for f , x is reachable from y [10].
We now tackle a different case: we consider that the ECA are updated in a (stochastic) fully asynchronous mode, that is, at each discrete time step, a single cell is chosen randomly and uniformly for update. In this context, as we will see below, studying reversibility amounts to answering the following question: can we decide whether an asynchronous cellular automaton is recurrent, that is, if the system will almost surely return to the initial condition?
Using the definitions from the theory of Markov chains, we propose a full characterisation of the ECA rules into three classes: the strongly irreversible, irreversible, and recurrent rules. Intuitively, these class respectively correspond to the following behaviours: no possibility to return to the initial condition, a possibility to return to the initial condition a finite number of times and, an infinite number of returns to the initial condition.
Definitions
The cellular automata we consider use periodic boundary conditions: cells are arranged as a ring and we denote by L = Z/nZ the set of cells. The global state of the system at a given time will be represented by an element of {0, 1} L ; for example, for a ring of n = 6 cells, we will simply write x = 011001 a particular state and denote by x i the state of a particular cell i ∈ L. We denote by 0 and 1 the two homogeneous states with cell state 0 and 1, respectively. Similarly, 01
