Abstract. In this paper, we prove the Malgrange-Ehrenpreis theorem for nonlocal Schrödinger operators L K + V with nonnegative potentials V ∈ L q loc (R n ) for q > n 2s with 0 < s < 1 and n ≥ 2; that is to say, we obtain the existence of a fundamental solution e V for L K + V satisfying
Introduction
In 1954-1956, Malgrange and Ehrenpreis [E1, E2, M] proved independently that any partial differential operator with constant coefficients which is not identically vanishing has a fundamental solution in the space D ′ (R n ) of distributions. In this paper, we obtain an extention of their result to nonlocal Schrödinger operators with nonnegative potentials V ∈ L q loc (R n ) for q > n 2s with 0 < s < 1 and n ≥ 2. We introduce integro-differential operators of the form (1.1) L K u(x) = 1 2 p.v.
R n µ(u, x, y)K(y) dy, x ∈ R n , where µ(u, x, y) = 2 u(x) − u(x + y) − u(x − y) and the kernel K : R n \ {0} → R + satisfy the property (1.2) λ c n,s |y| n+2s ≤ K(y) = K(−y) ≤ Λ c n,s |y| n+2s , s ∈ (0, 1), 0 < λ < Λ < ∞, where c n,s is the normalization constant comparable to s(1 − s) given by (1.3) c n,s R n 1 − cos(ξ 1 ) |ξ| n+2s dξ = 1.
Set L = {L K : K ∈ K} where K denotes the family of all kernels K satisfying (1.2). In particular, if K(y) = c n,s |y| −n−2s , then L K = (−∆) s is the fractional Laplacian and it is well-known that lim
for any function u in the Schwartz space S(R n ). In what follows, we consider the nonlocal Schrödinger operators given by
where K ∈ K and V ∈ L q loc (R n ), q > n 2s , s ∈ (0, 1), n ≥ 2, is a nonnegative potential. We are interested in the existence of a fundamental solution for the operator L V . Let D ′ (R n ) be the space of all distributions on R n . Given f ∈ D ′ (R n ), we say that a real-valued Lebesgue measurable function u on R n satisfies the equation
is well-defined and a distribution, and also L V u, ϕ = f, ϕ for all ϕ ∈ C ∞ c (R n ).
Theorem 1.1. There exists a fundamental solution e V ∈ D ′ (R n ) for the nonlocal Schrödinger operator L V , i.e. it satisfies that
where δ 0 is the Dirac delta mass at the origin. Moreover, there exists a universal constant C > 0 depending on n, s, λ and Λ such that (1.5) 0 ≤ e V (x) ≤ C |x| n−2s for any x ∈ R n \ {0}.
Remark. In case that L K = (−∆) s and V = 0, its fundamental solution was obtained in [CS] .
The paper is organized as follows. In Section 2, we define several function spaces and give the fractional Sobolev embedding theorem which was proved in [SV, DPV] . In Section 3, we define weak solutions of the nonlocal equation L V = f in a bounded domain Ω ⊂ R n with Lipschitz boundary and obtain a relation between weak solutions (weak subsolutions, weak supersolutions) and minimizers (subminimizers, superminimizers) of the energy functional for the operator L V , respectively. In Section 4, we obtain a Rellich-Kondrachov compactness theorem, a weak maximum principle and a comparison principle for L V . In Section 5, we obtain an extension of the Malgrange-Ehrenpreis theorem to nonlocal Schrödinger operators L V , that is, we furnish the proof of the existence of a fundamental solution e V for L V by using functional analysis stuffs. Moreover we obtain a decay of the fundamental solution e V .
Preliminaries
Let F n be the family of all real-valued Lebesgue measurable functions on R n . Let Ω be a bounded open domain in R n with Lipschitz boundary and let K ∈ K s . Let X s (Ω) be the function space of all u ∈ F n on R n such that u| Ω ∈ L 2 (Ω) and
We also denote by
) is a normed space, where the norm · X s (Ω) is defined by
For p ≥ 1 and s ∈ (0, 1), let W s,p (Ω) be the usual fractional Sobolev spaces with the norm
In what follows, we write
. By [SV] , there exists a constant c > 1 depending only on n, s and Ω such that
) is a Hilbert space with inner product
Let X s 0 (Ω) * be the dual space of X s 0 (Ω); that is, the family of all bounded linear functionals on X s 0 (Ω). Then we know that (X
For s > 0, we consider the class H
, where the Fourier transform of u is defined by
Then, by the Plancherel theorem, it is easy to check that H s (R n ) = H s (R n ) and they are norm-equivalent.
We also define the homogeneous fractional Sobolev spacesḢ s (R n ) by the closure of S(R n ) with respect to the norm
From a direct calculation [DPV] , it turns out that
where c n,s is the universal constant given in (1.3).
where c > 1 is the constant given in (2.4).
(a) It easily follows from (2.7) and Lemma 5 in [SV] . (b) It is also very straightforward.
Next we state the fractional Sobolev embedding theorem, which was proved in [SV, DPV] .
there is a constant C > 0 depending only on n, s such that
3. Weak solutions and minimizers for L K + V
In this section, we define weak solutions, weak subsolutions and supersolutions of the nonlocal equation L K u + V u = 0 on Ω. To comprehend them well, we obtain a relation between weak solutions (weak subsolutions and weak supersolutions) and minimizers (subminimizers and superminimizers) of the energy functional for the nonlocal operator L K + V , respectively.
From now on, we always assume that V is a nonnegative potential in L q loc (R n ) for q > n 2s with s ∈ (0, 1) and n ≥ 2. We denote by
We consider a bilinear form defined by
From (b) of Corollary 5.2 below, we see in advance that
with s ∈ (0, 1) and n ≥ 2. Then we say that a function u ∈ X s 0 (Ω) is a weak solution of the nonlocal equation
where f ∈ X s 0 (Ω) * , if it satisfies the weak formulation
In fact, it turns out that the weak solution of the equation (3.2) is the minimizer of the energy functional 
We consider function spaces Y
Then we see that X
We now define weak subsolutions and supersolutions of the nonlocal equation (3.2) as follows.
is a weak subsolution (weak supersolution) of the nonlocal equation (3.2), if it satisfies that
for every nonnegative ϕ ∈ X s 0 (Ω). Also we say that a function u is a weak solution of the nonlocal equation (3.2), if it is both a weak subsolution and a weak supersolution. So any weak solution u of the equation (3.2) must be in X s 0 (Ω) and satisfies (3.3). In the next, we furnish the definition of subminimizer and superminimizer of the functional (3.4) to get better understanding of weak subsolutions and supersolutions of the nonlocal equation (3.2).
We say that a function u is a minimizer of the functional (3.4) over X s 0 (Ω), if it is both a subminimizer and a superminimizer. So any minimizer u must be in X s 0 (Ω) and satisfies (3.6) for all ϕ ∈ X s 0 (Ω).
Lemma 3.4. If s ∈ (0, 1), then there is a unique minimizer of the functional (3.4). Proof. Using standard method of calculus of variation, we proceed with our proof. We now take any minimizing sequence {u k } ⊂ X s 0 (Ω). By applying Theorem 4.1 below, we can take a subsequence {u kj } ⊂ X s 0 (Ω) converging strongly to u ∈ L 2 (Ω). So there exists a subsequence {u ki } of {u kj } which converges a.e. in Ω to u ∈ X s 0 (Ω). Thus by applying Fatou's lemma we can show that the energy functional E V is weakly semicontinuous in X s 0 (Ω). This implies that u is a minimizer of (3.4). Its uniqueness also follows from the strict convexity of the functional (3.4).
Next, we show the equivalency only for the weak supersolution case, because the other case can be done in a similar way.
+ , then we observe that
+ is a superminimizer of the functional (3.4). Then it follows from (3.7) that
(Ω) and it is nonnegative for any ε > 0 and ϕ ∈ X s 0 (Ω), we obtain that
Hence u is a weak supersolution of the equation (3.2). Therefore we are done.
Rellich-Kondrachov Compactness Theorem, a Weak Maximum
Principle and a Comparison Principle for L K + V
In this section, we obtain the Rellich-Kondrachov compactness theorem, a weak maximum principle and a comparison principle for L K + V which will play a crucial role in proving the existence of a fundamental solution for the nonlocal Schrödinger operators in the next section.
First we get a compactness result Y 
Theorem 4.1. Let n ≥ 1, s ∈ (0, 1) and 2s < n. If u ∈ Y s 0 (Ω), then there is a universal constant C > 0 depending on n, s and Ω such that
Proof. We observe that Y s 0 (Ω) = X s 0 (Ω) and they are norm-equivalent, because it follows from Lemma 2.1 and the fractional Sobolev inequality [DPV] that
with a universal constant C > 0 depending on n, s and Ω, and so
for any u ∈ X s 0 (Ω). Applying Lemma 2.1 and the fractional Sobolev inequality again, we conclude that
. For the proof of the second part, take any bounded sequence
Then it is also a bounded sequence in X s 0 (Ω). Thus by Lemma 8 [SV] there is a subsequence {u kj } of the sequence and
Hence we complete the proof.
Next, we give a weak maximum principle and a comparison principle for the nonlocal Schrödinger operators L V as follows. 
Proof. From the assumption, we see that
This implies that u − = 0 in R n , and hence u ≥ 0 in Ω.
Corollary 4.3. If u is a weak subsolution of the nonlocal equation
Corollary 4.4. If u is a weak subsolution and v is a weak supersolution of the nonlocal equation
Proof. It immediately follows from Theorem 4.2.
Proof of the Malgrange-Ehrenpreis theorem for L K + V
In this section, we study the existence of a fundamental solution e V for the nonlocal Schrödinger operators L V , where V is a nonnegative potential with V ∈ L q loc (R n ) for q > n 2s and s ∈ (0, 1) and n ≥ 2. Let T be an unbounded densely defined linear operator with domain D(T ) in a Hilbert space H with the inner product ·, · H . We denote by D(T * ) the class of η ∈ H for which there exists a ν ∈ H such that
For each η ∈ D(T * ), we define T * (η) = ν. Then we call T * the adjoint of T . Let Γ(T ) be the graph of such an operator T ; that is, it is the linear subspace
The operator T is said to be closed, if Γ(T ) is closed in H × H. Also the operator T is said to be closable, if there is a closed extension T 0 of T ; that is, there is a closed operator T 0 with T ⊂ T 0 ( i.e. Γ(T ) ⊂ Γ(T 0 ) ). We call T the closure of T , i.e. the smallest closed extension of T . Then the following two facts are well-known [RS] :
For s ∈ (0, 1), we denote by X
and it is positive and symmetric. Moreover, there exists a unique closure
Since the Fourier transform
, where m(ξ) is the nonnegative function given by
, it follows from the Plancherel theorem and (5.3) that (m(ξ) ∓ i) ϕ = 0, and thus ϕ = 0.
Next, we show the uniqueness of the closure L K which is self-adjoint. Indeed, if S is another self-adjoint closed extension of L K , then we see that L K ⊂ S. Conversely, it follows from (5.1) that [L K ] * * ⊂ S, and hence
Finally, we consider the multiplication operator
where m is the function in (5.4). Then, by the Plancherel theorem, we see that L K is unitarily equivalent to M 0 . As in (5.3), we can also prove that there is a unique closure M 0 of M 0 which is self-adjoint and
Thus we have that D(M 0 ) = H 2s (R n ), because we easily obtain that
by (1.2) and (1.3). Since the Fourier transform F is a unitary isomorphism from
As by-products of Lemma 5.1, we get a very useful nonlocal version of integration by parts and the norm equivalence between the space X s 0 (Ω) and the usual fractional Sobolev space
Remark. If K(y) = c n,s |y| −n−2s for s ∈ (0, 1), then we note that L K = (−∆) s and
Proof. (a) It can be obtained by Theorem 13.31 [R] . (b) It can be shown by simple calculation. (c) It easily follows from (5.5) and (b). Therefore we complete the proof.
(Ω) be a Hilbert space with inner product
given by M V (u) = V u is positive and self-adjoint.
(b) There is a unique positive self-adjoint square root operator P of M V , i.e.
, it is quite easy to check that the linear map
By the Hahn-Banach theorem, we can extend T 0 to a continuous linear functional on L 2 (Ω), and so by Riesz representation theorem there is a unique M *
. Thus M V is self-adjoint and it is also positive, because we have that
The existence and uniqueness of a positive self-adjoint square root operator P of M V can be obtained by Theorem 13.31 [R] . Hence we are done.
In what follows, by Lemma 5.1 and Lemma 5.3, for simplicity we may write Lemma 5.4. We have the estimate
V ϕ is injective and satisfies that 
By Corollary 5.2, it is easy to check that
for any u, φ ∈ Y s 0 (Ω). Thus the existence result can be obtained by the Lax-Milgram theorem.
Since
, and thus we have that
(Ω), then it follows from the dual form of Theorem 4.1 that 
Proof. Since 0 < s < n 2 for n ≥ 2, it is easy to check that
for any ϕ ∈ D(R n ). Thus, by Proposition 2.2 and Hölder's inequality, the linear functional L V u is well-defined on D(R n ). Now it remains only to show that L V u satisfies the continuity property (5.7). Indeed, taking arbitrary compact set Q ⊂ R n and ϕ ∈ D Q , it follows from (2.7) and the mean value theorem that
where r Q = sup y∈Q |y|, C 1 = C 1 (n, s, Q) > 0 is a constant and
Therefore we complete the proof.
Moreover, there is an increasing sequence {a k } k∈N with lim k→∞ a k = ∞ such that
Proof. We observe that
By Theorem 4.2 and Lemma 5.5, for each k ∈ N there exists a nonnegative function
Taking ϕ = u k in (5.11), it follows from Hölder's inequality, Lemma 2.1 and the fractional Sobolev embedding onḢ
where C > 0 is a constant depending only on n, s, but not on k. This implies that
.
By weak compactness, there are a subsequence {u ki } i∈N and u ∈Ḣ s (R n ) such that
Thus, by (5.14), Corollary 5.2 and Lemma 5.6, we conclude that
Thus this implies that L V u = h in the sense of D ′ (R n ). Finally, we see from (5.14) and Theorem 7.1 [DPV] that the sequence {u k } is precompact in L 2 (B) for any ball B in R n . This implies the required almost everywhere convergence.
Next, we shall prove our main theorem which is an extension of the MalgrangeEhrenpreis theorem to nonlocal Schrödinger operators L V .
For l ∈ N, let f l (x) = l n f lx where f ∈ C c (B 1 ) is a nonnegative function with f L 1 (R n ) = 1. From Lemma 5.7, we see that there is a sequence
As a matter of fact, we see from a weak maximum principle (Theorem 4.2) and the proof of Lemma 5.7 that each u l is nonnegative and, for each l ∈ N, there are a sequence {a l k } k∈N with lim k→∞ a l k = ∞ and a sequence {u
Then we obtain uniform estimates for the sequence {u l } l∈N in the following lemma in order to prove the main theorem.
Lemma 5.8. (a) For each l ∈ N and p ∈ [1, n n−2s ) with s ∈ (0, 1), there exists some constant C = C(p, λ, n, s) > 0 such that
for any x 0 ∈ R n and r > 0.
(b) For each l ∈ N and p ∈ [1, n n−s ) and γ ∈ (0, s) with s ∈ (0, 1), there exists some constant C = C(p, n, s) > 0 such that
with s ∈ (0, 1), then for each l ∈ N there is a constant C = C(p, λ, n, s) > 0 such that
r n−2s−n/p for any x 0 ∈ R n and r > 0, where p ∈ [1, n n−2s ) is the dual exponent of q > n 2s . (d) For each l ∈ N and for any s ∈ (0, 1) and x ∈ R n \ {0} with |x| ≥ 3/l, we have that
where C = C(n, s, λ, Λ) > 0 is a constant depending only on n, s, λ and Λ.
Proof. (a) Motivated by [KMS] , we consider a nonnegative function ϕ :
where β > 0 and α ∈ (1, 2) will be chosen later. Since each u 
Thus we can use ϕ as a testing function. From the weak formulation of the nonlocal equation given in (5.17), we have that
By the mean value theorem, we have that
(5.23)
Thus it follows from (5.22) and (5.23) that
By Jensen's inequality and the mean value theorem, we have that
( 5.25) Plugging (5.25) into (5.24) and using Proposition 2.2 (fractional Sobolev embedding theorem), we obtain that
Take any p ∈ [1, n n−2s ) and choose some α ∈ (1, 2) satisfying
. By Hölder's inequality and (5.26), we have that
Br(x0)
where q ′ is the dual exponet of q = 2n (n−2s)p , because
This gives that, for each l ∈ N,
Hence it follows from (5.17), (5.28) and Fatou's lemma that
(b) For γ ∈ (0, s] with s ∈ (0, 1), we set
with a universal constant C = C(p, λ, n, s) > 0. Thus we are done. (d) Take any x ∈ R n with |x| ≥ 3/l. Then we note that B 2r (x) ∩ B 1/l = φ where r = 1 4 |x|. By Lemma 4.5 [CK] , we have the estimate
with some universal constant C > 0. Using a standard argument in [HL] , for any p ∈ [1, ∞) there is a universal constant C = C(n, s, p) > 0 such that
Thus it follows from (5.28) and (5.34) with p = 1 that [DPV] , the standard diagonalization process yields that there exist a subsequence {u li } i∈N of {u l } l∈N and e V ∈ W γ,p
for any (x 0 , r) ∈ R n × (0, ∞). We write {u l } l∈N instead of {u li } i∈N , for simplicity. First, we show that the linear map
. Indeed, take any compact set Q ⊂ R n and ϕ ∈ D Q for this proof. If 1 < p < n n−s , then it follows from Hölder's inequality and Young's inequality that
where p
for each l ∈ N. Thus, for each l ∈ N, we see that
(5.42)
Taking the limit l → ∞ on (5.42), by (5.38) we then claim that
For our aim, we write
(5.43)
Here we denote by I l the last third integral and J l the last fourth integral in the right side of (5.43). From Lemma 5.8 and Fatou's lemma, we note that where B m ⊂ B R for a sufficiently large R > 0 to be determined later.
We have only to show that I Finally, we have only to prove that I 3 l → 0 as l → ∞; in fact, we shall prove that for any ε > 0 there exists some R = R(ε) > 0 so large that lim sup l→∞ |I 3 l | < ε. Fix any ε > 0 and take R > 0 so that R > 2m. Then we see that |y| > 2|x| for any y ∈ R n \ B R and x ∈ B m . Applying Hölder's inequality, by (5.44) we obtain that < ε, whenever R > 2m is taken sufficiently large. Also, the second part (1.5) can be easily derived from (d) of Lemma 5.8. Hence we complete the proof.
