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Abstract
The one-way measurement model is a framework for uni-
versal quantum computation, in which algorithms are par-
tially described by a graph G of entanglement relations on
a collection of qubits. A sufficient condition for an algo-
rithm to perform a unitary embedding between two Hilbert
spaces is for the graph G (together with input/output ver-
tices I,O ⊆ V (G)) to have a flow in the sense introduced
by Danos and Kashefi [13]. It was shown in [14] that these
flows can be found efficiently when |I | = |O| , using a graph-
theoretic characterization. This paper provides a more con-
cise presentation of these results, and puts it in the context
of other work in one-way measurement model.
1 Introduction
The one-way measurement model is a framework for
quantum computation, first presented in [1, 2]. Algo-
rithms in the one-way measurement model (measure-
ment patterns) are essentially described by a sequence
of single-qubit measurements (where the choice of mea-
surement may depend on earlier measurement results in
a straightforward way) performed on a many-qubit en-
tangled state. This many-qubit state may be described
in terms of the state of an input system I , together
with a graph G of entangling operations involving I
and a collection of auxiliary qubits prepared in the |+〉
state: each edge of G represents a single controlled-
Z operation between two qubits. After the sequence
of measurements, any qubits left unmeasured still sup-
port a quantum state, and are interpreted as an output
system O .
The number of qubits in the entanglement graph may
be much larger than the size of the output state pre-
pared, but all two-qubit operations may be performed
at the beginning of the algorithm, and commute with
one another. The remaining operations are single-qubit
operations with classical control, and can largely be
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parallelized. As a result, the one-way measurement
model is of interest as a possible way of physically real-
izing quantum computers [4, 5, 6, 7, 8, 9, 10], and also
may be of interest to computer scientists interested in
the depth-complexity of quantum operations.
Algorithms in the one-way model may be obtained by
translating from the circuit model: we may decompose
a unitary operation U into one- and two-qubit uni-
taries which have known implementations in the one-
way model (e.g. Hadamards, π/8 gates, and controlled-
Z gates), and compose the patterns for these operations
to find a pattern for the unitary operation U . We may
then transform the pattern to perform all of the entan-
gling operations first if we wish.
Is it possible to develop patterns without reference to
the circuit model? One proposal [12] reduces the prob-
lem of implementing a unitary in the one-way model to
a problem of expressing the complex coefficients of the
unitary operator to be implemented in terms of sums
of roots of unity, which define an entanglement graph
through their ratios. Doing this requires that one de-
termine the order in which the measurements are to be
made. This may be done by making use of a flow in the
sense introduced in [13], which is a property of just the
entanglement graph and the vertex sets I,O ⊆ V (G) .
This paper is an improved presentation of the result
of [14], which proves that the question of whether a
graph G (together with input/output vertices I and O)
has a flow in the sense of [13] can be efficiently decided
for the special case |I| = |O| . This is done by a graph-
theoretic characterization of flows in terms of a special
type of path cover, and proving that finding such a path
cover can be reduced to solved problems on directed
graphs. This paper provides an improved proof of the
graph-theoretic result, a more concise presentation of
the algorithm, and puts these results into the context
of other work in the one-way measurement model.
Readers should have a basic understanding of graph
theory (graphs, digraphs, walks, etc.). For basic defini-
tions, readers may refer to Diestel’s excellent text [15].
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2 Preliminaries
In this section, we will review the one-way measurement
model, and the concept of a flow which pertains to it.
Notation and conventions.
For a graph G , we write V (G) for the set of vertices
and E(G) for the set of edges of G . Similarly, for a
directed graph (or digraph) D , we write V (D) for the
set of vertices and A(D) for the set of directed edges
(or arcs) of D . If x and y are adjacent, we let xy
denote the edge between them in a graph, and x → y
denote an arc from x to y in a digraph. When a graph
G is clear from context, we will write x ∼ y when x
and y are adjacent in G . We will use the convention
that digraphs may contain loops on a single vertex and
multiple edges between two vertices, but that graphs
cannot have either.
If C is a collection of directed paths (or dipaths), we will
say that x → y is an arc of C, and that the edge xy is
covered by C , when x→ y is an arc in a path P ∈ C .
In this paper, N denotes the non-negative integers. For
any n ∈ N , [n] denotes the set {j ∈ N | j < n} .
2.1 The one-way measurement model
Computations in the one-way measurement model are
described by patterns, which is given by a set of qubits
V , and a sequence of operations on these qubits. The
permitted operations are
• preparation maps Nv , which perpare a qubit v ∈ V
in the |+〉 state;
• entangling operations Evw , which perform a
controlled-Z operation on qubits v, w ∈ V ;
• correction operations consisting of X or Z opera-
tions on single qubits;1
• measurement operations Mαv , which perform a
measurement of a single qubit v in an orthonormal
basis of states in the equator of the Bloch sphere.
The measurementsMα may be described by projectors
of the form Πα =
1
2 [I − cos(α)X − sin(α)Y ] ; this op-
erator has eigenvectors |±α〉 =
1√
2
(
|0〉 ± eiα |1〉
)
, with
1If all qubits are measured in the end, correction operations
are in principle unnecessary. However, they may be included in
order to describe unitary transformations in the one-way model,
and are also useful for developing the theory.
|+α〉 having eigenvalue 0 and |−α〉 having eigenvalue
+1 . The operator Mαv represents measuring the qubit
v using the projector Πα , and recording the eigenvalue
of the result as a bit sv (referred to as the measurement
signal).2 Later correction or measurement operations
can depend on the value of sv : conditioning the opera-
tions performed on measurement signals is described in
the literature as feed-forward of measurement results.
We may identify two special sets of vertices: the set of
input qubits I , which are not operated on by a prepa-
ration map, and the set of output qubits O , which are
never measured. The initial state of the qubits of I
may be arbitrary, and represents the input of the mea-
surement pattern; and the qubits of O retain a final
quantum state, which represents the output of the op-
eration. (The signals {sv}v∈VrO of the qubits which
are measured are also an output of the algorithm, al-
though the final state of the qubits O is often referred to
as “the output” of an algorithm in the one-way model.)
A pattern is any sequence of the above operations with
the following properties: (a) each qubit is prepared at
most once and measured at most once; (b) the first
operation performed on a qubit v ∈ Ic = V r I is a
preparation map, and the last operation performed on
a qubit v ∈ Oc = V rO is a measurement; (c) correc-
tions or measurements can only depend on signals from
qubits which have already been measured.
2.1.1 Simulating unitary transformations
To see how this allows for universal quantum computa-
tion, consider the simple pattern
Jαvw = X
sv
w M
−α
v EvwNw (1)
where Xw is performed depending on the value of sv .
(Such corrections are called byproduct operators.) Ap-
plying Jαvw to a pure input state |ψ〉v yields the pure
state
[
J(α) |ψ〉
]
w
, where
J(α) = 1√
2
[
1 eiα
1 −eiα
]
∝ HRz(α) . (2)
More generally, for any joint state |ϕ〉vS of a qubit v
with another system S (where S doesn’t contain w):
Jαvw
(
|ϕ〉〈ϕ|
vS
)
=
[
J(α)w ⊗ IS
]
|ϕ〉〈ϕ|
wS
[
J(α)†w ⊗ IS
] (3)
2No assumption is usually made about whether the qubit v ex-
ists after measurement, and so it is generally ignored as a part of
any output state; however, if it does exist, complete information
about its’ state is provided by the values of α and sv .
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The gates J(α) for arbitrary α can be used to simulate
any one-qubit unitary, and for α ∈
{
nπ
4
∣∣ n ∈ Z} can
be used to approximately simulate any one-qubit uni-
tary [16]. Since controlled-Z operations and arbitrary
one-qubit unitaries can be used to simulate an arbitrary
unitary operation on a multi-qubit system [17], we may
achieve universal quantum computation by concatenat-
ing patterns implementing these operations. We can do
this by translating quantum circuits as follows:
(i). Each logical qubit (or “wire”) v is mapped to a
sequence of pattern qubits v0 , v1 , · · · allocated as
needed throughout the translation process. At
each stage, the most recent allocated qubit vn for
a wire v is said to be the current pattern qubit
for v . Initially, for each qubit v , only the first
pattern qubit v0 is allocated. For each circuit
wire v representing an ancilla, we add a prepa-
ration operator Nv0 (which implies v0 /∈ I).
(ii). Each circuit operation is translated in sequence:
• if vj is the current pattern qubit for the wire
v , then J(α)v is translated to J
α
vjvj+1 (where
vj+1 is allocated for this purpose);
• if vj and wk are the current pattern qubits for
v and w respectively, a controlled-Z acting on
v and w is translated to Evjwk (no additional
qubits are allocated in this case).
Thus, we can straightforwardly translate a sequence of
quantum circuit operations Un · · ·U2U1 into a sequence
of patterns Pn · · ·P2P1 on a known number of qubits.
2.1.2 Adaptive measurement & graph states
We can simplify patterns by allowing measurement op-
erations to themselves depend on the results of previous
measurements. Using the equalities
EvwXv = XvZwEvw
Mαv Xv =M
−α
v
Mαv Zv =M
α+π
v
(4)
we may postpone all correction operations until the end
of the algorithm. This gives rise to measurement op-
erators τ [Mαv ]
σ =M (-1)
σα+τπ
v , where σ and τ are each
sums of some of the signals sa , sb , · · · produced by
qubits which are measured before v . (Note that these
sums of signals may be performed modulo 2.)
Note that measurements of the form Mα+τπv are per-
formed with respect to the same basis as Mα , but
with the two basis elements |±α〉 interchanged when-
ever τ ≡ 1 (mod 2) . Rather than changing the angle of
measurement by π depending on the value of τ , we may
add the value of the expression τ to the measurement
result sv to obtain a modified result s
′
v . Equivalently, in
the algebraic representation of the pattern, we may sub-
stitute sv wherever it occurs in a correction of measure-
ment dependency with the expression sv+τ . This sub-
stitution is called signal shifting in [11]. We may also
remove signal dependencies for measurements in the X
or Y axis: changes of sign do not affect a measurement
angle α = 0 , so τ [M0v ]
σ = τ [M0v ] ; and a change of sign
for α = ±π/2 is the same as adding/subtracting π , so
τ [M
π/2
v ]σ = σ+τ [M
π/2
v ] . Then, signal shifting can re-
move all signal dependencies for X or Y measurements.
As any Nv or Evw operations acting on a qubit v pre-
cede any measurement performed on v , we may move
these operations to the beginning of the algorithm. So,
patterns can always be transformed into an equivalent
form with the following sequence of operations:
(a) the preparation maps (in arbitrary order);
(b) the entangling operations (in arbitrary order);
(c) measurements of each element of Oc , whose angles
may depend on signals from preceding measure-
ments (only to determine their sign, if we perform
signal shifting); and
(d) byproduct operators on the qubits in O .
The first two parts of such a pattern prepares a graph
state, which may be described in terms of an entan-
glement graph G : the vertices V (G) of the graph are
the qubits of the pattern, with each v ∈ Ic initially in
the |+〉 state; edges uv ∈ E(G) represent controlled-
Z operations performed on that pair of qubits. The
graph state may be alternatively prepared from a larger
system by creating a cluster state (a lattice of qubits
with each prepared in the |+〉 state and then entangled
with each of their nearest neighbors), and then remov-
ing some of the qubits by measuring in the Z axis [3]. In
this paper, however, no assumptions are needed about
how entanglement graphs are actually prepared.
2.2 Causal Flows
Considering the outward differences between the one-
way measurement model and the circuit model could
lead to new techniques for developing quantum algo-
rithms. However, an apparent obstacle to directly de-
vising patterns in the one-way model is that measure-
ment angles may depend on prior measurements, and
byproduct operations depending on many measurement
signals must be performed the output qubits. These
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I O
I = O
Figure 1: Simple examples of geometries with causal flows. All
edges are un-directed: arrows indicate the action of the successor
function f : Oc −→ Ic of a causal flow.
details are essential, but they obscure a direct under-
standing of what operation is simulated by a pattern.
This problem can be solved if we can devise patterns P
with the property that the measurement sequence, sig-
nal dependencies, and byproduct operations necessary
to transform P into a pattern which performs a uni-
tary embedding can be inferred from the entanglement
graph and measurement angles. In such a pattern, we
may treat measurementsMαv as post-selecting the state
of the whole system so that v is in the state |+α〉 , as
the byproduct operation to be performed for any other
measurement result is easy to determine.3 This seems
like a strong constraint, but it holds for every pattern
with a “flow” property introduced in [13].4
Definition 1. A geometry (G, I,O) is an entangle-
ment graph G , together with subsets I,O ⊆ V (G)
representing the sets of input and output vertices of
a measurement pattern. A causal flow on (G, I,O) is
an ordered pair (f,4) , with a function f : Oc −→ Ic
and a partial order 4 on V (G) , such that
(Fi)
(Fii)
(Fiii)
x ∼ f(x)
x 4 f(x)
y ∼ f(x) =⇒ x 4 y
(5)
hold for all vertices x ∈ Oc and y ∈ V (G) . We will
refer to f as the successor function of the causal flow,
and 4 as the causal order of the causal flow.
Figures 1 and 2 illustrate examples of geometries with
and without causal flows. Causal orders for the ge-
ometries in Figure 1 have been omitted for the sake
of brevity, but can be easily determined. (In the de-
generate example with I = O , the equality relation on
vertices is itself a causal order.)
3This “virtual” post-selection doesn’t yield the full power of
postselection described in [18], precisely because the possible af-
ter measurement outcomes differ by at most a Pauli operation.
4In this paper, I use the term “causal flow” instead, to avoid
confusion with network flows.
I O
a0
a1
a2
b0
b1
b2
(Fii) =⇒


a0 4 b0
a1 4 b1
a2 4 b2


(Fiii) =⇒ a0 4 a1 4 a2 4 a0
Figure 2: A geometry with an injection f : Oc −→ Ic , but no
causal flow. (See the discussion following Definition 6.)
The conditions (Fi) – (Fiii) are meant to capture the
measurement sequence of a pattern which performs a
unitary embedding. Consider a pattern obtained by
translating a quantum circuit using the procedure de-
scribed at the end of Section 2.1.1. Such patterns have
causal flows: we let f(vj) = vj+1 for all pattern qubits
vj in each wire v , commute all corrections to the end
of the algorithm (without performing signal shifting or
simplifications for X or Y measurements5), and let
x 4 y if and only if either x = y or there is a chain
of measurement signal dependencies from x to y . This
is obviously a partial order. Then:
— (Fi) holds because the Jαxf(x) patterns from the ini-
tial translation each contain an operation Exf(x) ;
— (Fii) holds because, for any x ∈ Oc , the measure-
ment on f(x) must absorb an X sxf(x) operator; and
— (Fiii) holds because any measurement on a vetrex
y ∼ f(x) must absorb a Zsxy operator induced by
commuting X sxf(x) past the operator Eyf(x) .
This can be used as a motivation for Definition 1.
Causal orders can also be used to describe the order
in which qubits can be measured if signal-shifting is
performed (but still without performing the other sim-
plifications for X or Y measurements), as follows. If
the measurement on a qubit y ∈ Oc only depends on
the signal of another qubit x for an addition of π to
the measurement angle (e.g. if sx [Mαy ] is the measure-
ment operator on y), we can eliminate this dependency
by signal shifting: doing so for the measurement on y
adds a signal dependency on x for all qubits z such
that y ≺ z . Shifting the signal dependency of y on x
in this way only removes y from the set of qubits which
ultimately depend on x . Repeating this for all qubits,
we obtain an alternative formulation of the causal flow
5By not performing simplifications for X or Y measurements,
the effect is to delay such measurements so that they are not
performed as soon as possible. This sacrifices the flexibility of
the measurement order for this special case, but allows us to
analyze geometries independently of measurement angles.
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I O
α
β γ δ
η
∼=
• • J(-α)
• J(-β) J(-γ) • • J(-δ)
|+〉 • J(-η)
Figure 3: A quantum circuit corresponding to a measurement
pattern. The pattern is described here in terms of a geometry
with a causal flow, together with a choice of measurement angles
for each vertex (labelling the arrows leaving each vertex of Oc).
described above: x 4 y iff there is a chain of signal
dependencies from x to f(y) after signal shifting.
If a geometry (G, I,O) has a causal flow (f,4) , any
pattern P on (G, I,O) which would perform a unitary
embedding U if all of the measurement results yielded
sv = 0 for v ∈ O
c can be translated into a quantum
circuit for U . For each x ∈ Oc , we label the edge
x f(x) ∈ E(G) with the measurement angle for x . We
then use the graphG to construct a circuit for a unitary
embedding: sequences of vertices x , f(x) , f(f(x)) , · · ·
correspond to wires of the circuit; edges labelled with
an angle α become a J(−α) gate on the corresponding
wire; the action of the mapping f provides an arrow of
time; and unlabeled edges become controlled-Z oper-
ations between wires, whose order is constrained only
by the ordering of the pattern qubits for each wire. An
example is illustrated in Figure 3.
Using this, the presence of a causal flow allows us to in-
fer the byproduct operations for patterns as described
on page 4. Let P be a pattern without any correction
operations or other signal dependencies, whose geome-
try has a causal flow: we may then translate this pat-
tern into the circuit model as above to obtain a unitary
embedding, and then translate this circuit back into the
one-way measurement model. The resulting pattern P′
will then have the same geometry and measurement an-
gles as P , and it will also have the signal dependencies
and byproduct operations necessary to implement the
unitary embedding described by interpreting operators
Mαv in P as post-selecting the state |+α〉 for v .
Thus, causal flows may make it practical to design
quantum algorithms directly in the one-way measure-
ment model, because they allow a complete pattern to
be found from partial information. One proposal [12]
takes advantage of this to reduce the problem of devis-
ing a pattern simulating a given unitary U to that of
expressing the coefficients of U in terms of sums of roots
of unity, whose ratios define a graph with a causal flow.
This motivates the problem of efficiently determining
when a geometry has a causal flow.
3 Characterizing causal flows in
graph-theoretic terms
In order to determine whether a geometry (G, I,O) has
a causal flow, it is useful to understand the sorts of
structures which are induced or forbidden in G by the
presence of a causal flow. We begin with a restriction
of the concept of a path cover to geometries:
Definition 2. Let (G, I,O) be a geometry. A collec-
tion C of (possibly trivial) directed paths in G is a path
cover of (G, I,O) if
(i). each v ∈ V (G) is contained in exactly one path
(i.e. the paths cover G and are vertex-disjoint);
(ii). each path in C is either disjoint from I , or inter-
sects I only at its initial point;
(iii). each path in C intersects O only at its final point.
In the case |I| = |O| , a path cover of (G, I,O) will
just be a path cover for the graph G which is also a
collection of vertex-disjoint I–O paths.
For a causal flow (f,4) , there is a natural connection
between the successor function f and path covers for
the geometry (G, I,O) , which we capture in the fol-
lowing Lemma:
Lemma 3. Let (f,4) be a causal flow on a geometry
(G, I,O) . Then there is a path cover Pf of (G, I,O) ,
where x→ y is an arc of Pf if and only if y = f(x) .
Proof — Let (f,4) be a causal flow on (G, I,O) .
Suppose that f(x) = f(y) for some x, y ∈ Oc . By
condition (Fi), we have y ∼ f(y) = f(x) ; and by con-
dition (Fiii), we have x 4 y . Similarly, we have y 4 x ,
so x = y . Thus f is an injective function.
Define a digraph P on the vertices of G , and with arcs
x→ f(x) for x ∈ Oc . Because f is both a function and
injective, every vertex in P has maximal out-degree and
maximal in-degree 1 . Thus, P is a collection of vertex-
disjoint dipaths, dicycles, and closed walks of length 2 .
As well, for every arc (x→ y) ∈ A(P ) , we have x 4 y ;
by induction, x 4 z whenever there is a dipath from
x to z in P . Then if x and z are such that there is
a dipath from x to z and another from z to x , then
x 4 z and z 4 x , in which case x = z and the dipaths
are trivial. Thus, P is acyclic, so P consists entirely of
vertex-disjoint dipaths.
Let Pf be the collection of maximal dipaths in P . We
show that Pf satisfies each of the criteria of Defini-
tion 2:
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(i). Any vertex v which is neither in dom(f) nor
img (f) will be isolated in P : then, the triv-
ial path on v is an element of Pf . All other
vertices are in either dom(f) or img (f) , and
so are contained in a non-trivial path of Pf .
As these paths are vertex-disjoint, each vertex
is contained in exactly one path.
(ii). In particular, each input vertex is contained in
exactly one path. Because I ∩ img (f) = ∅ ,
input vertices can only occur at the initial point
of any arc in P , and so input vertices can only
occur at the initial points of paths in Pf . Thus,
each path of Pf is either disjoint from I , or in-
tersects I only at its’ initial point.
(iii). Similarly, each output vertex is contained in ex-
actly one path. Because O ∩ dom(f) = ∅ , out-
put vertices can only occur at the final point of
paths in Pf . Conversely, a path in Pf can only
end at a vertex not in dom(f) , which will be in
O by definition. Thus, each path of Pf intersects
O only at its’ endpoint.
Then Pf is a path cover, whose paths contain only arcs
x→ f(x) , as required.
We will be interested in functions f which are not nec-
essarily the successor function of a causal flow (f,4) ,
but which nonetheless are related to a path cover in
the sense of Lemma 3. Thus, we will extend our usage
of the term successor function to include the following
definition:
Definition 4. Let C be a path cover for a geome-
try (G, I,O) . Then the successor function of C is the
unique f : Oc −→ Ic such that y = f(x) if and only if
x → y is an arc of C . If a function f : Oc −→ Ic is a
successor function of some path-cover of (G, I,O) , we
may call f a successor function of (G, I,O).
It is easy to show that any successor function of a geom-
etry will be injective, and in the case where |I| = |O| ,
that it is bijective. This allows us to define the addi-
tional useful terminology:
Definition 5. Let C be a path cover for a geometry
(G, I,O) with |I| = |O| . The predecessor function of C
is the unique g : Ic −→ Oc such that g(y) = x if and
only if x→ y is an arc of C .
It is easy to show that the successor and predecessor
functions of a path cover are mutually inverse when
they are both defined.
Given that the successor function of a causal flow for
(G, I,O) induces a path cover, one might think of
also trying to obtain a causal flow from a path cover.
There is an obvious choice of binary relation which we
would like to consider, which satisfies conditions (Fii)
and (Fiii):
Definition 6. Let f be a successor function for
(G, I,O) . The natural pre-order6 4 for f is the tran-
sitive closure on V (G) of the conditions
x 4 x ; x 4 f(x) ; y ∼ f(x) =⇒ x 4 y (6)
for all x, y ∈ V (G) .
It is easy to show that the natural pre-order 4 for f is
a partial order if and only if f is the successor function
of a causal flow. If 4 is a partial order, it will be the
coarsest partial order such that (f,4) is a causal flow.
However, it is easy to construct geometries where 4
is not a partial order. One example is the geome-
try (G, I,O) illustrated in Figure 2, with G equal to
the cycle C6 = a0b0a1b1a2b2a0 , I = {a0, a1, a1} , and
O = {b0, b1, b2} . For any successor function f on this
geometry, (Fiii) forces either a0 4 a1 4 a2 4 a0 or
a0 < a1 < a2 < a0 to hold. Because a0 , a1 , and a2 are
distinct, such a relation 4 is not antisymmetric, so it
isn’t a partial order.
In the example above, we have not only a cyclic graph,
but a cycle of relationships induced by condition (Fiii).
The following definitions are aimed to characterize
these cyclic relations in terms of closed walks.
Definition 7. Let (G, I,O) be a geometry, and F a
family of directed paths in G . A walk W = u0u1 · · ·uℓ
is an influencing walk7 for F if it is a concatenation of
zero or more paths (called segments of the influencing
walk) of the following two types:
• xy , where x→ y is an arc of F ;
• xzy , where x→ z is an arc of F and yz ∈ E(G) .
A vicious circuit for F is a closed influencing walk for
F with at least one segment.
It is easy to see that an influencing walk W of F must
start with an arc of F , and of any two consecutive
6A pre-order is a binary relation which is reflexive and tran-
sitive, but not necessarily antisymmetric.
7These are closely related to walks which alternate with respect
to F : see Section 3.3 of [15].
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edges of W , at least one is an arc of F . Then, it
is easy to see that the decomposition of W into its’
segments is unique: the initial segment is of the first
type if and only if the first two edges are arcs of F , is
of the second type otherwise. The entire walk can be
decomposed recursively in this fashion.
Definition 8. Let (G, I,O) be a geometry. A path
cover C for (G, I,O) is a causal path cover if C does not
have any vicious circuits in G .
The two type of segments which build an influenc-
ing walk correspond directly to the causal flow con-
ditions (Fii) and (Fiii). In fact, we may prove:
Lemma 9. Let C be a path cover for (G, I,O) with
successor function f , and let 4 be the natural pre-order
of f . Then x 4 y if and only if there is an influencing
walk for C from x to y .
Proof — To show that x 4 y if there is an influ-
encing walk from x to y , we proceed by induction on
the number of segments of the influencing walk. If the
number of segments of the influencing walk is zero, then
x = y , in which case x 4 y . Otherwise, suppose the
proposition holds for all influencing walks for C with
fewer than n segments for some n ∈ N , and that there
is an influencing walk W = xu1 · · ·uℓy from x to y (for
some vertex-sequence (uj)
ℓ
j=1) which has n segments.
• If the final segment of W is uℓy , then xu1 · · ·uℓ
is an influencing walk of n − 1 segments, so x 4
uℓ . Because we also have y = f(uℓ) , from the
definition of the natural pre-order we have x 4 y .
• If the final segment of W is uℓ−1uℓy , then
xu1 · · ·uℓ−1 is an influencing walk of n − 1 seg-
ments, so x 4 uℓ−1 . Because we also have y ∼
uℓ = f(uℓ−1) , from the definition of the natural
pre-order we have x 4 y .
Conversely: from the definition of 4 as a transitive clo-
sure, if x 4 y for some x, y ∈ V (G) , there is a sequence
of vertices (uj)
ℓ
j=0 for some ℓ ∈ N such that u0 = x ,
um = y , and
uj+1 = f(uj) ∨ uj+1 ∼ f(uj) (7)
holds for each j ∈ [ℓ] . Then, define the paths
σj =
{
ujuj+1 , if uj+1 = f(uj)
ujf(uj)uj+1 , if uj+1 ∼ f(uj)
}
(8)
for each j ∈ [ℓ] : the walk σ0σ1 · · ·σℓ obtained from
concatenating these paths is a walk from x to y , and
in particular an influencing walk.
Theorem 10. Let (G, I,O) be a geometry with path
cover C , f be the successor function of C , and 4 be
the natural pre-order for f . Then the following are
equivalent:
(i). C is a causal path cover;
(ii). 4 is a partial order;
(iii). (f,4) is a causal flow for which C = Pf .
In particular, a geometry has a causal flow iff it has a
causal path cover.
Proof — By construction, (f,4) fails to be a causal
flow if and only if 4 is not a partial order (i.e. if and
only if it isn’t anti-symmetric). Thus (ii)⇐⇒ (iii) .
If 4 is not anti-symmetric, then there are distinct
x, y ∈ V (G) such that x 4 y and y 4 x : by Lemma 9,
there is then an influencing walk W with at least one
segment from x to y , and also an influencing walk W ′
with at least one segment from y to x . ThenWW ′ is an
influencing walk with at least two segments from x to
itself, and is therefore a vicious circuit for C ; then C is
not a causal path cover. Conversely, if C is not a causal
path cover, then there is a vicious circuit xu1u2 · · ·uℓ−1x
for C : if u2 = f(u1) , then xu1 and u1u2 · · ·x are both
influencing walks, in which case x 4 u1 4 x ; otherwise,
xu1u2 and u2 · · ·uℓ−1x are both influencing walks for C ,
in which case x 4 u2 4 x . Thus (i)⇐⇒ (ii) .
Characterizing causal flows in terms of causal path
covers allows us to shift the emphasis from the con-
structibility of a causal order4 to the absence of vicious
circuits. By using successor and predecessor functions,
we may show that requiring vicious circuits to be absent
for a path cover yields a strong uniqueness result:
Theorem 11. Let (G, I,O) be a geometry such that
|I| = |O| , and let C be a path cover for (G, I,O) . Then
if C is a causal path cover, C is the only maximum col-
lection of vertex-disjoint dipaths from I to O .
Proof — Suppose that C is a path cover for (G, I,O)
with successor function f : Oc −→ Ic , and suppose
there is a maximum-size collection F of vertex-disjoint
I – O dipaths which differs from C . Let S ⊆ V (G) be
the set of vertices not covered by F : because |F| =
|C| = |I| = |O| , we have S ∩ I = ∅ and S ∩ O =
∅ , in which case F is a path cover for the geometry
(G r S, I,O) . Then, let g′ : (Ic r S) −→ (Oc r S)
be the predecessor function of F as a path cover of
(Gr S, I,O) .
Because C andF differ, there must exist a vertex x ∈ Oc
such that x→ f(x) is not an arc of F . Note also that
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u0
Figure 4: An influencing walk for a path cover C (solid arrows) in-
duced by another maximum collection F of vertex-disjoint paths
from I to O (hollow arrows). The shaded area is a subset of the
set S ⊆ V (G) not covered by F .
for v ∈ dom(f) , f(v) /∈ dom(f) holds only if f(v) ∈
O r I ⊆ dom(g′) ; that is, f(v) ∈ dom(f) ∪ dom(g′) .
Then, define a vertex sequence (uj)j∈N in G by setting
u0 = x , u1 = f(x) , and
uj+1 =
{
f(uj) , uj ∈ S or uj 6= f(uj−1)
g′(uj) , uj /∈ S and uj = f(uj−1)
}
(9)
for all j > 2 . Figure 4 illustrates this construction.
Clearly uj ∼ uj+1 for all j ∈ N . We also have u0 → u1
an arc of C , and for any j > 1 such that uj → uj+1 is not
an arc of C , it follows that uj 6= f(uj−1) , in which case
we have uj+1 = f(uj) , which implies uj → uj+1 is an arc
of C . Then for any N ∈ N , the walkWN = u0u1 · · ·uN
is an influencing walk in G .
Because G is a finite graph, the Pigeon Hole Principle
implies that there must be integers m,m′ ∈ N with
m < m′ , um = um′ , and um−1 = um′−1 . Because
Wm′ is an influencing walk, at least one of um−1 → um
or um → um+1 is an arc of C . In the former case, the
closed walk um−1um · · ·um′−1 is an influencing walk, and
thus a vicious circuit; otherwise, umum+1 · · ·um′ is an
influencing walk, and thus a vicious circuit. In either
case, there exists a vicious circuit for C , in which case
C is not a causal path cover.
Taking the contrapositive: if C is a causal path cover,
there can be no such vertex sequence (uj)j∈N as de-
fined above, and so there can be no maximum family of
vertex-disjoint I – O paths F which differs from C .
Note that because a causal path cover of (G, I,O) is
unique if it exists, and the successor function of any
causal flow will also be the successor function of a causal
path cover, there is at most one successor function f
which yields a causal flow for (G, I,O) . Then, if |I| =
|O| , there is at most one causal flow (f,4) of maximum
flexibility in the sequence of measurements (i.e. such
that 4 is the natural pre-order of f).
4 Finding causal flows efficiently
when |I| = |O|
Theorem 11 allows us to reduce the problem of finding
a causal flow for (G, I,O) when |I| = |O| to finding a
maximal collection C of vertex-disjoint I – O paths, and
then determining whether or not C has vicious cycles.
Both steps can be expressed in terms of solved prob-
lems in directed graphs, and both can be solved in time
O(km) , where k = |I| = |O| , and m = |E(G)| . In
this section, I give an outline for the solution of these
problems.8
4.1 Finding a path cover for (G, I, O)
Finding a path cover for (G, I,O) can be reduced to
an instance of network flows. A network is a directed
graph N with a designated source vertex r and sink
vertex s, and a capacity function c : A(N) −→ N rep-
resenting the maximum rate at which some substance
can pass through each arc. An integral r – s flow is
a function φ : A(N) −→ N such that φ(a) 6 c(a) for
all a ∈ A(N) , and where the net flow into a vertex
x ∈ V (N) ,
Φ(x) =

 ∑
(u→x)
∈A(N)
φ(u→ x)

−

 ∑
(x→v)
∈A(N)
φ(x→ v)

 (10)
is zero for x /∈ {r, s} . The value of the flow φ is Φ(r) .
We may start the reduction to network flows by aug-
menting the entanglement graph G to a graph G′ ,
adding a vertex r which is adjacent to every vertex of I ,
and a vertex s which is adjacent to every vertex of O .
Any collection of vertex-disjoint I–O paths then corre-
sponds naturally to a collection of “internally disjoint”
paths from r to s of the same size. By a construction
presented in Section 8.3 of [20], we can then efficiently
construct from G′ a network N with source r and sink
s , such that every integral r – s flow φ can be used to
construct a collection of Φ(r) internally disjoint paths
from r to s in G′ . It then suffices to find a maximum
integral flow for N . This is a well-studied problem:
in the case where all edges have capacity 1 , the Ford-
Fulkerson algorithm (see e.g. [21], Section 26.2) runs
in time O(k′m′) , where k′ 6 |I| = |O| is the value of
the maximum flow, and where m′ ∈ O(|E(G)|) is the
number of arcs in the network N .
8For a detailed description of algorithms to efficiently find
causal flows, readers are encouraged to consult [19], which
presents complete algorithms and proofs of their correctness with-
out assuming any prior knowledge of graph-theoretic algorithms.
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Having found a maximum-size collection F of vertex-
disjoint paths, we may determine if F is a path cover
simply by verifying that it covers all vertices: this may
be done in time O(|V (G)|) . If F is not a path cover,
(G, I,O) has no causal flow by Theorems 10 and 11.
4.2 Determining a causal order
To determine whether or not a path cover C (with suc-
cessor function f) for (G, I,O) has vicious circuits, we
may create the digraph If whose vertices are those of
G , and where (x → y) ∈ A(If ) iff there is an influ-
encing walk for C of at most one segment from x to y .
Then, C has vicious circuits iff If contains a directed
cycle. Tarjan’s algorithm (see e.g. [22], Section 3.1) is
a simple algorithm for determining the strongly con-
nected components of a directed graph D : the equiv-
alence classes of vertices which are mutually reachable
by directed walks. In any circuit of If , all of the ver-
tices are mutually reachable; then, we can use Tarjan’s
algorithm on If to determine whether C is a causal path
cover. If If contains two mutually reachable vertices,
(G, I,O) has no causal flows by Theorems 10 and 11.
Because the natural pre-order 4 for f is characterized
by influencing walks for C , we have x 4 y iff there is a
directed path from x to y in If . Then, the problem of
computing 4 is equivalent to the problem of computing
the transitive closure of If : the directed graph Tf in
which there is an arc from x to y iff there is a non-trivial
directed walk in If from x to y . The transitive closure
can also be computed by a modification of Tarjan’s al-
gorithm: then, 4 can computed at the same time as
we are determining whether If contains directed cycles
(i.e. whether or not 4 is anti-symmetric).
Each path of C is totally ordered by the pre-order 4 :
then, we can represent the relation 4 efficiently through
a chain decomposition — for each x ∈ V (G) , we store
the minimal element yP in each path P ∈ C such that
x 4 yP . From Theorem 3.11 of [22], we can compute
4 in time O(km) , where k = |C| = |I| = |O| and
m = |E(G)| . As remarked in the previous paragraph,
we may determine whether 4 is a partial order at the
same time: if it is, (f,4) is a causal flow for (G, I,O) ;
otherwise, (G, I,O) has no causal flows.
5 Summary and Open Questions
Causal flows are a tool for analyzing the underlying
geometry of measurement patterns, which may make
it feasible to develop algorithms in the one-way model
without direct reference to the circuit model. We have
seen how they can be characterized and efficiently found
using tools of graph theory, in the special case where
the input and output systems have the same number of
qubits.
There are natural open problems.
1. The general case. When |I| > |O| , it is easy
to see that a causal flow cannot exist, because no
successor function f may be defined. This leaves
the case where |I| < |O| . If δ = |O| − |I| , we
may test sets ∂I ⊆ Ic with |∂I| = δ to see if the
geometry (G, I ∪ ∂I,O) has a causal flow: do-
ing this yields an O(kmnδ) algorithm for finding
a causal flow for (G, I,O) . Is there an algorithm
for finding causal flows in an arbitrary geometry
with |I| 6 |O| , whose run-time is also polynomial
in δ = |O| − |I| ?
2. Graphs without designated inputs/outputs.
Quantum computations in the one-way model may
be performed by composing three patterns: one
pattern to prepare an appropriate quantum state,
a pattern to apply a unitary that state (in the vein
that we have been considering in this article), and
a final pattern which measures the resulting state
in an appropriate basis. The composite pattern
has no input or output qubits, and so has only the
measurement signals as an output. The result of
the computation would then be determined from
the parity of a subset of the measurement signals.
Given a graph without any designated input or
output vertices, what constraints are necessary to
allow a structure similar to a causal flow to be
found, which would guarantee that deterministic
n qubit operations in the sense of [13] can be per-
formed in the one-way measurement model with
the entanglement graph G ?
3. Ruling out the presence of causal flows with
only partial information about G . Are there
graphs G where it is possible to rule out the pres-
ence of a flow for (G, I,O) from a proper sub-graph
of G , or given n = |V (G)| , m = |E(G)| , and
k = |I| = |O| ?
4. Relaxing the causal flow conditions for Pauli
measurements. Suppose that, in addition to I
and O , we know which qubits are to be measured
in the X axis and which are to be measured in
the Y axis (corresponding to measurement angles 0
and π/2 respectively). These qubits can always be
measured first in a pattern, by absorbing byprod-
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uct operations on those qubits and performing sig-
nal shifting. However, the analysis of patterns in
terms of causal flows does not take this into ac-
count, as it is independent of measurement angles.
Is it possible to develop a natural analogue for
causal flows which represents these qubits as min-
imal in the corresponding causal order, which may
be efficiently found for geometries with |I| = |O|
or |I| 6 |O| generally?
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