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Abstract—Intima Media Thickness (IMT) is now being 
considered as an indicator of atherosclerosis.  Our group has 
developed several feature-based IMT measurement algorithms 
such as CALEX (a class of patented AtheroEdge™ Systems from 
Global Biomedical Technologies, Inc., CA, USA). These methods 
are based on the hypothesis that the highest pixel intensities are 
in the far wall of the Common Carotid Artery (CCA) or the 
Internal Carotid Artery (ICA). In this work, we verify that this 
hypothesis holds true for B-mode longitudinal ultrasound images 
of the carotid wall.  This patented methodology consists of 
generating the composite image (arithmetic sum of images) from 
the database by first registering the carotid image frames with 
respect to a nearly straight carotid artery frame from the same 
database using (a) B-spline based non-rigid registration and (b) 
affine registration. Prior to registration, we segment the carotid 
artery lumen using a level set based algorithm followed by 
morphological image processing. The binary lumen images are 
registered and the transformations are applied to the original 
grayscale CCA images.  We evaluated our technique using a 
database of 200 common carotid images of normal and 
pathologic carotids. The composite image presented the highest 
intensity distribution in the far wall of the CCA/ICA, validating 
our hypothesis. We have also demonstrated the accuracy and 
improvement in IMT segmentation result with our CALEX 3.0 
system. The CALEX system, when run on newly acquired 
ultrasound images, shows the IMT error of about 30 µm. Thus, 
we have shown that the CALEX algorithm is able to exploit the 
far wall brightness for accurate IMT measurements.  
Index Terms:  Carotid Artery, Ultrasound, Far Wall, Brightness, 
Intima Media Thickness, non-rigid registration, level set 
segmentation, Performance. 
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therosclerosis is the thickening and narrowing of the arteries 
due to formation of plaque on the walls of the artery. It is one 
of the leading causes of stroke and is the first clinical 
manifestation of cardiovascular disease. Recent research 
has been focused on determining early indicators of 
atherosclerosis. IMT is an early indicator of atherosclerosis [1] 
and precedes luminal narrowing due to plaque formation. 
Since plaque formation starts in the walls of the artery, IMT 
could be a better indicator than lumen area or blood velocity. 
Population studies have shown a strong correlation between 
carotid IMT and several cardiovascular risk factors [2] and 
IMT has also been found to be associated with the extent of 
atherosclerosis and end organ damage of high-risk patients [3]. 
B-mode ultrasound (US) is a non-invasive method to measure 
IMT especially in easily accessible arteries like the carotid. 
IMT measurements using ultrasonography correlate well with 
histopathology and are reproducible [4]. 
   Automated segmentation facilitates real time IMT 
measurements and is very helpful in the clinical evaluation of 
large databases which can be done either semi-automatically 
or by running automated methods (so-called batch mode 
processing). These methods can be applied to several blood 
vessels.  However, several groups such as Liguori et al. [5], 
Cheng et al. [6], and Gutierrez et al. [7] have proposed 
methods that require the user to interactively place markers or 
draw regions of interest to initiate the segmentation. None of 
these methods are fully automated, and therefore, we seek to 
define an approach that would require no user interaction. 
 Our patented system CALEX (Completely Automated 
Layers EXtraction) (a Class of AtheroEdge™ systems) [8] 
quantifies IMT using a feature-based approach and is fully 
automated with minimal user intervention. This system 
extracts features from the far wall based on the hypothesis that 
the far wall is brighter [8] compared to the near wall in the US 
image. Delsanto et al. [9] characterized the performance of an 
automated carotid wall segmentation algorithm based on the 
same hypothesis by validating against expert segmentation. 
The algorithm localized the adventitial wall based on the 
intensity local maxima of every column in the image, i.e., the 
far wall brightness compared to the near wall. Several systems 
developed by our group that were based on this hypothesis for 
IMT measurements produced results that were in good 
agreement with expert segmentation [8-10]. However, the 
validation was based on manual intensity measurements on 
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several representative US images. 
 In this paper, we validate the hypothesis of far wall 
maximum brightness by registering our entire database of 200 
US images of the carotid artery and showing that the far wall 
has higher intensity. In addition, we also look at the feasibility 
of automatic lumen segmentation and registration of B-mode 
US carotid artery images for clinical studies. Here, we are 
registering images to a ‘standard carotid artery’ but we can 
adapt the same method for images obtained during follow up 
studies involving the same patient. After registration, we 
segment the images using an automated technique, in order to 
show the performance and exploit the potentialities of the 
registered images. The concept of joint registration and 
segmentation in one system is not new and it has been adapted 
before to mammographic images by Suri et al. [11]. In fact, it 
has been shown that registration can improve segmentation 
performance and vice-versa thereby improving the overall 
quality of the examination [11]. 
The paper is organized as follows. Section II talks about 
image acquisition and pre-processing steps and also describes 
the segmentation and registration methods. In Section III, we 
present the results obtained using registration and 
segmentation. A detailed discussion is presented in Section 
IV. In Section V, we look at how we can exploit the higher 
intensity of the far wall for automatic carotid artery 
segmentation. We conclude the paper in Section VI. 
II. METHODS 
A. Image acquisition and normalization 
The image database consists of 200 B-mode 2D US 
longitudinal images of the common tract of the carotid artery. 
All the images were transferred to a computer via a DICOM 
communication port in log-compressed 8-bit grayscale. The 
pixel density of all the images was equal to 16 pixels/mm in 
the axial direction, thus leading to a conversion factor of 
0.0625 mm/pixel. The images were taken from 130 subjects: 
50 normal subjects and 80 patients suffering from 
atherosclerosis who were recruited by the Neurology division 
of the Gradenigo Hospital (Torino, Italy) where all the US 
examinations were conducted. 100 images were relative to the 
left and right carotid artery of the 50 healthy subjects. 160 
images were acquired from the 80 patients, one each from the 
left and right carotid arteries. However, among these 160 
images, we had to discard 60 images: 35 carotids had a plaque 
protruding in the artery lumen, whereas 25 images were 
relative to pre-treated carotids (i.e., the carotid was either 
closed or with an implanted stent). These 60 images were 
unsuitable to test our hypothesis, because our methodology 
has not been developed for vessels with plaque. Such images 
were removed from the database, thus leading to a total of 200 
images. The subjects’ age ranged from 25 to 83 years (mean: 
48.3 years; standard deviation: 9.9 years). Seventy subjects 
were male. All the patients were clinically evaluated before 
being included in the study and all the subjects signed an 
informed consent before the US examination. The study 
received the approval by the Institutional Committee of the 
Gradenigo Hospital . 
B. Automated Lumen Segmentation 
The objective of this segmentation is to automatically 
segment the lumen in the carotid artery frame. The concept of 
automated lumen segmentation is based on finding the far 
adventitia (ADF) border and reconstructing the Region of 
Interest (ROI) in which lumen lies. The ROI is then utilized to 
capture the lumen region. For automated ADF computation, 
we first remove the black frame surrounding the image [12]. 
This frame, which is a standard in all B-mode US images, 
interferes with the automated lumen segmentation system. We, 
therefore, cropped the images to maintain only the region 
containing the US data. This procedure was completely 
automated and relied on the data contained in the DICOM 
header of the images [12]. 
 
 
Fig. 1. (A) Original B-mode image. (B) Downsampled and despeckled image. 
(C) Convolution of image (B) with a first-order Gaussian kernel (D) 
Automated tracing of the far adventitia layer (ADF) in image (A). 
Subsequently, our procedure automatically recognizes the 
carotid artery in the image. We adopted a patented multi-
resolution approach (CAMES [13] – a class of AtheroEdge™ 
systems from Global Biomedical Technologies, Inc., CA, 
USA), consisting of the following steps: 
1. Downsampling: We downsampled the image (Fig. 1A) 
by a factor of 2 and attenuated the speckle noise (Fig. 
1B). This process scaled the size of the carotid wall 
(nominally about 1 mm = about 16 pixels) to the optimal 
size of 8 pixels for the automated recognition. 
2. Convolution with Higher Order Derivative: We filtered 
the image (Fig. 1B) by using a first-order derivative 
Gaussian filter (Fig. 1C). This filter is the equivalent of a 
high-pass filter, which enhances the representation of the 
objects having the same size of the kernel. Since we 
aimed at enhancing the representation of the carotid 
walls, we chose a kernel size of 8 pixels. 
3. Heuristic Search for ADF: Starting from the bottom of the 
image, the far carotid wall was recognized as it was a 
bright stripe of about 8 pixels size (Fig. 1D). As 
mentioned in step 1, the nominal value of the IMT is 
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about 1 mm which is equivalent to 8 pixels in the 
downsampled domain. Thus, the first-order Gaussian 
derivative kernel is size matched to the IMT and it 
outputs a white stripe of the same size as the far wall 
thickness. Our heuristic search considered the image 
column-wise. The intensity profile of each column was 
scanned from bottom to top (i.e., from the deepest pixel 
moving upwards). The deepest region which had a width 
of at least 8 pixels was considered as the far wall. 
4. Guidance Zone Creation: The output of this carotid 
recognition stage was the tracing of the far adventitia 
layer (ADF) (a complete description of this procedure is 
given in [13]). We selected a Guidance Zone (GZ) in 
which we performed segmentation. The basic idea was to 
draw a GZ that comprised the far wall (i.e., the intima, 
media, and adventitia layers) and the near wall. The 
average diameter of the carotid lumen is 6 mm, which 
roughly corresponded to 96 pixels at a pixel density of 16 
pixels / mm. Therefore, we traced a GZ that had the same 
horizontal support of the ADF profile, and a vertical 
height of about 200 pixels. With this vertical size, which 
is double the normal size of the carotid, we ensured the 
presence of both artery walls in the GZ. 
5. Lumen Segmentation: The lumen segmentation consists 
of a preprocessing step followed by a level set based 
segmentation method. The first preprocessing step is the 
inversion of the image i.e., we subtract every pixel in the 
image from the maximum value of the image.  We then 
multiply the image by a function of the gradient of the 
original image given by (1) below.  
u
uf
∇+
=∇
1
1)(                                                     (1) 
Here u indicates the image. The function is such that it 
takes low values (<<1) at the edges in the image and 
takes a maximum value of 1 in regions that are ‘flat’. The 
lumen is then segmented using the active contour without 
edges algorithm or the Chan-Vese algorithm as described 
in [14] (Appendix A). The algorithm was chosen because 
of the piecewise constant nature of the cropped carotid 
artery images obtained from the previous step. The 
lumen, after preprocessing, is white and its grayscale 
intensity is high (>100) with noise. The walls of the 
artery that initially appear bright become dark (i.e. <50 
grayscale intensity) after preprocessing. The Chan-Vese 
method is very effective for segmenting images made up 
of two piecewise constant regions which in our case 
correspond to the lumen and the carotid wall. The 
segmentation produces a binary image where the lumen 
is white (intensity of 1) and the wall intensity is 0.  We 
would also like to point out that the algorithm is not 
influenced by the actual gray scale values in the carotid 
images giving us the flexibility to analyze images 
acquired with different settings. The algorithm is also 
robust to noise as it does not directly depend on the 
edges in the images.  The pseudo-code for the entire 
automated segmentation algorithm is as follows: 
A) Invert image i.e., subtract image from maximum 
value in the image  
B) Multiply with function given in (1) 
C) Down sample image by a factor of 4. Since 
numerical Partial Differential Equations require long 
computing times, we down sampled the image to 
achieve convergence in a reasonable amount of time. 
D) Initialize level set contour as a rectangle. The initial 
contour placement is automated.  We computed a 
rectangular contour centered on the image.  
E) Run the Chan-Vese algorithm for 1000 iterations. 
The number of iterations was arrived at by trial and 
error and it was sufficient for all test images across 
different databases. 
F) Up sample the segmentation result, which is a binary 
image where the lumen is 1, to the original size of 
the image. 
G) The presence of the jugular vein in some images 
causes the algorithm to segment both the carotid and 
the vein. In this case, employ a connected 
component analysis to determine which connected 
group is closer to the ADF. The connected group 
closest to the ADF is taken as the carotid artery. 
H) Apply morphological hole filling to remove holes in 
the binary segmentation result caused by the 
backscatter noise in the lumen. 
C. Image Alignment for Composite Image Generation 
The first step in the automated IMT measurement 
algorithms like CALEX is the recognition of the Common 
Carotid Artery (CCA). For this purpose, the assumption by 
most of these feature-based algorithms is that the far wall of 
the CCA has the highest intensity in the image. To validate 
this assumption, it is necessary to locate the far wall and 
determine its intensity. If the ultrasound probe is exactly along 
the longitudinal axis of the CCA, the resulting image will 
show a nearly horizontal straight CCA with respect to the base 
edge of the image. However, not all CCA images are acquired 
parallel to the longitudinal axis. Sometimes, the probe can 
make a slight angle with the longitudinal axis of the CCA, and 
therefore, the resultant image will not have the CCA 
absolutely horizontal with respect to the base of the image. 
Such images will show a slightly titled CCA. In order to 
superimpose all these images to show that the cumulative far 
wall intensity is the highest, we register all CCA images with 
respect to an ideal image in which the CCA is parallel to the 
base edge. This is the main motivation for registering the 
images in our work.  
A near straight artery image is used as a target image for 
all other images in the database. Lumen segmentations of 
binary images are affine transformed to estimate the rotation 
and translation of the floating image into the same orientation 
and position as target image. The free form deformation 
registration method using B-spline described in [15] was used 
for non-rigid registration. The method is a hierarchical 
transformation model where the local deformations are 
described by free form deformations modeled using B-splines. 
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Registration is performed by minimizing a cost function that is 
a combination of sum of squared differences and a cost 
function associated with the smoothness of the transformation. 
The free form deformation based on B-splines deforms the 
object by altering an underlying mesh of spline control points. 
The alteration produces smooth and continuous 
transformations. In two dimensions, we denote x and y as the 
coordinates of the image volume. Let φij denote the mesh of 
control points (n1 x n2). The deformations produced by the B-
splines can be written as: 
  
d x, y,z( ) = Bi u( )B j v( )ϕ i+l, j+m
m=0
3
∑
l=0
3
∑
i = xn1
⎢ 
⎣ 
⎢ 
⎥ 
⎦ 
⎥ −1,    j =
y
n2
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⎥ 
⎦ 
⎥ −1
 (2)        
    In (2), Bl represents the basis functions of the B-splines, 
given by (3).  
  
B0 (u) =
(1− u)3
6
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6
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u 3
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 The cost function for the registration is mathematically 
given as 
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Here, I is the fixed target reference image, F is the floating 
image transformed by T (combined rigid and non-rigid 
transformation). The deformation d is defined in (2) and the 
derivatives are with respect to spatial coordinates. In (4), the 
second term is the penalty term for smooth deformations and 
is the bending energy of a thin plate of metal. The 
optimization solves for the control point grid from which the 
deformations are calculated.  
Non-rigid registration using B-splines based free form 
deformations is one of the popular methods for non-rigid 
registration of multi-modality images. The algorithm’s main 
advantage compared to other methods is that it produces very 
smooth deformations due to B-splines and the transformed 
images are not overly distorted. Because of its use in multi-
modality registration, information theoretic metrics are used as 
the cost function. For our application, we used the least 
squares criterion as we were registering 2D binary images 
oriented differently. It proved to be more effective than 
directly registering the grayscale carotid artery images. 
Several implementations of this algorithm are readily available 
in various languages. We used the Matlab implementation by 
Dr. Dirk-Jan Kroon available from Mathworks file exchange. 
The algorithm is generally slow (5 minutes per image pair). 
But in our case we are using it only for validation purposes 
and will not be a part of any commercial implementation.  We 
also perform an initial affine registration that scales and aligns 
the floating image. The non-rigid registration is the final step 
to obtain a more accurate transformation field.  
III. RESULTS 
A. Segmentation Results 
The average distance between the manually traced Media-
Adventitia (MA) boundary and the automatically traced ADF 
was 25.03 ± 19.47 pixels (1.54 ± 1.19 mm). This small 
distance indicates that the automatically traced ADF profile 
and the manually traced MA profile match, and therefore, the 
recognition of the carotid artery was successful. The 
segmented lumen of the fixed base carotid artery and a 
floating carotid artery image belonging to different patients 
are shown Fig. 2. The images are chosen to highlight the 
requirement for an affine transformation prior to a non-rigid 
registration.  
 
Fig. 2. Segmentation Results.  Fixed reference image of carotid artery (Top 
left) and one of the 200 floating carotid artery images (Top right).  Binary 
image of segmented fixed reference image lumen (Bottom left) and binary 
image of segmented floating image lumen (Bottom right). 
B. Registration Results 
In Fig. 3, a typical registration result is shown. We have 
chosen two carotid artery images that were at an angle with 
respect to the horizontal. The transformation is the result of an 
affine transformation followed by the free form deformation.   
We chose a weighting factor of 0.01 for the smoothing term in 
the cost function. Typically, it took about 35 iterations for the 
affine registration to converge. Following affine, the non-rigid 
registration took 60 iterations to converge.  
In Fig. 4, a surface plot of the sum of all registered images 
is shown. The grayscale sum image is also displayed. The 
window and level of the grayscale image are set to its 
minimum and maximum values. The results in Fig. 4 confirm 
our hypothesis qualitatively. To obtain quantitative evidence, 
we calculated the maximum value along every column in the 
sum image and confirmed that the maximum value along each 
column was from the far wall. In Fig. 5, the mean intensity 
and standard deviation from a 5x5 window centered on the 
same column along the near and far wall are shown. The far 
wall intensity is clearly higher and well separated from the 
average values along the near wall. A z-score was calculated 
by dividing the difference between the mean values of the 
corresponding 11 x 11 window along the far and near walls 
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and sum of their standard deviations. For all windows 
considered, the z-score was greater than 2.  
 
 
Fig. 3. Result of non-rigid free form deformation of two carotid artery images 
with the carotid artery at an angle with respect to the horizontal. (A) & (B) are 
the acquired and transformed image pairs of one carotid artery. Similarly (C) 
&(D) are acquired and transformed image pairs of the second carotid artery.   
 
 
 
Fig. 4. Surface plot of the registered sum of 200 images showing intense far 
wall (Left). The same displayed as a 2D image (right). The top row image is 
the result of non-rigid registration while the bottom row image is the results 
using affine registration.  The arrows point to the far wall.  
IV. DISCUSSION 
In this work, we validated the hypothesis of far wall maximum 
brightness using a much larger dataset comprising of 200 
images.  Our approach was to register all the B-mode US 
images to a base fixed image which is considered carotid 
‘straight’. The US images of the carotid artery do not have 
many structures and there are no landmarks that can be used to 
assess the quality of registration. We used the intensity sum 
image to verify that the lumen volumes coincided. Since we 
used a non-rigid registration algorithm, we manually verified 
that the deformations are smooth and do not overly distort the 
carotid artery. Since the artery in different patients can be 
oriented at different angles and consequently be of different 
lengths in the image, we require an affine transformation to 
orient and scale the arteries appropriately. The non-rigid 
transformation aligns the edges of the segmented lumen. In 
many cases, non-rigid registration might not be required as the 
artery images are straight and do not have any distortions. 
 
 
Fig. 5. Mean intensity and standard deviation along the far wall and near wall. 
 
The registration accuracy in terms of sub-pixel metrics is 
not a hard requirement for this work. We wanted to verify that 
the far wall has higher intensity than the near wall in all 
images and for that purpose it is sufficient that the images be 
registered within the thickness of the far wall. Our hypothesis 
can be easily verified by visual inspection of Fig. 3 and Fig. 4 
(3D plots). In Fig. 4, it can be seen that the far wall has a 
relatively higher intensity compared to that of the near wall. 
Quantitative results are depicted in Fig. 5, and the z-score of 
greater than 2 also verifies our hypothesis. 
The automated ADF detection method proved very robust 
and had a 100% success rate. This ensured the possibility of 
an accurate segmentation, which is based on ADF tracing. The 
major merits of this automated adventitia recognition is that 
the multiresolution stage is strictly linked to the pixel density 
of the image. This gave robustness to the method, as in the 
multiresolution framework, we always worked with a 
Gaussian kernel size equal to the expected IMT value. 
The binary lumen image has a jagged appearance. The 
binary image edges can be smoothed to obtain a continuous 
line edge but the impact on the registration is not significant. 
We are using the lumen binary images to estimate affine 
transforms and correct for orientation and scaling. The final 
non-rigid transformation makes small changes to arteries that 
are bent or slightly curved and aligns them with the straight 
fixed image.  Small errors in segmentation do not impact the 
affine transformation in terms of orientation angle and scaling. 
Also, any significant curve in the arteries would be adjusted 
by the non-rigid transform despite the presence of these jagged 
edges.  
The segmentation and subsequent registration of the binary 
image of the lumen can be further improved by increasing the 
Dynamic Range (DR) of the acquisition [16]. Increasing DR 
improves the contrast and reduces the variance of the image 
producing sharply peaked histograms of carotid US images. 
Increased contrast and variance improve the segmentation as it 
is based on the assumption that the image is made up of 
regions of constant intensity.  
We also evaluated affine registration on our data sets. 
Although the non-rigid registration provides a more accurate 
registration, an affine registration scheme is sufficient for 
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alignment of the lumen. The lumen edges can be smoothed to 
remove the kinks or jaggedness prior to registration. For the 
purposes of this paper, we conclude that affine registration 
would be sufficient. 
V. CCA RECOGNITION AND IMT MEASUREMENT 
The brightness of the far wall is exploited by the CALEX 
3.0 system to measure IMT. CALEX 3.0 is the latest release of 
an integrated approach combining feature extraction, fitting, 
and fuzzy classification we developed in 2010 [9, 17]. In Fig. 
6, we show a typical carotid artery and the result of the 
adventitia localization by our system, CALEX 3.0. In this 
work, we acquired longitudinal images wherein the ultrasound 
probe head is held along the axis of the CCA. Therefore, even 
if the probe head is slightly titled away from the longitudinal 
axis of the CCA, the angle of acquisition has a very subtle 
change and the resulting tilt in the carotid artery will only be 
minor. This subtle change/tilt is compensated by the 
registration algorithm described earlier, and therefore, the 
carotid shape does not influence the algorithm. Measuring 
IMT involves automatic identification and segmentation of the 
carotid artery lumen and localizing the MA boundary and the 
Lumen-Intima (LI) boundary. In this section, we present the 
steps involved in these processes, and the resultant IMT 
values. 
 
Fig. 6. CALEX process for Adventitia localization. US image of carotid artery 
(A). Automatic selection of seed points based on higher intensity of far wall 
(B).  Rejection of seed points not belonging to adventitia and connecting seed 
points to obtain line segments (C). Identification of far and near Adventitia 
(D). 
A. Automated carotid localization/recognition 
Despite the use of a validation procedure, previous version of 
CALEX 1.0 could still inaccurately trace the far adventitia. In 
Fig. 6, we show how the far wall adventitia is localized. Initial 
seed points are chosen based on local maxima, which are 
assumed to be in the far wall. We have validated this 
assumption by registering an entire database of images. For 
selecting the true seed points, we used a linear discriminator 
that bins the true seed points and false-negative seed points 
separately. The objective is to find the possible seed points 
that are above a certain threshold uT and are likely to be the 
edges of the lumen but not inside the lumen. To distinguish 
true seed points from local maxima due to background noise, 
we used a linear discriminator v applied to the vector of seed 
candidates with the property vector p made up of Intensity, e, 
(which corresponds to the height of the seed candidate on the 
vertical intensity profile) and Breadth, b, (which corresponds 
to the distance between the two neighbouring local minima 
that are on the opposite sides of the seed candidate). Now, the 
criteria for seed point selection were based on the threshold uT, 
mathematically laid out to follow the equality: p · v > uT (here, 
· denotes the dot product between two vectors). Here, uT is 
equal to 0 [8]. The existing points were then connected 
according to their proximity and orientation and classified as 
near and far wall of the adventitia [8].  
 
   
Fig. 7. Typical far-wall identification errors of the former version CALEX 
1.0. 
CALEX 3.0 incorporates a robust algorithm to avoid the 
Jugular Vein (JV) and to avoid incorrect tracings of the ADF. 
As depicted in Fig. 7, the typical far-wall identification errors 
of CALEX 1.0 are: 
(1) Selected line segments are along the JV above common 
carotid artery. 
(2) The whole (or part) of selected line segments deviates 
from the adventitia layer of the far wall of CCA. 
The first error can be fixed by observing that when the line 
segment is traced on the JV instead of the ADF, its upper side 
is brighter than its lower side, while it should be the opposite. 
Based on this observation, we introduce a new feature, called 
isadf, for each valid line segment. Conceptually, the higher the 
value of the isdaf of a line segment, the higher the probability 
that line segment corresponds to the far adventitia. For each 
valid line segment, the isadf feature is calculated as: 
∑ ∑
∑ ∑
= =
= =
−
+
= N
i
M
j ii
N
i
M
j ii
jyxI
jyxI
isadf
0 0
0 0
),(
),(
 (5) 
In (5), N is the number of points on the line segment, M (= 
30 pixels) is the sample distance, and I is the input image. 
When the isdaf value of a given line segment is lower than 1, 
it means that the upper side of that segment is brighter than the 
lower side. Therefore, it cannot be the adventitia layer (which 
we proved to be the brightest image feature) and should be 
discarded.  
The second error is fixed by a refinement procedure. For 
each point p on the detected far-wall adventitia, we extract the 
column-wise signal as given by (6): 
  
s = f (I (x, y + i)),Dlower < i < Dupper    (6)  
where Dupper (=50) is upper sample limit, and Dlower (=-5) is 
lower sample limit. Then, we find the nearest local maxima 
(or minimum) point q such that the absolute intensity 
difference between point p and q is larger than a predefined 
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threshold IT; otherwise point p is discarded. 
Fig. 8 shows the original and initial CALEX 1.0 ADF 
profile (left panel) and the refinement made by CALEX 3.0 
(right panel).  
 
  
Fig. 8. Left panel: Detection of the ADF by CALEX 1.0. Right panel: 
Refined and optimized ADF profile detected by CALEX 3.0. 
B. Far wall segmentation 
Once the near and far adventitia layers are automatically 
traced, a guidance zone (GZ) is delineated based on the far 
adventitia profile (ADF). The GZ has same horizontal length 
of the ADF profile and a height equal to 30 pixels. We 
determined this specific value of 30 pixels after an extensive 
benchmark on our image dataset. Since the pixel dimension 
was 0.0625 mm in both the vertical and horizontal direction, 
and since the average IMT is about 1mm (i.e., 16 pixels), we 
took a GZ vertical size that was double the average IMT. 
Therefore, we made sure that we included the entire distal wall 
and a portion of the carotid lumen. 
CALEX 3.0 was then used to classify the pixels into the 
GZ. We input the intensity profile of each column of the 
image into a fuzzy K-means classifier. We fixed the number of 
classes equal to three: i) the carotid wall (made of dark pixels); 
ii) the intima and media layers (made of pixels with an 
average gray level), and iii) the adventitia layer (made of 
bright pixels). The transition point between class i) and class 
ii) was the LI interface, whereas the transition between classes 
ii) and iii) was the MA interface. The IMT value was 
computed as distance between the LI and MA profiles for each 
image. 
Fig. 9 shows samples of automated CALEX 3.0 
segmentation of the far carotid wall and LI/MA tracings. To 
show the robustness of the method and the validity of our 
registration hypothesis in all the possible conditions, we have 
reported in Fig. 9 the CALEX 3.0 segmentations for different 
carotid morphologies. 
 
Fig. 9. Samples of CALEX 3.0 automated segmentation for different carotid 
morphologies, showing the robustness of the technique. A) Straight and 
horizontally placed carotid. B) Curved carotid with jugular vein overlapped 
(JV). C) Inclined carotid with positive slope. D) Inclined carotid with negative 
slope. (CALEXLI – CALEX lumen-intima boundary; CALEXMA – CALEX 
media-adventitia boundary). 
 
C. Distance and performance metric 
We adopted the Polyline Distance Metric (PDM) to 
compute the IMT value from the LI/MA profiles. This metric 
was proposed by Suri et al. [18] and used in cardiological 
studies. The PDM is an optimal distance metric to compute the 
distance between boundaries given by vertices, because it is 
almost insensitive to the number of points constituting the 
boundaries. For each vertex i belonging to LI, the minimum 
distance from the line segments of MA is computed. Let this 
distance be di-MA. Then, the overall distance between vertices 
of LI and the segments of MA is computed as in (7): 
  
dLI−MA = di−MA
i=1
NLI
∑  (7) 
where NLI is the number of vertices of the LI boundary. 
Similarly, the distance dMA-LI is computed, which is the overall 
distance of the vertices of MA from the segments of LI. The 
PDM is defined as: 
  
PDMLI ,MA =
dLI−MA + dMA−LI
NLI + NMA
 (8) 
 In (8), NMA is the number of vertices of the MA profile. The 
IMT by CALEX 3.0 and the reference IMT (IMTGT) were 
computed as: 
  
IMTCALEX = PDMCALEXLI ,CALEXMA
IMTGT = PDMGTLI ,GTMA
 (9) 
In (9), GT is relative to manually traced profiles which we 
considered as Ground Truth. The IMT value was measured for 
each image and the overall system performance was computed 
in terms of IMT measurement bias, absolute error, and squared 
error compared to IMTGT. 
D. IMT measurement performance 
Table I reports the overall system performance of CALEX 
3.0 compared to GT. To completely characterize the system 
performance, we compared the IMT measurements by 
CALEX 3.0 to the manual measurements (GT). The results are 
given as mean value ± standard deviation on the 200 images 
database. We computed the IMT measurement bias
  
ε , the 
absolute error 
  
δ  and the squared error 
  
ε 2  defined as: 
( )∑
∑
∑
=
=
=
−=
−=
−=
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i
CALEX
i
N
i
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i
CALEX
i
N
i
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i
CALEX
i
IMTIMT
N
IMTIMT
N
IMTIMT
N
1
22
1
1
1
1
)(1
ε
δ
ε
      (10) 
where N is the number of the images in the testing database, 
IMTiCALEX is the IMT measurement by CALEX 3.0 relative to 
the i-th image, and IMTiGT is the ground-truth IMT 
measurement of the i-th image. The IMT bias was equal to –
0.029±0.228 mm, the IMT absolute error to 0.144±0.179 mm, 
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and the IMT squared error to 0.052±0.151 mm2. The IMT 
estimated by CALEX 3.0 on the dataset was 0.836±0.206 mm, 
which is very close to the ground-truth of 0.864±0.221 mm.  
We also defined the Figure-of-Merit (FoM) for CALEX 3.0, 
which was defined as: 
  
FoM = 100 − IMTCALEX − IMTGTIMTGT ⋅100     (11) 
where 
  
IMTGT  was the average IMT value by GT, and 
  
IMTCALEX  the average IMT value by CALEX 3.0 (i.e., these 
two values are those reported in the first row of Table I). The 
FoM was equal to 96.7%. Fig. 10A reports the Bland-Altmann 
plot for the CALEX 3.0 and GT estimates of the IMT. It can 
be shown that CALEX 3.0 has a much reduced bias (equal to 
0.029 mm, which means about 3% of bias with respect to a 
nominal IMT value of 1 mm). Moreover, the reproducibility of 
CALEX 3.0 is good, because the standard deviation of the 
IMT error is 0.206 mm. Previous studies documented that the 
reproducibility of the IMT measurements made by expert 
sonographers can as low as 0.15 mm [1]. Fig. 10B shows the 
distribution of the IMT bias. The black line represents the 
cumulative function. 
 
TABLE I – OVERALL SYSTEM PERFORMANCE OF CALEX 3.0 COMPARED TO 
GROUND TRUTH 
 CALEX 3.0 Ground Truth 
IMT value (mm) 0.836±0.206 0.864±0.221 
IMT bias (mm) -0.029±0.228  
IMT absolute error (mm) 0.144±0.179  
IMT squared error (mm2) 0.052±0.151  
 
From a clinical point of view, the Bland-Altmann is the 
most important representation of the performance of a 
technique. The accuracy of the technique (i.e., the IMT bias) 
was less than 3% of the nominal IMT value. In this regard, a 
bias of 30 µm is clinically acceptable. The reproducibility of 
the IMT measurement (i.e., the standard deviation of the IMT 
bias, which determines the width of the dashed lines in the 
Bland-Altmann plot) is a scope of improvement. Currently, 
the most accurate IMT measurement techniques are user-
driven. When an expert operator drives and corrects the 
segmentation, the IMT bias can be reduced to 0.01±0.02 mm 
[19]. Automated techniques usually have a reproducibility that 
is between five and ten times worse [8,10,17]. Our team is 
now working specifically to increase the reproducibility of 
automated IMT measurement strategies. 
 
 
Fig. 10. Characterization of the CALEX 3.0 IMT performance. A) Bland-
Altmann plot of the CALEX 3.0 and GT IMT values. B) Histogram 
distribution of the IMT measurement bias. The black line represents the 
cumulative function. 
VI. CONCLUSION 
The far wall appears bright in a typical US carotid artery 
image. We have exploited this feature for automatic IMT 
measurement in our CAD software (a class of AtheroEdge® 
system from Global Biomedical Technologies, Inc., CA, 
USA). In this work, we validated the hypothesis that the far 
wall is bright compared to the near wall by taking into 
consideration a US database of 200 images. In the process, we 
have also put together a scheme for carotid artery 
segmentation and registration in follow-up US studies. Since 
we were able to register our database of images successfully 
we believe that this system can be used for registering 
multiple studies corresponding to the same patient.  We have 
used a novel and completely automated segmentation 
algorithm based on level sets. We also applied our IMT 
measurement system (CALEX) and showed its error of about 
30 µm. This system will be useful not only as a standalone 
technique but also as part of more complex systems as 
described in [20] that can improve image data retrieval, 
storage and diagnosis.  
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APPENDIX 
Following the description in [14], we formulate the 
segmentation problem as an energy minimization problem to 
find the optimum curve segmenting the regions. The energy 
term to be minimized can be written as  
 
  
E = u0 − c1
cin
∫
2
dxdy + u0 − c2
cout
∫
2
dxdy       (12) 
where cin and cout refer to the regions enclosed by the optimum 
curve C that separates the two regions in the image u0. The 
terms c1 and c2 are the average values of the two regions. We 
can also add regularization terms that are proportional to the 
length of the curve (Lc) and the area of the curve (Ac). 
  
λ1 u0 − c1
cin
∫
2
dxdy + λ 2 u0 − c2
cout
∫
2
dxdy + νAc + µ.Lc     (13) 
Here, µ, ν, λ1 and λ2 are fixed parameters. The level set 
formulation is obtained by replacing the curve C with a level 
set function ϕ such that C is the level set with value 0.  The 
function ϕ takes values less than zero inside the contour and 
positive values outside the contour. The energy is rewritten as 
  
λ1 u0 − c1
Ω
∫
2
H ε (φ (x, y))dxdy +
λ2 u0 − c2
Ω
∫
2
(1−H ε (φ (x, y))dxdy +
+µ δ
ε
∇φ (x, y)
Ω
∫ dxdy
       (14) 
where Hε is the regularized version of the Heaviside function 
given by (15).  
  
H ε (z) = 1,z > ε
H ε (z) = 0,z < −ε
H ε (z) =
1
2 1+
z
ε
+
1
π
sin πz
ε
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
⎡ 
⎣ 
⎢ 
⎤ 
⎦ 
⎥ , z ≤ ε
      (15) 
We used a value of 10e-5 for ε. The Heaviside function is 
defined as 1 if its argument is non-negative and 0 otherwise. 
The derivative of the Heaviside function is the delta function 
(δε). Ω is the domain of the level set function. The associated 
Euler-Lagrange equation for ϕ is given by (16) below 
  
∂φ
∂t = δ ε φ( )
µ.div ∇φ
∇φ
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
−λ1.(u0 − c1)2 +
λ 2.(u0 − c2)2
⎡ 
⎣ 
⎢ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥ 
⎥ 
     (16) 
The boundary conditions are  
  
  
δ ε (φ)
Δφ
∂φ
∂ n = 0,∂Ω
φ (0, x, y) = φ0 (x, y)
              (17) 
The equation is discretized and solved numerically.  
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