We prove the existence and uniqueness of analytic solutions to the mean field equation (the Dyson equation) of the Dyson Brownian motion through the complex Burgers equation with a force term on the upper half complex plane. These solutions converge to a steady state given by Wigner's semicircle law. Global weak solutions to the Dyson equation are obtained in probability space and some explicit solutions are given by using Wigner's semicircle laws. We also construct a bi-Hamiltonian structure for the system of the real and imaginary components of the complex Burgers equation (coupled Burgers system). We establish the kinetic formulation for the coupled Burgers system and prove the existence and uniqueness of entropy solutions. The coupled Burgers system in Lagrangian variable naturally leads to two interacting particle systems: Feimi-Pasta-Ulam model with nearest-neighbor interactions, and Calogero-Moser model. We show that the continuum limits of these two particle systems give the same Lagrangian dynamics.
Introduction
In this paper, we study the complex Burgers equation with a force term β 2 z on the upper half complex plane C + := {z : ℑ(z) ≥ 0}:
Here, β ≥ 0 is a constant. We use ℜ(z) and ℑ(z) to stand for the real and imaginary parts of a complex number z respectively. Take the trace of a solution g(z, t) to (1.1) on the real line and there are two real functions u(x, t) and ρ(x, t) such that g(x, t) + βx = u(x, t) + iπρ(x, t), x ∈ R, t > 0, (1.2) where π is the circumference ratio. If g(z, t) is a C + -holomorphic function, then we have the following relation between u and ρ:
u(x, t) = (πHρ)(x, t), (1.3) where Hρ stands for the Hilbert transform of ρ given by (Hρ)(x, t) = 1 π p. v.
Take (1.2) into (1.1) and we obtain the following nonlocal partial differential equation for ρ:
∂ t ρ + ∂ x [ρ(u − βx)] = 0, u(x, t) = (πHρ)(x, t), x ∈ R, t > 0. (1.4) The equation for u can be obtained from (1.4) by the Hilbert transform (see Equation (2.6)). We refer to Equation (1.4) as the Dyson equation which is a mean field equation for the Dyson Brownian motion as described below.
The N × N complex Hermitian matrices form a N 2 dimensional linear vector space over field R. Consider a Hermitian matrices valued Ornstein-Uhlenbeck process A(t) = (A jk (t)) N ×N given by 5) and A(0) = 0. Here B jj (t) (1 ≤ j ≤ N ), B R jk (t), B I jk (t) (1 ≤ j < k ≤ N ), are N 2 independent standard Brownian motions in R. β ≥ 0 is a constant. The eigenvalues λ 1 (t) ≤ · · · ≤ λ N (t) of A(t) form some real stochastic processes. By applying Ito's formula to λ j (t)(= λ j (A(t))), one can show that λ j (t) evolve by ([8, 9, 25] )
This evolution of eigenvalues are referred to as the Dyson Brownian motion. One can refer to [9, 25] for more details about random matrices and the Dyson Brownian motion. The mean field limit of the Dyson Brownian motion (1.6) yields the Dyson equation (1.4), and (1.4) is a gradient flow with respect to a free energy functional given by E(ρ(·, t)) = β 2 R x 2 ρ(x, t) dx − 1 2 R R log |x − y|ρ(x, t)ρ(y, t) dx dy =: E h (ρ(·, t)) + E i (ρ(·, t)).
(
1.7)
Here E h is a harmonic trap energy and E i is an interaction energy. Then, the Dyson equation (1.4) is recast to
log |x − y|ρ(y, t) dy.
(1.8)
We first study the Cauchy problem of (1.4) with positive initial datum ρ 0 ∈ L 1 (R) ∩ C 0 (R) (0 < δ < 1) through the complex Burgers equation (1.1). The complex characteristics Z(w, t) of (1.1) satisfy the following dynamics: (1.9)
Here, g 0 (w) (w ∈ C + ) is an analytic extension on the upper half plane of the function (see Subsection 2.1 for more details) g 0 (x) = πHρ 0 (x) − iπρ 0 (x) − βx, x ∈ R.
When ρ 0 > 0 and β > 0, we prove the global existence and uniqueness of analytic solutions to the complex Burgers equation (1.1) by using characteristics method. Then we restrict the solutions to the real line to obtain analytic solutions to (1.4) . Moreover, we prove the convergence to the steady state and the steady state on the real line is given by Wigner's semicircle law (see Theorem 2.1):
(1.10)
We also construct explicit solutions ρ(x, t) of the Dyson equation (1.4) by Wigner's semicircle law. When β = 0, the explicit solutions were also studied by [16] . When β > 0 the explicit solutions were first observed by [4] , which converge to the steady state exponentially. For initial datum ρ(x, 0) = δ(0) and β = 0, ρ(x, √ t) is given by a self-similar solution called Barenblatt solution of one dimensional porous media equation
with coefficient a = π 2 3 and diffusion exponent m = 3 (see Remark 2.1). For nonnegative initial datum in probability space P(R), we prove global existence of weak solutions in probability measure space P(R) in Subsection 2.3. The weak solutions are measures without atomic part for all times (see (2.39)).
The steady state for the Dyson equation is given by Wigner's semicircle law (see (2.21) ) which has a compact support. Hence the solution ρ is not absolutely continuous with respect to the steady state and the relative entropy method can not be directly applied here. We provide two methods to prove the convergence of solution ρ to its steady state. (i) For strictly positive initial data ρ 0 (x) > 0, we prove the pointwise convergence as t goes to infinity using analytic method.
(ii) Notice the free energy E(ρ) given by (1.7) for the Dyson equation consists a harmonic trap energy E h and an interaction energy E i . Since E i is convex and E h is β-convex along Wasserstein geodesics, the standard gradient flow theory yields the exponentially convergence to the steady state in Wasserstein distance (see Remark 2.2) .
Consider the complex Burgers equation (1.1) with β = 0. If g(x, t) given by (1.2) is no longer a trace of a C + -holomorphic function, then the relation between u and ρ in (1.3) does not hold. We need to treat u and ρ independently. Take (1.2) into (1.1) and we obtain the following system on the real line:
® ρ t + (ρu) x = 0, x ∈ R, t > 0, ∂ t u + u∂ x u − π 2 ρ∂ x ρ = 0.
(1.11)
Unfortunately, for the Cauchy problem, the above system is ill-posed as described below. We introduce the following system of conservation law with general constant α ∈ R:      ∂ t ρ + ∂ x (ρu) = 0, x ∈ R, t > 0,
( 1.12) Due to the relation between System (1.12) and the complex Burgers equation (1.1), we call System (1.12) as the coupled Burgers system in this paper. System (1.12) can be rewritten as the following quasi-linear system
The eigenvalues of A are given by u ± √ αρ, where √ α = √ −1 |α| = i |α| for α < 0. When α > 0, this system is a hyperbolic system of conservation laws. When α < 0 and ρ = 0, A has two imaginary eigenvalues and System (1.12) is elliptic and ill-posedness. For α = 0, we set the eigenvalues as
A linear transformation from the coupled Burgers system (1.12) shows that the eigenvalues satisfy the following decoupled Burgers equations:
14)
(1.15)
When α < 0, (1.15) is just the conjugate of equation (1.14) . When α = −π 2 , (1.14) is exactly the complex Burgers equation (1.1) (β = 0) on the real line.
Notice that f ± are Riemann invariants of the following system of isentropic gas dynamics: 16) where the pressure p is given by
Formally, System (1.16) is a nonlinear transformation of the coupled Burgers system (1.12) and it expresses in physics the conservation of mass and the conservation of momentum, i.e. m := ρu, for an isentropic gas system. In the quasi-linear form, we have
The functions f ± = u ± √ αρ are also the eigenvalues of B. Notice that classical solutions of the coupled Burgers system (1.12) are also classical solutions to (1.16). However, when shock appears, shock speed for the coupled Burgers system (1.12) and (1.16) are different. For smooth solutions of System (1.16), the following conservation of energy holds: 19) where the total energy density is given by
For the coupled Burgers system (1.12) with α = 0, we construct a bi-Hamiltonian structure (see Theorem 3.1). Although there is no bi-Hamiltonian structure for Burgers equation, we use the decoupled Burgers equations (1.14) and (1.15) to construct a bi-Hamiltonian structure for the coupled Burgers system (1.12). Moreover, we obtain infinite many conserved quantities for the coupled Burgers system (1.12). Bi-Hamiltonian structures for System (1.16) and p-system (which is the gas dynamics in Lagrangian coordinates, see Equation (1.21) below) are also obtained. To discover a bi-Hamiltonian structure or a Lax pair for an integrable system is very important. Indeed. According to the fundamental theorem of Magri [14] , any bi-Hamiltonian system associated with a nondegenerate Hamiltonian pair induces a hierarchy of commuting Hamiltonian flows and, provided enough of these Hamiltonians are functionally independent, is therefore completely integrable. For general discussions about Hamiltonian structures for systems of hyperbolic conservation laws, one can refer to [18] .
When α > 0, we establish the kinetic formulation for the coupled Burgers system (1.12). Using the kinetic formulation, we define a class of entropy pairs to the coupled Burgers system (1.12). Notice that our definition of entropies corresponds to the counter part (in the sense as explained in Remark 4.2) of entropies used in [12] for System (1.16). In [12] , Lions, Perthame and Tadmor proved the existence of global entropy weak solutions to (1.16 ) and the uniqueness is unknown. In contrast, we prove the existence and uniqueness of entropy solutions to the coupled Burgers system (1.12) (see Section 4.2). Moreover, we show that an entropy solution to the coupled Burgers system (1.12) corresponds to an entropy solution to the decoupled Burgers equations (1.14) and (1.15) (see Proposition 4.3). For more details on relations of entropy solutions and weak solutions to kinetic equations, one can refer to [20] .
We also derive the Lagrangian dynamics (see (5.11)) for the coupled Burgers system (1.12), which resembles the gas dynamics in Lagrangian variables, or p-system [24] : 21) where τ (ξ, t) = 1/ρ(X(ξ, t), t) = X ξ (ξ, t) stands for the specific volume and ξ is the Lagrangian labels. X(ξ, t) is the flow map according to velocity field u(X(ξ, t), t) (see (5.5) ). V is the velocity in Lagrangian variable V (ξ, t) := u(X(ξ, t), t) and p(τ ) = α/(3τ 3 ) is the pressure given by (1.17) (see more details in Section 5.1). The Lagrangian dynamics of the coupled Burgers system (1.12) naturally leads to a spring-mass system (Feimi-Pasta-Ulam model) such that each mass evolves by the elastic force between adjacent mass that are reciprocal proportion to the cubic of distances between the mass and the adjacent masses (see (5.15) ). Instead of the nearest-neighbor interaction, if the mass interact with all the other masses with the same manner, we obtain the Calogero-Moser model with different coefficients. As it is known, the Calogero-Moser model is an integrable systems with a Lax-pair; see [17] . An interesting fact is that the continuum limit of the Calogero-Moser model gives the same Lagrangian dynamics of the coupled Burgers system (1.12); see [15] .
The rest of this paper is organized as follows. In Section 2, we prove the global existence and uniqueness of analytic solutions to complex Burgers equation (1.1) and the Dyson equation (1.4) (β > 0) with strictly positive initial datum ρ 0 ∈ L 1 (R) ∩ C 0 (R). We also obtian the pointwise convergence to the steady state for analytic solutions. Some explicit solutions are constructed by using Wigner's semicircle law, which converge to the steady state exponentially when β > 0. Moreover, we prove the global existence of weak solutions in probability space for nonnegative initial date. In Section 3, we construct bi-Hamiltonian structures for the coupled Burgers system (1.12), isentropic gas system (1.16) and p-system (1.21). In Section 4, we establish kinetic formulation for the coupled Burgers system (1.12) with α > 0. The existence and uniqueness of entropy solutions to the coupled Burgers system (1.12) are proved. In Section 5, we study the Lagrangian dynamics for the coupled Burgers system (1.12) and explore the connection between the Lagrangian dynamics system and a Feimi-Pasta-Ulam model with nearest-neighbor interactions.
Complex Burgers equation and the Dyson Brownian motion
Recall the Dyson Brownian motion (1.6). The eigenvalues λ j given by (1.6) evolve by Brownian motion, combined with a deterministic repulsion force that repels nearby eigenvalues from each other with a strength inversely proportional to the separation. Notice that System (1.6) can also be rewritten as
with potential function given by
It can be proved that the eigenvalues almost surely will not collide with each other (see [21, 13] ) and the solutions to System (1.6) exist globally. Hence, the empirical measure
is well defined for t ∈ [0, ∞). With some standard arguments ( [21, 13] ), one can prove that µ N (t) converges to some probability measure satisfying the Dyson equation (1.4). As stated in Introduction, the Dyson equation is a gradient flow corresponding to the energy (1.7). Moreover, we formally have the following energy dissipation property: 4) or equivalently:
Next, we derive the complex Burgers equation (1.1) from the Dyson equation (1.4). For f, g ∈ L p (R) (p > 1), the Hilbert transform has the following properties (see e.g. [19] ):
and H(f Hg + gHf ) = Hf Hg − f g.
Applying the Hilbert transform to the Dyson equation (1.4) yields
Moreover,
Combining the above two equations, we have
Hence, f gives the trace of an analytic function in the upper half plane. Combining (1.4) and (2.6) yields
This corresponds to the following complex equation on the upper half complex plane:
By the linear transformation g(z, t) = f (z, t) − βz, we have
which is the Burgers equation with force term β 2 z (1.1). Moreover, from the above computation we see that the Dyson equation (1.4) with β = 0 is equivalent to the coupled Burgers system (1.12) with α = −π 2 and u = πHρ.
Analytical solutions to the Dyson equation (1.4) and convergence to steady state
In this subsection, we prove the existence and uniqueness of analytic solutions to the Dyson equation (1.4) with positive initial datum by proving the well-posedness results for complex Burgers equation (1.1). We also prove the pointwise convergence to the steady state for analytic solutions. Let ρ 0 (x) > 0 and ρ 0 ∈ L 1 (R) ∩ C 0 (R). be the initial datum for the Dyson equation (1.4). We first extend the initial datum on the upper half plane by using the Poisson kernel and the conjugate Poisson kernel. For a function h ∈ L p (R) (p > 1), we know Hh(x) − ih(x) is a trace on R from a C + −analytic function of z = x + iy with real part
and the imaginary part
where the Poisson kernel and the conjugate Poisson kernel are given by
And we have lim
Furthermore, the following properties of Poisson kernel hold:
and is vanishing at infinity, then
and lim
+ . By our construction of g(z, t), the initial datum of (1.1) restricted on the real line is given by
With the help of the Poisson kernel and its conjugate, the initial datum g 0 (x) can be extended as an analytic function on the upper half plane as below:
Moreover, we have
Next, we consider the following Cauchy problem of Burgers equation with force term β 2 z on the upper half complex plane:
We use the characteristics of Equation (2.8) in complex plane to obtain an analytic solution. Consider the characteristics given by
Hence, the complex characteristics satisfy Equation (1.9). Equation (1.9) gives the following complex trajectories:
Here, we only treat the case for β > 0 where the convergence to the steady state for analytic solutions happens. For the well-posedness results of the case β = 0, one can refer to [6] . For simplicity, we assume β = 1 and we have
Because the initial date g 0 (w) in (2.8) is an analytic function on C + , Z(w, t) given by (2.10) is an analytic function of w for any t ≥ 0. Next, we present a lemma to show that for any fixed time t the backward characteristics of (2.10) are well defined on the set C + . We have:
For fixed t 0 > 0 and fixed Z = Z 1 + iZ 2 ∈ C + , there exists a unique w = x + iy ∈ C + such that (2.11) and (2.12) hold.
Proof.
Step 1. In this step, we prove that for any x, there exists only one y > 0 satisfies (2.12) for Z 2 > 0 and t 0 > 0. Denote a := e −t0 , b := π sinh t 0 .
Because P ρ 0 (x, y) > 0 is a bounded function on R 2 + , by the property of Poisson kernel we have
Hence, for any fixed Z 2 ≥ 0, there exists a point y > 0 depending on x such that
Now we prove that y is unique. Suppose that there exist y 1 > y 2 such that
which implies
is a decreasing function for y > Z 2 /a, we obtain a contradiction. Now we denote by y Z2 (x) the solution of (2.12) with fixed Z 2 ≥ 0, t 0 > 0 and x ∈ R. Hence, we obtain
(2.14)
Step 2. In this step, we prove there exits only one x satisfies (2.11) for fixed Z 1 , Z 2 and t 0 . Taking derivative of (2.14) with respect to x gives
Hence, for any Z 1 ∈ R, we can find a x ∈ R such that
To prove the uniqueness, we only have to prove the following function
is an increasing function. By using (2.15) and the Cauchy-Riemann equations 17) and taking derivative of q(x) gives
To prove the increasing of q(x), it is sufficient to prove
which implies a contradiction:
From the above lemma, we know that the backward characteristics are well defined. For any t ≥ 0, we denote the backward characteristics as:
Hence, Z −1 (·, t) is an 1 − 1 map. With the above lemma, we prove well-posedness results for the Dyson equation (1.4). Here, the convergence to the steady state is proved by a similar method to [21] . One can also refer to [22, 10] for topics related to the critical points of energy (1.7).
The complex Burgers equation (2.8) has a unique global analytic solution g(z, t) on the upper half plane C + and
is an analytic function of z on C + for any positive integer k. Moreover, the trace of f (z, t) = g(z, t) + z on the real line gives an analytic solution ρ(x, t) to the Dyson equation (1.4) with ρ(x, 0) = ρ 0 (x) and for any t > 0,
is an analytic function of x ∈ R for any positive integer k. The following energy dissipation holds:
with E defined by (1.7). The mass ρ(·, t) L 1 (R) and the second moment m 2 (t) :
(ii) g(z, t) converges to the steady state:
and ρ(x, t) converges to the steady state given by semicircle law:
Step 1. In this step, we prove (i). From Lemma 2.1, we have C + ⊂ {Z(w, t) : w ∈ C + } and Z −1 (·, t) is well defined on C + for any fixed time t ≥ 0. Denote the preimage of Z(·, t) as:
Similarly to (2.18), for (x, y) ∈ R 2 + and Z 2 (x, y, t) ≥ 0, we have
where we used the Cauchy-Riemann equation (2.17). Due to (2.13) and (2.16), we know
which means Z(·, t) is proper. By the Hadamard's global inverse function theorem [11, Section 6.2], there exists an analytic inverse function Z −1 (·, t) such that
is a bijection. Moreover, due to z = Z(Z −1 (z, t), t) ∈ C + , w = Z −1 (z, t) and |Z w (w, t)| = 0 (by (2.22)), we have
Because of (2.10), we know
is analytic about w ∈ C + for any positive integer k. Hence,
is also analytic about z ∈ C + for any positive integer k. From (2.10), we have
By (2.9), we obtain
Hence, 24) which is an analytic function that satisfies the complex Burgers equation (2.8) on C + and g(z, 0) = g 0 (z). Moreover, by the time regularity for Z −1 (z, t), we know that
Then, an analytic solution to (2.7) on C + is given by 25) with initial datum f 0 (z) = πRρ 0 (x, y) − iπP ρ 0 (x, y), z = x + iy ∈ C + . Consider the trace of f (z, t) on the real line and define: f (x, t) =: u(x, t) − iπρ(x, t).
Then, we have u = πHρ and ρ(x, t) is an analytic solution to the Dyson equation (1.4). Moreover, by the uniqueness of solutions to the characteristics equation (1.9) we know analytic solutions to the Dyson equation (1.4) is unique.
which implies (2.20).
Step 2. We prove (ii). Combining (2.23) and (2.24), we obtain
Next, we prove that z r (t) + iz i (t) converges to a point w ∈ C + as t → ∞. To this end, we first prove |z r (t)| and z i (t) are all bounded from above and below uniformly in time t.
by (2.26), we have
Due to πP ρ 0 (e t z r (t), e t z i (t)) sinh t ≥ 0, we have
Next, we prove sup t≥0 |z r (t)| < +∞.
We prove this by a contradiction argument. If there exists t n → ∞ such that z r (t n ) → ∞, then by the dominated convergence theorem we have
By (2.27), we obtain a contradiction that
Since |z r (t)| and z i (t) are bounded, there exist t n → ∞ and two constant z r , z i > 0 such that
Let w = z r + iz i . For any s ∈ R, we have
Then, by the dominated convergence theorem we have
Similarly, we have
Hence, from (2.27) we obtain
There is a unique solution
Hence, we have
By (2.26) and using the dominated convergence theorem again, we have
The trace of z − √ z 2 − 2 on the real line is
Hence,
which proves (ii).
Explicit solutions to the Dyson equation (1.4) from semicircle law
and exponential convergence to the steady state for β > 0
In this subsection, we give some explicit solutions to the Dyson equation (1.4) by using Wigner's semicircle law (1.10). When β > 0 the explicit solutions converge exponentially to steady state given by (2.21).
An explicit solution to the Dyson equation (1.4) with β = 0
For β = 0, notice that A(t)/ √ t is a Wigner matrix (Hermitian matrix with i.i.d entries which have mean zero and variance one), where A(t) is defined by (1.5). Hence, as N goes to infinity, the empirical measure 1 N N j=1 δ λj (t)/ √ t converges to Wigner's semicircle law (1.10) weakly in probability measure space almost surely (see [26] ). Here, {λ j (t)} N j=1 are eigenvalues of matrix A(t). On the other hand, the empirical measure µ N (t) = 1 N N j=1 δ λj (t) (x) converges to a measure solution ρ(x, t) of the Dyson equation (1.4) with β = 0. We can obtain the relation between ρ(x, t) and µ 1 (x) by the following lemma. Lemma 2.2. For any constant a > 0, if we have the following narrow convergences in probability measure space P(R):
for two probability measuresν, then we have
Hence, aν(ax) =ν(x), which implies (2.29).
From Lemma 2.2, we obtain the following relation 
and (ρ, u) satisfies (1.4) (β = 0) with initial datum 
It has a self-similar solution called Barenblatt solution (see [23, Page 104] ) given by
.
Notice that 
Hence, we define
and then
which implies that ρ ∞ is a steady state of the Dyson equation (1.4) when β > 0. Due to the convexity of the energy E in (1.7), the steady state is the minimizer and it is unique (see Remark 2.2). Next, we construct an explicit solution which converges to ρ ∞ exponentially. Let σ(0) = σ 0 > 0 and assume ρ(x, t) has the following form
We remark that explicit solutions of the form (2.33) were observed by [4] . Correspondingly, we have
Obviously, (ρ, u) satisfies (1.4) when |x| > 2σ(t). Next, we consider the case |x| ≤ 2σ(t) to obtain a proper ordinary differential equation for σ(t) such that (ρ, u) is a solution of (1.4). Directive calculations show that
Take the above equalities into Equation (1.4) and we obtain
Hence, we haveσ (t) = 2 − 2βσ, σ(0) = σ 0 > 0, which implies
Hence, for any σ 0 > 0, an explicit solution to (1.4) with β = 1 is given by
This solution tends to ρ ∞ (defined by (2.32)) exponentially as t → ∞.
Global weak solutions of the Dyson equation (1.4)
In Subsection 2.1, we proved the existence and uniqueness of analytic solutions to the Dyson equation (1.4) for strictly positive initial date. In this subsection, if the initial datum is a nonnegative probability measure, we prove global existence of weak solutions to the Dyson equation (1.4) in probability measure space P(R).
First, we give the definition of weak solutions. We obtain a global weak solution which is a measure without atomic part for all times. To this end, we recall the maximal density function defined by DiPerna and Majda [7] associated to a measure ρ(x):
(2.36)
We have the following theorem: given by (1.7) ). Then, there is a global weak solution
of the Dyson equation (1.4) in the sense of Definition 2.1 such that (i) Mass conserves:
(ii) The second moment decays:
To prove the above theorem, we consider the following regularized problem
(2.40)
We assume that there exists some constant C such that
Then, by standard parabolic theory, the system (2.40) admits a unique smooth fast decaying at infinity solution ρ ǫ when the initial datum ρ ǫ 0 is regularized and truncated. We denote the free energy functional for the regularized problem
Then, Equation (2.40) is recast to
The energy dissipation relation and the second moment bound hold for the regularized problem:
Lemma 2.3. Let ρ ǫ be the solution of (2.40), then for any T > 0 and t ∈ [0, T ] we have
44)
and (2.37) and (2.38) hold for ρ(·, t).
Proof. The prove of (2.42) are direct calculations and we omit it. For (2.43), we have
This implies (2.43).
Because the second moment of ρ ǫ is bounded in any bounded time interval [0, T ] for any ǫ > 0, {ρ ǫ } ǫ>0 is tight. By the Prokhorov theorem, (2.44) holds. Therefore, Equation (2.37) holds. Moreover, take ǫ → 0 of (2.43) and we obtain (2.38) (see [ 
1, Proposition 2.4]).
Next, we prove ρ(x, t) is a global weak solution of the Dyson equation (1.4) . First, we have the following proposition:
Moreover, (2.39) holds for ρ(x, t) given by (2.44).
Proof. Direct calculations show that
Because the negative part of the entropy can be classically controlled by the second moment (see [3, Lemma 2.2]), we have
Due to the energy dissipation (2.42), we have
When 0 < 2r < 1, we have
which implies (2.45). Next, we prove (2.39). Let θ(x) be a smooth function such that
Then, we have 
Corollary 2.1. Define measure dµ(t) = ρ(dx, t)ρ(dy, t). Then, for all T > 0, t ∈ (0, T ) and 0 < r < 1 4 , we have
As a consequence, we conclude that µ({(x, y) ∈ R 2 , |x − y| = 0}) = 0.
Proof. Due to (2.45), we have
Proceeding as in the proof of the previous Lemma using the auxiliary function θ, we have
Now we are ready to finish the proof of Theorem 2.2.
Proof of Theorem 2.2.
Step 1. We prove (2.35).
Passing to the limit as ǫ → 0 in the left hand side of (2.49) is obvious. Let us define for all 0 ≤ ǫ < 1/2 the kernel
Due to Corollary 2.1, we have
e. in µ(t).
Because |K ǫ (x, y, t)| ≤ ∂ xx φ L ∞ , the the dominated convergence theorem shows that
Consider the term
where
t)ρ(dx, t)ρ(dy, t).
For 0 < r < 1 4 , we define 
Hence, for any r > 0 we obtain
which implies lim ǫ→0 I ǫ = 0 and the difference given by (2.50) goes to 0 as ǫ → 0. Therefore, the limit of (2.49) as ǫ → 0 yields (2.35).
Step 2. Time regularity. For test function φ ∈ C ∞ c (R), we have
which implies the time regularity ρ ∈ Lip(R + ; H −3 loc (R)).
Remark 2.2 (Exponential convergence to the steady state). Notice the free energy E(ρ) given by (1.7) for the Dyson equation consists a harmonic trap energy E h and an interaction energy E i . E i is convex and E h is β-convex along Wasserstein geodesics as explained below. Assume ρ 0 , ρ 1 ∈ P(R) and T : ρ 0 dx → ρ 1 dy is W 2 -optimal transport (Bernier's map). Then ρ t := [tI + (1 − t)T ] # ρ 0 is a Wasserstein geodesics. From the definition of push forward (see [2, Section 5.2] ),
. Similarly, one can show E i (ρ) is geodesically convex. Hence the standard gradient flow theory [2, Theorem 2.4.14 or Theorem 4.0.4] yields the exponential convergence to the steady state in W 2 distance; see also [5] . When β > 0, we also remark that β-convexity of E implies the uniqueness of the steady state (minimizer). Indeed, if µ and ν are two minimizers, consider µ 1/2 := [
Bernier's map between µ and ν. Then, we have
which is a contradiction with that ρ 1 and ρ 2 are two minimizers.
Bi-Hamiltonian structures
In this section, we construct a bi-Hamiltonian structure for the coupled Burgers system (1.12) by using the decoupled Burgers equations (1.14) and (1.15). First, we present infinite many conserved quantities for the coupled Burgers system (1.12). Because R f k ± dx are conserved quantities of the decoupled Burgers equations (1.14) and (1.15), we have the following proposition.
Proposition 3.1. Let (ρ, u) be a classical solution to the coupled Burgers system (1.12). Then, quantities
are conserved for any constants λ 1 , λ 2 ∈ C and any positive integers k 1 , k 2 ∈ N + .
Remark 3.1. Notice that when α < 0, we have f − =f + . When λ 1 =λ 2 and
At this time, (3.1) gives real conserved quantities.
Next, we consider the case for k 1 = k 2 = 3 in (3.1) and derive a bi-Hamiltonian structure for the coupled Burgers system (1.12). Define the following functionals of f ± (= u ± √ αρ):
Due to Remark 3.1, we know that both H f 1 and H f 2 are real conserved quantities. Moreover, the decoupled Burgers equations (1.14) and (1.15) can be rewritten as
and
We have the following theorem:
Theorem 3.1. For α = 0, the coupled Burgers system (1.12) has a bi-Hamiltonian structure:
where J and K are anti-symmetric operators given by 5) and the Hamiltonians are given by
Direct calculations show that H u j (ρ, u) given by (3.6) satisfies
Moreover, we have the following relations:
Put (3.8) into (3.7) and we obtain
which is (3.4).
From Theorem 3.1, we can directly obtain a bi-Hamiltonian structure for System (1.16). We have the following corollary:
Corollary 3.1. For α = 0, the isentropic gas dynamics (1.16) can be rewritten as the following bi-Hamiltonian structure:
whereJ andK are anti-symmetric operators given bỹ 10) and the Hamiltonians are given by
Proof. Due to m = ρu, we have
Combining (3.4) and (3.12), we obtain
Hence, we haveJ
Hence, we obtain a bi-Hamiltonian structure for System (1.16).
Notice that H m 2 is nothing but the total energy of System (1.16), which is given by
where E(x, t) is defined by (1.20).
Remark 3.2 (A bi-Hamiltonian structure for p-system (1.21)). Set
Then, the p-system (1.21) becomes the following system for (η, V ) :
We have the following bi-Hamiltonian structure for System (3.15):
4 Kinetic formulations and entropy solutions for the coupled Burgers system (1.12) with α > 0
In this section, we establish the kinetic formulation for the coupled Burgers system (1.12) with α > 0. The existence and uniqueness of global entropy solutions for (1.12) are obtained.
Kinetic formulations
Recall the Heaviside step function
For a solution (ρ, u) to the coupled Burgers system (1.12) with α > 0, define
Then, f ± are solutions to the decoupled Burgers equations (1.14) and (1.15). Introduce a new variable v ∈ R and define the following kinetic density functions
For any nonnegative integer k, direct calculations show that the following equality holds
Hence, the conserved quantities given by (3.1) have the following kinetic formulations: and k 1 = k 2 = 2, we obtain the Hamiltonian H u 2 given by (3.6). More precisely, we have
By (4.3), the decoupled Burgers equations (1.14) and (1.15) have the following kinetic formulations:
Besides, we also have
Hence, the coupled Burgers system (1.12) has the following kinetic formulation:
Moreover, direct calculations show that
where E is the total energy given by (1.20) . Comparing with (4.6), we have the following kinetic formulation for the isentropic gas system (1.16):
Existence and uniqueness of entropy solutions for the coupled Burgers system (1.12)
Consider an entropy pair (η(ρ, u), q(ρ, u)) of the coupled Burgers system (1.12). For smooth solutions (ρ, u) of the coupled Burgers system (1.12), we have
Combining the coupled Burgers system (1.12) and (4.8) gives
which holds for any smooth solutions (ρ, u). Consider entropy η(ρ, u) with initial date
Then, an entropy pair (η, q) can be obtained by the Euler-Poisson-Darboux equation
with entropy flux q given by
We have the following results:
) be the initial datum for (4.9). Then:
(i) The corresponding solution η(ρ, u) to (4.9) is given by
(ii) When ψ = 0 and ρ ≥ 0, η g given in (4.11) is convex with respect to (ρ, m) if and only if g(v) is convex. Here, m = ρu. Set
Then, q g (ρ, m) is the entropy flux corresponding to η g (ρ, m).
(iii) When g = 0, η ψ given in (4.11) is convex with respect to (ρ, u) if and only if ψ is a convex function. Set
is the entropy flux corresponding to η ψ (ρ, u).
Proof. (i) By the d'Alembert's formula, we have 14) where f ± := u ± √ αρ. Formula (4.11) is exactly the kinetic formulation for the formula (4.14). (ii) By changing of variables v = u ± ξρ, we have
Taking derivatives of (4.15), we can obtain
When g is convex, g ′ is increasing and g ′′ > 0. Hence ∂ ρρ η g ≥ 0. Moreover, we have
By Hölder's inequality, we can obtain
Hence, η g (ρ, u) is convex about (ρ, m). When g is not convex, we have g ′′ < 0 in some interval. This implies ∂ mm η g < 0. Hence, η g is not convex. This proves that η g is convex if and only if g is convex.
Now, view η g and q g as functions of (ρ, u) and we check (4.10). We have
Similarly, we also have 16) where f ± = u ± √ αρ. Taking derivative of (4.16), we can obtain
When ψ is convex, we have
which means η ψ is convex with respect to (ρ, u). Conversely, if η ψ is convex with respect to (ρ, u),
Similarly, ∂ ρ q ψ = u∂ ρ η ψ + αρ∂ u η ψ . Hence, equalities in (4.10) hold for (η ψ , q ψ ). This proves that q ψ is the corresponding entropy flux of η ψ .
In [12] , Lions, Perthame and Tadmor studied the kinetic formulation of the isentropic gas system (1.16). The convex entropies they used to define solutions corresponds to η g (ρ, u) given by (4.11) for convex functions g. The corresponding entropy flux are given by (4.12) . Recall their definition of the entropy solutions to the isentropic gas system (1.16) (see [12, Definition 2] ). 17) in distribution sense for all convex entropies η g given by (4.11) with convex g.
For Definition 4.1, there is a natural entropy inequality given by the energy E (see (1.19))
in distribution sense. The entropy E corresponds to g(v) = 
Hence, the inequality 1
gives entropy inequality (4.18) . Notice that
2 is convex and hence E is convex with respect to (ρ, m).
Remark 4.1. Note that global existence of entropy solutions to System (1.16) was proved [12] . It is shown in [12] that (ρ, m) is a weak entropy solution with respect to the family {η g }, if and only if the kinetic function χ(v; ρ, u) given by (4.2) is a weak solution of the kinetic equation
for some finite Radon measure µ ∈ M + . Hence, the entropy inequality (4.17) has a kinetic formulation:
4.2.1 Existence and Uniqueness of entropy solutions of (1.12) Next, to obtain the uniqueness of entropy solutions, we consider the entropy solutions of the coupled Burgers system (1.12). We have the following proposition for entropies: 19) and 20) where k 1 and k 2 are two nonnegative real numbers and φ satisfies φ Proof. The proof is similar to Proposition 4.1 and we omit it.
Remark 4.2. When k 1 = k 2 = 1 2 and ψ 1 = ψ 2 = ψ, the entropy η defined by (4.19) is equivalent to η ψ given in (4.11). Recall Definition 4.1. For System (1.16), the entropy is defined by η g which is one part of (4.11). If we use the counter part η ψ in (4.11) to define entropy class and entropy solutions of the coupled Burgers system (1.12), we can also obtain global existence of solutions. This can not ensure the uniqueness of entropy solutions. However, if we use the entropies given by (4.19) , which can be viewed as a class of entropies modifying η ψ , to define entropy solutions of the coupled Burgers system (1.12), we can obtain the stability (hence uniqueness) of solutions (see Theorem 4.1).
We give the definition of entropy solutions of the coupled Burgers system (1.12). 
in distribution sense for any convex entropies (η, q) given by (4.19), (4.20).
Next, we present an important result about the equivalent relations between entropy solutions of the coupled Burgers system (1.12) and solutions of the decoupled Burgers equations (1.14) and (1.15).
is an entropy solution to the coupled Burgers system (1.12), then f ± = u ± √ αρ are entropy solutions to the decoupled Burgers equations (1.14) and (1.15). Conversely, if f ± such that f + ≥ f − are entropy solutions to the decoupled Burgers equations (1.14) and (1.15),
is an entropy weak solution to the coupled Burgers system (1.12).
Step 1. Assume (ρ, u) is an entropy solution to the coupled Burgers system (1.12). Hence, the inequality (4.21) holds for any η given by (4.19) . For any convex function ψ, let k 1 = 1, k 2 = 0 and ψ 1 = ψ in (4.19) . At this time, the inequality (4.21) gives
where φ ′ (v) = vψ ′ (v) and f + = u + √ αρ. Similarly, when k 1 = 0, k 2 = 1 and ψ 2 = ψ, we can obtain
in distribution sense. Inequalities (4.22) and (4.23) are exactly the entropy inequalities for the decoupled Burgers equations (1.14) and (1.15). Hence, f ± are entropy solutions to (1.14) and (1.15).
Step 2. Let f ± be an entropy solution of the decoupled Burgers equations (1.14) and (1.15). Due to f + ≥ f − , we have ρ = (i) There exist a unique entropy solution (ρ(x, t), u(x, t)) to the coupled Burgers system (1.12) such that ρ ≥ 0 and (ρ, u)| t=0 = (ρ 0 , u 0 ).
(ii) Let (ρ,ũ) be another entropy solution of the coupled Burgers system (1.12) subject to initial datum (ρ 0 (x),ũ 0 (x)) withρ 0 ≥ 0.
Proof. (i) Consider the decoupled Burgers equations (1.14) and (1.15) with initial datum f ± (x, 0) := u 0 (x) ± √ αρ 0 (x). Then, there is a unique entropy solutions f ± (x, t) to (1.14) and (1.15) respectively. Due to ρ 0 ≥ 0, we have f + (x, 0) ≥ f − (x, 0). Hence, from [24, Proposition 2.3.6 ], we have f + (x, t) ≥ f − (x, t) for any t > 0 and x ∈ R. By Proposition 4.3, there is a unique solution to the coupled Burgers system (1.12) given by
Moreover, we have ρ ≥ 0.
(ii) Let f ± := u ± √ αρ andf ± :=ũ ± √ αρ. Then, f ± andf ± are entropy solutions to the decoupled Burgers equations (1.14) and (1.15) . By the stability results for scalar conservation law (see [24, Proposition 2.3 .6 ]), we have
Remark 4.3. We remark that f + and f − are entropy solutions to the decoupled Burgers equations (1.14) and (1.15) respectively if and only if there are two positive Radon measures µ + , µ − ∈ M + (R) such that the kinetic functions χ ± (v; ρ, u) given by (4.2) are weak solution of the kinetic equations [20] 
Actually, for an entropy pair (ψ, φ), one has
in distribution sense. For more detailed discussions of using these kinetic density functions to study the coupled Burgers system (1.12) for (ρ, u), one can refer to [20] .
Remark 4.4. From (4.5), the Hamiltonian H u 1 corresponds to (4.19) for ψ 1 (v) = ψ 2 (v) = v 3 and k 1 = k 2 = 1/12. At this time ψ is not convex and hence from Proposition 4.1, we know that H u 1 is not convex with respect to (ρ, u). When ρ ≥ 0, we also have H u 2 is convex with respect to (ρ, u). However, we have To end this subsection, we give the kinetic formulation for the well known Lax entropy. Let the solution of the wave equation (4.9) have the form η(k; ρ, u) = e ku σ(k; ρ) for some constant parameter k = 0. Then, equation (4.9) becomes the ODE
which is the first equation in the coupled Burgers system (1.12). We also have local mass conservation law:
By (5.7), we obtain
which gives
Combining (5.9), the coupled Burgers system (1.12) is recast to the Lagrangian dynamics: Here, u 0 is given by (5.1) and X 0 (ξ) is given by (5.3). Taking derivative of the first equation in (5.11) with respect to ξ, we can recover the dynamics (1.21) for gas with τ (ξ, t) := X ξ (ξ, t). Next, we briefly show least action principle for the Lagrangian dynamics (5.11). Corresponding to the total energy H which corresponds to the Lagrangian dynamics (5.11).
A spring-mass system with nearest-neighbor interactions
In this subsection, we present a local interaction model for N masses and show that the Lagrangian dynamics system (5.11) is exactly the continuum limit equation of this model. For N ordered masses x 1 (t) < · · · < x N (t), each mass is evolved by a force generated by interactions between nearest neighbors and the model is described by Note that Toda lattice is an integrable system. We do not know whether System (5.15) is an integrable system or not. However, if each mass interacts with all the other masses with the same manner, we can obtain an integrable global interaction model, the Calogero-Moser model (see Remark 5.1). Next, we formally derive the continuum limit of the local interaction mass system. To do this, we assume the masses initially distribute uniformly and x j (t) = X(ξ, t), x j+1 (t) = X(ξ + 1/N, t) and x j−1 (t) = X(ξ − 1/N, t) for some ξ ∈ (0, 1) and 2 ≤ j ≤ N − 1. Using Taylor expansion, we have .
Let N → ∞ and we obtain lim N →∞ α 3N 2 ï 1 (x j+1 (t) − x j (t)) 3 + 1 (x j−1 (t) − x j (t)) 3 ò = α ∂ ξξ X(ξ, t) (∂ ξ X) 4 (ξ, t) .
This gives the continuum coupled Burgers system in Lagrangian coordinate (5.11). The coefficients of (5.19) are different from the coefficients in (5.15). System (5.19) is also a Hamiltonian system and the rescaled (p j = v j /N ) Hamiltonian is given bỹ
(5.20)
By using the Euler-MacLaurin asymptotic expansion for the Riemann integral of functions, Menon [15] showed that System (5.11) is the N → ∞ limit of the Calogero-Moser system corresponding to the rescaled Hamiltonian (5. 
