Abstract
Note that the number of ready packets over all flows can be very large. Searching over the set of ready packets is a difficult problem. In (almost) all service disciplines that have been proposed to provide delay guarantees, packets within the same flow are served in FIFO order. For these disciplines, it is sufficient for the scheduler to store just one priority value per flow. More specifically, a FIFO queue is maintained for each flow. Whenever a flow is active (i.e., it has a nonempty queue), the flow's priority value is defined to be the priority value of the packet at the head of the queue. Consequently, the scheduler searches over the set of active flows rather than the set of ready packets.
For networks of the future, it is likely that a highspeed channel will be shared by hundreds, perhaps, thousands of flows. To repeatedly perform the task of finding the smallest element in a set of priority values, an efficient search algorithm is needed. Furthermore, it is required that each search be completed within a time bound, i.e., by the end of the current packet transmission. Otherwise, the channel would be idled, ready packets would incur additional delays, and delay guarantees might not hold.
The design of search algorithms for packet scheduling has not received much attention to date. A sorted priority queue, e.g., a heap, is often cited in the networking literature as an appropriate solution. In the algorithms literature, various sorted-priority-queue implementations have been developed for the pending event set in discrete-event simulation [a, 81. These algorithms, however, were designed to optimize average performance, with worst-case performance either not considered or, in fact, sacrificed. For service disciplines that provide delay guarantees, it is more important to design search algorithms for optimal worst-case performance (even though good average performance is still important). This is because, given a fixed processing capacity allocated to the scheduler, the algorithm must finish a worst-case search within the transmission time of a minimum-size packet.
In this paper, we propose a search algorithm based upon a novel data structure, called adaptive heap, which behaves like a heap most of the time, but adaptively changes its strategy to optimize the worst-case performance. We will refer to the algorithm as adaptive heap search or, in short, adaptive search. We performed experiments using discre :e-event simulation driven by traces of MPEG video sequences to evaluate the algorithm.
To make adaptive hea.p search even more efficient, particularly when channel utilization is high, the algorithm has been extended to implement group scheduling. The idea of group scheduling, proposed in [lo] , is based upon the following observation: A large application data unit (such as a file or a video frame) is typically segmented and 1,ransported by a network as a sequence of packets. Thc end-to-end delay of such an application data unit is a more important performance measure than the end-to-end network delays of individual packets. With group scheduling, consecutive packet arrivals in a flow are partitioned into groups; packets in the same have the same priority value. Group sizes can be designed such that the end-to-end delay bounds for app1ica;ion data units are unaffected [lo] . Note that group scheduling subsumes individual scheduling as a special case (by specifying one packet per group).
Group scheduling reduces the work of heap search (adaptive or not) over active flows. With group scheduling, a flow changes its priority value less frequently, i.e., from group to group instead of from packet to packet. Empirical results show that such reduction in work is very inportant for a heavily utilized channel.
The balance of this paper is organized as follows. In Section 2, the system model for algorithm design and analysis is described. In Section 3, heap search based upon a sorted priority queue is discussed. In Section 4, adaptive heap search is motivated, described, and analyzed. An algorithm specification is presented. Our design and analysis of search algorithms are based upon the model s,hown in Figure 1 . Consider a channel shared by M flows, each of which is a sequence of packets. Packets are of variable, bounded size; packet transmission times are bounded by a maximum rmaz and a minimum rmin. A FIFO queue is maintained for the read), packets of each flow. A flow is said to be active whenever it has at least one packet in its queue.'
The priority value of a flow, P,, is defined to be the priority value of the head packet in its queue, for m = 1 , 2 , . . ., M . For the purpose of this paper, there is no need to know how priority values are computed.
(The reader is referred to [l, 4, 5, 6, 7, 11, 12 , 141 on computation methods for a variety of service disciplines.) To find the next packet to transmit, the scheduler uses a search algorithm to find a flow, denoted by next pow, that has the smallest value in the set of priority values of all active flows. If there is no active flow at the end of the current packet transmission, the channel becomes idle at that time.
When a packet is being transmitted, it is required that the next flow be found by the end of the packet transmission, denoted by t e n d . More specifically, if there is at least one flow active at t e n d , it is required that the next flow be selected and transmission of its head packet begin immediately after t e n d . This requirement, however, is not always satisfiable. Consider the following scenario: Suppose a large number of previously inactive flows become active (due to new arrivals) an instant before t e n d . In this case it would be impossible for any search algorithm to find the next flow by t e n d in zero time.
For this reason, the concept of a gate at E seconds before the end of the current packet transmission is needed (see Figure 2) . A previously inactive flow that becomes active after the gate may be excluded from the set of active flows being searched by the scheduler during the current packet transmission; if this happens, it will be included during the next packet transmission. Clearly, gating causes extra delays for some packets. These extra delays, however, are bounded. Specifically, if E is chosen to be less than the current packet transmission time, the extra delays are bounded by rma.,, the transmission time of a maximum-size packet.
(With gating, the delay guarantee provided by a service discipline should be increased by rmaa:.) Note that gating is needed to ensure a nonzero time interval for searching, irrespective of which search algorithm is used.
Moreover, E cannot be arbitrarily small. Consider a worst-case scenario, and let w, , , denote the search algorithm's work to find the next flow in this scenario. Let c be the processing capacity allocated to the search algorithm. Then to finish a worst-case search by the end of the current packet transmission, the following is required:
On the other hand, note that E may be less than the transmission time of a minimum-size packet, ~~i~. Thus to finish a worst-case search during the transmission of a minimum-size packet, the search algorithm requires a processing capacity of at least wmaz/rmzn. It should be clear that a desirable design objective for the search algorithm is to minimize work for the worst case.
Lastly, observe that using a value of E larger than the current packet transmission time would not reduce the lower bound, wmaz/rmln, on the processing capacity. To explain this observation, let & g i n denote the beginning of the current packet transmission. Note that even if gating for the current packet transmission occurs before tbegzn, the search cannot always begin at the gate. This is because the previous search may not finish until an instant before t b e g t n .
In the balance of this paper, the metric to be used for quantifying the work of a search algorithm is the number of active flows searched to find the next flow.
Searching an active flow involves reading the flow's priority value, comparing it to another priority value, and associated bookkeeping. This metric is a relative measure of work suitable for comparing different search algorithms. (The actual work of a particular search algorithm is implementation dependent.)
Heap Search
In the networking literature, numerous service disciplines have been proposed to provide delay guarantees, but not much work has been done on search algorithms needed to implement these disciplines. A sorted priority queue is often cited as an appropriate data structure for such search algorithms [13] . Keshav presented a specific implementation using heap search [9] . His priority-based scheduler, called PERC, was designed for the Fair Queueing service discipline [4] . Reap search was found to have good average performance, but worst-case performance was not considered.
We next describe a heap search algorithm similar to the one used by Keshav. It will serve as a base upon which we develop the adaptive heap search algorithm in Section 4.
A search algorithm based on a heap can be specified as follows. Consider Figure 3 . A heap of active flows is maintained by the scheduler. The priority value of a flow is used as the flow's heap key A heap is constructed such that the flow on top of the heap has the smallest priority value among those on the heap. The heap changes dynamically as the priority values of flows change, and as flows change from being inactive to active and vice versa. An inactive flow becomes active upon the arrival of a new packet to its queue; the flow is then added to the heap. An active flow becomes inactive when the last packet in its queue completes transmission; the flow is then removed from the heap. Rearrange heap because the priority value of the flow on top of heap has changed; the flow is still active. This action's work is upper bounded by 2 [log( h + 1) 1.
The algorithm cnsures that a flow is on heap only if it is active. Also, the heap preserves the partial ordering of active flows whose priority values have been compared.
From results in [9] as well as our own experimental studies, we conclude that heap search has good average performance. The average work of heap search to find the next flow is O(1ogM). (Note that this is not as good as the average performance of some search algorithms for discrete-event simulation [2, 81.)
Next we investigate the worst-case performance of heap search. Observe that upon completion of a packet transmission, if the top flow has become inactive the heap-extractmin action is needed; else the heap-updatemin action is needed. We assume that either of these actions is carried out at the beginning 3The reader is referred to textbooks on algorithms, e.g. With gating, only the heap insertion requests pending a t the gate need to be performed. Thus, we have
The most work to be performed by heap search at the gate of a packet transmission is maxwi, which is O(MlogA4). In the next section, we present an adaptive strategy to improve on this worst-case performance. The idea of an adaptive heap was motivated by the following observation from studying heap search: Much of the algorithm's work to perform heap insertions is for maintaining the heap and not required for finding the next flow. Consider this example. Suppose qj = 10 and hi = 30. From (2), w; is 49. That is, the algorithm may search up to 49 flows to process the 10 heap insertions. However, at the gate, it is known that the next flow is one of only 11 flows, i.e., the 10 flows with insertion requests plus the flow on top of the heap. A linear search over the 11 flows would find the next flow. This example suggests that the worstcase performance of heap search can be significantly improved with an adaptive ~t r a t e g y .~
To design the adaptive strategy, the heap data structure is extended to include a component for holding heap insertion requests. The new data structure, which we call uduptzve heup, is illustrated in Figure 4 . All pending heap insertion requests are stored in the Heap Insertion Request Queue (HIRQ) . 5 For the adaptive heap, the search algorithm makes a decision at the gate of every packet transmission as follows: If the work to process all heap insertion requests currently in HIRQ is not too large (we will quantify this later), the algorithm continues to behave like (regular) heap search, and it calls heapmin to obtain the next flow at the end of the packet transmission. Otherwise, the algorithm stops performing heap insertions, and uses linear search over HIRQ and heapmin() to find the next flow. After the linear search, it resumes processing heap insertion requests.
Suppose the processing capacity c allocated to the algorithm is enough to search Ni flows over the time interval from the gate to the end of the ith packet transmission. Note that N; depends upon both c and E . Because packet transmission times vary, we decided not to use a fixed E for all i. This is because, with a fixed E , the time interval between the start of a packet transmission and its gate is of variable length, and it is difficult for the scheduler to generate the gating event with precise timing. Furthermore, it may have to interrupt a heap action and incur some attendant context switching cost.
Thus, to facilitate implementation, we specify that gating occurs immediately after the heap-extractmin or heap-updatemin action that follows the start of every packet transmission. In this case, NI depends upon c and the duration of the ith packet transmission. The condition for the algorithm to make an adaptive change at the gate of the ith packet transmission is wi 5 Nj (3) where w j is given by (2). If the condition holds, the algorithm knows that it has enough time to complete all pending insertion requests before the end of the current packet transmission and does not have to search HIRQ at this time.
Note that it may not be easy to compute wi in (2) on the fly. There are two methods to speed up wi's 4Linear search over the entire set of active flows (pure linear search) should not be used because its average performance is poor.
'HIRQ can be efficiently implemented by a doubled linked list.
derivation. First, it can be shown that the right hand side of (2) is tightly upper bounded by aqi +hi -2" + 1 where a = Llog(hi+qi)J. Better yet, there is no need to compute wi if a table of values for the right hand side of (2), indexed by ( q i , hi), has been built in advance.
Worst-case performance
We consider two versions of the adaptive search algorithm. Version 0 is the one described above. Version 1 is described below.
For the ith packet transmission, the work of the adaptive search algorithm (version 0) is upper bounded by where 2 log hi bounds the work of a heap-updatemin or heap-extractmin action that follows the start of the packet transmission. Because of the adaptive strategy, the work to find the next flow is upper bounded by the work to search every flow in HIRQ plus the top flow on heap, which is ( M -hi) + 1. We next introduce a slight modification to the algorithm to improve implementation modularity (the modified algorithm will be referred as version 1).
Specifically, when the algorithm decides to change strategy at the gate of a packet transmission, it uses linear search to find the flow in HIRQ with the smallest priority value, and then calls heap-insert to process it. As a result, the next flow is always determined by calling heapmin at the end of a packet transmission. We pay a small price in worst-case performance for the modularity. Specifically, for the ith packet transmission, the work of the adaptive search algorithm (version 1) is upper bounded by (5) where log(hi + 1) is an upper bound on the work to perform heap-insert for the flow in HIRQ found by linear search. From (5), it can be shown that the worst-case performance of the adaptive search algorithm (version 1) is M + 2, which is larger than M + 1 for version 0.
Comparison with other algorithms
For M flows, the worst-case performance of pure linear search is M . No algorithm can do better than that in the worst case. Pure linear search, however, has poor average performance and should not be used. Thus the worst-case performance of adaptive heap search (M+1) can be considered optimal.
The worst-case performance of heap search is O ( M log M ) . It can be calculated more precisely using the tight bound in (2). Let us consider an example. Suppose hi = 0 and qi = M = 64. The work of heap search to find the next flow is 264 from (2), as compared to 66 from M + 2 for adaptive heap search (version 1).
To improve worst-case performance, adaptive heap search pays a small price in average performance, i.e., some extra work to search HIRQ once in a while. Empirical results in Section 5 show that this price is very small because the need for searching HIRQ is statistically infrequent. Therefore, over a long period of time, the average work of adaptive heap search is only slightly more than that of heap search.
The algorithm, Calendar Queues [a] , designed for discrete-event simulation, has the best average performance. However, its worst-case performance is O ( M 2 ) , which is not even as good as heap search.
There are some well known modifications to the standard heap data structure for better performance when a large number of insertions are waiting to be performed [3] . However, they were designed to optimize average performance; none of the modified algorithms was designed to achieve optimal worst-case performance for the type of search discussed in this paper. For example, a new heap can be built first for a large number of insertions using a heapzfy function; the new heap is then merged with the existing heap. For this modified algorithm, we can show that its worstcase performance is at least 3 M , which is much larger than M+1. Another example is Fibonacci heap, which has a worst-case performance of O ( M ) with a large constant factor. Moreover, its implementation complexity is too high for it to be viable in high speed networks.
Algorithm specification (version 1)
The heap insertion request queue (HIRQ) is a doubly-linked list which is accessed with the following actions: The adaptive search algorithm is made up of three procedures: request, s ' e l e c t , and update. When a previously inactive flow m becomes active, procedure request, specified below, is called: 
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At the end of every packet transmission, procedure s e l e c t , specified below, is called: 
Empirical Results
The adaptive search algorithm was evaluated empirically using discrete-event simulation. We simulated an output channel of a packet switch SW. The channel, labeled L1 in Figure 5 The video flows were generated using traces obtained from MPEG video sequences. A profile of the video sequences is shown in Table 1 , each of which was used for generating 10 video flows. Encoded pictures in MPEG video vary greatly in size (number of bits). The picture bit rate in Table 1 is equal to picture size divided by 1/30 second. In our experiments, it was assumed that the string of bits representing a picture is segmented into packets of 53 bytes each.6
Each experiment was performed for one second of simulated time (except for the ones in Section 5.2). More than 130,000 packets passed through L1 in an experiment. The utilization of L1 was varied from 45% to 95% by changing its capacity. Virtual clock values were used as priority values for packets [14] .
In the empirical results shown below, the work of adaptive heap search includes not only the number of 'We tried spacing out packets within a flow in different ways. We also tried using different channel speeds between the video sources and switch. We found no significant change in the results reported herein.
active flows searched, but also the number of times the condition in (3) for an adaptive decision is checked (to get a fair comparison with non-adaptive heap search).
It was assumed that the algorithm was allocated enough processing capacity to search 22 flows for each packet transmission (Ni = 22 for all i), which is about one-third of the processing capacity needed for the worst-case (M+2). To determine the next flow, searching HIRQ is almost always faster than heap ~e a r c h .~ However, the work to search HIRQ is additional. In our experiments, the size of HIRQ was observed to be 8 or less. The additional work done to search HIRQ in adap tive heap search, found to be very small, is quantified in Figure 6 . Simulation runs were made for different channel utilizations. The average work of each search algorithm was calculated from the total work of the algorithm divided by the total number of packet transmissions in a simulation run. The difference in average work between adaptive heap and regular heap is due to additional work performed by the adaptive search algorithm to check condition (3) for an adaptive decision and, if the decision is to change strategy, to search HIRQ. Observe that the additional work is very small. Figure 6 shows that the average work of each algorithm increases as channel utilization increases. In Figure 7 , we show a breakdown of the work of adaptive heap search into three components: (i) work due to change in a flow's priority value (heap-updatemin ), (ii) work due to change in a flow's active status (heap-insert and heap-extractmin , and (iii) work due to adaptivity and searching HIR d .
When channel utilization increases, the work component due to priority change becomes dominant. This is because when the channel utilization is high, most of the flows are active and on heap; as a result, heap-updatemin accounts for most of the algorithm's work.
7Compare (2) with qj + 1. 
Adaptive heap search with group
To make adaptive heap search even more efficient, particularly when channel utilization is high, the algorithm has been extended to implement group scheduling. With group scheduling, consecutive packet arrivals in a flow are partitioned into groups; packets in the same group have the same priority value. Group sizes can be designed such that the end-to-end delay bounds for application data units are unaffected [lo] Group scheduling reduces the work of heap search (adaptive or not) over active flows. This is because, with group scheduling, a flow changes its priority value less frequently, i.e., from group to group instead of from packet to packet. Specifically, group scheduling reduces the algorithm's work due to priority change, which is the largest work component when channel utilization is high.
We repeated the experiments shown in Figure 6 for the two search algorithms with group scheduling. For each video flow, a different group size was chosen for each picture (using a method described in [lo] ). For these experiments, the average group size was 4.4. The simulation results are shown in Figure 8 . Note that group scheduling reduces the work of both heap search and adaptive heap search. In particular, the average work levels off as channel utilization increases. In Figure 9 , we show the average performance of adaptive heap search only, but for three different average group sizes (1, 4.4, and 19) . The first case, average group size=l, is individual scheduling.
In Figure 10 , we show the reduction in the heap-updatemin work due to group scheduling, as a percentage of the heap-updatemin work in adaptive heap search with individual scheduling. Note that the % reduction is almost constant as a function of channel utilization. The % reduction is roughly equal to (g -l)/g, where i j is the average group size. Table 2 contains data on how many times the search algorithm made an adaptive change during an experiment. We make two observations. First, the frequency of adaptive changes is small at a low channel utilization (because HIRQ is short when most flows are inactive), and also at a high channel utilization (because HIRQ With group scheduling, note that the algorithm's work was zero for the majority of packet transmissions, i.e., no flow was searched.
Conclusions
For many service disciplines that provide delay guarantees, the scheduler of a channel repeatedly searches for the smallest element in a set of priority values (or deadlines). It is required that each search finishes within a time bound. We have developed an efficient adaptive search algorithm, based upon a new data structure, called adaptive heap. It behaves like a heap most of the time, and its average performance is almost the same as heap search. However, it adaptively changes its search strategy when necessary to satisfy the time bound.
To further improve algorithm efficiency, the adaptive search algorithm is extended to include group scheduling. We presented empirical results on the performance of adaptive heap search with and without group scheduling. We found that group scheduling provides a substantial reduction in the algorithm's work when channel utilization is high.
