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Abstract
We consider in this paper the problem of the Lagrangian controllability for the Korteweg-de Vries
equation. Using the N -solitons solution, we prove that, for any length of the spatial domain L > 0 and
any time T > 0, it is possible to choose appropriate boundary controls of KdV equation such that the
flow associated to this solution exit the domain in time T .
1 Introduction
The Korteweg-de Vries (KdV) equation defined on the real line
yt + yx + yxxx + yyx = 0, x ∈ R, t ∈ R, (1)
first derived, independently, by Boussinesq in 1877 ([4]) and by Korteweg and de Vries in 1895 ([29]), is
obtained as a first order approximation of the free-surface solution of the full governing equations for a
homogeneous, non-viscous and irrotational shallow fluid (see, for example, [40, p. 460] for a complete
derivation of the KdV from the governing equations). In the context of water waves, solutions of (1) corre-
spond to the free-surface of approximately two-dimensional waves (the motion of the waves are assumed
to be parallel to the crest) travelling from left to right. More recently, the KdV equation has found applica-
tions in the context of collisionless plasma hydromagnetic waves [19], long waves in anharmonic crystals
[41], ion-acoustic plasma [39] and cosmology [30].
In this paper, we are interested by the small-time Lagrangian controllability of the Korteweg-de Vries
equation starting from rest
yt + yx + yxxx + yyx = 0, x ∈ [0, L], t ∈ [0, T ], (2)
y(0, t) = u(t), t ∈ [0, T ], (3)
y(L, t) = v(t), t ∈ [0, T ], (4)
yx(L, t) = w(t), t ∈ [0, T ], (5)
y(x, 0) = 0, x ∈ [0, L], (6)
with boundary controls u(t), v(t) and w(t) ∈ R and T, L > 0. The Lagrangian controllability of (2)-(6) is
defined as follow,
Definition 1.1 (Small-time Lagrangian Controllability) Equations (2)-(6) are small-time Lagrangian con-
trollable if and only if, for all T, L > 0, there exists u(t), v(t) and w(t) ∈ R such that, if we consider yˆ the
extension of the solution y of (2)-(6) by
yˆ(x, t) =
 y(0, t), if x ≤ 0,y(x, t), if x ∈ [0, L],
y(L, t), if x ≥ L,
(7)
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1 INTRODUCTION
the flow Φ defined by {
∂Φ
∂t
(x, t) = yˆ(Φ(x, t), t), x ∈ R, t ∈ R+,
Φ(x, 0) = x, x ∈ R,
(8)
satisfies Φ(x, T ) ≥ L, ∀x ∈ [0, L].
For sake of simplicity, we will always refer, in the following, to this construction when speaking of the
flow of a solution of (2)-(6).
Let us describe a physical interpretation of the Lagrangian controllability in the water waves context.
Consider the Cartesian coordinates (x, z) such that x is the horizontal direction in which the waves travel,
z = 0 denotes the flat bottom of the fluid, z = h0 is the height of the fluid at rest and z = h0 + y(x, t)
is the free-surface where y is solution of (2)-(6). The flow defined by (8) is, up to a physical constant, the
horizontal component (independent of z) of first order approximation of the velocity field of (1) ([40, p.
460]). Therefore, one may interpret the problem of the Lagrangian controllability of (2)-(6) as the problem
of moving the particles initially located in the region [0, L] × [0, h0] at time t = 0 to the right of L at
time t = T by means of waves created by the boundary controls. A possible application of the Lagrangian
controllability is the displacement of polluted water in channels to a waste water treatment plant.
Remark 1.2 It is a natural condition to impose that the flow exit to the right and not to the left since
solutions of the KdV equation correspond to waves travelling from left to right. This assumption in the
derivation of the KdV equation (1) is transposed in the asymptotic behaviour, given by the Inverse Scatter-
ing Method ([37]), of solutions of (1) for smooth initial data : a finite number of solitons travelling to the
right and a decaying wave train to the left. This asymmetric behaviour is different, for example, from the
Euler equation for which there would be no geometrical restriction on where the flow should leave for a
similar problem. In fact, the solution constructed for the return method by Coron and Glass to show the
global Eulerian controllability of the 2-D and 3-D Euler equation respectively ([11],[20]) also provides a
proof that the flow exit the domain for the 2-D and 3-D Euler equations.
The main result of this paper is the small-time Lagrangian controllability of (2)-(6), with the additional
property that the solution is at rest at time t = T .
Theorem 1.3 Let T, L > 0. Then, there exists y ∈ C([0, T ];H2(0, L)) solution of (2)-(6) such that the
associated flow Φ satisfies
∂Φ
∂t
(x, 0) = 0, x ∈ [0, L], (9)
∂Φ
∂t
(x, T ) = 0, x ∈ [0, L], (10)
Φ(x, t) ≥L, x ∈ [0, L], t ∈ [T,∞). (11)
Theorem 1.3 follows from an explicit solution of (1) satisfying (11) and a smallness condition on the
state in the neighborhood of t = 0 and t = T .
Theorem 1.4 Let L, T, δ > 0 and (1, 2) ∈ (0, T/2)2. Then there exists a positive solution y ∈
C∞([0, T ]× R) of (1) such that
‖y(., t)‖H2(0,L) < δ, ∀t ∈ (0, 1) ∪ (T − 2, T ),
and such that the flow Φ(x, t) associated to y satisfies
Φ(x, t) ≥ L, ∀(x, t) ∈ [0, L]× (T − 2, T ).
This solution is constructed by means of the N -solitons solution. For later conveniences, let us express
the soliton solution of KdV for the change of variables x 7→ x − t, y 7→ 6η. The Korteweg-de Vries
equation becomes
ηt + 6ηηx + ηxxx = 0, x ∈ R, t ∈ R, (12)
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and solitons of (12) are given, for α > 0 and s ∈ R, by
η(x, t) =
α2
2
sech2
(−α(x− s) + α3t
2
)
. (13)
We note the following for solitons given by (13)
1. The amplitude is given by α2/2 and is reached at x = s+ α2t;
2. The travelling speed is α2;
3. The distance between the x coordinates where the height of the soliton is α/4, defined as the width,
is
w(α) :=
4
α
ln(
√
2α(1 +
√
1− 1
2α
)). (14)
From these properties, one remarks that taller solitons travel faster and are narrower. Moreover, the width
of a soliton tend to infinity as its amplitude tends to zero.
We point out that Theorem 1.3 is not the consequence of the passage of a single soliton inside the
domain [0, L]. Indeed, consider the flow defined on the whole real line
∂Φ
∂t
(x, t) = η(Φ(x, t), t), x ∈ R, t ∈ R,
where η is a soliton, with α > 0 and s ∈ R, solution of (12). Then, from (13), one obtains that the total
displacement |Φ(x,∞)− Φ(x,−∞)| is of order 2/α and, since the speed of propagation of a soliton is
α2, one cannot obtain, at the same, time both a large displacement and an arbitrarily small time.
We rather use the N -solitons solution to prove Theorem 1.3. Expressed in the closed form by Hirota in
1971 [25], the N -solitons solution of (12) writes
η = −2 (lnF )xx , (15)
F = 1 +
N∑
n=1
∑
CNn
a(i1, ..., in)
n∏
j=1
fij ,
where, for 1 ≤ i ≤ N , N ∈ N
fi(x, t) = exp
(−αi(x− si) + α3i t) , si ∈ R, αi > 0,
where
a(i1, ..., in) =
n∏
k<l
a(ik, il), if n ≥ 2,
a(ik, il) =
(
αik − αil
αik + αil
)2
,
a(ik) = 1,
where
∑
CNn
is the sum over all the n indexes i1, ..., in, taken, without permutations, from {1, . . . , N}.
To explain why this solution is called the N -solitons solution, let us consider the case where N = 2.
The solution is expressed as
η
2
=
α21f1 + α
2
2f2 + 2(α2 − α1)2f1f2 + ((α2 − α1)/(α2 + α1))2(α22f21 f2 + α21f22 f1)
(1 + f1 + f2 + ((α2 − α1)/(α2 + α1))2f1f2)2 .
If f1 ' 1, f2  1, the behaviour of η is then given by
η ' 2 α
2
1f1
(1 + f1)2
=
α21
2
sech2
(−α1(x− s1) + α31t
2
)
,
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while, in the case where f2 ' 1, f1  1, we have,
η ' 2 α
2
2((α2 − α1)/(α2 + α1))2f21 f2
(f1 + ((α2 − α1)/(α2 + α1))2f1f2)2
= 2
α22 exp(ln(((α2 − α1)/(α2 + α1))2))f2
(1 + exp(ln(((α2 − α1)/(α2 + α1))2))f2)2
=
α22
2
sech2
(
−α2(x− s2 − 1α2 ln(((α2 − α1)/(α2 + α1))2)) + α32t
2
)
,
that is, a soliton with a phase shift of 1α2 ln(((α2 − α1)/(α2 + α1))2).
Let us now describe the behaviour of the 2-solitons solution in the case where 0 < α1 < α2 and let
us denote them soliton 1 and 2 respectively. When t → −∞, the solitons behaves like 2 distinct solitons,
soliton 1 being ahead of soliton 2 and the latter having a phase shift of 1α2 ln(((α2 − α1)/(α2 + α1))2).
When f1 ' f2 ' 1, interactions occur between soliton 1 and 2 and, during this period, their combined
amplitude decreases. Moreover, if α1 and α2 are of same magnitude, they exchange their amplitudes and
velocities ([42]). After the interaction, they behave as distinct solitons and are left unchanged in shape, the
only notable effect of the interaction is the phase shift of soliton 1, of 1α1 ln(((α2 − α1)/(α2 + α1))2),
while the soliton 2 no longer has one. Those effects are the result of the nonlinearity of the equation. Figure
1 illustrates the phase shift produced when two solitons interact for the 2-solitons solution. The frame is
fixed at the speed of the slower soliton.
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Figure 1: An interaction between two solitons. The cross (circle) represents the position of the maximum of faster (slower) soliton
if no interaction would have occured. Figure a) is the state of the solution before the collison and b) is after the collision
Let us sketch the three steps of the proof of Theorem 1.4. Consider the N -solitons solution.
Step 1. At time t = 0, the solitons are located at the left of x = 0. They are ordered in increasing order
of height to prevent further interactions. During this step, only the tail of the N -solitons solution
is located inside the domain [0, L]. An estimation of the norm of the tail with respect of αi and N
shows that the larger the αi are, the smaller the norm of the tail is.
Step 2. During the time interval (0, T ), the N solitons travel inside the domain. A lower bound of the flow
is provided with respect of αi and N . This lower bound is estimated by the displacement induced by
the N solitons, the displacement due to the interactions being negligible.
Step 3. At time t = T , the solitons are located at the right of x = L. Only the tail of the N -solitons solution
is located in [0, L]. A similar estimate than in step 1 proves that the norm of the tail is small for αi
large.
With the required estimates at hand, one chooses αi and N large enough to obtain Theorem 1.4.
To prove Theorem 1.3, one brings the solution constructed in the proof of Theorem 1.4 to rest at time
t = 0 and t = T with the (Eulerian) local controllability of (2)-(6). One notices that while the regularity
of the solution constructed in Theorem 1.4 is sufficient to define the flow pointwisely, the usual L2 local
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controllability of (2)-(6) is not. We therefore use the local controllability result of Zhang. To state the
result, let us consider a non-zero initial data
y(x, 0) = y0(x), x ∈ [0, L] (16)
and let us denote the set of equations (2), (3), (4), (5) and (16) by (2)-(16). In [43], the following was
proven.
Theorem 1.5 Let T > 0 and s ≥ 0 be given and [0, L] ⊂ (α1, β1). Suppose that
w ≡ w(x, t) ∈ C∞((α1, β1)× (−, T + )),
for some  > 0, satisfies
wt + wx + wxxx + wwx = 0, (x, t) ∈ (α1, β1)× (−, T + ).
Then there exists δ > 0 such that for any y0, yT ∈ Hs(0, L) satisfying
‖y0 − w(., 0)‖Hs(0,L) ≤ δ and ‖yT − w(., T )‖Hs(0,L) ≤ δ,
one can find control inputs (u, v, w) ∈ H s+13 (0, T ) × H s+13 (0, T ) × H s3 (0, T ) such that (2)-(16) has a
solution
y ∈ C([0, T ];Hs(0, L)) ∩ L2((0, T );Hs+1(0, L)),
satisfying
y(x, 0) = y0(x) and y(x, T ) = yT (x),
on the interval (0, L).
Using Theorem 1.5 with s = 2 to connect the solution of Theorem 1.4 to rest is sufficient to define the
flow pointwisely, hence the statement of Theorem 1.3 in C([0, T ];H2(0, L)).
During the control phases, from the lack of maximum principle for the KdV equation, one cannot
insure that the flow does not exit the domain [0, L] from the left. Therefore, we use a stability estimate of
the controls of Theorem 1.5 with respect to the initial data to estimate the flow during the control phases.
The following corollary is a consequence of the results in [43].
Corollary 1.6 Let T > 0 and s ≥ 0. Then, there exists δ > 0 such that for any y0, yT ∈ Hs(0, 1)
satisfying
‖y0‖ < δ and ‖yT ‖ < δ
there exists control inputs (u, v, w) ∈ H s+13 (0, T ) × H s+13 (0, T ) × H s3 (0, T ) such that (2)-(16) has a
solution
y ∈ C([0, T ];Hs(0, L)) ∩ L2((0, T );Hs+1(0, L)),
satisfying
y(x, 0) = y0(x) and y(x, T ) = yT (x),
on the interval (0, L). Moreover,
‖u‖2
H
s+1
3 (0,T )
+ ‖v‖2
H
s+1
3 (0,T )
+ ‖w‖2
H
s
3 (0,T )
≤ c
(
‖y0‖2Hs(0,L) + ‖yT ‖2Hs(0,L)
)
where c > 0 is independant of y0 and yT .
Corollary 1.6 is the stability estimate of Theorem 1.5 in the simpler case w ≡ 0 for which the Ba-
nach Fixed Point Theorem can be used. We comment the proof of the estimate in Section 2 for sake of
completeness.
Aside of Theorem 1.5, several other results of Eulerian controllability for (2)-(16) are found in litera-
ture. When only the controlw is used (u, v ≡ 0), the local controllability around the equilibrium of (2)-(16)
was obtained by Rosier ([33]) if L /∈ N , that is, when the linearized equation around the equilibrium is ex-
actly controllable. If L ∈ N , there exists an unreachable state subspace for the linearized equation around
the equilibrium. Using the power expansion method ([12]) to reach this subspace, the local controllability
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around the equilibrium of (2)-(16) was obtained by Coron and Cre´peau ([14]), Cerpa ([5]) and Cerpa and
Cre´peau ([7]) when the dimension of the unreachable states subspace is of dimension 1, 2 and of arbitrarily
dimension, respectively. If one only uses u as a control (v, w ≡ 0), then (2)-(16) is locally controllable to
zero ([21]). If one only uses v (u,w ≡ 0), then (2)-(16) is locally controllable around the equilibrium if
L doesn’t belong to a countable set of critical lengths O ([22]). If one only uses v and w (u ≡ 0), then it
was shown in [33] that the system is small-time controllable. Any other combination of two controls also
leads to the small-time controllability ([21]). Good surveys on the small-time eulerian controllability and
stability of (2)-(16) can be found in [36, 6]
It is important to note here that, exception made of Theorem 1.5, none of the previously mentioned re-
sults of small-time Eulerian controllability of (2)-(16) allows to define (8) pointwisely, the regularity of the
solution of (2)-(16) obtained with these results being at most in C([0, T ];L2(0, L))∩L2([0, T ];H1(0, L)).
One finds in the literature two results of global Eulerian controllability for the KdV equation. Rosier
proved in [34] that (2)-(16) is globally controllable, that is, that there are no smallness restrictions on the
initial or final data. However, the minimal time of controllability T > 0 depends on the initial and final
data and may be large. By considering
yt + yx + yxxx + yyx = a(t), x ∈ [0, L], t ∈ [0, T ], (17)
instead of (2), Chapouly proved in [8] the small-time global Eulerian controllability of (17), (3), (4), (5)
and (16) using the controllability of the non viscous Burgers equation ([9]) where a(t) is used as a fourth
control.
To date, the following challenging open problem still holds.
Open Problem 1.7 Let T, L > 0. For any y0 ∈ L2(0, L) and yT ∈ L2(0, L), does there exist u(t), v(t)
and w(t) ∈ R such that the solution y of (2)-(16) satisfies
y(x, T ) = yT (x)?
Few results on Lagrangian controllability are found in the literature. Glass and Horsin showed for
the 2-D ([23]) and the 3-D ([24]) Euler equation that, for two given smooth contractible sets of particles
surrounding the same volume of fluids and any initial velocity field, it is possible to find a boundary control
and a time interval such that the corresponding solution of the Euler equation makes the first set reaches
approximately the second. Horsin proved in [26] for the heat equation posed on [0, L], L > 0 that if one
consider any two closed interval of [0, L], then there exists a boundary control such that the flow induced
by the solution of the heat equation starting from the first interval reaches the second. In the same article,
he proved in the case of a radial domain (respectively a convex domain) of higher dimension, one can move
two regular closed sets with the flow induced by minus the gradient of the solution by a control action on
a part of the domain in arbitrarily small-time (respectively sufficiently large time). Finally, Horsin proved,
in the case of the viscous Burgers equation that the previously mentioned result holds locally, that is, for
two intervals not too far apart ([27]).
Considering the controllability of a PDE written in Lagrangian coordinates, one finds the work of
Rosier on the Korteweg-de Vries equation written in Lagrangian coordinates with wave-maker controls.
He proved in [35] the local controllability around regular trajectories.
One notes that the global controllability results of nonlinear equations are usually obtained by con-
sidering either the linear or nonlinear part of the equation as a perturbation. Fabre proved the approx-
imate controllability of variations of the Navier-Stokes equation using the latter approach by truncating
the nonlinearity ([16]). Still using the latter method, Fernandez-Cara and Zuazua [18] proved that, for
the semilinear heat equation, the equation is null controllable if the nonlinear term is of controlled growth
(see also [1], Problem 5.5, for a review and open problems of exact controllability of the semi-linear wave
equation). Finally, Lions and Zuazua proved the controllability for some fluid systems using a Galerkin’s
approximation ([31]).
When considering the former approach, one may mimic the following finite dimensional result. Con-
sider the finite dimensional system y′ = F (y) + Bu where F is quadratic (F (λy) = λ2F (y)) and as-
sume that there exists a trajectory (y, u), satisfying y(0) = y(T ) = 0, of the system such that the lin-
earized system around this trajectory is controllable. Then, by performing a scaling, one can show that
y′ = F (y) + Ay + Bu is globally controllable ∀A ∈ L(Rm;Rn) ([13]). It is by using this technique that
Chapouly proved the that the small-time global Eulerian controllability of (17)-(16) ([8]). This technique
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was also used by Coron and Glass to show, respectively, the global Eulerian controllability of the 2-D and
3-D Euler equation ([11, 20]). Coron [10] and Coron and Fursikov [15] proved the global Eulerian con-
trollability of the 2-D Navier-Stokes equations, using the global Eulerian controllability of the 2-D Euler
equation, in the case where the whole boundary is used to control the interior or in the case of a Navier slip
boundary condition.
One remarks that if the result holds in finite dimension for any linear operator A ∈ L(Rm;Rn), the
presence of high order derivatives in the linear term and boundary layers issues may prevent one to apply
this result in the infinite dimension framework. The first example where the global Eulerian controllability
was obtain despite the presence of a boundary layer is due to Marbach, using the Hopf-Cole transformation
and the maximum principle to show the small-time global null controllability of viscous Burgers equation
([32]).
The novelty of this paper is that we make full use of both the linearity and the nonlinearity of the KdV
equation to obtain Theorem 1.3, as solitons don’t exists if the linear or nonlinear term is dropped from (12).
It is thus, to our knowledge, the first global controllability result obtained for a nonlinear equation without
considering the linear or nonlinear part as a perturbation.
The outline of the paper is the following. In Section 2, we state the well-posedness results for the linear
and nonlinear KdV equation and review Corollary 1.6. Section 3 is devoted to the proof of the main result.
2 Well-posedness and regular controls
2.1 Well-posedness of the KdV equation
Consider the linear KdV equation
yt + yx + yxxx = 0, x ∈ [0, L], t ∈ [0, T ],
y(0, t) = u(t), y(L, t) = v(t), t ∈ (0, T ),
yx(L, t) = w(t), t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ (0, L).
(18)
The well-posedness of (18) was obtained in [3], exhibiting the smoothing effects of the solution y with
respect to the initial value and the boundary data.
Theorem 2.1 Let L, T > 0. Let y0 ∈ Hs(0, L) and (u, v, w) ∈ H s+13 (0, T )×H s+13 (0, T )×H s3 (0, T ).
Then, the problem (18) has a unique solution in
C([0, T ];Hs(0, L)) ∩ L2((0, T );Hs+1(0, L)).
Moreover, there exists C > 0 such that
‖y‖2C(0,T ;Hs(0,L))∩L2((0,T );Hs+1(0,L)) ≤C
(
‖y0‖2Hs(0,L) + ‖u‖2Hs/3(0,T )
+‖v‖2Hs/3(0,T ) + ‖w‖2Hs/3(0,T )
)
.
Let us state the global well-posedness of the nonlinear KdV equation (2)-(16) obtained in [3] (we refer
to [17] for a sharper result on the compatibility conditions). In order to state the well-posedness result, one
needs to consider the s-compatibility conditions.
Definition 2.2 (s-compatibility conditions) Let T, L, s > 0. A four-tuple (y˜, u, v, w) ∈ Hs(0, L) ×
H(s+1)/3(0, T )×H(s+1)/3(0, T )×Hs/3(0, T ) is said to be s-compatible if
y˜k(0) = u
(k)(0), y˜k(L) = w
(k)(0), (19)
hold for:
1. k = 0, ..., bs/3c − 1 when s− 3bs/3c ≤ 1/2;
2. k = 0, ..., bs/3c when 3/2 ≥ s− 3bs/3c > 1/2;
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and
y˜k(0) = u
(k)(0), y˜k(L) = w
(k)(0), y˜′k(L) = h
(k)
3 (0), (20)
holds for k = 0, ..., bs/3c when s− 3bs/3c > 3/2, where
y˜0(x) := y˜(x),
y˜k(x) := −y˜(3)k−1(x)− y˜′k−1(x)−
k−1∑
j=0
(y˜j(x)y˜k−j−1(x))′, k ∈ N.
We assume that (19) is vacuous if bs/3c − 1 < 0.
Let  > 0 and
µ1(s) :=
{
+ (5s+ 9)/18 if 0 ≤ s ≤ 3,
(s+ 1)/3 if 3 ≤ s,
µ2(s) :=
{
+ (5s+ 3)/18 if 0 ≤ s ≤ 3,
(s+ 1)/3 if 3 ≤ s.
Well-posedness follows from [3, Theorem 1.3, p.1396] (see [2] for the well-posedness for any s > −1),
Theorem 2.3 For any s ≥ 0, for any T, L > 0 and for any s-compatible (y˜, u, v, w) ∈ Hs(0, L) ×
Hµ1(s)(0, T )×Hµ1(s)(0, T )×Hµ2(s)(0, T ), (2)-(6) is well-posed in
C([0, T ];Hs(0, L))
⋂
L2([0, T ];Hs+1(0, L))
2.2 Regular controls
Consider the linear KdV equation defined on the real line{
zt + zx + zxxx = 0, (x, t) ∈ R2
z(x, 0) = z0(x), x ∈ R. (21)
The initial value control problem was solved for (21) in [43]
Theorem 2.4 ([43], Theorem 3.1, p.554) Let s ≥ 0 and T > 0 be given. There exists a bounded linear
operator G : Hs(0, L) × Hs(0, L) → Hs(R) such that for any y0, yT ∈ Hs(0, L) if one chooses z0 =
G(y0, yT ) ∈ Hs(R), then the corresponding solution z of (21) satisfies
z(x, 0) = y0(x), z(x, T ) = yT (x),
on the interval (0, L) and
‖z0‖Hs(R) ≤ c
(‖y0‖Hs(0,L) + ‖yT ‖Hs(0,L)) (22)
where c > 0 is independant of y0 and yT .
In fact, it was proven that the solution z constructed in Theorem 2.4 is C∞(R× (0, T )).
A direct corollary of Theorem 2.4 is the exact controllability of the linear KdV equation by using the
trace of z as the boundary controls
yt + yx + yxxx = 0, x ∈ [0, L], t ∈ [0, T ],
y(0, t) = u(t), y(L, t) = v(t) t ∈ [0, T ],
yx(L, t) = w(t) t ∈ [0, T ],
y(x, 0) = y0(x), x ∈ [0, L],
(23)
The corollary that we state here is slightly different than Corollary 3.4 in [43, p. 559]
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Corollary 2.5 Let s ≥ 0 and T > 0 be given. For any y0, yT ∈ Hs(0, L), there exists (u, v, w) ∈
H
s+1
3 (0, T )×H s+13 (0, T )×H s3 (0, T ), depending linearly on y0, yT , such that (23) has a solution
y ∈ C([0, T ];Hs(0, L)) ∩ L2((0, T );Hs+1(0, L))
satisfying
y(x, 0) = y0(x), y(x, T ) = yT (x),
in the interval (0, L). Moreover, there exists C > 0, independant of y0 and yT such that
‖u‖2
H
s+1
3 (0,T )
+ ‖v‖2
H
s+1
3 (0,T )
+ ‖w‖2
H
s
3 (0,T )
≤ C
(
‖y0‖2Hs(0,L) + ‖yT ‖2Hs(0,L)
)
(24)
The operator G constructed in the proof of Theorem 2.4 relies on the extension of the initial data y0 of
(23), defined on [0, L], to the initial data of (21), defined on R, and of compact support. Since there exists
infinitely many such extensions, the uniqueness of the controls of (23) is not guaranteed. The linearity of
the controls (u, v, w) with respect to y0, yT stated in Corollary 2.5 is obtained either by always choosing the
same extension of the initial datas, either by considering the controls (u, v, w) of minimal H
s+1
3 (0, T ) ×
H
s+1
3 (0, T ) × H s3 (0, T )-norm since the projection is a linear operator . Moreover, the stability estimate
(24) is obtained, thanks to the fact that the initial data z0 constructed in the proof of Theorem 2.4 is
compactly supported, from a sharp Kato smoothing effect of (21) (see for instance [28]) and from (22).
The regularity of the controls was stated in [36]. Hence, there exists a linear continuous mapping from the
initial data to the controls in the appropriate spaces.
The last result needed to prove Corollary 1.6 is the following, which is the generalization of [33,
Proposition 4.1]
Proposition 2.6 Let s ≥ 0. Let y ∈ L2((0, T );Hs+1(0, L)). Then, yyx ∈ L1((0, T );Hs(0, L)) and the
map y ∈ L2((0, T );Hs+1(0, L)) 7→ yyx ∈ L1((0, T );Hs(0, L)) is continuous. Moreover, there exists
K > 0 such that, if (y, z) ∈ L2((0, T );Hs+1(0, L))2, then
‖yyx − zzx‖L1((0,T );Hs(0,L)) ≤ K
(‖y‖L2((0,T );Hs+1(0,L)) + ‖z‖L2((0,T );Hs+1(0,L)))
·‖y − z‖L2((0,T );Hs+1(0,L)). (25)
Proof:
First, consider the case n ∈ N∪{0}. Let y, z ∈ L2((0, T );Hn+1(0, L)). Using the Sobolev embedding
of Hn+1(0, L) in L∞(0, L), we have
‖yyx − zzx‖L1((0,T );Hn(0,L)) ≤
∫ T
0
‖(y − z)yx‖Hn(0,L) + ‖z(yx − zx)‖Hn(0,L) dt
≤ C
∫ T
0
‖y − z‖L∞(0,L)‖yx‖Hn(0,L) + ‖y − z‖Hn+1(0,L)‖y‖Hn(0,L)
+ ‖z‖L∞(0,L)‖yx − zx‖Hn(0,L) + ‖z‖Hn+1(0,L)‖y − z‖Hn(0,L) dt
≤ K‖y − z‖L2((0,T );Hn+1(0,L)) · (‖y‖L2((0,T );Hn+1(0,L)) + ‖z‖L2((0,T );Hn+1(0,L)))
The result for s ≥ 0 follows by interpolation ([38]).

We obtain Corollary 1.6 by proving that the nonlinear equation is locally controllable with the Banach
Fixed Point Theorem, the continuity of the controls with respect of the initial data being preserved by the
continuity of the linear operators considered in the argument. The Banach Fixed Point Theorem argument
to obtain the local controllability of a nonlinear equation from the controllability of the linearized equation
is classical (see [12]).
Proof:
Let y0, yT ∈ Hs(0, L) such that ‖y0‖Hs(0,L) ≤ r and ‖yT ‖Hs(0,L) ≤ r with r > 0 to be chosen later
on. Consider y1, y2, y3 the solutions of the following problems
y1t + y
1
x + y
1
xxx = 0, x ∈ [0, L], t ∈ [0, T ],
y1(0, t) = 0, t ∈ [0, T ],
y1(L, t) = 0, t ∈ [0, T ],
y1x(L, t) = 0, t ∈ [0, T ],
y1(x, 0) = y0(x), x ∈ [0, L],
(26)
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
y2t + y
2
x + y
2
xxx = 0, x ∈ [0, L], t ∈ [0, T ],
y2(0, t) = u(t), t ∈ [0, T ],
y2(L, t) = v(t), t ∈ [0, T ],
y2x(L, t) = w(t), t ∈ [0, T ],
y2(x, 0) = 0, x ∈ [0, L],
(27)

y3t + y
3
x + y
3
xxx = f, x ∈ [0, L], t ∈ [0, T ],
y3(0, t) = 0, t ∈ [0, T ],
y3(L, t) = 0, t ∈ [0, T ],
y3x(L, t) = 0, t ∈ [0, T ],
y3(x, 0) = 0, x ∈ [0, L].
Consider the continuous maps,
ψ1 : H
s+1
3 (0, T )×H s+13 (0, T )×H s3 (0, T ) → L2((0, T );Hs+1(0, L))
(u, v, w) 7→ y2,
and
ψ2 : L
1((0, T );Hs(0, L)) → L2((0, T );Hs+1(0, L))
f 7→ y3,
Let
Γ : Hs(0, L) → H s+13 (0, T )×H s+13 (0, T )×H s3 (0, T )
yT 7→ (u, v, w),
be the continuous map associating to yT , the controls (u, v, w) ∈ H s+13 (0, T )×H s+13 (0, T )×H s3 (0, T )
given by Corollary 2.5, such that y2, the solution of the backward equation (27) starting from y2(., T ) =
yT , reaches y2(., 0) = 0. Let
F : L2((0, T );Hs+1(0, L)) → L2((0, T );Hs+1(0, L))
y 7→ F (y),
with
F (y) := y1 + ψ1 ◦ Γ
(
yT − y1(., T ) + ψ2(yyx)(., T )
)
+ ψ2(−yyx).
The map F was constructed such that it is well-defined, continuous and that every fixed point of F is
a solution of (2)-(16) satisfying y(., T ) = yT . Therefore, it is sufficient to prove that, for a closed ball
B(0, R) ⊂ L2((0, T );Hs+1(0, L)), F (B(0, R)) ⊂ B(0, R), and that there exists C ∈ (0, 1) such that,
∀(y, z) ∈ B(0, R)2,
‖F (y)− F (z)‖L2((0,T );Hs+1(0,L)) ≤ C‖y − z‖L2((0,T );Hs+1(0,L)),
to show the existence of a fixed point of F by the Banach Fixed Point Theorem.
Let K1,KΓ be the norms of ψ1,Γ and let K2,K ′2 be the norm of ψ2 in
L2((0, T );Hs+1(0, L)) and C((0, T );Hs(0, L)) respectively. Furthermore, let K, be the constant from
Proposition 2.6, C1 denotes the constant in the stability estimate for solutions of (26),
‖y1‖L2(0,T ;Hs+1(0,L)) + ‖y1‖C(0,T ;Hs(0,L)) ≤ C1‖y0‖Hs(0,L).
Then, for y ∈ L2((0, T );Hs+1(0, L)),
‖F (y)‖L2((0,T );Hs+1(0,L)) ≤‖y1‖L2(0,T ;Hs+1(0,L)) +K1KΓ
(‖yT ‖Hs(0,L)
+‖y1(., T )‖Hs(0,L) + ‖ψ2(yyx)(., T )‖Hs(0,L)
)
+ ‖ψ2(−yyx)‖L2(0,T ;Hs+1(0,L))
≤C1‖y0‖Hs(0,L) +K1KΓ
(‖yT ‖Hs(0,L)
+‖y1‖C(0,T );Hs(0,L)) + ‖ψ2(yyx)‖C(0,T ;Hs(0,L))
)
+K2‖yyx‖L1(0,T ;Hs(0,L))
≤C1‖y0‖Hs(0,L) +K1KΓ
(‖yT ‖Hs(0,L)
+C1‖y0‖Hs(0,L) +K ′2‖yyx‖L1(0,T ;Hs(0,L))
)
+K2‖yyx‖L1(0,T ;Hs(0,L))
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≤C1‖y0‖Hs(0,L) +K1KΓ
(‖yT ‖Hs(0,L)
+ C1‖y0‖Hs(0,L) +K ′2K‖y‖2L2(0,T ;Hs+1(0,L))
)
+K2K‖y‖2L2(0,T ;Hs+1(0,L))
≤C1r +K1KΓ
(
r + C1r +K
′
2KR
2
)
+K2KR
2,
where all the constants are independent of r and R. We impose on r and R that
C1r +K1KΓ
(
r + C1r +K
′
2KR
2
)
+K2KR
2 < R. (28)
Furthermore,
‖F (y)− F (z)‖L2((0,T );Hs+1(0,L)) =‖ψ1 ◦ Γ (ψ2(yyx − zzx)(., T ))
+ ψ2(−yyx + zzx)‖L2((0,T );Hs+1(0,L))
≤K1KΓ‖ψ2(yyx − zzx)(., T )‖Hs(0,L)
+ ‖ψ2(−yyx + zzx)‖L2((0,T );Hs+1(0,L))
≤K1KΓ‖ψ2(yyx − zzx)‖C(0,T ;Hs(0,L))
+K2‖ − yyx + zzx‖L1((0,T );Hs(0,L))
≤K1KΓK ′2‖yyx − zzx‖L1((0,T );Hs(0,L))
+K2‖ − yyx + zzx‖L1((0,T );H2(0,L))
≤2R(K1KΓK ′2K +K2K)
· ‖y − z‖L2((0,T );Hs+1(0,L)).
We obtain that F is a contraction by choosing R > 0 small enough so that
2R(K1KΓK
′
2K +K2K) < 1.
By taking into account (28), we then choose
r =
R
2(C1 +K1KΓ +K1KΓC1)
.
Thus there exists a fixed point of F .

3 Lagrangian controllability
First, let us prove Theorem 1.3 assuming Theorem 1.4.
Proof:
Let L, T > 0, (1, 2) ∈ (0, T/2)2 and γ > 0. For every (a, b) ∈ R2, such that a < 0 < L < b and
b − a > L + γ, let us denote by y˜0 an extension of y0 in H2(a, b) with homogeneous Dirichlet boundary
conditions. It is well-known that this extension can be chosen so that there exists C(a, b) > 0 such that
‖y˜0‖H2(a,b) ≤ C(a, b)‖y0‖H2(0,L). (29)
By the classical stability estimate of solutions of (2)-(6), by Corollary 1.6 and the Sobolev embedding of
H2(a, b) in L∞(a, b), there exists a solution y solution of (2)-(6) starting from 0 to y0 such that there exists
C2 > 0 such that
‖y‖L∞((a,b)×(0,T )) ≤ C2‖y0‖H2(0,L). (30)
Therefore, let y2 denotes the solution given by Theorem 1.4 such that ‖y2(., 1)‖H2(0,L) and ‖y2(., 2)‖H2(0,L)
are smaller than the tolerance δ stated in Corollary 1.6,
C2‖y2(., i)‖H2(0,L) ≤ γ/2, for i = 1, 2, and such that
Φ(x, T ) ≥ L+ δ, ∀x ∈ [0, L].
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Thus, Corollary 1.6 implies that there exists (u1, v1, w1) ∈ H1(0, T ) × H1(0, T ) × H 23 (0, T ) such that
the solution y1 ∈ C([0, 1];H2(a, b)) of
y1t + y
1
x + y
1
xxx + y
1y1x = 0, x ∈ [a, b] t ∈ [0, 1],
y1(a, t) = u1(t), t ∈ [0, 1],
y1(b, t) = v1(t), t ∈ [0, 1],
y1x(b, t) = w
1(t), t ∈ [0, 1],
y1(x, 0) = 0, x ∈ [a, b],
satisfies y1(., 1) = y˜2(., 1) and that there exists (u3, v3, w3) ∈ H1(0, T ) ×H1(0, T ) ×H 23 (0, T ) such
that y3 ∈ C([T − 2, T ];H2(a, b)), solution of
y3t + y
3
x + y
3
xxx + y
3y3x = 0, x ∈ [a, b] t ∈ [T − 2, T ],
y3(a, t) = u3(t), t ∈ [T − 2, T ],
y3(b, t) = v3(t), t ∈ [T − 2, T ],
y3x(b, t) = w
3(t), t ∈ [T − 2, T ],
y3(x, T − 2) = y˜2(., 2), x ∈ [a, b],
satisfies y3(., T ) = 0.
Let
u(t) :=
 u
1(t), t ∈ (0, 1),
y2(0, t), t ∈ (1, T − 2),
u3(t), t ∈ (T − 2, T ),
v(t) :=
 v
1(t), t ∈ (0, 1),
y2(L, t), t ∈ (1, T − 2),
v3(t), t ∈ (T − 2, T ),
w(t) :=
 w
1(t), t ∈ (0, 1),
y2x(L, t), t ∈ (1, T − 2),
w3(t), t ∈ (T − 2, T ).
Then, y solution of 
yt + yx + yxxx + yyx = 0, x ∈ [0, L] t ∈ [0, T ],
y(0, t) = u(t), t ∈ [0, T ],
y(L, t) = v(t), t ∈ [0, T ],
yx(L, t) = w(t), t ∈ [0, T ],
y(x, 0) = 0, x ∈ [0, L],
belongs to C([0, T ];H2(0, L)) and, by construction of y, we obtain Theorem 1.3.

We now conclude with the proof of Theorem 1.3
Proof:
Let T, L, δ > 0 and (1, 2) ∈ (0, T/2)2. Let α1 > 0 and  > 0. We define
N :=
⌈
4Lα21/ ln
(√
2α1
(
1 +
√
1− 1
2α1
))⌉
where dxe is the ceiling function. Let
0 < αN < ... < α1. (31)
where
α1 − αN = , (32)
and, for i = 1, ..., N ,
si :=L− (α1 − )2(T − 2) + N − i+ 1
N + 1
(−α211 − L+ (α1 − )2(T − 2))
=− α211
N + 1− i
N + 1
+
i
N + 1
(
L− (α1 − )2(T − 2)
)
(33)
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Finally, let G := (lnF )xx and
F = 1 +
N∑
n=1
∑
CNn
a(i1, ..., in)
n∏
j=1
fij ,
where
fi(x, t) = exp(−αi(x− si) + α3i t).
The function G corresponds to N solitons, ordered, for t ∈ [0, T ], from the right with the fastest soliton,
associated to α1, to left with the slowest, associated to αN . Moreover, they were constructed so that, for
α1 large, the N solitons are located to the left of the interval [0, L] for time t ∈ [0, 1], that they pass inside
the domain during the time interval (1, T − 2) and are located to the right of [0, L] for t ∈ (T − 2, T ).
We now prove that, for α1 sufficiently large, the function G fulfills the requirements of Theorem 1.4.
One notes from (33) that, if
(α1 − )2 > L/(T − 2), (34)
a natural condition on the speed of the slowest soliton for it to cross the domain [0, L] in the required time,
then,
sN < . . . < s1 < 0.
Assumption (34) on α1 is therefore made for the rest of the proof.
Let us show that there exists α1 sufficiently large such that ‖G(., t)‖2H2 ≤ δ, t ∈ [0, 1]. The expression
of G and its first two derivatives takes the form,
G =
FFxx − (Fx)2
F 2
, (35)
Gx =
F 2Fxxx − 3FFxFxx + 2(Fx)3
F 3
, (36)
Gxx =
−4F 2FxFxxx + F 3Fxxxx + 12F (Fx)2Fxx − 3(FFxx)2 − 6(Fx)4
F 4
. (37)
Thus, we have the bounds, thanks to the fact that F (x, t) ≥ 1, ∀(x, t) ∈ R2,
|G| ≤ |F ||Fxx|+ |Fx|2,
|Gx| ≤ |F |2|Fxxx|+ 3|F ||Fx||Fxx|+ 2|Fx|3,
|Gxx| ≤ 4|F |2|Fx||Fxxx|+ |F |3|Fxxxx|+ 12|F ||Fx|2|Fxx|+ 3|F |2|Fxx|2 + 6|Fx|4.
By noting that the derivatives of F are given, for k ∈ N, by
dkF
dxk
=
N∑
n=1
∑
CNn
(−1)k(αi1 + ...+ αin)ka(i1, ..., in)
n∏
j=1
fij ,
we see, taking into account (31), (33), that for t ∈ [0, 1],∥∥∥∥dkFdxk (x, t)
∥∥∥∥
L∞(0,L)
=
∣∣∣∣dkFdxk (0, 1)
∣∣∣∣ .
Therefore, taking into account that a(i1, ..., in) are at least bounded by (32), if
si + α
2
i 1 < 0, (38)
hold, that is a condition insuring that all the solitons are located to the left of [0, L], then there exists α1
sufficiently large such that ‖G(., t)‖2H2(0,L) ≤ δ, t ∈ [0, 1]. Or,
α2i 1 + si <α
2
11 + si
=
i
N + 1
(L− (α1 − )2(T − 2) + α211)
=
i
N + 1
(L− α21(T − 1 − 2) + 2α1(T − 2)− 2(T − 2))
<0,
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the last line holding for sufficiently large α1. Thus, (38), a condition insuring that theN solitons are located
in x < 0 for t ∈ [0, 1], holds.
We now prove that for α1 sufficiently large, ‖G(., t)‖2H2 ≤ δ, t ∈ [0, 1]. From (35)-(37), one sees
that, when the fi’s are large, the leading term (f1 · · · fN )j+2 of G(j), for j = 0, 1, 2, is only present to the
denominator. Therefore, one has that if
si − L+ α2i (T − 2) > 0, (39)
then there exists α1 such that ‖G(., t)‖2H2(0,L) ≤ δ, t ∈ [T − 2, T ]. Or,
si − L+ α2i (T − 2) >si − L+ α2N (T − 2)
=− α211
N + 1− i
N + 1
+
i
N + 1
(
L− (α1 − )2(T − 2)
)
− L+ (α1 − )2(T − 2)
=− α211 + (α1 − )2(T − 2)− L
+
i
N + 1
(α211 + L− (α1 − )2(T − 2))
=α21(T − 1 − 2)− 2α1(T − 2) + 2 − L+
i
N + 1
· (−α21(T − 1 − 2) + 2α1(T − 2)− 2(T − 2) + L)
>0,
holds for sufficiently large α1. One remarks that (39) represents the fact that the N solitons are located in
x > L for t ∈ [T − 2, T ]. Moreover, combining (38) and (39) asks for α2i (T − 1 − 2) > L, a natural
condition on the travelling speed of the N solitons. Moreover, we have
L− α2N (T − 2) < sN < . . . < s1 < −α211
In order to prove that the flow Φ associated to G satisfies Φ(x, T ) ≥ L, (x, t) ∈ (0, L)× (T − 2, T ),
we use a rough lower bound on each solitons of G : a characteristic function of the same amplitude and
the same width. Prior this estimate, let us first obtain rigorously that G is greater than N solitons. It is
important to note here that, from the definition of G, we have that every coefficient in front of fi1 · · · fim ,
1 ≤ m ≤ 2N with, possibly, twice repeated indexes ij , are positive.
For a fixed time t in [0, T ], in the neighbourhood of the first soliton x ∈ ((3s1 + s2)/4 +α21t,−α211 +
α21t), we have,
G(x, t) ≥ α
2
1f1(x, t)(
1 +
N∑
n=1
∑
CNn
a(i1, ..., in)
n∏
j=1
fij (x, t)
)2
=
α21f1(x, t)(
1 +
N∑
n=1
∑
CNn
i1 6=1
a(i1, ..., in)
n∏
j=1
fij (x, t) + f1(x, t)
)2
≥ α
2
1f1(x, t)(
1 +
N∑
n=1
∑
CNn
i1 6=1
a(i1, ..., in)
n∏
j=1
fij
(3s1 + s2
4
+ α21t, t
)
+ f1(x, t)
)2
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=
1(
1 +
N∑
n=1
∑
CNn
i1 6=1
a(i1, ..., in)
n∏
j=1
fij
(3s1 + s2
4
+ α21t, t
))2
· α
2
1f1(x, t)(
1 +
(
1
1+
∑N
n=1
∑
CNn
i1 6=1
a(i1,...,in)
∏n
j=1 fij ((3s1+s2)/4+α
2
1t,t)
)
f1(x, t)
)2
=
1(
1 +
N∑
n=1
∑
CNn
i1 6=1
a(i1, ..., in)
n∏
j=1
fij
(3s1 + s2
4
+ α21t, t
))
·
α21
(
1
1+
∑N
n=1
∑
CNn
i1 6=1
a(i1,...,in)
∏n
j=1 fij ((3s1+s2)/4+α
2
1t,t)
)
f1(x, t)
(
1 +
(
1
1+
∑N
n=1
∑
CNn
i1 6=1
a(i1,...,in)
∏n
j=1 fij ((3s1+s2)/4+α
2
1t,t)
)
f1(x, t)
)2 .
Let
A1(t) :=
1(
1 +
N∑
n=1
∑
CNn
i1 6=1
a(i1, ..., in)
n∏
j=1
fij
(3s1 + s2
4
+ α21t, t
)) .
Then, we obtain, in the region x ∈ ((3s1 + s2)/4 + α21t,−α211 + α21t),
G(x, t) ≥ α
2
1A1(t)
4
sech2
(−α1(x− σ1(t)− α21t)
2
)
, (40)
a soliton of amplitude α21A1(t)/4 of phase σ1(t) := s1 +
1
α1
ln(A1(t)).
For fixed t in [0, T ], we consider, for the k-th soliton, 2 ≤ k ≤ N , the neighbourhood
(ξ−k (t), ξ
+
k (t)) =

(
2sk + sk+1
3
+ α2kt,
2sk + sk−1
3
+ α2kt
)
, 2 ≤ k ≤ N − 1,(
4sN − sN−1
3
+ α2N t,
2sN + sN−1
3
+ α2N t
)
, k = N.
One notices, from the definition of sN , that L− α2N (T − 2) < (4sN − sN−1)/3 < sN .
Let
Ak(t) =
 1
1 +
1+
∑N
n=1
∑
NCn,n 6=k−1,k a(i1,...,in)
∏n
j=1
ij≤k−1
fin (ξ
+
k (t),t)
∏n
j=1
ij>k−1
fin (ξ
−
k (t),t)
a(1,...,k−1)f1···fk−1(ξ+k (t),t)
 ,
where NCn,n6=k−1,k denotes the usual CNn but excluding the case where i1, ..., in equal 1, ..., k − 1 or
1, ..., k. Then, the same steps as in the case of the first soliton yield
G(x, t) ≥α
2
ka(1, ..., k − 1)a(1, ..., k)f21 · · · f2k−1fk(x, t)1 + N∑
n=1
∑
CNn
a(i1, ..., in)
n∏
j=1
fij (x, t)
2
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=
α2k
a(1,...,k)
a(1,...,k−1)fk(x, t)
1 +
∑N
n=1
∑
CNn
n 6=k−1,k
a(i1, ..., in)
∏n
j=1 fij (x, t)
a(1, ..., k − 1)f1 · · · fk−1(x, t) + 1 +
a(1,...,k)
a(1,...,k−1)fk(x, t)

2
≥
α2k
a(1,...,k)
a(1,...,k−1)fk(
Ak(t)−1 +
a(1,...,k)
a(1,...,k−1)fk
)2
=Ak(t)
α2kAk(t)
a(1,...,k)
a(1,...,k−1)fk(
1 +Ak(t)
a(1,...,k)
a(1,...,k−1)fk
)2 ,
Thus, for x ∈ (ξ−k (t), ξ+k (t)), we have
G(x, t) ≥ α
2
kAk(t)
4
sech2
(−αk(x− σk(t)− α2kt)
2
)
, (41)
a soliton of amplitude α2kAk(t)/4 and of phase σk := sk +
1
αk
ln(Ak(t)a(1,...,k)a(1,...,k−1) ).
We prove the following for Ak(t)
Lemma 3.1 For 1 ≤ k ≤ N , we have, for t ∈ [0, T ], Ak(t)→ 1 as α1 →∞.
Proof:
We first consider k = 1. Let us remark that the term f1 alone was removed from A1(t). Thus, let us
show that f1f2( 2s1+s23 + α
2
1t, t) converges to zero as α1 tends to infinity, since it is the biggest term in the
sum.
f1f2
(
2s1 + s2
3
+ α21t, t
)
= exp
(
−α1
(
2s1 + s2
3
+ α21t− s1 − α21t
))
· exp
(
−α2
(
2s1 + s2
3
+ α21t− s2 − α22t
))
= exp
(
(2α2 − α1)
(
s2 − s1
3
)
− α2(α21 − α22)t
)
.
Thus, since s2 − s1 < 0 and, for large α1, α21 − α22 > 0 and 2α2 − α1 > 0, since α1 − αN = , then the
last expression converges to zero as α1 tends to infinity, and so do all the other terms in the sum of A1(t).
We consider next the case 2 ≤ k ≤ N − 1. We stress here that, since f1 · · · fk−1 and f1 · · · fk were
removed from the sum in Ak(t), no terms of the form fi1 · · · fin , where (i1, . . . , in) ∈ {1, ..., k − 1}n,
appears at the numerator of
1 +
∑N
n=1
∑
NCn,n 6=k−1,k a(i1, ..., in)
∏n
j=1
ij≤k−1
fin(ξ
+
k (t), t)
∏n
j=1
ij>k−1
fin(ξ
−
k (t), t)
a(1, ..., k − 1)f1 · · · fk−1(ξ+k (t), t)
.
Therefore, it is sufficient to show that the terms of the form fk(ξ−k (t), t)f
−1
k−1(ξ
+
k (t), t) and fk(ξ
−
k (t), t)fk+1(ξ
−
k (t), t)
tend to zero, as all the other terms will converge to zero as well. We have,
fk(ξ
−
k (t), t)f
−1
k−1(ξ
+
k (t), t) = exp
(
−αk
(−sk + sk+1
3
)
+αk−1
(
2sk − 2sk−1
3
)
+ (α2k − α2k−1)t
)
= exp
(
(αk−1 − αk)
(−sk + sk+1
3
)
+αk−1
(
3sk − 2sk−1 − sk+1
3
+ (α2k − α2k−1)t
))
.
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Or,
3sk − 2sk−1 − sk+1 =3k − 2k + 2− k − 1
3
(−α21(T − 1 − 2) + 2α1(T − 2)
−2(T − 2) + L
)
=
1
3
(−α21(T − 1 − 2) + 2α1(T − 2)− 2(T − 2) + L) ,
which is negative for α1 sufficiently large, as well as α2k − α2k−1 and sk+1 − sk, while αk−1 − αk > 0.
Therefore, fk(ξ−k (t), t)f
−1
k−1(ξ
+
k (t), t) tends to zero as α1 tends to infinity. Moreover,
fk(ξ
−
k (t), t)fk+1(ξ
−
k (t), t) = exp
(
−αk
(
sk+1 − sk
3
)
−αk+1
(
2sk − 2sk+1
3
)
+ (α2k − α2k+1)t
)
= exp
(
(αk − 2αk+1)
(
sk − sk+1
3
)
− αk+1(α2k − α2k+1)t
)
,
which tends to zero as α1 tends to infinity.
Finally, let us consider the case where k = N . For the same reasons as in the case 2 ≤ k ≤ N − 1, it
is sufficient to consider the case fN (ξ−k (t), t)f
−1
N−1(ξ
+
k (t), t). We have,
fN (ξ
−
k (t), t)f
−1
N−1(ξ
+
k (t), t) = exp
(
−αN
(
sN − sN−1
3
)
+αN−1
(
4
sN − sN−1
3
+ (α2N − α2N−1)t
))
= exp
(
(4αN−1 − αN )
(
sN − sN−1
3
)
+αN−1(α2N − α2N−1)t
)
,
which tends to zero as α1 tends to infinity since sN − sN−1 < 0, 4αN−1−αN > 0, and α2N −α2N−1 < 0.

We can now prove that G satisfies Φ(x, T ) ≥ L, (x, t) ∈ (0, L) × (T − 2, T ). We obtain the rough
estimate on G, from (40), (41), and from the definition of the width of a soliton,
G(x, t) ≥
N∑
k=1
Ak(t)αk
8
1(x)[α2kt+σk(t)−w(αk)/2,α2kt+σk(t)+w(αk)/2],
where w(α) is the width defined by (14). From Lemma 3.1, we suppose that α1 is large enough so
Ak(t) ≤ 1/2, ∀t ∈ [0, T ] and 1 ≤ k ≤ N . We have,
G(x, t) ≥
N∑
k=1
αk
16
1(x)[α2kt+σk(t)−w(αk)/2,α2kt+σk(t)+w(αk)/2],
and, therefore,
∂Φ
∂t
(x, t) =G(Φ(x, t), t)
≥
N∑
k=1
αk
16
1(Φ(x, t))[α2kt+σk(t)−w(αk)/2,α2kt+σk(t)+w(αk)/2], (42)
≥
N∑
k=1
αk
16
1(x)[α2kt+σk(t)−w(αk)/2,α2kt+σk(t)+w(αk)/2], (43)
the last line coming from the fact that, since all the characteristic functions are positive, the displacement
of Φ will always be on the right. Therefore, the displacement of Φ will be greater in (42) than in (43), since
the characteristic functions follow, even for a brief moment, the displacement of Φ.
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The displacement Φ under the flow of G is then easily estimated from (43)
ln
(√
2αk
(
1 +
√
1− 1
2αk
))
/4α2k,
that is, the height times the width divided by the speed αk of each soliton. Consequently, each point
x ∈ [0, L] under the action of the flow of G will move of at least ln
(√
2αk
(
1 +
√
1− 12αk
))
/4α2k to
the right each time a soliton passes through the domain [0, L]. Since
N =
⌈
4Lα21/ ln
(√
2α1
(
1 +
√
1− 1
2α1
))⌉
,
we obtain that Φ(x, T ) ≥ L, (x, t) ∈ (0, L)× (T − 2, T ).

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