Abstract. A primitive, aperiodic substitution on d letters has at most d 2 asymptotic orbits; this bound is sharp. Since asymptotic arc components in tiling spaces associated with substitutions are in 1-1 correspondence with asymptotic words, this provides a bound for those as well.
Introduction and Terminology
A primitive aperiodic substitution ϕ on a finite alphabet A = {1, 2, . . . , d} has an associated minimal substitutive system (W ϕ , σ) consisting of the shift map σ on the collection of bi-infinite words W ϕ satisfying the following property: a word w ∈ W ϕ if and only if for each finite subword w of w, there are i ∈ A and n ∈ N such that w is a subword of ϕ n (i). One can ask whether there is a bound, in terms of the size of the alphabet A, on the number of orbits asymptotic to another under the shift, that is, right asymptotic orbits (or equivalently, under its inverse, in which case we have left asymptotic orbits) (see below for more precise definitions).
The investigation of asymptotic orbits in dynamical systems goes back to Gottschalk and Hedlund-it follows from 10.36 of [GH] that at least one pair of right asymptotic orbits and one pair of left asymptotic orbits exist for any infinite minimal substitutive system. Also, the proof of Theorem V. 21 in [Qu] implies that there are only finitely many asymptotic orbits.
For the case in which ϕ is primitive, aperiodic and proper (i.e., ϕ has only one ϕ-periodic word), the general form of asymptotic orbits is described in [BD] . It follows from this general form that ϕ has no more than d 2 − d left (or right) asymptotic orbits. The following result provides a bound of d 2 for the total number of asymptotic orbits for any primitive, aperiodic substitution and an improved bound for the case in which the substitution is proper.
Theorem 1. A primitive, aperiodic substitution ϕ on d letters has at most d 2 asymptotic orbits. If ϕ is proper, then ϕ has at most 4(d − 1) asymptotic orbits.
Since asymptotic arc components in tiling spaces associated with substitutions are in 1-1 correspondence with asymptotic words, this provides a bound for those as well.
In §2, we obtain a bound for the number of left asymptotic orbits for the case in which the substitution has no prefix problem. We prove in §3 that this bound also holds for the general case. Combining this with an analogous bound for right asymptotic orbits, we obtain Theorem 1.
We explore briefly the connection between asymptotic orbits and the complexity of sequences arising from substitutions in §4.
We introduce terminology necessary for the proof of the theorem. Let A = {1, 2, . . . , d} be a finite alphabet and A * the collection of finite nonempty words formed from the alphabet A. A substitution ϕ is a map ϕ : A → A * ; ϕ extends naturally to a map ϕ : A * → A * by concatenation. The map ϕ has an associated incidence matrix A ϕ = A = (a ij ) i,j∈A in which a ij is the number of occurrences of i in the word ϕ(j); ϕ is primitive if there is n so that for each i, j ∈ A, j appears in ϕ n (i) and has no prefix problems if
A word w is allowed for ϕ if and only if for each finite subword w of w, there are i ∈ A and n ∈ N such that w is a subword of ϕ n (i). Let W ϕ denote the set of allowed bi-infinite words for ϕ, W + ϕ the set of allowed right infinite words for ϕ, and W − ϕ the set of allowed left infinite words for ϕ. We identify the 0 th coordinate in a bi-infinite word w by either an indexing, as in w = . . . w −1 w 0 w 1 . . ., or by use of a decimal point (or both). For w ∈ W ϕ , define the orbit of w to be the equivalence class of bi-infinite words
[w] = {w ∈ W ϕ : w is a shift of w}.
as well as to a map on equivalence classes
which is 1-1 and onto ( [Mo] ). The word w is periodic for ϕ, or ϕ−periodic, if for some m ∈ N,
Each primitive substitution ϕ has at least one allowed ϕ-periodic biinfinite word which is necessarily uniformly recurrent under the shift. (For instance, if ij is a subword of ϕ(k) for some i, j, k, then as n → ∞, the finite words ϕ n (i).ϕ n (j) converge to a cycle of allowed ϕ−periodic, bi-infinite words that are uniformly recurrent under the shift.) A primitive substitution ϕ is aperiodic if at least one (equivalently, each) ϕ−periodic bi-infinite word is not periodic under the natural shift map, in which case W ϕ (with the shift map) is an infinite minimal dynamical system. If ϕ is periodic (that is, not aperiodic), then W ϕ is finite.
In the remainder of this paper, we assume that the substitution ϕ is primitive and aperiodic.
Two bi-infinite words w, w ∈ W ϕ are left asymptotic provided that there is some k ∈ Z so that w i = w i for i ≤ k. In obtaining the bound on the asymptotic orbits of ϕ in terms of the size of the alphabet A ϕ , we work only with the set of left asymptotic orbits; similar arguments apply to the right asymptotic orbits.
Suppose that [w] , [w ] are left asymptotic orbits. Then ϕ n ([w] ) and ϕ n ([w ]) are left asymptotic orbits for each n ∈ N. Since there are only finitely many such orbits (Theorem V. 21 of [Qu] Passing to a power if necessary, we assume the following:
Asymptotic orbits-no prefix problem
Left asymptotic orbits are found most easily when the substitution ϕ has no prefix problems. 
Applying the same argument to ϕ 2 (v) and ϕ 2 (v ), we see that
We summarize with the next lemma. and ϕ(u.v) = u.v, ϕ(u.v ) = u.v ; and (II) there are i = j ∈ A and u ∈ A * with ϕ(i) = uix, ϕ(j) = ujy, and
Lemma 2. For a primitive aperiodic substitution ϕ with no prefix problems, there are two ways in which left asymptotic orbits
(In the case that x is the empty word,
which ia is allowable. A similar statement applies if y is the empty word.)
A left asymptotic orbit may be of both types. Consider the substitution ϕ given by ϕ(1) = 12131, ϕ(2) = 12132, ϕ(3) = 31. Let l = #{w ∈ W − ϕ : ϕ(w) = w} and r = #{w ∈ W + ϕ : ϕ(w) = w}. Recall that we may assume that all ϕ-periodic words are fixed.
Clearly the number of (left asymptotic) orbits of Type I is bounded above by rl. Corollary 5 will then follow immediately from Proposition 4, in which we prove that the number of Type II orbits is bounded above by 2(d − r).
and for each u ∈ U(j), let
In the following, for words u, v, u < v will denote that u is a prefix of v.
, as we want, or u i < u 0 b 1 . In the latter case, |u i | = |u 0 |, by the minimality of |u 0 |, so u 0 = u i , contrary to assumption. 
It is clear from the definition of G that for u ∈ U(j), the subgraph of G on vertices S u (j) is a nontrivial complete graph. Also, it follows from Lemma 3 that any nontrivial complete subgraph of G has vertices contained in S u (j) for some u ∈ A * , j ∈ A. Let L denote the cardinality of the set of left asymptotic orbits of Type II. According to the above comments, 
Finally, the nontrivial maximal complete subgraphs of G A \{v} are exactly Before completing the proof in the general case, we provide an example to show that the bound can be attained.
Example.
Let ϕ be the substitution ϕ(1) = 112131, ϕ(2) = 221232, ϕ(3) = 331323. Then ϕ has 3 2 = 9 fixed words of the form . . . i.j . . . for each i, j ∈ {1, 2, 3}, each of which is left asymptotic (and right asymptotic) to other fixed words.
It is easy to see that this construction can be generalized to d letters so that for each i ∈ A, ϕ(i) = i . . . i and for each pair i, j ∈ A ϕ , ij is allowed. Then ϕ has exactly d 2 right asymptotic composants and d 2 left asymptotic composants.
Asymptotic orbits-the general case
We now show that the bound of Corollary 5 also holds in the general case. Two substitutions ϕ and ϕ are strong shift equivalent if there are mor- 
is 1-1 on letters; letφ = ϕ (m) . Sinceφ and ϕ are strong shift equivalent, so are their incidence matrices, and it follows that ϕ is also primitive (see, for example, [LM] ).
Given 1 ≤ j = k ≤ n, let σ jk denote the substitution:
k → jk. We will refer to σ jk as an elementary substitution. In case (i), we say the the prefix problem for ϕ is solved. Proof: We attempt to eliminate all prefix problems of ϕ by a sequence of strong shift equivalences. Success will give us conclusion (i), failure conclusion (ii). Passing to a power if necessary, we assume that any left or right infinite word which is periodic for ϕ is fixed.
Lemma 8. If ϕ is a primitive aperiodic substitution on d letters, then either (i) there is a primitive aperiodic substitution ϕ on k ≤ d letters that has no prefix problem and is strong shift equivalent to
If ϕ has no prefix problems, let ϕ = ϕ. Otherwise, suppose ϕ(j) = p and ϕ(k) = pu for some nonempty word p and j = k. If u is empty, let ϕ 1 =φ as in Lemma 7. Otherwise, let τ 1 be the substitution
and let σ 1 be the elementary substitution
If ϕ 1 has no prefix problems, let ϕ = ϕ 1 . Otherwise, let ϕ 2 be eitherφ 1 or σ 2 • τ 2 with τ 2 • σ 2 = ϕ 1 , as above. Continuing in this way, we either arrive at ϕ k with no prefix problems, in which case ϕ = ϕ k , or we generate an infinite sequence of substitutions {ϕ k } k∈AE with prefix problems. In the latter case, there must be an N so that the size of the alphabet of ϕ k is the same for all k ≥ N . Then the incidence matrices A ϕ k are all of the same size for k ≥ N and in the same strong shift equivalence class. It follows that the Perron-Frobenius eigenvalues of the matrices A ϕ k , for k ≥ N, are equal (see [LM] ). Since there are only finitely many non-negative integer matrices of a given size possessing a given dominant eigenvalue, the collection of matrices {A ϕ k } k≥N is finite, and so also is the collection of substitutions {ϕ k } k≥AE . There must then be
and let ψ = ϕ K . We show that σ is primitive and that ψ and σ have the same set of allowed words as well as the same fixed left infinite words.
Since ψ is strong shift equivalent with ϕ, ψ is primitive and any ψ-periodic word is fixed. Also, the set of allowed words for ψ is the same as that for ψ l for all l ≥ 1.
Since σ is a composition of elementary substitutions, σ(i) = . . . i for each i ∈ A ψ . Let i ∈ A ψ be such that ψ(i) = . . . i (this occurs for at least one i), and let X denote the ψ-fixed left infinite word X = lim n→∞ ψ n (i). Since
for all n, σ also fixes X, hence X is allowed for σ. Any fixed (or periodic) word for ψ is of the above form, hence left infinite words fixed for ψ are fixed for σ.
Since ψ k is primitive, and
| for large enough n, hence |σ(j)| > 1 for all j. Were σ not primitive, then for some i, j, X would contain subwords of the form σ n (i) with no occurrences of j. But X is uniformly recurrent while |σ n (i)| → ∞, so this is not possible.
It follows that X completely determines the allowed bi-infinite words for σ and ψ. In particular, the sets of allowed words W ψ and W σ are identical.
It remains to show that if X is a σ-fixed left infinite word, X is also ψ-fixed. For such a word X, extend X to a σ-periodic bi-infinite word Y with period m.
is also periodic for σ, as is ψ nk (Y ) for each n ∈ N. Since σ has only finitely many periodic words, there is a smallest n 1 > 0 for which there is 0 ≤ n 2 < n 1 for which
, contradicting the definition of n 1 and n 2 . That is, n 2 = 0, and Y is periodic for ψ k . But any word periodic for ψ k is periodic, hence fixed, for ψ, so ψ(X) = X. Proof: Let ϕ be a primitive aperiodic substitution on d letters. If ϕ has no prefix problem, then the theorem follows from Proposition 5. If ϕ has a prefix problem, then by Lemma 8, either (i) the prefix problem can be solved for ϕ by ϕ on k ≤ d letters, and the result follows from Proposition 5 and Lemma 6, or (ii), there are primitive aperiodic substitutions ψ and σ on k ≤ d letters so that ψ is strong shift equivalent to ϕ, σ is a composition of elementary substitutions, ψ and σ have the same allowed words, and ψ and σ have the same number of fixed left infinite words. According to Lemma 6, ϕ and ψ have the same number of left asymptotic orbits, as do ψ and σ.
It then suffices to show that if σ is a primitive aperiodic substitution on d letters that is a composition of elementary substitutions, σ has no more than d 2 left asymptotic orbits. We argue by induction. If σ is a substitution on 1 letter, σ is periodic and the conclusion holds vacuously. Suppose that the conclusion holds for primitive aperiodic substitutions on fewer than d letters that are a composition of elementary substitutions, and let σ be primitive, aperiodic, on d letters, and a composition of elementary substitutions. For some m 0 , σ m 0 has the property that any σ m 0 -periodic infinite word is fixed. Write σ m 0 = σ jk σ , where σ is also a composition of elementary substitutions. Then the two letter word kk is not allowed for σ m 0 . We will 'rewrite' σ m 0 (in the spirit of [Dur] ) using the d − 1 'stopping rules' {i : i = k, 1 ≤ i ≤ d}. That is, consider the alphabet Applying Lemma 8 toσ, either (i) there is a substitution χ that is strong shift equivalent toσ, primitive, aperiodic, and has no prefix problems, or (ii) conclusion (ii) holds. In case (i), the size m of the alphabet of χ is bounded above by 2d − 2, and χ has exactly d − 1 fixed left infinite words, r fixed right infinite words, where 0 < r < d, and no other periodic infinite words (Lemma 6). According to Proposition 5, the number of left asymptotic orbits of χ, and hence of ϕ, is bounded above by
and the theorem is proved. In case (ii), we obtain a composition of elementary substitutions σ with the same number of asymptotic orbits asσ, and hence ϕ, and with exactly d − 1 fixed left infinite words. Since a composition of elementary substitutions has exactly as many fixed left infinite words as the size of its alphabet, σ is on d − 1 letters and, by the inductive assumption, the result is proved. Note that at any stage of the process described in the proof above, asymptotic orbits found for a substitution resulting from either a step in solving the prefix problem or a rewriting of a cycle of elementary substitutions can be carried back via the appropriate morphisms to asymptotic orbits for the original substitution. For an example of finding asymptotic orbits for a substitution with a suffix problem by solving the suffix problem and carrying back asymptotic words from the resulting system, see Example 3.17 of [BD] .
We complete the proof of the main theorem. Proof of Theorem 1: By arguments analogous to the above, a substitution ϕ on d letters has at most 2(d − l) right asymptotic orbits of Type II while the total number of (left or right) asymptotic orbits of Type I is bounded above by rl. That is, the total number of asymptotic orbits is bounded above by rl + 2(d − r) + 2(d − l). It is easy to show that the maximum value of this expression occurs at r = l = d. If ϕ is proper, then all asymptotic orbits are of Type II, and the bound is of the form 4(d − 1).
Complexity
Various authors have considered the notion of complexity for several classes of sequences. For an infinite word w, the complexity function for w is defined as: p w (n) = p(n) = # distinct subwords of w of length n. It is known that for sequences arising from primitive substitutions, the complexity is sublinear.
Suppose that ϕ is a primitive aperiodic substitution, and let S = {u i } k i=1 , the set of stems, denote the finite collection of allowed left infinite words generating left asymptotic orbits. That is, for u ∈ S, there are at least two right infinite words v, v with uv and uv both allowed and v, v differing in their first letter. We say that the left asymptotic orbits [uv] , [uv ] are equivalent; let E denote the number of equivalence classes.
Proposition 10.
lim inf n→∞ (p(n + 1) − p(n)) ≥ # left asymptotic orbits − E Remarks: Since the above inequality must also hold for right asymptotic orbits, and one can have different numbers of left and right asymptotic orbits, equality for both the left and right cases need not hold. The reader can verify that for ϕ(1) = 11121221, ϕ(2) = 12, equality does not hold for either the left or right case. On the other hand, for the Morse-Thue sequence obtained as a fixed point for the substitution ϕ(1) = 12, ϕ(2) = 21, and for the example given following Lemma 2, equality holds. (See Chaper 5 of [BFMS] for a detailed discussion of the complexity of the Morse-Thue sequence.) We do not fully understand the relationship between complexity and asymptotic orbits.
Proof of Proposition 10: For each stem u ∈ S, let br(U ) denote the cardinality of a maximal collection of right infinite words {v i : uv i is allowed and the first letters of v i , v j differ for i = j}. For each stem u, there is a contribution of br(u) − 1 to p(n + 1) − p(n), and these contributions are distinct for different stems for sufficiently large n. Thus p(n + 1) − p(n) ≥ Σ u∈S (br(u) − 1) for large n. On the other hand, (Σ u∈S br(u)) − |S| = # left asymptotic orbits −E.
