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Extensions of posets with an antitone involution to
residuated structures
Ivan Chajda, Miroslav Kolarˇ´ık and Helmut La¨nger
Abstract
We prove that every not necessarily bounded poset P = (P,≤, ′) with an anti-
tone involution can be extended to a residuated poset E(P) = (E(P ),≤,⊙,→, 1)
where x′ = x → 0 for all x ∈ P . If P is a lattice with an antitone involution
then E(P) is a lattice, too. We show that a poset can be extended to a residuated
poset by means of a finite chain and that a Boolean algebra (B,∨,∧, ′, p, q) can be
extended to a residuated lattice (Q,∨,∧,⊙,→, 1) by means of a finite chain in such
a way that x⊙ y = x ∧ y and x→ y = x′ ∨ y for all x, y ∈ B.
AMS Subject Classification: 03B52, 06A11, 06B05, 03B47
Keywords: Poset, bounded poset, residuated poset, residuated lattice, antitone involu-
tion, extension
Residuated posets in general and residuated lattices in particular form an algebraic ax-
iomatization of certain substructural logics (see e.g. [4], [8], [9] and [10] and references
therein), especially of fuzzy logic, see [1] for details. Residuated lattices were studied for
a long time starting with the pioneering paper by Ward and Dilworth [12], see also [3]
and [7]. Posets and lattices with an antitone involution can serve as a suitable model
of such a logic because this involution can be considered as a negation and hence these
logics satisfy the double negation law, see [3]. Let us mention that a kind of residuated
posets were studied also in [5]. Moreover, residuated structures derived from semirings
were treated in [6] and [9].
Recall that a poset with an antitone involution is an ordered triple (P,≤, ′) such that
(P,≤) is a poset and ′ is a unary operation on P satisfying
• if a ≤ b then b′ ≤ a′,
• a′′ ≈ a
for all a, b ∈ P . Recall further that a residuated poset is an ordered quintuple (P,≤,⊙,→
, 1) such that
• (P,≤, 1) is a poset with a greatest element,
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• (P,⊙, 1) is a commutative monoid,
• → is a binary operation on P ,
• a⊙ b ≤ c if and only if a ≤ b→ c
for all a, b, c ∈ P . The last property is called adjointness.
Unfortunately, not every lattice (L,∨,∧, ′) with an antitone involution ′ can be converted
into a residuated lattice (L,∨,∧,⊙,→, 1) satisfying x′ = x → 0 for all x ∈ L. For
example, consider the non-modular lattice N5 = (N5,∨,∧) whose elements are 0, a, b, c, 1
where 0 is the least and 1 the greatest element, a < b and c is incomparable with a and
b, see Figure 1:
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Fig. 1
It is easy to see that there exists exactly one antitone involution ′ on (N5,≤), namely
0′ = 1, a′ = b, b′ = a, c′ = c and 1′ = 0. Suppose, N5 together with
′ could be converted
into a residuated poset (N5,≤,⊙,→, 1) satisfying x
′ = x → 0 for all x ∈ N5. Since
x ⊙ y ≤ x and x ⊙ y ≤ y for all x, y ∈ N5 (see Theorem 2.17 in [1]) we have c ⊙ a ≤ 0
which implies c ≤ a → 0 = a′ = b, a contradiction. Thus N5 together with
′ cannot be
converted into a residuated poset (N5,≤,⊙,→, 1) satisfying x
′ = x→ 0 for all x ∈ N5.
Hence, it is a question whether such a lattice (or poset in general) can be extended to a
residuated one by preserving the antitone involution. The aim of our paper is to show
how such an extension can be constructed.
At first, we show that the unary operation x′ := x→ 0 in a residuated lattice is antitone.
Lemma 1. Let (P,≤,⊙,→, 1) be a residuated poset and put x′ := x → 0 for all x ∈ P
Then x ≤ x′′ for all x ∈ P and ′ is antitone.
Proof. Let a, b ∈ P . Then the every of the following assertions implies the next one:
a→ 0 ≤ a→ 0,
(a→ 0)⊙ a ≤ 0,
a⊙ (a→ 0) ≤ 0,
a ≤ (a→ 0)→ 0,
a ≤ a′′.
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Moreover, every of the following assertions implies the next one:
a ≤ b,
a ≤ (b→ 0)→ 0,
a⊙ (b→ 0) ≤ 0,
(b→ 0)⊙ a ≤ 0,
b→ 0 ≤ a→ 0,
b′ ≤ a′.
Our first extension result is as follows.
Theorem 2. Let P = (P,≤, ′) be a poset with an antitone involution, assume 0 =
c1, . . . , c4 = 1 /∈ P , put E(P ) := P ∪ {c1, . . . , c4} and extend ≤ and
′ from P to E(P )
by 0 < c2 < x < c3 < 1 for all x ∈ P and c
′
i := c5−i for i = 1, . . . , 4. Define binary
operations ⊙ and → on E(P ) as follows:
0⊙ x = x⊙ 0 := 0, 1⊙ x = x⊙ 1 := x,
0→ x = x→ 1 := 1, x→ 0 := x′, 1→ x := x
for x ∈ E(P ) and
x⊙ y :=
{
0 if x ≤ y′,
c2 otherwise
x→ y :=
{
1 if x ≤ y,
c3 otherwise
for x, y ∈ E(P ) \ {0, 1}. Then E(P) := (E(P ),≤,⊙,→, 1) is a residuated poset with the
antitone involution ′ satisfying x′ = x → 0 for all x ∈ E(P ). (If P is already bounded
then the least and greatest element of P may be identified with c2 and c3, respectively. If
P has elements a, b, c, d satisfying a < b ≤ x ≤ c < d for all x ∈ P \ {a, d} then a, b, c, d
may be identified with c1, . . . , c4, respectively.)
Proof. Let a, b, c ∈ E(P ). Since x′′ = x for all x ∈ P and c′′i = c
′
5−i = c5−(5−i) = ci for all
i = 1, . . . , 4, (E(P ),≤, ′, 0, 1) is a bounded poset with an antitone involution.
If {a, b, c} ∩ {0, 1} 6= ∅ then, obviously, (a ⊙ b) ⊙ c = a ⊙ (b ⊙ c). If a, b, c 6= 0, 1, a ≤ b′
and b ≤ c′ then (a⊙ b)⊙ c = 0⊙ c = 0 = a⊙ 0 = a⊙ (b⊙ c).
If a, b, c 6= 0, 1, a ≤ b′ and b 6≤ c′ then (a⊙ b)⊙ c = 0⊙ c = 0 = a⊙ c2 = a⊙ (b⊙ c).
If a, b, c 6= 0, 1, a 6≤ b′ and b ≤ c′ then (a⊙ b)⊙ c = c2 ⊙ c = 0 = a⊙ 0 = a⊙ (b⊙ c).
If a, b, c 6= 0, 1, a 6≤ b′ and b 6≤ c′ then (a⊙ b)⊙ c = c2 ⊙ c = 0 = a⊙ c2 = a⊙ (b⊙ c).
Therefore, ⊙ is associative. Since a ≤ b′ is equivalent to b ≤ a′, ⊙ is commutative.
If a = 0 then a⊙ b = 0 and a ≤ b′.
If b = 0 then a⊙ b = 0 and a ≤ b′.
If a = 1 then a⊙ b = 0 and a ≤ b′ are equivalent to b = 0.
If b = 1 then a⊙ b = 0 and a ≤ b′ are equivalent to a = 0.
If a, b 6= 0, 1 then a⊙ b = 0 is equivalent to a ≤ b′.
Hence a⊙ b = 0 if and only if a ≤ b′.
If a = 0 then a→ b = 1 and a ≤ b.
If b = 0 then a→ b = 1 and a ≤ b are equivalent to a = 0.
If a = 1 then a→ b = 1 and a ≤ b are equivalent to b = 1.
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If b = 1 then a→ b = 1 and a ≤ b.
If a, b 6= 0, 1 then a→ b = 1 and a ≤ b are equivalent.
Hence a→ b = 1 if and only if a ≤ b.
If a = 0 then a⊙ b ≤ c and a ≤ b→ c.
If b = 0 then a⊙ b ≤ c and a ≤ b→ c.
If c = 0 then a⊙ b ≤ c and a ≤ b→ c are equivalent to a ≤ b′.
If a = 1 then a⊙ b ≤ c and a ≤ b→ c are equivalent to b ≤ c.
If b = 1 then a⊙ b ≤ c and a ≤ b→ c are equivalent to a ≤ c.
If c = 1 then a⊙ b ≤ c and a ≤ b→ c.
If a, b, c 6= 0, 1 then a⊙ b ≤ c2 and c3 ≤ b→ c and hence a⊙ b ≤ c and a ≤ b→ c.
Thus the adjointness property holds.
As mentioned above, the non-modular lattice N5 with an antitone involution cannot
be converted into a residuated lattice (N5,∨,∧,⊙,→, 1) with an antitone involution
′
satisfying x′ = x→ 0 for all x ∈ N5. Using Theorem 2, we can extend N5 as follows.
Example 3. Theorem 2 applied to N5 yields the residuated lattice depicted in Figure 2:
✉
✉
✉ ✉
✉
✉
✉
❆
❆
❆
❆
✂
✂
✂
✂
✂
✂
✁
✁
✁
✁
❇
❇
❇
❇
❇
❇
0
c2
c
c3
1
a
b
Fig. 2
with operation tables
⊙ 0 c2 a b c c3 1
0 0 0 0 0 0 0 0
c2 0 0 0 0 0 0 c2
a 0 0 0 0 c2 c2 a
b 0 0 0 c2 c2 c2 b
c 0 0 c2 c2 0 c2 c
c3 0 0 c2 c2 c2 c2 c3
1 0 c2 a b c c3 1
→ 0 c2 a b c c3 1
0 1 1 1 1 1 1 1
c2 c3 1 1 1 1 1 1
a b c3 1 1 c3 1 1
b a c3 c3 1 c3 1 1
c c c3 c3 c3 1 1 1
c3 c2 c3 c3 c3 c3 1 1
1 0 c2 a b c c3 1
Observe there is only one possibility for the antitone involution.
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Let us note that if P = (P,≤, ′) is a finite chain containing at least three elements
(with unique antitone involution) then, using the construction from Theorem 2, P can
be converted into a residuated chain E(P) = (P,≤,⊙,→, 1) satisfying x′ = x→ 0 for all
x ∈ P .
Corollary 4. If (C,≤) = ({c1, . . . , cn},≤) is a finite chain 0 = c1 < c2 < c3 < · · · <
cn = 1 with n ≥ 3 elements,
0⊙ ci = ci ⊙ 0 := 0, 1⊙ ci = ci ⊙ 1 := ci,
0→ ci = ci → 1 := 1, ci → 0 := cn+1−i, 1→ ci := ci
for i = 1, . . . , n and
ci ⊙ cj :=
{
0 if i+ j ≤ n + 1,
c2 otherwise
ci → cj :=
{
1 if i ≤ j,
cn−1 otherwise
for i, j = 2, . . . , n− 1 then (C,≤,⊙,→, 1) is a residuated lattice where x′ := x→ 0 is an
antitone involution.
Example 5. Theorem 2 or Corollary 4 applied to the five-element chain yields the resid-
uated lattice depicted in Figure 3:
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with operation tables
⊙ 0 c2 c3 c4 1
0 0 0 0 0 0
c2 0 0 0 0 c2
c3 0 0 0 c2 c3
c4 0 0 c2 c2 c4
1 0 c2 c3 c4 1
→ 0 c2 c3 c4 1
0 1 1 1 1 1
c2 c4 1 1 1 1
c3 c3 c4 1 1 1
c4 c2 c4 c4 1 1
1 0 c2 c3 c4 1
Here c3 of Theorem 2 corresponds to c4 of Example 5.
If the poset P in question is a lattice, we can also apply the construction of ′, ⊙ and →
from Theorem 2 to obtain a residuated lattice E(P). Hence, we can state the following.
Corollary 6. Let L = (L,∨,∧, ′) be a lattice with an antitone involution ′. Then L can
be extended to a residuated lattice E(L) with an antitone involution where the operations
′, ⊙ and → are constructed as in Theorem 2 and ′ coincides in L with the original one.
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Recall from [2] and [11] that a lattice L = (L,∨,∧, ′) with an antitone involution is called
a pseudo-Kleene algebra if it satisfies the identities
(1) x ∧ x′ ≤ y ∨ y′,
(2) x ∧ (x′ ∨ y) ≈ (x ∧ x′) ∨ (x ∧ y).
L is called a Kleene algebra if it is a distributive pseudo-Kleene algebra. In this case
(2) can be omitted since it follows by distributivity. Kleene algebras and pseudo-Kleene
algebras are considered as an algebraic axiomatization of a propositional logic satisfying
De Morgan’s laws and the double negation law, but not necessarily the law of excluded
middle because the antitone involution ′ need not be a complementation, see also [9]. An
example of a Kleene algebra is depicted in Figure 4:
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A pseudo-Kleene algebra which is not a Kleene algebra is visualized in Figure 5:
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One can easily check that if L satisfies (1) and (2) then so does E(L) and if L is distributive
then also E(L) has this property, too. Hence, we can state
Corollary 7. Every pseudo-Kleene algebra or every Kleene algebra can be extended to a
residuated pseudo-Kleene algebra or a residuated Kleene-algebra, respectively.
Hence, also the logic axiomatized by Kleene algebras or pseudo-Kleene algebras can be
extended to a kind of fuzzy logics.
Motivated by the previous, we can extend every poset with an antitone involution to a
residuated poset by means of a finite chain with an even number of at least four elements.
The precise formulation is as follows:
Theorem 8. Let (P,≤, ′) be a poset with an antitone involution, n an integer > 1,
0 = c1, . . . , c2n = 1 /∈ P and Q := P ∪ {c1, . . . , c2n}. Extend ≤ and
′ from P to Q by
c1 < · · · < cn < x < cn+1 < · · · < c2n
for x ∈ P and put c′i := c2n+1−i for i = 1, . . . , 2n. Define binary operations ⊙ and → on
Q as follows:
0⊙ x = x⊙ 0 := 0, 1⊙ x = x⊙ 1 := x,
0→ x = x→ 1 := 1, x→ 0 := x′, 1→ x := x
for x ∈ Q and
x⊙ y :=
{
0 if x ≤ y′,
c2 otherwise
x→ y :=
{
1 if x ≤ y,
c2n−1 otherwise
ci ⊙ cj :=
{
0 if i+ j ≤ 2n+ 1,
c2 otherwise
ci → cj :=
{
1 if i ≤ j,
c2n−1 otherwise
ci ⊙ x = x⊙ ci := ci ⊙ cn+1, ci → x := ci → cn, x→ ci := cn+1 → ci
for x, y ∈ P and i, j = 2, . . . , 2n− 1. Then (Q,≤,⊙,→, 1) is a residuated poset with the
antitone involution ′ satisfying x′ = x→ 0 for all x ∈ Q.
Proof. We apply Theorem 2 to the poset (P ∪ {c3, . . . , c2n−2},≤,
′) with the antitone
involution ′. The element c3 of Theorem 2 corresponds to the element c2n−1 of Theorem 8.
According to Theorem 2 we have for all x ∈ Q
0⊙ x = x⊙ 0 = 0, 1⊙ x = x⊙ 1 = x,
0→ x = x→ 1 = 1, x→ 0 = x′, 1→ x = x.
Moreover, we have for all x, y ∈ P and i, j ∈ {2, . . . , 2n− 1}
x⊙ y =
{
0 if x ≤ y′,
c2 otherwise
x→ y =
{
1 if x ≤ y,
c2n−1 otherwise
ci ⊙ cj =
{
0 if i ≤ 2n + 1− j,
c2 otherwise
ci → cj =
{
1 if i ≤ j,
c2n−1 otherwise
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ci ⊙ x = x⊙ ci =
{
0 if i ≤ n,
c2 otherwise
ci → x =
{
1 if i ≤ n,
c2n−1 otherwise
x→ ci =
{
1 if i > n,
c2n−1 otherwise
The poset (Q,≤) of Theorem 8 is visualized in Figure 6:
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Fig. 6
Let P be a set and P1 = (P ×{1},≤) and P2 = (P ×{2},≤) posets. We call P2 the dual
of P1 if for all x, y ∈ P we have (x, 2) ≤ (y, 2) if and only if (y, 1) ≤ (x, 1). Similarly as
before, a poset together with its dual can be extended to a residuated poset by means of
a finite chain with at least four elements.
Theorem 9. Let (P ×{1},≤) be a poset, (P ×{2},≤) denote its dual, n an integer > 1,
k a non-negative integer, 0 = c1, . . . , c2n+k = 1 /∈ P × {1, 2} and Q := (P × {1, 2}) ∪
{c1, . . . , c2n+k}. Extend ≤ to Q by
c1 < · · · < cn < (x, 1) < cn+1 < · · · < cn+k < (y, 2) < cn+k+1 < · · · < c2n+k
for x, y ∈ P and put c′i := c2n+k+1−i for i = 1, . . . , 2n+k and (x, i)
′ := (x, 3− i) for x ∈ P
and i ∈ {1, 2}. Define binary operations ⊙ and → on Q as follows:
0⊙ x = x⊙ 0 := 0, 1⊙ x = x⊙ 1 := x,
0→ x = x→ 1 := 1, x→ 0 := x′, 1→ x := x
for x ∈ Q,
(x, i)⊙ (y, j) :=


0 if i = j = 1 or ((i, j) = (1, 2) and x ≤ y) or
(i, j) = (2, 1) and y ≤ x,
c2 otherwise
(x, i)→ (y, j) :=


1 if (i = j = 1 and x ≤ y) or (i, j) = (1, 2) or
(i = j = 2 and y ≤ x),
c2n+k−1 otherwise
for x, y ∈ P and i, j ∈ {1, 2} and
ci ⊙ cj :=
{
0 if i+ j ≤ 2n + k + 1,
c2 otherwise
ci → cj :=
{
1 if i ≤ j,
c2n+k−1 otherwise
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ci ⊙ (x, 1) = (x, 1)⊙ ci := ci ⊙ cn+1, ci → (x, 1) := ci → cn, (x, 1)→ ci := cn+1 → ci,
ci ⊙ (x, 2) = (x, 2)⊙ ci := ci ⊙ cn+k+1, ci → (x, 2) := ci → cn+k,
(x, 2)→ ci := cn+k+1 → ci
for i, j ∈ {2, . . . , 2n+ k − 1} and x ∈ P . Then (Q,≤,⊙,→, 1) is a residuated poset with
an antitone involution ′ satisfying x′ = x→ 0 for all x ∈ Q.
Proof. We apply Theorem 2 to the poset (P ∪{c3, . . . , c2n+k−2},≤,
′) with the antitone in-
volution ′. The element c3 of Theorem 2 corresponds to the element c2n+k−1 of Theorem 9.
According to Theorem 2 we have for all x ∈ Q
0⊙ x = x⊙ 0 = 0, 1⊙ x = x⊙ 1 = x,
0→ x = x→ 1 = 1, x→ 0 = x′, 1→ x = x.
Moreover, we have for all x, y ∈ P and i, j ∈ {1, 2}
(x, i)⊙ (y, j) =
{
0 if (x, i) ≤ (y, 3− j),
c2 otherwise
(x, i)→ (y, j) =
{
1 if (x, i) ≤ (y, j),
c2n+k−1 otherwise
Further, we have for all i, j ∈ {2, . . . , 2n+ k − 1}
ci ⊙ cj =
{
0 if i ≤ 2n+ k + 1− j,
c2 otherwise
ci → cj =
{
1 if i ≤ j,
c2n+k−1 otherwise
Finally, we have for all i ∈ {2, . . . , 2n+ k − 1} and j ∈ {1, 2}
ci ⊙ (x, j) = (x, j)⊙ ci =
{
0 if ci ≤ (x, 3− j),
c2 otherwise
ci → (x, j) =
{
1 if ci ≤ (x, j),
c2n+k−1 otherwise
(x, j)→ ci =
{
1 if (x, j) ≤ ci,
c2n+k−1 otherwise
The poset (Q,≤) of Theorem 8 is visualized in Figure 7:
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It is obvious that the constructions described in Theorems 8 and 9 can be generalized to
finitely many posets and finite chains in between them. For instance, if we have posets
P1, P2, P3, their duals P
d
1 , P
d
2 , P
d
3 and a poset P with an antitone involution then we can
construct, similarly as before, a poset with an antitone involution of the form
· · · < x1 < · · · < x2 < · · · < x3 < · · · < x < · · · < y3 < · · · < y2 < · · · < y1 < · · ·
for all x1 ∈ P1, x2 ∈ P2, x3 ∈ P3, x ∈ P, y3 ∈ P
d
3 , y2 ∈ P
d
2 , y1 ∈ P
d
1 where the dots (from
left to right) indicate finite chains with r, s, t, u, u, t, s, r elements, respectively, and then
we can apply Theorem 2 to this poset with antitone involution.
The following result is well known, see e.g. [1] or [12].
Lemma 10. Let (B,∨,∧, ′, p, q) be a Boolean algebra and put
x⊙ y := x ∧ y,
x→ y := x′ ∨ y
for every x, y ∈ B. Then (B,≤,⊙,→, q) is a residuated poset.
In the following we extend a Boolean algebra (B,∨,∧, ′, p, q) to a residuated lattice
(Q,∨,∧,⊙,→, 1) with an antitone involution x′ = x → 0 by means of a (finite) chain
such that the operations ⊙ and → coincide on B with those mentioned in Lemma 10.
Theorem 11. Let (B,∨,∧, ′, p, q) be a Boolean algebra, n a positive integer, 0 = c1, . . .
. . . , c2n = 1 /∈ B and Q := B ∪ {c1, . . . , c2n}. Extend ≤ and
′ from B to Q by
c1 < · · · < cn < x < cn+1 < · · · < c2n
for x ∈ B and put c′i := c2n+1−i for i = 1, . . . , 2n. Define binary operations ⊙ and → on
Q as follows:
x⊙ y :=
{
0 if x ≤ y′,
x ∧ y otherwise
x→ y :=
{
1 if x ≤ y,
x′ ∨ y otherwise
for x, y ∈ Q. Then (Q,≤,⊙,→, 1) is a residuated lattice with an antitone involution
x′ = x→ 0 where for all x, y ∈ B we have
x⊙ y = x ∧ y,
x→ y = x′ ∨ y.
Proof. Let a, b, c ∈ Q, d, e ∈ B and i, j, k ∈ {1, . . . , 2n}. Within this proof
a < B means a < x for all x ∈ B,
a > B means a > x for all x ∈ B,
i ∨ j := max(i, j),
i ∧ j := min(i, j).
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Obviously, (Q,≤, ′, 0, 1) is a bounded lattice with an antitone involution. We have
a⊙ b = b⊙ a since a ≤ b′ is equivalent to b ≤ a′,
0⊙ a = 0,
1⊙ a =
{
0 = a if a = 0,
1 ∧ a = a otherwise
0→ a = a→ 1 = 1,
a→ 0 =
{
1 = 0′ = a′ if a = 0,
a′ ∨ 0 = a′ otherwise
d⊙ e =
{
c1 = d ∧ e if d ≤ e
′,
d ∧ e otherwise
d→ e =
{
1 = d′ ∨ e if d ≤ e,
d′ ∨ e otherwise.
This shows
0⊙ x = x⊙ 0 = 0, 1⊙ x = x⊙ 1 = x,
0→ x = x→ 1 = 1, x→ 0 = x′, 1→ x = x
(x ∈ Q) and
x⊙ y = x ∧ y,
x→ y = x′ ∨ y
for all x, y ∈ B.
If a ≤ b′ and b ≤ c′ then (a⊙ b)⊙ c = 0⊙ c = 0 = a⊙ 0 = a⊙ (b⊙ c).
If a ≤ b′ and b 6≤ c′ then (a⊙ b)⊙ c = 0⊙ c = 0 = a⊙ (b ∧ c) = a⊙ (b⊙ c).
If a 6≤ b′ and b ≤ c′ then (a⊙ b)⊙ c = (a ∧ b)⊙ c = 0 = a⊙ 0 = a⊙ (b⊙ c).
Now consider the case a 6≤ b′ and b 6≤ c′. Then
(a⊙ b)⊙ c = (a ∧ b)⊙ c,
a⊙ (b⊙ c) = a⊙ (b ∧ c).
If a, b, c ∈ B then (a ∧ b)⊙ c = (a ∧ b) ∧ c = a ∧ (b ∧ c) = a⊙ (b ∧ c).
If a, b ∈ B and c /∈ B then c > B and hence (a∧b)⊙c = (a∧b)∧c = a∧b = a⊙b = a⊙(b∧c).
If a ∈ B, b /∈ B and c ∈ B then b > B and hence (a ∧ b)⊙ c = a⊙ c = a⊙ (b ∧ c).
If a ∈ B and b, c /∈ B then b > B and (a ≤ c′ if and only if a ≤ b′ ∨ c′). Hence
(a∧ b)⊙ c = a⊙ c = 0 = a⊙ (b∧ c) if a ≤ c′ and (a∧ b)⊙ c = a⊙ c = a∧ c = (a∧ b)∧ c =
a ∧ (b ∧ c) = a⊙ (b ∧ c) otherwise.
If a /∈ B and b, c ∈ B then a > B and hence (a ∧ b) ⊙ c = b ⊙ c = b ∧ c = (a ∧ b) ∧ c =
a ∧ (b ∧ c) = a⊙ (b ∧ c).
If a /∈ B, b ∈ B and c /∈ B then a, c > B and hence (a ∧ b) ⊙ c = b ⊙ c = b ∧ c = b =
a ∧ b = a⊙ b = a⊙ (b ∧ c).
If a, b /∈ B and c ∈ B then b > B and (a ≤ c′ if and only if a ∧ b ≤ c′). Hence
(a∧ b)⊙ c = 0 = a⊙ c = a⊙ (b∧ c) if a ≤ c′ and (a ∧ b)⊙ c = (a ∧ b) ∧ c = a ∧ (b ∧ c) =
a ∧ c = a⊙ c = a⊙ (b ∧ c) otherwise.
Finally, assume a, b, c /∈ B. Without loss of generality, (a, b, c) = (ci, cj, ck). Now we have
ci ⊙ cj =
{
0 if i+ j ≤ 2n+ 1,
ci∧j otherwise
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If i+ j, j + k ≤ 2n+ 1 then (ci ⊙ cj)⊙ ck = 0⊙ ck = 0 = ci ⊙ 0 = ci ⊙ (cj ⊙ ck).
If i+ j ≤ 2n+ 1 < j + k then i+ (j ∧ k) = (i+ j) ∧ (i+ k) ≤ i+ j ≤ 2n + 1 and hence
(ci ⊙ cj)⊙ ck = 0⊙ ck = 0 = ci ⊙ cj∧k = ci ⊙ (cj ⊙ ck).
If j + k ≤ 2n+ 1 < i+ j then (i ∧ j) + k = (i+ k) ∧ (j + k) ≤ j + k ≤ 2n+ 1 and hence
(ci ⊙ cj)⊙ ck = ci∧j ⊙ ck = 0 = ci ⊙ 0 = ci ⊙ (cj ⊙ ck).
If i+ j, j + k > 2n+ 1 then
(i ∧ j) + k = (i+ k) ∧ (j + k) ≤ 2n+ 1 if and only if i+ k ≤ 2n+ 1,
i+ (j ∧ k) = (i+ j) ∧ (i+ k) ≤ 2n+ 1 if and only if i+ k ≤ 2n+ 1
and hence (ci ⊙ cj)⊙ ck = ci∧j ⊙ ck = ci ⊙ cj∧k = ci ⊙ (cj ⊙ ck).
This shows that ⊙ is associative. Since a ≤ b′ is equivalent to b ≤ a′, ⊙ is commutative.
Therefore, (Q,⊙, 1) is a commutative monoid.
If a ≤ b′ and b ≤ c then a⊙ b = 0 ≤ c and a ≤ 1 = b→ c.
If a ≤ b′ and b 6≤ c then a⊙ b = 0 ≤ c, and a ≤ b→ c since a ≤ b′ ∨ c.
If a 6≤ b′ and b ≤ c then a⊙ b ≤ c since a ∧ b ≤ c, and a ≤ 1 = b→ c.
Now assume a 6≤ b′ and b 6≤ c.
If a, b, c ∈ B then a ∧ b ≤ c if and only if a ≤ b′ ∨ c because of Lemma 10.
If a, b ∈ B and c /∈ B then c < B and hence a ∧ b 6≤ c and a 6≤ b′ = b′ ∨ c.
If b /∈ B and c ∈ B then b > B and hence a∧ b ≤ c and a ≤ b′ ∨ c are both equivalent to
a ≤ c.
If a ∈ B and b, c /∈ B then b > B and hence a ∧ b ≤ c and a ≤ b′ ∨ c are both equivalent
to a ≤ c.
If a /∈ B and b, c ∈ B then a > B and hence a ∧ b = b 6≤ c and a 6≤ b′ ∨ c.
If a /∈ B, b ∈ B and c /∈ B then c < B < a and hence a ∧ b = b 6≤ c and a 6≤ b′ = b′ ∨ c.
Finally, assume a, b, c /∈ B. Without loss of generality, (a, b, c) = (ci, cj, ck). Now we have
ci → cj =
{
1 if i ≤ j,
c(2n+1−i)∨j otherwise
If i+ j ≤ 2n+ 1 and j ≤ k then ci ⊙ cj = 0 ≤ ck and ci ≤ 1 = cj → ck.
If i+ j ≤ 2n+1 and j > k then ci⊙ cj = 0 ≤ ck and ci ≤ c(2n+1−j)∨k since i ≤ 2n+1− j.
If i+ j > 2n+ 1 and j ≤ k then ci ⊙ cj = ci∧j ≤ ck and ci ≤ c2n = cj → ck.
Finally, assume i+ j > 2n+ 1 and j > k. Then the following are equivalent:
ci ⊙ cj ≤ ck,
ci∧j ≤ ck,
i ∧ j ≤ k,
i ≤ k.
Moreover, the following are equivalent:
ci ≤ cj → ck,
ci ≤ c(2n+1−j)∨k,
i ≤ (2n+ 1− j) ∨ k,
i+ j ≤ (2n+ 1) ∨ (k + j),
i+ j ≤ k + j,
i ≤ k.
This proves adjointness.
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The poset (Q,≤) of Theorem 8 is visualized in Figure 8:
✉
✉✉
✉✉
✉
✫✪
✬✩
c1 = 0
...
cn
B
cn+1
...
c2n = 1
Fig. 8
Example 12. We consider the special case where (B,∨,∧, ′, p, q) is the eight-element
Boolean algebra and n = 2. The poset (Q,≤) is visualized in Figure 9:
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q
c3
1
Fig. 9
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The corresponding residuated lattice has the operations
⊙ 0 c2 p a b c a
′ b′ c′ q c3 1
0 0 0 0 0 0 0 0 0 0 0 0 0
c2 0 0 0 0 0 0 0 0 0 0 0 c2
p 0 0 0 0 0 0 0 0 0 0 p p
a 0 0 0 a 0 0 0 a a a a a
b 0 0 0 0 b 0 b 0 b b b b
c 0 0 0 0 0 c c c 0 c c c
a′ 0 0 0 0 b c a′ c b a′ a′ a′
b′ 0 0 0 a 0 c c b′ a b′ b′ b′
c′ 0 0 0 a b 0 b a c′ c′ c′ c′
q 0 0 0 a b c a′ b′ c′ q q q
c3 0 0 p a b c a
′ b′ c′ q c3 c3
1 0 c2 p a b c a
′ b′ c′ q c3 1
→ 0 c2 p a b c a
′ b′ c′ q c3 1
0 1 1 1 1 1 1 1 1 1 1 1 1
c2 c3 1 1 1 1 1 1 1 1 1 1 1
p q q 1 1 1 1 1 1 1 1 1 1
a a′ a′ a′ 1 a′ a′ a′ 1 1 1 1 1
b b′ b′ b′ b′ 1 b′ 1 b′ 1 1 1 1
c c′ c′ c′ c′ c′ 1 1 1 c′ 1 1 1
a′ a a a a c′ b′ 1 b′ c′ 1 1 1
b′ b b b c′ b a′ a′ 1 c′ 1 1 1
c′ c c c b′ a′ c a′ b′ 1 1 1 1
q p p p a b c a′ b′ c′ 1 1 1
c3 c2 c2 p a b c a
′ b′ c′ q 1 1
1 0 c2 p a b c a
′ b′ c′ q c3 1
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