Introduction
Principal component analysis (PCA) (Jolliffe, 2002 ) is a fundamental statistical tool for dimensionality reduction, data processing, and visualization of multivariate data, with various applications in biology, engineering, and social science. In regression analysis, it can be useful to replace many original explanatory variables with a few principal components, which is called the principal component regression (PCR) (Massy, 1965; Jolliffe, 1982) . PCR is widely used in various fields of research and many extensions of PCR have In this paper, we deal with PCA and regression analysis simultaneously and propose a one-stage procedure for PCR to address this problem. The procedure combines two loss functions for ordinary regression analysis and PCA with some devise proposed by Zou et al. (2006) . In addition, in order to easily interpret estimated principal component loadings and select the number of principal components automatically, we impose the L 1 type regularization on the parameters. This one-stage procedure is called the sparse principal component regression (SPCR) in this paper. SPCR enables us to give sparse principal component loadings that are related to the response variable and select the number of principal components simultaneously. We also establish a monotone decreasing estimation procedure for the loss function using the coordinate descent algorithm (Friedman et al., 2010) , because SPCR can be obtained via the convex optimization problem for each of parameters.
It is well known that the partial least squares regression (PLS) (Wold, 1975; Frank and Friedman, 1993 ) is a dimension reduction technique, which incorporates information between the explanatory variables and the response variable. Recently, Chun and Keleş This paper is organized as follows. In Section 2, we review PCA and the sparse principal component analysis (SPCA) by Zou et al. (2006) . We propose SPCR and discuss alternative methods to SPCR in Section 3. Section 4 provides an efficient algorithm for SPCR and a method for selecting tuning parameters in SPCR. Simulation studies are provided in Section 5. Concluding remarks are given in Section 6. Supplementary material can be found in http://www.ms.osakafu-u.ac.jp/˜skawano/suppl/SPCR/suppl.pdf.
Preliminaries

Principal component analysis
T be an n × p data matrix, where n and p denote the number of samples and variables, respectively. Without loss of generality, we assume that the column means of the matrix X are all zero.
PCA is usually implemented by using the singular value decomposition (SVD) of X.
When the SVD of X is represented by
the principal components are Z = UD and the corresponding loadings of the principal components are the columns of V . Here, U is an n×n orthogonal matrix,
is a p × p orthogonal matrix, and D is an n × p matrix given by 
where B = (β 1 , . . . , β k ) is a p × k loading matrix, k denotes the number of principal components, and I k is the k × k identity matrix. The solution is given bŷ
where V k = (v 1 , . . . , v k ) and Q is a k × k arbitrary orthogonal matrix. Zou et al. (2006) proposed an alternative least squares problem given by
Sparse principal component analysis
where A = (α 1 , . . . , α k ) is a p × k matrix and λ (> 0) is a regularization parameter. The minimizer of B is given byB
where C = diag(c 1 , . . . , c k ), c i (i = 1, . . . , k) is a positive constant, and Q is an arbitrary orthogonal matrix. The case λ = 0 yields the same solution as (1) . Formula (2) is a quadratic programming problem with respect to each parameter matrix A and B, but
Formula (1) is not.
In addition, Zou et al. (2006) proposed to add a sparse regularization term for B to easily interpret the estimateB, which is called SPCA;
where λ 1,j 's (j = 1, . . . , k) are regularization parameters with positive value and || · || 1 is the L 1 norm of β. Note that the minimization problem (4) is also the convex optimization problem with respect to each parameter matrix A and B. After simple calculation, the problem (4) becomes
This optimization problem is analogous to the elastic net problem in Zou and Hastie To overcome this drawback, we propose SPCR using the principal components B T x as follows:
where γ 0 is an intercept, γ = (γ 1 , . . . , γ k ) T is a coefficient vector, λ β and λ γ are regularization parameters with positive value, w and ζ are tuning parameters whose values are between zero and one.
The first term in Formula (6) means the least squares loss between the response and the principal components B T x. The second term induces PCA loss of data X. The tuning parameter w controls the trade-off between the first and second terms, and then the value of w can be determined by users for any purpose. For example, a smaller value for w is used when we aim to obtain better prediction accuracies, while a larger value for w is used when we aim to obtain the exact formulation of the principal component loadings. We see that (6) is a convex optimization problem with respect to each parameter, because the problem only combines a regression loss with PCA loss. The optimization problem appears to be simple. However, it is not easy to numerically obtain the estimates of the parameters if we do not introduce the L 1 regularization terms for B and γ, because there exists an identification problem for B and γ. For an arbitrary orthogonal matrix P , we have
where γ † = P γ and B † = BP T . This causes non-unique estimators for B and γ. The L 1 norms of B and γ, however, will enable us to overcome the identification problem, since the L 1 -norm is not invariant under orthogonal transformation. This is also described in Choi et al. (2011) in the frameworks of sparse factor analysis. Therefore, the L 1 norms of B and γ play two types of role on sparsity and identification problem.
Adaptive sparse principal component regression
In the simulation studies in Sect. 5, we observe that SPCR does not produce enough sparse solution for the loading matrix B. We, therefore, assign different weights to different parameters in the loading matrix B. This idea was adopted in the adaptive lasso (Zou, 2006) . Let us consider the weighted sparse principal component regression, given by
where ω lj (> 0) is an incorporated weight for the parameter β lj . We call this procedure the adaptive sparse principal component regression (aSPCR). In this paper, we define the weight as ω lj = 1/|β lj (SPCR)|, whereβ lj (SPCR) is an estimate of the parameter β lj obtained from SPCR. In the adaptive lasso, the weight is constructed using the least squares estimators, but it is not applicable due to the identification problem.
Remember that aSPCR is a convex optimization problem with respect to each parameter, and thus we can estimate the parameters according to the estimation algorithm for SPCR. In addition, aSPCR enjoys the properties of SPCR, which is described in Sect.
3.1.
Related work
PLS (see, e.g., Wold, 1975; Frank and Friedman, 1993) seeks directions that relate X to y and capture the most variable directions in the X-space and is, in general, formulated by
. . , p, where y = (y 1 , . . . , y n ) T and Σ XX is the covariance matrix of X. The solutions in the problem (8) are derived from NIPALS (Wold, 1975) or SIMPLS (de Jong, 1993).
To incorporate sparsity into PLS, SPLS was introduced by Chun and Keleş (2010).
The first SPLS direction vector c is obtained by
where M = X T y, and κ, λ 1,SPLS , λ 2,SPLS are tuning parameters with positive value. Note that the problem (9) becomes the original maximum eigenvalue problem of PLS when κ = 1, λ 1,SPLS = 0, and λ 2,SPLS = 0. This SPLS problem is solved by alternately estimating the parameters w and c. The idea is similar to that used in SPCA. Chun and Keleş (2010) furthermore introduced the SPLS-NIPALS and SPLS-SIMPLS algorithm for deriving the rest of the direction vectors, and then predicted the response variable by a linear model with SPLS loading vectors as new explanatory variables; it is a two-stage procedure.
To emphasize a difference between our proposed method and the related work described above, we consider an example as follows. Suppose that
This model has another expression in the form
The covariance structures are given by
Let us select the explanatory variable which maximizes the covariance:
We set (a 1 , a 2 , τ 1 , τ 2 ) = (8, 1, 1, 3), and hence a * 1 = 8, a * 2 = 3, a 1 τ 2 1 = 8 and a 2 τ 2 2 = 9. In this case, it is clear that the first variable (x 1 , z 1 ) affects the response compared to the second variable (x 2 , z 2 ). PLS and SPLS will firstly select the variable z 1 on the second maximization, whereas these methods will firstly select the variable x 2 on the first maximization. Therefore, on the first maximization, PLS and SPLS fail to select the explanatory variable largely associated with the response. Meanwhile, SPCR will select the first variable (x 1 , z 1 ) on both maximizations, because the prediction error remains unchanged after normalization. The optimization problem in aSPCR is rewritten as follows:
where y * ji is the i-th element of the vector Xα j . SPCR is a special case of aSPCR with ω lj = 1. The detailed algorithm is given as follows.
β lj given γ 0 , γ j and A: The coordinate-wise update for β lj has the form:
where
and S(z, η) is the soft-threshholding operator with value
γ j given γ 0 , β lj and A: The update expression for γ j is given bŷ
A given γ 0 , β lj and γ j : The estimate of A is obtained bŷ
where (X T X)B = UDV T .
γ 0 given β lj , γ j and A: The estimate of γ 0 is derived from
These procedures are iterated until convergence.
More efficient algorithm
In order to speed up our algorithm, we apply the covariance updates, which was proposed by Friedman et al. (2010) , into the parameter updates.
We can rewrite the update of the parameter B in (12) in the form
After simple calculation, the first term on the right-hand side (up to
and the second term on the right-hand side (up to w) is
These formulas largely reduces computational task, because we update only the last term on (15) and (16) when the estimate of β l ′ j ′ is non-zero, while we do not update (15) and (16) when the estimate of β l ′ j ′ is zero.
Similarly, the update of the parameter γ in (13) is written as
whereγ j ′ is the current estimate of γ j ′ . The first term on the right becomes
Therefore we update only the last term on (18) when the estimate of γ j ′ is non-zero, while we do not update (18) when the estimate of γ j ′ is zero.
Selection of tuning parameters
SPCR and aSPCR depend on four tuning parameters (w, ζ, λ β , λ γ ). To avoid hard computational task, we fix the values of w and ζ, and then optimize only two tuning parameters λ β and λ γ .
The tuning parameter w plays the role in prediction accuracy. While a smaller value for w provides good prediction, the estimated models often tend to be unstable due to the flexibility of B. We tried many simulations with several values for w, and then we concluded to set w = 0.1 in this study. The tuning parameter ζ takes the role in the trade-off between the L 1 and L 2 penalties on B. The value of ζ in elastic net (Zou and Hastie, 2005 ) is usually determined by users. Hence we fixed ζ as 0.01 in our simulation.
The tuning parameters λ β and λ γ are optimized using K-fold cross-validation. When
where 1 (k) is a vector of which the elements are all one, andγ
estimates computed with the data removing the k-th part. We employed K = 5 in our simulation. The tuning parameters λ β and λ γ were, respectively, selected from 10 equally-spaced values on [λ min , λ max ], where λ min and λ max were determined according to the function glmnet in R.
Numerical study
Monte Carlo simulations were conducted to investigate the performances of our proposed method. Three models were examined in this study.
In the first model, we considered the 10-dimensional covariate vector x = (x 1 , . . . , x 10 )
T according to a multivariate normal distribution with mean zero vector and variancecovariance matrix Σ 1 , and generated the response y from the linear regression model
given by
We used ξ * Tables 1 and 2 show the means and standard deviations of MSEs for σ = 0.1, 1, and present similar results. PCR was clearly the worst. SPLS was better than PLS. aSPCR was basically better than SPCR. Hereafter, we compare our methods, aSPCR and SPCR, with SPLS.
In Case 1(a), aSPCR was basically better than SPLS for k = 1 and competitive to SPLS for k = 10. In Case 1(b), aSPCR and SPCR provided much smaller MSEs than SPLS for k = 1 and was competitive to SPLS for k = 10. The results for k = 1 arise from the fact that this case corresponds to that discussed in Sect. 3.3. aSPCR and SPCR can appropriately select the loading related to the response.
In Case 2, aSPCR and SPCR provided much smaller MSEs than SPLS for k = 1, like in Case 1(b) for k = 1, and aSPCR was better than SPLS for k = 5. In addition, aSPCR and SPCR provided almost the same MSEs for k = 1 as those for k = 5. This means that aSPCR and SPCR can adaptively select the principal component loading with small eigenvalue. In Case 3, aSPCR and SPCR were better than SPLS. In complex situations for n = 50, aSPCR outperforms SPLS. We also compared our methods with lasso and elastic net (see the supplementary meterial). Our methods were better than them, like SPLS was better than them (Chun and Keleş, 2010) .
We also computed the true positive rate (TPR) and the true negative rate (TNR) From these simulation results, we observe that aSPCR is superior to the alternative methods from the point of view of minimizing MSE and providing high TPR and TNR.
Concluding remarks
We proposed a one-stage procedure for PCR, which is constructed by combining a regression loss with PCA loss along with the L 1 type regularization. We called this procedure SPCR. SPCR enabled us to adaptively provide sparse principal components loadings that are associated with the response and select the number of principal components automatically. The estimation algorithm for SPCR was established via the coordinate decent algorithm. To obtain a more sparse regression model, we also proposed aSPCR, which assigns different weights to different parameters in the loading matrix B in the estimation procedure. Numerical studies showed that aSPCR outperforms alternative methods in terms of prediction accuracy, TPR, and TNR.
