Measurement error is one of main source of error in survey. It is generally defined as the difference between an observed value and an underlying true value. An observed value with error may be expressed as a function of the true value plus error term. In some cases, the measurement error variance may be also a function of the unknown true value. The error variance function can be rewritten as a function of true value multiplied by a scale factor. This research explore methods for estimation of the measurement error variance based on the data from complex sampling design. We consider the case in which the variance of mesurement error is a linear function of unknown true value, and the error variance scale factor is small. We applied our results to the U.S. Third National Health and Nutrition Examination Survey (the U.S. NHANES Ⅲ) data for empirical analyses, which has replicate measurements for relatively small subset of initial respondents's group.
Introduction
Errors in surveys arise two general sources; sampling error and nonsampling error. The major sources of nonsampling error generally divided further into three categories; coverage, nonresponse and measurement error [1] . Measurement error is generally defined as the difference between an observed value and an underlying true value. Since the 1940s, people have been concerned about various problems associated with measurement errors. See, e.g., Dalenius [2] for a review of some early literature, and Biemer et al. [3] for a more recent review.
The purpose of this research is to develop designbased estimators of the parameters of measurement error variance functions based on data from complex survey. This problem is of practical interest because in many practical analyses measurement error variances are more realistically viewed as functions of the true values. In some cases, measurement error variances increase in proportion to the values of predictors.
Davidian and Carroll [4] discussed several methods of variance function estimation under a heteroscedastic regression model. Their simulation results showed that when data are approximately normally distributed and the mean response function is known, using absolute residuals or squared residuals as responses for estimation of heteroscedastic variance functions gives better efficiency than using sample standard deviations or sample variances from the small numbers of replicates (less than ten replicates) at each design point. However, in many cases the exact form of the mean response function is generally unknown, and the residuals from an incorrect mean response function may cause a wrong estimate of variance function. Therefore, when we do not know its exact form, it may give better estimates of variance functions to use sample standard deviations or sample variances from replicates as responses than absolute residuals or squared residuals. Carroll and Cline [5] discussed estimation of the coefficients of a heteroscedastic linear regression model. They developed a related asymptotic theory in which the inverse of the sample variances is used as estimated weights to estimate the regression coefficients. They find that using sample variances for estimating weights is inefficient unless the number of replicates are large, e.g. at least ten. Davidian [6] compared efficiencies of different transformations based on sample standard deviations. She presented the asymptotic relative efficiencies obtained from the different number of replicates from contaminated normal distributions with different levels of contamination proportions. Through simulation results, she showed that as the contamination proportion increases, the identity transformation was more efficient than the square transformation. In addition, the identity transformation may be more efficient than the log transformation especially for small numbers of replicates (two or three replicates). However, the square transformation may be more efficient than the log and the identity under normal distribution conditions. In the present research we will use the square transformation of sample standard deviation. Following the notation of Carroll and Stefanski [7] , a general form of a measurement error model is defined by
with E(U|X = x) = 0 and Cov(U|X = x) = Ω(x, η, γ) where X is a p-variate predictor, W is a q-variate (q ≥ p) proxy for X, and c(·, ·) and Ω(·, ·) are known functions of the column vector of parameters . In certain models some components of Λ may be known. They considered three general approximate models for a response Y given W when some of the predictors X are measured with error. One of their important results is that when the measurement error is small, under additional conditions W can be directly used in the place of X without accounting explicitly for the errors.
Carroll and Stefanski assumed that observations are stochastically independent. However, in a complex survey design using cluster sampling, observations are not independent within a cluster. Fuller [8] gave a complex survey sample based errors-in-variables estimator of a vector of regression coefficients. He assumed measurement error vectors are independent and identically distributed at the super-population level. Under this assumption and some additional regularity conditions, he established the consistency and asymptotic normality of his errors-in-variables estimator.
In the present research, we consider the sample variances as responses and combine Carroll and Stefanski and Fuller to estimate measurement error variance based on data from complex sample design under the assumption of small measurement error.
Experimental

Measurement Error Models
Assume that W is unbiased for X, i.e., c(x, η) = x, and also assume that only W is known but not x. In addition, two replicate measurements are taken at each design point. Then, for a given x t , the model is written as (2.1) for t = 1,2,...,n; r = 1,2 where δ is a positive scale factor, and the random variable U tr has E(U tr |x t ) = 0 and V(U tr |x t ) = Ω(x t , γ).
In the following work, Ω t is used to denote Ω t (x t , γ) if it is not necessary to emphasize that Ω is a function of (x t , γ). Now, let the random variable U tr in (2.1) denote as , and assume that d tr is independent of x, so that U tr depends on x only through the scale factor . From this setting, the model (2.1) may be written as (2.2) where d tr are independent and identically distributed with mean 0 and variance for all t and r.
Linear Measurement Error Variance Function
In many cases, the measurement error variances increase proportionally as the values of predictors increase or decrease. In the case the measurement error variance Ω(x t , γ) can be modeled as a linear function of x t as the following
for a given x t . Under model (2.1), for a given value x t and a known δ, an unbiased estimator of Ω t is where and is the sample variance within the t-th unit.
Design Based Estimation of Measurement Error Variance
Under finite population, if one has the true observations of entire population, γ will be a function of the population totals of the observations. The parameter γ can be estimated by a sample which is drawn by a specified sampling method. Here the following sampling design is assumed, which is slightly modified from the stratified multistage sampling design in Shao [9] : The population has been stratified into L strata with N h clusters in the hth stratum. From the hth stratum, n h = 2 clusters are selected independently across the strata. These first-stage clusters are selected by using unequal probability p hi without replacement. Within the ith firststage cluster in the hth stratum, n hi ultimate units are sampled with selection probability p hij from N hi units according to some sampling methods, j = 1,...,n hi , i = 1,2, h = 1,..., L. In addition, it is assumed that for each h, N h is large relative to n h = 2, and so the sample can be treated as if the first-stage clusters are drawn with replacement. Under the above sampling design, the population total for observation y is estimated by . where w hij is the suvey weight associate element (hij). From the following expression, the triple subscript (hij) is replaced with the single subscript t if it is not necessary to specify strata, clusters, and ultimate units.
Under the model (2.3), a regression model may be written such as (2.4) where q t are independent and identically distributed with mean 0 and variance σ 2 for all t. The q t account for the deviation of Ω t from the line
, W t ) for a given δ are observed in the place of (Ω t , x t ), and the model (2.4) may be expressed such as and (2.5)
where y t = Ω t , and . The variable ω t is independent (0, ω ωωt ) random variable with , and the variable u t is an independent (0, σ uut ) random variable with σ uut = δ 2 Ω t /2. Note that under model (2.2) where and is independent and identically distributed with mean 1 and a constant variance, say c. Now, let here assume that the errors q t in the regression equation are independent of (x t , ω t , u t ) for all t.
Under the above mention sampling design and model (2.5), define and for N observations of (Y δt , X δt ) and also define and for n sampled observations. Now when the measurement error is small, by the result of Carroll and Stefanski (1990) the model (2.5) can be rewritten such as (2.6) where κ t = (q t + ω t ) − u y γ 1 with E ξ (κ t |x t ) = 0 and . The variance of κ t for given value x t goes to as δ → 0, and the model (2.6) has the form of a simple linear regression model with unequal variances. Therefore, the above sampling design, the ordinary least squares estimator of γ is (2.7)
where Under some regularity conditions, and [9] . This result and some additional routine arguments show that .
Propensity Model
Form the above sections, we considered that all units in a sample give replicates. However in many survey applications it is difficult or impossible to obtain replicate measurements from all sample units. In such appli-
cations, the survey weights, w 1hij , may need to be adjusted to account for possible selection effects at the replicate level. Specifically if we know the probability, say π hij , that a unit in a given sample gives replicate measurements, then the adjusted weight can be expressed by and the population size, N, is equal to w 2hij where s r represents the set of all units in the sample giving replicates. Thus, by applying this adjusted weight, w 2hij , for , the estimator of γ in (2.6) and the same asymptotic result are obtained.
In practical settings, one generally does not know the true probability, π hij . However, the process of which a unit gives a replicate can be modeled as a Bernoulli(π) random variable. The probability π can be considered as a function of some auxiliary variables x that are observed for both respondents and nonrespondents [10] . Define the response indicator r hij = 1 if a unit (hij) gives replicate measurement; 0 other. Thus, the model is that the r hij are independent Bernoulli (π hij ) random variables where π hij is a probability conditional on some auxiliary variables, x, and conditional on the inclusion of person (hij) in the original sample. The probability, π hij , can be estimated by a logistic regression model such as .
Results and Discussion
The above proposed idea is applied to the U.S. Third National Health and Nutrition Examination Survey (NHANES III). The U.S. NHANES III is a large-scale sample survey based stratified multistage design with 49 strata. Within each stratum, two primary sample units were selected with unequal probabilities. Additional levels of sampling selected households and individual persons. For empirical analysis here, only measurements from adults aged 20 and up are considered because very few replicate measurements were collected from children.
The U.S NHANES III data encountered measurement errors in analyses of bone mineral density (BMD) measurements, and a relatively small number of replicate BMD measurements was taken from the set of initial respondents. The number of initial adult respondents for BMD measurements was 14,646, and only 1,108 persons out of 14,646 gave replicate measurements.
It is necessary first to estimate the probability that one gives two BMD measurements, and a logistic regression model is used for it. The U.S NHANES•ð measured four BMD measurements and all four have the same numbers of initial respondents and replicates. Therefore, in selecting a model for the estimation of the probability, it is enough to derive models for only one BMD measurement. In this empirical analysis, total bone mineral density measurement is used for logistic model selection and linear measurement error variance estimation.
It is anticipated that a respondent's race/ethnic origin, gender, age and resident place will affect the probability of providing two measurements. After several fittings of logistic regression model for different set of main effects and interaction effects of above selected explanatory variables, a final model was selected. Table 1 shows the explanations of the explanatory indicator variables used for the final model. Table 2 shows logistic regression coefficient estimates and its standard errors and approximate 95% confidence intervals for the final model. Using the final model, the probability of giving two measurements, call it , and new weights are defined by where w 1hij is the original survey weight. Table 3 shows the summary of survey weights. Now, using the new weight w 2hij , measurement error variance is estimated by the model (2.6) for total BMD measurements. The dependent variable is sample variances . Fig. 1 shows the scatter plot of sample means versus sample variances of two BMD measurements. The plot shows that as sample means increase, sample variances have a increasing trend too. Table 4 shows the estimates of survey weighted regression model fitting of with based on model (2.6). The results shows that within sample mean is significant at α = 0.05.
Conclusion
Measurement error is one of main concern to survey researchers with other sources of error. An observation measured with error can be expressed as a function of underlying true value plus error term. In some cases, the measurement error variance may also be a function of unknown true value, and the error variance function can be rewritten as a function of true value multiplied by a scale factor. This research has explored the estimation of linear measurement error variance function under complex sampling design when the scale factor is small. In the case, the linear measurement error variance can e estimated by the survey weighted regression estimators, and they are consistent estimators under some regularity conditions. The result was applied to the U.S. NHANES III data, which has replicate measurement for a small subset of original respondents's group. One measurement, total bone mineral density (BMD) measurement, was selected from the U.S. NHANES III data for empirical analysis, because the sample variances of total BMD measurement has a linearly increasing trend when the means of two measurements are increasing. 
