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Podaci su najvec´e blago koje neka kompanija mozˇe posjedovati, a opet jako malo
njih to shvac´a. Oni su ono nesˇto bez cˇega uskoro nec´emo moc´i ostvarivati znacˇajnije
uspjehe jer upravo se u njima kriju najvec´e moc´i, a to su moc´i predvidanja. Pomoc´u
podataka mozˇemo predvidjeti ponasˇanje trzˇiˇsta, ali i samih korisnika tog istog trzˇiˇsta.
Upravo c´e djelic´ toga biti tema ovog diplomskog rada, a to je odredivanje elasticˇnosti
cijena preko koje kasnije mozˇemo kreirajuc´i cijene utjecati na potrosˇac´ke moc´i kraj-
njih korisnike.
Za pocˇetak, u ovom radu odlucˇili smo koristiti metodu linearne regresije za dobiva-
nje zˇeljenih rezultata pa c´emo tako u Poglavlju 1 i Poglavlju 2 predstaviti tu metodu.
U prvom poglavlju opisujemo jednostruku linearnu regresiju, koju u drugom poglav-
lju nadogradujemo na viˇsestruku linearnu regresiju. Ovaj dio rada je teorijske prirode
gdje preko iskazivanja tvrdnji pa onda i njihovog dokazivanja predstavljamo linearnu
regresiju i sve vezano uz nju.
Poglavlje 3 sluzˇi nam kao kratki uvod u ekonomsku stranu cijele ove pricˇe. Donosi
nam pojam elasticˇnosti cijena i njene vazˇnosti u poslovnom svijetu.
Sljedec´a dva poglavlja su primjena odabrane metode na stvarne podatke jednog
poduzec´a, kojeg ne imenujemo zbog povjerljivosti dobivenih podataka. U Poglavlju
4 donosimo opisnu statistiku preko koje na slikovit glaficˇki nacˇin dobivamo uvid
u odnose medu podacima i njihove vrijednosti. Za kraj u Poglavlju 5 provodimo
linearnu regresiju na podacima i nakon toga analizu dobivenih rezultata. Nakon toga




Jednostruka linearna regresija je osnova na kojoj se kasnije grade slozˇeniji regresijski
modeli. Jednostrukom linearnom regresijom opisujemo vezu izmedu podataka i to na
linearan nacˇin tako da zapravo gradimo model kojem je osnovica regresijski pravac.
Model izgleda ovako:
y = β0 + β1x+ ε (1.1)
Jednostavni linearni model mozˇemo zapisati i u obliku:
yi = β0 + β1xi + εi, i = 1, 2, . . . , n (1.2)
gdje nam je n zapravo broj opazˇanja. U ovom jednostavnom regresijskom modelu β0
i β1 imaju jednostavne interpretacije. Kad je x = 0 u (1.2), y = β0. Izraz β0 cˇesto
se naziva konstantni cˇlan regresijske jednadzˇbe. Za svaku jedinicu porasta u x, y se
povec´a za β1, sˇto se cˇesto referira kao nagib regresijske jednadzˇbe.
Vazˇno je primijetit da su xi-evi u ovom modelu samo brojevi, a nikako slucˇajne
varijable. Stoga nema smisla pricˇati o njihovoj distribuciji. εi-evi su slucˇajne varijable
kao sˇto su i yi-evi posˇto ovise o εi-evima. Slucˇajne varijable yi nazivaju se opazˇanja,
dok x1, . . . , xn predstavljaju tocˇke projekcije koje odgovaraju yi-evima.
1.1 Procjena parametara β0, β1 i σ
2
Koristec´i slucˇajni uzorak s n opazˇanja y1, y2, . . . , yn i pridruzˇene x1, x2, . . . , xn mozˇemo
procijeniti parametre β0, β1 i σ
2. Da bismo dobili procjene βˆ0 i βˆ1 koristit c´emo me-
todu najmanjih kvadrata.
U metodi najmanjih kvadrata trazˇimo procjenitelje β0 i β1 koji minimiziraju sumu
kvadrata odstupanja yi - yˆi promatranih (opazˇajnih) yi-ieva od njihovih predvidenih
vrijednosti yˆi = β0 + β1xi:
2














yi − βˆ0 − βˆ1xi
)2
(1.3)
Primijetimo da predvidena vrijednost yˆi procjenjuje E (yi), a ne yi, tj. βˆ0 + βˆ1xi
procjenjuje β0 + β1xi, a ne β0 + β1xi + εi.
















yi − βˆ0 − βˆ1xi
)
xi (1.5)
za pronalazak vrijednosti βˆ0 i βˆ1 koje minimiziraju S u (1.3) izjednacˇimo (1.4) i (1.5)
s nulom. Tada iz (1.4)
n∑
i=1
yi − nβˆ0 − βˆ1
n∑
i=1
xi = 0 (1.6)
i zamjene y¯ = n−1
∑n
i=1 yi te x¯ = n
−1∑n
i=1 xi dobivamo




yixi − nβˆ0x¯ (1.8)










x2i = 0. (1.9)
Stoga
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βˆ1 =
∑n





Propozicija 1.1.1. Ekvivalentan zapis za procjenitelja βˆ1 je
βˆ1 =
∑n
i=1 (xi − x¯) (yi − y¯)∑n




i=1(yi − y¯)x¯1 = x¯1
∑n
i=1(yi − y¯) = 0 imamo
n∑
i=1
(yi − y¯)(xi1 − x¯1) =
n∑
i=1










































1.2 Gaus-Markovljevi uvjeti i analiza metode
najmanjih kvadrata
Pitanje koje si postavljamo u ovoj odjeljku je koliko zapravo metoda najmanjih kva-
drata dobro procjenjuje β-e. Zasada mozˇemo rec´i da metoda najmanjih kvadrata daje
POGLAVLJE 1. KRATKI NASLOV POGLAVLJA 5
dobre procjenitelje ako su zadovoljeni odredeni uvjeti (takozvani Gauss-Markovljevi
uvjeti). Da bismo pokazali potrebu za tim uvjetima pogledajmo slucˇajeve navedene
u [5] gdje bismo jako tesˇko dosˇli do dobrih procjenitelja.
Primjer na 1.1a nam prikazuje slucˇaj kad ravna linija nije prigodna i kao rezultat
vrlo vjerojatno nec´emo dobiti dobre procjenitelje. Da bismo izbjegli takve situacije
napravimo uvjet
E (εi) = 0,∀i = 1, 2, ..., n. (1.12)
(a) (b)
Slika 1.1: Primjer krsˇenja nekih Gauss-Markovljevih uvjeta
(a) (b)
Slika 1.2: Primjer outlinera i utjecajnih tocˇki
Uvodimo oznaku ′I ′ za udaljenu tocˇku na prikazanim slikama
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Ovo implicira da je ocˇekivanje E (yi) od yi zapravo β0+β1xi u slucˇaju jednostavne
linearne regresije kao i u slucˇaju viˇsestruke linearne regresije.
Drugi tip problema koji bismo trebali sprijecˇiti je prikazan na slici 1.1b. Ovdje
pretpostavljamo da je ispravan model prikazan istocˇkanom linijom te da vrijedi (1.12),
ali varijanca Var (εi) od εi povec´ava se s xi. Nekolicina tocˇaka koje su udaljene od
istocˇkane linije mogu prouzrocˇiti da pravac linearne regresije bude jako losˇ procjenitelj
podataka, upravo kao sˇto je prikazan pravac na 1.1b. Ovakav slucˇaj cˇesto se naziva
heteroskedasticˇnost je ispravljen sljedec´im uvjetom




= σ2,∀i = 1, 2, ..., n. (1.13)
Ponekad samo jedna tocˇka ili jako mali skup tocˇaka mozˇe prekrsˇiti (1.12) i/ili
(1.13). Na slici 1.2a da tocˇka ′I ′ nije prisutna regresijski pravac bi viˇse manje prosˇao
kroz preostale cˇetiri tocˇke. Medutim s tocˇkom ′I ′ regresijski pravac je prikazan na
slici. Ovakav primjer c´e imati utjecaja na mnoge procese, no metoda najmanjih kva-
drata je osobito pogodena. To je zato sˇto razmak izmedu kvadrata jednako udaljenih
brojeva raste s porastom brojeva (npr. 102 − 92 = 19 dok je 22 − 11 = 3). Tocˇke
kao sˇto je ′I ′ nazivamo outlierima zato sˇto su daleko od regresijskog pravca i zato
sˇto imaju jako velik utjecaj, josˇ ih nazivamo utjecajne tocˇke. Takve tocˇke zahtijevaju
znacˇajnu pazˇnju upravo zato sˇto cˇesto predstavljaju krsˇenje (1.12). Kad se to dogodi
one ne pripadaju analizi i kao sˇto smo vec´ vidjeli mogu narusˇiti napravljenu analizu.
Josˇ problematicˇnija situacija je prikazana na slici 1.2b. Slicˇno kao u prethodnom
primjeru tocˇka ′I ′ mozˇe utjecati na cjelokupni smjer pravca i sˇto je josˇ gore ′I ′ ne bi
imala veliki rezidual koji bi privlacˇio pazˇnju. Takva tocˇka je utjecajna tocˇka, ali nije
outliner.
Zadnju vrstu potencijalnog problema mozˇda je najlaksˇe objasniti na ekstremnom
slucˇaju. Kad bismo imali samo dva opazˇanja mogli bismo povuc´i ravnu liniju koja bi
im savrsˇeno odgovarala, ali normalno mi bismo nerado napravili predvidanja teme-
ljena samo na njima. Pretpostavimo da smo napravili 20 kopija svake tocˇke podataka.
Sada imamo 40 opazˇanja, ali sigurno nemamo koristi od njih. To je zato sˇto su nasˇa
opazˇanja povezana. Zbog toga zahtijevamo da nasˇa opazˇanja bude nekorelirana:
E (εiεj) = 0,∀i 6= j (1.14)
Uvjeti (1.12), (1.13) i (1.14) nazivaju se jednim imenom Gauss-Markovljevi uvjeti
i primijetimo da oni osiguravaju da odgovarajuc´a predvidanja dobivena metodom
najmanjih kvadrata budu dobra. Tocˇan pojam ’dobroga’ c´emo definirati kasnije,
gdje c´e biti prikazan dokaz navedenih tvrdnji. Od sada pa nadalje pojam Gauss-
Markovljevih uvjeta c´e nam znacˇiti stabilnost i dobra predvidanja metode najmanjih
kvadrata.
POGLAVLJE 1. KRATKI NASLOV POGLAVLJA 7
1.3 Koeficijent determinacije jednostavne
regresije
Vec´ smo mogli primijetiti kada imamo odgovarajuc´i model da su reziduali mali.











i=1 (yi − y¯)2
. (1.15)
Mjera R2 se zove koeficijent determinacije i uvijek se nalazi izmedu 0 i 1 , sˇto je blizˇe
1 to znacˇi da mi imamo bolji model. Viˇse o njoj mozˇemo pronac´i u [4].












i obicˇno mnogo vec´a od
∑n
i=1 (yi − y¯)2 ova definicija R2 se dosta
razlikuje od definicije pod (1.15). Stoga modeli s β0 se ne mogu usporedivati s modela
koji nemaju β0 na temelju R
2.
1.4 Ocˇekivanje i varijanca βˆ0 i βˆ1 pod
Gauss-Markovljevim uvjetima
Kako βˆ0 i βˆ1 ovise od yi-jevima koji su slucˇajne varijable, slijedi da su i βˆ0 i βˆ1 su
slucˇajne varijable.
Propozicija 1.4.1. Ocˇekivanja i varijance slucˇajnih varijabli βˆ0 i βˆ1 dane su sa:





i=1 (xi − x¯)2
]
E[βˆ1] = β1, var[βˆ1] =
σ2∑n




i=1(xi − x¯) = 0 i
n∑
i=1
(yi − y¯)(xi − x¯) =
n∑
i=1
yi(xi − x¯)− y¯
n∑
i=1
















gdje je ci = (xi − x¯)/
∑n







































ci + β1 = β1.






















(β0 + β1xi) = β0 + β1x¯
slijedi
E(βˆ0) = E(y¯ − b1x¯) = β0 + β1x¯− x¯E(βˆ1) = β0 + β1x¯− x¯β1 = β0.





























Sˇto nam upravo dovrsˇava dokaz.


















































i E(βˆ1) = β1.
Gore napisane formule mozˇemo smatrati posebnim slucˇajem formula Teorema
2.4.1 ili se mogu dokazati raspisujuc´i izraz iz (1.17).
Kako je ocˇekivana vrijednost E(βˆ0) od predvidenog βˆ0, βˆ0 se zove nepristrani
procjenitelj od β0. Slicˇno βˆ1 se zove nepristrani procjenitelj od β1.
Da bismo mogli koristiti varijance βˆ0 i βˆ1 susrec´emo se s malim problemom. One
ovise o σ2, sˇto je nepoznanica. Medutim nepristrani procjenitelj za σ2 je, sˇto c´emo i
dokazati u viˇsestrukoj regresiji,
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i ako zamjenimo σ2 sa s2 u (1.17) i (1.18) dobivamo procjenitelje od Var(βˆ0) i Var(βˆ1).
Kvadratni korijeni ovih procjenitelja nazivaju se standardne gresˇke i oznacˇavaju se























gdje je s2 = (n− 1)−1∑ni=1 ε2i .
1.5 Pouzdani intervali i test
Pretpostavimo da vrijede Gauss-Markovljevi uvjeti (1.12), (1.13) i (1.14) i dodatno
pretpostavimo da su εi-evi normalno distribuirani. Tada su εi-evi nezavisno normalno
distribuirani s ocˇekivanjem 0 i varijancom σ2. To c´emo zapisati kao εi ∼ N(β0 +
β1xi, σ
2). Iz toga slijedi yi ∼ N(β0+β1xi, σ2). Nadalje βj-ovi kao linearna kombinacija
yi-eva su takoder normalno distribuirani s ocˇekivanjem i varijancom izrazˇenima u
prethodnom odjeljku. Mozˇe se pokazati da je
(βˆj − βj)/s.e.(βˆj) ∼ tn−2 (1.23)
za slucˇaj jednostavne linearne regresije s β0 6= 0 gdje je tn−2 Studentova t distribucija
s n−2 stupnja slobode. Iz (1.18) mozˇemo dobiti (1− α)×100 posto pouzdani interval
za βj kao
βˆj − s.e.(βj)tn−2,α/2 < βj < βˆj + s.e.(βj)tn−2,α/2 (1.24)
gdje je j = 0 ili j = 1 i tn−2,α/2 oznacˇava gornju α/2 tocˇku t distribucije s n − 2
stupnja slobode. Viˇse o ovoj temi mozˇemo pronac´i na [3].
Poglavlje 2
Viˇsestruka linearna regresija
Model linearne regresije predstavljen u prethodnom poglavlju sada c´e nam biti temelj
na kojem c´emo graditi viˇsestruku linearnu regresiju. Odmaknut c´emo se od jedno-
dimenzionalnog pogleda i uvesti matrice kao temeljne elemente za analizu. Izgled
modela c´e biti:
y = Xβ + ε
gdje su y, β, ε, X sve redom matrice. Logika iza toga modela c´e se samo nado-
punjavati te c´e analogno vrijediti sva svojstva koja smo dokazali i u poglavlju prije.
Mozˇemo rec´i da ovim poglavljem objedinjujemo teorijsko znanje o linearnoj regresiji
ovog rada te da rezultati ovdje dokazani su univerzalni i primjenjivi i na jednostavnije
modele.
2.1 Regresijski model u matricˇnoj notaciji
Ovaj odjeljak zapocˇinjemo matricˇnim raspisom jednostruke regresije obradene u Po-
glavlju 1. Prisjetimo se model je bio oblika:
y1 = β0 + β1x11 + ε1
. . . . . . . . . . . .
. . . . . . . . . . . .
yn = β0 + β1xn1 + ε1
(2.1)
11
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lako je provjeriti da se (1.1) mozˇe zapisati i u obliku
y = Xβ + ε (2.3)
Promotrimo sada slucˇaj s viˇse od jedne nezavisne varijable. Pretpostavimo da imamo
k nezavisnih varijabli x1, x2, . . . , xk; tada je regresijski model
y1 = β0 + β1x11 + β2x12 + · · ·+ βkx1k + ε1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




 1 x11 . . . x1k... ... . . . ...
1 xn1 . . . xnk




model u (2.4), koji nazivamo viˇsestruki regresijski model, mozˇe isto biti zapisan u
formi (2.3).
Matrica X se naziva matrica dizajna. Kao i u jednostrukoj linearnoj regresiji β0
se cˇesto naziva konstantni cˇlan presjeciˇsta. Primijetimo da prvi stupac matrice X,
to jest, stupac jedinica odgovara tom konstantnom cˇlanu. Ako u nekom slucˇaju ne
zˇelimo zadrzˇati β0 u nasˇem modelu jednostavno maknemo stupac jedinca iz X. Kao
sˇto smo spomenuli u prethodnom poglavlju, zadnjih k elemenata itog retka od X
cˇine itu tocˇku dizajna modela i opazˇanje yi s odgovarajuc´om tocˇkom dizajna cˇini iti
slucˇaj ili itu tocˇku podataka.
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2.2 Metoda najmanjih kvadrata





(yi − β0 − β1xi1 − · · · − βkxik)2
= (y −Xβ)′(y −Xβ) (2.6)
= y′y − β′X ′y − y′Xβ + β′X ′Xβ
= y′y − 2β′(X ′y) + β′(X ′X)β
kako je y′Xβ skalar, to je jednako β′(X ′y). Kako bismo minimizirali (2.6) mozˇemo
derivirati to po svakom βj i tu derivaciju izjednacˇiti s nulom. Ekvivalentno, mozˇemo
to napraviti na malo kompleksniji nacˇin koristec´i diferencijaciju matrica:
∂S
∂β
= −2X ′y + 2X ′Xβ (2.7)
Izjednacˇavanjem (2.7) s nulom i zamjenom β s b, vidimo da je procjenitelj metodom
najmanjih kvadrata b od β dan s
(X ′X)b = X ′y (2.8)
Da nam ovo zaista daje minimum bit c´e pokazano na kraju ovog odjeljka. Ukoliko
X ′X nije singularna, (2.8) ima jedinstveno rjesˇenje:
b = (X ′X)−1X ′y (2.9)
Definicija 2.2.1. Kazˇe se da je matrica A ∈ Mn(F ) regularna ako postoji matrica
B ∈ Mn(F ) takva da vrijedi AB = BA = I. U tom slucˇaju se matrica B zove
multiplikativni inverz ili inverzna matrica od A i oznacˇava s A−1. Matrica A ∈Mn(F )
se naziva singularnom matricom ako nema multiplikativni inverz.
Kada je (X ′X) singularna (2.8) se josˇ uvijek mozˇe rijesˇiti koristec´i generalizirani
inverz. Iz korolara u [5] dobivamo:
b = (X ′X)−1X ′y = X−1y (2.10)
U ovom slucˇaj procjenitelj nije jedinstven, no iz gore spomenutog korolara slijedi da je
X(X ′X)−1X ′ jedinstveno pa je posljedicˇno onda i Xb jedinstven. To je jednostavno
za vidjeti u slucˇaju kad nemamo β0 i kad je stupac jedinica izbrisan iz X, izrazi (2.8),
(2.9) i (2.10) josˇ uvijek vrijede.
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Sˇto se ticˇe slucˇaja jednostruke linearne regresije, definiramo reziduale ei kao














 = Xb = X(X ′X)−1X ′y = Hy, (2.12)
i H = X(X ′X)−1X ′. Uvedimo oznaku M = I −H. Tada
MH = (I −H)X = X −X(X ′X)−1X ′X = X −X = 0.
Koristec´i M i (2.3) mozˇemo e izraziti u terminima y i ε na sljedec´i nacˇin:
e = y −Hy = My (2.13)
= MXβ +Mε = Mε
Teorem 2.2.2. Reziduali su ortogonalni na predvidene vrijednosti isto kao i matrica
dizajna X u modelu y = Xβ + ε
Dokaz. Kako vrijedi
X ′ε = X ′Mε = 0ε = o, (2.14)
sˇto je nul vektor, slijedi da je
yˆ′e = b′X ′e = 0, (2.15)
sˇto dokazuje teorem.
Iz Teorema 2.2.1 slijedi da ako je β0 u modelu, pa je posljedicˇno prvi stupac
matrice X jednak 1 = (1, . . . , 1)′, tada vrijedi
∑n
i=1 ei = 1
′e = 0.
Za zakljucˇak ove odjeljka pokazat c´emo da se minimum od S = (y−Xβ)′(y−Xβ
zaista postizˇe u b = β. Primijetimo da iz Teorema 2.2.1 slijedi
(b− β)′X ′(y −Xb) = (y −Xb)′X(b− β) = e′X(b− β) = 0 (2.16)
Otud
S = (y −Xb+Xb−Xβ)′(y −Xb+Xb−Xβ)
= (y −Xb)′(y −Xb) + (b− β)′(X ′X)(b− β).
Oba izraza u zadnjoj liniji su kvadratne forme te su dakle pozitivne i prvi izraz ne
ovisi o β. Stoga, S svoj minimum postizˇe u b = β.
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2.3 Gauss-Markovljevi uvjeti
Da bi procjene od β imale neka pozˇeljna statisticˇka obiljezˇja, trebamo sljedec´e pret-
postavke znane pod imenom Gauss-Markovljevi (G-M) uvjeti, s kojima smo se upoz-
nali josˇ u Poglavlju 1:
E(εi) = 0 (2.17)
E(ε2i ) = σ
2 (2.18)
E(εiεj) = 0, ∀i 6= j (2.19)




Primijetimo da je o vektor nula, odnosno nul vektor. Koristit c´emo ove uvjete u
viˇse navrata u nastavku.
Vidimo da G-M uvjeti impliciraju
E(y) = Xβ (2.21)
kao i
Cov(y) = E[(y −Xβ)(y −Xβ)′] = E(εε′) = σ2I. (2.22)
Takoder slijedi da je (pogledati (2.13))
E[ee′] = ME[εε′]M = σ2M (2.23)
posˇto je M idempotentna.





gdje su mii i hii ijti elementi matrica M i H. Kako je varijanca nenegativna i
kovarijacijska matrica barem pozitivno semidefinitna, slijedi da je hii 6 1 i matrica
M barem pozitivno semidefinitna.
Definicija 2.3.2. Kazˇemo da je matrica A ∈ Mnn je pozitivno semidefinitna ako je
x ∗ Ax > 0, za svaki x ∈ Rn .
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Promotrimo sada ocˇekivanje i varijancu procjenitelja pod G-M uvjetima. Zbog
(2.20)
E(b) = E[(X ′X)−1X ′y] = (X ′X)−1X ′Xβ = β (2.25)
Ako za neki parametar θ, njegov procjenitelj t ima svojstvo da je E(t) = θ, tada
je t nepristrani procjenitelj od θ. Prema tome pod G-M uvjetima, b je nepristrani
procjenitelj od β. Primijetimo da smo iskoristili samo prvi od G-M uvjeta da bismo
dokazali ovo. Stoga krsˇenje uvjeta (2.17) i (2.18) nec´e voditi do pristranosti.
Teorem 2.3.3. Pod prvim G-M uvjetom (2.17), procjenitelj b dobiven metodom naj-
manjih kvadrata je nepristrani procjenitelj od β. Nadalje, pod G-M uvjetima (2.17)
- (2.19) vrijedi,
Cov(b) = σ2(X ′X)−1
Dokaz. Vec´ smo utvrdili nepristranost. Oznacˇimo sada A = (X ′X)−1X ′ pa je b = Ay
te iz (2.22) dobivamo
Cov(b) = ACov(y)A′ = σ2AIA′ = σ2AA′
= σ2(X ′X)−1X ′X(X ′X)−1 = σ2(X ′X)−1, (2.26)
sˇto dovrsˇava dokaz.
Korolar 2.3.4. Ako je tr[(X ′X)−1] → 0 kad n → ∞, tada je procjenitelj b konzis-
tentan procjenitelj od β.
Dokaz. Dokaz slijedi iz cˇinjenice kad (X ′X)−1 → 0 tada Cov(b)→ 0 za n→∞.
Iz (2.13) imamo E(e) = E(Me) = 0. Stoga iz (2.24) slijedi
Cov(e) = E[ee′] = σ2MM ′ = σ2M. (2.27)








Na isti nacˇin zakljucˇujemo da je procijenjena vrijednost od y
yˆ = Xb.
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Iz Teorema 2.4.1 dobivamo, koristec´i rezultate kovarijanci slucˇajnih vektora,
Var(yˆi) = x
′




Cov(yˆ) = X Cov(b)X ′ = σ2X(X ′X)−1X ′ = σ2H.
Ocˇito prvi od ova dva rezultat slijedi iz drugog. Isto tako slijedi i hii > 0 i da je
matrica H barem pozitivno semi-definitna.
2.4 Procjena σ2
Da bismo mogli upotrijebiti vec´inu formula iz prethodnog poglavlja trebamo σ2, sˇto je
uglavnom nepoznanica i trebamo je procijeniti. Mozˇemo to napraviti preko reziduala








































2trM = (n− k − 1)σ2
kad je konstantan cˇlan u regresijskoj jednadzˇbi prisutan i imamo k nezavisnih vari-




e2i /(n− k − 1) (2.29)
vidimo da je s2 nepristrani procjenitelj za σ2. Kada je konstantni cˇlan regresije




e2i /(n− k) (2.30)
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je nepristrani procjenitelj za σ2. Djelitelj n− k u zadnjoj formuli i n− k− 1 u (2.29)
su stupnjevi slobode.
Takoder s2 → σ2 po vjerojatnosti kada n→∞, tj. s2 je konzistentan procjenitelj
od σ2. Stoga, kada je σ2 nepoznat, konzistentan i nepristran procjenitelj za Cov(b)
je dan s







je procjena korelacijske matrice od b. Gore navedene rezultate mozˇemo sumirati u
sljedec´em teoremu:
Teorem 2.4.1. Na temelju G-M uvjeta, s2 je nepristran i konzistentan procjenitelj
od σ2 i s2(X ′X)−1 je nepristran i konzistentan procjenitelj od Cov(b).
Reziduali i suma kvadrata reziduala imaju vrlo vazˇnu ulogu u regresijskoj ana-
lizi. Kao sˇto smo upravo vidjeli, suma kvadrata reziduala kad je podijeljena s
n − k − 1 daje nepristrani procjenitelj od σ2. Zapravo, pod pretpostavkom nor-
malnosti opazˇanja ovo je najbolji nepristrani procjenitelj u smislu da ima uniformno
najmanju varijancu medu svim nepristranim procjeniteljima koji su kvadratne funk-
cije yieva (tj. procjenitelji forme y
′Ay, gdje je A simetricˇna matrica; primijetimo da
je s2 = y′My/[n− k − 1]).
Reziduali su inacˇe koriˇsteni i za prepoznavanje prisutnosti outliera i utjecaj-
nih tocˇaka, provjeru normalnosti podataka, prepoznavanje adekvatnosti modela, itd.
Ukratko, koristimo ih da bismo utvrdili je li opravdano pretpostaviti da su zadovo-
ljeni Gauss-Markovljevi uvjeti. Ocˇito ih mozˇemo koristiti i za odredivanje kvalitete
regresijskog modela. U sljedec´em odjeljku definirat c´emo mjeru koja odreduje kvali-
tetu nekog modela. No, prvo c´emo iskazati sljedec´i teorem koji nam pokazuje vezu
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Dokaz. Buduc´i da, iz Teorema 2.2.2, yˆ′e =
∑n





































Drugi dio teorema je ocˇigledan.










Dokaz. Buduc´i da u modelu imamo konstantan cˇlan, po Teoremu 2.2.1 vrijedi 1′e =
e′1 =
∑n




i=1 yˆi. Stoga u ovom slucˇaju je
























sˇto dokazuje tvrdnju korolara.
2.5 Koeficijent determinacije
Koeficijent determinacije R2, koji smo predstavili u Odjeljku 1.3 i zadali ga s (1.15)
u slucˇaju postojanja konstantnog cˇlana te s (1.16) u slucˇaju nepostojanja istoga, je
primjenjiv i na viˇsestruku regresiju. Drugi korijen od R2 je uzajamna ovisnost izmedu
yi-eva i yˆi-eva, to jest u slucˇaju regresijskog modela s konstantnim cˇlanom,
R =
∑n
i=1(yi − y¯)(yˆi − y¯)[∑n
i=1(yi − y¯)2(yˆi − y¯)2
]1/2 (2.33)
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posˇto, kao sˇto smo vidjeli u Korolaru 2.5.3, vrijedi n−1
∑n
i=1 yi = n
−1∑n
i=1 yˆi.
Da bismo vidjeli da je kvadrat (2.33) zaista (1.15), primijetimo da zbog (2.15) ,∑n
i=1 eiyˆi = 0,
n∑
i=1
(yi − y¯)(yˆi − y¯) =
n∑
i=1







































Iz (2.34), koristec´i ponovno Korolar 2.5.3, slijedi da R2 poprima vrijednosti izmedu
0 i 1 te jer je R nenegativan vrijedi 0 6 R 6 1. Dokazano je da je R2 uzajamna
viˇsestruka ovisnost izmedu zavisne varijable y i nezavisnih varijabli x1, . . . , xk.
U analizama se josˇ koristi i prilagodeniR2 u oznaci R2a koji je dan s
R2a = 1−
∑n
i=1(yi − yˆi)2/(n− k − 1)∑n
i=1(yi − y¯)2/(n− 1)
= 1− s2/[ n∑
i=1
(yi − y¯)2/(n− 1)
]
R2a se prilagodava velicˇini uzorka, buduc´i da se cˇesto mala velicˇina uzorka povezuje
sa sklonosˇc´u da povec´ava R2. No, R2a mozˇe poprimiti negativne vrijednosti.
Alternativno, s2 se isto mozˇe koristiti kao mjera kvalitete modela, manje vrijed-
nosti s2 znacˇe bolje odgovaranje modela podacima. ”Gruba” prakticˇna primjena s2
proizlazi iz cˇinjenice da kada je broj opazˇanja n velik, 4s je aproksimativna sˇirina 95
postotnog pouzdanog intervala za nadolazec´a opazˇanja. Ako smo primarno zaintere-
sirani za predvidanja, ovo nam pruzˇa odlicˇnu oznaku kvalitete modela.
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U slucˇaju kad regresijska jednadzˇba nema konstantni cˇlan, tocˇnije kad je β0 = 0,






















′yˆ = y′Xb = y′X(X ′X)−1X ′y













































Primijetimo da ovdje takoder vrijedi 0 6 R 6 1 i 0 6 R2 6 1.
2.6 Gauss-Markovljev teorem
U vec´ini slucˇajeva prilikom koriˇstenja regresije zanimaju nas procjene nekih linearnih
funkcija Lβ ili l′β od β, gdje je l vektor i L matrica. Procjene ove vrste ukljucˇuju
procijenjene vrijednosti yˆi, procjenu yˆ0 buduc´eg opazˇanja, yˆ pa cˇak i sam b. Prvo
c´emo promotriti l′β, opc´enitije funkcije vektora c´emo naknadno razmatrati.
Iako mozˇe biti nekoliko moguc´ih procjenitelja, mi c´emo se ogranicˇiti na linearne
procjenitelje, tj. na procjenitelje koji su linearne funkcije y1, . . . , yn, recimo c
′y. Uz
to c´emo zahtijevati da te linearne funkcije budu nepristrani procjenitelji od l′β i
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pretpostavit c´emo da takav nepristran linearni procjenitelj za l′β postoji. U tom
slucˇaju l′β se naziva procjenljivim.
U teoremu sˇto slijedi pokazat c´emo da medu svim linearnim nepristranim procje-
niteljima, procjenitelj dobiven metodom najmanjih kvadrata l′β = l(X ′X)−1X ′y ,
koji je takoder linearna funkcija od y1, . . . , yn i za koji je vec´ pokazano u (2.25) da je
nepristran, ima najmanju varijancu. To jest, Var(l′β) 6 Var(c′y) za sve c takve da
je E(c′y) = l′β. Takav procjenitelj se naziva najbolji nepristran linearni procjenitelj
(BLUE, tj. best linear unbiased estimator).
Teorem 2.6.1. (Gauss-Markovljev) Neka je b = (X ′X)−1X ′y te y = Xβ + ε.
Tada pod G-M uvjetima, procjenitelj l′b procjenljive funkcije l′β je BLUE.
Dokaz. Neka je c′y proizvoljan nepristran linearan procjenitelj od l′β. Kako je c′y
nepristran procjenitelj od l′β vrijedi l′β = E(c′y) = c′Xβ za sve β i zato je
c′X = l′. (2.36)
Sada imamo,
Var(c′y) = c′Cov(y)c = c′(σ2I)c = σ2c′c,
i
Var(l′b) = l′Cov(b)l = σ2l′(X ′X)−1l = σ2c′X(X ′X)−1X ′c,
iz tvrdnji (2.26) i (2.36). Stoga
Var(c′y)− Var(l′b) = σ2[c′c− c′X(X ′X)−1X ′c]
= σ2c′[I −X(X ′X)−1X ′]c > 0,
jer je I −X(X ′X)−1X ′ = M pozitivna semi-definitna matrica, sˇto dokazuje tvrdnju
teorema.
Teorem 2.6.2. Pod G-M uvjetima, procjenitelj Lb procjenljive funkcije l′β je BLUE
u smislu da je
Cov(Cy)− Cov(Lb)
pozitivno semi-definitno, gdje je L proizvoljna matrica i Cy jedan od nepristranih
linearnih procjenitelja od Lβ
Detaljnije o Gauss-Markovljevo teormu mozˇemo nac´i na [1]. Nadalje, ovaj teorem
implicira da ako zˇelimo procijeniti nekoliko povezanih linearnih funkcija od βj, ne
mozˇemo to napraviti bolje nego metodom najmanjih kvadrata.
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Dokaz. Kao u dokazu prethodnog teorema, nepristranost Cy povlacˇi Lβ = CE(y) =
CXβ za sve β, medutim L = CX i posˇto je Cov(Cy) = σ2CC ′ i
Cov(Lb) = σ2L(X ′X)−1L′ = σ2CX(X ′X)−1X ′C ′,
slijedi
Cov(Cy)− Cov(Lb) = σ2C[I −X(X ′X)−1X ′]C ′,
sˇto je pozitivno semi-definitno, jer je matrica [I − X(X ′X)−1X ′] = M najmanje
pozitivno semi-definitna.
Ako Gauss-Markovljevim uvjetima pridodamo josˇ i pretpostavku da su yi-evi nor-
malno distribuirani, tada se mozˇe pokazati da l′b ima najmanju varijancu unutar cijele
klase nepristranih procjenitelja i da s2 ima najmanju varijancu medu svim nepristra-




Kao mali uvod u ovo poglavlje predstavit c´emo pojam elasticˇnosti cijena, nacˇin na
koji se ona primjenjuje isto kao i njen znacˇaj. Za pocˇetak uvodimo kraticu PED (eng.
Price Elasticity Demand) koja predstavlja cjenovnu elasticˇnost potrazˇnje i definira
se kao promjena u potrazˇnji za zadanu promjenu cijene. Njome mjerimo potrosˇacˇku
osjetljivost na promjene u cijeni za dobivenu uslugu ili proizvod i krec´e se od visoke
osjetljivosti sˇto onda predstavlja elasticˇnost do niske osjetljivosti sˇto je neelasticˇnost.
Zapisano u obliku forme imamo,
E = −(µP1 − µP0)/µP0
(P1− P0)P0 , (3.1)
gdje je
E = PED
P0 = pocˇetna cijena
P1 = nova cijena
µP0 = potrazˇnja pri pocˇetnoj cijeni
µP1 = potrazˇnja pri novoj cijeni.
Jedan od benefita PED-a je da omoguc´i tvrtkama poboljˇsanje strategija za odredivanje
cijena kroz bolje razumijevanje elasticˇnosti cijena ciljanog im trzˇiˇsta. Na primjeru iz
cˇlanka [2] mozˇemo vidjeti jednostavan primjenu elasticˇnosti cijena. Neki racˇunovoda
je tijekom godina stekao vjerne korisnike, no zbog boljeg buduc´eg poslovanja odlucˇi
24
POGLAVLJE 3. ELASTICˇNOST CIJENA 25
se na privlacˇenje novih korisnika i to tako da im da popust na svoje usluge. Zna
da tim potezom mozˇe zavrsˇiti u negativnom profitu i zato se odlucˇi na povec´anje ci-
jena lojalnim korisnicima, koje bi bilo minimalno i zbog kojeg vec´ina korisnika ne bi
promijenila njega kao racˇunovodu. Drugim rijecˇima, on zapravo cjenovnu strategiju
bazira na elasticˇnosti cijene njegovog trzˇiˇsta. Za nove korisnike koji su viˇse cjenovno
osjetljivi on snizˇava cijenu, dok postojec´im korisnicama koji su zapravo manje cje-
novno osjetljivi, povec´ava dosadasˇnju cijenu. Ovakvom strategijom cijena on planira
kroz duzˇi period povec´ati broj korisnika isto kao i iznos profita. Ovo je dobar primjer
da vidimo na koliko se faktora treba obratiti pazˇnju prilikom osmiˇsljavanja cijena i
sveukupne poslovne strategije, i posluzˇio nam je kao uvid za koriˇstenje PED-a.
3.2 Model potrazˇnje
U statisticˇkim modelima, koriˇstenim za ovakve svrhe, imamo dva osnovna tipa podat-
kovnih varijabli. Varijabla odziva se dobiva kao rezultat modela, dok je prediktorska
varijabla ulazni parametar za model. Za dobivenih set prediktorskih varijabli, mo-
del nam daje varijable odziva. Stvaran odziv u podacima ima dva dijela. Signal
predstavlja predvidljivo ponasˇanje dok je sˇum slucˇajno ponasˇanje. Cilj modela je
odvojiti signal od sˇuma. Takoder, pokusˇava se dobiti funkcija koja bi primijenjena
na prediktorske varijable dala varijablu odziva koja bi predstavljala signal u stvarnom
odzivu.
Kod modeliranja cjenovne elasticˇnosti potrazˇnje prvo trebamo jasno definirati
stvarni odziv. Povrh toga, korisno je klasificirati razlicˇite tipove prediktora koja bi se
mogli pojaviti u podacima. Klasificiranje podataka za model elasticˇnosti poprilicˇno
je zahtjevno.
Modeliranje elasticˇnosti cijena formira model u kojem je stvarni odziv indivi-
dualno korisnicˇko prihvac´anje ili odbijanje navedene ponude. Prediktori u ovakvim
modelima mogu biti klasificirani na osnovi cijene, odnosno oni koji jesu ili nisu po-
vezani s cijenom. Postavljena elasticˇnost je izvedena iz koeficijenata koji odgovaraju
prediktorskim varijablama iz modela. Primijetimo da bi bilo korisno dodatno klasifi-
cirati cjenovne faktore kao vanjske (utjecaj cijena na konkurente) i unutarnje (utjecaj
cijena na aktivnosti tvrtke).
U sljedec´em odjeljku bavit c´emo se strukturom modela, gdje c´emo sa zadanim
stvarnim odzivom i prediktorskim varijablama moc´i izracˇunati varijablu odziva i pri-
padajuc´u elasticˇnost. Bit c´emo fokusirani na distribuciju pogresˇaka stvarnog odziva,
funkcionalni oblik koji povezuje stvari odziv i prediktore i strukturu prediktora. Osim
toga, vidjet c´emo i nacˇine provjere kvalitete modela.
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Distribucija pogresˇaka
Za razliku od mnogo kompliciranijih modela, odabir distribucije pogresˇki za model
elasticˇnosti cijena je vrlo jednostavan. Buduc´i da stvaran odziv mozˇe poprimiti dvije
vrijednosti da/ne, binomna distribucija se cˇini kao najprikladniji odabir.
Korisno bi bilo prije svega shvatiti sˇto to znacˇi imati binomnu distribuciju. Dis-
tribucija pogresˇaka je definirana u empirijskim uvjetima isto kao i funkcionalni oblik.
Empirijski, stvarni odziv mozˇe biti samo 0 ili 1, sˇto znacˇi da je odabir distribucije
ocˇito dobar. Funkcionalni oblik distribucije pogresˇaka povezuje varijancu stvarnog
odziva s predvidenim odzivom. Veza varijance i ocˇekivanja u binomnoj distribuciji
daje nam sljedec´e:
varijanca = ocˇekivanje (1 - ocˇekivanje).
Varijanca rezultata predstavlja nam stupanj neodredenosti povezan s predvidanjima
rezultata. U trosˇkovnom modelu je uobicˇajeno pretpostaviti ako imamo vec´e predvidene
vrijednosti da c´emo imati vec´u neodredenost, odnosno varijabilnost procjenitelja. U
modelu elasticˇnosti imamo drukcˇiju situaciju, naime i visoke i niske predvidene vri-
jednosti imaju manju varijabilnost dok prosjecˇne predvidene vrijednosti imaju vec´u
varijabilnost. To je svojstvo naslijedeno od binomnih modela. Ako sva zapazˇanja
uvijek odbiju ponudu (stvarni odaziv je nizak, tj. nula je) tada modelari mogu sa
sigurnosˇc´u tvrditi da c´e buduc´e ponude takoder biti odbijene. Analogno, ako sva
zapazˇanja prihvate ponudu (stvarni odaziv je visok, tj. jedan je) onda s istom si-
gurnosˇc´u mogu tvrditi da c´e sljedec´a ponuda biti prihvac´ena. No, ako imamo srednji
odaziv, oko 50% tada ne mozˇemo sa sigurnosˇc´u tvrditi vezu s procijenjenim vrijed-
nostima. Sad kad imamo odabranu i definiranu distribuciju, sljedec´i korak u strukturi
je link funkcija.
Link funkcija
Link funkcija je funkcionalni oblik koji povezuje varijablu odziva s prediktorskim
varijablama. Dva su glavna zahtjeva koja trebamo posˇtivati prilikom odabira link
funkcije za model elasticˇnosti. Prvi je taj da nam predvideni odaziv vjerojatnosti
prihvac´anja ili odbijanja cjenovne ponude uvijek bude izmedu 0 i 1. Zadac´a link
funkcije je da transformira koeficijente dobivene iz strukturnog dizajna u rezultate
koji su u skladu sa zakonom vjerojatnosti. Kombinacija koeficijenata iz strukturnog
dizajna modela cˇesto se naziva linearni procjenitelj. Drugi zahtjev je da se predvideni
odaziv priblizˇi prihvac´anju ili odbijanju, ali da ih zapravo nikad ne dohvati. Kad
bismo dopustili predvidenim vrijednostima da u potpunosti dodu do cˇisto prihvac´anja
ili odbijanja to bi dovelo do previˇse sigurnosti u predvidanjima.
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Za razliku od distribucije pogresˇaka, u slucˇaju link funkcija imamo viˇse kandidata
koji zadovoljavaju gore navedene uvjete. Dvije najcˇesˇc´e koriˇstene u praksi su:
1. Logisticˇka funkcija





µ = f(x) = Φ(x) (3.3)
gdje je x linearni procjenitelj i Φ oznacˇava normalnu distribuciju.
Prilikom odabira izmedu razlicˇitih link funkcija, bilo bi dobro i korisno provesti
test valjanosti koristec´i koncept elasticˇnosti. No ne mozˇemo elasticˇnost individualno
promatrati , nego je trebamo izvesti iz modela za predvideni odaziv. Postoje mnogi
nacˇini definiranja elasticˇnosti, ali mi c´emo se fokusirati na sljedec´a dva:
1. Klasicˇna elasticˇnost, je postotak promjene u potrazˇnji u odnosu na postotak
promjene u cijeni. Kao sˇto je definirano u uvodu, za zadanog korisnika:
E = −(µP1 − µP0)/µP0
(P1− P0)P0 . (3.4)
Pretpostavimo da je P1 > P0, tada je pocˇetna ocˇekivanja potrazˇnja fiksirana i
elasticˇnost u tom slucˇaju ima linearan odnos s potrazˇnjom. Primijetimo da je
µPi ocˇekivana vjerojatnost uspjeha povezana s cijenom Pi.
2. Elasticˇnost linearnog procjenitelja, mozˇemo definirati kao promjenu u linear-




β0 + α× P1P0
)− (β0 + α× P0P0)
(P1− P0)/P0 . (3.5)
Pretpostavljajuc´i da je linearan procjenitelj koji nema nelinearne komponente
i jedan cjenovni faktor:
E = −α (3.6)
gdje je α koeficijent povezan s cijenom.
Primijetimo da u ovom jednostavnom slucˇaju, E ne mijenja s potrazˇnjom.
Prema tome, ako potrazˇnja poraste mi ocˇekujemo da c´e E ostati konstantan.
Ova veza se odrzˇava bez obzira na broj parametara koji nisu cjenovni u struk-
turnom modelu.
Sad kad imamo odabranu distribuciju i link funkciju, sljedec´i korak je odredivanje
strukture dizajna prediktora.
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Struktura modela
Gradnja strukture modela je ravnotezˇa izmedu overfiitng-a i underfitting-a. Kada
je struktura modela prekompleksna, tada je vec´a vjerojatnost over-fittinga podataka.
To opc´enito dode do izrazˇaja u gubitku snage predvidanja. Medutim, kad je struktura
prejednostavna, velika je vjerojatnost under-fitting podataka, sˇto je isto izrazˇeno
prilikom gubitka snage predvidanja. Strukturni dizajn modela se cˇesto naziva linearni
procjenitelj. On odrazˇava kombinaciju koeficijenata koji su primijenjeni na odreden
opazˇanje. Primijetimo da modelari zapravo zadaju strukturni dizajn, link funkciju
i distribuciju pogresˇaka. Sam model nakon toga racˇuna skup parametara koji su
temeljeni na tim pretpostavkama.
Linearni procjenitelj sadrzˇi niz razlicˇitih objekata koji predstavljaju razlicˇite pre-
diktore. Kao dodatak kategorizaciji prediktora na one faktore koji su cjenovni i one
koji nisu, oni mogu biti klasificirani kao kategoricˇki ili kao kontinuirani elementi. U
slucˇaju da je prediktor kategoricˇki, parametri se racˇunaju za svaki nivo u prediktoru.
Kad imamo kontinuirani prediktor, tada se parametri baziraju na obliku funkcije koja
je predstavljena.
Prisjetimo da je glavni cilj kreiranja modela potrazˇnje projiciranje ocˇekivanje cje-
novne osjetljivosti na aktivne korisnike, to jest elasticˇnost. Iz definicija iskazanih u
prvom odjeljku vidimo da je elasticˇnost zapravo funkcija nagiba povezana s cjenov-
nim faktorima iz modela. Kod kreiranja modela cˇesto trazˇimo interakciju izmedu
cjenovnih faktora i onih koji to nisu. U okvirima linearnog procjenitelja, analiticˇari
bi mogli napraviti strukturni model u kojem bi svi cjenovni faktori bili u interakciji s
necjenovnim faktorima. Takav model ima jako velike sˇanse za over-fitting podataka
i postoji vjerojatnost da bi elasticˇnost izvedena iz tog modela mogla biti negativna.
No proizvoljno dodavanje interakcije nije dobra ideja. To bi moglo voditi do over-
fittinga koji bi oslabio prediktivnu snagu modela. Generalno bilo kakvo dodavanje
kompleksnost u model treba provjeriti i potvrditi nekim od testova, bilo to statisticˇki
ili preko testa konzistentnosti. Ako nam struktura ne daje uskladene rezultate, tada
ona ne bi trebala biti ukljucˇena u model. Tome se mozˇe stati na kraj raznim tehnicˇkim
rjesˇenjima preko kojih je moguc´e graditi kompleksnije modele s ukljucˇeno interakci-
jom bez negativnog odraza na elasticˇnost. Nakon sˇto ustvrdimo da imamo dobar
strukturni model prelazimo na zadnji korak, a to je provjera valjanosti.
Validacija
Modele predstavljene u prethodnim odjeljcima sada trebamo validirati koristec´i bez-
vremenske podatke za provjeru njihovih performansi. Dosada su u poglavljima te
provjere bile povezane s link funkcijama, dok c´emo se sada bazirati na dvije dodatne
vrste provjera povezane sa skupom valjanosti podataka. Taj skup podataka mozˇe biti
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ili slucˇajan uzorak uzet iz originalnih podataka ili bezvremenski podaci. Vrijednosti
bezvremenskog skupa podataka je ta da oni odrazˇavaju ispravnu mjeru prediktivne
tocˇnosti. Njihova mana je moguc´nost znacˇajne promjene u poslovanju koja nije nas-
tala kao posljedica povijesnih podataka. Zato manjak prediktivne moc´i nije gresˇka
modela nego cˇinjenica da se vrijeme mijenja. Slicˇnu tvrdnju mozˇemo iskazati i o
slucˇajnom uzorku, on je dobra mjera koja objasˇnjava snagu modela, ali omoguc´ava
slab uvid u buduc´e ponasˇanje modela. Na kraju modelari odlucˇuju o varijacijama
ovih dvaju modela.
Modeliranje potrazˇnje i izvodenje elasticˇnosti pruzˇa nam slikovito razumijevanje
korisnicˇke reakcije na predstavljenu cijenu. To razumijevanje je kljucˇno u postavljanju
ispravne mjere za rizik.
Za kraj, kod izradivanja modela kljucˇno je shvac´anje da bez obzira na strategiju
najbolji model je uvijek mjesˇavina tehnicˇke strucˇnosti s poslovnom sposobnosˇc´u.
Poglavlje 4
Opisna statistika
U ovom poglavlju bavit c´emo se slikovitim prikazom podataka i njihovom opisnom
analizom. Analize su radene u programskom jeziku R-u i za njihovu izradu je koriˇsten
paket ggplot2, o kojem se mozˇe viˇse procˇitati u [6]. Kao sˇto je napisano u uvodu ovaj
diplomski rad je temeljen na stvarnim prodajnim podacima. Podaci su dobiveni
suradnjom fakulteta s jednom od vodec´ih prehrambenih industrija u drzˇavi. Naime
oni su dostavili podatke vezane za odredene grupe njihovih proizvoda koji su se
skupljali u periodu od 3 godine, tocˇnije od 2013. do 2015. godine.
Za pocˇetak c´emo opisati varijable iz skupa podataka i predstaviti njihove vrijed-
nosti. Kao sˇto smo rekli podatke dijelimo na 3 grupe proizvoda, na koje c´emo se
kroz ovaj rad referirati kao I, II ili III grupu proizvoda. Te grupe detaljnije u sebi
sadrzˇavaju proizvode koji su jedinstveno odredeni preko njihovog ID-ja. Zapravo
c´e nam proizvod biti osnovna tocˇka na kojoj c´e se bazirati nasˇa analiza. Za svaki
od proizvoda imamo podatke o popustu koji je u odredenom vremenskom periodu
vrijedio, prodanu kolicˇinu i naravno akcijsku cijenu proizvoda. To su sve kontinu-
irane numericˇke varijable, dok su mjesec, godina, grupa proizvoda i tjedan zapravo
kategoricˇke. U nastavku mozˇemo vidjeti dio podataka iz tablice:
ProizvodID Mjesec Godina Tjedan GrupaProizvoda ProdanaKolicˇina Popust AkcijskaCijena
33048 4 2013 16 II 51 0.03 0.79
33049 3 2013 10 II 41 0.03 0.86
33049 4 2013 16 II 39 0.03 1.11
33048 3 2013 10 II 58 0.03 1.11
34365 11 2013 47 III 7 0.03 1.11
36110 2 2013 6 III 26 0.20 3.99
Tablica 4.1: Prikaz dijela podataka
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Slika 4.1: Prikaz frekvencija po grupama proizvoda
Slika 4.2: Boxplot dijagram razlicˇitih grupa proizvoda u odnosu na popuste
Pocˇnimo sada s opisnom statistikom. Na slici 4.1 mozˇemo vidjeti ukupni prikaz
prodanih proizvoda podijeljenih u grupe. Zakljucˇujemo da nemamo ravnomjernu
prodaju jer jedna grupa proizvoda znacˇajnije odstupa od ostale dvije, tocˇnije Gru-
paProizvoda I i GrupaProizvoda III su prodane u viˇse od 20000 komada dok je
GrupaProizvoda II ostala na otprilike 5000 komada.
Pogledajmo sada boxplot dijagram na slici 4.2 koji nam prikazuje svojstva po
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Slika 4.3: Prikaz popusta po godinama
Slika 4.4: Prikaz popusta po godinama za razlicˇite grupe proizvoda
grupama proizvoda u odnosu na popuste. Znamo da nam boxplot dijagrami sluzˇe za
prikaz karakteristicˇne petorke uzorka i kod nas vidimo da nema basˇ prevelike razlike
izmedu izgleda dijagrama za razlicˇite grupe proizvoda. Vidimo josˇ i da svaka od
grupa ima par outlinera sˇto je prihvatljivo s obzirom na velicˇinu uzorka.
Sljedec´i graf na slici 4.3 prikazuje odnose izmedu popusta i godina. Kako godine
prolaze vidimo da su popusti sve viˇse zastupljeniji. Najvec´i broj popusta za proma-
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Slika 4.5: Boxplot dijagram razlicˇitih mjeseci u odnosu na popuste
Slika 4.6: Histogram popusta svih proizvoda po mjesecima
trane proizvode je bio u 2015. godini. Na slici mozˇemo primijetiti jako velik porast
od pocˇetka prac´enja prodaje, porast od cˇak 50 posto.
Na iduc´oj slici 4.4 prikazani su isti odnosi kao i na prethodnoj 4.3, no ne za sve
proizvode ukupno vec´ razdijeljeno po grupama proizvoda. Vidimo da se rast u po-
pustima kroz godine nastavio i u svakoj od GrupaProizvoda I, II, III. Primjec´ujemo
razlike u rastu medu grupama, no mozˇemo zakljucˇiti da je 2015. godina u svakoj od
njih bila najpopunjenija popustima. Vidimo i da se frekvencije medu grupama razli-
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Slika 4.7: Histogram popusta razlicˇitih grupa proizvoda po mjesecima
kuju. GrupaProizvoda I i GrupaProizvoda II imaju puno manje frekvencije popusta
u odnosu na GrupuProizvoda III.
Slika 4.5 donosi nam novi boxplot dijagram i to ovog puta vezu mjeseci i popusta.
Slicˇno kao i prethodni boxplot dijagram donosi nam usporedbu karakteristicˇnih pe-
torki uzoraka podijeljenih po mjesecima u odnosu s popustima.
Na slici 4.6 je prikazan histogram popusta po mjesecima i vidimo da je koncen-
tracija popusta u jednoj godini najvec´a u periodu od lipnja do listopada. Najmanji
popusti su zabiljezˇeni u veljacˇi. Opc´enito su popusti zastupljeniji u toplijim ljetnim
mjesecima, dok u zimskom periodu vidimo blagi pad.
Sljedec´a slika 4.7 je histogram koji proizvode iz 4.6 dijeli na GrupeProizvoda I, II,
III. Najznacˇajniju razliku uocˇavamo na grupi proizvoda II koja tijekom cijele godine
ne biljezˇi vec´e zastupljenosti popusta i onda u prosincu dolazi do naglog skoka. Do
izrazˇaja dolaze i ozˇujak i travanj, no ne toliko znacˇajno kao prosinac sˇto je najbolje
vidljivo na slici.
Na slici 4.8 vidimo drukcˇiji graficˇki prikaz od dosad videnih koji nam donosi odnos
izmedu grupiranih popusta i tjedana. Uocˇimo da se vec´ina popusta nalazi do neke
granice 0,35 i da to vrijedi za sve tjedne. Neki tjedni imaju i viˇse izrazˇene popuste,
vidimo da neki cˇak i do 0,7.
POGLAVLJE 4. OPISNA STATISTIKA 35
Slika 4.8: Prikaz popusta svih proizvoda po tjednima
Slika 4.9: Prikaz popusta razlicˇitih grupa proizvoda po tjednima
Slika 4.9 je nadogradnja prethodne 4.8 slike. Na njoj mozˇemo vidjeti usporedbu
medu grupama proizvoda I, II i III na temelju prije opisanih uvjeta. Vidimo da su
popusti najizrazˇajniji upravo za grupu proizvoda III te da za tu grupu imamo i najvec´e
vrijednosti popusta. Nakon nje slijedi grupa proizvoda II koja nema mozˇda kolicˇinski
puno popusta, no prosjek popusta je vec´i od prosjeka grupe proizvoda I, sˇto se jasno
i vidi iz prikaza. Ovo je mozˇda jedna od boljih slika gdje se vidi omjer podataka
po grupama proizvoda i mozˇemo zakljucˇiti da u nasˇem setu podataka imamo najviˇse
prodajnih podataka o grupi proizvoda III, pa slijedi grupa proizvoda I i za kraj ostaje
grupa proizvoda II.
I za kraj donosimo graf 4.10 koji nam slikovito predocˇava prodane kolicˇine akcij-
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Slika 4.10: Prikaz prodanih proizvoda po popustima za razlicˇite mjesece
skih proizvoda iz nasˇeg seta podataka po grupiranim popustima za svaki od mjeseci
u godini.
S ovim zavrsˇavamo poglavlje opisne statistike u kojem smo na slikovit nacˇin
pokusˇali priblizˇiti odnose medu varijablama i podacima. No ovo nam je sluzˇilo samo
kao uvod u podatke i zapravo na tome se niˇsta dalje ne mozˇe graditi niti se neke
odluke mogu na tome temeljiti. Za to nam je potrebna daljnja analiza podataka koju
c´emo odraditi u sjedec´em poglavlju.
Poglavlje 5
Analiza rezultata linearne regresije
Nakon sˇto smo u prethodnom poglavlju na slikovit nacˇin prikazali odnose medu va-
rijablama sada nam slijedi primjena linearne regresije na nasˇe podatke u svrhu dobi-
vanja sˇto boljih zˇeljenih rezultata. Cilj nam je doc´i do modela koji najbolje opisuje
podatke i pomoc´u njega odrediti medusoban odnos popusta i prodane kolicˇine akcij-
skih proizvoda. Krajnji rezultat c´e nam odrediti cjenovnu elasticˇnost proizvoda, sˇto
je zapravo i zˇeljeni rezultat nasˇeg rada.
Analiza podatka je radena kao i opisna statistika u programskom jeziku R koji
vec´ ima ugradene funkcije za potrebe linearne regresije. U tablici 5.1 donosimo us-
poredbu tri modela linearne regresije. Razlika medu modelima je u varijabli odziva
koju smo modelirali na razlicˇite nacˇine. Varijabla odziva u nasˇem slucˇaju je Akcij-
Calls:
z: lm(formula=AkcijskaCijena ~., data=data)
z1: lm(formula=log(AkcijskaCijena )~., data=data)




(Intercept) 306.444 42.558 33.013
(302.173) (25.392) (21.317)
ProizvodID -0.000’*’ -0.000’***’ -0.000’***’
(0.000) (0.000) (0.000)
Mjesec 0.265 -0.004 -0.003
(0.401) (0.034) (0.028)
Godina -0.142 -0.020 -0.015
(0.150) (0.013) (0.011)
Tjedan -0.063 0.001 0.001
(0.092) (0.008) (0.007)
GrupaProizvoda: II -12.373’***’ -1.070’***’ -0.961’***’
(0.425) (0.036) (0.030)
GrupaProizvoda: III -12.999 ’***’ -1.220’***’ -1.084’***’
(0.299) (0.025) (0.021)
ProdanaKolicina 0.000 ’*** ’ 0.000 ’*** ’ 0.000 ’*** ’
(0.000) (0.000) (0.000)
Popust -4.029’*’ -1.360’***’ -1.073’***’
(1.581) (0.133) (0.112)
--------------------------------------------------------------------------
R-squared 0.500 0.576 0.598
adj. R-squared 0.499 0.574 0.596
sigma 6.161 0.518 0.435
F 341.170 462.353 506.010
p 0.000 0.000 0.000
Log -likelihood -8849.234 -2075.861 -1597.453
Deviance 103477.841 730.703 514.999
AIC 17718.467 4171.722 3214.907
BIC 17777.606 4230.861 3274.046
N 2735 2735 2735
==========================================================================
Tablica 5.1: Usporedba modela linearne regresije
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skaCijena jer zˇelimo vidjeti ponasˇanje i ovisnost te varijable o ostalim varijablama
iz skupa podataka. U prvom modelu z varijabla je ostavljena u izvornom obliku i
nije modificirana. Model z1 ima transformacije i to tako da smo spomenutu varijablu
odziva logaritmirali, dok smo u modelu z2 primijenili Yeo-Johnson transformaciju.
Iz tablice iˇscˇitavamo da je z2 najprihvatljiviji model upravo zbog najvec´eg utjecaja
ostalih varijabli na trazˇenu varijablu odziva. Nadalje, za taj model imamo i najvec´i
R2 koji nam sluzˇi za procjenu kvalitete nekog modela.
Od sada pa nadalje analiziramo model z2 za koji smo ustanovili da nam pruzˇa
najprihvatljivije rezultate. U tablici 5.1 mozˇemo vidjeti i da neke od varijabli kao sˇto
su Mjesec, Godina, Tjedan nemaju utjecaj na AkcijskuCijenu pa c´emo zato napraviti
detaljniju analizu odabranog modela. Posluzˇit c´emo se AIC kriterijem (eng. Akaike
Information Criterion) za dobivanje modela koji c´e biti ravnotezˇa izmedu velicˇine i
pristajanja podacima.
AIC = −2(log − likelihood) + 2(p+ 1)
gdje za linearne modele vrijedi





Koristit c´emo funkciju step koja generira model s najmanjom vrijednosˇc´u AIC krite-
rija. Kao rezultat dobivamo model prikazan u tablici 5.2.
Promotrimo sada mjere prikazne u toj tablici. Za pocˇetak vidimo da su nam
od pocˇetnih varijabli u modelu ostale samo one znacˇajne ProizvodID, GrupaPro-
izvoda, ProdanaKolicˇina i Popust. Njihov utjecaj mozˇemo vidjeti po jako niskim
p-vrijednostima u ovom modelu.
U tablici vidimo nekoliko vrsta mjera koje c´emo sada poblizˇe objasniti. Kolona
Estimate, odnosno procijenjena vrijednost prikazuje nam nagib pravca odredenog s
varijablom odziva i promatranom varijablom. Dakle povec´anje za jedan u varijabli
odziva znacˇi povec´anje za vrijednost iskazanu u ovoj koloni promatrane varijable. Na
primjeru Popusta i AkcijskeCijene vidimo da ukoliko se AkcijskaCijena povec´a za 1
da c´e se Popust smanjiti za 1.080, to jest nagib pravca c´e biti negativan i iznosit c´e
-1.080. Kod ove mjere vidimo da najvec´i utjecaj na AkcijskuCijenu imaju Popust,
GrupaProizvodaIII i slobodan cˇlan, oni su jedini s vrijednostima koeficijenta reda
nula.
Sljedec´a kolona Std.Error standardna devijacija mjeri prosjecˇne vrijednosti od-
stupanja procijenjenih vrijednosti varijabli od stvarne prosjecˇne vrijednosti varijable.
U nasˇem slucˇaju te vrijednosti su jako male u odnosu na procijenjene iznose sˇto je
jako dobro i znacˇi da nemamo previˇse varijacija unutar varijabli.
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Call:
lm(formula = yjPower(AkcijskaCijena , lambda = 0) ~ ProizvodID +
GrupaProizvoda + ProdanaKolicina + Popust , data = data)
Residuals:
Min 1Q Median 3Q Max
-2.30448 -0.28652 -0.00599 0.25264 2.93649
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.196e+00 2.965e-02 107.815 < 2e-16 ’***’
ProizvodID -3.057e-07 5.112e-08 -5.979 2.53e-09 ’***’
GrupaProizvodaII -9.597e-01 2.983e-02 -32.168 < 2e-16 ’***’
GrupaProizvodaIII -1.084e+00 2.102e-02 -51.560 < 2e-16 ’***’
ProdanaKolicina 1.658e-23 2.945e-24 5.632 1.96e-08 ’***’
Popust -1.080e+00 1.110e-01 -9.733 < 2e-16 ’***’
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Residual standard error: 0.4346 on 2729 degrees of freedom
Multiple R-squared: 0.5973 , Adjusted R-squared: 0.5966
F-statistic: 809.5 on 5 and 2729 DF, p-value: < 2.2e-16
Tablica 5.2: Prikaz odabranog modela i njegovih mjera
Zatim gledamo t value t statistiku koji nam predstavlja mjeru za udaljenost stan-
dardne devijacije promatrane varijable od nule. Preko nje dolazimo do iduc´e kolone
Pr(> |t|) p-vrijednosti koja predstavlja vjerojatnost da testna statistika poprimi
vrijednosti koju su uz pretpostavku da je nulta hipoteza istinita, manje ili jednako
vjerojatne od opazˇene vrijednosti testne statistike. Za svaku od promatranih va-
rijabli p-vrijednost je jako mala pa mozˇemo zakljucˇiti da na nivou znacˇajnosti od
5% odbacujemo nultu hipotezu o nepostojanosti veze izmedu promatrane i varijable
odziva.
Dakle dosˇli smo do zakljucˇaka da na razini znacˇajnosti od 5% postoji veza izmedu
AkcijkeCijene i ostalih varijabli. Tocˇnije nasˇ model se pokazao kao dobar procjenitelj
podataka. Sad nam ostaje samo josˇ testirati uvjete za koriˇstenje tog modela.
Da bismo mogli koristiti rezultate odabranog modela linearne regresije trebaju
nam biti zadovoljene sljedec´e pretpostavke:
1. linearan odnos izmedu varijable odziva i promatranih varijabli poticaja
2. nezavisnost gresˇaka
3. homogenost gresˇaka
4. normalna distribuiranost gresˇaka
Pogledamo prvo residual-fit graf na slici 5.1 koji nam prikazuje odnos izmedu
reziduala i predvidenih vrijednosti kao i homogenost gresˇaka. Uocˇimo da su po-
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Slika 5.1: Prikaz reziduala i predvidenih vrijednosti
Slika 5.2: Graficˇki prikaz autokorelacijske funckije
daci vec´inom ravnomjerno rasprsˇeni oko apscise, osim nekolicine outlinera koji nam
narusˇavaju sklad podataka. No za potrebne nasˇe analize mozˇemo pretpostaviti ho-
mogenost gresˇaka.
Na slici 5.2 vidimo graficˇki prikaz vrijednosti autokorelacijske funkcije s pripadnom
95%-pouzdanom prugom. Primjec´ujemo da su reziduali nekorelirani, sˇto povlacˇi i
njihovu nezavisnost. Dakle vec´ina uvjeta za koriˇstenje odabranog modela linearne
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Slika 5.3: Prikaz normalnog vjerojatnosnog grafa
regresije je zadovoljna, ostaje nam josˇ samo provjeriti normalnost.
Slika 5.3 donosi nam normalni vjerojatnosni graf na kojem mozˇemo vidjeti da
podaci vec´im dijelom odgovaraju normalnom pravcu. Vidimo da imamo mala od-
stupanja na krajevima koja nam impliciraju da se tu radi o gresˇkama koje imaju
distribuciju tesˇkog repa sˇto bi moglo stvarati probleme. No u nasˇem slucˇaju rezultati
prikazani na ovom grafu c´e biti dovoljni.
Nakon sˇto smo ustvrdili da vrijede preduvjeti potrebni za koriˇstenje linearne re-
gresije, preostaje nam sumirati zakljucˇke. Cilj ovog rada bio je ispitati elasticˇnost
cijena i pronac´i utjecaj dostupnih varijabli na cijenu pomoc´u kojih bismo kasnije istu
tu cijenu i kreirali. U terminima nasˇeg skupa podataka to znacˇi ispitati ovisnost
AkcijskeCijene o ostalim varijablama i pokusˇati doc´i do nekih znacˇajnijih veza medu
njima. Odlucˇili smo se na model generiran linearnom regresijom za koji se koeficijenti
prikazani u 5.2. Tu mozˇemo vidjeti da je p-vrijednost jako mala (p < 2.2e− 16) sˇto
nam znacˇi da veze medu varijablama postoje. Pripadajuc´i R2 i prilagodeni R2 imaju
redom vrijednosti 0.5973 i 0.5966 pa zakljucˇujemo da odabrani model jako dobro
opisuje dobivene podatke. Preko procijenjenih vrijednosti koje smo komentirali prije
u tekstu dolazimo do finalnog dijela ovog rada, odnosno formule modela po kojoj se
dolazi do optimalne vrijednosti AkcijskeCijene.
Akc i j skaCi j ena = 3.196 e+00 − 3 .057 e−07ProizvodID
− 9 .597 e−01GrupaProizvodaII − 1 .084 e+00GrupaProizvodaIII
+ 1.658 e−23ProdanaKol ic ina − 1 .080 e+00Popust
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Za kraj mozˇemo rec´i da se linearna regresija pokazala kao dovoljna metoda za
procjenu elasticˇnosti cijena, no definitivno tu ima prostora za napredak i poboljˇsanja.
Za detaljniju analizu i pozˇeljnu optimizaciju cijena smatram da bi neki drugi modeli
bili puno prihvatljiviji izbor za analizu dobivenih podataka.
Poglavlje 6
Dodatak
U dodatku c´emo predstaviti isjecˇke kodova koji su koriˇsteni za prikaz podataka i
statisticˇku analizu u ovom radu. Kronolosˇki c´e biti poredani tako da se mozˇe pratiti
tijek njihovog izvrsˇavanja.
Ucˇitavanje podataka
Ucˇitavanje podataka i potrebnih paketa za crtanje u R-u:
l i b r a r y ( ggp lot2 )
l i b r a r y (memisc )
podaci<−read . csv (” I sp ravn i podaci . csv ” , sep =”;” , s t r i ng sAsFac to r s=FALSE)
Nakon ucˇitavanja bilo je potrebno napraviti normalizaciju prodajnih podataka. Odlucˇili
smo se na normalizaciju podataka na mjesecˇnoj bazi:
pi<−aggregate ( podac i$Kol i \v{c} ina , by=l i s t ( podaci$ProizvodID , podaci$Mjesec ,
podaci$Godina , podaci$Tjedan , podaci$GrupaProizvoda ) , FUN=sum)
p<−aggregate ( podac i$Kol i \v{c} ina , by=l i s t ( podaci$ProizvodID , podaci$Godina ,
podaci$Tjedan , podaci$GrupaProizvoda ) , FUN=sum)
p[ ,5]<−p [ , 5 ] / 1 2
pv<−aggregate ( podaci$Popust , by=l i s t ( podaci$ProizvodID , podaci$Mjesec ,
podaci$Godina , podaci$Tjedan , podaci$GrupaProizvoda ) , FUN=mean)
pac<−aggregate ( podac i$Akc i j skaCi jena , by=l i s t ( podaci$ProizvodID ,
podaci$Mjesec , podaci$Godina , podaci$Tjedan , podaci$GrupaProizvoda ) ,
FUN=mean)
pi<−pi [ order ( p i [ , 1 ] , p i [ , 2 ] , p i [ , 3 ] , p i [ , 4 ] , p i [ , 5 ] ) , ]
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pv<−pv [ order (pv [ , 1 ] , pv [ , 2 ] , pv [ , 3 ] , pv [ , 4 ] , pv [ , 5 ] ) , ]
pac<−pac [ order ( pac [ , 1 ] , pac [ , 2 ] , pac [ , 3 ] , pac [ , 4 ] , pac [ , 5 ] ) , ]
data <− data . frame ( pi , pv [ , 6 ] , pac [ , 6 ] )
Opisna statistika
Slika 4.1: Prikaz frekvencija po grupama proizvoda
ggp lot ( data)+
geom bar ( aes ( GrupaProizvoda , weight=Kol i \v{c} ina , f i l l =GrupaProizvoda ))+
sca l e c o l o r manua l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
xlab (”GrupaProizvoda ”) + ylab (” Frekvenc i j e ”) + labs ( f i l l =”GrupaProizvoda ”) +
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
panel . g r i d . major = e l emen t l i n e ( co l ou r = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.2: Boxplot dijagram razlicˇitih grupa proizvoda u odnosu na popuste
ggp lot ( data ,
aes ( x=GrupaProizvoda , y=Popust , c o l o r=GrupaProizvoda , f i l l =GrupaProizvoda ))+
geom boxplot ( ) +
labs (x=”GrupaProizvoda ” , y=”Popust ”) +
sca l e c o l o r manua l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.3: Prikaz popusta po godinama
ggp lot ( data)+
geom bar ( aes (Godina , weight=Popust , f i l l =Godina , c o l o r=Godina))+
s ca l e c o l o r manua l ( va lue s=c (” v i o l e t ” , ” v i o l e t r e d ” , ” v i o l e t r e d 4 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” v i o l e t ” , ” v i o l e t r e d ” , ” v i o l e t r e d 4 ”))+
xlab (”Godina ”) + ylab (” Frekvenc i j e ”) + labs ( f i l l =”Godina”)+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
panel . g r i d . major = e l emen t l i n e ( co l ou r = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.4: Prikaz popusta po godinama za razlicˇite grupe proizvoda
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ggp lot ( data)+
geom bar ( aes (Godina , weight=Popust , c o l o r=GrupaProizvoda , f i l l =GrupaProizvoda ) )
+labs (x=”Godina ” , y=”Frekvenc i j e ”)+
f a c e t g r i d ( GrupaProizvoda ˜ . , s c a l e s = ” f r e e ”)+
sca l e c o l o r manua l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.5: Boxplot dijagram razlicˇitih mjeseci u odnosu na popuste
ggp lot ( data , aes ( x=Mjesec , y=Popust , c o l o r=Mjesec , f i l l =Mjesec ))+
geom boxplot ()+
labs (x=”Mjesec ” , y=”Popust”)+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.6: Histogram popusta svih proizvoda po mjesecima
ggp lot ( data)+
geom histogram ( aes (Mjesec , . . d ens i ty . . , weight=Popust , f i l l =. . count . . ) ,
binwidth=1)+xlab (” Mjesec i ”) + ylab (” Re lat ivne f r e k v e n c i j e ”)+
s c a l e x c on t i nuou s ( breaks=0:13)+
s c a l e f i l l g r a d i e n t (” Gradac i ja ” , low = ” v i o l e t ” , high = ” v i o l e t r e d 4 ”)+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.7: Histogram popusta razlicˇitih grupa proizvoda po mjesecima
ggp lot ( data)+
geom histogram ( aes (Mjesec , . . d ens i ty . . , weight = Popust , c o l o r=GrupaProizvoda ,
f i l l =GrupaProizvoda ) , binwidth=1)+
labs (x=”Mjesec i ” , y=”Re lat ivne f r e k v e n c i j e ” , f i l l =”GrupaProizvoda”)+
s ca l e x c on t i nuou s ( breaks =0:13) +
f a c e t g r i d ( GrupaProizvoda ˜ . , s c a l e s = ” f r e e ”) +
sca l e c o l o r manua l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) , t ex t=e l ement text ( s i z e =10))
Slika 4.8: Prikaz popusta svih proizvoda po tjednima
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qp lot ( Popust , Tjedan , data=data , c o l o r=”v i o l e t r e d 4 ”)+
labs (x=”Popusti ” , y=”Tjedni ”) +
s c a l e x c on t i nuou s ( breaks=c ( 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 , 0 . 7 , 0 . 8 , 0 . 9 , 1 ) )+
s c a l e y c on t i nuou s ( breaks=c (0 ,10 ,20 ,30 ,40 ,50 ,60))+
s ca l e c o l o r manua l ( va lue s=c (” v i o l e t r e d 4 ”))+
theme ( legend . p o s i t i o n=”none ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.9: Prikaz popusta razlicˇitih grupa proizvoda po tjednima
qp lot ( Popust , Tjedan , data=data , f i l l =GrupaProizvoda , c o l o r=GrupaProizvoda)+
labs (x=”Popusti ” , y=”Tjedni ”)+
s c a l e x c on t i nuou s ( breaks=c ( 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 , 0 . 7 , 0 . 8 , 0 . 9 , 1 ) )+
s c a l e y c on t i nuou s ( breaks=c (0 ,10 ,20 ,30 ,40 ,50 ,60))+
f a c e t g r i d ( GrupaProizvoda ˜ . , s c a l e s = ” f r e e ”)+
sca l e c o l o r manua l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
s c a l e f i l l m a n u a l ( va lue s=c (” hotpink3 ” , ” tu rquo i s e3 ” , ” pa l egreen3 ”))+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Slika 4.10: Prikaz prodanih proizvoda po popustima za razlicˇite mjesece
ggp lot ( data)+
geom bar ( aes ( Popust , weight=Kol i \v{c} ina , c o l o r=Mjesec , f i l l =Mjesec ))+
labs (x=”Popust ” , y=”Frekvenc i j e ”)+
s c a l e x c on t i nuou s ( breaks=c ( 0 . 1 , 0 . 2 , 0 . 3 , 0 . 4 , 0 . 5 , 0 . 6 , 0 . 7 , 0 . 8 , 0 . 9 , 1 ) )+
f a c e t g r i d (Mjesec ˜ . , s c a l e s = ” f r e e ”)+
theme ( legend . p o s i t i o n=”r i gh t ” ,
panel . background = e l ement r e c t ( f i l l = ”gray98 ” , co l our = ”gray85 ”) ,
l egend . t ex t = e l ement text ( s i z e = 8) ,
t ex t=e l ement text ( s i z e =10))
Linearna regresija
Tablica 5.1: Usporedba modela linearne regresije
z <− lm( formula = Akc i j skaCi j ena ˜ . , data=data )
z1 <− lm( formula = log ( Akc i j skaCi j ena ) ˜ . , data=data )
z2 <− lm( formula = yjPower ( Akci j skaCi jena , lambda=0)˜. , data=data )
mtable ( z , z1 , z2 )
Tablica 5.2: Prikaz odabranog modela i njegovih mjera
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zn<−s tep ( z2 )
summary( zn )
Slika 5.1: Graficˇki prikaz reziduala i predvidenih vrijednosti
p lo t ( zn2$ f i t , zn2$res , xlab=”Fi t t ed Values ” , ylab=”Res idua l s ”)
ab l i n e (0 , 0 , l t y =2)
ab l i n e (mean( zn2$res ) , 0 , c o l=”red ”)
Slika 5.2 Graficˇki prikaz autokorelacijske funkcije
ac f ( zn$res , main=””)
Slika 5.3: Graficˇki prikaz normalnog vjerojatnosnog grafa
qqnorm( zn$res )
qq l i n e ( zn$res , c o l=”red ”)
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Sazˇetak
Cilj ovog rada je pronac´i odgovarajuc´i statisticˇki model za procjenu elasticˇnosti ci-
jena pomoc´u kojeg bismo mogli predvidati buduc´a ponasˇanja. Koristili smo metodu
linearne regresije opisanu u prva dva poglavlja ovog rada. Kako su dolazni podaci
bili raznovrsni prije pocˇetka obrade i analize proveli smo normalizaciju tih podataka
i to na temelju mjesecˇe prodaje. Dobivene normalizirane podatke smo zatim me-
todom linearne regresije procijenili te josˇ jednom transformirali za dobivanje boljih
rezultata. Na konacˇno oblikovane i procijenjene podatke primijenili smo provjeru
Gauss-Markovljevih uvjeta, koji su ispali zadovoljeni pa je koriˇstenje linearne regre-
sije kao modela postalo opravdano. Na kraju je predstavljen model za procjenu cijena
u maloprodaju po kojem bi se ubuduc´e mogle te iste cijene kreirati. Zakljucˇak nam
donosi osvrt na cjelokupnu analizu i prijedlog za odabir prilagodenijih metoda za
detaljniju optimizaciju cijena.
Summary
The main goal of this thesis is to find adequate statistical model for estimating price
elasticity which could be used to anticipate future pricing behaviour. For that purpose
we will be using linear regression described in first two chapters. Since we had raw
sales data, we normalized them on monthly bases. Using theoretical knowledge we
defined model and its coefficients based on linear regression method. Next thing
was checking assumptions known as Gauss-Markov conditions. Satisfied assumptions
implied validity of chosen model. Main formula from our model is presented at the
end and it could be used to predict future prices in sale. Conclusin of this thesis
brings us overview and analytic point of view for choosing linear regression as our
method.
Zˇivotopis
Rodena sam 11. lipnja 1993. godine u Splitu. Do odlaska na fakultet zˇivjela sam i
odrastala u Trogiru gdje sam i zavrsˇila Osnovnu sˇkolu Majstora Radovana. Godine
2012. zavrsˇavam Opc´u gimnaziju Ivana Lucic´a u Trogiru i upisujem Prirodoslovno-
matematicˇki fakultet u Zagrebu, smjer Matematika. Zavrsˇavam preddiplomski dio
studija 2016. godine i stjecˇem titulu univ.bacc.math te se iste godine upisujem na
Diplomski studij Matematicˇke statistike na Prirodoslovno-matematicˇkom fakultetu u
Zagrebu.
Od 2014. do 2017. godina bila sam aktivna cˇlanica studentske udruge eSTUDENT
koja promicˇe aktivnost studenata i njihovu suradnju s poduzec´ima. Od ozˇujka 2017.
godine radim u Zagrebacˇkoj banci u odjelu Razvoj poslovne inteligencije.
