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Using a stereographical projection to the plane we construct an O(N log(N)) al-
gorithm to approximate scattered data in N points by orthogonal, compactly sup-
ported wavelets on the surface of a 2-sphere or a local subset of it. In fact, the
sphere is not treated all at once, but is split into subdomains whose results are
combined afterwards. After choosing the center of the area of interest the scattered
data points are mapped from the sphere to the tangential plane through that point.
By combining a k-nearest neighbor search algorithm and the two dimensional fast
wavelet transform a fast approximation of the data is computed and mapped back
to the sphere.
The algorithm is tested with nearly 1 million data points and yields an approxima-
tion with 0.35% relative errors in roughly 2 minutes on a standard computer using
our MATLAB R⃝implementation. The method is very ﬂexible and allows the appli-
cation of the full range of two dimensional wavelets.
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1 Introduction
In many modern applications in geosciences one requires good approximation procedures
on the sphere for large amounts of data. Whereas global methods like approximation with
spherical harmonics have proven to be reliable and fast for global prediction [22, 23] the
focus for regional reconstructions has shifted to more localizing techniques like wavelets
or splines [11, 25, 27].
The wavelet approximation on R2 is very well studied (see e.g. [19]), there exists a
huge number of wavelets for very diﬀerent purposes. In particular there are a number of
wavelets which are orthogonal or fulﬁll other very interesting properties such as compact
support (cf. [10]). Speciﬁcally the usage of ﬁlter banks makes a 2D wavelet transform
very fast. Another particular advantage is that one can deal with data which are not
given on a speciﬁc grid, e.g. by lifting schemes [16], the speed disadvantage in comparison
to grid based methods is manageable. Another possibility is using non-grid based FFT
techniques [21] and going to the wavelet transform via the known representation in the
Fourier domain.
The situation on the sphere is rather diﬀerent. All wavelet methods there suﬀer from
one speciﬁc property of the sphere, it is not parallelizable. Therefore, there cannot be
any coordinate based wavelet transform covering the whole sphere. Usually one feature
of wavelets is that a single function, the so-called mother-wavelet (see e.g. [10]) is dilated
to cover diﬀerent frequency bands and is shifted to cover the spatial domain. Any locally
supported function on the sphere with small support cannot be shifted around on the
sphere in order to cover it without overlap. This limits considerably the usage of a
mother-wavelet because one has to solve rather big systems of equations to counter the
hereby introduced non-orthogonality of the wavelets if one uses a classically inspired
approach.
Due to the complexity of introducing wavelets on the sphere a number of diﬀerent
approaches have been developed. Orthogonality has been shown between the diﬀerent
scales of an isotropic wavelet which has the standard translation and scaling properties
[11]. By accepting non-isotropy of the wavelet more orthogonality can be achieved
(see [12]). One particular advantage of all these wavelets is that they are physically
meaningful. Another approach is the use of the Dunkl setting to achieve invariance
under ﬁnite reﬂection groups (cf. [6] and the references therein) which ﬁnds applications
in crystallography.
In a series of articles [1, 2, 3] abstract conditions for wavelets on manifolds are de-
veloped and corresponding wavelets are constructed. However, these lack of certain
deﬁciencies which limit their applicability in practice. Namely one would require inte-
grations on the sphere, which is due to unknown integration weights (unless one is on
very special grids) highly cost intensive. Furthermore, it is not immediately clear how
one can make these physically meaningful, i.e. allow for an easy harmonic continuation
to the 3 dimensional space.
Other approaches are based on a spherical harmonics expansion [20, 27, 28]. Such
an approach poses rather big problems when one wants to have compact support and
again suﬀers from the need of fast algorithms for the wavelet transform. Others have
created wavelets based on tensor products [9] or operate on subdomains [8, 15] or use
other analytical construction methods [13]. The vast ﬁeld of boundary integral equations
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has also led to the creation of wavelet methods and fast wavelet algorithms on manifolds
(see e.g. [14, 17]).
What remains is that there is no possibility to construct isotropic wavelets on the
sphere which are orthogonal. So we will drop isotropy on the sphere in favor for some
transferred isotropy from R2 and orthogonality. We will provide a wavelet transform on
the plane which infers all important properties to the sphere including the ability for easy
harmonic extension. Due to its base on the plane integration and wavelet transforms
can be done very fast and eﬃciently without relying on speciﬁc integration grids on
the sphere. Obviously, we are focussed on applications that have to deal with large
amounts of spherical data, e.g. as part of the treatment of satellite data (that has been
corrected for its temporal variations). However, since our method is based on locally
compact wavelets it is also possible to treat domains that cover only a part of the sphere.
Because of the great speed of the algorithm it is very suited as a tool to quickly get a
ﬁrst approximation, thereby sacriﬁcing some accuracy that might be gained by using
other methods with a higher computational eﬀort.
In Section 2 we will shortly discuss the properties of the Kelvin transform between
sphere and plane, in the next one (Section 3) we will give a construction how to con-
vert 2D-wavelets to spherical wavelets. Before we provide the proofs of selected lemmas
(Section 6) we will show an example application of approximating the so-called disturb-
ing potential of the Earth’s gravitational ﬁeld from large sets of scattered data points
(Section 4).
2 Mapping the Sphere to the Plane and Back
Let 
 be the 2-sphere embedded in R3 with center 0 and radius 1. Points on 
 can be
described by the parametrization with latitude 0  ’   and longitude 0    2 such
that their coordinates in R3 are provided by  =  (’;  ) = (sin ’ cos ; sin ’ sin  ; cos’ )T .
As usual, the space of all square-integrable functions is denoted by L 2(
) using the
canonical inner product
hf; g i L 2 (
) =
Z


f (  )g(  )d! (  ):
A well-known complete orthonormal basis system for L 2(
) are the spherical harmonics
f Yn;k gn2 N ;jk j n . The spherical harmonics Yn;k of degree n 2 N can be deﬁned as the
2n+1 orthonormal eigenfunctions of the Beltrami operator   to the eigenvalue   n(n+1)
where   is the angular part of the Laplace operator. It should be pointed out that
spherical harmonics are polynomials and therefore, the whole sphere is their support.
Obviously, spherical harmonics can be used for Fourier analysis on the sphere.
Right now we will introduce the map we will use for later constructions. We cannot
(sensibly) map the whole sphere to R2 but we need to deﬁne an area of interest which
can easily extend to more than half of the sphere.
Denition 2.1 (Inversion wrt. a Sphere) The point  2 
  R3 should denote the
center of the area of interest. Then dene the inversion on the sphere


: R3 n f   g ! R3 n f   g
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by
Υγ : χ 7→ Υγ(χ) = 4 χ+ γ|χ+ γ|2 − γ . (1)
While Υγ is deﬁned on almost all of R3, we are interested only in the restriction Υγ :
Ω \ {−γ} → Pγ, where Pγ denotes the tangential plane to the sphere Ω through the point
γ.
Remark 2.2 The inversion wrt. a sphere maps spheres to spheres (a plane is a sphere
with inﬁnite radius) [7]. Therefore it also maps circles to circles (where again a line is
a circle with inﬁnite radius).
This special inversion wrt. a sphere is also known under the name stereographical
projection.
Deﬁnition 2.3 (Kelvin Transform) The point γ ∈ Ω should denote the center of the
area of interest. Let ε > 0 and Bε(−γ) denotes the ball of radius ε around −γ. The
Kelvin transform of the function v ∈ L2(Ω \Bε(−γ)) is deﬁned by
Θγ [·] : L2(Ω \Bε(−γ))→ L2(Pγ) , Θγ [v](·) = 2| ·+γ|v(Υγ(·)) (2)
The inversion wrt. a sphere with center −γ as deﬁned above and the corresponding
Kelvin transform fulﬁll the following properties, the proofs of the subsequent can be
found in Section 6.
Lemma 2.4 (Properties) The following properties hold:
Υγ(Υγ(χ)) = χ (3)
Θγ [Θγ [v]] = v (4)
The map Θγ is linear, i.e. for any constant c ∈ R
Θγ [cv + u] = cΘγ [v] + Θγ [u] (5)
Furthermore γ is a ﬁxed point and formally −γ is mapped to ∞.
Remark 2.5 Additionally, the Kelvin transform maps harmonic functions to harmonic
functions [4].
Lemma 2.6 (Functions) Let Γ ⊂ Ω\Bε(−γ) with an ε > 0 by any measurable subset.
Assume that we use a longitude-latitude parameterization of the sphere Ω with latitude
0 ≤ φ ≤ π and longitude 0 ≤ ψ ≤ 2π and a standard (x,y) cartesian coordinate system
of the plane we map Γ to.
Then it holds:
Υγ((φ,ψ)) =

2 tan φ2 cosψ, 2 tan
φ
2 sinψ

(6)
Υγ((x, y)) =
 
2 arctan
p
x2 + y2
2 , arctan
y
x
!
(7)
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Θγ [f ]((φ,ψ)) =
√
2√
1 + cosφ f(Υγ((φ,ψ))) (8)
Θγ [f ]((x, y)) =
2√
r2 + 4
f(Υγ((x, y))) (9)
using r =
√
x2 + y2.
Lemma 2.7 (Integrals) For any measurable subset Γ ⊂ Ω \Bε(−γ) with an ε > 0∫
Γ
f(ξ)dω(ξ) =
∫
(φ,ψ)∈Γ
f(φ,ψ) sinφdφdψ =
∫
(x,y)∈Υγ(Γ)
f(Υγ(x, y))w(x, y)dxdy
(10)
where
w(x, y) =
( 4
x2 + y2 + 4
)2
=
( 4
r2 + 4
)2
. (11)
Furthermore it holds for the inner products∫
Γ
f(ξ)g(ξ)dω(ξ) =
∫
(x,y)∈Υγ(Γ)
Θγ [f ](x, y)Θγ [g](x, y)W (x, y)dxdy (12)
where
W (x, y) = 4
x2 + y2 + 4 =
4
r2 + 4 . (13)
Lemma 2.8 (Derivatives) For the derivatives it holds
∂
∂φ
f(φ,ψ) = 1√
2
sinφ
(1 + cosφ)3/2
Θγ [f ](Υγ(φ,ψ))
+
√
2 cosψ√
1 + cosφ cos2 φ2
∂
∂x
Θγ [f ](Υγ(φ,ψ))
+
√
2 sinψ√
1 + cosφ cos2 φ2
∂
∂y
Θγ [f ](Υγ(φ,ψ)),
∂
∂ψ
f(φ,ψ) =− 2
√
2 tan φ2 sinψ√
1 + cosφ
∂
∂x
Θγ [f ](Υγ(φ,ψ))
+
2
√
2 tan φ2 cosψ√
1 + cosφ
∂
∂y
Θγ [f ](Υγ(φ,ψ)).
Remark 2.9 The vector ﬁelds generated by the surface curl operator L∗ξ and surface
gradient operator ∇∗ξ on the sphere follow circles or are tangential to circles (see [11] for
further details). Therefore, they map to vector ﬁelds in the plane which follow circles
respectively are tangential.
5
3 Wavelets
As the literature concerning wavelets on R2 is manifold (see e.g. [10, 19]) we just want
to state the following:
Lemma 3.1 There exist biorthogonal families of wavelets	 j and scaling functions  0,
i.e. ff 	 j [n; m ]g; f  0[n; m ]gg, with compact support on R2 which allow a fast wavelet
transform of a function F 2 L 2(R2) with
F =
X
n;m
a0[n; m ] 0[n; m ] +
X
j
X
n;m
aj [n; m ]	 j [n; m ]
where
aj [n; m ] = hF; 	 j [n; m ]i L 2 (R2 )
a0[n; m ] = hF;  0[n; m ]i L 2 (R2 ) :
In order to generate wavelets on the sphere we need to pull them back via the Kelvin
transform, i.e.
Denition 3.2 Let ff 	 j [n; m ]g; f  0[n; m ]gg a family of wavelets dened on P . Then
dene
^
	 j [n; m ] =   [	 j [n; m ]W   1=2] (14)
respectively
^
 0[n; m ] =   [ 0[n; m ]W   1=2] (15)
on the sphere

Lemma 3.3 The family ff ^	 j [n; m ]g; f ^ 0[n; m ]gg is orthonormal on 
 if and only if
ff 	 j [n; m ]g; f  0[n; m ]gg is orthonormal on P  R2.
Proof:
We just show one of the three equations, the other ones are essentially the same
Z


^
	 j [n; m ](  ) ^	 i [k; l ](  )d! (  ) =
Z
P

	 j [n; m ](x; y)	 i [k; l ](x; y)dxdy =  i;j  n;k  m;l
The ﬁrst equality holds because of (14), (12), (3) and (4) 
Lemma 3.4 The wavelet transform with respect to the familyff ^	 j [n; m ]g; f ^ 0[n; m ]gg
of the function f is equivalent to the wavelet transform with respect to the family
ff 	 j [n; m ]g; f  0[n; m ]gg of the function   [f ]W 1=2 = f (  )w1=2.
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Proof:
It holds⟨
f, ^Ψj [n,m]
⟩
L2(Ω)
=
∫
Ω
f(ξ) ^Ψj [n,m](ξ)dω(ξ)
=
∫
Pγ
Θγ [f ](x, y)Ψj [n,m](x, y)W (x, y)1/2dxdy
=
⟨
Θγ [f ]W 1/2,Ψj [n,m]
⟩
L2(Pγ)
which yields the proposition. 
This means in particular that one can do all the necessary computations using a fast
wavelet transform [16] on the plane. No integrations on the sphere are needed.
The only theoretical drawback of this method is that the corresponding wavelets on
the sphere are irregularly shaped and are speciﬁcally not fulﬁlling the standard rela-
tions of translation invariance and scaling invariance on the sphere. However, we still
obtain a family of nested scale spaces, i.e. a multiresolution analysis (see e.g. [10])
on the punctured sphere Ω \ Bε(−γ). Using a partition of unity we can combine two
such multiresolution analysis on Ω \ Bε(−γ) and Ω \ Bε(γ), respectively. This gives us
a multiresolution analysis on the whole sphere Ω and allows us to speak of a spherical
multiscale approach using wavelets.
In practice two further drawbacks can occur. On the one hand the mapping from the
sphere to the plane transforms regular spherical grids into rather irregular point distribu-
tions in the plane and vice versa. However, if we deal with scattered point distributions,
the drawback of an irregular distribution exists right from the start. As mentioned be-
fore the whole sphere cannot be treated at once. This is easily circumvented by running
wavelet approximations for domains slightly larger than half the sphere with the points
of interest γ and −γ. The two approximations are assembled afterwards.
4 Numerical Implementation and Examples
The algorithm for the fast spherical wavelet transformation and its application to scat-
tered data interpolation on the sphere are presented in this section. The set of scattered
points on the sphere is denoted by XΩ, |XΩ| = N , its image in the plane is called XR2 ,
|XR2 | = N . YR2 stands for the set of points of the regular grid in the plane which is used
for the wavelet transforms, |YR2 | =M . The evaluation points form a regular grid on the
sphere and are denoted by ZΩ, |ZΩ| = Nev, their image in the plane is ZR2 , |ZR2 | = Nev.
Algorithm 4.1 1. Map the points XΩ and the data from the sphere to the plane using
Υγ and Θγ (only the southern hemisphere plus some overlap, i.e. only points whose
latitudes φ fulﬁll φ ∈ [π/2− φov, π] with the overlap parameter φov ∈ [0, π/2]).
2. Map the planar points XR2 to the regular grid YR2 using the following approxima-
tion procedure:
(a) Build a 2D-tree [5] for the scattered points XR2 in the plane.
(b) Search the k nearest neighbors in XR2 for each of the grid points in YR2 and
compute the corresponding distances.
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(c) Compute the weighted mean value by
Fmean(yj) =
k∑
i=1
F (xi)
|yj − xi|+ α
/
k∑
i=1
1
|yj − xi|+ α
for each grid point yj ∈ YR2 with its neighbors xi ∈ XR2 and a parameter
α > 0.
3. Perform the fast 2D wavelet decomposition and reconstruction for all scales with
the regular grid in the plane.
4. FOR each scale DO
(a) Build a 2D-tree for the grid points YR2.
(b) Search the k nearest neighbors in YR2 for each of the evaluation points in ZR2
and compute the corresponding distances.
(c) Compute the weighted mean value by
Gmean(zj) =
k∑
i=1
G(yi)
|zj − yi|+ α
/
k∑
i=1
1
|zj − yi|+ α
for each evaluation point zj ∈ ZR2 with its neighbors yi ∈ YR2 and a parameter
α > 0.
(d) Map the points ZR2 and the evaluated approximation from the plane back to
the sphere using Υγ and Θγ.
5. Perform steps 1 to 4 again for the northern hemisphere and some overlap, i.e.
points whose latitudes φ fulﬁll φ ∈ [0, π/2 + φov].
6. Combine the northern part Gnorth and the southern part Gsouth by
G(x) = G(φ,ψ) =

Gnorth(x) if φ < π2 − φov,
wGnorth(x) + (1− w)Gsouth(x) with w = φ−(
π
2−φov)
2φov ,
Gsouth(x) if φ > π2 + φov,
where φ ∈ [0, π] denotes the latitude of x.
Note that steps 4(a), 4(b) and even the computation of the weights in step 4(c) only
have to be performed for one scale. The results can be stored and reused for all other
scales.
As an example for our computations we have chosen the disturbing potential of the
Earth’s gravitational ﬁeld as described by the EGM96 model [18], but with truncation
of the spherical harmonics expansion at degree 100 (see Figure 1 which also illustrates
the split into two overlapping enlarged hemispheres). The data points are randomly
distributed on the sphere with uniform density function. Algorithm 4.1 allows the choice
of the number of nearest neighbors k which we set to 5 and the approximation parameter
α is chosen as 0.1. The evaluation grid is a regular spherical grid with step size of 1
degree. The overlap of the two enlarged hemispheres is taken at 7.5 degrees for the
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data points and at 5 degrees for the evaluation grid. The idea of taking a slightly less
overlapping evaluation domain is to avoid, i.e. to cut oﬀ, boundary eﬀects like oscillations
at the boundary of the enlarged hemispheres.
Figure 1: Original function evaluated on the two ‘overlapping enlarged hemispheres’,
values in m2/s2
The following approximation results (see Figure 2 for the reconstruction, i.e. the
sum of all scales, and the total absolute error) and the corresponding multiresolution
(see Figure 4 and Figure 5) have been computed using 960000 scattered points on the
sphere and a regular planar grid with m = 1400 points in each dimension. The wavelet
transforms are performed with symlet 4 wavelets [10].
Figure 2: Reconstruction using all scales (left) and corresponding total error (right),
values in m2/s2
In Figure 3 we separated the two sources of the total error: on the one hand the
k nearest neighbors approximation (left part of Figure 3) and on the other hand the
wavelet decomposition and reconstruction (right part of Figure 3). Obviously, it is the
approximation in the plane which causes almost all the error. The wavelet transforms
work almost at machine precision (note the factor of 10−10 at the colorbar of the right
image in Figure 3). However, the development of the total error is scale-dependant as it
can be observed in Table 1 as well as in the multiresolution in Figure 4 and Figure 5.
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Figure 3: Approximation error without wavelet transforms (left, values in m2/s2) and
error due to wavelet decomposition and reconstruction without approximation error
(right, values in 10−10m2/s2, the exponent of the factor 10−10 is indicated in the bottom
right corner)
Scale mean error rel. mean error maximal error
0 37.75 0.1664 279.35
1 16.88 0.0744 204.53
2 8.75 0.0386 151.01
3 3.65 0.0161 63.825
4 0.7516 0.0033 12.00
5 0.525 0.0023 13.42
6 0.724 0.0032 17.20
7 0.8011 0.0035 18.95
Table 1: Development of the mean error (l1-error), relative mean error (relative l1-error)
and maximal error of the approximation using only the scales up to the value in the
ﬁrst column. Corresponding ﬁgures are depicted in Figure 4 and Figure 5, all mean and
maximal errors are in m2/s2.
Inherently this error which is almost completely due to the mapping of the scattered
data points to a regular grid in the plane consists mainly of high frequencies which
transfers to a larger error in the higher scales. Just leaving out the high-frequency scales,
i.e. simple low-pass ﬁltering, further reduces the error. A combination with a suitable
wavelet denoising algorithm can probably lead to even better approximations. Such an
algorithm has to be adapted to the special situation resulting from the spherical origin of
the planar data. This should be investigated in the future, in particular in combination
with noisy data.
Nevertheless, by taking all scales into account we obtain good results, at least for a large
number of data points (see Table 2 for the development of the error for diﬀerent numbers
of points) and we do not have to consider speciﬁc strategies to decide how many scales
should be included.
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Figure 4: Multiscale decomposition into scales 0 to 5, the left column contains the
diﬀerent scales in increasing order, the middle column shows the sum up to the current
scale, the right column depicts the corresponding absolute error, values in m2/s2
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Figure 5: Multiscale decomposition into scales 6 to 7, the left column contains the
diﬀerent scales in increasing order, the middle column shows the sum up to the current
scale, the right column depicts the corresponding absolute error, values in m2/s2
Our primary intention has been to develop a fast spherical wavelet transform, i.e. an
O(N log(N)) method. Therefore, we consider the steps of Algorithm 4.1 separately: the
application of Υγ and Θγ in step 1 can be performed with linear eﬀort, i.e. O(N) for N
scattered points on Ω. The nearest neighbor approximation is carried out using 2D-trees
which can be built for N points with O(N log(N)) eﬀort in step 2(a) (see e.g. [5]). The
nearest neighbor search itself (as well as the search for the k nearest neighbors) for M
points, i.e. step 2(b), is of orderM log(N) (cf. e.g. [5]) and computation of the weighted
means in step 2(c) requires O(M) eﬀort. During step 3 the wavelet decomposition and
reconstruction is performed in O(M log(M)) (cf. [19]). The construction of the 2D-tree
in step 4(a) is carried out with O(M log(M)) eﬀort, the nearest neighbor searches for
the Nev evaluation points in step 4(b) cost O(Nev log(M)) and the calculation of the
mean values (step 4(c)) can be performed with O(Nev) calculations. Note that this is
the only part which is required in each scale, i.e. more than once. The mapping back to
the sphere in step 4(d) is completed by O(Nev) operations as well as the combination of
the northern and the southern part in step 6.
Altogether the main contributions are of order O(N log(N)) and O(M log(M)) since for
large data sets it is safe to assume that the number of evaluation points Nev is less than
N or M . Therefore, the grid size has to be chosen such that M = O(N). Our tests have
shown that a regular grid with m ≈ √2N points in each dimension, i.e. M ≈ 2N , leads
to good approximations without heavily aﬀecting the performance of the algorithm.
In Table 2 we show the results of the computation of this example for diﬀerent numbers
of data points. The emphasis lies on the time that is consumed for the computation of
the wavelet approximation on the whole sphere (column 4 of Table 2). Our computations
have been performed with MATLAB R⃝on an Intel R⃝Core 2 T7200 CPU at 2 GHz using
only one of the two cores. The grid size in the plane is chosen by the aforementioned
strategy and obviously the larger the grid the more scales can be calculated. The elapsed
times indicate that the eﬀort of the method is indeed of the order N log(N) with an
overhead which we estimated to be 13.7 seconds. Subtracting this from the elapsed
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times the asymptotic behavior of the eort can be clearly identied (see column 5 in
Table 2). For the sake of completeness the errors corresponding to dierent amounts
of data points are also provided in the table. As before they are primarily due to the
approximation procedure and obviously require a large number of scattered data points
to diminish. As seen in Table 1 and the corresponding gures the errors can be further
reduced by just leaving out the higher scales which are included here.
# points grid size scales time est. time mean err. rel. err. max. err.
30000 248 5 15.6 1.9 6.24 0.0275 103.7
60000 350 5 18.4 4.7 4.09 0.0181 75.44
120000 495 6 24.2 10.5 2.67 0.0118 77.18
240000 700 6 36.7 23 1.73 0.0076 55.78
480000 990 7 63.3 49.6 1.163 0.0051 20.26
960000 1400 7 120.8 107.1 0.801 0.0035 18.95
Table 2: Elapsed time for diﬀerent numbers (column 1) of scattered points on the sphere
using the corresponding grid sizes (column 2) and the corresponding number of scales
(column 3). The total times are given in seconds (column 4) and without the estimated
overhead time of 13.7s (column 5). The other columns show the corresponding mean
error (l1-error), relative mean (relative l1-error) and maximal errors (columns 6 to 8) for
the reconstruction using all scales, mean and maximal errors are in m2/s2.
5 Conclusion and Outlook
We have constructed a fast wavelet transform on the sphere which exhibits all proper-
ties of standard Euclidean wavelets which are relevant in practical applications, namely
orthogonality and compact support. Due to the “detour” to R2 we are capable to use all
fast algorithms and classes of wavelets which have been developed in Euclidean space.
The preservation of harmonicity of the transform enables us (when needed) to build
quickly an expansion in 3D-harmonic functions with compact support on the sphere.
The only drawback of the method is the need of using non-regular grids on the plane.
However, as mostly data are given scattered and the number of good integration grids
for the sphere with a high number of support points is limited (see also [29] on this
matter), this also applies to all other methods. The advantage of leaving the sphere and
going to the plane is the possibility to use a much richer set of methods to deal with this
problem. We have applied our MATLAB R implementation to an example of scattered
data interpolation and determined a multiscale approximation from nearly 1 million
data points in about 2 minutes on a low-end PC with relative mean errors of 0.35%. As
mentioned in Section 4 the quality of the results can easily be improved further with
the help of a denoising method. For now we have only considered the simplest choice
of cutting oﬀ the ﬁnest details. Other denoising procedures will be investigated in the
future. This also opens up the possibility to extend this method to approximation from
noisy data.
Moreover, the formation of the weighted mean values in the k nearest neighbors search
leaves room for improvements and the corresponding parameters k and α can surely be
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optimized. However, more nearest neighbors, i.e. a larger value for k, slightly increases
the numerical eﬀort.
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6 Proofs
Although all proofs presented here are straightforward and not necessarily innovative we
include them for the sake of completeness.
Proof of Lemma 2.4:
In order to show (3) we will restrict ourselves to the main case of (1), the two special
cases are trivial.
Υγ(Υγ(x)) = 4
(
4 x+γ|x+γ|2 − γ
)
+ γ∣∣∣(4 x+γ|x+γ|2 − γ)+ γ∣∣∣2 − γ = 4
4 x+γ|x+γ|2∣∣∣4 x+γ|x+γ|2 ∣∣∣2 − γ = x+ γ − γ = x.
Just as well for showing (4) we will only consider the main case of (2)
Θγ [Θγ [v]](x) =
2
|x+ γ|
2∣∣∣(4 x+γ|x+γ|2 − γ)+ γ∣∣∣v(x) = v(x)
The next property that the sphere maps to a plane and the exterior to a half space
is standard Euclidean geometry [7], the fact that harmonic functions are mapped to
harmonic functions is proven in [4].
The linearity of the Kelvin transform is obvious. 
Proof of Lemma 2.6:
We can easily calculate some parts (see ﬁgure 6): The radius r = |EC| of the circle
around C is using similar triangles
r(φ) = 2 sinφ1 + cosφ = 2
√
1− cosφ
1 + cosφ = 2 tan
φ
2 (16)
and hence (6) holds. Furthermore applying the inverse functions shows (7). The equa-
tions (8) and (9) are direct consequences of being γ equivalent to the z direction of the
(x, y)-plane. 
Proof of Lemma 2.7:
The Jacobian of (7) is for r =
√
x2 + y2∣∣∣∣∣ 4xr(4+r2)
4y
r(4+r2)
− y
r2
x
r2
∣∣∣∣∣ = 4r2r3(4 + r2) = 4r(4 + r2)
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Aφ
1− cosφ
cosφ
1
sinφ
1
r
B
M
γ
CE
ψ
Figure 6: Sketch of the inversion wrt. the sphere Ω
and hence
w(x, y) = 4
r(4 + r2) sinφ =
4
r(4 + r2)
4r
4 + r2 =
( 4
4 + r2
)2
,
where some transformations of (16) lead to an expression of sinφ in terms of r.
Now it holds∫
Γ
f(ξ)g(ξ)dω(ξ) =
∫
(x,y)∈Υγ(Γ)
(fg) (Υγ((x, y)))w(x, y)dxdy
=
∫
(x,y)∈Υγ(Γ)
Θγ [f ]((x, y))Θγ [g]((x, y))W (x, y)dxdy
where due to (9)
W (x, y) = w(x, y)
(√
r2 + 4
2
)2
=
( 4
r2 + 4
)2 r2 + 4
4 =
4
r2 + 4
which is exactly the last assertion. 
Proof of Lemma 2.8:
Trivial consequence of
∂
∂φ
f((φ,ψ)) = ∂
∂φ
Θγ [Θγ [f ]]((φ,ψ))
= ∂
∂φ
(
1√
2
√
1 + cosφ
Θγ [f ](Υγ((φ,ψ)))
)
.
The same holds for the derivative in ψ direction. 
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