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Abstract
As online users are interacting with many mobile apps under different usage contexts, user needs in an app
design process has become a critical issue. Existing studies indicate timely and constructive online reviews
from users becomes extremely crucial for developers to understand user needs and create innovation
opportunities. However, discovering and quantifying potential user needs from large amounts of
unstructured text is a nontrivial task. In this paper, we propose a domain-oriented deep learning approach
that can discover the most critical user needs such as app product new features and bug reports from a large
volume of online product reviews. We conduct comprehensive evaluations including quantitative
evaluations like F-measure a, and qualitative evaluations such as a case study to ensure the quality of
discovered information, specifically, including the number of bug reports and feature requests.
Experimental results demonstrate that our proposed supervised model outperforms the baseline models
and could find more valuable information such as more important key words and more coherent topics.
Our research has significant managerial implications for app developers, app customers and app platform
providers.
Key Words: Online Reviews, Demand-side, Classification, Deep Learning, Mobile Apps

Introduction
Due to the strong competition in the mobile app industry, app quality has become an essential factor for
apps to gain a competitive advantage in the mobile app market (Chen et al. 2014). The mobile app market
is growing rapidly, with millions of apps and developers, billions of users, and billions of dollars in revenue.
For example, the Apple App Store, one of the most competitive app markets, offered 500 apps upon its
initiation in 2008 and had over 2.2 million apps by 2017 (Lai et al. 2018). Given the large volume of reviews
available in the Apple App Store (Zhou et al. 2018), it is important for app developers to efficiently extract
and understand user needs from user reviews (Aral et al. 2013; Chen et al. 2014; Nayebi et al. 2016).
Compared with the bug reporting and feature request mechanisms used in traditional software
development, there are two outstanding challenges to extracting valuable user feedback from unstructured
online reviews. First, only around one-third of app reviews contain objective statements (Abrahams et al.
2013; Law et al. 2017; Oh et al. 2013; Winkler et al. 2016). Second, manually processing a large volume of
unstructured user reviews and extracting potential user needs from those reviews can be tedious. Thus, it
is more efficient and desirable to automatically, rather than manually, extract user needs from unstructured
online reviews.
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To overcome these existing challenges and effectively extract user feedback from app reviews, this
research proposes a deep learning-based opinion classification method to identify user needs from online
reviews. The proposed method improves existing text classification methods by capturing the semantic
context of words using deep text learning. In addition, in order to balance result interpretability and
analysis granularity, the proposed method is implemented at the sentence level instead of the review or
document level. The method helps mobile app developers automatically extract user needs from a large
volume of online reviews with greater effectiveness than traditional machine learning algorithms.
The rest of the chapter proceeds as follows. Section 2 reviews related work, and Section 3 states the
research objective. Section 4 presents the proposed domain-oriented, deep learning method for opinion
mining, and Section 5 describes the experiment and evaluation results. The last section concludes the
study’s findings, discusses the limitations of the study, and makes suggestions for future work.

Related Work
In this section, the literature related to customer value co-creation, text classification for opinion mining,
and text analytics of mobile app reviews, is reviewed.

Customer Value Co-Creation for Product Quality
Co-creation refers to a joint creation process that involves both the company and the customers (Prahalad
and Ramaswamy 2000, 2004; Ramaswamy and Prahalad 2004). Presenting a holistic perspective of value
co-creation, Prahalad and Ramaswamy (2000) document the transformation of customers from “passive
listeners” to “active players” over time, which is the foundation of value co-creation.
In the mobile app industry, online customer reviews are an important channel through which
customers and firms can communicate regarding product quality. In fact, online customer reviews have
been a significant driving force in the evolution of several apps (Pagano and Maalej 2013; Qiao et al. 2018;
Zhou et al. 2018). As the number of online app reviews increases at an unprecedented speed, many app
firms seek to create business opportunities by discovering business values from the reviews (Chen et al.
2014; Maalej et al. 2017; Panichella et al. 2015; Di Sorbo et al. 2016). The content of online reviews is mostly
unstructured text that is often difficult to manually analyze when the volume is large. Therefore, it is
necessary to develop effective and efficient ways to automatically process a large volume of text-based user
reviews and extract valuable user opinions for customer value co-creation.

Information Types in App Reviews
Maalej and Nabil (2015) categorize app reviews into four basic types: bug reports, feature requests, user
experiences, and ratings. Bug reports refer to the problems with the app that should be fixed, such as an
erroneous behavior, a performance issue, or an unexpected crash. Feature requests describe new features
proposed by consumers, including new functions. User experiences are the documentation of the user's
interaction with the app, while ratings are sentiment text represented by different numbers of stars. This
study focuses on bug reports and feature requests because they contain specific user feedback and can be
used to improve product design. User experiences and ratings are grouped together as other types because
they are not directly related to the identification of user needs. Table 1 presents some examples of the
different types of app reviews. As the examples indicate, a user review may consist of different types of
information, with each sentence focusing on one specific information type. Therefore, app reviews should
be analyzed at the sentence level.
Table 1 Examples of Different Types of App Reviews
No.

Review Content

Information Types

1.

The clock doesn't keep time like a regular clock.

Bug Reports

2.

Only problem I have with this game is that it crashes too much.

Bug Reports

3.

The connection for the game is kind of sucky.

Bug Reports
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4.

I know that they already have that in Need for Speed Hot Pursuit,
but I was hoping for something more diverse.

Feature Request

5.

Also Please add a multi player.

Feature Request

6.

Add Chevy cars and trucks too!

Feature Request

7.

I like this game a lot.

Other Types

8.

Great game!

Other Types

Sentence-Level User Feedback Classification
Several studies have proposed methods for sentence-level user feedback classification (Büschken and
Allenby 2016; Kim 2014; Täckström and McDonald 2011). Liu (2012) explains that sentence-level
classification is appropriate to classify objective information because document-level opinion mining is too
coarse for applications, whereas the results of aspect-level or phrase-level opinion mining may be difficult
to interpret. There are several studies in the sentence-level objective information classification literature
(Liu et al. 2005; Moghaddam 2015; Stieglitz and Dang-Xuan 2013a; Wang et al. 2010). These approaches
mostly focus on sentiment analysis and categorize a given text as either positive or negative. Although
distinguishing the sentiment of user reviews can help customers make purchasing decisions, it is still
challenging to capture objective sentences from these reviews that can provide developers specific
suggestions for product improvement.
To address this issue, recent opinion mining research focuses on discovering objective sentences that
describe specific product features (Mummalaneni et al. 2018; Wang et al. 2010b) and product defects
(Abrahams et al. 2015) from user-generated content. These studies can be categorized into two types: rulebased and machine learning based. Rule-based methods, such as that proposed by Brun and Hagege (2013),
manually formulate linguistic rules to extract opinion sentences from customer reviews. Some machine
learning-based methods, such as those proposed by Moghaddam (2015) and Galvis, Carreño, and Winbladh
(2013), utilize LDA or topic modeling to extract topics from online customer reviews in an unsupervised or
semi-supervised manner. LDA, or topic modeling, uses a collection of keywords to represent each topic.
However, it is difficult to evaluate the quality of the topics, and the topics (i.e., the collections of words) are
difficult to interpret.
Other machine learning methods apply supervised classification algorithms to opinion classification tasks.
They extract linguistic features, such as bags-of-words (Pang et al. 2002) and grammatical (e.g., Part-ofSpeech Tagging), syntactical (e.g., noun phrases, verb phrases, prepositional phrases), and semantic
features (e.g., word-sense) from text and apply classification algorithms, such as logistic regression,
decision trees (DTs), multinmial naïve Bayes (MNB), and SVM. These methods consider that the linguistic
features that can be extracted from a text are independent of each other. However, the feature extraction
process ignores much of the contextual information embedded in sentence structures and word sequences.
Thus, the deep learning technique has been introduced to text mining and natural language processing. One
of the key components in deep text learning is word embedding, which is a language representation model
that can capture the semantic and syntactic similarities between words. Deep learning captures the
contextual information around words and the order between them and can help in the interpretation of
textual data using a relatively holistic perspective. Moreover, deep learning has shown promising results in
natural language processing applications, such as that of Stavrianou and Brun (2012). Last but not least,
deep learning for user feedback classification is also understudied.

Deep Learning for Text Classification
Deep learning techniques perform better than traditional machine learning algorithms because they
construct features in a hierarchical way: in other words, the higher-level features contain semantic
connections extracted from the lower-level features such as words. The theoretical deep learning literature
suggests that, in order to learn the various complex functions that can characterize high-level abstractions
(e.g., image, language, and audio), researchers may need deep architectures (Bengio et al. 2007). Deep
learning can use a broad collection of deep architectures (Bengio 2009), including graphical models with
many levels of hidden variables (Hinton and Salakhutdinov 2006), neural networks with several hidden
layers (Collobert and Weston 2008), and others (Zhu et al. 2009). The recent surge in deep learning and

2020 Pre-ICIS SIGDSA Symposium on Addressing Global and Grand Challenges with Analytics

3

artificial intelligence research has demonstrated the superiority of deep learning over traditional machine
learning techniques in computer vision (Ranzato et al., 2008; Lee et al., 2009; Mobahi et al., 2009), natural
language processing (Collobert and Weston 2008; Weston and Besley 2008), and information retrieval
(Salakhutdinov and Hinton 2007).
Two variants of deep learning techniques are widely used: a Convolutional Neural Network (CNN) and a
Recurrent Neural Network (RNN). A CNN can efficiently capture the contextual information around words.
Specifically, a CNN is used to denote big context sizes, such as unigram, bigram (a two-word sequence), and
trigram (a three-word sequence), and to extract salient features within larger contexts through convolution
and max-pooling operations. However, a CNN does not consider the order of words in a sentence, which is
important for understanding the semantics among the features. To solve this problem, an RNN views the
input as a sequential structure and requires a series of linear operations (Wang et al. 2017). An RNN is well
designed for sequence modeling. Long Short-Term Memory (LSTM), a variant of an RNN, provides an
effective way of sequentially composing the semantic understanding in texts. The key units in LSTM are
gates, which are implemented by a sigmoid function. Using sequence data, {𝑤𝑤1 , ⋯ , 𝑤𝑤𝑛𝑛 }, the gates can help
control how much new information, 𝑤𝑤𝑡𝑡 , from the current step, 𝑡𝑡, is added, how many long memories from
the previous step are needed to establish new memories, and how much information is needed as features
to generate the output at the current step. In this way, LSTM can decide the amount of information that can
pass through gates automatically and dynamically based on different inputs at different steps. The training
process contains sequences that activate the next hidden layer using a previous time step as the input to the
current layer to influence predictions at the current time step (Sak et al. 2014). Studies have shown that
applying an RNN or a CNN to generic sentence classification demonstrates outstanding performance in
terms of classification performance metrics (e.g., F-measure, precision and recall) (Gan et al. 2017; Wang
et al. 2017).

Research Objectives
In this research, a deep learning-based user feedback classification framework is proposed for identifying
information types from user reviews about mobile apps. Two types of information are emphasized: bug
reports and new feature requests, which are helpful for customer value co-creation. Text classification will
be conducted at the sentence level because it provides a good balance between analysis granularity and
interpretability. It is expected that the deep learning-based approach will outperform existing text
classification methods because deep learning can capture more semantic and contextual relationships
between words. A comprehensive evaluation will be conducted to evaluate the proposed framework. The
framework provides a useful and efficient way for mobile app developers to analyze user feedback from the
large volume of online user reviews and maintain their competitive advantages.

Research Design
A Deep Learning-Based, Sentence-Level User Feedback Classification Framework
This section proposes a user feedback classification framework based on deep learning. Text documents,
such as user reviews, must be preprocessed before the text analysis. Each review is segmented into
individual sentences using a sentence tokenizer. A word tokenizer breaks each sentence into a sequenced
collection of words. Punctuations and stop-words 1 are removed. All letters are converted into lower-case
letters. The proposed user feedback classification framework consists of three main processing layers: a
word-embedding layer, a CNN layer, and an RNN layer. Notations used in the framework are listed in Table
2 and a summarization of the computing process is mentioned in Algorithm 1. Figure 1 illustrates the major
processes of the proposed framework.
Table 2 Notations in the Proposed Framework
Notation
𝑉𝑉
1

Description
The vocabulary

https://nlp.stanford.edu/software/
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The vocabulary size

|𝑉𝑉|
𝑣𝑣𝑖𝑖

The word embedding word 𝑤𝑤𝑖𝑖

𝑤𝑤𝑖𝑖

The 𝑖𝑖𝑖𝑖ℎ word in the input sentence

𝑆𝑆

The input sentence

𝐶𝐶𝑠𝑠

The output of convolution layer for the input sentence 𝑆𝑆

𝑅𝑅𝑠𝑠

The final semantic representation of input sentence 𝑆𝑆

The word embedding matrix

𝐸𝐸

The length of the input sentence

|𝑠𝑠|

The dimension of word embedding

𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒
𝑋𝑋𝑠𝑠

The output of max pooling for the input sentence 𝑆𝑆

𝐿𝐿𝑠𝑠

The final label of input sentence 𝑆𝑆

Algorithm 1: Deep learning-based user feedback classification
Input: The input sentence contains a series of words: �𝑤𝑤𝑖𝑖 , ⋯ , 𝑤𝑤|𝑠𝑠| �, where 𝑤𝑤𝑖𝑖 is chosen from a vocabulary
𝑉𝑉
1.

Represent 𝑤𝑤𝑖𝑖 using its word embedding 𝑣𝑣𝑖𝑖 by looking up word embedding matrix 𝐸𝐸. Define 𝑆𝑆 =
�𝑣𝑣𝑖𝑖 , ⋯ , 𝑣𝑣|𝑠𝑠| � as the input sentence embedding matrix 𝑅𝑅 with dimension 𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒 × |𝑠𝑠|.

2. Apply CNN to process S to get outputs of convolution 𝐶𝐶𝑠𝑠 .
3. Apply max pooling to process 𝐶𝐶𝑠𝑠 and get 𝑋𝑋𝑠𝑠 .
4. Apply LSTM to process 𝑋𝑋𝑠𝑠 and get 𝑅𝑅𝑠𝑠
5.

Apply argmax function to 𝑅𝑅𝑠𝑠 and get 𝐿𝐿𝑠𝑠 where 𝐿𝐿𝑠𝑠 [𝑖𝑖] = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑅𝑅[𝑖𝑖, : ])

Output: Return 𝐿𝐿𝑠𝑠

Experiments
In this section, the experiment used to evaluate the performance of the proposed user feedback
classification framework to identify user needs in app user reviews is described. Baseline methods include
several traditional text classification methods, such as SVM, k-nearest neighbors (KNN), and random forest
(RF). For these baseline methods, the TF-IDF (term-frequency-inversed-document-frequency) vector space
model is used as the text representation model, which is commonly used in text classification (Ramos
2003).

Data Description
The Apple App Store offers more than 2.8 million apps and is the largest app store in terms of its total
generated revenue (Lai et al. 2018). 18,261,515 app reviews were collected for 4,602 game apps from their
date of release to November 29, 2015. Each user review consists of review text content, review time, review
rating, review title, app version, reviewer identity, and reviewer country. To overcome potential selection
bias, five apps out of the 4,602 game apps and 3,000 user reviews made for the five apps were randomly
selected. To obtain the ground truth of user feedback classification, 26 undergraduate and graduate
students were recruited to label these reviews with 12,864 sentences. Each sentence could be labeled as
three information types: bug fixes, feature requests, and others. The final dataset contained 6,915 sentences
that were tagged by at least two taggers. The agreement rate was 79.9%, while the inter-rater reliability
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score was 74.5% which is fair good (Landis and Koch 1977). The feature request information type was 444
agreed sentence labels, which was the least across the three information types. Therefore, 444 sentences
labeled as bug reports and 444 sentences labeled as other types were drawn in order to build a balanced
evaluation data set.

Figure 1 Deep Learning Based User Feedback Classification Framework

Performance Metrics
The performance of the proposed framework was measured using the following four measures: precision,
recall, and the F-measure. These measures are broadly used in information retrieval and text mining
evaluations (Powers 2011). Precision is defined as the percentage of correctly identified instances in all the
instances identified by the framework. Recall is the percentage of the instances that the framework has
correctly identified over the total number of relevant instances, and the F-measure is the weighted average
of precision and recall.
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

(1)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

(2)

2∗𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

(3)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝐹𝐹 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

For the performance evaluation of multi-class classification, the macro-average method was used to
calculate the average precision, recall, and F-measure.
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎 = ∑𝑛𝑛(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) /𝑛𝑛

(4)

𝐹𝐹 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎 = ∑𝑛𝑛(𝐹𝐹 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) /𝑛𝑛

(6)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎 = ∑𝑛𝑛(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) /𝑛𝑛

(5)

Experiment
Training Word-Embedding Models
Studies have confirmed that initializing word vectors with pre-trained word embedding can improve the
performance of text classification in the absence of a large, supervised training set (Collobert et al., 2011;
Socher et al., 2011; Iyyer et al., 2014). Word embedding can be trained using a domain-independent or a
domain-dependent corpus, which were both tested in this experiment. First, the publicly available
word2vec vectors that had been obtained from training using 100 billion tokens from Google News were
used. Alternatively, training using word embedding with a domain-specific corpus, 1.8 billion tokens from
the app reviews collected from the Apple App Store, was employed. To achieve the optimal training
performance, I tested several parameter values used in the proposed framework. For example, window size
parameter, which indicates the maximum number of words between the current and predicted word in a
sentence, was tested. Its values include 3, 4, and 5 words. The results indicated that the window size was 4
when the training performance (measured by accuracy) was the best. Similarly, the vector size of each word,
which means the dimensionality of the feature vectors, was tested. Its values include 100, 200, 300, 400,
and 500. The classification performance shows that vector size 300 made the training classification
performance the best. The word frequency is a minimum threshold to determine the word as features. The
experiment shows when the word frequency was 5, the classification performance was the best. The vectors
were trained via the continuous bag-of-words model (Mikolov et al. 2013). Words not occurring in the set
of pre-trained words were initialized randomly. The word2vec genism library was utilized to train the
model, tuning one parameter at a time with the other parameters held constant.
Experimental Results
Table 4-4 summarizes the performance of the benchmark methods and the deep learning-based user
feedback classification method. The proposed deep learning-based method outperformed all the traditional
text classification methods for identifying bug reports and new feature requests from user reviews. Among
these classes, bug reports achieved the best performance, and the F-measure reached up to 0.83. By
contrast, the F-measure of the feature request classfication performance was only 0.74. It is possible that
the features of the bug fixes were more focused than those of the feature requests. Regarding wordembedding training, the word-embedding models trained by the Wikipedia corpus and app review corpus
both achieved better performance than traditional text classification methods. However, the wordembedding model trained using apps reviews achieved better performance than that trained using the
domain-independent Wikipedia corpus. This showed that the domain-specific corpus helped build a better
word-embedding model than the domain-independent corpus.
Table 0-4 Performance of the Proposed Framework vs. Baseline Methods
Method Name

Information Type

Performance Metrics
F-Measure

SVM

Precision

Recall

Bug Report

0.762

0.726

0.802

Feature Request

0.638

0.679

0.609

Others

0.718

0.716

0.722

Combined

0.706

0.711

0.708
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KNN

Bug Report

0.645

0.632

0.664

Feature Request

0.572

0.519

0.644

Others

0.589

0.711

0.507

Combined

0.604

0.626

0.603

Bug Report

0.694

0.598

0.846

Feature Request

0.517

0.763

0.394

Others

0.690

0.673

0.717

Combined

0.633

0.682

0.647

DL

Bug Report

0.805

0.824

0.789

(Wikipedia)

Feature Request

0.710

0.731

0.697

Others

0.688

0.664

0.718

Combined

0.738

0.742

0.737

Bug Report

0.828

0.815

0.846

Feature Request

0.743

0.773

0.719

Others

0.725

0.719

0.736

Combined

0.766

0.769

0.768

RF

DL
(Mobile
reviews)

app

Conclusion and Discussion
In this paper, a new user feedback classification framework was proposed that automatically identified bug
reports and feature requests from massive volumes of online app reviews. It was demonstrated that the
proposed deep learning-based framework outperformed existing text classification baseline methods.
This study makes several methodological and theoretical contributions. First, the study proposes a
novel deep learning framework that incorporates a CNN and an RNN to identify user needs and relevant
details from unstructured textual data. The proposed model provides an effective framework to incorporate
contextual information (syntactic features and domain background) to uncover sentences related to user
needs. Second, the study confirms previous findings that word embedding can achieve better performance
in terms of classification accuracy through different configurations of hyper-configurations. Experimental
results on word embedding show that the proposed model outperforms the competing traditional
classification methods and discovers more meaningful and accurate user needs. Third, this study explores
the domain adaption problem, and the results show that the pre-trained word embedding model that is
trained on the online app dataset outperforms all the benchmarks.
This research contributes to the rich body of research on customer value co-creation by providing an
automated tool to classify user feedback in user reviews. Researchers can use the proposed methodology to
identify and understand the user feedback embedded in the large volume of online, user-generated content.
Firms facing hyper-competition can use the proposed method to automatically identify product issues from
customer feedback and improve their product design by addressing those issues. Hence, managers are
urged to see the benefits of quickly understanding customer feedback and transforming collaborative inputs
from users into new business opportunities. The proposed method provides a feasible way for users to be
involved in value co-creation (Ramaswamy and Prahalad 2004), which can create business value.
This research has significant managerial implications for app developers, users, and platform
providers. For example, app developers can use information regarding user needs to improve product
quality. By receiving attention from app developers, app customers will be more inclined to contribute
valuable feedback regarding the developers’ products. App platform providers can design new features to
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categorize user information and incorporate more innovative information based on app developers’ needs
and customers’ feedback.
Despites its findings and implications, this study has several limitations. First, this research uses only
one public data source and only one method of analysis (text analysis). Thus, an empirical study that
incorporates other sources of data from manufacturers may yield more valuable and practical insights
regarding quality improvement and product innovation opportunities. Second, this study only examines
objective information classification problems in user reviews. Future studies should incorporate other
perspectives, such as those regarding product advantages, which can also help managers understand
customers’ preferences and demands and thus allow managers to better position their products in the right
customer segments. Third, although this study evaluates the results based on the classification performance
of information types, it is still necessary to show qualitative measurements (e.g., key word lists) in the future
for practical purposes.
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