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Resumo
Nos atuais sistemas autónomos, a utilização de equipas de drones é uma realidade emergente. Os
drones são considerados uma tecnologia disruptiva que veio proporcionar soluções para diversos
problemas. Um dos seus principais usos é no campo da vigilância.
Vigiar, por definição, é o ato de percorrer, cobrir, patrulhar e monitorizar uma certa área. As-
sim, vigiar uma área usando uma equipa de drones é um problema de cobertura como também um
problema de gestão da cobertura da área. As estratégias utilizadas para tal, dependem diretamente
do número de drones e da área a ser vigiada. Surgindo, essencialmente, duas situações.
Primeira, quando o número de drones não é suficiente para fazer uma cobertura total do espaço,
sendo necessário criar trajetos que façam os drones patrulhar toda a área, uniforme e periodica-
mente.
Segunda, quando o número de drones é suficiente para fazer uma cobertura total da área, e
então, precisamos de a monitorizar em tempo-real. Contudo, a questão para a cobertura de uma
área usando vários drones é de como vamos distribuir as tarefas por cada agente por forma a termos
a solução ideal.
Tendo isso em conta, o foco desta dissertação é na resolução dessas situações de vigilância de
uma área através do uso de um conjunto de drones.
Para a primeira situação, um algoritmo baseado na vigilância não comunicativa é apresentado.
Nesse mesmo método, a área a ser vigiada é um polígono convexo que é patrulhado através de uma
serie de movimentos de varredura com drones equipados com câmaras. A direção da varredura é
aquela que minimiza o número de curvas do percurso. Depois, as extremidades desses mesmos
caminhos, são modeladas como nós de um gráfico, transformando o problema de atribuição dos
caminhos para cada drone num problema de Caixeiro Viajante onde, a partir da minimização do
valor máximo do sistema, obtemos os caminhos ideais para cada drone percorrer a área a ser
vigiada.
Para a segunda situação, um algoritmo comunicativo é usado e apresentado. Neste algoritmo,
é assumido que os drones tem câmaras apontadas para o solo e que quando mais alto se encontram,
mais pobre é a qualidade da imagem da área vigiada. Nesse sentido, o algoritmo fornece a melhor
configuração para os drones se distribuírem na área a ser monitorizada através da maximização
de um conjunto de critérios de qualidade de imagem ajustando as suas posições através de leis
distribuídas de controlo.
Ambas metodologias são detalhadamente expostas e validadas através de um conjunto de sim-
ulações que serão analizadas.
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Abstract
The use of multi-drones teams is an emergent reality of the autonomous systems. Drones are a
disruptive technology that came to give solution to many problems, finding in them, a wide range
of applications. One of their main applications is surveillance.
To surveil an area is by definition the act of cover, patrol and monitor a certain area. Thus, to
surveil an area with a team of drones is not only a coverage problem but also a task assignment
problem that relies on the number of drones and area to be covered itself. This way two situations
will emerge.
Firstly, when the drones are not enough to cover all the area. In this case, the area coverage
needs to be patrolled periodically.
Secondly, when there are enough drones to cover all the area. In this case, the area needs to be
real-time monitored. However, the main question lies in how we are going to disjointly assign the
tasks so that the system performance will be optimal.
This dissertation focus on the resolution of those two area coverage problems, associated with
multi drones surveillance.
For the first problem a non-communicative algorithm is presented and used. In the non-
communicative method, the area to be surveilled is a convex polygon covered by consecutive
back and forth motions of drones equipped with cameras. The drones sweeping direction is such
that path turns are minimized. Those paths extremes are then modeled as nodes of a graph, trans-
forming the task assignment problem into a Traveler Salesmen Person problem, where through the
minimization of the maximum value, we achieve the best coverage solution for a certain convex
polygon area.
For the second problem a communicative algorithm is presented and used. In this algorithm
it is assumed that drones have cameras facing downwards and that the higher their altitudes the
poorest is the image quality. This way this algorithm gives to the monitoring area the best config-
uration by maximizing a joint coverage quality criterion and adjusting the drones location through
the use of distributed control laws.
Both algorithm’s methodology are detailedly exposed and validated by a set of different sim-
ulation posteriorly analyzed.
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“To act – that is true wisdom.
I can be what I want to be,
but I have to want whatever it is.
Success consists in being successful,
not in having the potential for success.
Any wide piece of ground is
the potential site of a palace,
but there’s no palace until it’s built.”
Fernando Pessoa in The Book of Disquiet
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Chapter 1
Introduction
Unmanned Aerial Vehicles (UAV) are remotely operated aircraft systems with no pilot on board.
Also called drones, this technology has urged with the need of better suited solutions for dull, dirty
or dangerous missions apart from manned aircrafts. Nowadays, drones are an emerging disruptive
technology that each day is drawing more attention into many different fields of application. The
increasing evolution of materials, computer intelligence and robotics created hundreds of different
drones configurations. They can be big and expensive drones, used in warfare but they also have
light, robust and cheap drones on the market for commercial uses.
The inherits tactical advantage of having literally "eyes in the sky", made of drones an huge
success for applications when vision is the biggest issue. Allied with the fact that they are smart
machines with big data processing power and quick response, make of a well designed drone better
than any pilot or human for some specific tasks.
Drones have today many applications in a wide set of fields: they are used by armies to patrol
the borders, to execute search and destroy mission or simply for surveillance. On the other hand,
there is the commercial field, where drones are used for search and rescue missions, wildfire de-
tection, deliveries, film-making, crops control, monitoring, sampling, exploring or just algorithms
research.
Due to the dependence created around these robots, the scientific community is struggling to
find ways to respond to all of these applications constant requirements. One of the most common
issues is the area coverage once that, has mentioned before, one of the biggest advantages of
the drones is to have "eyes in the sky". For that we need to develop a set of technologies like
communication protocols, image recognition, flight control and other autonomous tasks.
Despite drones are used everywhere, they still have a big bottleneck which is an average low
endurance. One of the main solutions, is to use a team of drones, decreasing the energy consump-
tion of each agent by splitting the job among all drones.
In this dissertation, we scope the common problem of barely all of these applications which
is the surveillance. Thus, in this work we will study the literature, adopt the works made in the
field of surveillance using multi-drones, and will explore and deceive strategies and methods for
solving the problem of area coverage.
1
2 Introduction
1.1 Context and Goals
In the field of surveillance, drones have taken the bigger part of the tasks. By using multi-drones
systems we can reduce the impact of drones low endurance and enhance big applications by dis-
tributing the work among several drones.
Patrolling, in a more general sense, may involve the task of visiting selected places in a given
area in order to assess the state of the environment in relation to the presence of intruders or the
occurrence of unforeseen events. It is therefore, the act of search an area, eventually in regular
intervals, in order to supervise, cover or protect that area.
The area coverage problem is one of the classic problems in the field of surveillance and
patrolling. It is essentially the search of the best way of patrolling a certain area covered by a
given number of drones. If the entire terrain cannot be monitored at all times, each location in the
target area is periodically monitored.
However the surveillance task, using a multi team of drones poses several challenges because
not only one has to address the design of how the drones will cover the area, but which area can
they cover, how its tasks are disjointly assigned to the drones and what’s the best solution for that
problem. Involving several different problems like communication, flight control and coverage
strategy.
In this dissertation, the solution proposed is divided into two parts: in the first part, we deal
with an area coverage problem situation where we have shortened number of drones, which mean
we cannot use a real time monitoring system to cover all the area. This way we want to develop a
method where each location in the target area is periodically monitored.
In the second part, we study the coverage problem situation where we have enough number
of drones to cover all the area efficiently. This way we propose a method to real-time monitor all
area.
1.2 Motivation
The motivation for this work comes from the need of better solutions for the existing area coverage
problems. Most of the solutions used so far are outdated and do not incorporate the new features
of the drones, which can be more autonomous, quicker and effective. The methods proposed in
this dissertation are dynamic and give optimal solutions for area coverage problems where in first
place, we want to patrol and surveil an area most periodically as possible. And in second place,
when we want to real time monitor an area.
As aforementioned, drones are the new disruptive technology that will find a place to act in
every field. The fields where they are more needed is on the visual coverage problems, like wildfire
sensing, sampling, monitoring and exploring.
When we have that much applications, which are very important but rely on so outdated, low
intelligence methodologies. There’s the need to improve, so these applications get also improved.
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1.3 Contribution
This dissertation contributes to the area of surveillance using multiple drones by exploring two
different methods to solve the problems related with area coverage when the number of drones is
limited. In the first problem, to optimize the periodicity of the coverage, we want to minimize the
time to cover it.
We present a solution for the problem of minimum time coverage of ground areas using a
group of drones equipped with cameras facing downwards. The solution given is composed by
several steps. In the first step, an area partitioning accordingly to [17] and [23], minimizes the
number of turns, leading consequently to faster and higher endurance paths. Then we plot rows
in the direction of minimization of turns, to perform the back and forth motion coverage. To give
the optimized solution, we model the problem as a graph and solve it like a Traveler Salesmen
Person (TSP) problem. From there we obtain a group of routes that represents the minimization
of the maximum time taken to perform the coverage of the area. We exploit also the results in
[18], where they consider in the problem methodology realistic constraints such as the number of
operators and the drone setup time. Also, the optimal solution refers if all the available drones are
necessary to execute the mission or not. The mission tasks assignments is done accordingly to the
solution given by the optimization of the objective function.
To solve the problem of real time monitoring all area, we need to have a large number of
drones, enough to cover the area. In the adopted solution based in [16], each drone is assumed to
be with cameras facing downwards. It is also considered that all the region sensed by that camera
corresponds to an image that has higher or lower quality depending on the drone altitude. When the
drone is at a high altitude the image quality is poor but the surveilled area is wide, in the opposite,
the image quality is good but the covered area is small. Thus being the altitude proportional to the
area covered whereas the quality of the covered area decreases with the altitude. In this method,
a distributed control law is designed through the movement of drones among the area in order to
maximize a joint coverage quality criterion where area covered and area covered quality are the
main focus [19].
1.4 Structure
This dissertation is composed by seven Chapters. Chapter 1 describes the introduction and provide
the context, motivation and contributions outline. In Chapter 2 several key aspects of Unmanned
Aerial System (UAS) are explained and all other data related to drones somehow is exposed for
extra knowledge on the subject. In Chapter 3 the literature of the subject is reviewed and related
works briefly analyzed. The junction of last 2 Chapters compose the state of art. In Chapter 4
the problems stated in the introduction are formulated and assumptions for each case are outlined.
Further, in the Chapter 5 the area coverage problem assumptions made are taken into account to
formulate the methodologies to solve those problems. Then, in Chapter 6 simulations are presented
to validate the implementation of the methodologies presented in Chapter 5 and results obtained
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are analyzed and commented. Finally, in Chapter 7 a last insight of the dissertation conclusions
are made. In there, we briefly explain the work conclusions, the satisfaction of the initial proposed
work and finally the future work recommendations.
Chapter 2
Background
Unmanned Aircraft Systems (UAS), also commonly named as drone, is a disruptive technology
with tremendous potential to revolutionize warfare and to enable new civilian applications. The
emerging possible applications coming from this technology lead into many studies and researches
on the area.
As shown in [24], [20], [7], [5] and many other bibliographic references, UAS may vary in
different ways according to the applications. The most basic is the flying device’s shape [20] [7]
[5].
In this chapter we will address UAS key concepts and technologies. The expert reader, com-
fortable with UAS terms, designations and their Modus Operandi, may go directly to chapter 3.
2.1 UAS
The term UAS was adopted by United States Department of Defense (DoD) and United States
Federal Aviation Administration (FAA), accordingly to [5]. Further on, the term UAS was also
adopted by other agencies around the globe [25]. This term, comparatively to UAV, gives a more
wide view of what this technology is composed by because it gives importance not only to the
flight device, the UAV, but also to the other infrastructure which UAVs could not work without.
Other names are used to describe this technology however they usually do not include all the
systems components [20].
Unmanned Aircraft System (UAS) is defined as a system whose components include the aerial
vehicles, called Unmanned Aerial Vehicle (UAV), and the associated equipment that do not carry
an operator. This is, the system that includes the aerial vehicles, the autonomous flight controller,
the communication system, the ground control station, the sensors, actuators and all other periph-
eral components. In Fig. 2.1 you can see a simple scheme of an UAS basic architecture. Although
the system architecture seems very simple at first sight, the interaction between those different
structures it is very complex and may change a lot depending on the UAS purpose. In Fig. 2.2 you
can see an example of how complex the architecture might become.
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Figure 2.1: Basic architecture of an UAS [1].
Figure 2.2: Architecture of an on board UAS module [2].
In Fig. 2.1 we can clearly see the blocks that compose an UAS. The UAV blocks can be gen-
erally defined as the controller, actuators, sensors, power supply and peripherals. The controller
block is responsible for receiving the data sent by the Ground Control System (GCS) in case of
operator’s intervention, or in case of autonomous flight, for receiving the data from the Inertial
Measurement Unit (IMU), Altitude sensor, Wind speed sensor, GPS, among others. Interpret it,
and send commands to the actuators. The sensor block is responsible for collecting the highest
amount of information possible. The actuators are generally the thruster or propellers of the UAV,
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however they may include another features. Power Supply is responsible for power supply all the
components on the aircraft. Peripherals are all the extra hardware components that are not essen-
tial to the UAV autonomous flight. However they may be crucial to successfully accomplish some
missions. Communication Module as it suggest, is the layer responsible for exchange information
between the GCS and the UAV. As last, we have the GCS which is where the operator can plan
the mission, read UAV data and send commands. In case of loss of control, the operator can also
take command of the UAV and fly it remotely [20]. In Fig. 2.2 we can see a more detailed UAS
system architecture that show the increase of complexity when we get an insight in one of the
blocks referred before.
UAS can be divided into these three big blocks. In each one of these blocks there are types,
characteristics and different classifications. In the further sections we will explore deeper how
each block of this system works and what characteristics do they have.
2.2 History
Since dawn of time, the mankind as dreamed to conquer the skies. As result, the human devel-
oped the aircraft. The urgent need of better aircrafts for many uses alongside with technology
development resulted in the birth of UAV.
The first record of what can be called an UAS was with warfare intentions when in August,
1849 the Austrians used hot air balloons loaded with explosives controlled by timed fuses to fly
over the sky of Venice [26]. The damage done by these balloons was weak because some balloons
did not went into the right direction. Despite the calculations for the launching positions, at the
time, there was no way to fight against wind direction changes and so the balloon’s effect was
diminished. However, this was very scary at the time because nothing like that was used before.
Although is primitive this was the first unmanned aerial vehicle [27].
Later on, in 1916 the Americans Lawrence and Sperry manufactured the first UAV using their
developed gyroscope to stabilize the body in an attempt of creating an "autopilot". This is known as
the beginning of the "attitude control" which came to be used on aircraft’s automatic steering [26].
During the World War I, Dayton-Wright Airplane Company invented pilotless torpedo [28]. He
relied on mechanical gyroscopes to maintain straight level flight, and flied until ran out of fuel. A
catapult was needed to launch this torpedo. This torpedo was baptized as "Kettering Bug" in honor
to one of his creators. It was a small biplane powered by a De Palma four cylinder engine. Using
a wooden framework, which was covered with pasteboard on the fuselage and tail surfaces, and
with doped paper and muslin on the wings. The wings had 10o of dihedral, which was intended to
improve stability on take-off. Flight distance was measured by counting air-impeller revolutions,
and when the preset distance was reached, the engine was cut, the wings detached, and the Bug fell
to the ground. It was capable of flight to distances over the 80 km with payloads of approximately
90 kg. Despite this "guided torpedo" was never used in battlefield he was a plot twist in UAV
research and development history. During the war, USA was reluctant to enter in this concept of
"flying bombs". However, with the "Kettering Bug" demonstrations, USA joined the research and
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officially baptized this torpedo as "Liberty Eagle" [29] [30]. When the war was over, this project
was shutdown because improved gyro stabilizers and radio-controls systems started to surge. In
the Figs. 2.3 and 2.4 you can see the Austrian air balloon and the famous "Kettering Bug" also
known as "Liberty Eagle", respectively.
Figure 2.3: Hot air balloons Venice Attack.
August, 1849. From Monash University.
Figure 2.4: "Kettering Bug" also known
as "Liberty Eagle". October, 1918. From
Monash University.
The following years, during the inter war period, there was a bunch of different projects. One
of them was the Long ranged Gun with Lynx Engine (LARYNX), a cruise missile in the form
of a monoplane aircraft that could be launched from a warship and fly under autopilot. This
aircraft used radio knowledge to be remotely controlled and hit the targets with better precision
than ever before. At that time, was such a success that radio controlled (RC) aircrafts started being
mass studied and produced. From this run to RC aircrafts, emerged the well known "DH.82B
Queen Bee". Developed by United Kingdom (UK), derived from Havilland Tiger moth. This
aircraft was the first fully autonomous operated vehicle. Cockpit position was equipped with
radio-control gear including pneumatically-operated servo units linked to the aircraft rudder and
elevator controls. With a flight range of 480 km, this aircraft was the first called a ’drone’. Also
nominated nowadays as the "mother of drones" [3] [31]. In Fig. 2.5 we can see an example of the
aircraft previously referred.
Meanwhile, Reginald Denny an actor and airplane enthusiast created a company where he
made use of Edward M. Sorensen recent achievements on radio-controller aircrafts (US Patent
2,490,844 filed in May of 1940; Patent 2,408,819 filed May 16, 1940 and patent 2,482,804 filed
May 16, 1940).
For first time in the UAV history the aircraft could be fully operated from a ground station.
The operator could know what the plane was doing, such as climbing, altitude, banking, direction,
RPM and other instrumentation. Without these patents the early radio-controlled aircraft could
only operate within visual sight of the ground pilot.
These aircrafts were such a success that in 1940, with the need of better weapons, the US
army made a huge contract with Reginald’s Company. The purpose was to mass-produce these
RC aircrafts to use them in war and training simulations [4]. The name of this RC aircraft was
"Radioplane OQ-2" and an example can be seen in Fig. 2.6. Despite the further variations the
main principle was the same.
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Figure 2.5: DH82b Queen Bee (K8669) preparing for launch, April 1942 [3].
During the war the pulsejet technology emerged which meant the drones and torpedoes were
now able to travel further distances, reach new altitudes and travel faster than ever before.
Figure 2.6: Reginald Debby and his "Radioplane OQ-2", 1940 [4].
Despite the evolution made on the area in those years, the true development of UAV as we
know today happened on the last 50 years.
After the World War II, great scientific discoveries were made due to the Cold War. This
race for global domain pressured the nations and scientific community to acquire constantly better
weapons and better technologies. Those improvements turned drones into complete warfare ma-
chines essential to military scenario. They were capable of patrolling an area, realize search and
destroy missions, explore areas and collect data. In Fig. 2.7 we can see the first jet-powered UAV,
built by the USA in 1951.
Some major history events like the nuclear programs, Vietnam war and Yom Kippur war, used
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Figure 2.7: "Ryan Firebee" the first jet-powered UAV at Muzeyon Heyl ha-Avir, Hatzerim airbase,
Israel. 2006. From wikipedia.
recent developed drone technologies like monitoring and area patrolling platforms. In Yom Kippur
War, soviet-supplied surface-to-air missile batteries in Egypt and Syria caused heavy damage to
Israeli Jet fighters. As result, Israel developed the first real-time UAS surveillance [32]. This
is pretty interesting in the sequence of this dissertation once it was here where recent real-time
surveillance systems with drones were born. Israel with the conflict, began to develop smaller and
cheaper UAV. These were small aircraft that adopted small engines. They carried video cameras
and transmitted images to the operator’s location.
With the increase of processing power, development of better networks, increasingly Artificial
Intelligence and controllers capabilities. Drones found their use not only in warfare but also in
civil usage. The drones from modern era can be flying killing machines or can be used for the
good. With the massification of drones usage came the need to create protocols to regularize their
usage and limitations. In order to do that, drones had to be differentiated. As result, drones can
be classified and divided with different classes derived from their characteristics or simply usage
[20]. In Fig. 2.8, 2.9, 2.10 and 2.11 we can see cutting-edge modern era drones examples in many
different fields. Some of them are, surveillance, exploration, transportation, recreational and many
others.
Figure 2.8: General Atomics MQ-9 Reaper
an US military drone [5].
Figure 2.9: "DJI Phantom 3" a civil recre-
ational quadrocopter drone [6].
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Figure 2.10: Amazon air prime 2 an octo-
copter used in deliveries [6].
Figure 2.11: NASA’s Helios a solar powered
drone prototype. From DARPA.
Interesting bibliography on this matter is [33], [34], [35] and [36].
2.3 UAV
UAVs are aircraft with no on-board crew or passengers. They appeared with the need of sending
aircrafts to places where the risks were too high or impractical to reach by manned aircrafts. They
can be autonomous (drones) or remotely piloted vehicles (RPVs). They can fly for long periods of
time at a controlled level of speed and altitude and have a role in many aspects of aviation. Their
characteristics and automation depend directly from the complexity of the task to be performed
[20].
Thus, as they change alongside with the function to be developed, drones needed to be classi-
fied. Since drones are extremely versatile also are their configurations. In that way, drones clas-
sification has many ways to be done. It can be by their autonomous levels, range and endurance,
components, weight or simply shape and size [7].
2.4 Classification
Dedicated control systems may be devoted to large UAVs, mounted aboard vehicles or in trailers,
to enable close proximity to UAVs limited by range or communication capabilities. The smallest
categories of UAVs often are accompanied by ground-control stations consisting of laptop com-
puters and other components small enough to be carried easily with the aircraft in small vehicles,
aboard boats, or in backpacks.
In [20] drone classification has been done accordingly to drones category, UAV’s weight, op-
erating range and other characteristics as shown in Table 2.1. Where AGL stand for, Height above
ground level, LOS stands for Line of sight and BLOS for Beyond Line of Sight.
The work in [7] describes a variety of UAS platforms where the advantages of each is related to
the demands of users in the scientific research sector. They classified the drones platforms in civil,
scientific and military uses. In their drones classifications, they classified them as MAVs (Micro or
Miniature Air Vehicles), NAVs (Nano Air Vehicles), VTOL (Vertical Take-Off & Landing), LASE
(Low Altitude, Short-Endurance), LASE Close, LALE (Low Altitude, Long Endurance), MALE
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Table 2.1: Classification of UAVS based on [20].
Category UAV’s Weight
Normal
Operating
Altitude
Radius of Mission Endurance Altitude
MICRO <2 kg
Up to 60m
AGL
5 km (LOS) A few hours Very low Altitude
MINI 2-20 kg
Up to 900m
AGL
25 km (LOS) Up to 2 days Low altitude
SMALL 20-150 kg
Up to 1500m
AGL
50 km (LOS) Up to 2 days Low Altitude
TACTICAL 150-600 kg
Up to 3000m
AGL
200 km (LOS) Up to 2 days Low Altitude
MALE >600 kg
Up to 13700m
AGL
Unlimited (BLOS) Days/Weeks Medium Altitude
HALE >600 kg
Up to 19800m
AGL
Unlimited (BLOS) Days/Weeks High Altitude
STRIKE/
COMBAT
>600 kg
Up to 19800m
AGL
Unlimited (BLOS) Days/Weeks High Altitude
(Medium Altitude, Long Endurance), and HALE (High Altitude, Long Endurance). In Fig. 2.12
we see one schematic representation of Drones platforms classification.
Figure 2.12: Classification of UAS platforms from [5]
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In [37], the drones are categorized as three main types, namely, micro and mini UAVs, tactical
UAVs, and strategic UAVs. The tactical UAVs are distributed into six subcategories: close range,
short range, medium range, long range, endurance, and medium altitude long endurance (MALE)
UAVs. See also [22] where drones were classified as micro, mini, tactical, medium and high
altitude, and heavy types. Other classification and class division are presented in [38], [39], [6].
Those classification are mainly based on systems capabilities. Furthermore alternative classi-
fications exist, based on their usage or functionality [6] [40] such as:
• Target and Decoy;
• Reconnaissance;
• Combat;
• Logistics;
• 3D Mapping;
• Agricultural;
• Disaster Relief;
• Research;
• Civil and commercial;
• Swarming.
Furthermore, different types of drones evolved from the advancement in miniaturization of
electronic components, such as sensors, micro-processors, batteries, and navigation systems [41].
Drones size range is from vast fixed-wing unmanned air vehicle (FWUAV) to smart dust (SD),
which consists of many tiny micro-electro-mechanical systems including sensors or robots. In
Fig. 2.13 can be seen a spectrum of different type presented through their wingspan and weight.
Figure 2.13: Spectrum of drones from UAV to SD [6].
The main aspects that distinguish UAVs from other types of small drones (such as MAVs and
NAVs) include the operational purpose of the vehicle, the materials used in its fabrication, and the
complexity and cost of the control system [42]. Different mission requirements created various
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types of UAVs. For this reason, it is also often useful to categorize UAVs in terms of their mission
capabilities. In Fig. 2.14 an unconventional category of drones are listed. In there, all types of
existent drones are displayed. Their classification mainly rely on their size class and their thruster
type and position.
Figure 2.14: Types of drones [6].
2.5 Components
The unmanned aircrafts have similar components to manned aircrafts, but without the cockpit and
all the pilot support systems. Even if the UAV carry payloads such as cameras or heavy weapons
they will always be lighter than the comparable manned aircraft. This make of UAVs generally
smaller. Compared to the manned aircrafts, UAVs replace the cockpit window for cameras and
video link; physical controls for radio-transmitted digital plus a set of autonomous controllers and
algorithms to control the flight. UAVs components perform generally the same task and use the
same principles, however they can change in size, robustness, capability, response time and many
other aspects.
As referred on section 2.1, the general system architecture its composed by two Hardware
modules, the ground station and the vehicle. In the side of the vehicle we have the sensor to
collect data, the actuator to perform the tasks and flight, the energy supply so we can power, the
processor where the data is collected and processed and the communication module so the vehicle
can send and receive information from the ground station like a new path to follow, a new tasks or
even new flight plans. In the side of the ground module, we have the central computer, where the
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operator can control the UAV remotely, the outer loop control algorithms, the flight plans and the
instrumentation, needed to support the communication with one or multiple drones [7].
Briefly explained on the following subsections will be the UAV modules main components
and function.
2.5.1 Body
The body is the frame of the aerial vehicle where all the components are built. This is one of
the most important components of the UAV once it is where all the on-board components will
be assembled. There are many kinds of UA frames, and the UAV type is roughly defined by the
frame. The body of the UA will define his aerodynamic configuration, size, location and type
of propellers, weight, payloads, etc. Generally the, UAV’s body fall into one of the following
categories [5]: Fixed-wing UA, Rotary-wing UA, Blimps or Flapping-wing UA [20].
Despite in Fig. 2.14 we can see a lot of different drone types, most of them are derivations
from these 4 categories.
Fixed-Wing UA are very similar to normal airplane, they usually travel further distances,
higher speeds, are bigger but also expensive and more limited in terms of civil use, once they
flight dynamics are less flexible when compared to the rotary-wings [6]. Rotary-wings are usually
less robust than fixed-wing aircrafts however they are cheaper, easily maintained, easily controlled
and much more flexible in terms of flight dynamics. There are many kinds of rotary-wing and the
common name that is given to a specific model derives from the number of rotors. Blimps and
Flapping-wings UA are less common however they have some advantages in certain fields of mo-
tion research. Blimps are usually such as balloons and are used, per example, for forecasting.
Flapping-wings are normally flexible wings UAV used to simulate birds and flying insects [6]
[20] [43]. The shape of the UAV body directly implies big changes in aerodynamics and flight
controllers.
In Fig. 2.17 we see several examples of different configurations of fixed-wings UAV. Beside
from the wing shape they also can vary in number of wings and propellers. In Fig. 2.18 different
number and disposition of rotors is shown. The common designation of rotary-wing UA usually
is the number of rotors plus the word "copter". For instance, a four rotors rotary-wing UA is
commonly named as "quadrocopter". Also in Figs. 2.15 and 2.16 example of a blimp and a
flapping-wing UA are shown, respectively.
2.5.2 Sensors and Actuators
Drones sensors and actuators can be divided into core and peripherals. The core sensors and
actuators are those who the drone needs to fly and maintain his security. Peripherals are all the
other extra sensor and actuators who allow drones to do their specific tasks.
The main actuators, also called outputs, include the digital electronic speed controllers linked
to the engines and propellers.
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Figure 2.15: US blimp used for patrolling
[6].
Figure 2.16: SmartBird, a flapping-wing
drone created by Markus Fischer that copies
an eagle flying dynamics. From Festo.
Figure 2.17: Fixed-wing UAV body’s design examples from "Heliguy".
The main sensors, also called inputs, are flight control sensors. Exteroceptive and expropri-
oceptive sensors [42], collision avoidance sensors, compass, gyroscopes and accelerometers are
part of an unit called IMU (Inertial Measurement Unit), localization sensors like for GPS and other
telemetry, airspeed sensors and a barometer are some examples of main sensors present in drones.
Off course many others sensors and actuators exist but those are not as essential for UAVs core
mechanisms.
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Figure 2.18: Rotary-wing UAV design examples from "DesignBoom".
When these two components modules work together, high levels of autonomy can be achieved.
The work and interaction developed between sensors and actuators can be compared with human
body feedback mechanism [44]. The higher the amount of sensors and actuators the higher is the
level of autonomy of the UAV. In Figs. 2.2, 2.19 and 2.20 examples of UAV sensors and actuators
on board interaction are shown.
Figure 2.19: Example of sensors and actuators interaction on a quadrocopter layout [7].
2.5.3 Power Supply and Platforms
Small size UAV mostly use lithium-polymer batteries while the larger UAV rely on conventional
airplane engines. The power supply for a specific UAV depends on its energy demands. Nowadays
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Figure 2.20: Example of main sensors main actuators interaction architecture. The green block
are the actuators and the yellow block are the sensors. Other blocks are implemented controllers.
From Zupt.
other technologies are being applied like solar power, or RF chargers, however power supplies still
being one of the modern UAV bottlenecks. Also dependent on the morphology, platforms may
differ but usually it stills the standard structure for UAV to park and recharge. This component is
one of the most important because all other surrounding systems rely on it to be fully operational.
In [45] and [6] a detailed conceptualization of Power supplies and their platforms is presented. Its
important to refer once again that nowadays the power supply is the biggest bottleneck on drones
autonomy once they can not stay long periods in the air.
On civil drones, the power system is basically a Li-Po Battery. In Fig. 2.19 the blue device
is the battery device used to power supply the on-board actuators and sensors. In military drones
fuel is the main use source of energy.
2.5.4 Controller
The central tenet over the UAS is that the operator is removed from the cockpit. Therefore, the
control of the aerial vehicle must take place by other means. There are three forms of control
that an operator my exert over the aircraft: Ground-Control or remote piloting, Semi-autonomous
and autonomous. Ground-controlled UA also called RPV, require constant input from the op-
erator. In 1980’s and early 1990’s system began employing both remote control techniques and
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programmable guidance systems. Thus the trend in UA circles has been towards more autonomous
systems [5].
Semi-autonomous is the most common type of UA control. Semi-autonomous flight can be
defined as requiring "ground inputs" during critical portions of the flight such as take-off, landing,
weapons employment, and some evasive maneuvers". The operator must assume full control of
the aircraft during pre-flight, take-off, landing, and when operating near base. However once
airborne, an autopilot function can be engaged and the aircraft will follow a set of preprogrammed
waypoints. The operator is responsible for the UA throughout the operation and can assume
control at any time [20] [25] [5]. Fully autonomous UA capability lies at the other end of the
spectrum. In theory, autonomous flight requires no human input in order to carry out an objective.
An autonomous UA is able to monitor itself, assess its health, status and configuration; command
and control assets on board of the vehicle within its programmed limitations [20].
In order to reach a high level of autonomy we need to understand first what are the UA’s mis-
sion requirements and characteristics. Some missions can ask for dangerous difficult maneuvers
or to fly under uncertain environment conditions, which make harder the drone to fly safely. Thus
the trend is for fully autonomous UA, operator’s surveillance over the system will be necessary for
many years to come, once that even with AI developments, human decision capacity stills better
at this moment [12]. In section 2.7 a more detailed autonomy level of UAS are exposed.
The three methods and control of UA referred before are achieved through different guidance,
navigation, and control (GNC) systems. The less autonomous systems usually are guided and
controlled through radio control. The semi-autonomous use essentially video based system and
an autopilot. The fully autonomous UA use autopilot to fly autonomously and often incorporate
algorithms for path planning and prediction, collision avoidance among many other cutting-edge
algorithms that incorporate AI and neural networks, in order to learn from the experience [6]. In
Fig. 2.22 is shown the classification of GNC system developed for drones based on their con-
trollers autonomy, and control techniques [1] [6].
Beside these methods, almost any automatized UAV needs to employ some kind of control
architecture. In open-loop architecture, the control is made without the feedback from sensor data.
In closed-loop architectures sensor feedback is used to adjust the behavior of the UAV. It is also
frequent to implement PID controllers in these kind of architectures. UAV can also employ hybrid
architectures, where some inputs are controlled in open-loop and others on closed-loop. These
architectures can be applied not only for UAV general control but also into more specific variables
like navigation control, flight control, attitude control, velocity control, among others [6]. In Fig.
2.21 a control scheme is shown.
2.5.5 Ground Station
The ground control station (GCS) is composed by the UAV ground station, the off-board control
computers, the UAV operator, and the on-board systems operator hardware, such as receivers,
data links, and tracking stations/antennas. The communication between the UAV and the GCS is
assured via a dedicated data link to the autopilot via the dedicated ground station (GS). It can have
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Figure 2.21: Hierarchical Control Loops example (for a single UAV) [8].
two different configurations, depending on the GCS – fixed or portable. The GS is connected to
the operator’s computer and the operator interface. The GS is also connected to a pilot console,
in order for the pilot to fly the UAV, when in manual mode [5]. The distance between the GCS
and the UAV depends on the communication range. Usually for small drones GCS is close and in
LOS. For higher size and endurance UAV fixed GS are used because bigger and heavier equipment
is needed to communicate into further distances so UAV can fly in BLOS mode.
One of the most important tasks realized by the GCS on the context of an UAS is to work as a
network hub. Allowing and mediating data between GCS and the UAV on the sky.
GCS components and their specification are closely related with UAV requirements, autonomy
level, network specification, payloads and mission.
2.5.6 Communication
Communication on UAS is one of the most important parts of the system, reason why term UAS
started to being used instead of UAV. The communication architecture, the communicative tech-
nologies and the data link are crucial to obtain high levels of autonomy and reliability [46].
The principal issues of communication technologies are flexibility, adaptability, security, and
cognitive controllability of the bandwidth, frequency, and information/data flows [20]. An UAS
data link typically consists of a RF transmitter and a receiver, an antenna,and modems to link these
parts with the sensor systems. In UAS, data links serve three important functions:
1. Uplinks from the ground station and/or a satellite to send control data to the UAV;
2. Downlinks from the UAV to send data from the on-board sensors and telemetry system to
the ground station;
3. As a mean for allowing measurement of the azimuth and range from the ground station and
satellite to the UAV to maintain good communications between them.
Efforts to standardize data links have resulted in the use of the common data link (CDL)
protocol, typically a full duplex, wide-band data link that when used by UAS usually jam resistant
and secure networks. These links connect the ground station with the UAV via direct, point-to-
point links or use satellite communications (SATCOM) [47].
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Figure 2.22: Classification of GNC systems developed for UAS based on [1].
The way we communicate its determinant for mission success. Through communication chan-
nel operator can remotely operate the UAV, read its flight informations, can read data from on-
board components and its payloads. Furthermore he can also plan the mission and send the com-
mands. On other kind of communication architectures the UAV can communicate with other
homogeneous or heterogeneous drones and share information with each other [1]. This last kind
of communication network is the trend of communication once drones get their applications am-
plified by the use of multi-agent systems and because would be impracticable at a certain level
for a network to manage the constant calls to the server (ground station) if the amount of UAV is
considerable big [48] [49]. Also, in this communication configuration big infrastructures are not
needed.
The C3 system model is a standard model in UAS operations that stands for communication,
command and control (C3). In Fig. 2.23 a C3 system breakdown is shown. Under each category
of data links, UAS technical issues can be divided into two categories: Command & Control (C2)
and Air Traffic Control (ATC) [9].
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Figure 2.23: C3 system infrastructure from [9].
Inside those UAS data links they can be divided into two further categories: RF LOS and RF
BLOS. An UAS data link consists of a radio frequency transmitter and receiver, an antenna and a
modem to link all these components with the UAV [38].
BLOS data link contains LOS technologies along with satellite-based communications (SAT-
COM). SATCOM is used for C2 of the UAV and for communications with Air Traffic Control
(C3). As the distance between the GCS and the UAV increases, the signal-to-noise ratios of the
transmission link will fall. The signal loss may manifest as a lag in the UAV command uplinks and
recovery of data downlinks [21] [20]. In Table 2.2 different possible frequency bands are shown.
Table 2.2: List of frequency bands used in SATCOM [21].
Band Frequency
HF 3-30 MHz
VHF 30-300 MHz
UHF 300-1000 MHz
L
1-2GHz (General)
950-1450 MHz (IEEE)
S 2-4 GHz
C 4-8 GHz
X 8-12 GHz
Ku 12-18 GHz
K 18-26.5 GHz
Ka 26.5-40 GHz
As previously referred, not all communication architectures are directly UAV to GCS. Some
use network centric technologies like the one’s in [20]. One of those is a MANET, which is a
flexible wireless network applicable to an homogeneous UAS team that does not require any in-
frastructure to operate. This kind of infrastructure-less network oriented to collaboration is known
as Mobile Ad-hoc networks (MANET). This kind of networks are starting to be extensively used
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in military and civil applications once on this kind of networks, every node acts as a communi-
cating repeater, forwarding information to the destination node. This allows more traditional data
link communication systems to be less overloaded with "cheap" information [20]. In Fig. 2.24
examples of different communication data links are shown. C3 model is also visible, and main
components and its interactions it is also perceptible for different situations.
Figure 2.24: Example of an UAV Communication System using different data links [5].
For further information about this topic [20], [21], [6], [49], [46] and [47] are recommended.
2.5.7 Software
UAV software is composed by the operating system (OS), the Application Programming Interface
(API), the communication protocols and autopilot. These components are very important not only
from the point of view of execution, but also in ease of system development. Due to time critical
constraints imposed by the nature of flight control, high reliability and real-time execution are
mandatory in UAVs software.
The software is the interface where processors gather and manage the information. Hardware
without Software are like Humans without brains. They have the sensors collecting data however
they can not be programmed to react to their variation. Nowadays, we have several Softwares and
platforms for mission planing and UAV tracking which allows better interaction with operator and
more accessibility to this technology. Furthermore, those units perform all tasks that UAV’s Hard-
ware need to operate.[5] From the ground station, those units have the same operation properties
but are usually more operator’s oriented. The softwares are more customized, and the process
power is higher allowing the control of more than one UAV at the same time. From Fig. 2.25
we see that software modules can be mainly divided into 3 layers. The firmware, middleware and
the operating system. Their requirements are time-critical for the two first layers and computer
intensive for the last one. Example of operations are machine code to processor, Flight control and
collision avoidance respectively [1]. [20].
24 Background
Figure 2.25: UAS software layer and function examples [10].
Table 2.3: Example of operation an open source API for each software layer in UAS.
Layer Requirement Operations Example
Firmware Time-critical
From machine code to
processor execution,
memory access. . .
ArduCopter-v1.px4
Middleware Time-critical
Flight control, navigation,
radio management...
Cleanflight, ArduPilot
Operating system Computer-intensive
Optic flow, obstacle avoidance,
SLAM, decision-making...
ROS, Nuttx, Linux distributions,
Microsoft IOT
As shown in Table. 2.3 nowadays a lot of open-source OS and API exist to research issues or
even for recreational use. Further on this thesis some examples of UAS softwares are shown. Some
examples are autopilots, mission planning simulators or even vehicle control simulators [50].
2.6 Flight Dynamics
Flight Dynamics is the science of air vehicle orientation and control in three dimension, in this
case, all physics and dynamic models associated with our UAV. The dynamic of an UAV varies
accordingly to its specifications and requirements. Changes in its body’s shape and size imply
different movements laws and equations which requires different controllers as well. Is impor-
tant to study UAV models so we can design high performance controllers and boost UAS overall
performance.
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In terms of a basic dynamic, UAV three critical states are the angles of rotation. These angles
of rotations are designated as Roll, Pitch and Yaw. Each one of these angles represent the rotation
of the axis over the center of mass. This maneuvers can happen independently or mixed with the
others. In Fig. 2.26 is showed the rotation of an UAV over the three main axis. We can see that
the rotation of the aircraft over longitudinal axis is called Roll, the rotation over the lateral axis is
called Pitch and the rotation over the vertical axis is called Yaw.
Figure 2.26: Example of the angles of rotation in an aircraft [11].
In order to obtain the orientation and control the UAV a coordinate as to be established. In [11]
two frames are considered: E = {Ex;Ey;Ez} earth fixed frame and B = {Bx;By;Bz} as the UAV’s
body fixed frame. This way we know the position and orientation of B relative to E. In [12] the
same principle is applied with different variables designation as shown in Fig. 2.28 but for now
lets focus on the considerations made in [11] and shown in Fig. 2.27.
Figure 2.27: Coordinate System in [11]. Figure 2.28: Coordinate system in [12].
The rotation of UAV body in space is then parameterized using several methods (Euler angles,
Tait-Bryan angles, among others). In Figure 2.29 we can see the Tait-Bryan rotation and in Eq. 2.1
we see the mathematical representation of the three successive rotations about different possible
axes accordingly to Tait-Bryan angles, also called "Cardano angles", which are extensively used in
aerospace engineering where they are called "Euler angles" (the true "Euler angles" are designated
as "classic Euler angles") [11] [43].
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Figure 2.29: Successive rotations in roll, pitch and yaw according to Tait-Bryan convention.
Rx(φ) =
1 0 00 cosφ sinφ
0 −sinφ cosφ
Ry(θ) =
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
Rz(ψ) =
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
(2.1)
Using the Tait-Bryan angles to describe the orientation of the UAV, consists in using three
successive rotation: Roll, Pitch and Yaw. These three rotation are of φ around~x, θ around~y and ψ
around~z, respectively. Originating angles for roll of −pi < φ < pi , for pitch of −pi/2 < θ < pi/2
and for yaw of −pi < ψ < pi .
The complete rotation matrix is represented in Eq. 2.2 where we get all the separate rotations
into one, obtaining a complete rotation matrix, also denominated Direct Cosine Matrix [51]. This
rotation matrix represent the different three dimension state of an Unmanned Vehicle relatively to
a coordinate system.
R(φ ,θ ,ψ) = R(x,φ) ·R(y,θ) ·R(z,ψ)
R(φ ,θ ,ψ) =
cosψ cosθ cosψ sinθ sinφ − sinψ cosφ cosψ sinθ sinφ + sinψ sinφsinψ cosθ sinψ sinθ sinφ − cosψ cosφ sinψ sinθ cosφ + sinψ sinφ
−sinθ cosθ sinφ cosθ cosφ
 (2.2)
The time variation of Tait-Bryan angles (φ˙ , θ˙ , ψ˙) is a discontinuous function. Thus, it is dif-
ferent from body angular rates (p,q,r) which are physically measured with gyroscopes.
In general, an IMU is used to measure the body rotations and directly calculate the Tait-Bryan
angles. This way we can get [52]:
 pq
r
 = Rr ·
 φ˙θ˙
ψ˙
 (2.3)
Where p,q and r are the IMU roll rate, IMU pitch rate and IMU yaw rate respectively.
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Rr =
1 0 −sinθ0 cosφ sinφ cosθ
0 −sinφ cosφ cosθ
 (2.4)
Despite the Tait-Bryan angles representation suffer from a singularity know as the "gimbal lock"
UAV normal flight mode does not get affected.
Note that these formulas are general for any kind of vehicle, and they correspond to the ori-
entation method for the UA. Thus, in order to obtain the specific UA control laws, despite they
are based on last formulas they also include other factors has the propellers positioning, the UA
forces equilibrium, aerodynamic, among others. Only having calculated all those points we can
get to design a flight controller. The equation of motion of the different UAV are basically the
translational equations alongside the rotational equations. The most common kind of UAV which
are the Fixed-Wing UAV and the rotary-wing UAV have different dynamic models. However, the
basic principle is the same [11] [43].
For instance, the quadrocopter with the coordinated system presented in Fig. 2.28 is described
by six degrees of freedom: the translational position (x,y,z) is measured in the inertial coordinate
system O. The vehicle attitude V is defined by the rotation matrix OV R like the rotation matrix
presented in Eq. 2.4. The rotation matrix is defined such that, when multiplying a vector v in the
coordinate V system with it, the same vector, described in the inertial coordinated system O, is
obtained:
Ov = OV R ·Ov (2.5)
Eq. 2.3 and 2.5 are the same, expect the coordinate system is different. The control inputs of
the quadrocopter are presented in Fig. 2.30 where wx, wy and wz represent the desired rotational
rates of the quadrocopter body axes, and a the mass-normalized collective thrust.
Figure 2.30: The control inputs of the quadrocopter. The value of these inputs are controlled by
on board sensors and gyroscope feedback [12].
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Result is that the translational acceleration of the vehicle is dictated by the attitude of the
vehicle and the total thrust produced by the four propellers. The translational acceleration in the
inertial frame is: x¨y¨
z¨
= OV R ·
00
a
+
 00
−g
 (2.6)
The change of vehicle attitude is related to the rotational control inputs through [12].
O
V R˙ =
O
V R ·
 0 −wx wywz 0 −wx
−wy wx 0
 (2.7)
Like seen in this quadrocopter example from [12], the Eq. 2.6 and 2.7 are the equations of
motion, which are purely constructed over the UAV model and the orientation control. Another
example of equations of motion this time for a fixed-wing UAV is seen in [11]. Further and
different equations of motion and controls are shown in the literature [53], [54], [55], [51], [52],
[43], [56] and [57].
2.7 Autonomy
Autonomy level of a system is directly related with the task to be performed. In [20], UAS may be
automated, autonomous, semi-autonomous and piloted remotely or a mixture of those capabilities
[50]. A minimal automatic control of the flight involves attitude sensors and on board processors.
Due to the high non linearities of the flight dynamics, a set of control techniques (PID, fuzzy logic,
neural networks, among others) are used in autopilot systems to guarantee the desirable navigation.
In [50] the analyzed literature highlights that there is not a unique definition of the concept of the
autonomy applied to unmanned vehicles. Nevertheless, all the definition found share a common
philosophy which can be summarized in the following statement: “Autonomy is the ability of an
agent to carry out a mission in an independent fashion without requiring human intervention.”
Often, the concepts autonomy and automation are misused to describe the ability of a system
to operate without human supervision. An automated system cannot choose freely because all its
decisions are previously programmed. On the other hand, an autonomous system is able to make
its own decisions, having a certain level of "freedom". Illustrative example of an automated system
is an autopilot system that keeps the UA within pre-established path. On the other way, a collision
avoidance system, which is able to resolve air conflict risk by itself is considered an autonomous
system. Despite the difference on the use of those two concepts, they are related once the level
autonomy is directly related to the level of automation of certain system. Similarly, autonomy and
intelligence are distinct concepts as well. The latter, is defined as the ability of an agent to learn
new concepts and to apply the acquired knowledge to the execution of a new task. This ability has
nothing to do autonomous level. Nature is the best example to corroborate the last statement, once
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in nature there are autonomous systems with no intelligence, like the microorganisms. Artificial
intelligence of UAS its widely studied in some literatures like [14].
Based on human cognitive process, in the current state-of-art there are four steps of the infor-
mation processing cycle that are suitable to incorporate a certain form of autonomy or automation.
These steps are known as OODA that stands for Observe, Orient, Decide and Act cycle. Any kind
of autonomy applied to these steps result into system functionality that is eventually automated.
In Fig. 2.31 the human cognitive cycle model is presented.
Figure 2.31: Human cognitive Model.
Several factors have to be considered in order to select the optimum level of autonomy for a
UAS team in any context. The requirements of the mission play a major role in such a selection
but there are other relevant aspects such as environment, efficiency or cost.
There are two types of UAS operational control systems: executive and supervisory depending
on the operator’s involvement. Most UAS endowed with a minimum degree of autonomy are
controlled by at least one operator who plays as supervisory [50]. Indiscriminately high autonomy
levels do not yield satisfactory results in applications or scenarios that are subject to critical time
constraints. On the other hand, insufficient levels of autonomy generate an excessive workload that
absorbs the operating capacity from the human operator and reduces the efficiency of the mission.
Therefore, an equilibrium must be sought between human action and low level tasks automation to
achieve an optimum performance [58], [59]. To choose the level of autonomy on our UAS system,
we need to analyze first the mission demands and see some aspects like team-size, autonomy
levels, automation reliability, task coordination and allocation, scalability and collateral factors
[50].
Knowing these issues, one way to determine the autonomy level of an UAS is by using a
methodology known as metrics that constitutes a way to assess both quantitatively and qualitatively
the amount of autonomy that a vehicle or a team of vehicles possesses [14].
Autonomy Levels of Unmanned Systems (ALFUS) is a three axis metric framework to deter-
mine autonomy level and operator dependence or independence in the mission to be performed
[13]. This framework, presented in 2004 SPIE Defense and Security Symposium, is composed by
mission complexity, environmental conditions and human interface. As shown in Fig. 2.32 the
different challenges to the autonomy level are disposed in a three axis framework were each one
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is classified with a metric. Each metric it is weight associated since some can contribute more or
less to the overall autonomy of the system than others. For that, the weight of each metric of an
Unmanned System (UMS) is computed to determine the degree of autonomy of that system.
Figure 2.32: ALFUS framework.
Figure 2.33: Alfus Model Summary [13].
This model derives from the Fig. 2.33 model overview. Starting from the right hand side,
we have a summarization of the metric values for the particular autonomy levels. This is done at
a generic level of abstraction. For example, at the highest level of autonomy, the environmental
difficulty should be extremely high and the HRI should be approaching minimum. We, then, derive
definitions for the levels from the metric summary, as the top-middle box in the figure indicates.
Third, we create descriptors for the levels. The purpose is to facilitate human communication. The
generic summary model can be applied to particular domains to identify specific mission and task
capabilities as well as particular autonomy level scales, as the bottom box shows [13].
In Fig. 2.34 the resulting work of applying the Figs. 2.32 and 2.33 model is shown. Note
that, while color bands are used to delineate a continuum of different autonomy levels, there is
no implication of distinctive switching of autonomy capabilities at the color boundaries. The
general trend is that, the more a robot is able to see, learn, think, plan, and act independently or
collaboratively, to achieve assigned complex goals in difficult environments, the higher the level
of autonomy the robot should have. Whether the robot performs the mission with or without a
priori knowledge that does not affect its level of autonomy [13]. Also note that in this model,
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the lesser is the human-robot interaction (HRI), the higher is the collaboration between agents,
mission and environment, as expected, the higher is the autonomy level of our system. The features
that make the UAS achieve this levels are technologies such as automation, autonomy, intelligent
flight planning, fault monitoring, sense-and-avoid, guidance and flight control, navigation, payload
management, recovery, operative system, among many others [20] [6] [50].
Figure 2.34: ALFUS Summary Model Overall Concept [13].
Nowadays trend and military and market necessities from unmanned system involves a high
degree of human interaction. The objective is to continue develop and pursue new technolo-
gies and policies that introduce a higher degree of autonomy to reduce the manpower burden
and reliance of full-time high-speed communication links while also reducing decision loop cycle
time. The introduction of increased unmanned systems autonomy must be mindful of affordabil-
ity, operational utilities, technological developments, policy, public opinion, and their associated
constraints. Though still a long road until full autonomous vehicle, new self-trained algorithms,
software hierarchy, neurological and genetic algorithms are the next big step in that direction.
In Fig. 2.35 (chart presented in [14]) shows a roadmap of autonomous level of UAS is dis-
played. As can be seen, the autonomous level of UAS shows an exponential growth which supports
that technologies development, specially on this area, is of increasingly importance thanks to the
application that can be achieved through the integration of not only artificial intelligence but also
ad-hoc networks in the current UAS. For more knowledge about this issue consult [6], [13], [14],
[20], [50], [58] and [60].
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Figure 2.35: Autonomous Control Level Roadmap [14].
2.8 Applications
The application of drones cover a wide range of civil and military scenarios. Drones can perform
both outdoor and indoor missions. As shown in [6] drones application can be categorized in differ-
ent ways. It can be based on the type of missions, type of flight zones and type of environments.
Like shown in Fig. 2.36, drones have a wide variety of applications in daily life. Its estimated
on [61] and [62] that drones can have more than two-hundred application in near future. Classic
operations include: environmental exploration and sampling, sensor deployment, terrain coverage,
air and ocean monitoring and patrolling, search and rescue missions, mailing and delivery, among
many others [63] [6]. In Table 2.4 we see many other examples of applications for drones or teams
of drones.
2.9 Multi-robot Coordination
From [23] we get that in the field of mobile robotics, the study of multi-robot systems (MRSs)
has grown significantly in size and importance in recent years. Having made great progress in the
development of the basic problems concerning single-robot control, many researchers shifted their
focus to the study of multi-robot coordination.
Today’s robots fall into one of three main categories: namely manipulators, mobile robots and
humanoid robots.
2.9.1 Robotic Systems: Single-robot vs Multi-robot
A single-robot system contains only one individual robot that is able to model itself, the envi-
ronment and their interaction [64]. The robot in a single-robot system is often designed to deal
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Figure 2.36: Examples of drones application categorized accordingly to [6].
with a task on its own account. Such robots are usually integrated with multiple sensors, which
themselves need a complex mechanism and an advanced intelligent control system. Although a
single-robot system give have a relatively strong performance, some tasks may be inherently too
complex or even impossible for it to perform, such as spatially separate tasks. Hence, single-robot
system is spatially limited. This means that for our work of surveillance, multi-robot perform
better than just one.
On other hand, MRS contains more than just one individual robot. Those groups might be
homogeneous or heterogeneous. This brings several potential advantages when compared to a
single-robot system such as [23]:
• MRS has a better spatial distribution.
• A MRS can achieve better overall system performance. The performance metrics could be
the total time required to complete a task [65] or the energy consumption of the robots [66].
• A MRS introduces robustness that can benefit from data fusion and information sharing
among the robots, and fault-tolerance that can benefit from information redundancy. For
example, multiple robots can localize themselves more efficiently if they exchange informa-
tion about their position whenever they sense each other [67] [68] [69].
• A MRS can have a lower cost. Using a number of simple robots can be simpler (to program),
cheaper (to build) than using a single powerful robot (that is complex and expensive) to
accomplish a task.
• A MRS can exhibit better system reliability, flexibility, scalability [70] and versatility.
Robots with diverse abilities can be combined together to deal with complex task, and one
or several robots may fail without affecting the task completion.
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Table 2.4: Examples of drones application accordingly to [22].
Remote Sensing Surveillance Comm Relay
-Pipeline Spotting
-Powerline Monitoring
-Volcanic Sampling
-Mapping
-Meteorology
-Geology
-Agriculture
-Law Enforcement
-Traffic Monitoring
-Air/Ocean Patrol
-Border Patrol
-Internet
-Cellular Phone
Transport Entertainment
Search and Rescue -Cargo Transport -Cinematography
-Advertising
Disaster Response Delivery Broadcast
-Chemical Response
-Flood Monitoring
-Wildfire Management
-Firefighting
-Crop Dusting
-Package Delivery
-Television/Radio
Homogeneous robot systems mean all robots capabilities are identical. Heterogeneous robot
systems mean that robots capabilities are different. The second system trends to be generally more
complex because as the robot have different capabilities it becomes more difficult the task planning
and the compatibility between robots.
2.9.2 Multi-robot: Cooperative vs Competitive
Multi-robot environments can be cooperative or competitive. Cooperation refers to a situation
whereby multiple robots need to interact together to complete a task or increase the system ef-
ficiency. Alternatively, cooperation is the interaction between the robots, which work towards a
common interest or reward. The cooperative robots have a joint goal, which gives rise to various
sub-goals.
Competition refers to a situation whereby robots compete against each other to best fulfill their
own self-interest. Alternatively, robots with conflicting utility functions are in competition with
each other [71]. The competitive behavior is the opposite of cooperative behavior.
Cooperation examples are multi-robot exploration, localization and transportation. Competi-
tive examples are for example robot soccer leagues or chess games. In order to boost multi-robots
systems advantages, we need to find a sort of consensus, this is a decision making mechanisms so
we can optimize multi-robot systems efficiency and yield.
Robots might be selfish from the sociological point of view, because a single robot tends
to make decisions motivated by self-preservation. For instance, consider two robots moving in
opposite directions and wanting to cross a narrow passage, but where only one may cross at a time.
If the two robots move simultaneously, a congestion or collision will occur. The cooperation can
overcome group think and individual cognitive bias, and this requires some form of coordination.
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Such coordination can be achieved by communication, which is often used as a rational behavior
in multi-robot environments.
If multiple requests targeting the same resource arrive simultaneously, resource conflict will
occur. In MMRS, resource conflict arises when multiple robots need to share space, manipulable
object or communication media. To deal with this problem, we need to coordinate the robots. This
coordination can be reflected in task and motion planning.
Another conflict is communication: as previously mentioned, communication is important for
a MRS because it can help robots to be cooperative by learning information that is observed or
inferred by others. However, the communication media cannot always be shared, therefore it is
necessary for the robots to obtain exclusive access to them. The problem of communication media
sharing is often associated with bandwidth limitation. To solve this problem [72] presented a
method to evaluate control and communication strategies for a group of wireless-networked robots.
In this method, they used a network simulator [73] to handle the bandwidth limitation problem,
which took into account protocol characteristics and propagation conditions. [74] described a
distributed software control architecture designed for the control of multiple robots over a low
bandwidth communications channel. In this architecture, robots share communication bandwidth
by using the time slot (time-division multiplexing).
Other conflict types of conflicts are box-pushing problem and space sharing problem. Like
the other conflicts type researchers try to develop new architectures and optimize tasks planning
in order to avoid this conflicts and find the perfect balance.
2.9.3 Static vs Dynamic
Multi-robot coordination is the core task of MRSs. The overall system performance can be di-
rectly affected by the quality of coordination and control. Coordination can be static or dynamic.
Static coordination generally refers to the adoption of a convention prior to engaging in the task.
Dynamic coordination occurs during the execution of a task, and is generally based on the analysis
and synthesis of information. The information can be obtained through the means of communica-
tion.
Dynamic coordination can also be divided into two categories: explicit coordination and im-
plicit coordination. Explicit coordination is usually associated with explicit communication, which
is produced by a robot’s active behavior. Implicit coordination is usually associated with implicit
communication, which requires the robot to perceive, model and reason others’ behavior.
The static method can handle complex tasks, but its real time controlling might be poor. The
dynamic method can well meet the capability of real-time, but it has difficulty in dealing with
more complex tasks. As a result, the optimal solution lies between the balance of both methods.
2.9.4 Explicit vs Implicit
Communication, as a means of coordination, often emerges as a rational behavior in multi-robot
environments. In fact, the communication is a mode of interaction between robots. By this inter-
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action, on the one hand, robots can share position information, the state of the environment and
sensor data with others in the system; on the other hand, an individual robot can get informa-
tion as to the intentions, goals and actions of other robots. At [75] classified the communication
structure into three types according to the mode of interaction, which includes: interaction via
the environment, interaction via sensing and interaction via explicit communications. In [76] they
distinguished two different types of communication depending on the way in which the robots
exchange information, which includes direct and indirect communication.
Explicit communication refers to the means for the direct exchange of information between the
robots, which can be made in the form of single cast or broadcast intentional messages. Implicit
communication refers to the way in which the robot gets information about other robots in the
system through the environment. The use of explicit communication can ensure the accuracy of
the exchange of information between robots. However, the communication load of a system will
increase as the number of robots increases. This may cause a decrease in system performance
or else lead to an overall system failure in extreme cases. In using implicit communication, and
although the information obtained by a robot is not completely reliable, the stability, reliability and
fault tolerance of the whole MRS are better than in using an explicit pattern. Therefore, applying
both explicit and implicit methods in practice can make the two methods complement each other.
2.9.5 Task Planning and Motion Planning
Multi-robot planning is usually divided into two aspects: task planning and motion planning. Task
planning is primarily designed to solve the problem of which robot should execute which task.
Motion planning is primarily designed to generate the path of each robot.
In robotics, the motion planning problem involves producing a continuous robot motion from
one configuration to another in a configuration space while avoiding collision with obstacles. Mo-
tion planning is eminently necessary for mobile robots since, by definition, a robot accomplishes
tasks by moving in the real world [77].
Multi-robot motion planning (MRMP) should consider not only any obstacles (whether static
or dynamic) in the environment, but also any possible interference between robots. This is because,
when robots in a team are used to perform independent tasks in a shared workspace, each one
will become a mobile obstacle for the others. Therefore, the motion planning of each individual
robot in the team should take into account the movement of others. Even for a simple case in two
dimensions, the problem is NP-hard and not solvable in polynomial time [78]. Most of the existing
approaches to MRMP are expanded from the results of a single-robot system. Three major families
of approaches are the cell decomposition, potential field and roadmap approaches. They all reduce
the continuous motion planning problem to a discrete graph search problem by identifying some
canonical states and paths within the free space.
The cell decomposition approach decomposes the free space into a finite number of contiguous
regions, called cells. This approach is often applied for the multi-robot area coverage problem.
The roadmap approach reduces the robot’s free space to a set of one-dimensional curves con-
necting a set of nodes, called a roadmap. A typical roadmap approach is a Voronoi diagram, which
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specifies the set of all points equidistant from two or more closest obstacles. Following the Voronoi
diagram may not give the shortest path, but the resulting paths tend to maximize clearance [79].
Another roadmap approach is the probabilistic roadmap [80], which has been widely used for
robot arms in engineering and manufacturing. This method randomly generates a large number of
collision-free configurations and achieves motion planning by connecting some of them. Several
studies address multi-robot coordination based on probabilistic roadmap, but focus on manipulator
arms [81] [82].
Another probabilistic method is the rapidly-exploring random tree [83], which takes the mo-
tion planning as a tree search problem. The tree is constructed incrementally in such a way that
any random configuration in the free space is added by connecting it to the closest configuration
already in the tree.
The existing motion planning methods have their own strengths and weaknesses. Using only
one method may entail difficulties. Combining multiple methods together is more coincident with
the MRS requirements of reliability, flexibility, scalability and versatility [23].
2.9.6 Centralized vs Decentralized
In MRS, the decision making guided by planning can be centralized or decentralized in accordance
with the group architecture of the robots. The advantage of the centralized architecture is that the
central control agent has a global view of the world, whereby the globally optimal plans can be
produced. Decentralized architectures can be further divided into two categories: distributed ar-
chitectures and hierarchical architectures. In contrast to a centralized architecture, a decentralized
architecture can better respond to unknown or changing environments, and usually has better re-
liability, flexibility, adaptability and robustness. Nevertheless, the solutions they reach are often
suboptimal [23].
2.10 LSTS
From LSTS official website [15]:
The Laboratório de Sistemas e Tecnologia Subaquática (LSTS) is an interdisciplinary research
laboratory established in 1997 with researchers drawn from Electrical and Computer Engineering,
Mechanical Engineering and from Computer Science.
The LSTS is specialized on the design, construction, and operation of unmanned underwater,
surface and air vehicles and on the development of tools and technologies for the deployment of
networked vehicle systems.
In the last 20 years researchers from the LSTS have successfully fielded unmanned air, ground,
surface and underwater vehicles in the Atlantic and Pacific oceans, and also in the Mediterranean
sea. These vehicle systems implement the LSTS control architecture with the help of the LSTS
Neptus-IMC-Dune software toolchain. Neptus is a distributed command, control, communications
and intelligence framework for operations with networked vehicles, systems, and human operators.
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IMC is a communications protocol that defines a common control message set understood by all
types of LSTS nodes. DUNE is the system for vehicle on-board software. It is used to write
generic embedded software at the heart of the vehicle, e.g. code for control, navigation, or to
access sensors and actuators. It provides an operating-system and architecture independent C++
programming environment for writing efficient real-time reactive tasks in modular fashion. The
toolchain has support for Disruptive Tolerant Network (DTN) protocols.
Figure 2.37: LSTS System and Toolchain Architecture and Interaction from [15].
2.11 Conclusion
On this chapter all the variety of topics related to UAS were exposed or referred. Starting from
defining what an UAS is we exposed the history of UAS and their evolution. After, we shown the
UAV and UAS components and they key characteristics and varieties. Therefore, flight dynamics
was introduced and with it, UAS autonomy taxonomy and measuring. Finishing the technical
exposure, UAS attractive applications were presented. As result of UAS applications we leaped
into a brief discuss about the higher overall performance of UAS teams and analyze how different
multi-robots coordination sets work and compared them with each other. For last, we presented
the LSTS which is where this thesis was inspired on and where some SITL experiments were
driven.
Chapter 3
Literature Review
In this chapter a literature review will be presented. Based on the assets presented on Chapter 2
and the multi-agent area coverage systems we want to implement all the relevant researches made
on the topic will be briefly summarized.
We will start by defining surveillance, area coverage types and strategies. Next, we will talk
about in area decomposition methods for sharing the work load and the area responsibility among
all the agents in the system. Then, we will summarize the work developed in the different systems
field, the non-Communicative area coverage and the communicative area coverage. As last we
talk about related works and summarize the chapter.
3.1 Surveillance
Accordingly to [24] surveillance its by definition the monitoring of behavior, activities, or other
changing information for the purpose of influencing, managing, directing, or protecting people.
Surveillance activities are often used by governments for intelligence gathering, prevention of
crime, the protection of a process, person, group or object. It is also used by business and civilians
to gather intelligence, to patrol industrial facilities, plantation or agricultural fields. Applications,
such as environment monitoring, search and rescue, precision agriculture and surveillance, may
benefit from this usage of UAS with on board sensors for spatial coverage [84] [85] [86] [87].
Furthermore, to patrol it is also one surveillance technology and accordingly to [63], patrolling
can be defined as the act of walking or traveling around an area, eventually at regular intervals,
in order to protect or supervise it. In general sense, it may involve the task of visiting selected
places in a given area in order to assess the state of the environment in relation to the presence of
intruders or the occurrence of unforeseen events.
Despite there are other kinds of surveillance strategies. Classic area covering, monitoring and
exploring are our priority. Most of the works referred on this chapter include their own point of
view of what surveillance task is. However the main definition is exposed above.
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3.2 Area Coverage and Area Partitioning
The purpose of area coverage in UAS is to sense a region of interest with equipped cameras or
other type of sensors. The agent may take a video or pictures of an observed region to provide
efficient overview to a base station [88].
Most of area coverage proposals using multi-drones team rely on cooperative operation archi-
tecture because they enhance the overall performance of the tasks [89] [88] [90]. If the agents can-
not monitor all the terrain at all time, they must visit the target area periodically. This means that,
accordingly to [91], we can have two different methods to surveil the target, a coverage-oriented
patrol or on-demand patrol. The [91] work, involves visiting all target points as frequently as
possible, while the latter involves monitoring target points to detect an intrusion by any detected
event.
When the number of agents available is not enough to spread over the region, the agents have
to perform area coverage non-communicatively. However when there are enough agents to entirely
cover the region of interest, MANETs can be applied and communication is possible [88].
In area coverage without communication, the task for each agent is subdivided disjointly. In
this kind of coverage each agent complete is task by sweeping and sensing its assigned region
preferably efficient and quickly as possible. This is done by successive back and forth movements.
Once sharp turns require big deceleration and accelerations they are the main responsible for
energy and time consumption[88] [17] [92]. Despite the rotary-wing UAV perform better on these
sharp turns because of their flight dynamics are more flexible, fixed-wing UAV can achieve higher
flight speed performing the back and forth movements quicker. The point here is that, for large
areas and wide turns, FWUAV usually are more suited for the task. For small areas and sharp turns
rotary-wing UAV generally perform better [93] [94] [95].
In area coverage with communication, the agents can communicate between themselves and
to the base station. The agents are positioned such that the base station, or commonly referred as
"depot", and all the agents on the area stay connected during the mission. Each agent senses it
own region and sends the data back to the base station and/or to neighbor agents. This method
allows surveillance to be persistent since each agent just surveil one specific region. Drawback is
that these strategies requires a large number of UAV when compared to other methods [88].
3.2.1 Non Communicative
On non-communicative area coverage problems, comprehensive recent surveys of methods can
be found in [96]. On large majority of them, the region of interest is decomposed into cells that
must be visited and covered. One mark in this topic is the work of [97], where a method of exact
cellular decomposition dedicated to coverage task is made. This method divides the space into
convex regions that must be covered by sweeping movements. Also, the cells are modeled in an
adjacency graph in which edges represents the existence of a common boundary between the two
cells. The area planning in then made by solving first the graph sequence and then sending to the
UAV the cells sequence.
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In [98] the author adapted the method from [97] to work on smooth and polygonal areas. In this
work, instead of searching for edges and vertices like in [97], the algorithms looks for connectivity
changes. Further on, [99] used the previous referred method and improved it by describing each
cell as narrow or vast, being the behavior of the algorithms slightly different from cell to cell. In
these works the only optimization is done on the path sequence. However like referred on last
section 3.2, by choosing the correct line sweeping direction we can drastically reduce the energy
used on the path. The right angle to perform the line sweeping movement on any polygon area was
developed by [17] and [92] goes even further proving that, for UAV, a path with less turns is more
efficient in terms of route length, duration and energy. In [100] the target area was partitioned into
convex polygons and each one of these polygons was assigned to an UAV. In these cells the path
was optimized by using the work of [17] to follow the right angle of line sweeping direction.
Additionally, [101] presented an alternative approach by presenting an area coverage strategy
that combines the ideas of cell decomposition of [97] with the optimal line sweeping of [17] and
[92]. Thus, the author uses a graph representation where the cells are graph edges, and which the
solution consist in the so well known Traveler Sales Person (TSP) problem. Where the objective
is to minimize the distance that the traveler needs to do visiting every edge at least one time. Off
course this work was a perfect synergy with [100] once the use of multi-drones reduces the time of
the mission by reducing the workload for each agent and by the capability of drones to compensate
the work of others in case of malfunctions or downtimes. Following this vision, a optimized non-
communicative area coverage can be considered as a vehicle routing problem, like shown in [102],
[103] and [104].
As last, the work on [105] and [106] goes more deeper on multi-UAV path planning using
TSP problem resolution philosophy alongside with work [92] and using sensors faced downwards
taking into account different resolutions an also temporal coverage of points of interest, modeled
as graphs. On [80] the author consider for this kind of coverage the existence of different ground
stations which mean different launch points of UAV, where he tries to minimize the longest tour
performed by every UAV, resulting in the minimization of total mission time.
UAV technologies, obtain a series of overlapping or non-overlapping aerial images from the
ground where these images are usually post-processed for the extraction of desired information. In
this context, efficient UAV path planning algorithms are of great importance, since the operation
time, costs and the quality of the information extracted from the images are directly related to the
quality of such planning.
3.2.2 Communicative
Communicative area coverage, have the same basic principles as the non-communicative area
coverage fundamentals. Most of the works where area partitioning, reduced path distance, until
a certain waypoint, cells, area attribution for each agent occurs; are from extreme importance
and utility on communicative area coverage strategies since the main task is the same as the non-
communicative strategy, to surveil a region of interest [89] [88].
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However, communications plays a much more important part in the overall operation of an
UAV. Communications gives more robust area coverage algorithms. It allows a base station to
know the location and state of each agent, being able to obtain images from the observed area in
real-time using wireless communication system. This is useful, especially if the data is critical and
time-sensitive.
In this type of area coverage the use of MANET offer a way to maintain connectivity between
the agents by using radio frequency technologies. This is very useful once it doesn’t require
any pre-installed infrastructure to operate [88] [107]. With this, UAV nodes can be dynamically
located into arbitrary and temporary network topologies. These networks provide the most mobile
and least purpose-specific type of wireless and ad hoc networks [108]. They are meant to provide
immediate connectivity However, as it uses wireless communication as a medium, characteristics
such as high bit error rate, path loss, weak signal strength, delay, interference and penetration loss
problems should be considered when using this area coverage strategy [88].
In the common communicative area coverage, the purpose is to place a certain number of
nodes such that a region of interest is completely covered and all the nodes and base station can
communicate. The nodes placement can be classified into static positioning and dynamic position-
ing schemes. In static positioning, the placement of the nodes is determined by the base station
before a task begins. These UAV nodes will go to the predefined locations when the task begins
and will stay there. In dynamic positioning, the placement of each UAV is determined during the
task. This is done by algorithms based on current positioning and their neighbors positioning,
communication range, sensing range and area of interest. This last strategy has the advantage
of agents reposition themselves in case of one or more missing nodes in the region, being fully
autonomous.
For this area coverage to be possible, theres a minimum number of agents and for this, works
like [109] where the region of interest is subdivided using identical clustering cells with no over-
laps between the cells are needed to understand our agent requirements. These clustering shapes
are commonly the UAV footprints and can be a circle, square or hexagon. The circle shape is the
most natural cluster because coincides with the shape of radio transmission range. Ideal shape
for a clustering is the one that tessellating cells are adjacent to each other without any hole or
overlapping areas. The shapes with these properties are triangles, squares and hexagons. However
sensors, like cameras, cannot have these footprints, resulting in overlapping images or holes in the
coverage. In terms of number of agents, for this coverage, it depends mainly on the sensing region
of each agent and the area and shape of the region to be covered. As seen in [88] and [17] equal
areas may require different number of agents due to region shape.
The works in [110], [94] and [111] propose dynamic communicative area coverage algo-
rithms based on peer-to-peer algorithms just like the equilibrium of molecules denominated by
Distributed Self-Spreading Algorithm (DSSA) [110]; based on Voronoi decomposition, denomi-
nated as VD-Based deployment Algorithms (VDDA), being the large majority of the researches
developed on this field based on this algorithm [94]. There are also other algorithms based on
centroid schemes [111].
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As summary, area coverage over a planar region has been studied extensively when the sensing
patterns of the agents are circular and big advances were made in works [89], [112] and [113].
Despite other sensing patterns like mentioned before.
[114], [115], [116] and [117] works use a based Voronoi or similar partitioning of the region of
interest and use a distributed optimization for communicative area coverage. On [118] and [119]
authors go further by adding model predictive control, or in [120] by applying game theory to the
method. There is also significant work about other sensing patterns like in [109], [121], [122] and
[123]. And even other jobs that explore area coverage algorithms avoiding Voronoi partitioning
like the ones in [19] [124].
Both convex and non-convex domains for region of interest shape, have been also studied on
literature [125] and [126]. Further on, more researches focused on Multi Aerial Vehicle (MAA)
need to be highlighted in the context of this work. Like the researches of [127], [128], [129]
and [130]. Mostly based on Voronoi tessellations, some developments were achieved with MAA
area coverage algorithms when adding cameras to the surveillance technology, just like applied in
[131]. Drawback on all of these researches is that, there was no limit to the allowable height that
can be reached by an agent, and in the cases where overlap exists, is considered an advantage for
covering all the area instead of getting a high quality image of the region of interest.
3.3 Related Works
3.3.1 A decentralized strategy for multi-robot sampling/patrolling: theory and ex-
periments
This work presents a decentralized coordinated strategy for a multi-robot surveillance mission.
The surveillance mission in this work is interpreted as a sampling problem ( a problem where we
want agents to explore or go into certain region and take some data from that specific region). On
this work, several realistic constraints and the time/spatial variance of the information were heavily
taken into account. Furthermore, the work made use of Voronoi tessellations for decomposing the
area to be explored and Gaussian processes to define which regions inside the region of interest
were more relevant. Adding to each coordinate on the region an associated importance weight. In
the end, each robot, based on local information, defines its next point to visit accordingly to the
objectives imposed. Also on this work several numerical simulations and experiments involving a
team of robots were mane in order to confirm the proposed method [63].
3.3.2 Area Coverage Algorithms for Multi-agent Surveillance Tasks
In the thesis [88], algorithms for area coverage in non-communicative and communicative surveil-
lance tasks using a team of UAV was applied. Theoretical scenarios were simulated, and in those
scenarios, different methods were studied in the context of communicative or non-communicative
algorithms. In the non-communicative method, the UAV agents sweep back and forth over a re-
gion of interest to cover the area. The polygon which defines the area of interest is decomposed
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and many different ways are presented. The algorithms for this scenario had one constraint which
was that the base station could be only one and the UAV need to start in the base station.
In communicative coverage, methods and algorithms for static node positioning and dynamic
node positioning were presented. The algorithms for dynamic node positioning were applied to
assist a situation where the nodes are at the predetermined location from static positioning, but
there is one or more missing nodes in the region to be covered because of malfunction or just
battery dead situations. The results and analysis were then made testing which algorithms boosts
the coverage performance [88].
3.3.3 Multi-UAV Routing for Area Coverage and Remote Sensing with Minimum
Time
In the work in [18], a solution for non-communicative area coverage situation is presented with
the optimization of time and guarantee of using the minimum number of agents in the shortest
time possible. In this work, for solve the problem of area coverage with minimum time coverage
of ground areas, a team of drones equipped with sensors and cameras facing down was used,
although it has the flexibility to use another kind of sensors. The solution proposed on this work
was divided into distinct parts. The first one was to model the task as a graph whose vertices
were geographic coordinates determined in such a way that a single UAV would cover the area in
minimum time. The second was solving a mixed integer linear programming problem, formulated
accordingly to the graph variables defined in the first part, to route the team of UAV over the area.
The main contribution of this work and methodology when compared to primitive researches
and solutions for this problem is that this work solves some practical problems encountered only
on real tests like the setup time, this is, the time that the operator takes to prepare and calibrate the
drone to fly. To demonstrate the contributions made by this methodology simulation and tests are
shown to prove that this area coverage algorithms for long areas or small number of agents works
and its optimized [18].
3.3.4 Collaborative visual area coverage
In [16] the problem of visual area coverage using a MANET is presented. Each UAV is assumed
to be equipped with sensors facing downwards with a conical field of view which covers all points
withing a circle on the ground. The diameter of that circle is proportional to the altitude of the
UAV, this is, the efficient area covered by each UAV is proportional to its altitude. In this work, a
quality function is defined and determines that the coverage quality decreases with altitude. Then,
a distributed control law that maximizes a joint coverage-quality criterion by adjusting UAV spatial
coordinates was developed. As last in this work, simulations were made to prove the statements
and methods mentioned before. This work is a perfect example of a communicative area coverage
method [16].
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3.4 Conclusion
In this chapter 3, the literature review was made by defining each problem and situation where our
thesis supports. The literature review made aims to refer the works developed in the area, forming
this way a state of the art of the problem we want to solve. For that, we started by defining
what surveillance was and how we could do it with the use of UAV. Then, we shown what area
coverage problems are and which solutions are proposed, for specific methods or, just for general
area partitioning. Then we explain the work made on last researches about non-communicative
area coverage [18], trying to implement a sort of chronological evolution. The same was made
for the communicative area coverage [16] strategies. For last, four related works were presented
(essentially [18] and [16]). In those works the authors developed methods in which this thesis
supports and gets the information necessary to be done. As title of example, in Figs 3.1 and 3.2
examples of non-communicative method and communicative method in a multi-drone concept is
showed.
Figure 3.1: Example of Non-
Communicative Area Coverage (Mission
planner GUI).
Figure 3.2: Example of communicative
Area coverage (MANET).
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Chapter 4
Problem Formulation
In the context of surveillance, drones are the disruptive technology that will change in a very near
future the way we control our crops, monitor fields or just secure an area. For that to be possible,
we still have some challenges to solve in order to release the full potential out of the use of UAV.
One of those challenges is a way to deal with the UAV short flight times, especially for the
smaller ones once they are powered by a Li-po battery. The short flight time we have on average
drones, approximately 30 min, is a big constraint on area coverage methods and must be taken
into account. One solution for this problem is for the drone to detect his battery levels and return
to base station autonomously to recharge.
The second challenge is the number of available UAVs. Most of the times due to the lack of
budget, or simply the capacity to control a large number of UAVs at the same time, makes it hard
to develop a method to surveil the area of interest persistently, accurately and with good quality.
Other challenges we have to face when we want to implement an area coverage algorithm
based on multi-UAV cooperative work are the need for a pre-existent infrastructure for communi-
cation or the range limitation since we may not have enough drones, operators or battery to cover
completely the area of interest.
Another challenge of implementing a way to accurately cover a region of interest is the cov-
erage quality, this is, the image quality of the area we are covering. Commonly the region image
definition of what its beneath decreases with height.
The scope of this work is to present methodologies and technologies of surveillance using
multi-UAV systems. In order to fulfill that objective, an area coverage problem is taken into
account, and different methodologies are applied to solve, depending on the conditions, as best as
possible. In an area coverage problem, we can have many different situations such as the region
of interest’s shape, the area of the region, workload division, tasks, among others.
For this, in this thesis, we will assume a convex area to be surveilled by a team of drones. The
objective is then to answer questions such as what maneuver, which UAV system, what methodol-
ogy and whats the best solution for the asked questions.
Moreover, for each method, the non-communicative and the communicative, different assump-
tions are made relying on these methods specification. Thus, on coming sections, we will present
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the problem and assumptions for each of them.
4.1 Non-Communicative
When the number of agents available is not enough to cover the area persistently, this is, constantly,
a non-communicative preplanned coverage, using back and forth movements, has to be done. In
other words, offline path planning. In that strategy, it is assumed that a group of N drones have the
mission to cover, as quickly as possible, a polygonal convex area represented by P vertices in ℜ2.
If a non-convex area is to be covered, it is assumed that P is the convex hull of the area of interest.
In these assumptions, we want to make the path quickly as possible because if we do this path
systematically we will be able to monitor each area more times per time frame. Also, the UAV
can be a FWUAV or a rotary-wing UAV. Although the FWUAV perform better for long distances
because they usually achieve higher speeds, they are less flexible in turns like explained in Chapter
3. However as long as the turns are wide and not sharp, FWUAV perfect suit this kind of maneuver
[93] [94] [95].
Also, it is considered that the maximum flight time for each drone is finite and well known.
Each drone is equipped with an on board camera facing downwards. The mission of this drones
on this coverage is to sense the entire region specified by P. The flight altitude is constant through
all mission so the observation of the region of interest is uniform and the battery consumption is
minimized. We also assume that all drones are homogeneous.
Related to the operation, we assume the necessity of a setup time before each drone set flight.
This setup time is referred to the time wasted by the operators to prepare the drone while the
mission is executed. This assumption is very useful once it is an issue that occurs in every practical
experiments when launching a team of drones to set flight.
Given this, the specific problem we are dealing in this method is divided into two parts. In the
first part, we want to discover the number of drones required to perform the coverage in minimum
time. This happens because if we just have one operator to launch several drones, their setup times
stack and the task may not be optimized. So, we want to discover the number n≤N that minimizes
the objective function, minimizing the time taken to cover the area represented by P.
In the second part, we need to share the coverage jobs among the drones, this is, specify the
paths so that the mission is done in minimum time. The fact that we have setup times and the
drones are not launched all at the same time unless we have one operator for each drone, makes
the work not being divided equally among all drones. The solution for this method problem is
presented in Chapter 5 [18].
4.2 Communicative
Given a certain area to cover, and preferentially enough drones to cover all the area, a communica-
tive area coverage method can be applied, relying on drones swarm behavior for a real-time full
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coverage. If the number is not enough and we still want to implement this method the percentage
of covered area will decrease.
In this method, we assume A as a convex polygonal area inℜ2 requiring surveillance. We also
assume that the group of drones is already positioned in the area, excluding the job of making them
going until there. Inside the area of interest, each drone is characterized by a spatial coordinate
defined as Xi = [xiyizi]T , i∈ In where In = {1, · · · ,n}. We also consider the vector fi = [xiyi]T , fi ∈A
to simulate the footprint of the sensor of each drone over the planar region. The altitude is not
constant once in this coverage we aim not only to cover the area but also to have coverage quality.
This implies, a band of altitudes defined as zmini and z
max
i , being z
min
i < z
max
i and zi ∈ [zmini ,zmaxi ], i ∈
In, where zi is the altitude of each considered drone. It is assumed that zmini > 0,∀i ∈ In in order
to avoid crashes on the ground. If the field has obstacles they need to be known in advance so
the minimum altitude is higher than the obstacle height. It is also assumed that the maximum
altitude is limited by maximum communication range to the station. Note that minimum altitude
and maximum altitude are the same for every drone in this coverage method.
On this problem, we also assume simplified dynamic models, being each drone approximated
as a point of mass, resulting in the kinodynamic model
f˙i = ti, f fi ∈ A ti, f ∈ℜ2 (4.1)
z˙i = ti,z zi ∈ [zmini ,zmaxi ] ti,z ∈ℜ (4.2)
where [ti, f , ti,z] is the ’thrust’ control input corresponding for each drone, in this case, modeled
as node.
Identical to the offline path planning method in the previous section, the drones are considered
homogeneous and with sensors, in this case, cameras, pointing downwards, being the camera
sensing pattern considered conic despite can have other patterns (usually cameras have square
footprints as it is gonna be seen in some experiments). Thus, the region of A sensed by each drone
is a disk (in the case of a conic pattern) defined as
Csi (Xi,a) = { f ∈ A : || f − fi|| ≤ zi · tan(a)} i ∈ In (4.3)
where a is half of the angle of the sensing cone. In Eq. 4.3 we can see that the covered sensing
region are all the points within the radius of zi · tan(a), being the covered sensing region directly
proportional to the altitude of the drone and the angle of vision of the camera used. We can also
see in Fig. 4.1 that the higher the altitude of a drone the larger is the area from A surveyed by the
drone’s camera.
However as said before, in this coverage method we also aim for image quality, that way
we assume that each drone has a quality coverage function q(zi) : [zmin,zmax]→ [0,1] which is
dependent on the drones altitude constraints. The coverage quality of drone i is assumed to be
uniform throughout its sensing region Csi . The higher the value of q(zi), the better coverage quality.
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Figure 4.1: Multi-drone area coverage concept [16].
It is assumed as common sense that the higher we are the worst is the image quality we have, since
each pixel will represent a larger distance than when at lower altitudes. This coverage quality will
be further explained with more detail on Chapter 5.
For last, it is assumed that each point f ∈A has an importance weight assigned via a space den-
sity function φ : A⇒ℜ+, encapsulating any a priori information regarding the region of interest.
Resulting in a final quality objective function designed as O, where
O≡
∫
A
maxi∈Inq(zi)φ( f )d f . (4.4)
The solution for this problem is further explained on Chapter 5, at the Methodology.
4.3 Conclusion
In the first problem, where it is assumed that the drones are not enough or the area is to large to
be covered in real-time, we want to design a control strategy (under the assumptions mentioned
above) such that the route assignment for each drone leads to the minimization of total time taken
to cover the area.
In the second problem, where it is assumed that the drones are enough to cover the area, we
want to design a distributed system where area covered and quality of that coverage itself are
maximized through a joint coverage quality criterion.
Chapter 5
Methodology
On this chapter we will provide our methodology to solve the problems defined in Chapter 4 which
are coverage problems using multi-drones with different approach and methods. From the works
of [18], [16], [88], [89], and all the other researches highlighted in Literature in Chapter 3, our
strategy for solving the problem of covering the area using a group of drones was split in two
different methods.
With a non-communicative offline strategy we first decompose the area to see what is the
optimized path direction to execute the line sweeping movements, then we transform the solution
of the paths creation into a TSP problem, which is a vehicle routing problem, and then we see
what is the path for each drone that minimize the total time of the mission, that is, minimize the
objective function. As last, we expose how the algorithm implementation works.
With the communicative collaborative visual area coverage strategy we divide the problem into
several issues. First we address the coverage quality function and how it works, then we expose
how the area of interest is partitioned, in this case with no predetermined cells. Then we explain
the distribution of the region of interest for each drone and the cooperative behavior of all agents.
For last, we show how we maintain altitude control and stability and how the global algorithm is
implemented.
5.1 Non-communicative Strategy
As said before, the strategy adopted to solve problem proposed in Chapter 4 section 4.1 is divided
into two parts. In the first part, we decompose the area to be covered as a group of rows similarly
like the method proposed in [17]. These rows will be posteriorly be modeled as edges of a graph
for solving a mixed integer linear problem, called TSP. From there we obtain the best routes for
each drone to follow in order to minimize the time of the operation.
5.1.1 Area Search
We assume that in this type of coverage the drones will fly over the region of interest executing
back and forth movements, like a lawnmower, in rows perpendicular to a given sweep direction as
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shown in Fig. 5.1. While following the rows, the drone is leveled, this is, the camera is pointing
down and the image is good, however at the end of the row, when making the curve to return to the
area, the camera is not pointing down. Furthermore, as explained by [17], the amount of turns is
directly related to the time of coverage of the region. Therefore as suggested by the same author,
the first step of the area decomposition method is to find the optimal direction of coverage, which
is perpendicular to the smallest height of the polygonal area. In this direction, the area can be
covered with a smaller number of rows, thus with a minimum amount of turns. This behavior can
also be observed in Fig. 5.1. As proven in [92] and on Chapter 3, a path with less curves is a more
efficient path in terms of route length, duration and energy. Note that this rule only apply when
the wind is negligible.
Figure 5.1: Coverage strategy applied on this method of area coverage. In this case, a rectangular
area is covered by the use of a back and forth movement along lines perpendicular to the sweep
direction. Notice that the number of turns made by the drone in while covering the area is directly
related to the sweep direction. Right movement (left figure) reduces drastically the time once the
turns are where the energy consumption and time taken is higher [17].
In order to find the optimal direction of coverage for any given polygon, as [17] suggested, we
need to make a search on the polygon (area to surveil) and rotate him over a surface in order to
check when its height is smaller. In Fig. 5.2 we can see better that how rotating a certain polygon
over a surface affects the diameter function. In this case, we want the diameter function to be as
low as possible, which means that we want the height of the polygon to be reduced to its minimum
[132].
Figure 5.2: Example of diameter function in a rectangle polygon from [17].
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Note that to create this diameter function we need to focus in one fixed point that could be for
example one vertice, then the size of the edge that connect that point to the rotation surface will
represent the height of the diameter function. As shown in Fig. 5.3, the polygon is rotated over a
surface, and its height is measured. The best orientation is the one that yields the smallest height,
this is, the minimum of the diameter function. This minimum height is represented by hmin.
Figure 5.3: Search for the optimal direction of coverage. For that, we need to find the smallest
height for the polygon, which means the minimum diameter accordingly to [17] from [18].
Once the optimal sweep direction is found, this means, after the optimal angle of rotation is
found is possible to distribute the rows over the area to cover. The rows will have an inclination
perpendicular to the optimal sweep direction angle like previously mentioned in this section.
The distance between each row has to be enough to cover all the area without any holes or gaps
in the coverage. As we defined on Section 4.1, in our approach the distance between two rows is
chosen as a function of the footprint of the on-board camera on the ground. Assuming that the
drone camera is leveled with the ground, we can obtain the distance between the rows based on the
width of the image sensor, represented per l, the focal distance of the camera’s lens, represented
per f , both in millimeters which is the most used unit for camera’s characteristics. More, the
distance between the camera and the ground, represented per H (flying height), in meters, it is
possible to compute the width of the coverage area covered by the drones sensor, which is the
camera’s footprint on the region of interest, represented per L, in meters as well as [18]:
L = H
l
f
(5.1)
To understand, how we get Eq. 5.1 we have Fig. 5.4, where the variables referred before are
represented and the interaction between them as well.
Thus, the number of rows needed to cover the area is equal to Eq. 5.2 and the distance, in
meters, between two rows is on Eq. 5.3. Where hmin stands for the polygon minimum height
(lowest diameter function value) and, where s represents the percentage of image overlapping
between the rows which means that s ∈ [0,1] where 0 is the limit where image overlapping is 0%
and where 1 represent 100% of overlapping images, which is in practical useless in our approach.
In our case, minimum overlap reduces the number of rows, decreasing coverage time, covering
redundancy and being more efficient in terms of energy consumption.
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Figure 5.4: Relation between the drone camera and the area covered by that drone when leveled
with the ground from [18].
Rl = [
hmin
L(1− s) ] (5.2)
dl =
hmin
Rl
(5.3)
Knowing in advance drone camera specification, desired lane overlap, flight altitude and area
of interest to cover we can determine optimal sweep direction and the number of rows. But we
still have to plot those rows with coordinates in order to sent flight instructions for each drone.
For that, we assume that the polygon that represents the area to be covered is rotated in a way that
the optimal direction of coverage is parallel to the x axis of the global reference frame, being the
coverage rows defined by two planar points (x,y) with identical y coordinates given by:
yi = i×dl− dl2 i = 1, ...,Rl (5.4)
and x coordinates defined by the points where the horizontal straight line with coordinate yi inter-
cepts the borders of the area to be covered. Once the points are computed, they are rotated back
to the original orientation. This way we can simplify the application of coordinates to the rows,
so drones can receive the coordinates to follow. If desired this coordinates can use an own metric
system or GPS if thats the case.
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5.1.2 Formulation of TSP problem
Once obtained the coordinates of the rows, we transform the back and forth movement problem
into TSP problem in order to see whats the best path to follow by each drone. For that, the
extremity points of the coverage rows, along with the coordinates of the base station (place where
the operator will launch the drones and also defined in advance), which can also be called depot,
are modeled to be a set of nodes V of a graph G = (V,E) where V are the rows coordinates and
base coordinates and E are the edges that represent the path between those points. Each node
of the graph G is then numbered in order such the number 1 is the base node and the others are
numbered in row order as shown in Fig. 5.5. At the end, each coverage row is associated with
subsequent even and odd nodes. The edges E in graph G represent all the possible routes between
the rows and base, this is all the lines connecting the nodes, creating this way the TSP problem.
Each edge is a path, a set of edges is a route. In Fig. 5.5 we can see an example of the full graph
representing the coverage problem [18].
Figure 5.5: On the left, theres the polygon that represents the area to be covered, the start represent
the base or depot, and the dots in the area represent the rows that need to be followed in order to
patrol all the area. On the right, we have a transformation of the coverage problem on the left side
to a graph of a TSP problem where the nodes represent the base and the interception of the rows
with the area and the edges represent all the path between nodes. From [18].
Now we just have to write this problem in such way we can solve him. The mathematic
representation of this graph G is an i× j cost matrix C whose elements, Ci, j, are given by the
Euclidean distance between the spatial coordinates of nodes i and j, being this way modeled for
any coordinate system, for example, GPS coordinates. Its important to highlight that C is time
invariant, symmetric and its elements satisfy the triangular inequality [18].
5.1.3 Path Attribution Strategy
Once the graph associated with the region to be covered is created, the problem coverage can be
treated as a TSP problem. In this class of problems, a set of customers must be visited by a set
of "sellers", in this case, a set of points to cover need to be visited by drones. For that, the graph
nodes will be the points to be visited and the edges the weight associated paths for the drones
to reach those points. Without loosing the focus of the real coverage problem we need to define
the TSP problem objective function and constraints such that the solution of the TSP problem is
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actually the solution for this area coverage strategy [18]. The desired solution is a set of routes
for drones to follow in order to minimize the total time of the mission. Allowing this way more
surveillance per time frame. On a classic TSP problem which is a NP-hard mixed integer linear
problem, before we compute to obtain the optimal solution we need firstly to define, the variables,
secondly the objective function and lastly the problem constraints itself.
The variables and constants, that constitute this mathematical formulation of the coverage
problem are [18] [133]:
• Variable Ci, j is the cost matrix of the path between the nodes i and j. In this case, the cost is
measured as the distance between node i and j.
• Variable Xki, j is the binary variable with Xki, j ∈ {0,1} that indicates whether or not the drone
k is going to fly between the nodes i and j.
• Constant Ski, j is the flight speed of the drone k between the nodes i and j.
• Constant ts ∈ℜ is the the setup time. This is, the time that an operator takes to prepare the
drone to set flight.
• Constant Lk is the battery duration of drone k given in advance.
• Constant n ∈ℵ is the number of drones used in the mission.
• Constant N ∈ℵ is the number of drones available for the mission.
• Constant O ∈ℵ is the number of drone operators.
• Constant V ∈ℵ is the number of nodes (or vertices) of the graph.
• As last, constant dk ∈ℵ represent the extra time necessary to launch the drone k.
Based on the variables and constant defined in the last itemization, the time spent by each
drone k to fly its route is mathematically represented by:
Tk =
V
∑
i=1
V
∑
j=1
Ci j
Ski j
Xki j +dk (5.5)
As, in our coverage problem, we want to minimize the total time of the mission, we need to
minimize the time of the longest route among the routes of all drones to accomplish the objective.
This way, our problem transforms into a min-max problem in which we want to minimize the
maximum of Tk. The only way to transform our min-max problem into a linear problem, is by
introducing an extra variable λ , which represents the longest drone route. The basic optimization
problem, which is the Objective function is then written as [18]:
min(λ ) (5.6)
5.1 Non-communicative Strategy 57
subject to
V
∑
i=1
V
∑
j=1
Ci j
Ski j
Xki j +dk ≤ λ k = 1, ...,N (5.7)
where,
ts[
k
O
]
V
∑
j=1
Xk1 j = dk k = 1, ...,N. (5.8)
As shown previously, constraint in Eq. 5.7 accounts for the individual cost of drone k. This
corresponds to Tk. By defining this constraint along with the objective function in Eq. 5.6 using
variable λ , we are acting as a linear version of the min-max problem, where the maximum cost
among the ones of all drones must be minimum. By doing this, we are, in practice, minimizing
the time taken to cover the complete area of interest [18].
In Eq. 5.7 and 5.8 the term dk accounts for the setup time which is an extra cost (time)
that corresponds to the time spent by an operator O to prepare and launch the drone. This is
an important feature once its one of the main contribution of this algorithm proposed by [18]
because, if we only have one operator for all the team of drones, each drone will have the extra
time dk which will be cumulative. For example, if we have two drones but only one operator, while
the first drone is being prepared to be launched the second drone is doing nothing, waiting to be
launched. Note that Eq. 5.8 ,cover all possibilities and that dk is null if the drone is not used, once
Xk1 j is zero, meaning that drone k did not leave the base station at all (represented as the node 1
like referred previously). Further examples and exploration of the constraint imposed by the Eq.
5.8 can be seen in literature [18]. Notice that this constraint is also why all the M drones may not
be necessary in order to obtain the best solution because they have the extra time of being set up.
In the case, we have as many operators as drones, or simply the technology allows drones to set
flight autonomously once they receive instructions, then they wont have ts or it will be negligible
and the function will directly vary to the number of drones.
To complete the optimization problem and to successfully solve the offline non-communicative
coverage problem presented in Section 4.1 through a TSP problem we need to incorporate other
constraint into the basic problem. The constraints are defined as:
V
∑
i=1
V
∑
j=1
Ci j
Ski j
Xki j ≤ Lk k = 1, ...,N (5.9)
N
∑
k=1
V
∑
i=1
Xki j = 1 j = 2,3,4, ...,V (5.10)
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V
∑
i=1
Xkip−
V
∑
j=1
Xkp j = 0 p = 1,2,3, ...,V k = 1,2,3, ...,N (5.11)
ui−u j +V
N
∑
k=1
Xki j ≤V −1 i, j = 2,3,4, ...,V ui, j ∈ Z (5.12)
N
∑
k=1
Xki,i+1+
N
∑
k=1
Xki+1,i = 1 i = 2,4,6, ...,V (5.13)
N
∑
k=1
Xki,i+1 =
N
∑
k=1
V
∑
j={1,3,..}\{i+1}
Xki+1, j i = 2,4,6, ...,V (5.14)
N
∑
k=1
Xki,i−1 =
N
∑
k=1
V
∑
j={1}∪{2,4,...}\{i−1}
Xki−1, j i = 3,5,7, ...,V (5.15)
N
∑
k=1
V
∑
j=1
Xk1 j = n (5.16)
n≤ N (5.17)
Eq. 5.9 limits the maximum time of flight of drone k by its battery duration Lk. We neglect
in this method that the drone’s battery decreases while is being set to fly and that the the charge
decreasing does not happen. This way, the time of flight for each drone is simply Tk−dl , accord-
ingly to Eq. 5.7. It is important to alert that the constraint devised in Eq. 5.9 can make the problem
infeasible once the battery might not be enough if the area is to big for the drone speed and time
flight time to short. Being in this case, the only solution available to increase the number of agents.
However, there are situations where the methodology has to be changed from the root in order to
have a solution. One less practical solution is to simply acquire better drones.
Constrain in Eq. 5.10 enforces that each node, in exception of the base (node 1), is visited by
only one drone, avoiding redundancy. On the other hand, constraint in Eq. 5.11 guarantee, that the
drone that arrives at a given node is the same one that leaves the node. Otherwise, the coverage
would simply not work.
To enforce that each drone path starts and ends at the depot (node 1) and to eliminate internal
cycles, a standard sub-tour elimination constraint based in [134] is represented in Eq. 5.12.
The constraint in Eq. 5.13 was designed to make sure that the TSP problem will make the
drone cover the area modeled as the graph G. On this equation, each drone, having visited one of
the nodes of a coverage row, must visit the other node of that row. This is possible to be designed
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and expressed like that due to the way we numbered the nodes. We can clearly understand it if
we give a look at the graph example present in Fig. 5.5. The numeration scheme of nodes applied
in Eq. 5.13 forces the drone that visit an even node also visits the next odd node. Furthermore, a
drone that visits an odd node must visit the previous even node. Thus, this is essential to make the
TSP solution an actual area coverage solution.
In order to avoid drones crossing areas following edges that are not parallel to the coverage
rows, two constraints are added to the optimization problem. These constraints are present in Eq.
5.14 and Eq. 5.15. On these equations, the drone avoids executing sharp turns and also photos
from being taken in different directions.
In Eq. 5.16 and 5.17 in opposition to [134] guarantee that the number of drones is the optimal,
this is, the number of drones is chosen accordingly to the minimization of λ [18].
It is expected that computing the objective function 5.6 and constrains in equations 5.7-5.17
would give us the solution where the minimum number of drones would follow the shortest pos-
sible paths, covering in minimum time the area of interest. However, although the mission time
will indeed be minimum, the objective function does not explicitly take into account the number
of drones, which may cause the computed solution to consider a number of drones that its not op-
timal. Moreover, our problem minimizes the longest path in terms of mission time, once the best
path is found, there is no way to be sure that the paths for the other drones are optimized. To make
sure that the optimal solution is absolute and not the local optimal solution one strategy is devised
[18]. The strategy to generate an optimal global solution for all drones paths and number of drones
used, independently of parameter choices, is using an iterative solution that consists in solving the
problem more than once. On the first iteration, the original graph is used and the problem is solved
as previously. Then, on the second iteration, we remove the longest path which is already opti-
mized and optimize the second biggest path and do it recursively until all the nodes are removed
(except the base). Obtaining this way the best solution possible for the area coverage throughout
this method. It is also guaranteed that with this solution, our primary objective is optimal which is
to minimize the cost of the route of the highest cost.
In chapter 6 simulations will be made in order to support this method effectiveness, mainly
developed by [18] and other related literature.
5.1.4 Algorithm
In terms of algorithm, this method requires firstly the user to input several data as the drone flight
time, flight speed, flight altitude, number of operators, number of drones and their setup time as
well. The user also needs to add the camera specifications, the lens specifications (to define the
FOV) and image overlap (which implied lanes width). Then, the user sets the coordinates that
define the area to cover through the vertices coordinates of the area (polygon). After that, the
computer calculates lanes width and the optimal sweep direction. Once these calculations are
done, rows are defined. Once the rows are defined, the nodes that are the points from the rows
that intercept the border of the region to be surveilled are modeled as nodes of a graph alongside
with the depot point. Transforming itself as a graph. Then the algorithm executes all the possible
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solutions in order to find the optimal solution. Once it finds the optimal solution, it removes the
nodes bellowing to that the optimal drone path and executes again, iteratively until there are no
nodes on the graph left in exception of the base station. In that point, the algorithm stops and the
best solution is plotted showing the optimal path for each drone.
Summary of this algorithm is briefly explained on algorithm overview 1, where the variables
notation is the one exposed previously in this section.
Algorithm 1: Non-communicative area coverage method algorithm
Output: Route coordinates for each drone
Result: Global optimal solution of the problem
Data: Drones specifications, number and operators number
Input: Vertices coordinates of the area to be surveilled
begin
Operators←− O ; AgentNumber←− N ; SetupTime←− ts
FlightSpeed←− Sk ; FlightAltitude←− H ; Camera←− l, f ; Overlap←− s
Initialization
Base←− base(x,y)
Area←− PolygonVertices(x,y)
for Area do
Plot the Area on the map
Find Optimal sweep direction
Rotate polygon
Determine:
Numbero f rows←− Rl
RowsDistance←− dl
Obtain rows coordinates from intersection with area border
end
Model nodes and base station as graph G = (V,E)
while nodes > 1 do
Search for the minimization of the max of 5.6
Execute constraints: from 5.7 to 5.17
if optimal Found then
Remove nodes bellowing to the minimization of the longest path time
else
continue
end
end
Plot the optimized paths for each drone to cover the area
end
The algorithm was implemented in MATLAB, using YALMIP toolbox and GUROBI opti-
mizer for faster and accurate optimization.
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5.2 Communicative Strategy
Communicative Strategy for area coverage problem method applied on this thesis is mainly the
procedure followed by [16] and [19]. In this coverage method, we want to a given region, satisfy
two different conditions, one is the area covered and the other one is the quality of that area
covered. Drawback of this method is that due to the fact we want to receive in real-time a good
image quality makes the area not being covered in 100% (in cases where there are enough drones
for all the area) because theres the image quality factor, which is a function dependent from the
height of each one of the drones like shown in Eq. 4.3.
In this second method we will explain how the coverage quality function is implemented, then
we explain how the space is covered and sensed by each agent. Posteriorly, we will explain how
they interact with each other to manage the space covered and how they collaborate for the benefit
of the overall performance.
Also, theres the possibility to adapt the presented method with the work of [19], in order to
see if we consider also in the problem, the situation where the sensed region by the camera is not
equal in all directions and, that way, controlling the direction of each drone may also increase the
system performance. For last, we explain the method to maintain the altitude stability off all the
drones. And then, we expose the summarized algorithm for this method.
5.2.1 Coverage quality function
Bearing in mind the problem and assumption made in section 4.2, and the equations expressed
in it, like the quality function, an uniform quality throughout the sensed region Csi can be used to
model the sensors, in this case, cameras facing downwards like in [18] [88] [133], that provide
uniform image quality. Accordingly to method of applied in [16] the uniform coverage quality
function q(zi) was chosen to be:
q(zi) =

((zi−zmin)2)−(zmax−zmin)2)2
(zmax−zmin)4 f ∈Csi
0, f /∈Csi
(5.18)
This function is designed in such way that q(zmin) = 1 and q(zmax) = 0 which makes sense
since when closer as possible to the ground the image is obviously better in terms of definition
that when the drone is at big altitudes, where it reaches a point that definition is terrible and the
quality function is set to be 0. Furthermore, ∂q(zi)∂ zi exist within C
s
i , which is a property that will be
needed when deriving the control law for the coordination method presented in further sections.
From section 4.2 its defined that function q(zi) as an interval of zi ∈ [zmin,zmax]→ q(zi)∈ [0,1].
This way, the derivative ∂q(zi)∂ zi : [z
min,zmax]→ [qmind ,0] is assess as qd(zi)≡ ∂q(zi)∂ zi where:
qd(zi) =

4(zi−zmin)[(zi−zmin)−(zmax−zmin)2)2]
(zmax−zmin)4 f ∈Csi
0, f /∈Csi
(5.19)
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Also, resulting from Eq. 5.19, qmind = qd(z
min +
√
3
3 [z
max− zmin] = − 8
√
3
9(zmax−zmin) . The Eq. 5.18
and 5.19 plots are shown in Fig. 5.6. In this Figure, we see how the coverage quality function
decreases as higher the drone is, on the left, representing the uniform coverage quality function,
and how this function variates in order to zi on the derivate plot, on the right side. It is possible to
clearly understand that for the minimum height the quality is 1 and that for maximum height the
quality is 0 [16].
Figure 5.6: Function plot of uniform coverage quality function (q(zi)) [Left] and plot of the deriva-
tive of q(zi) (qd(zi)) [16].
5.2.2 Space partitioning
The distribution of the area for each drone to surveil in this model is not as the majority of area
coverage method with multi agent systems. In this method of [16] the assignment of responsibility
to the drones is made in a process close to [19], where only the subset A sensed by the drones is
partitioned. In this method, to each drone is assigned one cell from the area sensed by the cameras
and its defined as Wi where [19]:
Wi ≡ { f ∈ A : q(zi)≥ q(z j) j 6= i} (5.20)
With the equality expressed in Eq. 5.20 being true only at the boundary ∂Wi, so that the cells
Wi comprise a complete tessellation of the sensed region. The only trouble with this method is
that with the shape of the area A and the sensor footprint on the planar region we may not achieve
100% of area covered.
Because the coverage quality function is uniform, ∂Wi ∩ ∂Wj is either an arc of the ∂Ci if
zi < z j or of ∂C j if zi > z j. If happens that zi = z j,∂Wi ∩ ∂Wj, is then, chosen arbitrarily as the
line segment defined by the two intersection points of ∂Ci and ∂C j as result, the cells consist of
circular arcs and line segments. In literature [19] and [16] examples of the different tessellations
are exposed in Fig. 5.7 and 5.8. In these figures, we can see the space partition in many different
situation when following the scheme defined in Eq. 5.20.
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Figure 5.7: Examples of space partitioning
examples from [16].
Figure 5.8: Examples of space partitioning
examples from [19].
Following this partitioning scheme, the network’s coverage performance can be written as:
O = ∑
i∈In
∫
wi
q(zi)φ( f )d f . (5.21)
For Eq. 5.21 to be true we assumed and defined that neighbors, represented by Ni of node i
are:
Ni ≡ {i 6= j : Csi ∩Csj 6= /0} (5.22)
The neighbors of drone i are those drones that sense at least a part of the region that drone i senses.
It is clear that, due to the partitioning scheme used, only the nodes in Ni need to be considered
when creating cells Wi. It is also important to highlight that, the partitioning scheme used is not a
complete tessellation of the area A but of the subset of A, represented by P, that corresponds to the
sensed area by the drones cameras, P= A\⋃i∈In Wi. The cells resulting from the space partitioning
are compact. However, they are not always convex [16] [17].
5.2.3 Spatial Coordination
The coordination between the drones is what makes this coverage method so interesting. Based on
the different equations aforementioned it is possible to create a spatially distributed coordination
algorithm that allows the communicative area coverage to happen. In this algorithm, we search
for the optimization of two aspects, the area covered, which is the area sensed, and, the quality of
that sensed area. Thus, based on drones kynodynamic model defined in Eq. 4.1 and Eq. 4.2 and
their sensing performance represented in the Eq. 4.3 and in the coverage criterion presented in Eq.
5.21 a gradient based control law is defined. This control law utilizes the partitioning scheme on
Eq. 5.20 and result in a monotonous increase of the covered area. Leading for the improvement
of both, image quality, and area covered.
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5.2.3.1 Control laws
In order to reach the right control laws, we initially evaluate the time derivative of the optimization
criterion O [16] [19]
dO
dt
= ∑
i∈In
[
∂O
∂ fi
f˙i+
∂O
∂ zi
z˙i] = [
∂O
∂ fi
ui, f +
∂O
∂ zi
ui,z] (5.23)
The we make use of the gradient based control law in the form of
ui, f = αi, f
∂O
∂ fi
(5.24)
ui,z = αi,z
∂O
∂ zi
(5.25)
Resulting in a monotonous increase of O where αi, f and αi, f are positive constants that represent
the control law gain.
Continuing to follow the method of [16] and [19], by using Leibniz integral rule we get
∂O
∂ fi
=
∫
∂Wi
viiniq(zi)φ( f )d f +
∫
Wi
∂q(zi)
∂ fi
φ( f )d f+
∑
j 6=i
[
∫
∂Wj
vijn jq(z j)φ( f )d f +
∫
Wj
∂q(z j)
∂ fi
φ( f )d f ]
(5.26)
where, vij stands for the Jacobian matrix with respect to fi of points f ∈ ∂Wj, such that
vij( f )≡
∂ f
∂ fi
, f ∈ ∂Wj, i, j ∈ In. (5.27)
Knowing that ∂q(zi)∂ fi =
∂q(z j)
∂ f j = 0 we then, obtain
∂O
∂ fi
=
∫
∂Wi
viiniq(zi)φ( f )d f +∑
j 6=i
∫
∂Wj
vijn jq(z j)φ( f )d f . (5.28)
Whose two terms address how the movement of a drone i affects the boundary of its cell and
the boundaries of the cells of other drones. It is clear that only the cells Wj which have a common
boundary with Wi will be affected.
As shown in the Fig. 5.9 the boundary of ∂Wi is decomposed into a set of boundaries repre-
senting each one the intersection with the other boundaries. Resulting that, the boundary of ∂Wi
is the reunion of the intersection of the boundary ∂Wi with all the others.
Since we assume that the region of interest is static, and, only the common boundary ∂Wj∩∂Wi
of drone i with any other drone j is affected by the movement of node i then, ∂O∂ fi is simplified.
Also, accordingly to [19] and [16], the boundary ∂Wj ∩ ∂Wi is common among nodes i and j, it
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Figure 5.9: Decomposition of cell boundary Wi into its disjoint sets, at the border of region to be
surveilled A from [16].
holds true that vij = v
i
i and n j =−ni, where ni represents the outward pointing normal vector of Wi.
We can finally, by combining the sums and the integrals, reach the final form of the planar control
law. Represented in Eq. 5.29
∂O
∂ fi
=
∫
∂Wi∩∂P
niq(zi)φ( f )d f +∑
j 6=i
∫
∂Wj∩∂wi
viini(q(zi)−q(z j))φ( f )d f (5.29)
Similarly, for the altitude control law, if we use the same ∂Wi and define vij( f ) such that
vij( f )≡
∂ f
∂ zi
, f ∈ ∂Wj, i, j ∈ In. (5.30)
Then the altitude control law will be
∂O
∂ zi
=
∫
∂Wi∩∂P
viiniq(zi)φ( f )d f
+∑
j 6=i
∫
∂Wj∩∂Wi
viini(q(zi)−q(z j))φ( f )d f +
∫
Wi
∂q(zi)
∂ zi
φ( f )d f
(5.31)
This Eq. 5.31 represent the control law for the altitude, which accordingly to literature [19] and
[16] methods, can be simplified into into a final altitude control law form, represented in Eq. 5.32
∂O
∂ zi
=
∫
∂Wi∩∂P
tan(a)q(zi)φ( f )d f
+∑
j 6=i
∫
∂Wj∩∂Wi
viini(q(zi)−q(z j))φ( f )d f +qd(zi)
∫
Wi
φ( f )d f .
(5.32)
Concluding, using drones kynodynamic model defined on Eq. 4.1 and Eq. 4.2, their sensing
performance represented in the Eq. 4.3, the coverage criterion present in Eq. 5.21, the partitioning
scheme on Eq. 5.20, and what was assumed in chapter 4, the gradient based control laws are the
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junction of Eq. 5.24 and 5.25 with Eq. 5.29 and 5.32, respectively. Resulting [16] [19]:
ui, f = αi, f [
∫
∂Wi∩∂P
niq(zi)φ( f )d f
+∑
j 6=i
∫
∂Wj∩∂wi
viini(q(zi)−q(z j))φ( f )d f ]
(5.33)
ui,z = αi,z[
∫
∂Wi∩∂P
tan(a)q(zi) = φ( f )d f
+∑
j 6=i
∫
∂Wj∩∂Wi
viini(q(zi)−q(z j))φ( f )d f +qd(zi)
∫
Wi
φ( f )d f ]
(5.34)
where criterion presented on Eq. 5.21 is maximized monotonically along with the drone’s trajec-
tories, leading always the system to a local optimal solution.
5.2.3.2 Communication
Once as previously saw in Fig. 5.9 the cell of the drone i is affected only by its neighbors drones Ni
resulting this way the spatial coordination control law in a distributed control law. In this method
approach, the discovery of the neighbors it is not based on the classical Voronoi tessellation or
Delaunay triangularizations neighbors search, but in their coordinates and neighbor coordinates
X j, j ∈ Ni. This way, the generation of Ni sets demands drone i to be able to communicate with all
the surrounding drones within a sphere centered in the coordinates Xi, which is where the on-board
antennas are, and radius rci such that (using sphere geometry)[16],
rci = maxi
{2zi tan(a),
√
(zi+ zmin)2 tan(a)2+(zi− zmin)2,√
(zi+ zmax)2 tan(a)2+(zi− zmax)2}
(5.35)
Because all the drones are assumed homogeneous, then the sensors and altitude constraints
are the same, resulting in each drone to only broadcast, its state Xi with sufficient signal strength
so that all drones within a distance of the radius of rci from drone i are able to receive its message
[16].
The neighbors Ni of a drone i are those drones that affect the cell Wi of a drone i and at the
same time are those drones whose cells are affected by the drone i. Thus if each drone transmits its
state information to its neighbors, then all the drones will be receiving the state information from
their neighbors. Thus, in order to generate the set Ni, it is sufficient for a drone i to transmit its
state with sufficient power so that it can be received at a radius rci around it and that it is capable
of receiving transmissions from other drones [16].
5.2 Communicative Strategy 67
5.2.3.3 Conclusion
From this section is important to highlight that the spatial coordination requires the drones to be
controlled through a set of assumptions, that leads the system to look for always the local optimal
solution. For this, it is necessary that all the components of the algorithm work together, the
spatial control in the planar region and in altitude, the communication between drones and the
spatial partition and the network. Also note, that when the altitude of a drone is equal to the
maximum height then the control laws will be 0 which means that in this method the drone will
be obsolete, decreasing the optimality of the system. However, a solution for this problem will be
conducted in next section.
5.2.4 Altitude Stability
Accordingly to the aforementioned control laws if the drone’s altitude zi = zmax the drone would
be obsolete for the system as its φ( f ) = 0. We want to guarantee, in this method, that does not
happen because will lead to non optimal coverage. For that, we examine the drones altitude zi
assuming all the points in area A have φ( f ) = 1,∀ f ∈ A, and show that it always remains in the
interval of zi ∈ [zmin,zmax]. Thus, we need to study the behavior of z˙i over the time and system state
[16].
For a team of drones, each drone will move towards an altitude that is an equilibrium point of
the system, that is, accordingly to [16]:
z˙i = ui,z ,ui,z ∈ℜ (5.36)
where,
ui,z =
∫
∂Wi∩∂P
tan(a)q(zi)d f +qd(zi)
∫
Wi
d f +∑
j 6=i
∫
∂Wj∩∂Wi
tan(a)(q(zi)−q(z j))d f . (5.37)
This altitude that confers the system the equilibrium point is defined as zstbi . The stable altitude
is not common among all drones as it depends on one’s neighbors Ni and is not constant over time
since the neighbors change over time.
In order to understand the behavior of altitude stability control we need to see the behavior of
each drone alone. For that its useful to define an optimal altitude zopt as the altitude that a node
would reach if: firstly, had no neighbors Ni = /0 and secondly its whole cell was inside the region
of interest A∩Wi =Wi. When the aforementioned requirements are met it holds true that Wi =Csi .
This optimal altitude is the stable equilibrium point of the system and its defined by [16]:
z˙i = u
opt
i,z ,u
opt
i,z ∈ℜ (5.38)
where,
uopti,z =
∫
∂Csi
tan(a)q(zi)d f +qd(zi)
∫
Csi
d f +2pi tan(a)2ziq(zi)+pi tan(a)z2i qd(zi). (5.39)
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This altitude is constant and depends solely on the network minimum and maximum height.
As the planar control law exposed in last section has a behavior close to the DSSA presented in
chapter 3, where if A = ℜ2. The repulsion between nodes occurs until the network reach a state
in which no node will have neighbors and all drone will be at zopt . In that state, the coverage
quality function’s criterion in Eq. 5.8 will be at his maximum possible value. For that network
configuration and coverage quality function, the network will be at his best solution (globally).
In the case, when A is a convex compact subset of ℜ2 it is possible for the network to reach a
state where all the nodes are at the optimal height, only if a determined number of drones can be
packed inside A. This state will be globally optimal. If that is not the case, the nodes will converge
at some altitude rather than zopt and in general different among drones. It should be noted although
that despite the drones do not reach the optimal height, the network configuration is still a local
optimal solution.
Analyzing the system stability properties defined in [16] lead us to the Fig. 5.10 where uopti,z (zi)
is shown in blue, in green is the integral over the drone i cell, and in red, the integral over the
boundary of the drone i cell.
Figure 5.10: Plot of the system optimal altitude for drone i and in terms over Wi and ∂Wi with
respect to drone actual height from [16].
From there we extract that zmax is unstable because a small negative disturbance dz will result
in the drone to lower his altitude and depart from the maximum height of network. Similarly, the
equilibrium point zeq5 is stable because a small negative disturbance dz will result in the drone to an
higher altitude and closer to zeq5 . On the other hand, a small positive disturbance will dz will lead
the drone to a lower altitude and again, closer to zeq5 . In conclusion, when a node has no neighbors
and its whole cell is inside the area to be surveilled, the only stable point is the the optimal point
[16].
For multi drones altitude stability, we will assume the behavior seen previously for only one
drone but this time with neighbors. Also, the system we examine for this situation is the one
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that derives from the Eq. 5.38 and 5.39. The integrals over the drones cells boundaries are non-
negative whereas the integrals over the drones cells are non-positive. Denote that, the integrals
over the boundary of a cell of a drone with neighbors will always be smaller than the same integral
for a situation without neighbors because the neighbors will either remove some arcs of the cell
from the integral or reduce their influence due to the term q(zi)− q(z j). Similarly, the absolute
vale of the integral over a drone cell with neighbors will not be bigger than the same for drone cells
without neighbors because the area of the cell bellowing to the sensed region has been assigned to
neighbors with higher coverage image quality. Thus we conclude that zstbi will attain its minimum
value when the integrals over the cell boundary are zero and its maximum value when integrals
over the cells are zero.
When the integrals over the cell boundaries are both zero, the altitude control law has a nega-
tive value. This will lead to a reduction of the drone’s altitude and in time the node will reach the
zstbi = z
min. Once the drone reaches zmin its altitude control law will be zero until the integral over
the boundary of the cell stops being zero. When the integral over the drone cell is zero, the altitude
control law, has a positive value. Therefore, the drone’s altitude will be increased and in time the
drone will reach zstbi = z
max and has referred before, the node will be immobilized from this time
onwards. When the integral over the drone cell and at least one of the integrals of the drones cell’s
boundaries are non-zero then the system will maintain its stability just like the example of the
drone that had no neighbors [16].
Due to the drones initial positions, as in this method, we assume that the drones are already
inside the area A and we don’t have to worry about taking them there, we cannot be sure that their
initial coordinates wont be problematic for the system. In order to deny this problem, we should
be careful not to put drones initial positions such that one drone sensed range is completely inside
another drone cell, the drones get no responsibility or simply two drones are so infinitesimal close
to the other that the system only counts the one with better quality coverage [16].
5.2.5 Algorithm
In algorithmic view, this method of communicative area coverage has many levels of implemen-
tation accordingly to [19] and [16]. On a first level, we need to create the full system layout so
we can insert the many different algorithms such as the control laws, the altitude stability, space
partitioning scheme and the coverage quality function. In order to implement the aforementioned
method we need to approximate the sensed region, which was assumed to be a circle, into a poly-
gon using the equations presented in [16] and being represented by ∼Csi . In the same way, each
cell boundary is approximated by a polygon ∼Wi. The border of the area to be surveilled is also
approximated by a polygon ∼ A.
The algorithm 2 presents the space partitioning strategy and the construction of the drone i cell.
In algorithm 3 the calculations for the control laws are made. In order to calculate these control
laws, several line integrals have to be calculated numerically as well as one double integral. The
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line integrals are calculated as sums. The double integral is just the area of the corresponding
drone cell and can thus be calculated simply as the area of the polygonal approximation.
Algorithm 2: Partitioning - Construction of cell W pi of node i [16]
Input: Xi,X j∀ j ∈ Ni
Output: ∼Wi
∼Wi←∼Csi
foreach j ∈ Ni do
if q(zi)≤ q(z j) then
∼Wi←∼Wi\ ∼Csi
end
else if q(zi) = q(z j) then
H ji = { f ∈ A : || f − f j|| ≤ || f − fi||}
∼Wi←∼Wi\ ∼ H ji
end
∼Wi←∼Wi∩ ∼ A
Algorithm 3: Control - Calculation of control laws ui, f , ui,z [16]
Input: Xi,X j∀ j ∈ Ni
Output: ui, f ,ui,z
while Transmit Xi and receive transmissions from other agents do
ui, f ← 0,ui,z← 0
execute algorithm 2 - PARTITIONING
foreach edge Ei,k of ∼Wi with vertices ek1 and ek2 do
if ek1, ek2 /∈∼ A then
if ek1 ∈∼Csi ∨ ek2 ∈∼Csi then
compute length of Ei,k as dl = ||ek1− ek2||
compute outwards unit normal vector nik of edge Ei,k
if ∃ j ∈ Ni : ek1,ek2 ∈∼Wj then
ui, f ← ui, f +nik(q(zi)−q(z j))dl
ui,z← ui,z+ tan(a)(q(zi)−q(z j))dl
else
ui, f ← ui, f +nikq(zi)dl
ui,z← ui,z+ tan(a)q(zi)dl
end
end
end
end
end
The system overall algorithm is exposed in algorithm 4 where its shown how the different
algorithms are sequenced in order to make this method work.
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Algorithm 4: Overall communicative area coverage method simulation
Input: Drones Initial Positions
Data: Angle of cameras, Control laws gain,
camera Footprint, Number of algorithm iterations
Output: Drones Final Positions
Result: Optimal positioning for maximizing the area coverage and coverage image quality
Initialize region
Initialize network
Initialize simulation
while simulation is running do
for each drone do
Create covered region
Calculate coverage quality
end
for each drone do
Calculate its assigned region to surveil
end
Calculate the value of the optimization objective O
Plot the multi-drones system state
for each drone do
Calculate the control inputs
Move accordingly to the control law inputs
end
end
5.3 Conclusion
In this chapter 5 we explained the two methods essentially developed by [18] [17] for the Non-
communicative offline area coverage, and by [16] and [19] for the communicative area coverage.
These methods propose to solve the problem presented in chapter 4. The first problem, presented in
section 4.1, started by showing the area decomposition technique based on [17] literature. Then,
coverage problem was modeled as a graph and then into a TSP problem. In order to solve it,
variables and constants were defined, followed by the objective function (which was a min-max
function situation) and last the constraints of the system. The solution of the TSP problem which
is a NP-hard with a global optimal solution and not local optimal solution starts by running the
MILP iteratively, removing the nodes of the best solution and running the TSP problem again
until the base is the only node available. This way, the system gives us the optimal global solution.
Conclude also, that for this problem, the FWUAV were the more appropriated and in order to get
the best share of the workload in the drones team was needed to know what the number of operators
is or, the setup time and flight autonomy of the drones, assuming that they are homogeneous. In
conclusion, we presented an algorithm for the method overall for further implementation of the
non-communicative area coverage problem.
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The second problem, presented in section 4.2, its about covering an area with focus on com-
munication, space partitioning, coverage quality, Control Laws and Stability control. To solve the
problem imposed, the coverage quality function was defined along with all data known in advance.
With the objective of maximizing the coverage quality and the area covered at the same time, an
algorithm for area partitioning was proposed based on the sensed area by the drones team. De-
spite the holes and gaps in the coverage, this coverage gives optimum real-time ground images
of the area surveilled. This is done by managing collaboratively the sensed region cells among
the drones. The best the image, the higher is the objective function. To understand best how the
drones interact, in this method was presented the control laws of each drone and the relation of
his behavior with the others. In order for each drone to know what the others are doing a com-
munication network is established on peer-to-peer style, where one drone in a given space can
communicate with their surrounding neighbors and so on. Creating this way a distributed collabo-
rative space partition and coverage algorithm. For last, altitude stability was examined firstly with
a drone inside the area of interest with no neighbors and secondly with a drone team with neigh-
bors. Relations were made, proving that the system always moves the drones into stable altitudes
that represent an increase in system performance. For last, some problem that could arise from the
algorithm were delimited by carefully position the drones on initial states. A couple of algorithms
were then exposed in order to understand how to implement and simulate the method proposed in
this chapter for communicative area coverage.
Chapter 6
Simulations and Analysis
This Chapter 6 illustrate through computer simulations the area coverage problems proposed in
Chapter 4 using the methodologies exposed in Chapter 5. Simulations of the two methodologies
take into account different scenarios, where we show the optimized solution accordingly to the
methods described in Chapter 5 .
Firstly we show the simulation results for the non-communicative area coverage algorithm
[18], exploring the constraint’s effect on the global performance of the method, followed by the
analysis of the results obtained. Similarly to non-communicative area algorithm, we explore the
different situations to put in test the communicative area coverage method [16] [19]. In this last
one, we will check different cases and analyze how the system works and how its supposed to be
working. For last, we will make a brief comparison between the two algorithms accordingly to the
simulations and respectively results.
All simulations on this work were executed in MATLAB R2015b running in an Intel(R)
Core(TM) i5-3570k CPU @ 3.40GHz 3.80GHz computer with 8 GB of RAM operating under
Windows 10.1 (64bits).
6.1 Non-communicative offline area coverage
This section pretends to illustrate the simulations of the proposed methodology using a series of
simulations. Each simulation will set into a different aspect of the system where, for the same
system specifications, the performance is evaluated with and without certain constraints defined.
Finally we will evaluate the impact of different constants assumptions on the overall performance,
and for different drone team’s model.
6.1.1 System specifications
To compare the algorithm results, we considered that all drones are homogeneous FWUAV or
homogeneous rotary-wing UAV.
The choice of the vehicles specifications is based on LSTS and we considered the X8 Sky-
walker and the Mariner. Accordingly to LSTS [15] X8 Skywalker is a commercial of the shelf
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delta wing drone perfect to be used in surveillance missions. In Fig. 6.1 an X8 drone can be seen
and in Table. 6.1 its technical features are presented. Similarly, the chosen rotary-wing UAV is the
Mariner which is a quadrocopter also good on area coverage missions. An example of a Mariner
can be seen in Fig. 6.2 and its specifications are presented in Table 6.2.
Figure 6.1: X8 Skywalker from LSTS [15].
Table 6.1: X8 Skywalker’s Specifications from LSTS [15]
X8 Skywalker
Wingspan 212 cm
Length 60 cm
Weight Starting at 1.5 up to 3.5 Kg
Endurance Up to 60 min
Maximum Altitude 600 m
Speed 85 Km/h
Wind tolerance Mean 14 Kts | Max 18 Kts
Camera HD 720p on-board recording and streaming
Communication Wi-Fi 2.4 Ghz
Figure 6.2: Mariner from LSTS [15].
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Table 6.2: Mariner’s Specifications from LSTS [15]
Mariner
Length 55 cm
Weight Starting at 3.5 up to 4 Kg
Endurance Up to 20 min
Maximum Altitude 1000 m
Speed 58 km/h
Wind tolerance Max 19 Kts
Camera GoPro3 HD 1080p recording on-board and analogical live streaming
Communication Wi-Fi 2.4 GHz and radio RC 2.4GHz
Choosing two different type of drones will allow us to get some insight of how the design
and specifications impact our area coverage method, when using two different teams of different
drones. Therefore, allowing to conclude which is the best design for this mission.
Knowing this, and using the actual laws applied over drone’s hobbyist. We defined two differ-
ent system specifications for the simulations, one considering a team of FWUAV and other a team
of quadrocopters as shown in Table 6.3.
Table 6.3: System’s Default specifications
FWUAV’s Team Quadrocopter’s Team
Number of Operators 1 1
Number of Drones 3 3
Drone’s Setup Time 2 min 1 min
Drone’s Flight Time 60 min 20 min
Drone’s Flight Speed 85 km/h 58 km/h
Flight Altitude 300 m 300 m
Camera’s Resolution 15 MP 15 MP
FOV (mm [18]) 35 mm 35 mm
Image Overlapping Rate 30 % 30%
6.1.2 Simulation and Results
The simulations made take into consideration, in first place, the constraint made on the coverage
problem and their impact on global solution. In second place, we examine the behavior of the
system when some constants are changed.
Simulations were done using MATLAB for the problem formulation and data treatment, YALMIP
Toolbox for the optimization problem front-end and GUROBI Solver for the optimization problem
back-end, and plotted on Google map. Some simulations run at Asprela’s Campus and others at
Porto’s downtown. Until opposite, the simulations specifications are the ones defined in Table 6.3.
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6.1.2.1 Algorithm Constraints
In order to prove the algorithm’s methodology presented in Section 5.1 throughout the Eq. 5.6 to
Eq 5.17 we put the constraint to test and see the results obtained when they are not considered and
when they are considered. Note that in this case the drone type is not relevant. Just the setup time,
the number of operators and the drones. Flight speed was chosen as a average value between the
aforementioned drones velocities (60 km/h).
(a) The mission without iteration.
(b) The mission with iteration process.
Figure 6.3: Impact of the iterative method on Eq. 5.6 on the overall performance of the system.
On first test (Fig. 6.3), we explore the Objective function 5.6 and show that running the
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optimization problem just once will lead to the minimization of the maximum result, which mean
that only the longest route is minimized. This will cause the system to find optimal solution for the
longest route, but not for all routes. In order to do that, we iteratively remove the best route until all
routes are optimal leading to the optimal solution. We consider in this simulation that two drones
with no setup time are sent to cover a triangular-shaped area. From Fig. 6.3a we see that when the
heuristic iterative method is not applied, only the longest path is minimized. Thus, the drone that
makes the route plotted in green (longest path) is optimal, corresponding to a mission of 6 minutes
and 10 seconds. In other hand the drone that makes the route plotted in red, has unnecessary
cycles and its not optimized corresponding to a mission of 5 minutes and 43 seconds. In Fig. 6.3b
the problem is solved. Once the longest path was already optimized, running the second iteration
will make the biggest second path to be optimized, in this case, the red one, avoiding unnecessary
cycles which corresponds to a mission of 5 minutes and 41 seconds. In this case, the optimization
was low in term of percentage, however in other situations may have great impact.
On our second test (Fig. 6.4), the constraint in Eq. 5.13 is explored to prove that the constraint
impose the system to always be a coverage problem and not one TSP problem, despite treated as
one in this method, by saying that a drone that visit a graph node in a row must visit the opposite
node of that same row. To see the impact of this constraint on the area coverage method we
assumed the same situation in the previous test, but this time, the area to be surveilled is a simple
rectangle. From Fig. 6.4a we can see that when we obliterate the constraint in Eq. 5.13 the drones
travels all nodes in minimum time but its not taking into account that the area need to be covered,
and for that they need to follow the rows. This application would be interesting for area border
control, however we look for total area coverage on this method. In Fig. 6.4a we see that the
constraint examined makes the drone to follow the rows.
On our third test (Fig. 6.5), we draw our attention to the optional constraints exposed in Eq.
5.14 and 5.15 as they remove the possibility of drones to follow paths where they would cross
diagonally the region to be covered, except in case of returning or leaving the base. Although this
may increase the time to cover the region and the energy consumption as shown in [23], through
the increased curves, they also create very sharp angles on curves which is not desired if we want
FWUAV to operate on this area coverage method. Moreover, the fact that the drones do not cross
the region diagonally reduce the area coverage redundancy and possibility of collision with other
drones. For this simulation we used two drones with no setup time covering a region similar
to the one in second test. In Fig.6.5a we see that allowing drones to cross the rows diagonally
minimize mission total time, which corresponds to 7 minutes and 58 seconds for both drones
routes. Applying the constraints on the system method, result in Fig. 6.5b solution, where the
paths do not cross diagonally and the optimal solution corresponds to 8 minutes and 4 seconds for
each drone route. Note that, these constraints reduce the complexity of the optimization problem
once they eliminate from the modeled graph the diagonals between the nodes except base’s node.
In next tests, we prove that one of the big contribution of the methodology proposed and
shown in Chapter 5 has a major contribution on practical tests which normally are not considered
in simulations. In this test, the constraint defined on Eq. 5.8 for the extra time taken for another
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(a) The method as a TSP problem.
(b) The method as an area coverage problem.
Figure 6.4: Impact of the iterative method on Eq. 5.13 on the overall performance of the system.
drone to set flight, is very helpful to realize that in a real scenario, where the number of operators
is less than the number of drones, the system still be optimized and with low margins of delay.
In Fig. 6.6 we assume that for the same area and drone specifications, we have a team of four
drones, and one operator, the difference is on the setup time, in first case, presented in Fig. 6.6a
theres the result from simulating the area coverage method considering the drones have no set
up time, for example can take off autonomously. We see in this case that the time taken by four
drones at a average velocity of 60 km/h to cover Porto’s downtown with depot on "Serra do Pilar"
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(a) The method with diagonal paths between row’s nodes.
(b) The method without diagonal paths in exception of base’s node.
Figure 6.5: Impact of the constraints on Eq. 5.14 and 5.15 on the overall performance of the
system.
was 7 minutes and 8 seconds for the red route, 7 minutes and 8 seconds for the green route, 6
minutes and 56 seconds for the blue route and lastly 7 minutes and 3 seconds for the yellow route
taking a total time of 28 minutes and 15 seconds. When considering the same situation, but taking
into account the setup time (considered one minute and a half based on average time considered
from Table 6.3) of one minute and a half, the results, present in Fig. 6.6b, correspond for red,
green, blue and yellow to, 8 minutes and 48 seconds, 7 minutes and 32 seconds, 6 minutes and 5
seconds and 4 minutes and 9 seconds, respectively taking a total time of 28 minutes and 4 seconds.
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(a) The coverage of Porto’s Downtown considering a team of four drones and
no setup time.
(b) The coverage of Porto’s Downtown considering a team of four drones and
a setup time of 1 minute and a half.
(c) The coverage of Porto’s Downtown considering a team of four drones and
a setup time of 3 minutes.
Figure 6.6: Impact of the setup time on number of drones deployed and resulting minimization of
objective function in Eq. 5.6
Despite the workload is more equally distributed on first scenario considered, the second scenario
distributes realistically the coverage mission and has better performance. Moreover, the algorithm
implemented can have even better performance by making use of only the strictly necessary drones
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if the drones setup times are to high and the use of one extra drone is not worth, despite the work
overload. In the same example scenario, as mentioned before, is presented in Fig. 6.6c, a situation
where the setup time are higher, in this case, 3 minutes. The effect of constraints in Eq. 5.16 and
5.17 will lead the solution of the problem not to use all the available drones, thus reducing the time
taken to perform the mission having a better overall performance compared to situations where all
the drones had lower setup times, like in test in Fig. 6.6b. This last simulation, corresponds to
11 min and 21 seconds for the red drone route, 7 min and 69 seconds for the green drone route
and 4 minutes and 56 seconds to the last one drone route resulting in a total of 26 minutes and 36
seconds. Despite there are four drones available the method concluded that it was worthy in time
and cost to only use three.
6.1.2.2 Algorithms Drawbacks
The strategy previously illustrated also has its drawbacks. One of those drawbacks is the loss
coming from a drone to perform a route so long that has to deploy a new one to finish is intended
path (if it had enough endurance). Once in this method, from [18], its assumed that a drone
cannot recharge in any way and that he only enter on a row if has enough battery to finish. Other
miscalculations on this method are the non-employment made over the drone flight time departure
from base and on return. This behavior can be seen in Eq. 5.9 which constraints the system
solution to look for a solution that complement the drone not to go out of battery. However this
situation only happens when the deployment setup time is to high making the deployment of extra
drones not optimal and when the area is too big for the used drones endurance. Sometimes it even
makes the problem infeasible.
In simulation presented in Fig. 6.7 we explore this issue by defining a big area to cover and,
in first situation, considering three drones with moderate endurance (30 min) and very high setup
time (40 min, for instance); and secondly three drones with shorter endurance (25 min), but same
setup time. Thus, for this first simulation a team of three drones with a flight speed of 60 km/h,
only one operator and a big area, (5000x2000m2 for instance). Results, for the first scenario, as
seen in Fig.6.7a, is to deploy only two drone that covers all the area by itself, corresponding to
27 minutes and 2 seconds for the red route and 25 minutes and 48 seconds for the green route
resulting in a mission total time of 1 hour 45 minutes and 48 seconds. This way, if we consider
a lower flight time, not enough for the two drone cover all the area, that will force the operator
to deploy the third drone resulting in an huge optimization loss. Thus, the third drone will fly a
much shorter path as seen in Fig. 6.7b, where the mission time corresponds to 20 minutes and 40
seconds for the red one, 20 minutes and 40 seconds and 15 minutes and 15 seconds for the last
resulting in a total time of 2 hours 15 minutes and 15 seconds. As we see, the lack of endurance
can be a big bottleneck in this method optimization.
Other downsize of this algorithm is that due to its non-communicative nature, if we deploy a
team of drones to cover an area and one of them has a malfunction or an accident due to external
sources, the area will be uncovered and there is no way to contour or compensate that situation
once the paths are generated offline with the base station and while in covering maneuver they do
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(a) Coverage for a team of 3 drones with setup time of 40 minutes and endurance for 30 minutes
(b) Coverage’s bottleneck for a team of 3 drones with setup time of 40 min and endurance for 25 minutes.
Figure 6.7: Drones lack of endurance when setup times are big, causing big loss in optimization
results.
not communicate with other drones. This way, an example is presented in Fig. 6.8, assuming a
team of two drones and where 6.8a shows the intended paths to be followed by the drones team
and, in 6.8b the actual covered region if the drone represented by the green route has a malfunction.
Last drawback examined is the fact that in this methodology, the non convex areas are covered
as if they were convex, this is, the algorithm creates a convex hull around the non-convex polygon.
Which mean that just like in Fig. 6.9, we loose to much time to cover areas of no interest, and
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(a) Planned routes.
(b) Executed routes.
Figure 6.8: Illustrative example of area coverage percentage lost with a drone malfunction.
reduce the effectiveness of the surveil method.
6.1.2.3 Algorithms Constants
Other characteristic of this area coverage methodology is that the higher the flight altitude the
lower are the numbers of rows to be followed once each row surveil a wider path. So it is ex-
pectable that for higher altitudes, covering the same area, require less time. As shown in Fig. 6.10
we have the number of rows to a given area, when altitude is 100 meters (Fig. 6.10a) and when
200 meters (Fig. 6.10b). Assuming that in this simulation only one drone is used with no setup
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Figure 6.9: Result obtained from covering an non-convex polygon area (Border in Cyan shows the
area to be covered).
time. We obtain that, for the simulation in the left side 6.10a the mission time is 14 minutes and
16 seconds and, for the simulation in the right side 6.10b the mission time is 8 min and 8 seconds.
Showing a relation of almost half of the time. The number of rows is has expected reduced from
12 to 6.
Similarly, the image overlap also define the wide of the covered region as shown in Chapter
5 the number of rows its directly dependent on wide of the covered region by the drone. Which
is, posteriorly dependent on camera specs, flight altitude and image overlapping like previously
proved by the Eq. 5.2 and 5.3. The expected result is the same as the one in Fig. 6.10 avoiding
this way another result plot.
For last, it is expected that the flight speed actuates on how much area can a team of drone
cover, if the speed is high then they can cover larger areas for the same endurance. On the other
hand the same principle is applicable. In Fig 6.11 two different simulations are exposed, on the
first, the flight speed is 30 km/h, on the other one speed is 60 km/h. The results are visible in Figs.
6.11a and 6.11b. The time of the missions is for the first case, 12 minutes and for the second, as
expected, 6 minutes.
However this will be not the case in a real implementation because there are external factors
like wind’s speed and direction,vehicle’s acceleration and deceleration on curves to maintain the
control when curving, among other factors that would have to be considered.
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(a) Number of rows for a certain area at a flight altitude of 100 meters.
(b) Number of rows for a certain area at a flight altitude of 200 meters.
Figure 6.10: Illustrative example of area coverage flight altitude on the number of necessary rows.
6.1.2.4 Drone design results
Inspired on the two different type of drones assumed, namely, the FWUAV X8 Skywalker (Fig.
6.1), and the quadrocopter Mariner (Fig. 6.2) from LSTS [15]. We try to conclude which kind
of drone typology best adapts for this area coverage method. Knowing in advance that FWUAV
struggle on the curves and sharper turns, but having generally better flights speeds and endurance
times, it is expected for them to perform better than rotary-wing UAV, which despite have more
flexibility on turns, consume more energy to stay on the air, thus having lower endurance and
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(a) Coverage with one drone with a flight speed of 30km/h.
(b) Coverage with one drone with a flight speed of 60km/h.
Figure 6.11: Illustrative example of area coverage flight Speed.
generally lower flight speed due to weak aerodynamics design.
For comparing each one is the best type we performed a general test, where we would apply
the same number of operators and drones to cover the same area, changing however the constants
that differs on each drone specification accordingly to Tables 6.1, 6.2 and 6.3 [15].
In Fig 6.12 we see the comparison between the two types. In the first simulation, presented
in Fig. 6.12a, we obtain the partial times corresponding to red drone’s route, green drone’s route
and blue drone’s route, with times of 10 minutes and 47 seconds, 7 minutes and 5 seconds and 7
minutes and 3 seconds, respectively. Resulting in a total mission time of 13 minutes and 3 seconds
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for the fixed-wing drones. In the same way, Fig. 6.12b shows the resulting routes for the red
drone’s route, green drone’s route and blue drone’s route, where partial times are 15 minutes and
16 seconds, 10 minutes and 12 seconds and 10 minutes and 13 seconds respectively. Thus the total
time of the mission when using a team of quadrocopters is 24 minutes and 9 seconds. Which is a
big difference when comparing to the fixed-wing.
(a) Coverage Method using a team of 3 x8 skywalker accordingly to Table 6.3 values.
(b) Coverage Method using a team of 3 Mariners accordingly to Table 6.3 values.
Figure 6.12: Comparison of the system overall performance for two distinct type of drones.
Despite the fixed-wing appear to be largely recommendable for this area coverage method,
further considerations for more realistic approach need to be made that will decrease the gap
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between the two drone types. For smaller and sharper turn areas, like non-convex polygons the
quadrocopter performs well but for wide areas with large turns, fixed-wing will be a wise choice.
Moreover, we conclude on the several executed simulations that the method from [17] is ap-
plied to rotate the polygon into the right angles and then the rows are plotted always parallel to
polygon largest side, and perpendicular to the sweeping direction movement.
In conclusion we showed on these simulations how the different constraints imposed over the
area coverage method impact the final solution. Also, we saw that in this method the constant
values assumed may, in specific situation, make the solution infeasible or not global optimal.
Despite precise in some practical issues, this algorithm is still very incomplete regarding issues
like the battery wasted from departing and returning to depot point, fault monitoring, area coverage
geometric forms among others.
6.2 Communicative area coverage
The simulations made for the distributed communicative area coverage algorithm represent the
solution to the problem presented in chapter 4 using the methodology presented in 5, based on the
works of [16] and [19].
The exposure of this method will be showed in several simulations. On the first ones, we will
examine the behavior of the system when the importance weight associated to each point in the
region of interest its not uniform, this is, there are regions with higher priority than others. Then,
we will survey the reaction of the system when different areas are imposed, and try to highlight
based on equations aforementioned in chapter 5 the most important issues. Furthermore, we will
show how the coverage quality function evolutes and how the area covered percentage reacts to the
change of sensed region footprint. For last, we will show how the system reacts to malfunctions of
one or many drones. Lastly, we will increase the simulation time to see the effects on the overall
performance of image coverage quality and total area covered.
Note that, apart from non-communicative area coverage method presented, this method works
on outdoor or in-door. Once the drones system coordinates is made through their communications
fields. We also remind that, in this method, we assume that the nodes are already inside the regions
on random positioning or not.
Simulation results of the proposed method [16] using the uniform coverage quality function
q is presented along this section. All drones are homogeneous, with a half sensing cone angle of
a = 20o and zi ∈ [0,2.3],∀i ∈ In. The boundaries are shown in solid black and the boundaries of
the sensing disk in dashed red lines. The time of simulation was of 15 seconds which is enough to
study the behavior of the area coverage method.
6.2.1 Initial points
One solution if we want to minimize the cells overlapping on the initial steps is to execute some
traditional static multi-agent system area coverage algorithm, that uses voronoi tessellations, for
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instance. One proposed method if we want the drones to start already on the expected theoretically
positions is to execute a cluster algorithm like the one shown in Fig. 6.13. In this figure, a
algorithm based on Lloyds clustering is used to, given a certain area, distribute the agents on the
centroid of the generated voronoi cells.
o = Robots, + = Goals, Iteration 100
Figure 6.13: MATLAB Simulation of a Lloyds’s clustering based on voronoi limits algorithm for
deployment of a region spatial optimized initial distribution of a given number of agents among a
given area.
This approach allow us to have more optimized initial positioning for the communicative area
coverage algorithm. Also the Fig. 6.13 presents a static communicative coverage method. Draw-
back of this method is that once the drones are on the centroid of voronoi cells they wont move any
longer. Not compensating in case of drones malfunctions. Opposite to the method we are going to
simulate further.
6.2.2 Space density variation Impact
In our first tests, we consider two different simulations where the importance associated with
each point within the area A is constant and when is not constant, this is, the importance of each
regions to be covered is not the same and follows a Gaussian distribution. For each of one of this
simulations we will see how the number of drones impact the final result. Given the area defined
in Fig 6.13.
In first simulation, we assume that we have 3 drones to cover the area, which is not enough to
cover all the area. Thus, a simulation was ran where, drones distribute on the area with φ( f ) = 1,
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seen trough the simulation in Fig. 6.14. Where Fig. 6.14a and Fig. 6.14b, it is the drones initial
location and the drones final location, respectively. The yellow color means that the importance is
the same in every region. This way, due to the fact that that three drones is not enough to cover
all the area as shown in Fig. 6.14b, they will go for the optimal altitude as seen in Fig. 6.14g,
and in Fig. 6.14c to Fig. 6.14c, being this the best local solution and configuration as shown in
Fig. 6.14e, however we see that the objective function could be higher by watching Fig. 6.14f.
Despite, the drones coverage could be higher, for higher altitudes, the coverage quality function
would be lower and the system always look for the best configuration between area coverage and
image coverage quality. Result is an area coverage of approximately 45% as seen in Fig. 6.14h.
In second simulation, we assume that we have three drones in the same situation of last simula-
tion, however this time the region has φ( f ) 6= 1. Thus, a simulation is ran where, drones distribute
on the area with φ( f ) = GaussianSur f ace, seen through the simulation in Fig. 6.15, where Fig.
6.15a and Fig. 6.15b, it is the drones initial location and the drones final location, respectively.
The mesh of colors means that the importance is not the same in every region. This way, due to the
fact that three drones is not enough to cover all the area as shown in Fig. 6.15b, they will go for the
stable altitude as seen in Fig. 6.15f, and in Fig. 6.15c to Fig. 6.15c, similarly to last simulation,
being this the best local solution and configuration as shown in Fig. 6.15e, however we see that the
objective function could be higher by watching Fig. 6.15e. Despite, the drones coverage could be
higher, for higher altitudes, the coverage quality function would be lower and the system always
look for the best configuration between area coverage and image coverage quality. Result is an
area coverage of approximately 45% as seen in Fig. 6.15g but with the region with more interest
almost fully covered, boosting the objective value function when compared to the last simulation
example.
We see that in this case, the drones tend to occupy first the most relevant region in the area
and then maximize the coverage. The area was not covered as it could because it was benefic
for the network not to go for optimal altitude. Instead of that its stay a bit under that altitude
and obtain a better image quality of the region that truly matters. The jitter observed between the
cells of some drones happens due to the arbitrary assignment of boundary of one of those drones.
Once the altitude of one drone changes slightly, the boundary between their cells will change
instantaneously from a line segment to a circular arc. However, quality function will not present
any discontinuity face to this problem [16]. In those last cases, the system achieved its maximum
local optimality once the sensed cells on the region are at its highest value from coverage function.
The fact that the covered area increases monotonously is no surprise since the control law was
designed so that the joint coverage-quality objective criterion increases monotonously, thus there
is guarantee that the covered area will also increase monotonously, with or without the use of a
space density function φ( f ).
6.2.3 Influence of large networks
The second tests, based on last two simulations, aims to explore the network evolution of the area
coverage method with homogeneous importance region of interest, for a team of 9 drones. From
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(h) Area covered in this configuration.
Figure 6.14: Simulation of a 3 drone system with homogeneous region importance.
Fig. 6.5 we see the system evolution for 9 drones randomly disposed initially, with φ( f ) = 1 and
their repercussions on system performance.
From this simulation we can see that the holes and gaps between the cells and the region
boundaries have an impact on area coverage percentage, which is approximately 88% when it
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(g) Area covered in this configuration.
Figure 6.15: Simulation of a 3 drone system with equal region with heterogeneous importance.
should be 100%. This happens because if drones sensed region was fully covered image overlap-
ping would happen and the system would give privilege for the drone with better image quality,
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Figure 6.16: Simulation of a 9 drone system with homogeneous region importance.
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neglecting some drones and getting even worst coverage percentage and quality coverage function
value. From Fig. 6.16g it can be seen from the trajectories that the altitude of some nodes was
not constantly increasing. This is expected behavior since drones at lower altitude will increase
the stable altitude of drones at higher altitude they share sensed regions with. Once they no longer
share sensed regions, or share a smaller portion, the stable altitude of the upper node will decrease,
leading to a decrease in their altitude.
In same situation as in simulation of Fig. 6.16 it is expected that, for a Gaussian surface,
the network behavior would follow the same issues has the simulation of Fig. 6.15 but this time
applied to a team of 9 drones just like Fig. 6.16.
From these simulations we conclude that for uniform and changeable Gaussian surfaces, the
system global optimal value is not proportional to the number of drones, once in large number
they turn off the ones with poor coverage quality, which is not bad if we think they can substi-
tute on drone in case of malfunctions. Beside, the area percentage covered in this algorithm’s
methodology [19] [16] is intrinsic to the region shape and sensed region pattern.
6.2.4 Fault Detection
Based on the same 9 drones team used in the simulation of Fig. 6.16 we withdraw the drones
final locations present in Fig. 6.16b and remove two random drones from the network, to simulate
a malfunction situation and we examine on further simulation what is the network next step to
enhance the quality coverage quality and area coverage’s percentage. In Fig 6.17 we present
the simulation results from deleting 2 drones from the 9 drones last presented network. This
simulation showcases the robustness of the proposed control law to the removal of drones. For
this purpose, two nodes are removed from the final configuration of Fig 6.16 simulation, resulting
in the initial configuration seen in Fig. 6.17a. The network converges to the final configuration
seen in Fig. 6.17b. In Fig. 6.17g we see the drones location evolution. We also see that in
Fig.6.17d the objective function reached a new local optimal configuration, without reaching the
global possible maximum. Since the region is not big enough to contain seven sensed disks, the
drones converged to altitudes lower than the optimal, as expected.
In this simulation we show one of the biggest features of this system which is not only the
real time area coverage with continuously improving coverage image quality but also the fail
monitoring and compensation which drives the system for always a local optimum value and
making this area coverage method a robust method for surveillance applications, even the tough
ones like the military scenarios.
6.2.5 Impact of area and different sensing patterns
As mentioned before, the coverage quality function is intrinsic related to the area to be covered
and in the sensing pattern. The holes and gaps in the coverage exists due to the fact that we avoid
for cameras of the drones to overlap their images because would result in loss of coverage quality.
Also, sometimes the geometry between the area and the different drones are not compatible and
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Figure 6.17: Simulation of a 7 drone system with homogeneous region importance.
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therefore results in holes in coverage. Through Simulations made in this section we try to illustrate
the behavior of a different areas shape and different sensing patterns in overall performance. Note
that, for the case where the sensing pattern are not disks it is better if we consider drones orientation
variables in order to enhance the global results of the coverage method. Considering for this case
the work of [19], [121].
To inspect the impact of these changes on the method proposed in chapter 5 we consider
the new area to be square when needed, and the sensing pattern to be square when needed. To
approximate this methodology from real scenarios we assumed rectangular cameras footprints
over the planar region and regions to be covered with rectangular shape as well. Also considered
a team of 8 drones.
In first simulation we changed sensing pattern keeping the area shape. The results can be seen
in Fig. 6.18 plots. In second simulation we change the area shape but keep the sensing pattern
as a disk. The results from this simulation can be seen on Fig. 6.19. For last we simulate with
different area shape and different sensing pattern from last both simulations. The result is shown
in Fig. 6.20 plots.
In this first simulation, we see that in the beginning the drones moved very quickly to a equal
space distribution (From Fig. 6.18a to Fig. 6.18b). However, we see from their trajectories Fig.
6.18f that an equilibrium was not found to the angular nature of the sensing pattern and also the
area shape. Although, the algorithm was driven to an optimal local solution Fig. 6.18d. Despite all
the jitter due to several cells collisions, the area coverage was surprisingly pleasant of 75% (Fig.
6.18g). If carefully controlled could have an higher percentage.
In second simulation, where the area shape was considered rectangular presented in Fig. 6.19,
the result are better if the same amount of drones was applied to cover more angular shaped area
once the sensing patterns cells avoid to stay out the region of interest, because does not lie any
optimization of the method’s algorithm in there. Therefore, for sharp areas, the drone will lower
his altitude to cover one small area or, would simply not cover, becoming that region a gap or a
hole in the covered area. We can also, conclude by the final disposition of drone in Fig. 6.19b
that with one more drone the area would be very closed to 100% coverage. Its also visible that the
cells are at his maximum values for the quality cover function, once the relative objective function
its on his local maximum configuration, as seen in Fig. 6.19d and Fig. 6.19e. It also perceptible
that angular sensing patterns cause the system to have much more jitter than when considering
rounded patterns. This can be proven by comparing objective function’s monotony in Fig. 6.18e
and Fig. 6.19f.
As seen in last simulation, where area’s shape and sensing pattern are considered rectangular,
as shown in Fig. 6.20, and one more extra drone to completely cover all the area is also con-
sidered. That if the nodes are placed carefully on favorable initial locations Fig. 6.20a, the area
will be almost 100% covered in Fig. 6.20h. Leading to one of the best possible area surveillance
mechanisms. We can also see the values of the objective function in Fig. 6.20e and 6.20f, and the
final cylinder volume, which means the quality coverage integrals values, in Fig. 6.20d.
We show asset on last simulations that with this method, despite avoiding cells collisions and
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image overlapping. We also increase the area covered and quality coverage function values. So
one can conclude that different sensing patterns and area’s shape have big implications on the
overall network performance and configuration.
However, beside all advantages that this method offers to the user to surveil the area, also has
its drawbacks, one of them is the aggressive direction changes, which would need to implement
the real drones kynodynamic models in order to deny such aggressive movements. This algorithm
its also energy expensive, once the drones are continually moving. Beside, the algorithm should
incorporate a base or multiples bases where drones could recharge, take off and land. Drones
crashes it is also an issue in this method once the altitudes range is predetermined. This is a
problem because this method is specially useful for area coverage in hostile scenarios where we
usually do not have any infrastructure, relying on drone peer-to-peer network communication.
One solution is to implement on the algorithm a sense and avoid method.
6.3 Comparison
Comparing the two algorithms proposed in this chapter 6 is quite difficult once we are dealing
with two total different methods. However, from the drawbacks of each one of the methods and
their advantages, we can make some predictions.
Non-Communicative method is perfect when the area to be covered is not time-critical and we
only want to check once in a while whats happening. This is a perfect solution for agricultural
purposes like crops monitoring. Also, this method is generally for big areas, and where the level
of hostilenesss is low or none. We saw that this method is normally boosted if FWUAV drones
are used. The drawbacks of this method is that in case of drones malfunctions we cannot simply
cover the area like we should, having big coverage loss.
On the other hand, communicative coverage, like the one in this method, is optimal for hostile
scenarios. The drones can surveil areas with more interest that others and prioritize certain regions
inside the area of interest by using Gaussian Surface Distribution. Other advantage of this method
is the fact that its a dynamic model which means that they can cooperative perform the tasks and
assume command of missions when other drones are with malfunction or away. Also, they can
have different altitudes. Allowing better image quality or more area coverage depending on the
mission requirements. The aggressive maneuvers required by this method makes it hard for being
used on FWUAV so the rotary-wing drones are the more suited ones on this method.
6.4 Conclusion
In this chapter we simulated the methodologies aforementioned in Chapter 5.
We started by specifying the specifications common ground for the non-communicative simu-
lations. Based on [15] knowledge about drones, was established a comparative term between the
two different types of drones. Their specifications were plotted and the simulations characteristics
defined by them. Then, we explored the algorithm robustness by eliminating some constraints
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of the method for non-communicative area coverage. Proving that the methodology presented in
Chapter 5 Section 4.1 was well design. We started for testing the Objective function, followed by
constraints that did not allowed the problem to be a TSP problem but a coverage problem. More-
over, we tested constraints were problem complexity was minimized despite the increase of the
minimum time to perform the routes.
After, other situations were took into account like the setup time when we only have one
operator. Showing that this method not only gives us the optimal solution but also knows when its
not worth to use all the drones available. Then we examined the methodology drawbacks. Starting
with big optimization loss due to the vehicle endurance. We also, explored what would happen
if the system had malfunctions like one drone crash. Other drawback exposed was the coverage
redundancy coming from non-convex areas coverage, because the method transforms it into the
convex hull of that non-convex polygon, wasting time and energy on regions with no interest at
all.
For last, we explored the space partitioning through the variation of the method constants,
like altitude, flight speed or even image overlapping. In final approach to the non-communicative
algorithm we compared which one of the drone types aforementioned best suits the method.
For communicative area coverage we began with a brief introduction of what it was defined in
Chapter 5 and 4. We then outlined the simulations procedure and general specifications.
We introduced one solution to attribute in the method simulation an optimal initial drones
location using a Lloyd’s Voronoi based cluster algorithm. After that, we explored for this area
coverage method, the impact of the variation of the importance of certain regions within the area
and made some simulations and tests to see the results from it. Then, we studied the behavior
of this method for a given area with large number of drones and saw where the solution would
converge in terms of planar positioning and altitude due to the control laws nature. Then we
exploited one of the biggest features of this method which is the capability for, in case of missing
drones, to compensate their work, redistributing among the area. For last, we simulated the area
coverage assuming that the area’s shape was different and the sensing pattern as well. Resulting
in some cases on better area coverage and optimal system configuration.
To conclude we briefly compared the two methods presented in the light of their general draw-
backs and advantages and which type of drones team was more appropriated and for which sce-
nario.
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Figure 6.18: Simulation of a 8 drone system with homogeneous region importance and rectangular
sensing pattern.
100 Simulations and Analysis
(a) Drones initial location. (b) Drones initial location
0
2.5
0.5
q
1
2
1.5
y
1
3
2.50.5
x
2
1.5
10 0.5
0
(c) Initial Quality Value.
0
2.5
0.5
q
1
2
1.5
y
1
3
2.50.5
x
2
1.5
10 0.5
0
(d) Final Quality Value.
0 5 10 15
Time (s)
0
10
20
30
40
50
60
70
80
90
100
O O
op
t
(%
)
(e) Objective Function relatively to the possible
best solution.
0 5 10 15
Time (s)
0
0.5
1
1.5
2
2.5
3
3.5
4
O
(f) Objective Function.
0
0.2
0.4
0.6
0.8
1
1.2
z
2
y
1
2.5
x
21.510 0.50
(g) Drones Trajectories, squares are initial posi-
tions and circles the final positions.
0 5 10 15
Time (s)
0
10
20
30
40
50
60
70
80
90
100
A
co
v
(%
)
(h) Area covered in this configuration.
Figure 6.19: Simulation of a 8 drone system with homogeneous region importance and rectangular
area shape.
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Figure 6.20: Simulation of a 9 drone system with homogeneous region importance, rectangular
area’s shape and rectangular sensing pattern.
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Chapter 7
Conclusions and Future Work
This thesis has presented different solutions for area coverage problem. The algorithms are di-
vided into non-communicative and communicative area coverage. In non-communicative, the
drones perform the assigned tasks disjointly by sweeping over the region of interest. They follow
optimized routes assigned by a base station and departing from there. In communicative coverage,
the agents start at an initial random location on the border of the region or already inside, and
then, spread dynamically along the region dividing as much as possible the responsibility of the
covered area. In this coverage, the drones cover regions within their sensing range and are able to
communicate with each other as long as they are inside of each other communicative area. This
peer-to-peer communication turns this method into a MANET, creating a distributed drones sys-
tem. This last coverage methods allows the area to be monitored longer time and in near real-time.
However it requires much more agents when compared to the non-communicative coverage.
In this thesis, we started by introducing the necessity of this works and its contributions to the
modern state of surveillance technologies. Then we shared a detailed background knowledge about
UAS, mentioning their history, hardware and software differences, their classification accordingly
to different points of view and many system components. Additionally, we exposed some of the
flight control mechanisms, the general flight dynamics and how drones autonomous levels are
defined. Moreover we cite some applications on the many different fields where drones take major
roles nowadays. For last in that chapter, we introduced the concept of multi-agent systems and
how they could operate with each other.
Posteriorly, we explained based on many authors and literatures, the pioneer approaches in
which our work assets was based on. Defining what surveillance was, in the context of this thesis,
and what area partitioning and coverage algorithms exist. Scoping, for last, the two desired ma-
neuvers for an area coverage problem, the non-communicative and the communicative coverage.
As last, we briefly explained the works done by [63], [88], [18] and [16].
After in this thesis, we explained the problem itself, what was the purpose and what assump-
tions were made to solve it. In this case, we assumed a globally area coverage problem in which,
different approach had different assumptions and requirements.
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Finally, we explained in detail the algorithms adopted to solve each one of the problems im-
posed, the non-communicative offline path planning area coverage methodology and the commu-
nicative cooperative visual area coverage methodology, respectively.
For last, we implemented both scenarios algorithms on MATLAB and tried to validate the
methodology adopted through a bunch of tests such as robustness tests on the methods bottlenecks
or optimized results incoming from methodology adopted, comparing to traditional solutions.
7.1 Objectives Satisfaction
In terms of objectives satisfaction, we were able to complete most of them, leaving however be-
hind some implementation of these methods into a more realistic simulation platform beside from
MATLAB, testing this implementation for Software-in-the-loop toolchains and even try to validate
some methods with real field experiments or Hardware-in-the-loop executions.
The proposed initial objectives were to adopt and optimize area coverage surveillance tech-
niques and implement them on LSTS [15] toolchain, And, through tests and controllers adjusts,
optimize the already implemented area coverage algorithm.
Related to drones general knowledge, we were able to gather a lot of information from other
authors creating a nice research summary and review over drones surveillance methods and appli-
cations. From literature review, we were able to scope the bigger authors for each pioneer work
and further developments. Also, satisfied the need of finding and design methods to surveil areas
using different technologies, in this case communicative and non-communicative. For last, we
were able to implement on MATLAB the different algorithms as desired for first simulations and
draw some conclusions over the studied methods. Presenting, this way, two coverage methods for
two very distinct and appealing procedures.
To be done, was half of the interface that would connect our MATLAB algorithms directly
into LSTS toolchain, allowing us to make Software-in-the-Loop Simulations. Using Neptus as
the mission planer, IMC as the communication interface and DUNE as the vehicle on-board con-
trollers. Validating in real life the methods adopted by adding real life constraints like wind speed
and direction or even battery usage.
7.2 Future work
In terms of future work this thesis can be divided into three parts.
In the first part, by improving and optimize even further the non-communicative coverage
algorithm. Some suggested improvements are:
• Incorporate the drones kynodynamic models into the simulation so we can precisely know
what are the accelerations, decelerations and turn angles need to be done to minimize paths
time and energy consumption;
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• Create a fault monitoring system where the operator could deploy another extra drone to
perform the non covered area, this can be achieved by using some kind of communication
in this method;
• Improve the space partitioning so we can divide non-convex polygons into several convex
polygons decreasing mission total time and coverage redundancy [17];
• Make the algorithm modular for any coordinate system, facilitating the export of algorithm
information into other platforms;
• Create a situation where the UAV could be deployed from many different depots;
• Introduce other environment variables like the wind speed, or the compensation on sweeping
direction in opposition to wind direction impacts.
• Introduce Vertical movement optimization;
• Consider the decreasing battery variable in face to environment conditions and the consump-
tion when departing to base station or returning.
• For last, create an incorporated collision avoidance system so we make sure that the UAV
do not crash each other or in anything on the terrain.
In the second part, by improving and explore even further the communicative coverage algo-
rithm. Suggested improvements are:
• Create a complementary algorithm were drones fly from a base or several bases to the in-
tended region;
• Create a coordinate system so we can plot the algorithms results in a more realistic environ-
ment;
• Add to the algorithm the real vehicles kynodynamic models throw an interface, so we can
take real time values;
• Explore the communication issues like communication delay, ad hoc algorithm, among
other communications general problems;
• And finally, implement in an advanced level some surveillance features like surround a given
target, for example if we define our Gaussian surface variable in time, we can realize intrud-
ers on the area, with image recognition, or increase patrol over areas with more probability
of being problematic.
And for last part and the most important one, to:
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• Improve and add features to MATLAB interface with DUNE, IMC and Neptus so we can
directly export the algorithms data to LSTS toolchain and run SITL and HITL tests;
• Validate this algorithms in may different Autopilots, drones and networks so this algorithm
can be improved to a satisfying level.
• Explore and add another features apart from area coverage used for surveillance technology,
remembering that surveillance has many applications for military scenarios but also many
commercial applications. Some suggestion are, camera’s image recognition patterns, self-
learning teams of drones, search and destroy or search and rescue algorithms, Mapping
among other technologies;
• Create a program or a framework, where any kind of drone could use or simulate this algo-
rithms, for future use by the LSTS or even for commercial uses.
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