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I. INTRODUCTION 
During the period December 15, 1968 to June 15, 1969, major  efforts 
were directed towards (1) completing past r e sea rch  projects and subse- 
quently presenting the findings in a published form, and (2) continuing 
r e sea rch  projects initiated during the previous year.  Specifically, we 
a r e  continuing work in decision processes  of human control lers  and 
on the human neuromuscular system, 
Several  papers  were published in the a r e a s  of stochastic approxima- 
tion, manual adaptive control and d iscre te  human controller models. 
Work on the identification of human control ler ' s  strategy in d iscre te  
decision making i s  being continued and the r e su l t s  of prel iminary ex- 
per iments  a r e  presented herein. 
In addition, a brief outline of proposed future r e sea rch  efforts is 
presented. 
1 1  A GEOMETRIC APPROACH TO THE IDENTIFICATION O F  DECISION 
ALGORITHMS USED B Y  HUMAN CONTROLLERS 
M. 3. Merr i t t  and G. Meier 
Human control lers  decision making involves the selection of an 
appropriate response for a given control situation f rom among a finite 
set  of allowable responses.  The decision to initiate a discrete  control 
action - pulsatile o r  continuous, the logic behind eye movement scanning 
rules  o r  the detection of a covert event a r e  but a few examples of decision 
making processes  within the human controller,  In the past, identification 
of the human control ler ' s  decision algorithms has  relied on graphical 
or brute-force computer methods, The decision space (including all  
or some of the state var iables)  was multi-dimensional and modeled 
using general purpose mult i -s ta te  decision elements (MSDE) having 
multiple inputs with adjustable weighting factors  [ lland single decision 
outcomes a s  outputs. When the dimensionality of the decision space 
is three or higher, graphical techniques become cumber some. The 
MSDE ' s ,  while computationally feasible a r e  difficult to interpret  
physically because of the high dimensionality of the resultant decision 
surfaces,  The goal of m o s t  human operator modeling i s  to gain insight 
into the physical processes  involved. 
The method described in the following uses  MSDEfs for modeling 
human decision making with constraints on the s t ruc ture  of the de- 
cision space, based on the pract ical  system being studied. The ap- 
proach i s  summarized a s  follows: 
1. Select those variables f rom the state space which influence 
the decision process.  The space comprising these variables i s  
called the input space. 
2. Define the output space a s  the union of a finite number 
of admissible output s ta tes  (sometimes called decision outcomes). 
3. Parti t ion the input space. Then the input space i s  the 
union of single elemental spaces called hypercubelets. 
4. The path in the input space t raced  out during a manual 
control task i s  called the input trajectory. As the input t ra jectory 
passes  through a cubelet, the corresponding output state i s  recorded. 
5. Associate each cubelet in the input space with one of 
the admissible output states.  (This i s  done via actual input state 
t ra jector ies .  ) 
6. After a l l  of the experimental data i s  processed, the 
input space i s  smoothed to  fill in the output s ta tes  of those cubelets 
not touched by the experimental input t ra jector ies .  
7 ,  The smoothed input space is examined to locate all 
boundaries between the finite output skates, All subsequent proees sing 
i s  performed on these multi-dimensional boundaries. 
8. Each boundary is  analyzed t o  find the best fi t  hyper-conic 
section. If a single conic section is  not sufficient, then two o r  more  
conic sections may be used t o  f i t  the boundary in a piece-wise manner.  
9 .  The complete model is  comprised of the various hyper - 
conic section approximations to the experimental decision boundaries, and 
constitutes the resultant decison algorithm. 
The primary advantage of this geometric approach i s  that 
the resultant decision algorithm of the human controller i s  obtained f rom 
a finite number of experimental input t rajectories .  
A .  
The smoothing algorithm discussed in this section i s  applied to  raw 
experimental data in the input space so  a s  to yield output states for the 
"undefined" cubelets, that i s ,  those cubelets in the input spaces that a r e  
l d t  untouched by the raw data. The procedure is  outlined a s  follows: 
1. The density of output states in the neighborhood of every 
undefined cubelet is  investigated. 
2 .  The output state of an undefined cubelet is classified 
in a category whose density i s  highest in the neighborhood of the given 
cubelet. This denisty must exceed a certain threshold; otherwise the 
given cubelet i s  left undefined. 
The threshold value chosen depends upon the location of the  
undefined cubelet with respect to the boundaries of the decision space 
for  which the model i s  valid. 
In a two dimensional input space three cases of interest are:  
a. Interior eubelets - Here all the cubelets In the neighbor- 
hood of the undefined cubelet a re  defined. (see sketch below) 
The output states of the -neighborhood cubele ts  in eight different directions 
from the undefined cubelets a re  recorded. The output state of the cubelet 
is  said to  belong to that category whose density is the highest and greater 
than a threshold value of 0.75. 
b. Edge cubelets -. These a re  cubelets which lie on a boundary 
of the allowable decision space. (see sketch below) 
The neighborhood of the undefined cubelet exists in only five directions. 
The cubelet's output state is assigned to that category whose density is  
highest and greater than a threshold value of 0.80. 
c.  Corner cubelets - These a re  cubelets at the intersection 
of two orthogonal boundaries of the allowable decision space. (see 
sketch below) 
The neigE-Lborhood is investigated in three directions, The undefined 
eubelets output s ta te  i s  ass igned to "eat category whose density is 
highest and greater than a threshold value of 0 , 6 7 .  
3 .  The distribution of the undefined cubelets changes with 
every smoothing operation. Hence several  runs with the smoothing 
algorithm a r e  generally necessary to define the input space. The process 
i s  terminated when the percent decrement in the undefined cubelets 
reaches some lower threshold value (picked by the programmer). 
The application of the smoothing algorithm to the identifi- 
cation of decision regions in two simulated control tasks is  discussed 
next. 
B. 
Two manual control tasks simulated on a digital computer a r e  
shown in Figures 1 and 2 respectively. Data obtained a r e  used t o  
demonstrate the feasibility of the geometric approach to the identification 
of the decision surfaces used in the black box simulated human operators. 
The system input was a low frequency random appearing input (sum of 
sine waves with non-commensurate frequencies). E r ro r ,  er ror- ra te  
and controller output state (+I ,  0, or  -1) were recorded. After 
partitioning of the input space (i. e. e r ro r - ra te  versus e r r o r ) ,  the 
output state associated with each cubelet touched by the input (i. e. 
e r r o r )  trajectory was determined as  shown in Figures 3 and 4 
(corresponding to Figure 1 and 2 respectively). 
Since the plots in Figures 3 and 4 give only a rudi ary picture of 
the input space, the smoothing criterion (described above) is applied 
to characterize the output state for the undefined cubelets. The resultant 
smoothed input space i s  given by plots of Figures 5 and 6 respectively. 
Simulated Human Operator  
FIGURE 1 
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The decision space is now defined (except for  a few iso%ated cubelets) 
and the decision boundaries may be erptracted as in Figures 7 and 8 
respectively. Notice that they compare very favorably with the 
corresponding decision boundaries in Figures 1 and 2. 
A conical section may be used to approximate the closed and 
open decision boundaries. Thus the coefficients in the general 
expression for a conic, 
can be selected such that a least squares fit i s  obtained. The closed 
'boundaries yield an ellipse for a f i t  while the open boundaries a r e  
best fit by either eccentric conic sections or straight lines (a = b = c = 0). 
Decision boundaries in Figure 8 may be fit by an ellipse (circle)  and 
straight lines, while those in Figure 7 a r e  best approximated by two 
straight lines. 
The two examples considered above illustrate the power of the 
proposed identification scheme. Extension to n dimensions is  
comparatively easy to achieve. Computationally this implies, an 
increased memory requirement on the machine. The decision surface 
can still  be represented by a section through a hypercone, which has 
a second order equation in n variables of the form: 
with a. . 
13 
where ei a r e  the independent variables in the input space. 
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n1, NEUROMUSCULAR SYSTEMS 
L, Ostroy and G , A ,  Bekey 
Mathematical models of muscle  function in i sometr ic  tasks have 
been proposed by Coggshall [ 21. In these models the aggregate 
myoelectric and force  outputs V ( t )  and F (t)  of a skeletal  muscle  M M 
a r e  considered a s  random processes  and their f i r s t  and second order  
s ta t is t ics  described a s  functions of the statist ics of the individual 
active motor units. Current  r e s e a r c h  effor ts  a r e  directed to vali- 
dating the theoretical predictions by way of digital simulation of the 
proposed models, A synthetic electromyogram (EMG) can be com- 
puted i f  one knows the number of individual active motor units 
recrui ted for a given i somet r i c  muscle  tension and the s tat is t ical  
distributions of their  respect ive electr ical  activities. The purpose 
of such an approach i s  to get some insight into the inverse problem 
of identifying the number of motor units and their s ta t is t ics  f r o m  
aggregate myoelectric activity of whole muscles.  This method, i f  
i t  proves feasible,  can be used in the diagnosis of neuro-muscular 
disorders .  
IV. PUBLICATIONS 
Several papers  were presented a t  various conferences and pbblished 
in journals. These papers  and their abstracts  follow: 
1, "Decision P rocesses  in the Adaptive Behavior of Human 
Controllers ", A. V. Phatak and G. A, Bekey, presented a t  
the Fifth Annual NASA - University Conference on Manual 
Control, M. I, T, , Cambridge, Mass . ,  March 27-29, 1969; 
a l so  accepted for publication in IEEE Transactions on Systems 
Science and Cybernetics, Vol, 5, No, 4, October 1969. 
ABSTRACT 
This paper i s  concerned with the development of a decision 
algorithm which s imulates  the rapid adaptive behavior of human 
controllers following sudden changes &I plant dynamics, The 
control of a VTOL a i r c ra f t  in hover following fai lure  of the stability 
augmentation sys tem i s  used a s  a specific example. The decision 
algorithm i s  based on the assumption that the human controller 
recognizes certain pattern features  in the e r r o r  - e r r o r  r a t e  phase 
plane. Experimental data, obtained f rom pilots facing four pos- 
sible alternatives following the t ime of failure,  a r e  presented. The 
proposed decision algorithm i s  developed and digital simulation 
resu l t s  a r e  discussed. A theoretical justification for the algorithm, 
based on s tat is t ical  decision theory, i s  presented in the Appendix. 
2, "On Modeling the Adaptive Character is t ics  of Human Gontrollers ", 
A ,  ?J. Phatak and 6, A,  Bekey,  resented at the Conference on 
San Francisco,  June 30-July 1, 1969, 
ABSTRACT 
This paper presents  the development of a decision-control algorithm 
which models the rapid adaptive response of human controllers following 
sudden catastrophic changes in plant dynamics. The specific control 
task chosen i s  that of manually controlling the rol l  axis of a simulated 
VTOL a i r  craf t  in hover following failures in the stability augmentation 
system. The decision algorithm i s  based on the assumption that the 
human controller i s  trained to recognize certain pattern features  
in the e r r o r - e r r o r  r a t e  trajectory. Actual human operator response 
data a r e  used to identify the decision-control logic incorporated in 
the proposed algorithm. Finally, resul ts  f rom digital simulations 
of the proposed adaptive controller model in various failure situations 
a r e  discussed. 
3 .  "Identification of Human Operator Models by Stochastic 
Approximation", C. B, Neal and G,  A. Bekey, presented 
a t  the Fifth Annual NASA - University Conference on Manual 
Control, M. I, T . ,  Cambridge, Mass . ,  March 27-29, 1969. 
ABSTRACT 
This paper d iscusses  the application of stochastic approximation 
to the estimation of human operator model parameters .  Both con- 
tinuous and sampled-data models a r e  considered. Stochastic approxi- 
mation was used successfully for parameter  est imates  in both types 
of models, In the case  of sampled data models, a l l  parameters ,  
including the sampling interval,  have been estimated. 
4. "Estimation of the Pa ramete r s  of SampSed-Data Systems by 
Means of Stochastic Approximation", C ,  B, Neal and G ,  A. Bekey, 
presented a t  the Joint Automatic Control Conference, Boulder, 
Colo. , 1969. 
ABSTRACT 
This paper discusses  the application of stochastic approximation 
to the estimation of sampled-data sys tem pa ramete r s ,  including the 
sampling interval. The sampled-data systems considered have a 
closed-loop configuration, continuous input and output signals,  and 
e r r o r  sampling. A continuous dynamic system follows a ze ro  
order  hold, Sufficient conditions a r e  given for the mean-square 
convergence of a stochastic approximation algorithm of the Kiefer- 
Wolfowitz type which is used to estimate a l l  the parameters  of the 
sampled data system. Simulation resu l t s  a r e  presented which il- 
lustrate  the theoretical resul ts .  In addition, simulations indicate 
that good est imates  of the mean value of parameters  a r e  s t i l l  possible 
when the pa ramete r s  have random components. 
We expect to begin severa l  new projects  during the coming 
year .  Specifically, w e  intend to  investigate the following a r e a s ,  
1. 
The adaptive character is t ics  of trained human control lers  
have been an object of study and investigation for  the pas t  eight 
years .  However, only recently attempts have been made to  obtain 
quantitative data and mathematical  models describing the decision 
processes  in the response  of human control lers  in cer ta in  non- 
stationary control  t asks  C31. It i s  assumed in a l l  these studies 
that  the human operator  has  learned via training the appropria te  
adaptive contr 01 s t ra tegy fo r  a given t ime -varying contr 01 situation. 
The adaptive model involves either pattern recognition concepts 
or model re fe rence  schemes.  No attempts have been made to  
model the a lgori thm (i. e. the optimal pattern feature  extraction 
or the best  model  reference scheme) used by the human in achieving 
a resul tant  steady- s ta te  adaptive controller s t ructure .  Thus, it 
would be des i rab le  to  model the learning processes  of the human 
controller in a specific control task. Knowledge gained f r o m  such 
a study would great ly  benefit or augment control  theoretic approaches 
to the design of self-organizing systems inaddition to i t s  usefulness 
to  manual control  design. 
The neuromuscular  system compr ises  the effector par t  of the 
human controller (that par t  of the motor sys tem beyond the spinal 
motorneurons),  I t  i s  involved in the control  and regulation of p rec i se  
l imb position and movement. Models based on physiology have 
been proposed for s m a l l  perturbations of the l imb position [4]. 
However, these a r e  "l i teral" models since no numer ica l  values 
for the various component parameters  a r e  used (if available). 
The basic topology of the neuromuscular  apparatus is fairly 
well documented, The main components a re :  
I. A n  Actuator - slceletal muscle and 
2. Sensors,  namely, ( a )  the muscle spindle which 
senses muscle length and length ra te ,  (b) the Golgi 
tendon organ which ac ts  like a muscle  f o r c e  t r ans -  
ducer and (c)  joint proprioception via the Ruffini 
endings. 
It has  been suggested that integration and weighting of various 
sensory  pathways occurs  a t  the spinal motor-neuron levels with 
gates and weighting provided by a separate  element (perhaps the 
Renshaw Cells). 
I t  i s  quite likely that the topology or the configuration of the 
sys tem is a function of the specific control task. For  example, 
there  may be a distinct difference in the internal weighting of 
sensory information by the human controller while tracking 
t ransient  inputs (s teps,  ramps ,  etc. ) a s  against tracking low 
frequency random inputs. It may a lso  be a function of the kind 
of manipulator used (force o r  p r e s s u r e  stick versus  spring 
res t ra ined  stick). 
I t  would be desirable  to  know the various hierarchical  neuro- 
muscular  configurations possible and the methods by which they 
a r e  recruited. However, before attempting such a task, it i s  
mandatory that the individual physiological components be glalyzed 
and modeled. Only with these subunit models available can one 
proceed with modeling the overal l  neuromuscular system. We 
hope to s t a r t  with muscles  and study their  aggregate myoelectric 
activity as a function of the number of individual motor units r e -  
cruited and their  statist ics,  Actual human single motor unit 
data will by analyzed a s  a f i r s t  s t ep  in the process  of modeling 
rnuscle function. It i s  hoped that such an approach can be followed 
to i t s  logical conclusions. 
3, Discre te  Hurnava Operator Models 
The algorithm descr ibed in Section 11 for the identification of 
decision surfaces  may be applied to  model human con"r;oliler be- 
havior in response to a non-stationarity in the inpta: or  in the plant 
dynamics. Thus s tep  response  data for various controlled element 
dynamics may  be used for identifying the models of human control lers  
for  t ransient  inputs. Similar ly ,  the adaptive response  of the human 
operator  to a s tep  change in the plant dynamics can be analyzed t o  
identify the d i sc re te  switching in controller strategy. Such a method, 
if  feasible,  can yield the various decision sur faces  used in adaptive 
models  of human control lers  [3], 
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