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Solitons and breathers are localized solutions of integrable systems that can be viewed as “parti-
cles” of complex statistical objects called soliton and breather gases. In view of the growing evidence
of their ubiquity in fluids and nonlinear optical media these “integrable” gases present fundamental
interest for nonlinear physics. We develop analytical theory of breather and soliton gases by con-
sidering a special, thermodynamic type limit of the wavenumber-frequency relations for multi-phase
(finite-gap) solutions of the focusing nonlinear Schro¨dinger equation. This limit is defined by the
locus and the critical scaling of the band spectrum of the associated Zakharov-Shabat operator,
and yields the nonlinear dispersion relations for a spatially homogeneous breather or soliton gas,
depending on the presence or absence of the “background” Stokes mode. The key quantity of inter-
est is the density of states defining, in principle, all spectral and statistical properties of a soliton
(breather) gas. The balance of terms in the nonlinear dispersion relations determines the nature
of the gas: from an ideal gas of well separated, non-interacting breathers (solitons) to a special
limiting state, which we term breather (soliton) condensate, and whose properties are entirely de-
termined by the pairwise interactions between breathes (solitons). For a non-homogeneous breather
gas we derive a full set of kinetic equations describing slow evolution of the density of states and
of its carrier wave counterpart. The kinetic equation for soliton gas is recovered by collapsing the
Stokes spectral band. A number of concrete examples of breather and soliton gases are considered,
demonstrating efficacy of the developed general theory with broad implications for nonlinear optics,
superfluids and oceanography. In particular, our work provides the theoretical underpinning for the
recently observed remarkable connection of the soliton gas dynamics with the long-term evolution
of spontaneous modulational instability.
I. INTRODUCTION
There is a rapidly growing interest in the subject of
random solutions to integrable nonlinear dispersive equa-
tions prompted by Zakharov’s paper “Turbulence in in-
tegrable systems” [1]. The unlikely marriage of inte-
grability and randomness within the framework of “in-
tegrable turbulence” is motivated by the complexity of
many nonlinear wave phenomena in physical systems
that can be successfully modelled by integrable partial
differential equations. Despite integrability of the mathe-
matical model, physically reasonable results for such sys-
tems can often be obtained only in statistical terms (such
as probability density function, power spectrum, correla-
tion function, etc.). This is particularly true for modula-
tionally unstable media, where small random perturba-
tions, inevitably present in any physical system, rapidly
grow, leading to disintegration of a constant or slowly
varying background and the establishment of a turbu-
lent nonlinear wave wave field exhibiting spontaneous
emergence of localized coherent structures such as soli-
tons and breathers [2]. Applications of integrable turbu-
lence range from oceanography to nonlinear fiber optics
and Bose-Einstein condensates. Indeed, recent observa-
tions in ocean waves [3, 4] and laboratory experiments
in optical media [5–7] and classical fluids [8, 9] provide a
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growing evidence of ubiquity and pervasiveness of inte-
grable turbulence in physical systems. Due to complexity
of turbulent nonlinear wave fields, the majority of the ex-
isting studies of integrable turbulence involve extensive
numerical simulations, while an analytical development,
vital for the understanding of this fundamental physical
phenomenon, is rather limited.
Our paper develops an analytical theory of an impor-
tant class of integrable turbulence called soliton gas, and
its natural yet nontrivial generalization which we term
breather gas, in the framework of the one-dimensional
focusing nonlinear Schro¨dinger (fNLS) equation, a canon-
ical model for the description of the envelope dynamics of
weakly nonlinear quasi-monochromatic waves propagat-
ing in dispersive, modulationally unstable media when
dissipative processes are negligible.
The notion of soliton gas—an infinite statistical en-
semble of interacting solitons— was first introduced by
V. Zakharov [10] who derived kinetic equation for a “rar-
efied” gas of KdV solitons by considering the modifica-
tion of the soliton velocity due to the position shifts in
its pairwise collisions with other solitons in the gas. The
generalization of Zakharov’s kinetic equation to the case
of the KdV soliton gas of finite density was obtained by
one of the authors in [11] by considering the infinite-
phase, thermodynamic type limit of the Whitham modu-
lation equations. In [11] the soliton distribution function
was identified with the density of states, the fundamen-
tal quantity in the spectral theory of random potentials
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2[12, 13]. The finite-gap theory derivation in [11] served
as a motivation for a more intuitive, physical construc-
tion of the kinetic equation for a dense soliton gas of the
fNLS equation in [14]. Very recently the kinetic equa-
tion having the same structure as the kinetic equation
for soliton gas was derived in the framework of the “gen-
eralized hydrodynamics” for quantum many-body inte-
grable systems [15–17]. These theoretical studies, along
with already mentioned observations in a variety of phys-
ical media, strongly indicate that soliton gases represent
a fundamental object of nonlinear physics, providing a
number of intriguing, novel connections between soliton
theory, dispersive hydrodynamics [18] and statistical me-
chanics. In particular, dynamics of a soliton gas in the
fNLS equation recently attracted considerable attention
in relation with the description of the nonlinear stage
of spontaneous modulational instability [2, 19] and the
rogue wave formation [20].
Solitons represent spatially localized, decaying at in-
finity solutions of the fNLS equation. The presence of a
non-zero background gives rise to rich families of space-
time localized fNLS solutions called breathers. Thus the
fNLS soliton gas dynamics in the presence of a non-zero
background can be viewed as breather gas. If the back-
ground of a breather is a plane wave the corresponding
fNLS solution in a general case is the so-called Tajiri-
Watanabe breather [21] with the “standard” Akhmediev,
Kuznetsov-Ma and Peregrine breathers being its partic-
ular cases. The background of a breather can be given
by one of the nonlinear multiphase fNLS solutions, also
known as finite-gap potentials [22, 23] (see [24] for a de-
scription of rogue waves within finite-gap potentials and
[25, 26] for the explicit constructions of fNLS breather
solutions on periodic (elliptic) and 2-phase background
repectively).
Our paper is concerned with the analytical description
of soliton and breather gases using the tools of nonlinear
spectral theory, also known as finite-gap theory, which
represents an extension of the celebrated inverse scatter-
ing transform (IST) method [27] to problems with pe-
riodic and quasi-periodic boundary conditions [22, 28].
While the mathematical development of the paper in-
volves some technical aspects of the finite-gap theory,
the basic ideas behind the proposed construction are very
general, physically transparent and fundamental. In fact,
we show that the kinetic theory of breather gas can be
viewed as a broad generalization of the well known kine-
matic wave theory [29] to the case of nonlinear dispersive
random waves described by the fNLS equation. Below we
outline the paper organization and present a high-level
description of the main ideas and results. The mathe-
matical underpinnings of more technical aspects of the
paper can be found in the Appendix.
First we derive nonlinear dispersion relations for finite-
gap potentials of the fNLS equation, which generalize the
well known notion of the dispersion relation ω = ω0(k)
for linearized waves. The finite-gap potential ψn(x, t)
is characterised by n-component wavenumber k and fre-
quency ω vectors, where n ∈ N is the genus of the solu-
tion. The genus of the solution is equal to the number
of nonlinear wave modes or phases comprising the wave
field ψ(x, t) described by the fNLS equation. Within this
classification, the plane wave (condensate) with |ψ| = 1
represents a genus zero solution. The well known ellip-
tic solutions of the fNLS equation are genus one solu-
tions, with the standard (fundamental) solitons being a
degenerate case of the genus one. The standard breathers
(Akhmediev, Kuznetsov-Ma and Peregrine) all represent
degenerate genus two solutions [23]. In our construction
of breather gas we assume an even genus n = 2N ; the re-
sults for the potentials of an odd genus (yielding soliton
gas in the appropriate limit) are obtained by “collapsing”
the breather gas background to zero.
Nonlinear dispersion relations for the fNLS n-gap po-
tentials represent a system of linear equations (18), (19)
relating k and ω with other parameters of the solution,
which are most conveniently expressed in terms of the
band spectrum Σn ∈ C of the Zakharov-Shabat (ZS)
operator associated with the fNLS equation [27]. We
can symbolically represent these relations in a paramet-
ric form
ω = Ω(Σn), k = K(Σn). (1)
The core of the paper is the derivation and analy-
sis of the nonlinear dispersion relations (25), (26) for a
breather/soliton gas which are obtained from relations
(1) by applying a special infinite-genus, thermodynamic
type limit. The crucial role in our analysis is played
by: (i) a special choice of the wavenumber-frequency
set in (1), and (ii) the critical, n-dependent scalings of
the band/gap distributions in the finite-gap potentials.
We distinguish between three such scalings: exponen-
tial, super-exponential and sub-exponential, each corre-
sponding to a distinct type of breather/soliton gas. Each
type of the scaling implies a specific balance of terms in
the nonlinear dispersion relations (1), resulting in certain
distinct properties of the corresponding soliton/breather
gases.
We show that the super-exponential scaling corre-
sponds to an “ideal gas” of non-interacting, isolated
quasiparticles (breathers or solitons), whose dynamics is
determined by secular (non-integral) terms in the disper-
sion relations. In the opposite case of the sub-exponential
spectral scaling the properties of the gas are entirely de-
termined by the integral, interaction terms, and the in-
dividual characterization of quasiparticles is suppressed.
We call the corresponding gas a breather (soliton) con-
densate. We show that a particular case of the conden-
sate representing a critically dense bound state soliton
gas is characterized by a special density of states distri-
bution (63), which coincides with the appropriately nor-
malized semi-classical distribution of discrete spectrum
in the ZS scattering problem for a rectangular potential
[27, 30, 31]. We also present a nontrivial example of a
non bound state soliton condensate characterized by a
circular spectral locus in the complex plane, leading to
3the group velocity of quasi-particles in the condensate
being twice the speed of free solitons for the same spec-
tral parameter. Finally, the exponential spectral scaling
corresponds to the general case of a soliton/breather gas
of finite density, in which the effects related to the indi-
vidual motion of quasiparticles and their pairwise inter-
actions are in balance.
As a straightforward consequence of the nonlinear dis-
persion relations of breather/soliton gas in we derive
an integral equation (37) relating the velocity s(η) of
quasiparticles in a breather/soliton gas (we call them
the ‘tracer’ breathers or solitons) with the fundamen-
tal quantity u(η) called the density of states [12, 13],
η ∈ C being the ZS spectral parameter. This integral
equation specifying s = F [u], where F is a functional,
can be viewed as the equation of state of a spatially ho-
mogeneous (equilibrium) gas. The equations of state for
breather and soliton gases have the same structure but
are characterised by different forms of both secular (free
particle) and integral (pairwise interaction) terms. In
both cases the interaction kernel is determined by the po-
sition shift in a breather-breather and soliton-solton pair-
wise interactions respectively. We also derive a “satellite”
system, Eqs. (88), (30), (47) describing the spectral dis-
tribution of the phase velocity s˜(η) of the carrier wave
in a breather/soliton gas with a given density of states
u(η).
The evolution of slowly modulated n-gap potentials is
known to be described by the so-called Whitham modu-
lation equations [29, 32] representing a system of quasi-
linear partial differential equations for weak spatiotem-
poral deformations of the finite-gap ZS spectrum Σn(x, t)
[33, 34]. The modulation system for the fNLS equation
necessarily includes the n-component wave conservation
law [29, 33, 35]
kt = ωx, (2)
which should be complemented by the nonlinear dis-
persion relations (1). The application of the thermo-
dynamic limit to the “nonlinear kinematic wave sys-
tem” (2), (1) results in a kinetic equation for the den-
sity of states u(η, x, t) in a spatially non-homogeneous
breather/soliton gas. This equation has the form of a
transport equation ut + (us)x = 0, complemented by the
x, t-dependent equation of state s(η, x, t) = F [u(η, x, t)].
Another consequence of the application of the thermody-
namic limit to the system (2), (1) is the satellite transport
equation u˜t+ (u˜s˜)x = 0 for the carrier wave wavenumber
u˜(η, x, t) in a breather/soliton gas.
Finally, we derive multi-component hydrodynamic re-
ductions of the kinetic equation for breather gas and
obtain the solution to a “shock tube” problem consist-
ing of three disparate constant states separated by two
propagating contact discontinuities satisfying appropri-
ate Rankine-Hugoniot conditions.
In this work we do not consider particular realizations
ψn(x, t), n 1, of the nonlinear random wave field in a
soliton or breather gas, which would depend on a specific
choice of the initial phase vector θ(0) ∈ Tn of ψn (see
Sec. II for details). In the construction of a spatially
homogeneous breather/soliton gas it would be natural to
assume that the components of the initial phase vector
θ(0) are independent random variables with θ(0) being
uniformly distributed on Tn. In the soliton gas limit
n → ∞ the uniform distribution of phases on Tn gets
replaced by a suitably normalized Poisson distribution
on R, see [53]. The spectral theory developed in this
paper, however, is not based on any assumptions about
the phases of finite-gap solutions involved.
Due to the fundamental nature of the fNLS equation
as a universal mathematical model describing nonlinear
wave processes in a broad range of dispersive media, the
theory developed in this paper can find applications in
various physical contexts, particularly nonlinear optics
and deep water waves, where complex statistical ensem-
bles of breathers or solitons represent ubiquitous phe-
nomena observed in both experimental and natural con-
ditions.
II. FINITE-GAP SOLUTIONS: BASIC
CONFIGURATION FOR AND NONLINEAR
DISPERSION RELATIONS
In this section we shall describe the basic mathematical
objects necessary for the derivation of the nonlinear dis-
persion relations and the equation of state of the breather
gas. We consider the fNLS equation in the form
iψt + ψxx + 2|ψ|2ψ = 0, (3)
where ψ(x, t) is a complex wave field. Various families
of exact solutions to the fNLS equation are available due
to its integrability via the IST [27]. The key step in the
integration of the fNLS equation by the IST is the de-
termination of the spectrum of a linear (Dirac) operator
with the potential ψ(x, t) – the ZS scattering problem.
The fNLS evolution (3) is characterised by the ZS spec-
trum that has a very simple time dependence.
The original IST method enables the construction of
fNLS solutions in the class of functions (potentials) suf-
ficiently rapidly decaying at infinity. The long-time
asymptotics of such solutions include solitons (discrete
ZS spectrum) and linear dispersive waves (continuous
spectrum). Various methods including Darboux trans-
formation and Hirota’s bilinear method enable the con-
struction of exact solutions describing solitons on finite
background, also known as breathers (see e.g. [21, 36–
39]).
An extension of the IST to a certain class of peri-
odic and quasi-periodic potentials, the so-called finite-
gap theory (FGT) [22, 28], enables the construction of
a broad range of non-decaying NLS solutions, which in-
clude solitons and breathers as some particular, limiting
cases. The ZS spectrum of finite-gap solutions consists of
a finite Schwarz-symmetric collection of curvilinear seg-
ments γj ⊂ C called bands. Here Schwarz symmetry
44
j = 1, . . . , n+ 1, and depends on n real phases θ(x, t) =
kx + ωt + θ0 with the initial phase vector θ0 ∈ Tn, so
that |ψn(x, t)| = Fn(θ(x, t)), where Fn is a multi-phase
(quasiperiodic) function in both x and t, that can be
expressed in terms of the Riemann Theta-functions, [40].
The n-component wavenumber k and the frequency ω
vectors depend on the endpoints {αj , j = 0, 1, 2, . . . , n} of
the spectral bands, which define a hyperelliptic Riemann
surface R of genus n given by:
R(z) =
n∏
j=0
(z − αj) 12 (z − α¯j) 12 , αj = aj + ibj , bj > 0,
(4)
z ∈ C being a complex spectral parameter in the ZS scat-
tering problem; R(z) ∼ z2n+1 as z → ∞. The branch
cuts of R(z) will be specified below. Finite-gap the-
ory of the focusing NLS equation, originally developed
in [40, 41], has been realized in [42] as a powerful an-
alytical tool for the understanding of the fundamental
phenomenon of modulational instability. Finite-gap NLS
solutions have since been used in a number of physical
applications, notably in water waves (see [23] and ref-
erences therein), and in fiber optics [43, 44]. We note
here that the finite-gap theory provides a natural frame-
work for the construction of random solutions to the NLS
equation by assuming a uniform distribution of the initial
phase vector θ0 ∈ Tn [24, 45, 46].
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Figure 1. The 1D curve Γ, the spectral bands γ±j and the
basis of cycles A±j ,B±j ,
We initially assume that all spectral bands lie along a
finite, 1D Schwartz-symmetric curve Γ (see Fig. 1); later
this restriction will be removed to allow the bands to be
located in a 2D compact subset of C. The order we use
to enumerate the bands along Γ is shown on Fig. 1. The
curve Γ does not have to be a connected curve; the exact
meaning of this statement will become clear in Section
III. We also assume that the genus n is even, n = 2N ,
N ∈ N; the transition to an odd genus case will be de-
scribed below. We enumerate the branch points accord-
ing to the following notations for the spectral bands. The
spectral band γj , j = 1, . . . , N , is defined as the segment
of Γ in the upper half plane C+ connecting the branch
points α2j and α2j+1; the spectral band γ−j is Schwartz
symmetric to γj — it connects, naturally, the branch
points α¯2j and α¯2j+1 which, for convenience, we will de-
note as α−2j and α−2j−1 respectively. Finally, there is
an exceptional band band γ0 crossing the real axis and
connecting the branch points α1 and α−1 = α¯1. An odd
genus case can then formally be considered by collapsing
the exceptional band into a point on the real axis. Note
that generally, one can have more than one exceptional
band, γ10 , γ
2
0 , . . . γ
m
0 . We remark that, in the literature,
the exceptional bands are sometimes associated with the
so-called Stokes modes [23] since, considered in isolation,
γ0 represents a “spectral portrait” of the plane wave so-
lution of the fNLS equation, also called a Stokes wave.
We can now define spectral gaps cj , j = 1, . . . N as
segments of Γ connecting the endpoint α2j+1 of γj with
the endpoint α2j+2 of the neighboring band γj+1 (or α1
of the exceptional band γ0 if j = N), and their c.c. (with
j < 0).
We define two sets of contours on the Riemann surface
R: the Aj-contours surrounding the bands γj clockwise,
|j| = 0, · · · , N , and the Bj-contours, j = 1, · · · , N , so
that Bj starts at the exceptional band γ0, goes to the
band γj on the upper sheet clockwise and returns to the
band γ0 on the lower sheet of the Riemann surface. For
j < 0 we define Bj = −B¯−j with the same clockwise
orientation, see Fig. 1.
We notice that the contours Aj , |j| = 1, · · · , N , and
−Bj , B−j , j = 1, . . . , N , form a homology basis of the
Riemann surface R with the branchcuts along γj , |j| =
0, 1, . . . , N .
Collapsing a single pair of bands γ±j , j > 0 into a pair
of double points (α±(2j+1) → α±2j) implies the appear-
ance of a soliton on a (n − 1)-gap solution background.
Shrinking all bands γ±j , j = 0, 1, . . . , N to points corre-
sponds to the transformation of a 2N -gap solution into
a 2N -soliton solution with bj corresponding to soliton
amplitudes and −4aj – to their velocities at t → ∞ (cf.
Eq. (4) for the definitions of aj , bj) provided that all
aj are distinct. If all aj are equal (without loss of gen-
erality one can assume that aj = 0 ∀j, i.e. each γj is
an interval on the imaginary axis) the limiting N -soliton
solution is a bound state [27, 47], in which case all the
solitons do not separate as t → ∞. We note that in
the soliton limit the exceptional band γ0 collapses to
the origin (the collapsed band can be associated with
a zero-amplitude soliton) and so does not contribute to
the limiting N -soliton solution. If the exceptional band
γ0 remains finite, then collapsing all the other bands into
double points correspond to a N -breather limit of a 2N -
gap solution with the finite band γ0 being “responsible”
for the background (indeed, the genus zero solution with
a single band γ0 = [−iq, iq], q > 0, in the spectrum
is the so-called plane wave, or the condensate, given by
ψ = qei2q
2t). The generic “elementary” breather corre-
i . The spect al bands γ±j and the basis of cycl s
A±j ,B±j . The 1D curve Γ consists of the bands γj and gaps
between the bands.
means ha if z ∈ C is a point of the spectrum then so is
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A n-g p solutio ψ = ψn(x, t) f (3) is defined by
a fixed set of 2(n + 1) endpoints of spectral bands γj ,
j = 1, . . . , n+ 1, and depends on n real phases θ(x, t) =
kx + ωt + θ0 with the initial phase vector θ0 ∈ Tn, so
that |ψn(x, t)| = Fn(θ(x, t)), where Fn is a multi-phase
(quasiperiodic) function in both x and t, that can be
expressed in terms of the Riemann Theta-functions, [40].
The n-component wavenumber k and the frequency ω
vectors depend on the endpoints {αj , j = 0, 1, 2, . . . , n} of
the spectral bands, which define a hyperelliptic Riemann
surface R of genus n given by:
R(z) =
n∏
j=0
(z − αj) 12 (z − α¯j) 12 , αj = aj + ibj , bj > 0,
(4)
z ∈ C being a complex spectral parameter in the ZS scat-
tering problem; R(z) ∼ z2n+1 as z → ∞. The branch
cuts of R(z) will be specified below. Finite-gap the-
ory of the focusing NLS equation, originally developed
in [40, 41], has been realized in [42] as a powerful an-
alytical tool for the understanding of the fundamental
phenomenon of modulational instability. Finite-gap NLS
solutions have since been used in a number of physical
applications, notably in water waves (see [23] and ref-
erences therein), and in fiber optics [43, 44]. We note
here that the finite-gap theory provides a natural frame-
work for the construction of random solutions to the NLS
equation by assuming a uniform distribution of the initial
phase vector θ0 ∈ Tn [24, 45, 46].
We initially assume that all spectral bands lie along a
finite, 1D Schwarz-symmetric curve Γ (see Fig. 1); later
this restriction will be removed to allow the bands to be
located in a 2D compact subset of C. The order we use
to enumerate the bands along Γ is shown on Fig. 1. The
curve Γ does not have to be a connected curve; the exact
meaning of this statement will become clear in Section
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N ∈ N; the transition to an odd genus case will be de-
scribed below. We enumerate the branch points accord-
ing to the following notations for the spectral bands. The
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γ0 represents a “spectral portrait” of the plane wave so-
lution of the fNLS equation, also called a Stokes wave.
We can now define spectral gaps cj , j = 1, . . . N as
segments of Γ connecting the endpoint α2j+1 of γj with
the endpoint α2j+2 of the neighboring band γj+1 (or α1
of the exceptional band γ0 if j = N), and their c.c. (with
j < 0).
We define two sets of contours on the Riemann surface
R: the Aj-contours surrounding the bands γj clockwise,
|j| = 0, · · · , N , and the Bj-contours, j = 1, · · · , N , so
that Bj starts at the exceptional band γ0, goes to the
band γj on the upper sheet clockwise and returns to the
band γ0 on the lower sheet of the Riemann surface. For
j < 0 we define Bj = B¯−j with the same clockwise ori-
entation, see Fig. 1.
We notice that the contours Aj , |j| = 1, · · · , N , and
−Bj , B−j , j = 1, . . . , N , form a homology basis of the
Riemann surface R with the branchcuts along γj , |j| =
0, 1, . . . , N .
Collapsing a single pair of bands γ±j , j > 0 into a pair
of double points (α±(2j+1) → α±2j) implies the appear-
ance of a soliton on a (n − 1)-gap solution background.
Shrinking all bands γ±j , j = 0, 1, . . . , N to points corre-
sponds to the transformation of a 2N -gap solution into
a 2N -soliton solution with bj corresponding to soliton
amplitudes and −4aj – to their velocities at t → ∞ (cf.
Eq. (4) for the definitions of aj , bj) provided that all
aj are distinct. If all aj are equal (without loss of gen-
erality one can assume that aj = 0 ∀j, i.e. each γj is
an interval on the imaginary axis) the limiting N -soliton
solution is a bound state [27, 47], in which case all the
solitons do not separate as t → ∞. We note that in
the soliton limit the exceptional band γ0 collapses to
the origin (the collapsed band can be associated with
a zero-amplitude soliton) and so does not contribute to
the limiting N -soliton solution. If the exceptional band
γ0 remains finite, then collapsing all the other bands into
double points correspond to a N -breather limit of a 2N -
gap solution with the finite band γ0 being “responsible”
for the background (indeed, the genus zero solution with
5a single band γ0 = [−iq, iq], q > 0, in the spectrum
is the so-called plane wave, or the condensate, given by
ψ = qei2q
2t). The generic “elementary” breather corre-
sponding to a degenerate genus 2 solution is the so-called
Tajiri-Watanabe (TW) breather [21] with the typical be-
havior of the amplitude |ψTW (x, t)| shown in Fig. 2. The
spectral portrait of the TW breather (shown in the in-
set of Fig. 2) consists of the vertical band connecting the
points ±iq, and two double points: λ = a + ib and its
c.c. (note that λ = α2, λ = α−2 within our general
finite-gap construction). The analytical expression for
the TW breather solution is available elsewhere (see e.g.
[21, 48, 49]), here we only present its group (envelope)
and phase (carrier) velocities:
cg = −2=[λR0(λ)]=R0(λ) ≡ sTW (λ), cp = −
2<[λR0(λ)]
<R0(λ) ,
(5)
where R0(λ) =
√
λ2 + q2. All the “standard” breathers
such as the Akhmediev breather (AB), Kuznetsov-Ma
(KM) breather and the Peregrine soliton (PS) playing
prominent role in the rogue wave theories [50, 51] are
particular cases of the TW breather with γ0 = [−iq; iq]
for some q > 0, and the double points α±2 = ±ip, p > 0,
with p < q (AB), p > q (KM) and p = q (PS). The transi-
tion from the TW breather solution to the fundamental
soliton is achieved by q → 0. The fNLS fundamental
soliton solution is given by [27]
ψS(x, t) = 2ib sech[2b(x+4at−x0)]e−2i(ax+2(a2−b2)t)+iφ0 ,
(6)
where x0 is the initial position of the soliton and φ0 its ini-
tial phase. The soliton (envelope) group velocity is cg =
−4a = −4<λ and the carrier phase velocity of a moving
(a 6= 0) soliton is cp = (b2−a2)/a = −2<(λ2)/<λ, in full
agreement with the respective TW breather expressions
(5) in the limit q → 0.
The wavenumber and frequency vectors, k and ω
respectively, associated with a given finite-gap solu-
tion ψ2N (x, t), are not uniquely defined as any lin-
ear combination of the wavenumber (frequency) vec-
tor components with integer coefficients is also a
wavenumber (frequency). Here we introduce two spe-
cial vectors: k = (k1, . . . , kN , k˜1, . . . , k˜N ) and ω =
(ω1, . . . , ωN , ω˜1, . . . , ω˜N ) whose components are defined
as follows (see Appendix B for details)
kj = −
∮
Aj
dp, ωj = −
∮
Aj
dq, j = 1, . . . , N, (7)
k˜j =
∮
Bj
dp, ω˜j =
∮
Bj
dq, j = 1, . . . , N. (8)
The signs of integrals in (7), (8) will be opposite if we
replace j by −j. Here dp(z) and dq(z) are the meromor-
phic quasimomentum and quasienergy differentials with
the only poles at z = ∞ on both sheets, and defined by
(see e.g. [33], [35])
dp = 1 +O(z−2), dq = 4z +O(z−2) (9)
Figure 2. Tajiri-Watanabe (TW) breather (a soliton on finite
background). Shown is |ψTW (x, 0)| and the spectral portrait
(inset). The spectral parameters are: α1 = i, α2 = 6+0.996i.
near z = ∞ on the main sheet respectively and the
normalization conditions requiring that all the periods
of dp, dq are real (real normalized differentials). The
wavenumbers and frequencies can be symmetrically ex-
tended to negative indices by k−j = kj , ω−j = ωj ,
j = 1, . . . , N, and similar equations for the “tilded” quan-
tities. They also satisfy the corresponding equations (7),
(8), but the signs of integrals in (7), (8) will be opposite
when we replace j by −j.
The proof that kj , k˜j , ω, ω˜ defined by (7), (8) are in-
deed wavenumbers and frequencies of the finite-gap fNLS
solution associated with the spectral surface R of (4) can
be found in Appendix B. We shall call the special set of
wavenumbers and frequencies defined by (7), (8) the fun-
damental wavenumber-frequency set. We note that the
wavenumbers and frequencies defined by (7) and those
defined by (8) are of essentially different nature which is
clarified below.
Let us introduce two new quantities
ηj =
1
2
(α2j + α2j+1), δj =
1
2
(α2j − α2j+1), (10)
where j = 1, . . . , N . We shall call the point ηj the center
of the j-th band γj and 2|δj | the j-th band width. In
the lower half plane, we denote η−j = η¯j and δ−j = δ¯j .
We also denote the point of intersection of Γ with the
real axis as η0 and the end of the exceptional band α1 as
η0 + δ0.
It then follows that the wavenumbers and frequencies
defined by (7) and (8) have drastically different asymp-
totic properties in the soliton/breather limit, when one of
the non-exceptional spectral bands collapses into a dou-
ble point, α2i+1, α2j → ηj (see the end of this section for
6a qualitative explanation):
δj → 0 =⇒ kj , ωj → 0, k˜j , ω˜j = O(1), (11)
j = 1, . . . , N.
In particular, for N = 1 (genus 2), the limit (11) (k1 → 0,
ω1 → 0) with a non-zero band γ0 (i.e. α1 6= α1) corre-
sponds to the breather limit of the corresponding two
phase nonlinear wave solution. The remaining wavenum-
ber and frequency k˜1 = O(1), ω˜1 = O(1) correspond to
the “carrier” wave of the TW breather (see Fig. 2).
Motivated by these properties for N = 1 we shall call
the components kj , ωj of the wavenumber and the fre-
quency vectors k and ω the solitonic components and
the components k˜j , ω˜j—the carrier components.
It is instructive to characterize the limiting transitions
from the TW breather to the AB, KM and PS in terms
of appropriate limits of the fundamental wavenumber-
frequency set. This will enable us later to identify special
cases of breather gas such as, say, PS gas or AB gas.
The limiting transitions to the standard breathers are
achieved in the following ways (assuming =δ0 6= 0):
TW→ AB : ω˜1 → 0, k˜1 = O(1), (12)
TW→ KM : ω˜1 = O(1), k˜1 → 0, (13)
TW→ PS : ω˜1 → 0, k˜1 → 0. (14)
The key role in our construction of a breather gas is
played by the nonlinear dispersion relations for finite-
gap fNLS solutions. In the linear wave theory, dispersion
relation connects the frequency of the linearized mode
with its wavenumber. For nonlinear waves, these rela-
tions are more complicated, involving other parameters
such mean, amplitude etc. [29]. In the case of integrable
equations, the most natural parametrization occurs in
terms of the finite-gap spectrum so that the nonlinear dis-
persion relations have the form k = k(α), ω = ω(α) [34],
where the vector α components are the branch points αj ,
|j| = 1, . . . , 2N + 1.
One can show that for the wavenumbers and frequen-
cies (7), (8) associated with the finite-gap fNLS solution
the nonlinear dispersion relations are given by (see Ap-
pendix C for the proof)
k˜j +
N∑
|m|=1
km
∮
Bm
Pj(ζ)dζ
R(ζ)
= −1
2
∮
γˆ
ζPj(ζ)dζ
R(ζ)
,
ω˜j +
N∑
|m|=1
ωm
∮
Bm
Pj(ζ)dζ
R(ζ)
= −
∮
γˆ
ζ2Pj(ζ)dζ
R(ζ)
,
|j| = 1, . . . , N, (15)
where γˆ is a large clockwise oriented contour containing
Γ,
Pj(z) = κj,1z2N−1 + κj,2z2M−2 + · · ·+ κj,2N (16)
and κi,j are the coefficients of the normalized holomor-
phic differentials wj defined by:
wj = [Pj(z)/R(z)]dz,
∮
Ai
wj = δij , i, j = ±1, . . . ,±N.
(17)
Taking real and imaginary parts of (15) and using the
residues in the right hand side, we obtain separate sys-
tems for the solitonic components km, ωm (7):
N∑
|m|=1
km=
∮
Bm
Pj(ζ)dζ
R(ζ)
= pi<κj,1,
N∑
|m|=1
ωm=
∮
Bm
Pj(ζ)dζ
R(ζ)
= 2pi<(κj,1
2N+1∑
k=1
<αk + κj,2),
|j| = 1, . . . , N, (18)
and the carrier components k˜m, ω˜m (8):
k˜j +
N∑
|m|=1
km<
∮
Bm
Pj(ζ)dζ
R(ζ)
= −pi=κj,1,
ω˜j +
N∑
|m|=1
ωm<
∮
Bm
Pj(ζ)dζ
R(ζ)
= −2pi=(κj,1
2N+1∑
k=1
<αk + κj,2),
|j| = 1, . . . , N (19)
—of the wavenumber and frequency vectors. In partic-
ular, for N = 1 one can show that Eqs. (18) and (19)
imply that ω1/k1 → cg and ω˜1/k˜1 → cp in the breather
limit δ1 → 0, where cg, cp are defined in (5).
We are now in position to establish the key property
(11) for the wavenumbers and frequencies in the soli-
ton limit. Indeed, one can see that relations (18) to-
gether with (106) imply that, for fixed N , the solitonic
wavenumber and frequency kj , ωj go to zero as the jth
band width |δj | → 0. Indeed, in this case, the integral∮
Bj
Pj
R dz behaves like log δj due to the contour Bj crossing
the shrinking band γj (see Fig. 1), whereas the remain-
ing integrals (the coefficients of the linear system) remain
bounded. Thus, to keep balance of terms in (18) kj and
ωj must go to zero together with δj , whereas the carrier
wavenumbers k˜j and frequencies ω˜j given by system (19)
generally remain O(1).
We note that the relations similar to Eqs. (18) for the
solitonic components of the wavenumber and frequency
vectors also arise in the finite-gap KdV theory [52], where
they follow from the relations between real periods and
imaginary quasi-periods of the finite-gap KdV solution,
with the mapping between the two being realized by the
Riemann period matrix. Equations (19) do not have a
KdV counterpart.
7III. THERMODYNAMIC SPECTRAL
SCALINGS
A. 1D case
We shall refer to the configuration described in the
previous section, when the spectrum of the finite-gap po-
tential is located on a Schwarz symmetric curve Γ ⊂ C, as
the 1D case. While being quite restrictive, this configura-
tion provides a major insight into the spectral properties
of breather and soliton gases in the more physically re-
alistic 2D case, where the bands γj are located in some
(Schwarz symmetric) region Λ ⊂ C. It also covers the
case of a bound state soliton/breather gas, when Γ lies
on a vertical line (so that all the solitons in the gas have
the same velocity).
Recall that we assumed an even genus, n = 2N . Due
to the symmetry of the curve Γ (which may consist of
several arcs) it is sufficient to consider only the upper
complex half-plane (C+) part of it, which we denote Γ+
(so that Γ+ = Γ∩C+). We shall be interested in a special,
large N limit of the nonlinear dispersion relations (18).
The main requirements of this limit is that all the gaps
cannot shrink faster than O(N−1) and all but finitely
many of them are of the order O(N−1). At the same
time all but finitely many bands are of order much smaller
than O(N−1). We assume that the only bands with the
width O(1) are the exceptional bands, i.e. the Stokes
bands crossing the real axis. In what follows we shall
be assuming that there is at most one exceptional band
γ0 although our results could be readily extended to the
case of finitely many exceptional bands.
We assume that the shrinking bands fill all the curve
Γ except the exceptional band γ0 and the gaps adjacent
to it with some density ϕ > 0. In a more general setting,
one can consider the bands γj , j 6= 0, filling only certain
(Schwarz symmetrical) parts of Γ, separated from each
other by exceptional order 1 gaps. With slight abuse of
notations, we will keep the notation Γ for the locus of
accumulation of the bands γj on the original curve Γ.
We also assume ϕ(µ)|dµ| to be a probability measure on
Γ+. Since collapsing a Schwarz-symmetric pair of (non-
exceptional) bands into a pair of complex conjugate dou-
ble points corresponds to the appearance of a soliton, and
the finite exceptional band, considered in isolation, cor-
responds to the plane wave, it is natural to associate the
finite-band potential with N  1 and all but one bands
being close to “collapse” with the gas of solitons on a
finite background, i.e. breather gas. In the case of no
exceptional bands we will have the soliton gas limit, and
in case of more than one exceptional bands—the gener-
alized breather gas limit. The generalized breather gas
can be viewed as a gas of solitons on the background of
n-gap fNLS solution with n ≥ 1. Indeed, multiple excep-
tional bands, considered in isolation, would represent the
corresponding finite-gap solutions. Considered together
with collapsing (in the appropriate n→∞ limit) bands,
one obtains soliton gas on the finite-gap background.
We now assume that for N  1 the centers ηj of the
bands γj , j = 1, . . . , N, are distributed along with some
limiting density ϕ(µ) > 0, µ ∈ Γ+, that is smooth on Γ+.
It then follows that |ηj − ηj+1| ∼ 1/N .
As for the scaling of the band widths, we consider the
following options:
(i) exponential spectral scaling: the band widths 2|δj |
of γj are exponentially narrow in N :
|δj | ∼ e−Nτ(ηj), |j| = 1, . . . , N, (20)
where τ(µ) is a smooth positive function on Γ+ hav-
ing the meaning of the normalised logarithmic band
width (τ(ηj) ∼ − ln |δj |/N). The limit obtained in
this scaling will be referred to as a (regular) soliton
or a breather gas limit depending on the size of the
exceptional band (in the soliton gas limit δ0 → 0).
(ii) sub-exponential spectral scaling: for any a > 0
e−aN  |δj |  1
N
, |j| = 1, . . . , N, (21)
We shall refer to the N →∞ limit obtained in this
scaling as a soliton (breather) condensate limit (the
reasons for this name will become clear later). It is
clear that in this limit τ(η)→ 0.
(iii) super-exponential spectral scaling: for any a > 0
e−aN  |δj |, |j| = 1, . . . , N. (22)
The limit obtained in this scaling will be referred
to as an ideal breather or soliton gas limit. In this
limit τ(η)→∞.
Of course, one can also consider the case of simultaneous
different scalings on different parts Γ+ (a “mixed” scal-
ing). Even though such cases can be very interesting, we
will not discuss them in any detail here.
Note that in all three scalings |δj |  |ηj − ηj+1| so the
width of gaps |cj | ∼ N−1 and so |δj |/|cj | → 0 as N →∞.
We then say that in the limit each collapsed band γj → ηj
corresponds to a soliton (breather) state within a soli-
ton (breather) gas. Invoking the interpretation of classi-
cal solitons as elastically interacting wave-particles, these
states can be viewed as quasi-particles that do not nec-
essarily manifest as localized entities in physical space,
except in the case of a rarefied gas. We also note that the
exponential and sub-exponential scalings have the “ther-
modynamic” property in the sense that they preserve
finiteness of the total density of waves KN =
∑N
j=1 kj
in the limit N → ∞ so that limN→∞KN = K∞, where
0 < K∞ <∞. Note that for the super-exponential scal-
ing K∞ = 0.
B. 2D case
In the case when the shrinking bands γj , j > 0 fill a
compact 2D region Λ+ of the upper complex half-plane,
8the counterpart of the exponential scaling (20)
|δj | ∼ e−N2τ(ηj). (23)
Here τ(η) is a positive smooth function on Λ+. The scal-
ing of the gaps remains O(1/N), where by the gap width
we understand the closest distance between the bands.
In this case ϕ(η) is the 2D density of bands (and we also
distinguish the cases of exponential, sub-exponential and
super-exponential scalings of bands, similarly to the 1D
case). We assume ϕ(η) > 0 on Λ+. We shall call such
scalings the 2D thermodynamic scalings. In what follows
we shall be using the unified notations Γ+ for both 1D
and 2D configurations, explicitly distinguishing between
these cases when necessary.
IV. NONLINEAR DISPERSION RELATIONS
FOR BREATHER AND SOLITON GAS
We now proceed with the characterization of breather
and soliton gases as thermodynamic limits of finite-gap
solutions of fNLS equation. For convenience we some-
times will be using the term “breather gas” in a gen-
eralized sense, assuming that it includes soliton gas as
well, the transition to soliton gas being achieved by let-
ting δ0 → 0. We also note that the full construction of
a breather gas (which ultimately includes the determina-
tion of the random wave field ψ(x, t)) implies, along with
the thermodynamic spectral scaling, the random phase
approximation, i.e. the uniform distribution of the phase
vector θ(0) ∈ Tn [24, 45, 46, 53] but in this paper we shall
be concerned only with the spectral characterization of
breather gases. The description of the associated fNLS
solutions (the random process ψ(x, t) generated by the
thermodynamic spectral scaling and the uniform phase
distribution) will be the subject of a separate work. We
only mention here that the uniform phase distribution
on Tn gets replaced in the thermodynamic limit by the
appropriately normalized Poisson distribution on R as
shown in [53] for the KdV equation.
A. 1D case
We now apply the 1D thermodynamic spectral scalings
to the nonlinear dispersion relations (18). Without much
loss of generality from now on we shall be assuming that
γ0 ⊂ iR, i.e. that the exceptional band γ0 lies on the
imaginary axis.
We scale the solitonic wavenumbers and frequencies as
kj =
κj
N
, ωj = −νj
N
, N  1, (24)
so that κj = κ(ηj) and νj = ν(ηj), where the functions
κ(η) ≥ 0 and ν(η) are smooth interpolations of κj , νj .
We note that the existence of the interpolating functions
κ(η), ν(η) and the non-negativity of κ(η) are physically
reasonable assumptions that need to be justified mathe-
matically. A clarifying comment will be presented later,
when the (integral) equations (28), (29) for κ(η) and ν(η)
are derived. We also note that the sign of ν(η) is not
fixed.
The 1/N scaling (24) for the wavenumbers and fre-
quencies follows from the requirement that the diago-
nal and off-diagonal terms of systems (18) contribute at
the same order; this scaling is consistent with the ex-
ponential rate of shrinking of the bands given Eq. (20)
since kj ∼ ln |δj | for |δj |  1. The scaling different
than 1/N for kj , ωj are possible in the cases of sub-
exponential or super-exponential spectral distributions
given by Eqs. (21) and (22) respectively.
The functions κ(η) and ν(η) in (24) are determined
from τ(η) and ϕ(η), and the geometry of Γ+ as we will
now explain.
We denote R0(z) =
√
z2 − δ20 with the branchcut
[−δ0, δ0], where δ0 ∈ iR+ and the branch of the radical
is defined by R0(z) → z as z → ∞. Then, applying the
limit N → ∞ to the nonlinear dispersion relations (18)
augmented by an exponential spectral scaling (20) leads
to the following relations (see Appendix D for details of
the derivation):
i
η1∫
η∞
[
ln
µ¯− η
µ− η + ln
R0(η)R0(µ) + ηµ− δ20
R0(η)R0(µ¯) + ηµ¯− δ20
]
u(µ)|dµ|+ iσ(η)u(η) = R0(η) + u˜(η), (25)
i
η1∫
η∞
[
ln
µ¯− η
µ− η + ln
R0(η)R0(µ) + ηµ− δ20
R0(η)R0(µ¯) + ηµ¯− δ20
]
v(µ)|dµ|+ iσ(η)v(η) = −2ηR0(η) + v˜(η), (26)
where u˜, v˜ are some smooth functions on Γ+ interpolating
k˜j , ω˜j , that is, u˜(ηj) = k˜j , v˜(ηj) = ω˜j , j = 1, . . . , N , the
integration is performed between η∞ = lim
N→∞
ηN and η1
9along Γ+ and
u(η) =
1
pi
κ(η)ϕ(η), v(η) =
1
pi
ν(η)ϕ(η), σ(η) =
2τ(η)
ϕ(η)
.
(27)
Equations (25), (26) represent general complex nonlin-
ear dispersion relations for breather gas. They specify
four unknown functions u(η), v(η), u˜(η), v˜(η) in terms
of a single nonnegative smooth function σ(η) and a con-
tour Γ+ characterizing the Riemann surface R of (4) in
the thermodynamic limit. The function u(η) ≥ 0 defined
in Eq. (27) has the meaning of the density of states
[12, 13] as u(η∗)|dη| is the number of localized (soli-
ton or breather) states located in the spectral interval
[η∗, η∗ + dη] ⊂ Γ+ and c.c., per unit interval of space
(provided the gas parameters do not depend on x). At
the intuitive level one can think of the density of states
in a soliton gas as of the spectral distribution of solitons
“contained in a portion of gas of unit length” by first as-
suming the zero boundary conditions at x = ±L, where
L  1 and then normalizing the obtained distribution
by L. This should be modified for breather gas by re-
placing zero boundary conditions with the plane wave
boundary conditions. The integral
∫ η1
η∞
u(η)|dη| gives the
total integrated density of waves K∞ introduced earlier.
The function v(η) then represents the temporal counter-
part of the density of states. The functions u˜(η), v˜(η)
can be interpreted as the carrier wavenumber and car-
rier frequency spectral functions of a breather gas. Note
that the integral term in (25), (26) corresponds to the
off-diagonal terms of the linear systems (15), whereas
the non-integral (secular) terms in the left hand sides of
(25)-(26) correspond to the diagonal terms of (15).
Taking the imaginary part of equations (25), (26), we
obtain the solitonic component of the breather gas non-
linear dispersion relations
∫
Γ+
[
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣+ ln ∣∣∣∣R0(η)R0(µ) + ηµ− δ20R0(η¯)R0(µ) + η¯µ− δ20
∣∣∣∣]u(µ)|dµ|+ σ(η)u(η) = =R0(η), (28)∫
Γ+
[
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣+ ln ∣∣∣∣R0(η)R0(µ) + ηµ− δ20R0(η¯)R0(µ) + η¯µ− δ20
∣∣∣∣] v(µ)|dµ|+ σ(η)v(η) = −2=[ηR0(η)], (29)
where, with a slight abuse of notation, we denoted∫ η1
η∞
. . . |dµ| ≡ ∫
Γ+
. . . |dµ|. We recall here that the inter-
polation function κ(η) was assumed to be non-negative,
which, together with positivity of ϕ(η), implies non-
negativity of the function u(η) = κ(η)ϕ(η) defined by
Eq. (28). This is actually a nontrivial fact that, generally
speaking, needs to be proven. Moreover, the very exis-
tence of solutions to the integral equations (28), (29), jus-
tifying the existence of the interpolating functions κ(η),
ν(η) for the scaled wavenumbers and the frequencies (24),
is not obvious. In this paper we shall present a number
of physically relevant explicit solutions to these equations
relegating the general mathematical proofs to an upcom-
ing publication.
Taking now real parts of equations (25), (26), we ob-
tain the carrier component of the breather gas dispersion
relations (note the choice of the branches of logarithms
in (28), (29) — see Appendix D, Eq. (106))
∫
Γ+
[
arg
µ− η
µ¯− η − arg
R0(η)R0(µ) + ηµ− δ20
R0(η)R0(µ¯) + ηµ¯− δ20
]
u(µ)|dµ| = <R0(η) + u˜(η), (30)∫
Γ+
[
arg
µ− η
µ¯− η − arg
R0(η)R0(µ) + ηµ− δ20
R0(η)R0(µ¯) + ηµ¯− δ20
]
v(µ)|dµ| = −2<[ηR0(η)] + v˜(η), (31)
which relate the unknown functions u˜(η), v˜(η) with the
density of states u(η) and its temporal analog v(η).
In the case δ0 → 0, which corresponds to the transi-
tion from a breather gas to a soliton gas, the solitonic
dispersion relations (28), (29) simplify to
∫
Γ+
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣u(µ)|dµ|+ σ(η)u(η) = =η, (32)∫
Γ+
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣ v(µ)|dµ|+ σ(η)v(η) = −4=η<η. (33)
These are analogs of similar equations obtained in [11]
for soliton gas of the KdV equation.
The corresponding dispersion relations for the carrier
components become
∫
Γ+
[
arg
µ− η
µ¯− η − 2 argµ
]
u(µ)|dµ| = <η + u˜(η),∫
Γ+
[
arg
µ− η
µ¯− η − 2 argµ
]
v(µ)|dµ| = −2<η2 + v˜(η).
(34)
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These equations do not have a KdV counterpart as the
KdV solitons do not have a carrier component.
The nonlinear dispersion relations (28) describe the gas
of generic moving breathers, which can also be called the
TW breather gas. By considering the particular spectral
limits motivated by the limiting cases of the TW breather
(Eqs. (12) – (14)) one can derive the reductions of non-
linear dispersion relations describing gases of Akhmediev,
Kuznetsov-Ma and Peregrine breathers. A special case
of a soliton gas —the bound state soliton gas — when all
the solitons in the gas move with the same velocity, will
be considered in detail later on.
B. 2D case
We now relax the basic restriction imposed on the spec-
trum locus that was used for the derivation of the disper-
sion relations and the equation of state of the breather
and soliton gases, namely, the requirement that η ∈ Γ,
where Γ is a 1D Schwarz-symmetric curve in the complex
plane. We now assume one of the 2D spectral thermo-
dynamic spectral scalings (exponential, sub-exponential,
and super-exponential) when the shrinking bands γj fill
a 2D region Λ of the complex plane, see Section III B.
The exponential 2D spectral scaling is given by Eq. (23)
while the gaps are scaled as O(N−1) (see Section III B).
For the wave numbers and frequencies instead of (24) we
introduce
kj =
κj
N2
, ωj = − νj
N2
, N  1, (35)
where κj = κ(ηj) and νj = ν(ηj), and the interpolating
functions κ(η) ≥ 0, ν(η) ≥ 0 are assumed to be smooth
on Λ+.
Then the 2D thermodynamic limit of the nonlinear dis-
persion relations (18) leads to the same integral equations
(28)-(37) but with the line integration along Γ+ replaced
by the integration over a 2D compact domain Λ+:∫
Γ+
. . . |dµ| →
∫∫
Λ+
. . . dξdζ (36)
where µ = ξ + iζ. The density of states u(η) in the 2D
case is defined in such a way that u(µ∗)dξdζ gives the
number of localized (breather or soliton) states per the
element [ξ∗, ξ∗+dξ]× [ζ∗, ζ∗+dζ] of the spectral complex
plane and per unit interval of space, assuming spatially
uniform gas.
For convenience of the exposition, in what follows we
shall be using the 1D notation
∫
Γ+
. . . |dµ| in both 1D
and 2D cases keeping in mind that in the 2D case the
meaning of the itegral is given by Eq. (36).
V. EQUATION OF STATE
We now look closer at the solitonic component of dis-
persion relations for breather and soliton gases (Eqs. (28)
and (32) respectively). In both cases elimination of σ(η)
yields a single relation:
s(η) = s0(η) +
∫
Γ+
∆(η, µ)[s(η)− s(µ)]u(µ)|dµ|, (37)
where s(η) = v(η)/u(η), and s0(η) and ∆(η, µ) are de-
fined as follows.
For breather gas:
s0(η) = −2=[ηR0(η)]=R0(η) , (38)
∆(η, µ) =
1
=R0(η)
[
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣+ ln ∣∣∣∣R0(η)R0(µ) + ηµ− δ20R0(η¯)R0(µ) + η¯µ− δ20
∣∣∣∣] ,
and for soliton gas (obtained from (38) by letting δ0 → 0):
s0(η) = −4<η, ∆(η, µ) = 1=η ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣ . (39)
The relation (37) complemented by (38) or (39) can
be viewed as the equation of state of a breather (soliton)
gas.
Since κ(η) and ν(η) are the scaled wavenumber and
frequency respectively in the thermodynamic limit (see
(24)), the quantity s(η) = v(η)/u(η) = ν(η)/κ(η) in (37)
has a clear physical meaning of the mean velocity of a
“tracer” breather (soliton) in a breather (soliton) gas. As
we shall see, in a spatially inhomogeneous breather gas
the function s(η) ≡ s(η, x, t) defined by Eq. (37) with
u(η) ≡ u(η;x, t) has the meaning of the gas’ transport
velocity, see Eq. (87) below. For the fNLS equation the
soliton gas equation of state (37), (39) was originally pro-
posed in [14] using physical reasoning while its KdV ana-
logue had been derived in [11] using the exponential spec-
tral scaling analogous to (20) (as a matter of fact the KdV
spectral scaling occurs along the real axis). The deriva-
tion presented here provides, along with mathematical
justification of the fNLS results of [14], their major gen-
eralization to the case of breather gas with a number of
novel physical implications.
The equation of state (37) has a transparent physical
interpretation. The first term, s0(η), has the meaning of
the speed of a “free” (isolated) breather or soliton with
the spectral parameter η. Indeed, in Eq. (39) s0(η) =
−4<η, which coincides with the group velocity cg of the
fNLS fundamental soliton (6) while in Eq. (38) s0(η) =
−2=[ηR0(η)]=R0(η) is the group velocity of the TW breather (5)
(one sets δ0 = iq in Eq. (38)). The second (integral) term
in (37) describes the modification of the “tracer” breather
(soliton) mean velocity due to its interaction with other
breathers (solitons) in the gas. The interaction kernel
∆(η, µ) for the soliton gas (cf. the second expression in
Eq. (39)) coincides with the well-known expression for
the position shift in the two-soliton interactions [14, 27].
We then conclude that Eq. (38) describes the position
shift in a two-breather interaction. The expressions for
the position shifts in the interaction of two TW breathers
were recently obtained in Refs. [49], [54] in a different,
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less explicit, form. While we could not see an obvious way
to verify the equivalence between the two representations
analytically, we have undertaken a numerical comparison
with the representation obtained in [49] for a range of
parameters, which convincingly confirmed full agreement
between the two.
The fact that the pairwise interaction kernels (38), (39)
show up in the equations of state (37) without assum-
ing any dilute nature of the gas implies that properties
of breather and soliton gases are fully determined by
the “fundamental” two-particle interactions for the whole
range of admissible densities. We also note that the spec-
tral thermodynamic limit only yields the soliton-soliton
(breather-breather) interaction kernel but not the ker-
nel related to the interaction of solitons (breathers) with
the continuous spectrum component, confirming thus the
original premise of our paper that the thermodynamic
limit of finite-gap potentials corresponds to a “genuine”
soliton (breather) gas.
Finally, we note that the inequality σ(η) ≥ 0 in
Eq. (28) imposes a fundamental constraint∫
Γ+
∆(η, µ)u(µ)|dµ| ≤ 1 (40)
on the function u(η).
Example: Multi-component breather gas.
Consider a breather gas characterized by the density of
states in the form of a linear combination of Dirac delta-
functions centered at different spectral points η(j) (we
use an upper index to distinguish these spectral points
from the centers of spectral bands ηj , used earlier in the
thermodynamic scaling construction)
u(η) =
M∑
j=1
wjδ(η − η(j)), (41)
where wj > 0 are the given components’ weights and
=η(j) > 0 ∀j. The structure of the multi-component
reduction of the equation of state for generalized soliton
gas of the KdV type (i.e. when the integration in (37)
occurs along interval of the real line) has been studied in
[55]. For a particular case of a two-component (M = 2)
fNLS soliton gas such a reduction has been considered in
[14]. Here we present a straightforward extension of the
results of [55], [14] to breather gas.
Substituting (41) into the equation of state (37) we
obtain a linear system for the gas’ component velocities
s(j) ≡ s(η(j)),
s(j) = s
(j)
0 +
M∑
m=1,m 6=j
∆jmwm(s
(j)−s(m)), j = 1, 2, . . .M,
(42)
where sj0 ≡ s0(η(j)) = sTW(η(j)), ∆jm = ∆(η(j), η(m))
(cf. (38) for ∆(η, µ) in breather gas). For M = 2 system
(42) can be solved explicitly to give
s(1) = s
(1)
0 +
∆12w2(s
(1)
0 − s(2)0 )
1− (∆12w2 + ∆21w1) ,
s(2) = s
(2)
0 −
∆21w1(s
(1)
0 − s(2)0 )
1− (∆12w2 + ∆21w1) .
(43)
An important remark is in order on the meaning of the
delta-function ansatz (41) for the density of states u(η).
As a matter of fact, the representation (41) is a math-
ematical idealisation, which has a formal sense in the
context of the integral equation of state (37), but can-
not be applied to the original dispersion relations (28),
(29) where it appears in both the integral and the secu-
lar terms. In a physically realistic description the delta-
functions in (41) should be replaced by some narrow dis-
tributions around the spectral points η(j), i.e. we first
take the limit N → ∞ and then later allow the distri-
butions to become sharply peaked. As a result equa-
tion (28) would impose a constraint (40) on u(η) which,
among other things, implies that the denominators in
(43) must be positive. Other constraints could arise due
to the requirements of non-negativity for some statistical
parameters of the fNLS field (see [56] for the KdV soliton
gas consideration), but we do not consider them here.
VI. PROPAGATION OF AN ISOLATED
SOLITON/BREATHER THROUGH A GAS
The equation of state (37) can be used to describe the
propagation of an isolated soliton (or breather) with the
spectral parameter η /∈ Γ+ through a soliton (breather)
gas with known density of states u(µ) (and the corre-
sponding velocity s(µ) by (37)), where µ ∈ Γ+. We
shall call such an isolated soliton (breather) a trial soli-
ton (breather) (not to confuse with the tracer soliton
(breather) with η ∈ Γ+). Apart from being a conve-
nient tool for the numerical verification of the developed
theory (see the relevant comparisons [57] for the KdV
soliton gas case), the known dependence of the trial soli-
ton (breather) velocity on η (obtained, e.g., from a series
of measurements of the mean velocity of trial solitons
(breathers) of different amplitudes propagating through
the same gas) can be used for posing the inverse prob-
lem: recover the density of states u(µ), µ ∈ Γ+ of a
breather/soliton gas from a given function s(η), η 6∈ Γ+,
i.e., determine the gas by irradiating it with the trial
breathers/solitons and measuring velocities of their prop-
agation through the gas.
Expressing s(η) from (37) we obtain the expression for
the mean velocity of such a trial breather/soliton propa-
gating through a respective gas:
s(η) =
s0(η)−
∫
Γ+
∆(η, µ)u(µ)s(µ)|dµ|
1− ∫
Γ+
∆(η, µ)u(µ)|dµ| . (44)
We note that technically, equation (37) is valid only for
η ∈ Γ+, but we can always assume that an isolated point
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η ∈ C+ can be added to Γ+ with u(µ) = wδ(µ− η) near
that point. Then, substituting this “extended” u(µ) in
(37) and taking the limit w → 0+ we obtain (44).
We would like to stress an important subtlety asso-
ciated with Eq. (44) that can be easily overlooked. For
η ∈ Γ+ Eq. (44) is equivalent to the equation of state (37)
and thus represents an integral equation for s(η). How-
ever, for η /∈ Γ+, the right-hand side of (44) is assumed
to be already known (from the solution of Eq. (37)) so
in that case Eq. (44) represents an expression for s(η)
rather than an equation to be solved.
Example: Propagation of a breather through a one-
component breather gas.
Consider a trial breather with the spectral parame-
ter η = η(1), where =η(1) > |δ0|, propagating through a
one-component breather gas with u(η) = w2δ(η − η(2)),
s(η(2)) = s0(η
(2)) ≡ s(2)0 (it is clear that in a one-
component gas due to the absence of interactions the
velocity of the gas coincides with the free soliton veloc-
ity, see Eq. (44) with the interaction terms removed).
From Eq. (44) we obtain
s(1) =
s
(1)
0 −∆12w2s(2)0
1−∆12w2 , (45)
which is consistent with Eq. (43) in the limit w1 → 0+.
Peregrine gas. Consider now the case when η(2) =
δ0 = iq, where q ∈ R+, i.e., the “mass” w of the
delta function is at the end of the exceptional band
γ0 = [−δ0, δ0]. This is the “spectral portrait” of the Pere-
grine gas. Then the logarithmic kernel in (28), evaluated
at µ = δ0, is
− ln
∣∣∣∣δ0 − ηδ0 − η¯
∣∣∣∣+ ln ∣∣∣∣ηδ0 − δ20η¯δ0 − δ20
∣∣∣∣ = 0, (46)
where η is any point in the upper halph-plane that has a
branch cut [0, δ0]. Thus, by (38), ∆12 = 0 and equation
(45) yields s(1)(η) = s
(1)
0 (η). i.e. the group velocity of
the (free) TW breather. Thus, the propagation of the
trial TW breather through a Peregrine gas is ballistic.
Kuznetsov-Ma breather gas. For the KM breather
gas with η(2) = ip, where p > q, we have s
(2)
0 = 0
(see (5)), so the propagation speed of a trial breather
through a KM gas is found from Eq. (45) to be s(1) =
s
(1)
0 /(1−∆KMw2), where ∆KM = ∆12 with µ = ip and
p > |δ0|.
Akhmediev breather gas. Finally, for the AB gas with
η(2) = ip ± , where p ∈ (0, |δ0|),  → 0, we have s(2)0 →
±∞ (see (5)). Denote the interaction kernel ∆12 ≡ ∆AB.
Then the velocity of a trial breather propagating through
a AB gas is s(1) ∼ − ∆ABw21−∆ABw2 s
(2)
0 as → 0. Note that due
to the infinite spatial extent of the Akhmediev breather
one should require that the density of the AB gas w2 →
0 so that w2s
(2)
0 = O(1) in the latter expression thus
ensuring finite velocity of the test breather.
The breather/soliton interactions in a breather/soliton
gas not only modify the “particle” group velocity cg of a
tracer breather (soliton) but they also change the “wave”
phase velocity of its carrier cp. The phase velocity dis-
tribution in the carrier of a breather gas can be natu-
rally defined as s˜(η) = v˜/u˜, where u˜(η) and v˜(η) are
the continuous carrier wavenumber and frequency func-
tions respectively, satisfying the dispersion relations (30)
(breather gas) and (34) (soliton gas). As a result, we
obtain
s˜(η) =
s˜0 −
∫
Γ+
∆˜(η, µ)u(µ)s(µ)|dµ|
1− ∫
Γ+
∆˜(η, µ)u(µ)|dµ| , (47)
where for breather gas:
s˜0 = −2<[ηR0(η)]<[R0(η)] , (48)
∆˜(η, µ) =
1
<[R0(η)]
[
arg
η − µ
η − µ¯
− arg R0(η)R0(µ) + ηµ− δ
2
0
R0(η)R0(µ¯) + ηµ¯− δ20
]
,
and for soliton gas:
s˜0 = −2<[η
2]
<η , ∆˜(η, µ) =
1
<η
[
arg
η − µ
η − µ¯ − 2 argµ
]
.
(49)
(see the comment before Eq. (30) with regard to the
choice of the branches of the arg functions in (48), (49)).
The expressions for s˜0(η) in (48) and (49) coincide with
phase velocities cp of a carrier in a TW breather (cf.
(5)) and fundamental soliton (cf. (6)) respectively. The
interaction kernels ∆˜ are clearly related to (but don’t
coincide with) the expressions of the phase shifts in two-
breather (two-soliton) interactions (see [27], [49], [54]).
One cannot help noticing the similarity between
Eqs. (44) and (47) defining respectively the group and
phase velocity of a “trial” or “tracer” breather (soliton) in
a breather (soliton) gas. We need to stress however, that,
despite the apparent similarity, these expressions have
very different structure. Indeed Eq. (44) contains only
one type of velocities (the group velocities) while Eq. (47)
connects two types of velocities. Also Eq. (44) has a dif-
ferent meaning depending on whether η ∈ Γ+ (a “tracer”
breather/soliton) or η /∈ Γ+ (a “trial” breather/soliton)
(see the discussion after Eq. (44)), while Eq. (47) does
not distinguish between these two types of propagating
breathers/solitons.
VII. RAREFIED BREATHER/SOLITON GAS
AND SOLITON CONDENSATE
The nonlinear dispersion relations (28) and (32) for
breather and soliton gas respectively were derived assum-
ing the general, exponential spectral scaling (20) imply-
ing that generically, the integral and the secular terms in
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these relations are of the same order. In the other two
scalings considered in Section III one of these two terms
must be subdominant: this will be the integral term in
the super-exponential scaling and the non-integral term
in the sub-exponential scaling.
It is convenient to characterize the spectral scalings
and the corresponding breather/soliton gases in terms of
the function σ(η) parametrizing the dispersion relations
(28) and (32). From Eq. (28) we have for breather gas:
σ(η) =
=[R0(η)](1−
∫
Γ+
∆(η, µ)u(µ)|dµ|)
u(η)
≥ 0, (50)
where the interaction kernel ∆(η, µ) is given by Eq. (38).
The expression for σ(η) in a soliton gas is obtained from
Eq. (50) by replacing =R0(η) with =η and using Eq. (39)
for ∆(η, µ). For the exponential scaling σ(η) = O(1),
while the limiting cases σ →∞ and σ → 0 correspond to
the super- and sub-exponential spectral scalings respec-
tively.
A. Rarefied breather/soliton gas
Rarefied breather/soliton gas represents an in-
finite random ensemble of weakly interacting
breathers/solitons characterized by small density of
states, u  1, and therefore, σ  1 by (50). We shall
refer to the limit u→ 0, σ →∞, uσ = O(1) as the ideal
gas limit as it corresponds to the gas of non-interacting
breathers (solitons). Spectrally this limit corresponds
to the super-exponential spectral scaling (22). For
a rarefied gas the interaction (integral) term in the
equation of state (37) is sub-dominant so the leading
order term s(η) = s0(η) describes the group velocity
distribution in an ideal breather (soliton) gas. Then the
first correction to the ideal gas velocity s0(η) is readily
computed to give:
s(η) ≈ s0(η) +
∫
Γ+
∆(η, µ)[s0(η)− s0(µ)]u(µ)|dµ|. (51)
Eq. (51) represents a fNLS breather/soliton gas counter-
part of the equation for the soliton velocity in a rarefied
KdV soliton gas obtained in [10]. Similarly, the carrier
phase velocities in the ideal gas are determined by the
leading order term s˜(η) = s˜0(η) in (47), while the correc-
tion due to weak interactions in a rarefied gas yields
s˜(η) ≈ s˜0(η) +
∫
Γ+
∆˜(η, µ)[s˜0(η)− s0(µ)]u(µ)|dµ|. (52)
(Note that, unlike in (51), the integral term in (52) in-
volves the difference between the phase and group veloc-
ities of a free breather/soliton).
In the ideal gas limit, the interaction terms in the com-
plex nonlinear dispersion relations (25) for breather gas
are subdominant leading to
u˜(η)−iσ(η)u(η) = −R0(η), v˜(η)−iσ(η)v(η) = 2ηR0(η).
(53)
Taking the real and imaginary parts of (53) we recover
the expressions (38) and (39) for the group velocity s0(η)
and (48), (49) for the carrier phase velocity s˜0 in the ideal
breather gas (soliton gas in the limit δ0 → 0) as expected.
We also observe that the ratio
v˜(η)− iσ(η)v(η)
u˜(η)− iσ(η)u(η) = −2η (54)
is the same for breather and soliton gas in this regime.
We note that the discrete (2N -gap solution) counter-
part of (54)
ω˜j +
2i ln |δj |
pi ωj
k˜j +
2i ln |δj |
pi kj
= −2ηj , j = 1, . . . , N (55)
suggests the following wavenumber-frequency scaling:
kj ∼ ωj ∼ ln−1 |δj |, (56)
that is generally different from the one given by Eq. (24)
(1D) and (35) (2D), as it does not involve N . In par-
ticular, the wavenumber-frequency scaling (56), together
with super-exponential spectral scaling (22) covers the
case of the transition from the 2N -gap solution to the
N -soliton solution for N fixed.
B. Soliton/breather condensate
It has been already mentioned that the inequality
σ(η) ≥ 0 in Eq. (50) imposes a fundamental constraint
on the density of states u(η). As discussed in Sec. III A,
the critical value σ(η) = 0 corresponds to the sub-
exponential spectral scaling (21). One can see from the
nonlinear dispersion relations (28), (29) that in this case
the gas properties are fully determined by the interaction
(integral) terms, while the information about the indi-
vidual quasi-particles (described by the secular terms) is
completely lost. By analogy with Bose-Einstein conden-
sation we shall call the breather (soliton) gas at σ = 0
the breather (soliton) condensate. From (50) we obtain
the criticality condition∫
Γ+
∆(η, µ)u(µ)|dµ| = 1, (57)
which is the limiting case of the constraint (40). For a
given interaction kernel ∆(η, µ) (Eq. (38) for breather
gas and Eq. (39) for soliton gas) Eq. (57) represents an
integral equation (the Fredholm integral equation of the
first kind) for the critical density of states u = uc(η).
Equation (57) admits a lucid physical interpretation.
Indeed, introducing the total density of states in the con-
densate, ρc =
∫
Γ+
uc(µ)|dµ|, we re-write (57) as
〈∆〉 = ρ−1c , (58)
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where 〈. . . 〉 denotes averaging over the spectral measure
ρ−1c uc(η). Equation (58) then implies that in a soliton
(breather) condensate the average position shift due to
collisions is equal to the average distance between quasi-
particles.
If the spectral locus curve Γ belongs to a vertical line
(a bound state gas), equation (57) with the soliton gas
interaction kernel (39) can be solved explicitly using the
inversion formula for the Hilbert transform. Another ex-
plicit solution for the density of states in soliton conden-
sate can be obtained for the special case when the curve Γ
represents a circle or a circular arc in the complex plane.
Below we consider these two important examples.
Example 1. Bound state soliton condensate
Let δ0 = 0 (soliton gas case) and Γ = [−iq, iq] for some
q > 0, which we shall call the soliton condensate intensity.
Then v(η) ≡ 0 solves (33). The remaining equation (32)
with σ ≡ 0 and η ∈ Γ can be re-written as∫ iq
−iq
ln |µ− η|u(µ)idµ = =η, (59)
where we assume an odd (anti Schwarz symmetric) ex-
tension of u(µ) onto [−iq, 0]. Indeed,
ln
∣∣∣∣µ− η¯µ− η
∣∣∣∣u(µ) = − [ln |µ− η|u(µ) + ln |µ¯− η|u(µ¯)] ,
(60)
where we have assumed that u(µ¯) = −u(µ) for all µ ∈
[0, iq]. Introducing new variables ξ = =η, y = =µ we
obtain
−
∫ q
−q
ln |ξ − y|uˆ(y)dy = ξ, (61)
where uˆ(y) = u(iy). Differentiating (61), we obtain
piH[uˆ](ξ) :=
∫ q
−q
uˆ(y)dy
y − ξ = 1, (62)
where H[uˆ] denotes the finite Hilbert transform (FHT)
of uˆ over [−q, q] [58]. Inverting the FHT H subject to
an additional constraint H[uˆ](0) = 0 (see, e.g., [59]), we
obtain the density of states for the bound state soliton
condensate
u(η) =
−iη
pi
√
η2 + q2
, η ∈ (−iq, iq). (63)
One can observe that the density of states (63) of the
bound state soliton condensate coincides with the ap-
propriately normalized semi-classical distribution of dis-
crete ZS spectrum for a rectangular barrier, obtained as
a derivative of the corresponding Weyl’s law following
from the Bohr-Sommerfeld quantisation rule for the ZS
operator (see [27], [31] and references therein).
We now use Eqs. (34) to evaluate the bound state
soliton condensate carrier wave parameters u˜, v˜. Since
argµ = pi2 and
arg
η − µ
η − µ¯ = −piχ[η,iq], (64)
where χ denotes the characteristic function and µ, η ∈
[0, iq], we calculate
u˜(η) = −(<
√
q2 + η2 + q), v˜(η) = 2<(η2), (65)
where we used the fact that the integral term in (34) is
zero due to v(η) = 0 when η ∈ [−iq, iq]. The carrier
phase velocity in the bound state soliton condensate is
then
s˜(η) =
v˜(η)
u˜(η)
= − 2<(η
2)
<
√
q2 + η2 + q
. (66)
As a matter of fact, Eq. (66) could be obtained directly
from Eq. (47). When q → 0 we recover from (66) the car-
rier phase velocity of the fundamental soliton (6) (which
should be treated as a “trial” soliton here).
To evaluate the speed of a trial soliton with η /∈
[−iq, iq] propagating through the bound state soliton
condensate we substitute (63) in (44) and arrive at
s(η) =
−4=η<η
=η − 1pi<
∫ iq
−iq ln(µ− η) µdµ√µ2+q2
. (67)
Applying integration by parts and evaluating residues,
we obtain
s(η) = − 4=η<η=
√
η2 + q2
. (68)
It is interesting to compare the group velocity (68) of
the trial soliton propagating though a soliton conden-
sate of intensity q with the group velocity cg of the TW
breather with the same soliton eigenvalue η and the same
background intensity q (see Eq. (5)). One can see that,
although the expressions for these two velocities are dif-
ferent, they exhibit the same asymptotic behavior up to
the second order terms: s(η) = −4<η(1− d2/2) +O(d4),
where d = q/=η  1 and <η = O(1).
Concluding this important example, we note that the
very recent numerical study [19] has shown that statisti-
cal characteristics (the probability density function, the
Fourier power spectrum and the autocorrellation func-
tion) of the bound state soliton gas modelled by an
n-soliton solution with n  1 and the “Weyl” den-
sity of states (63) agree with remarkable accuracy with
the counterpart characteristics of the stationary inte-
grable turbulence describing the asymptotic, long-time
behaviour of the spontaneous modulational instability
(i.e. the modulational instability of a plane wave of in-
tensity q perturbed by a small noise) studied numerically
[2]) and experimentally [60].
Example 2. Non bound state “circular” soliton con-
densate
We now present an example of soliton condensate
which is not a bound state, i.e. a dynamic soliton con-
densate. Consider the spectral locus curve Γ in the form
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of an arc of the circle |η| = ρ > 0 connecting, counter-
clockwise, the points η¯1 and η1 of Γ, where |η1| = ρ.
To solve Eq. (57) in this case we introduce the change
of variables µ = ρeiθ, η = ρeiξ. Then (57) becomes
ρ
∫ ξ1
0
ln
∣∣∣∣∣ sin ξ−θ2sin ξ+θ2
∣∣∣∣∣ uˆ(θ)dθ = −ρ sin ξ, (69)
where uˆ(θ) = u(ρeiθ), η1 = ρe
iξ1 . We now differentiate
both sides in ξ to obtain
1
pi
∫ 1
b
f(q)
q − pdq = −
p
pi
, (70)
where we introduced the new variables p = cos ξ, q =
cos θ and notations b = cos ξ1 and f(p) = uˆ(cos
−1 p).
The integral in the left hand part of equation (70) rep-
resents the FHT H[f ](p) of the function f over [b, 1], see
[58], [59]. To ensure uniqueness of the FHT inversion in
(70) we impose a constraint f(1) = 0, which is equivalent
to a physically natural condition uˆ(0) = 0. Omiting the
calculations, we present the result:
f(p) = − (p− 1)(p+
1−b
2 )
piR+(p)
, (71)
R+(p) =
√
(1− p)(p− b),
assuming the positive value of the radical. Note that
f(p) > 0 for p ∈ [b, 1). Thus, we obtain the density of
states in the circular soliton condensate
u(η) =
1
pi
√
1− cos ξ
cos ξ − cos ξ1 (cos ξ +
1− b
2
)
=
1
pi
(<η
|η| +
1− b
2
)√ |η| − <η
<η −<η1 . (72)
Equation (33) with σ = 0 for v(η) for this condensate
is solved in a similar fashion. As a result, the soliton
group velocity s(η) = v(η)/u(η) is obtained in the form:
s(η) = −8ρcos
(2) ξ + 1−b2 cos ξ − (b+1)
2
8
cos ξ + 1−b2
=−8(<η)
2 + 4(1− b)|η|<η − (b+ 1)2|η|2
<η + 1−b2 |η|
. (73)
In particular, for Γ being a circle, i.e. b = −1, we have
u(η) =
=η
piρ
, v(η) = −8<η=η
piρ
, s(η) = −8<η. (74)
The latter expression means that the soliton speed within
the “circular” soliton condensate is exactly twice the
speed s0(η) = −4<η of the free soliton with the same
spectral parameter η. The opposite limit b → 1− (a
small circular arc near the origin with cos ξ → 1−) yields
s(η) ≈ −8ρ cos2 ξ− 12cos ξ ≈ −4<η, which is consistent with the
speed of free (non-interacting) fundamental soliton (6).
Using Eqs. (72), (73) for u(η), v(η) = u(η)s(η) the
wavenumber u˜(η) and frequency v˜(η) of the carrier wave
in the “circular” condensate can be evaluated from
Eqs. (34).
C. From ideal soliton gas to soliton condensate
The explicit results for soliton condensates obtained
in the previous subsection can be readily generalized to
some “genuine” (non-condensate) soliton gases, enabling
one to span a continuum of states of increasing density
between an ideal soliton gas and a soliton condensate.
We shall obtain the corresponding results for the bound
state soliton gas and the dynamic circular soliton gas
following Examples 1 and 2 above.
We use the bound state soliton condensate solution
(63) of the integral equation (59) (Eq. (32) with σ ≡ 0)
to derive a particular solution to the full Eq. (32) with
σ 6= 0. Let u = uc(η) be the “Weyl” distribution (63)
and assume that σ(η)uc(η) = m=η for some m ≥ 0.
Then u(η) = uc(η)/(m + 1) is the solution of Eq. (32)
with σ(η) = mpi
√
η2 + q2. One can see that in the limit
m→ 0+ one has u→ uc, i.e. the soliton gas approaches
the state of condensate (cf. Eq. (63)), whereas in the
limit m→ +∞ it approaches the state of ideal gas with
u(η)→ 0+, σ(η)→ +∞, uσ → piuc
√
η2 + q2 = −iη.
We now derive the speed of a trial soliton with spectral
parameter η, moving through the bound state soliton gas
on [−iq, iq]. We substitute the density of states u =
uc/(m + 1) in the trial soliton speed formula Eq. (44)
to obtain (cf. Eqs. (67), (68))
s(η) =
−4=η<η
=η − 1pi(m+1)<
∫ iq
−iq ln(µ− η) µdµ√µ2+q2
=
−4=η<η
m
m+1=η − 1m+1=
√
η2 + q2
, (75)
where, as earlier, we have used integration by parts and
residues to obtain the final expression.
In particular, for a “trial” soliton propagating through
a bound state soliton condensate (m = 0) we recover
Eq. (68). In the opposite limit m → +∞ (trial soliton
propagating through an ideal soliton gas) we recover the
free soliton speed −4<η.
Similar to the condensate case, we use (30)-(31) to eval-
uate u˜, v˜ to obtain (cf. (65))
u˜(η) = −<
√
q2 + η2 + q
m+ 1
, v˜(η) = 2<(η2). (76)
When m→∞ (ideal gas) we have u˜ = 0, v˜(η) = 2<(η2)
in full agreement with the parameters of an isolated soli-
ton (6).
The extension of the circular condensate results to the
full range of regimes proceeds in the similar way. For
simplicity we only present the results for the circular
soliton gas when the spectral locus curve Γ is a com-
plete circle |η| = ρ. To study the range of regimes be-
tween an ideal soliton gas and the corresponding soli-
ton condensate, we take the “seed” condensate solution
uc = =η/piρ (Eq. (72) with b = −1) for the density of
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states and choose σ in the integral equation Eq. (32) so
that σ(η)uc(η) = m=η, where m ≥ 0. Now, invoking the
same arguments that we used for the description of the
bound state soliton gas we obtain the density of states
and the group velocity in the circular gas as
u(η) =
=η
piρ(m+ 1)
, v(η) = −8 <η=η
piρ(2m+ 1)
,
s(η) = −8<η · m+ 1
2m+ 1
. (77)
As expected, Eq. (77) shows the growing density of
states u for the circular soliton gas as m varies from m→
+∞ (ideal gas) to m = 0 (condensate). In this range
of m, the speed s(η) of the tracer soliton interpolates
between the speed of a free soliton −4<η at m =∞ and
the condensate speed (74) at m = 0.
Let us now use (30) to calculate u˜, v˜ for the circular
gas. Using elementary geometry, we obtain
arg
η − µ
η − µ¯ = − arg η + piχη, (78)
where χη denotes the characteristic function of the arc
(arg η, pi) of our circle. Then
−ρ∫
ρ
[
arg
µ− η
µ− η¯ − 2 argµ
]
u(µ)|dµ| =
2ρ arg η
pi + <η − 3ρ
m+ 1
,
(79)
so that
u˜(η) = − m
m+ 1
<η − ρ
m+ 1
[
2 arg η
pi
+ 1
]
,
v˜(η) =
2(m− 1)
(m+ 1)
(<η)2 − 2(=η)2 (80)
where the integral for v˜ was calculated similarly to (79).
One can now obtain the phase speed
s˜(η) = 2
(m+ 1)(=η)2 − (m− 1)(<η)2
m<η + ρ ( 2 arg ηpi + 1) , (81)
which exhibits the expected limit −2<η2<η as m → ∞,
compare with the phase speed of free soliton (6). In the
condensate regime, (81) yields
s˜(η) =
2piρ
pi + 2 arg η
. (82)
VIII. KINETIC EQUATIONS FOR BREATHER
AND SOLITON GAS
A. General construction
So far we have assumed that the spectral characteris-
tics u(η), v(η), u˜(η), v˜(η) of a breather/soliton gas do not
depend on x, t. We call such breather/soliton gases uni-
form, or homogeneous, gases. For a non-homogeneous
breather/soliton gas we introduce u ≡ u(η, x, t), v ≡
v(η, x, t), u˜ ≡ u˜(η, x, t), v˜ ≡ v˜(η, x, t) assuming that vari-
ations of the gas’ parameters occur on much larger spa-
tiotemporal scales ∆x,∆t than the typical scales ∆x ∼
∆t = O(1) of the oscillations corresponding to individual
solitons or breathers.
To derive evolution equations for a breather/soliton
gas we go back to the original, discrete wavenumber
and frequency components kj(α), ωj(α), k˜j(α), ω˜j(α) of
the finite-gap potential, defined in terms of of the fixed
branch points α of the Riemann surface R of (4). Let us
now consider a slowly modulated finite-gap potential, so
that α = α(x, t). The equations describing the evolution
of the α = α(x, t)—the so-called Whitham modulation
equations [29]—for the fNLS equation have been derived
in [61] for n = 1 and in [33] for an arbitrary genus n. The
resulting system of 2n quasi-linear modulation equations
for the branch points αj(x, t) has an infinite number of
conservation laws, that include a finite subset of n “wave
conservation” laws (2), which we write in terms of the
special wavenumber-frequency set satisfying the nonlin-
ear dispersion relations (15),
∂tkj(α) = ∂xωj(α), j = 1, . . . , N, (83)
∂tk˜j(α) = ∂xω˜j(α), j = 1, . . . , N. (84)
(as earlier, we assume even genus n = 2N). We fix
the exceptional band γ0, which is consistent with the
Whitham equations as the branch points αj are the
analogs of Riemann invariants [33].
We now apply the thermodynamic wavenumber-
frequency scaling (24) to the conservation equations
(83),(84). Let KM =
M∑
j=1
kj , WM =
M∑
j=1
ωj , where
1 ≤ M ≤ N . For convenience we shall be using 1D
spectral configuration while the result will remain valid
for 2D. Invoking the 1D scaling (24) we obtain
KM =
M∑
j=1
κ(ηj)
N
→
η∫
η∞
κ(µ)ϕ(µ)|dµ| ≡ K(η), (85)
where we made a replacement ηM → η in the continuous
limit. Now, using (27) we see that K′(η) = u(η), where
the prime denotes differentiation along Γ+. Thus, K(η)
has the meaning of the integrated density of states in a
breather/soliton gas. Similarly, we have
WM = −
M∑
j=1
ν(ηj)
N
→ −
η∫
η∞
ν(µ)ϕ(µ)|dµ| ≡ V(η), (86)
so that V ′(η) = −v(η). Now, the thermodynamic limit
of (83) yields the continuity equation for the density of
states u(η, x, t)
∂tu+ ∂x(us) = 0, (87)
where u = u(η, x, t), s = v(η, x, t)/u(η, x, t), and the
dependence s[u] is given by the equation of state (37).
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One can see from (87) that the breather/soliton group
velocity s(η, x, t) has the meaning of the transport ve-
locity of the corresponding gas. Equation (87), together
with the equation of state (37) form the kinetic equation
for a breather gas (using Eq. (48)) or soliton gas (using
Eq. (49)).
Similarly, for the carrier wave components we have
k˜j → u˜(η, x, t), ω˜j → −v˜(η, x, t) = u˜(η, x, t)s˜(η, x, t) in
the thermodynamic limit and Eqs. (84) transform into a
single equation for the carrier wavenumber u˜:
∂tu˜+ ∂x(u˜s˜) = 0, (88)
where the phase velocity s˜ also plays the role of the trans-
port velocity for the carrier wavenumber, and the de-
pendencies u˜[u], s˜[u] are given by (30), (47). Together
with the carrier wave nonlinear dispersion relations (30)
equation (88) yields a “satellite” kinetic equation for the
carrier wave, reflecting the the dual, “wave-particle” na-
ture of breathers and solitons. We stress that the pre-
vious works on soliton gas kinetic equations (see e.g.
[14, 15, 55] and references therein) have been concerned
only with the “particle” equation (87).
One may note that the application of the thermo-
dynamic limit to the Whitham modulation equations
is in apparent conflict with the original premise of the
Whitham theory [29], that is based on the scale separa-
tion, in which spatiotemporal modulation scales are large
compared to multiperiodic wavelengths and periods. We
however note that the soliton limit of the Whitham equa-
tions, while being formally inconsistent with the original
assumptions of the modulation theory, is well known to
yield an accurate description of the dynamics of individ-
ual solitons and soliton trains in a variety of problems,
including the dispersive shock wave theory [62] and the
recently introduced theory of soliton-mean flow interac-
tions [63], [64] confirmed by both direct numerical sim-
ulations and physical experiments. In fact, Whitham in
his book showed how to describe solitary wave trains by
an appropriate limit of the modulation system, see [29],
Ch. 16.16.
B. Multi-component hydrodynamic reductions
The kinetic equation (87), (37) can be reduced to a
system of quasilinear PDEs if one takes advantage of the
multi-component delta-function ansatz (41) for the den-
sity of states u, where one now assumes that the “den-
sities” wj and the speeds s
(j) of the gas components are
slow functions of x, t. As we mentioned in Sec. V, there
are certain constraints on the admissible values of wj ; we
shall assume that these constraints are satisfied.
The resulting system for wj(x, t), s
(j)(x, t), j =
1, . . . ,M has the form of a system of hydrodynamic con-
servation laws
(wj)t + (wjs
(j))x = 0, j = 1, . . . ,M (89)
with the closure conditions given by the multicomponent
equation of state Eq. (42).
The hydrodynamic type system (89), (42) was exten-
sively studied in [55], where it was shown that it rep-
resents a hyperbolic integrable linearly degenerate system
for any M ∈ N. Thus, all the previously obtained gen-
eral mathematical results for finite-component KdV-type
soliton gases [55] can be readily extended to the case of
fNLS soliton and breather gases. In particular, as was
shown in [14, 55] for M = 2 the system (89), (42) re-
duces to
(s(1))t + s
(2)(s(1))x = 0, (s
(2))t + s
(1)(s(2))x = 0 (90)
with the relations between s(1,2) and w1,2 are given by
Eq. (43).
System (90) represents the diagonal form of the so-
called Chaplygin gas equations, the system of isentropic
gas dynamics with the equation of state p = −A/ρ, where
p is a pressure, ρ is the gas density and A > 0 is a con-
stant. It occurs in certain theories of cosmology (see e.g.
[65]) and is also equivalent to the 1D Born-Infeld equation
[29, 66] arising in nonlinear electromagnetic field theory.
We note that hyperbolicity of the hydrodynamic sys-
tem (89), (42) might look surprising in the context of the
fNLS equation as the fNLS-Whitham system is known
to be elliptic for a generic set of modulation parameters
and for any genus [33]. The apparent paradox is resolved
by noticing that the fNLS-Whitham system exhibits real
eigenvalues (characteristic speeds) in the soliton limit.
E.g. for the genus 1 case, the two pairs of complex con-
jugate eigenvalues of the modulation matrix degenerate
into a single, quadruply degenerate real eigenvalue, cor-
responding to the velocity of the fundamental soliton, see
e.g. [67].
Due to availability of conservation laws (89) one can
solve a general Riemann problem for a multicomponent-
component breather gas described by (89), (42). As is
known, a weak solution to the Riemann problem for a
system of hydrodynamic conservation laws (89) gener-
ally consists of M + 1 disparate constant states sepa-
rated by M propagating discontinuities or rarefaction
waves (one of each family), where the jumps of wi and
si across the discontinuities are determined from the
Rankine-Hugoniot conditions [68]. Linear degeneracy of
the system (89), (42) implies that there are no rarefaction
waves, and the shocks are contact discontinuities with the
speeds coinciding with the speeds of the relevant compo-
nents [69]. Importantly, contact discontinuities do not
require regularization via higher-order mechanisms like
dispersion or dissipation. Following the KdV and fNLS
soliton gas results [14, 57] we present here the solution to
a Riemann problem for a two-component fNLS breather
gas.
We consider system (89), (43) for M = 2 and the
“shock tube” type initial conditions{
w1(x, 0) = w
1
0, w2(x, 0) = 0 , x < 0,
w2(x, 0) = w
2
0, w1(x, 0) = 0, x > 0,
(91)
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where w10, w
2
0 > 0 are some constants. We shall also as-
sume that s
(1)
0 > s
(2)
0 > 0 so that the gases undergo an
“overtaking” collision resulting in the formation of an ex-
panding “interaction” region c−t < x < c+t where both
component are present. Note that, unlike in the classical
gas-dynamics shock tube problem, the initial velocity of
the breather gases is not zero but is fully determined, via
Eq. (43), by the density distribution (91).
The weak solution for w1 and w2 has a piecewise con-
stant form:
w1(x, t) =

w10, x < c
−t,
w1c , c
−t < x < c+t,
0, x > c+t.
(92)
w2(x, t) =

0, x < c−t,
w2c , c
−t < x < c+t,
w20, x > c
+t.
Here c− and c+ are the velocities of the left and right dis-
continuity respectively, and w1c , w
2
c and s
(1)
c , s
(2)
c are the
densities and velocities of the breather gas components
in the interaction region x ∈ [c−t, c+t]. The velocities
s
(1)
c and s
(2)
c are expressed in terms of w1c , w
2
c by rela-
tions (43). The interaction region densities w1c , w
2
c and
the contact discontinuities’ velocities c± are found from
the Rankine-Hugoniot conditions:
−c−[w10 − w1c ] + [w10s(1)0 − w1cs(1)c ] = 0 ,
−c−[0− w2c ] + [0− w2cs(2)c ] = 0 ,
(93)
−c+[w1c − 0] + [w1cs(1)c − 0] = 0 ,
−c+[w2c − w20] + [w2cs(2)c − w20s(2)0 ] = 0 ,
(94)
resulting in
w1c =
w10(1−∆21w20)
1−∆12∆21w10w20
,
(95)
w2c =
w20(1−∆12w10)
1−∆12∆21w10w20
,
c− = s(2)0 −
(s
(1)
0 − s(2)0 )∆12w1c
1− (∆12w1c + ∆21w2c )
,
(96)
c+ = s
(1)
0 +
(s
(1)
0 − s(2)0 )∆21w2c
1− (∆12w1c + ∆21w2c )
.
In conclusion we note that, being an integrable hy-
drodynamic type system, Eq. (89), (42) are amenable to
the generalized hodograph transform, enabling in princi-
ple the construction of all non-constant smooth solutions
[34, 70]. Indeed, a number of nontrivial exact solutions
(such as similarity and quasi-periodic solutions) were ob-
tained in [55]. Their physical interpretation in terms of
the fNLS breather and soliton gas is an interesting out-
standing problem.
IX. SUMMARY AND OUTLOOK
In this paper we have constructed nonlinear spectral
theory of breather and soliton gases in the fNLS equation.
This was done by considering a special, infinite-genus
thermodynamic limit of finite-gap potentials and of the
associated nonlinear modulation equations.
The core result of the paper is the system of nonlinear
dispersion relations (25), (26) for the spectral parame-
ters of breather gas: the density of states u(η) and its
temporal counterpart v(η), as well as the wavenumber
u˜(η) and the frequency v˜(η) of the carrier wave. These
nonlinear dispersion relations yield the integral equation
of state (Eqs. (37), (38)) connecting the velocity s(η)
of the quasiparticles (breathers) in the gas with the gas’
spectral density of states u(η). The respective relations
for soliton gas are obtained collapsing the “exceptional”
spectral band corresponding to the background Stokes
mode in the breather gas.
The equation of state (37), together with the trans-
port equation (87) for the slowly varying density of
states u(η, x, t) form the kinetic equation for breather
gas. Combining this equation with the “satellite” ki-
netic equation (88), (47) for the carrier wave parameters
u˜(η, x, t) and s˜(η, x, t), we obtained a full set of equa-
tions characterising the macroscopic spectral dynamics in
a spatially non-homogeneous breather gas. These include
the kinetic equation for soliton gas [14], as a particular
case. Our consideration also includes the bound state
(non-propagating) breather and soliton gases not consid-
ered previously. One of the immediate implications of our
analysis is the prediction of the critical state of breather
(soliton) gases, which we term breather (soliton) conden-
sate, and whose properties are fully determined by the
interactions between the quasiparticles in the gas, while
the individual characterization of these quasiparticles is
suppressed. The criticality condition (57) yields the den-
sity of states uc(η) in the condensate, and we present
two notable examples where this critical density of states
can be found explicitly: the bound state soliton conden-
sate and the so-called “circular” soliton condensate with
the spectrum located on a circumference in the complex
plane.
We now outline some important directions of future
physical and mathematical research suggested by our
work.
• Statistical characterization of the nonlinear ran-
dom wave field ψ(x, t) in breather and soliton gases:
namely, the determination of the probability den-
sity function P(|ψ|), the power spectrum, the cor-
relation function etc.—in terms of the the spectral
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density of states u(η). This is the subject of an
ongoing research, and the results will be published
elsewhere.
• Realization of breather and soliton gases in numer-
ical simulations and laboratory experiments and
verification of the predictions of the spectral theory
developed here. While the numerical realization of
the KdV soliton gas has been reported in a num-
ber of works (see e.g. [71], [57]) the challenge of
the modelling of a fNLS soliton gas has been suc-
cessfully addressed only recently in [19, 20], where
dense statistical ensembles of N -soliton solutions
with large N and random, uniformly distributed
phases of the so-called norming constants were con-
structed numerically based on a specific implemen-
tation of the dressing method. We note that the
above papers employ periodic boundary conditions
for the numerical realization of N -soliton solutions,
i.e. they essentially realize the finite-gap solutions
of genus 2N approximating N -soliton solutions. In
particular, the numerical simulations in [19] have
shown that the bound state soliton condensate de-
scribed by the ‘Weyl’ distribution of the density
of states (63) represents an accurate model for the
developed, nonlinear stage of spontaneous (noise
induced) modulational instability of a plane wave
[2, 60]. We can add that our preliminary numeri-
cal simulations of fNLS soliton gas dynamics show
a very good agreement with the results obtained
in this paper, in particular, with the solution (93),
(94) of the “shock-tube” problem in Sec. VIII B and
with the formula (68) for the velocity of a trial soli-
ton propagating through the bound state soliton
condensate. These results will be reported in a sep-
arate paper.
• Yet another promising line of research, where the
developed theory can find applications, is related to
the rogue wave formation (see, e.g., [20] for recent
numerical observations of rogue waves in soliton
gas). The relative roles of solitons and breathers
in the rogue wave statistics of integrable turbu-
lence have been discussed in [72] based on the
numerical implementation of the traditional IST
method. The finite-gap theory has proved a pow-
erful tool for the description of rogue waves (see,
e.g., [24, 46, 73, 74] and references therein), and
the application of the spectral theory of soliton and
breather gases, in particular, of solutions to the ki-
netic equation, could be the next important step in
this direction.
• The subject of this paper is closely related to the
study of the semi-classical limit of the fNLS equa-
tion for a class of generic potentials with large “soli-
tonic content” of ∼ 1/ solitons, where   1 is a
small dispersion parameter. Indeed, the fNLS evo-
lution of such potentials is known to typically lead
to the appearance of coherent structures of increas-
ing complexity that can be locally approximated by
genus n finite-gap solutions, with n increasing in
time (see [31, 75–79] and references therein). Our
preliminary considerations indicate that for suffi-
ciently large t (and consequently, large n) the semi-
classical spectrum of these solutions fits into one of
the thermodynamic scaling requirements described
in this paper. Taking into account the effective
randomization of phases, the large t evolution of
semi-classical solutions is expected to provide the
dynamical realization of soliton gas construction
described in this paper. Indeed, some features of
the soliton gas development from an initial rect-
angular barrier (box) potential predicted by the
semi-classical analysis in [79] have been recently ob-
served in an optics experiment [80].
• Related to the previous comment, we mention the
possibility of an alternative construction of a soli-
ton gas via an appropriate limit as n → ∞ of n-
soliton solutions (rather than n-gap potentials) of
the fNLS equation. Indeed, as we already men-
tioned, this is the way (n-solitons for large n) the
dense soliton gas has been realised numerically in
[19, 20]. In this connection, an extension to the
fNLS equation of the theory of the so-called prim-
itive potentials originally developed in the con-
text of the KdV equation [81] could prove use-
ful (see [82] for a recent study, where a particular
infinite-soliton solution of the KdV equation was
constructed in the form of a primitive potential).
Additionally, the Lax-Levermore type approach to
the semi-classical limit of N -soliton solutions of
the fNLS equation (see [83] and references therein)
could provide a complementary tool for the soliton
gas description, with possible extension to breather
gas.
• This work is concerned with properties of soliton
and breather gases in the focusing NLS equation.
A similar theory can be constructed for the defo-
cusing NLS (dNLS) equation. The kinetic equation
for a gas of dark (grey) solitons would necessarily
require the presence of a nonzero background and
the corresponding spectral theory would represent
a “bidirectional”, counterpart of the KdV soliton
gas theory due to the spectrum of the self-adjoint
ZS operator associated with the dNLS equation be-
ing located on the real line. Kinetic equations for
bidirectional dNLS and shallow water soliton gases
are the subject of a separate work [84].
• The effects of small perturbations (e.g. dissipa-
tion, higher order nonlinearity and dispersion, or a
trapping potential) on the dynamics of “integrable”
soliton gases are of great interest for applications.
In particular, the properties of a rarefied gas of dark
solitons in quasi-1D repulsive Bose-Einstein con-
densates (BECs) in a harmonic trapping potential
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were considered in [85], whereas the methods of the
experimental realizaton of soliton gas in trapped
BECs were discussed in [86]. Additionally, the dark
soliton gas type structures have been observed in
the laminar-turbulent transitions in fiber laser [87].
The examples of relevant mathematical models in-
clude the higher order NLS equations (deep water
waves, nonlinear optics) and the Gross-Pitaevskii
equation (BECs).
One of the most physically pertinent questions aris-
ing in connection with soliton gas dynamics in per-
turbed systems is the one of thermalization and
the associated equipartition of energy. This topic
is currently under active investigation in the con-
text of propagation of weakly nonlinear random
waves in perturbed integrable systems (see e.g. [88]
and references therein). On the other hand, it is
known that soliton gases in non-integrable systems
can exhibit a peculiar “soliton attractor” scenario
observed numerically in [89]. The development of
an analytical approach to the description of soliton
or breather gas in the perturbed fNLS equation via
the tools of nonlinear spectral theory represents a
major challenge.
• Finally we mention the intriguing connections of
the spectral dynamics of soliton and breather gases
with the generalized hydrodynamics of many-body
quantum integrable systems, which turn out to be
governed by the kinetic equations of the type (87),
(37) [15–17]. Establishing a bridge between these
two topical areas is yet another promising avenue
for future cross-disciplinary research.
Concluding, we expect that our work will stimulate
further theoretical and experimental studies of soliton
and breather gases in various physical contexts including
nonlinear optics, water waves and superfluids as well as
in connection with quantum integrable systems.
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APPENDIX: MATHEMATICAL
UNDERPINNINGS
We now outline the rationale behind the derivation of
equations (7) , (8) and (18) using the Riemann-Hilbert
problem approach to finite-gap theory [73, 90].
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Figure 3. Spectrum geometry for the breather gas construc-
tion. The spectral bands (solid lines) lie on the Schwartz-
symmetric contour γ in the complex plane z ∈ C. The cycles
Aj and Cj surround the bands γj and gaps cj (dotted lines)
respectively. Contours on the second sheet of R are shown as
dashed lines.
where m = 0, 1 · · · , 2N − 1, obtained from (97) by ex-
panding 1ζ−z in powers of
1
z as z → ∞. Here Cj de-
notes the negatively oriented loop around the gap cj ,
|j| = 1, . . . , N , see Fig. 3.
B. Wavenumbers and frequencies
The system (98) for 2N real unknowns Wj ,Ωj has a
unique solution [73] provided that all the branchpoints αk
of the Riemann surface R are distinct. Thus (97) indeed
defines g(z). Note that dg is a meromorphic differential
on R with the only pole at z = ∞2 on the second sheet
of R. Then dh = 2dg − df is a meromorphic differential
on R with the poles at z =∞1,2 on both sheets of R and
with the periods∮
A±j
dh = ±2(Ωj−1 − Ωj),∮
C±j
dh = ±2(Wj −Wj+1),
(99)
|j| = 1, · · · , N , where Ω0 = WN+1 = 0. Thus, the
differential dh = d(2g − f) is a second kind real nor-
malized meromorphic differential with the asymptotics
dh ∼ −df as z →∞ on the main sheet. Since such differ-
entials are uniquely defined by the polynomial f ([88]),
we obtain the real normalized quasimomentum dp and
quasienergy dq differentials on R by choosing f(z) = −z
and f(z) = −2z2 respectively. Introducing now
kj = 2(Ωj − Ωj−1), k˜j = 2Wj , |j| = 1, · · · , N (100)
for dp, dq with f(z) = −z and the same expressions for
ωj , ω˜j with f(z) = −2z2 we obtain (7) , (8). The signs
of integrals in (7) , (8) will be opposite if we replace j by
−j.
Let us now deform the contours γj and cj of the
jump conditions (96) into 2N + 1 vertical jump contours
vj = [α¯j , αj ], j = 1, · · · , 2N + 1. In particular, γ0 is de-
formed into v1, the jumps on c±N after the deformation
become distributed between v1 and v2N+1 etc., see [73],
Section 8, for details. Then we obtain a new RHP with
vertical jump contours vj , but it is satisfied by the same
function g(z) (to be more precise, by the correspond-
ing analytic continuation of g(z)). If we would choose
the new (deformed) A-cycles to be the loops around each
vertical contour vj , j = 2, · · · , 2N+1, then the meromor-
phic differential dh would have all A-cycles equal zero,
i.e., it would be A-cycles normalized. The wavenumbers
and frequences for the fNLS are defined in [33], [35] as
B periods of the A-cycles normalized quasimomentum dp
and quasienergy dq differentials on the Riemann surface
of the radical R(z) from (4) with vertical branchcuts vj .
Any two sets of A and B cycles of the same Riemann
surface are integer linear combinations of each other (see
e.g. [89]). As any integer combination of wavenumbers
(frequences) is also a wavenumber (frequency), we arrive
at a statement that A- and B-cycles of dp, dq, defined by
(9), are wavenumbers (frequences) respectively.
C. Nonlinear dispersion relations for finite-gap
potentials
The system (98) is the starting point for the derivation
of the nonlinear dispersion relations (18). First of all,
introducing the constants Uk ∈ R by
Ωl =
l∑
j=1
Uj l = 1, . . . , N, (101)
we get
N∑
|j|=1
Ωj
∮
Cj
ζmdζ
R(ζ)
=
N∑
|j|=1
Uj
∮
Bj
ζmdζ
R(ζ)
,
m = 0, . . . , 2N − 1,
(102)
and, thus, reduce (98) to
N∑
|j|=1
Wj
∮
Aj
ζmdζ
R(ζ)
+
N∑
|j|=1
Uj
∮
Bj
ζmdζ
R(ζ)
= −
N∑
|j|=0
∮
Aj
f(z)ζmdζ
R(ζ)
,
(103)
Taking now linear combinations of equations (103), ac-
cording to (16), (17) we obtain
Wj +
N∑
|m|=1
Um
∮
Bm
Pj(ζ)dζ
R(ζ)
= −
∮
γˆ
f(z)Pj(ζ)dζ
R(ζ)
,
(104)
. Spectr reather gas construc-
i . e spectral bands (solid lines) lie on the Schwarz-
i Γ i the co plex plane z ∈ C. The cycles
j j s rr t e ands γj and gaps cj (dotted lines)
res ecti el . The contours on the second sheet of R are shown
by dashed lines.
A. Riemann-Hilbert problem
We start with the construction of the real normalized
quasimomentum dp and quasienergy dq differentials for
the Riemann surface R. Let f(z) be a polynomial with
real coefficients. Consider the Riemann-Hilbert Problem
(RHP) for the function g(z), that:
1. is analytic in C with the exception of the jump
disconti uity on all the bands γj and all the gaps
cj ;
2. satisfies the jump conditions
g+(z) + g−(z) = f(z) +Wj on γj , |j| = 0, 1, . . . , N,
and
g+(z)− g−(z) = Ωj on cj , |j| = 1, . . . , N, (97)
on the bands and gaps, where W0 = 0, Wj =
W−j , Ωj = Ω−j and the real constants Wj ,Ωj ,
j = 1, · · · , N , are to be determined;
and
3. is analytic at z =∞.
Here g±(z) denote the limiting values of g(z) on the ori-
ented (see Figure 3) bands γj and gaps cj .
By Sokhotsky-Plemelj formula, solution to this RHP
is given by
g(z) =
R(z)
2pii
 N∑
|j|=0
∫
γj
[f(ζ) +Wj ]dζ
(ζ − z)R+(ζ)
+
N∑
|j|=1
∫
cj
Ωjdζ
(ζ − z)R(ζ)
 .
(98)
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Since g(z) must be analytic at infinity, the constants
Wj ,Ωj must satisfy the linear system
N∑
|j|=1
Wj
∮
Aj
ζmdζ
R(ζ)
+
N∑
|j|=1
Ωj
∮
Cj
ζmdζ
R(ζ)
= −
N∑
|j|=0
∮
Aj
f(ζ)ζmdζ
R(ζ)
,
(99)
where m = 0, 1 · · · , 2N − 1, obtained from (98) by ex-
panding 1ζ−z in powers of
1
z as z → ∞. Here Cj de-
notes the negatively oriented loop around the gap cj ,
|j| = 1, . . . , N , see Fig. 3.
B. Wavenumbers and frequencies
The system (99) for 2N real unknowns Wj ,Ωj has a
unique solution [76] provided that all the branchpoints αk
of the Riemann surface R are distinct. Thus (98) indeed
defines g(z). Note that dg is a meromorphic differential
on R with the only pole at z = ∞2 on the second sheet
of R. Then dh = 2dg − df is a meromorphic differential
on R with the poles at z =∞1,2 on both sheets of R and
with the periods∮
A±j
dh = ±2(Ωj−1 − Ωj),∮
C±j
dh = ±2(Wj −Wj+1),
(100)
|j| = 1, · · · , N , where Ω0 = WN+1 = 0. Thus, the
differential dh = d(2g − f) is a second kind real nor-
malized meromorphic differential with the asymptotics
dh ∼ −df as z →∞ on the main sheet. Since such differ-
entials are uniquely defined by the polynomial f ([91]),
we obtain the real normalized quasimomentum dp and
quasienergy dq differentials on R by choosing f(z) = −z
and f(z) = −2z2 respectively. Introducing now
kj = 2(Ωj − Ωj−1), k˜j = 2Wj , |j| = 1, · · · , N (101)
for dp, dq with f(z) = −z and the same expressions for
ωj , ω˜j with f(z) = −2z2 we obtain (7) , (8). The signs
of integrals in (7) , (8) will be opposite if we replace j by
−j.
Let us now deform the contours γj and cj of the
jump conditions (97) into 2N + 1 vertical jump contours
vj = [α¯j , αj ], j = 1, · · · , 2N + 1. In particular, γ0 is de-
formed into v1, the jumps on c±N after the deformation
become distributed between v1 and v2N+1 etc., see [76],
Section 8, for details. Then we obtain a new RHP with
vertical jump contours vj , but it is satisfied by the same
function g(z) (to be more precise, by the correspond-
ing analytic continuation of g(z)). If we would choose
the new (deformed) A-cycles to be the loops around each
vertical contour vj , j = 2, · · · , 2N+1, then the meromor-
phic differential dh would have all A-cycles equal zero,
i.e., it would be A-cycles normalized. The wavenumbers
and frequences for the fNLS are defined in [33], [35] as
B periods of the A-cycles normalized quasimomentum dp
and quasienergy dq differentials on the Riemann surface
of the radical R(z) from (4) with vertical branchcuts vj .
Any two sets of A and B cycles of the same Riemann
surface are integer linear combinations of each other (see
e.g. [92]). As any integer combination of wavenumbers
(frequences) is also a wavenumber (frequency), we arrive
at the statement that A- and B-cycles of dp, dq, defined
by (9), are wavenumbers (frequencies) respectively.
C. Nonlinear dispersion relations for finite-gap
potentials
The system (99) is the starting point for the derivation
of the nonlinear dispersion relations (18). First of all,
introducing the constants Uk ∈ R by
Ωl =
l∑
j=1
Uj l = 1, . . . , N, (102)
we get
N∑
|j|=1
Ωj
∮
Cj
ζmdζ
R(ζ)
=
N∑
|j|=1
Uj
∮
Bj
ζmdζ
R(ζ)
,
m = 0, . . . , 2N − 1,
(103)
and, thus, reduce (99) to
N∑
|j|=1
Wj
∮
Aj
ζmdζ
R(ζ)
+
N∑
|j|=1
Uj
∮
Bj
ζmdζ
R(ζ)
= −
N∑
|j|=0
∮
Aj
f(z)ζmdζ
R(ζ)
,
(104)
Taking now linear combinations of equations (104), ac-
cording to (16), (17) we obtain
Wj +
N∑
|m|=1
Um
∮
Bm
Pj(ζ)dζ
R(ζ)
= −
∮
γˆ
f(z)Pj(ζ)dζ
R(ζ)
,
(105)
where γˆ is a large clockwise oriented contour containing
all γj . Taking imaginary parts of both sides of (105)
and substituting ζ and 2ζ2 for f(ζ), in view of (101) we
obtain (18).
D. Thermodynamic limit of nonlinear dispersion
relations
In the thermodynamic limit, the leading order behavior
of the coefficients of the linear system (15) is given by
22∮
B˜m
Pj(ζ)dζ
R(ζ)
=
1
ipi
[
ln
R0(ηj)R0(ηm) + ηjηm − δ20
R0(ηj)R0(η¯m) + ηj η¯m − δ20
− ln ηm − ηj
η¯m − ηj
]
+O
(
N2δ
2
3
)
,
when m 6= j and
∮
B˜j
Pj(ζ)dζ
R(ζ)
= i
2 ln |δj |
pi
+O(1), (106)
where B˜m = Bm + B−m. Here the branch of ln
ηm−ηj
η¯m−ηj
is defined by the requirement that = ln ηm−ηjη¯m−ηj = 0 when
ηj−ηm ∈ iR+ and the branch of the remaining logarithm
is defined by the requirement that that logarithm is equal
zero when ηm ∈ R.
Substituting these estimates together with (24) into
the system (15) and replacing the Riemann sum with
the corresponding integral we obtain (25), (26).
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