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ABSTRACT
Tidally distorted rotating stars and gaseous planets are subject to a well-known linear
fluid instability—the elliptical instability. It has been proposed that this instability
might drive enough energy dissipation to solve the long-standing problem of the origin
of tidal dissipation in stars and planets. But the nonlinear outcome of the elliptical
instability has yet to be investigated in the parameter regime of interest, and the
resulting turbulent energy dissipation has not yet been quantified. We do so by per-
forming three dimensional hydrodynamical simulations of a small patch of a tidally
deformed fluid planet or star subject to the elliptical instability. We show that when
the tidal deformation is weak, the nonlinear outcome of the instability leads to the for-
mation of long-lived columnar vortices aligned with the axis of rotation. These vortices
shut off the elliptical instability, and the net result is insufficient energy dissipation to
account for tidal dissipation. However, further work is required to account for effects
neglected here, including magnetic fields, turbulent convection, and realistic boundary
conditions.
Key words: planetary systems – stars: rotation – binaries: close – hydrodynamics –
waves – instabilities
1 INTRODUCTION
Identifying and elucidating the mechanisms of tidal dissi-
pation in fluid bodies, such as giant planets and stars, re-
mains an important unsolved problem. Tidal dissipation is
thought to be responsible for several different phenomena in
close binary systems composed of one or more fluid bodies,
including: synchronisation of the spins and circularisation
of the orbits of close binary stars (e.g. Meibom & Mathieu
2005; Mazeh 2008), synchronisation and circularisation, and
tidal heating, of short-period extrasolar planets (e.g. Boden-
heimer et al. 2001; Husnoo et al. 2012), the formation and
maintenance of the Laplace resonance amongst the Galilean
satellites of Jupiter (Yoder & Peale 1981), and possibly also
playing a role in the spin-orbit alignment (Albrecht et al.
2012) and orbital evolution of hot Jupiters (Jackson et al.
2009).
The efficiency of these evolutionary processes is often
parametrized by the dimensionless tidal quality factor Q as-
sociated with each body, which is an inverse measure of their
dissipative properties, and is analogous to the correspond-
ing quantity for a forced, damped, oscillator (Goldreich &
Soter 1966; Murray & Dermott 1999). We define the function
? E-mail: adrianjohnbarker@gmail.com
Q′ = 3
2k2
2piE0∫ |E˙|dt (Ogilvie & Lin 2007), which is the modified
tidal quality factor, where k2 is the Love number, being a
measure of the degree of central condensation of the body
(k2 = 3/2 for a homogeneous body), E˙ is the rate of dis-
sipation of energy, and E0 is the maximum potential en-
ergy in the tidal deformation. Understanding the efficiency
of tidal dissipation in stars and planets requires identifying
the mechanisms that contribute to Q′, and their dependence
on the tidal frequency, the amplitude of the tide, the inte-
rior structure of the body, its (differential) rotation rate, and
possibly the past history of the system.
The inferred values of Q′ required to explain observa-
tions depend on the particular problem in which tides are
invoked as the explanation. Arguably, two of the most diffi-
cult constraints to be satisfied by theory are the observation-
ally inferred circularisation periods of solar-type close binary
stars, and the required magnitude of Jupiter’s tidal dissipa-
tion. The former seems to require Q′ ∼ 105 for close-binary
stars, if their orbits are circularised over their main–sequence
lifetimes due to tides (Meibom & Mathieu 2005; Ogilvie &
Lin 2007). The magnitude of Jupiter’s dissipation, required
to explain the formation of the Laplace resonance through
differential tidal expansion of the orbits of the Galilean satel-
lites (Yoder & Peale 1981), also typically implies Q′ ∼ 105.
Astrometric observations of the Galilean moons have since
c© 2013 RAS
ar
X
iv
:1
30
9.
01
07
v1
  [
as
tro
-p
h.E
P]
  3
1 A
ug
 20
13
2 A.J. Barker & Y. Lithwick
indicated a similar magnitude (Lainey et al. 2009). The dis-
sipation inside the planet required to explain the circulari-
sation of hot Jupiters on short-period orbits has also been
estimated to imply Q′ ∼ 106 (Wu & Murray 2003, Jackson
et al. 2008). The similarity in these observationally inferred
values for the stellar and planetary dissipation might be mis-
leading, since it is very likely that the internal structure of
the body plays an important role in determining the effi-
ciency of dissipation, as may also the amplitude of the tides,
which are very different for each of these problems.
The tidal response in a primary fluid body is often de-
composed into two components. One is a quasi-hydrostatic
prolate spheroidal bulge that follows the motion of the com-
panion. This is referred to as the equilibrium tide, and is
the divergence-free Lagrangian displacement field ξe with
(e.g. Goldreich & Nicholson 1989)
ξer = −Ψ
g
, (1)
where Ψ is the tidal gravitational potential (neglecting self-
gravity) experienced by the body and g is the gravitational
acceleration. The equilibrium tide is dissipated through its
action with turbulent convection (Zahn 1966), though the ef-
ficiency of that process is reduced when the tidal frequency
exceeds the turnover frequency of convective eddies, and
seems unlikely to explain the observations in this regime
(e.g. Goldreich & Nicholson 1977; Penev et al. 2007; Ogilvie
& Lesur 2012).
The remaining part of the response is dubbed the dy-
namical tide, and understanding this component involves the
study of the excitation, propagation and dissipation of waves
excited (indirectly) by the tidal potential. These waves are of
low frequency compared with the dynamical frequency, and
are therefore approximately incompressible, being restored
by buoyancy and/or rotation.
The dynamical tide can driven by two different mecha-
nisms. The first is forcing of the dynamical tide by the equi-
librium tide through the linear inertial terms. This mech-
anism has received the most attention (e.g. Zahn 1975;
Savonije et al. 1995; Ogilvie & Lin 2004; Wu 2005; Ogilvie
& Lin 2007, Ivanov & Papaloizou 2007, Goodman & Lack-
ner 2009). However, these studies are linear, and they can-
not capture any excitation of the dynamical tide through
instabilities of the equilibrium tidal flow. If, on the other
hand, the equilibrium tidal flow becomes unstable to para-
metric instabilities, the resulting growth of small-scale in-
ternal waves and their saturation by secondary instabilities
could result in turbulence, and secular energy dissipation.
This mechanism is entirely distinct from the linear tidal forc-
ing of the dynamical tide, and has so far received much less
attention because it involves nonlinear processes, requiring
numerical simulations to quantify. It is the purpose of this
paper to begin to understand and quantify the tidal dissi-
pation resulting from instabilities of the equilibrium tide1.
The equilibrium flow in a rotating tidally deformed
1 Weinberg et al. (2012) has considered the parametric instability
of the equilibrium tide, leading to the excitation of g-modes, in
a non-rotating solar-type star, finding that such a mechanism is
probably not important for tidal dissipation. Here we study the
instability of the equilibrium tide in a rotating fluid body, and its
nonlinear evolution.
body has elliptical streamlines, which have their semi-major
axes aligned with the companion. In the absence of stabilis-
ing buoyancy forces, as would be relevant in the convective
regions of a fluid planet or star, it is well known that any
ideal flow with elliptical streamlines is unstable to paramet-
ric instabilities, which excite inertial waves due to the pe-
riodic variation of the angular velocity along a streamline
(Pierrehumbert 1986; Bayly 1986; Kerswell 2002). This is
the so-called elliptical instability.
The elliptical instability has been proposed to be of sig-
nificant importance for tidal dissipation in binary stars by
Rieutord (2004). Since then, some remarkable experiments
have been performed by Lacaze et al. (2004) as well as Le
Bars et al. (2007, 2010) to study the instability in the labora-
tory, in which fluid is contained within a deformable elastic
boundary, which is rotated at a certain speed. These exper-
iments generally find that the resulting turbulence is po-
tentially important for tidal dissipation in terrestrial planet
cores. In this paper, we study the dissipation in astrophys-
ical fluid bodies using an idealised local model, and our re-
sults indicate that it is probably less important in explaining
astrophysical observations than it has been previously sug-
gested by Rieutord (2004).
We study the nonlinear evolution of the elliptical insta-
bility in a small patch of a rotating tidally deformed fluid
body2. Our primary method involves high resolution numer-
ical simulations in a local Cartesian model, performed using
spectral methods. First we outline the relevant background
to motivate and understand our results in the rest of §1. A
simple model of the dissipation resulting from the elliptical
instability is presented in §2, together with its potential as-
trophysical relevance, followed by a description of our model
in §4–6. Our results are described in §7, followed by a dis-
cussion and conclusion in §8–9, in which the astrophysical
implications of this work are discussed, together with vari-
ous extensions which can build upon this work.
1.1 Elliptical instability and the properties of
inertial waves
The elliptical instability is a generic linear instability that
occurs when fluid flows on elliptical streamlines, which oc-
curs when a rotating fluid body is subject to a tidal de-
formation. The instability is driven parametrically by the
periodic variation of the fluid velocity along an elliptical
streamline (see the review by Kerswell 2002). An initially
two-dimensional elliptical vortex can become unstable to
this inherently three-dimensional instability, which takes the
form of a parametric resonance with pairs of inertial waves
that couple with the elliptical strain field.
Inertial waves exist in rotating fluids, and are restored
by the Coriolis force. In a homogeneous fluid rotating at
the uniform rate Ω about ez, they satisfy the dispersion
2 Any local Cartesian model necessarily neglects the geometri-
cal effects that alter the spatial structure of the inertial wave
response in a spherical or spherical shell geometry (e.g. Ogilvie
& Lin 2004; Wu 2005; Ivanov & Papaloizou 2007). The results of
this simplification are difficult to determine without performing
detailed global simulations, which we defer to future work.
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relation3
ω = s
2Ω · k
k
= s
2Ωkz
k
= 2Ωs cos θ, (2)
where s = ±1, k = |k| = √k2h + k2z is the wavenumber
and kz (kh) is the component along (perpendicular to) the
rotation axis, with θ being the angle that the wavevector
makes with the vertical. Note that this is independent of k,
so that inertial waves can exist on all spatial scales, in the
absence of viscosity. These waves exist whenever |ω| 6 2|Ω|.
The fluid particles in the wave move in anticyclonic circles
about k, in a plane inclined to the horizontal by an angle
θ. These motions are equivalent to pure epicyclic motions in
horizontal planes if θ = 0.
To illustrate the mechanism of instability, consider the
case when the ellipticity is very small. Then, the streamlines
are nearly circular, and the fluid supports the usual inertial
waves, but the properties of the waves are modified slightly
by the ellipticity. In particular, the elliptical deformation of
the vortex can be considered as a wave of wavenumber k → 0
and of frequency 2γ, where γ is the rotation rate (Goodman
1993). This disturbance can nonlinearly interact with each of
two initially infinitesimal amplitude propagating waves with
(±ω,k), which produces disturbances with (±ω ± 2γ,k). If
ω = ∓γ, two of these four possible components will also
be inertial waves which satisfy Eq. 2. Since the two waves
that are excited have ω = ±γ, this mechanism reinforces the
original infinitesimal amplitude waves at first order in the
wave amplitude. Therefore, the amplitudes of the two waves
will grow exponentially, if this coherent driving of the waves
is maintained.
In this paper we are interested in a local model of a
tidally deformed fluid body. In this local approximation, the
elliptical instability takes its simplest form, and is absent of
boundary effects. The growth rate of these linear instabilities
scales with the ellipticity, and for the case of an unbounded
elliptical vortex, the maximum growth rate is (Waleffe 1990)
σ =
9
16
γ, (3)
for waves with the appropriate phase and angle to align with
the direction of maximum strain, where  is the ellipticity
and γ is the rotation rate of the vortex. When the elliptical
bulge is also rotating at the rate n, and the fluid is rotating
at the rate Ω, and γ = Ω− n, the maximum growth rate is
(Craik 1989)
σ =
9
16
γ
(3γ + 2n)2
9 (γ + n)2
. (4)
We plot this quantity as a function of Ω, normalised to the
growth rate in Eq. 3, by taking γ = 1, so that n is changed
3 A single plane inertial wave is an exact solution of the in-
compressible Euler equations in a rotating frame. However, these
waves are generically unstable to parametric instabilities (e.g. Lif-
schitz & Fabijonas 1996; Miyazaki & Lifschitz 1998). This is be-
cause they undergo resonant triad interactions with pairs of sec-
ondary waves, whose growth rates increase linearly with the ratio
of wave velocity amplitude to the phase velocity. The waves are
expected to rapidly break as a result of these secondary instabili-
ties when this ratio is somewhat smaller than unity. These insta-
bilities have been recently observed in the laboratory by Bordes
et al. (2011).
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Figure 1. Maximum growth rate of the elliptical instability as a
function of the rotation of the fluid Ω, normalised to the growth
rate when n = 0. The growth rate is generally modified by ap-
proximately a factor of 2, except for the appearance of a range
in which the instability is inoperable for Ω ∈ (−0.5, 0.5) (i.e.
n ∈ (−1.5,−0.5)).
by modifying Ω, in Fig. 1. The addition of this rotation
has the sole effect of modifying the frequencies of the most
unstable waves, and this results in the creation of a range
in Ω at which the elliptical instability is inoperable, when
Ω ∈ (−0.5, 0.5), located inside the vertical dashed lines on
the figure. Outside of this range, the growth rate is usually
decreased by an O(1) factor by the rotation of the deforma-
tion, except in the range Ω ∈ [0.5, 1), where the growth rate
is slightly larger than the nonrotating case.
Understanding the nonlinear interactions between in-
ertial waves is essential for understanding the dynamics of
rotating turbulence with small Rossby number Ro (the ratio
of inertial to Coriolis accelerations). For reasons that will be-
come clear later in this paper, we briefly review some of the
properties of rotating turbulence. The only type of steady
flow that can exist in the presence of rapid rotation is one
with angular velocity that is constant on cylinders aligned
with the axis of rotation, which is the Proudman-Taylor the-
orem, often written Ω · ∇u = 0 (Hough 1897; Proudman
1916; Taylor 1917). Homogeneous rotating turbulence start-
ing with isotropic initial conditions with Ro 1 is found to
approximately two-dimensionalise, developing coherent vor-
tical structures elongated along the axis of rotation. This is
thought primarily to result from nonlinear interactions be-
tween inertial waves, which can produce columnar structures
indirectly (e.g. Waleffe 1993; Smith & Waleffe 1999). This is
because nonlinear interactions between inertial waves tend
to transfer energy to waves with smaller kz/k i.e. to larger
vertical scales and smaller frequencies. In addition, the for-
ward energy cascade is found to be inhibited by the Coriolis
force, so that the dissipation rate is reduced (e.g. Bardina
et al. 1985; Jacquin et al. 1990).
2 ELLIPTICAL INSTABILITY: ORDER OF
MAGNITUDE ESTIMATE
To illustrate the potential importance of the elliptical in-
stability, and to justify the relevance of this work, we pro-
c© 2013 RAS, MNRAS 000, 1–??
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vide a simple order of magnitude estimate for the resulting
tidal dissipation. We consider the tidal flow in body 1 (the
primary) of mass m1 and radius R1, induced by the tidal
potential due to body 2 (the secondary) of mass m2. For
the synchronisation problem, the rotation of the primary Ω
is not equal to the orbital mean motion of the secondary
n, which we assume is on a circular orbit in the equatorial
plane of the primary. The elliptical instability of the equi-
librium tidal flow has a growth rate (when   1) scaling
as
1
tgrow
∼ γ, (5)
where γ = |Ω − n| (and  ∼ |ξer(R1)|/R1). We assume the
unstable mode to have spatial scale l, with velocity ampli-
tude u, and to decay due to secondary instabilities at the
rate
1
tdamp
∼ u
l
. (6)
In this picture, a steady state is reached when tgrow ∼ tdamp,
at which the velocity of the mode should saturate. The corre-
sponding dissipation rate, assuming such a continual energy
transfer to the mode, is
D ∼ m1u2/tdamp ∼ m1l23γ3. (7)
The energy stored in the equilibrium tide response is
E0 ∼ Gm
2
1
R1
2. (8)
In this case,
 ∼ m2
m1
(
R1
a
)3
∼
(
m2
m1 +m2
)(
Pdyn
P
)2
, (9)
where we have defined Pdyn = 2pi
√
R31
Gm1
. Therefore the tidal
quality factor that results, taking l ∼ R1, and γ = 2pi/P , is
Q′ ∼ γE0
D
∼
(
m1 +m2
m2
)(
P
Pdyn
)4
(10)
≈ 4.4× 105
(
m1 +m2
m2
)(
2.8 hrs
Pdyn
)4(
P
3 d
)4
. (11)
To illustrate the importance of this dissipation, the
timescale over which an initially eccentric hot Jupiter is cir-
cularised (e.g. Goldreich & Soter 1966) is
τe =
4
63
Q′
2pi
m1
m2
(
m1 +m2
m1
) 5
3 P
13
3
P
10
3
dyn
≈ 5 Gyr
(
2.8 hr
Pdyn
) 22
3
(
P
4.5 d
) 25
3
, (12)
where we have taken m1 = 10
−3m2 in the last expression.
Similarly, the timescale to synchronise its spin is
τΩ =
4
9
Q′r2g
2pi
(
m1 +m2
m2
)2
P 4
ProtP 2dyn
≈ 5 Gyr
(
2.8 hr
Pdyn
)6(
0.5 d
Prot
)(
P
11.5 d
)8
,
where r2g = 0.254 is the squared dimensionless radius of
gyration for Jupiter, and we have taken m1 = 10
−3m2 in the
last expression. Note the strong orbital period dependence
of these evolutionary timescales, which is stronger than the
case with a constant Q′, arises because this is a nonlinear
mechanism of tidal dissipation.
These estimates suggest that the elliptical instability
could be responsible for the synchronisation of the spins of
hot Jupiters with their orbits if P . 11.5 d. In addition, this
could be a very important mechanism contributing to orbital
circularisation of initially eccentric planets, and could pro-
vide a partial explanation for the observed preponderance
of circular orbits amongst the shortest period hot Jupiters
out to P . 4.5 d. The elliptical instability is therefore worth
studying in more detail, since if these estimates are found
to in fact underestimate the dissipation, then this mecha-
nism could explain the observed circularisation periods of
hot Jupiters.
The above estimate may be incorrect. In particular, it is
unclear whether the instability can lead to continual depo-
sition of energy at an efficient rate once the saturated state
of the resulting turbulence has been reached. To compare
this estimate with our simulations, which we describe in the
next few sections, we define the efficiency factor χ, by
D = χm1(2R1)
2γ33, (13)
or χ ≡ D/3 in the non-dimensional units adopted from §5
onwards. If χ is found to be small, the turbulence generated
by this instability will produce a tidal Q′ which is larger
by a factor χ−1 than would be predicted by Eq. 10. Given
the potential importance of this mechanism, it is essential
to study this problem in more detail and to quantify the
efficiency of dissipation, χ, and its dependence on ,Ω and
ν, by performing numerical simulations. This is what we
shall attempt in the rest of this paper.
3 LOCAL MODEL OF A TIDALLY
DEFORMED BODY
Our model consists of a gaseous star or planet subject to an
elliptical deformation resulting from the tidal perturbations
of a companion body. We consider the primary to rotate
with spin vector Ω, and the companion to orbit the pri-
mary with rotation vector n, where these are assumed to be
parallel (i.e. we neglect the problem of studying the instabil-
ity when there is a spin–orbit misalignment). We consider a
small patch located within the rotating primary body, which
is sufficiently small that it can be considered homogeneous,
with uniform density ρ (henceforth taken to be unity, with-
out loss of generality). In this patch, the flow in the primary
body can be approximated as that of a cylindrical vortex,
subject to a (in general, time-dependent) strain, which rep-
resents the equilibrium tide response in the rotating primary
body.
A local model has the advantage that it allows high-
resolution numerical calculations of the nonlinear outcome
of perturbations to this background flow, and is absent of
the complications of boundary layers. We also neglect strati-
fication, and therefore our calculations only strictly apply to
a small patch of an adiabatically stratified convective region
of a planet or star, where buoyancy forces are unimportant.
Studying the elliptical instability in the presence of turbu-
lent convection is also not attempted in this paper, so that
we can study this instability in isolation. This model should
c© 2013 RAS, MNRAS 000, 1–??
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allow us to study the properties of the turbulence gener-
ated through the elliptical instability, and to quantify the
resulting dissipation rate, from which we can estimate its
astrophysical importance.
We intend to study the instability of a background flow
with elliptical streamlines, which has velocity field Anx, in
the frame centred on the primary body, and which is rotating
with the orbital angular velocity n, where
An = −γ
 0 −(1 + ) 01−  0 0
0 0 0
 , (14)
and  < 1.
We will work in the frame co-rotating with the spin of
the primary body, with angular velocity Ω = Ωez, in which
the strain is periodic in time. The base flow is then
U0 = Ax, (15)
with A being independent of the coordinates (but depends
on time). The “background vortex” in this new frame takes
the form of the oscillatory shear flow (e.g. Goodman 1993)
A = −γ
 s2γt c2γt 0c2γt −s2γt 0
0 0 0
 , (16)
where cos 2γt ≡ c2γt and sin 2γt ≡ s2γt. This represents
the simplest response in the star to the tidal forcing due
to a non-synchronous secondary on a circular coplanar or-
bit (these assumptions can be relaxed by adding additional
components to the matrix A). We consider perturbations to
this flow u, such that the total velocity is U0 + u, and as-
sume that U0 is perfectly maintained, so there is an infinite
reservoir to drive the instability.
Since our local patch is homogeneous, and we are in-
terested in low frequency phenomena, we consider an in-
compressible three-dimensional rotating fluid, satisfying the
Navier-Stokes equations for the evolution of perturbations
to the base flow
Du+ u · ∇U0 + 2Ω× u = −∇p+Dα(u), (17)
∇ · u = 0, (18)
D ≡ ∂t +U0 · ∇+ u · ∇, (19)
subject to appropriate boundary conditions, where u is
the velocity, and p is the pressure. The viscous diffusion
operator has been written as a generalised hyperviscosity
Dα(u) = (−1)α+1να∇2αu, which reduces to the Navier-
Stokes viscosity when α = 1, where the kinematic viscosity
is ν1. We will also use α = 4, for which (with an appro-
priate choice of να) dissipation is restricted to the smallest
scales. Eqs. 17–19 is the system of equations that we will
solve numerically4.
4 Note that our model can be considered to represent either a
small patch located near to the centre of the body, or a patch that
is located at a distance xc(t) from the centre, where x˙c = Axc,
so that the patch follows a streamline of the elliptical flow. To
see this, transform into the frame centred at xc(t), with coordi-
nates x′ = x − xc. The time derivative in this frame transforms
according to (∂tu)x′ = (∂tu)x + x˙c · ∇u, whereas the perturbed
velocities in the two frames are related by u′ = u. Therefore,
it can be seen that the equations are identical, but with primed
We introduce a non-dimensionalisation in which our
unit of length is the dimension of the box L, and the
time unit is γ−1. Together with the values of Ω and ,
this leaves one dimensionless quantity, the Reynolds number
Re = γL2/ν (strictly only defined as such for α = 1). We
desire to make Re  1 to minimise the effects of viscosity,
but choose a value of να sufficiently large to properly resolve
the flow. One further relevant dimensionless quantity is the
Rossby number Ro = γ
Ω
, where Ro 1, which tells us that
the flow is likely to be strongly rotationally constrained for
weak ellipticities.
4 SPECTRAL DECOMPOSITION INTO
SHEARING WAVES
Our numerical method for simulating a small patch of an
elliptical vortex exploits ideas similar to those involved in
the construction of the shearing box in an accretion disc
(e.g. Goldreich & Lynden-Bell 1965; Hawley et al. 1995),
that trace their origin to Kelvin (1880). We expand the per-
turbation into a set of shearing waves, which are plane waves
with evolving wavevectors k(t):
[u(x, t), p(x, t)] = Re
{
[uˆ(t), pˆ(t)] eik(t)·xEν(t)
}
. (20)
These form a complete basis if we adopt periodic
boundary conditions in the flow comoving with U0.
We have introduced the viscous decay factor Eν(t) =
exp((−1)ανα
∫ t
k2α(t′)dt′), which fully captures the effects
of (hyper)viscosity and eliminates the (hyper)viscous terms
from Eq. 17, after spatial Fourier transforms have been per-
formed. These shearing waves evolve according to the ordi-
nary differential equations
∂tuˆ+ Auˆ+ 2Ω× uˆ+ ikpˆ = −û · ∇u, (21)
k˙ + ATk = 0, (22)
where T represents the transpose operator, together with
the incompressibility constraint,
k · uˆ = 0. (23)
The last equation tells us that a single wave is an exact
solution of Eqs. 17–19 (i.e. û · ∇u = 0). However, this is not
true of the more realistic case, involving multiple shearing
waves, because they couple nonlinearly, and can therefore
transfer energy between different components.
The wavevectors are obtained by solving Eqs. 22 &
16 (see Figure 2). The solution involves two different pro-
cesses: a periodic stretching/shortening with period pi, to-
gether with a slow rotation of the wavevector with period
4pi/2. The former is responsible for parametrically exciting
inertial waves.
Evolving the wavevector in time allows us to use a stan-
dard Cartesian spectral code using Fourier decomposition
for this problem, since periodic boundary conditions are au-
tomatically satisfied by these shearing waves.
quantities replacing those in the original frame. This is a conse-
quence of the assumption that U0 is linear in the coordinates.
c© 2013 RAS, MNRAS 000, 1–??
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Figure 2. Illustration of the temporal evolution of the wavevector
on the (kx, ky)-plane according to Eq. 22, for an initial wave with
kx(0) = ky(0) = 2pi, on top of a background vortex with  = 0.2.
The evolution of wavevector is plotted from t = 0 until t = 100pi.
There is a stretching at the rate 2 and a rotation at the rate 2/2.
4.1 Energy budget
To help with analysing the flow, we construct a mean energy
equation by taking the scalar product of Eq. 17 with u,
and integrating over the box of (initial) size L along each
horizontal dimension and Lz = βL along the vertical (where
β is the aspect ratio), leading to
∂tK = I −D. (24)
We define the averaging operation 〈χ〉 = 1
βL3
∫
V
χdV , the
mean kinetic energy to be
K =
1
2
〈|u|2〉, (25)
and the mean dissipation rate to be,
D = −ν(−1)α+1〈u · ∇2αu〉. (26)
We also define
I = −〈uAu〉, (27)
which represents the energy injection into the flow from
the background, or more generally, the interaction between
the flow and the background, since energy can, in princi-
ple, be transferred in either direction. If I is positive, the
perturbation kinetic energy will grow at the expense of the
background vortex, otherwise the perturbation will decay by
transferring its energy to the background vortex. For a sin-
gle wave, this can either be positive or negative, depending
on the initial wave phase.
The total kinetic energy of the background vortex does
not secularly change from a value K0 = β
L5
12
(
Ω2 + (γ)2
)
),
in our simulations, since we evolve the wavevectors as if the
background flow is perfectly maintained. In an astrophysical
system, the elliptical flow would be maintained by the com-
panion, and dissipation of energy would come at the expense
of the spin of the body or the companion’s orbit.
In rotationally dominated flows, anisotropy is intro-
duced between the vertical and horizontal directions, and
it is useful to decompose the velocity field into suitable
components to describe this anisotropy. For reasons that
will become clear, we decompose the flow into 2D compo-
nents with kz = 0 (“vortices”) and 3D components with
kz 6= 0 (“waves”). The corresponding mean energies for each
of these components are defined by
E3D =
1
2
∑
k|kz 6=0
|uˆ(k, t)|2, (28)
E2D =
1
2
∑
k|kz=0,k 6=0
|uˆ(k, t)|2, (29)
such that K = E2D + E3D. The evolutionary equations for
each of these quantities read
∂tE3D = −T23 + I3D −D3D, (30)
∂tE2D = T23 + I2D −D2D, (31)
where Di are the corresponding mean dissipation rates for
each component. We define the energy flux
T23 = −〈u2D · (u3D · ∇)u3D〉, (32)
to represent the transfer of energy due to nonlinear interac-
tions between the waves and the vortices. We also define
I3D = 〈u3DAu3D〉, (33)
and similarly for I2D, which represent the energy injection
into the waves and the vortices from the background vortex.
These equations allow us to track the temporal evolution
of the flow anisotropy, and help to quantify the relevant
processes involved.
5 NUMERICAL METHOD
Our method of solution is to use the Cartesian pseudo-
spectral code SNOOPY (Lesur & Longaretti 2005; Lesur &
Longaretti 2007). The code uses a 3rd-order Runge-Kutta
method for time evolution, with the diffusive terms inte-
grated using an integrating factor. The nonlinear terms are
dealiased by applying the 3/2 rule. We have modified the
code so that it solves Eqs. 17–19 by expanding the flow in
terms of shearing waves that satisfy Eq. 22. Evolving the
wavevector in this way is different from the shearing box
representation of an accretion disc, in practice, by the fact
that remapping (e.g. Lithwick 2007) is not required because
|k(t)| does not increase without bound. Using a local model
of this sort allows higher resolution of the turbulence than
in a global simulation.
5.1 Tests
Our first test was to ensure that our modifications to the
code could correctly capture the evolution of a single shear-
ing wave in the linear approximation, for which analytical
solutions are available e.g. Kerswell (2002) – to do this we
simply set the nonlinear terms to zero, so that this wave
would not couple with noise level waves and lead to insta-
bility. We then tested the growth rates of the linear ellip-
tical instability for several initial plane waves, which were
accurately reproduced by the simulations – an example is il-
lustrated in Fig. 3. We verified that the elliptical instability
does not occur in the range Ω ∈ (−0.5, 0.5). We also checked
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Figure 3. Illustrative test of the code at capturing the lin-
ear growth of the elliptical instability when γ = Ω = 1 and
 = 0.1, showing the computed kinetic energy (blue) compared
against a linear profile with slope 9/8 (red), corresponding with
the maximum growth rate of the instability. Nonlinear and vis-
cous terms were neglected, and a wave with integer wavenum-
bers Lkx/2pi = Lky/2pi = 11, Lkz/2pi = 9 (where the initial box
length is L) was initialised at t = 0 using 643 modes. This mode
has kz/k ≈ 0.5.
that a plane inertial wave (with  = 0) is unstable to sec-
ondary parametric instabilities, whose growth rates have the
correct scaling with amplitude and wavenumber as expected
(e.g. Lifschitz & Fabijonas 1996). Finally, we checked that
the energy equation is accurately satisfied in our solution,
and that the relative energy error is small. This should con-
vince us that the code is able to accurately resolve the flows
described below.
6 NONLINEAR EVOLUTION OF THE
ELLIPTICAL INSTABILITY: RESULTS
In this section we first describe the results of a fiducial simu-
lation in a unit box (β = 1), with  = 0.1, using a resolution
of 2563 and standard viscosity with α = 1, ν1 = 10
−5. We
initialise large scale noise with wavenumbers in the range
1 6 k/(2pi) 6 12, with small random amplitudes (∼ 0.01)
and random phases. The results are found to be relatively
insensitive to variations in the wavenumber range and am-
plitudes of the initial conditions. For simplicity we first con-
sider the case in which n = 0 and Ω = 1. This situation
is clearly unphysical, since it would correspond with a sta-
tionary secondary body, however it is the simplest in which
to begin our investigation – in addition, having n = 0 as
opposed to n 6= 0 does not qualitatively affect our results.
The effects of a deformation that is rotating in the inertial
frame, resulting from the orbital motion of the secondary
body, will be described in section § 6.3 below.
6.1 Fiducial simulation with Navier-Stokes
viscosity
In the initial stages, the periodic strain excites modes with
the correct orientations and phases to be driven by the back-
ground, having frequencies comparable with γ and phases
corresponding with the stretching directions of the back-
ground vortex. During this phase, the flow is composed of a
superposition of exponentially growing inertial waves, which
only weakly interact. The evolution of the kinetic energy of
the flow, normalised to that of the background vortex, is
presented in the top panel of Fig. 4.
Once the excited modes attain sufficient amplitude
(which occurs here when t ∼ 100), nonlinear effects become
important. Secondary instabilities set in and rapidly break
the growing waves, causing a prompt transition to turbu-
lence. An example of the flow field in this stage is given in the
first panel of Fig. 5. During this transient turbulent phase,
the flow becomes dominated by columnar vortices aligned
with the rotation axis (“Proudman-Taylor columns”), as is
illustrated in the second panel of Fig. 5. Such structures
are naturally produced by nonlinear interactions in rapidly
rotating turbulence with Ro  1, which is always true
for the bulk of our flow when   1. This process occurs
over several rotation periods, and creates an approximately
two-dimensional, two-component flow, with the root mean
square values of |ux| ∼ |uy| ∼  and |uz|  |ux,y|. This ten-
dency towards two-dimensionalisation is quantified in the
bottom panel of Fig. 4, where we have plotted the total non-
linear energy transfers from the waves to the vortices. The
quantity T23 is positive shortly after t ∼ 100, indicating that
the waves are feeding the vortices.
The subsequent evolution is dominated by the interac-
tions between these strong columnar vortices. The dissipa-
tion rate is drastically reduced, and the system evolves much
more slowly compared with the transient turbulent phase. In
the top panel of Fig. 4 we have decomposed the energy into
the components defined in Eqs. 28–29. From t ∼ 100− 500,
the kinetic energy is dominated by strong long-lived colum-
nar vortices, since K ∼ E2D, with the energy in the waves
contributing only a tiny fraction of the total energy. Most
importantly, the energy injection rate into the waves (I3D)
is significantly reduced in the presence of strong vortices,
which shows that the primary elliptical instability is inhib-
ited in their presence. This can be seen in the third panel
of Fig. 4. Note that I is rapidly oscillating, with fluctua-
tions much larger than the mean, in contrast to I3D, im-
plying that this behaviour primarily represents the injection
of energy into/from the vortices, which approximately can-
cels, on average. Note that vortices are not directly forced,
since the elliptical instability excites inertial waves through
a parametric resonance (these must therefore have nonzero
frequencies). Vortices must result from the nonlinear inter-
actions between inertial waves.
The vortices interact and merge on a timescale primar-
ily controlled by the viscosity (see e.g. Meunier et al. 2005).
Once like-signed vortices have merged the system usually
consists of a pair of vortices, as seen in the bottom panel
of Fig. 5, with one strong cyclonic vortex and a somewhat
weaker anticyclonic vortex. The peak vorticity amplitudes
are O(γ) (or larger), however, the mean magnitude of vor-
ticity in the flow is smaller, and is O(). The total kinetic
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Figure 4. Temporal evolution of our fiducial simulation with
n = 0,  = 0.1, α = 1 and ν = 10−5 in a unit box (β = 1). This
shows kinetic energy, normalised to the background vortex (top),
dissipation normalised to 3 (top middle), energy injection into
the total flow and the waves (bottom middle), and finally, energy
transfers from the waves to the vortices (bottom).
Figure 5. Volume renderings of the vertical vorticity ωz in our
fiducial simulation with α = 1 and ν = 10−5. These snapshots
are at t = 100, 200, 4200.
energy contained in the vortices is much less than that of
the background flow U0. This phase persists for a significant
fraction of the viscous decay time of the dominant vortices.
Once the vortices have viscously damped to below a
particular energy (corresponding with K/K0 ∼ 10−3 in this
example), I3D increases, and the waves are again efficiently
driven at t ∼ 700. These waves exponentially grow and sub-
sequently transfer their energy into the vortices, which again
prevent excitation of the waves. This cyclic behaviour is ob-
served to recur throughout the simulation, on a timescale re-
lated to the viscous decay timescale of the dominant cyclonic
vortices. Note that the global viscous timescale is ν−1 = 105,
whereas that for the vortices is somewhat smaller and is
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∼ 103. The dissipation peaks when the waves are efficiently
driven by the background, but is strongly reduced when the
vortices are dominant in the flow. It is interesting to note
that similar “bursting” behaviour, in which the turbulent
intensity quasi-periodically grows and then decays, has also
been observed in previous laboratory experiments and nu-
merical simulations of the elliptical instability (e.g. Malkus
1989; Lacaze et al. 2004; Ce´bron et al. 2012).
It appears that the presence of strong vortices, which
dominate the flow-field, prevents the efficient excitation of
waves. This is presumably a result of the specific phase
and frequency dependence of the instability, since only
those waves with frequencies approximately γ and partic-
ular phases are excited. The presence of vortices is expected
to detune the frequencies, and more importantly, the phases
of the modes, producing a stabilising effect, which prevents
the waves from being coherently driven. The wave will not
spend sufficient time with the correct phase to allow sus-
tained energy injection when it is perturbed by strong vor-
tices.
To summarise the evolution of our fiducial simulation,
the elliptical instability excites inertial waves, which become
unstable at finite-amplitude to secondary instabilities, re-
sulting in transient turbulence. Strong columnar vortices are
produced by nonlinear interactions between inertial waves,
and these dominate the resulting flow field. Once vortices
have formed, they merge, eventually producing a pair of
vortices of opposite sign. The elliptical instability saturates
through the formation of strong columnar vortices, whose
presence effectively suppresses the driving mechanism. This
results in a significantly weaker dissipation than we might
expect if the wave driving is sustained. In the next section
we will briefly present the differences observed with a similar
simulation using hyperviscosity, instead of standard viscos-
ity, to illustrate the importance of viscous damping of the
large scale vortices, before presenting the results from vary-
ing the relevant parameters of our problem.
6.2 Fiducial simulation with hyperviscosity
The simulation above used standard viscosity, with α = 1.
In this section we will present a simulation using α = 4 and
ν4 = 10
−20, which is otherwise the same. The reason for
adopting this form of the dissipative operator is to elimi-
nate any effects that occur on the viscous timescale of the
large-scale vortices in the previous simulation. Hyperviscos-
ity restricts the dissipation to the smallest scales. In this sim-
ulation, the global viscous timescale is 1020, whereas that for
the vortices is ∼ 1012, both of which are much longer than
the duration of the simulation.
It can be seen in Fig. 6 that the initial evolution is very
similar using hyperviscosity. Once columnar vortices have
formed, they merge at a slower rate with hyperviscosity, so
it takes longer for the final state involving a pair of vortices
to be produced. In fact, by t ∼ 5000, the flow is still com-
posed of 4 cyclonic vortices instead of the single cyclonic vor-
tex produced much earlier in the α = 1 simulation, e.g. see
Fig. 7. The peaks in the dissipation correspond with discrete
vortex merger events, being much weaker in between merg-
ers, where the vortices make a negligible contribution to the
dissipation.
Cyclic behaviour is not observed, presumably because
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Figure 6. Same as Fig. 4 except for a simulation with n = 0,
 = 0.1, α = 4 and ν4 = 10−20.
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Figure 7. Volume rendering of the vertical vorticity in our fidu-
cial simulation with hyperviscosity at t = 4600 with  = 0.1,
α = 4 and ν4 = 10−20.
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Figure 8. 1D energy spectrum as a function of wavenumber for
our fiducial simulation with α = 4 and ν4 = 10−20. This has been
computed from taking an average from t = 1000 until the end of
the simulation. The dashed line is k−3.
this requires evolution for a significant fraction of the vis-
cous timescale for the vortices, which is unattainably large
when hyperviscosity is used. This means that the dissipa-
tion remains weak for much longer, and is generally much
weaker than the case with α = 1, in which the dissipation
of the vortices is a significant contribution to D. The fact
that D is much weaker when the viscous timescale for the
vortices is longer indicates that there is only a weak for-
ward cascade of energy to the dissipative scales, and that
the dissipation in the fiducial simulation with standard vis-
cosity was dominated by viscous damping of the vortices.
Once again, we observe that the presence of strong vortices
drastically reduces the energy injection rate into the waves,
as is illustrated in the third panel of Fig. 6.
We plot the 1D spherical energy spectrum, averaged
over 4000 rotations, in Fig. 8 . When the flow is dominated
by vortices, the 1D spherical energy spectrum is very steep,
∼ k−3. This is much steeper than the Kolmogorov spectrum,
for example, and is consistent with a smooth velocity field
(in contrast, during the transient turbulent phase at t ∼ 100,
the spectrum has a slope closer to −5/3).
This simulation illustrates that increasing the viscous
timescale for the vortices strongly reduces the dissipation
rate, and prevents cyclic behaviour from occurring through-
out the duration of this simulation. We also confirm that
whenever the flow is dominated by columnar vortices, the
periodic strain is unable to efficiently excite waves. During
the later stages, when a vortex grows to the size of the box,
the confining effects of the horizontal boundaries will be-
come important. However, in this simulation, the behaviour
described above is seen well before the vortices grow to a
sizeable fraction of the domain.
6.3 Varying  and Ω: two different regimes
The simulations described previously both had  = 0.1,
whereas we expect  . 10−2 astrophysically. In addition,
we assumed that the deformation was stationary in the in-
ertial frame, i.e. that the secondary body was stationary,
with n = 0. Clearly this is unphysical. In this section we
study how the evolution depends on , as well as on the
rotation rate of the deformation. Since we define our unit
of time by assuming γ = 1, the relevant parameter deter-
mining the importance of rotation on the flow, which is the
ratio of the linear inertial wave timescale to the nonlinear
advection timescale, is the Rossby number Ro = /Ω. The
parameter Ro determines the relative importance of strain
to rotation in the background flow. In the previous section
we had Ro = 0.1. We now look at the effects of varying this
parameter through a combination of varying Ω and . The
parameter study described in this section used simulations
with a resolution of 1283 and ν4 = 10
−18, in order to allow
a more complete exploration of parameter space.
The decay of the vortices seen in Fig. 4 is caused by
viscous decay. In real stars, where viscosity is much smaller
than we can simulate, the viscous decay rate should be much
smaller. In order to model such a regime, we adopt hyper-
viscosity, since for a given resolution, hyperviscosity allows
much less dissipation on large scales. Although hyperviscos-
ity is artificial, using ordinary viscosity is also unrealistic
because it requires a viscous dissipation rate on large scales
that is far too large. In addition, hyperdiffusion increases
the range in  over which we can study the instability (we
were unable to simulate cases with the smallest  considered
in this section using ordinary viscosity – the required value
of ν to allow the elliptical instability to grow was too small
to be simulated).
We define the mean dissipation rate to be
(1/t)
∫
D(t)dt, and this is plotted in the top panel of
Fig. 9 as a function of . This is the relevant quantity for
astrophysical applications. If we integrate over a sufficiently
long duration, this will eliminate the fluctuations in the
dissipation rate, and enable the computation of a meaning-
ful average. This is particularly important when coherent
vortices are quasi-periodically formed and destroyed, since
D then varies by several orders of magnitude in a single
simulation. Here we ensure the integrations are performed
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over a time interval of length 5000, which appears sufficient
to reduce the effects of the fluctuations on the average.
The most important result obtained from varying , is
that when  & 0.15, the evolution is qualitatively different
to that observed when  . 0.15. The mean dissipation rate
is illustrated for several simulations with different  (all with
n = 0) in the top panel of Fig. 9. It is observed that there is
a significant difference between simulations in which the ro-
tation is larger but not much larger than the strain, to cases
in which  Ω. The crossover occurs when  ∼ 0.15, below
which the flow is dominated by strong columnar vortices,
which are absent when  & 0.15. An illustration of the tur-
bulence when  = 0.2 is given in Fig. 10, which shows that
the flow is more turbulent than in Fig. 5, and does not con-
tain strong columnar vortices. Since these are absent when
 & 0.15, the energy injection into the waves is sustained,
and the turbulence that results is statistically steady. In this
regime, the parametric driving of the waves is efficient, and
the fluid responds by cascading the energy to small scales,
where it can be dissipated. This results in a more efficient
dissipation than in cases where the wave driving is perturbed
by coherent vortices. Nevertheless, this behaviour is not rel-
evant for the astrophysical regime, in which   1, where
the flow develops strong columnar vortices, which inhibit the
driving of the waves, and result in much weaker turbulence.
Two different power laws are evident in Fig. 9, corre-
sponding to these two regimes. For  . 0.15, the slope is
steep, with D ∼ 6.5, whereas for  & 0.15 we find D ∼ 3.5.
In both of these regimes, this implies that χ is an increas-
ing function of , with χ ∼ 3.5 or χ ∼ 0.5, for a given
Ω, respectively. However, over such a short range in , it is
not possible to distinguish the slope for  & 0.15 from that
which we would predict if χ = const. We will discuss the
implications in §7.1.
In the presence of a rotating deformation, the instabil-
ity evolves similarly to the cases in which the deformation
is stationary, as long as we are in the regime in which the
instability is able to operate (see Fig. 1). This is presumably
because the growth rate is not changed significantly by ro-
tation. When Ro  1, the flow is dominated by columnar
vortices, otherwise the flow does not produce coherent vor-
tices. We plot the mean dissipation rate as a function of Ω
(for  = 0.1) in the bottom panel of Fig. 9. The solid line
represents a slope of −6.5, which reasonably represents the
data.
6.4 Aspect ratio & resolution effects
Since the flow resulting from the instability is strongly
anisotropic when Ro  1, with a preference for the for-
mation of structures elongated along the rotation axis, it
might be thought that increasing the length of the domain
in the z-direction relative to the horizontal directions could
make the flow more turbulent. This is because columnar vor-
tices should be more unstable to long wavelength modes in
the vertical direction. Increasing the aspect ratio β increases
the number of low frequency modes with small kz/k, which
might couple better to the vortices, and the absence of such
modes in the unit box cases considered previously could ar-
tificially suppress the turbulence. A similar effect is found
in accretion disks, whereby a vortex becomes more unstable
when it is simulated in a taller box (Lithwick 2009).
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Figure 9. Top: Mean dissipation rate as a function of  (when
Ω = 1, n = 0). A qualitative difference in the evolution is observed
around  ∼ 0.15, below which the flow produces columnar vor-
tices, which significantly weaken the dissipation. The black solid
line shows a slope of 3 i.e., χ = const. Bottom: Mean dissipation
rate as a function of Ω (when  = 0.1).
We have performed simulations with  = 0.1 in which
the aspect ratio of the box β > 1. When β > 1, the am-
plitude of the fluctuations in the dissipation rate are some-
what reduced, and the mean is somewhat larger. However,
the mean dissipation in the saturated state is found not to
appreciably change until β & 10, and the efficiency factor
χ  1. In the top panel of Fig. 11, we have plotted the
mean dissipation rate as a function of time for 4 simula-
tions. The black curve represents a simulation with hyper-
viscosity, described in §6.2. The others have β = 10 (blue)
and β = 5 with Lz = 5 and L = 2 (light blue), and finally
β = 20 (red). The resolution of these simulations is 512×642
and 512 × 1282 (both with α = 4 and ν4 = 5 × 10−15) and
1024 × 1282 (with ν4 = 5 × 10−18), respectively. It would
probably have sufficed to choose lower vertical resolutions
than the rather high values chosen here, since the length-
scales in the vertical direction tend to far exceed those in
the horizontal directions. However, we wanted to ensure that
the initial turbulent stages were properly resolved, and the
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Figure 10. Volume rendering of the vertical vorticity of the flow
at t = 2200 in a simulation with  = 0.2, with α = 4 and ν4 =
10−18. This illustrates the absence of coherent vortices in the flow,
and shows that the flow is more turbulent than the simulation
presented in Fig. 5.
turbulence in the initial stages is more isotropic than in the
later stages. The simulation with β = 10 clearly has signifi-
cantly higher dissipation than the unit box case with β = 1,
differing by a factor of 103, while the β = 20 case is similar
to the final value attained with β = 10. Visualisations of the
flow indicate that the box in these large β simulations con-
tain a single tall cyclonic vortex, and this vortex is unstable
to long wavelength modes in the vertical that could not fit
into a box with β = 1. This vortex is unstable, but it is then
reformed.
We can confirm that this enhanced dissipation is not a
resolution issue by comparing the blue and light blue curves
in the top panel. These have the same Lz and the same
number of Fourier modes per unit length (and value of ν4),
and only differ in the choice of the horizontal dimension.
This indicates that the reason for the much larger dissipa-
tion in the large β cases is due to the fact that the vortices
produced in these simulations are constrained by the hor-
izontal boundaries to be tall and thin, and these vortices
are more unstable. The vortices in the β = 10 simulation
are tall and thin, and they are constrained to be so by the
horizontal boundaries, whereas the vortices produced when
β = 5 are not as strongly constrained in the horizontal. The
picture presented here is that tall, thin vortices in the large
aspect ratio simulations are much more unstable than the
shorter, fatter vortices that are produced in the unit box,
but this is only important once their aspect ratios exceed
a critical threshold, which does not appear to be related
to resolution. A possible explanation for this threshold as-
pect ratio above which the vortices become more unstable
is the following (see also Lithwick 2009): if the mean magni-
tude of vorticity of these vortices is O(), these are unstable
to waves with frequencies comparable with this value, cor-
responding with resonances with large vertical wavelength
modes. From the dispersion relation for inertial waves, this
requires β & O(−1), which approximately corresponds with
the threshold observed in our simulations, as presented in
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Figure 11. Dissipation rate as a function of time for various
aspect ratios for  = 0.1 (top) and  = 0.05 (bottom).
Fig. 11. When β & O(−1), though at any one time the
flow typically contains columnar vortices, these are strongly
unstable, and an efficient and statistically steady dissipa-
tion rate is obtained. This is much larger than the values
observed when β . O(−1), in which the vortices that dom-
inate the flow are less violently unstable to large vertical
wavelength modes.
Similar results are observed in the bottom panel of
Fig. 11, in which the mean dissipation rate in several simula-
tions with  = 0.05 are presented. No appreciable difference
in the dissipation rate is observed between the β = 10 and
β = 20 cases, whereas the simulation with β = 40 has signif-
icantly higher dissipation by more than an order of magni-
tude. Resolution in the horizontal direction does not seem to
increase the dissipation, as can be seen from the red curve,
which is the same as the blue curve except we have doubled
the number of grid points and reduced the hyper-viscosity
to ν4 = 5 × 10−18. This indicates that the dissipation rate
does not appear to significantly vary with resolution. In ad-
dition, since the dominant vortices grow to the horizontal
size of the box, the turbulence is much more significant for
vortices that are constrained to be thin by the horizontal
boundaries.
We conclude that the dissipation resulting from the el-
liptical instability, in the regime in which columnar vortices
are formed (  1), is appreciable only when the aspect
ratio of the domain exceeds a critical value, and when the
vortices are strongly and artificially constrained by the hor-
izontal boundaries to be tall and thin. The dissipation rate
does not appear to be dependent on resolution, as far as
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these simulations allow us to determine. In general, the tur-
bulence is inefficient at dissipating energy and χ  1, even
for large aspect ratio domains.
7 DISCUSSION
7.1 Astrophysical importance of the elliptical
instability
We have performed numerical simulations of the nonlinear
evolution of the elliptical instability, in order to determine
its relevance as a mechanism for tidal dissipation. We have
determined the efficiency factor χ, and its dependence on
the parameters of the problem, and we will now use this to
extrapolate to the astrophysical regime.
Two different scalings for the efficiency of the dissipa-
tion are evident in Fig. 9. One is consistent with D ∼ 10−23
(i.e. χ ∼ 10−2), when  & 0.15 (the best fit slope is
D ≈ 0.083.5). The other, for  . 0.15, has a much steeper
drop off as  is decreased, with D ≈ 10−66.5. Note that
there is significant uncertainty in these scalings, since we
are determining them from a limited range of . If we be-
lieve our simulations, the latter appears to be relevant for
the astrophysical regime, in which  1.
The application of our results to astrophysics is unclear.
In our simulations, we typically observed vortices to grow
until they became comparable in size to the box. A naive ex-
trapolation of this result suggests that these vortices would
occupy the entire convective region of a planet or star, and
could eliminate the elliptical instability throughout. How-
ever, it remains to be seen whether these vortices would per-
sist as the resolution is increased, far beyond what our cur-
rent computational resources allow. It is possible that these
vortices would become unstable to their own instabilities,
thereby allowing sustained turbulence to result. Secondly, it
is unclear what is the influence of periodic boundary con-
ditions in all three directions on the evolution of the flow,
when it is composed of coherent vortices. Thirdly, in convec-
tive regions of rotating fluid spheres or spherical shells, the
inertial waves that may be excited by the elliptical insta-
bility are generally found to have very complicated spatial
structure (Ogilvie & Lin 2004; Wu 2005; Ogilvie & Lin 2007;
Ivanov & Papaloizou 2007). It is possible that these geomet-
rical effects would modify the dissipation resulting from the
elliptical instability. These issues will be examined in global
simulations of the elliptical instability, which are currently
in progress.
To illustrate the relevance of the most optimistic dissi-
pation obtained in our simulations, we can use Eqs. 12 and
13 to estimate the resulting circularisation and synchronisa-
tion timescales for a typical hot Jupiter, taking χ = 10−2.
These estimates suggest that the elliptical instability could,
at best, be responsible for circularising the orbits of initially
eccentric hot Jupiters with P . 2.1 d, and synchronising
their spins if P . 5.5 d, within 1 Gyr. However, χ does ap-
pear to depend on , which we have not included in these
estimates due to our uncertainties in the scalings. If the
stronger scaling found for  . 0.15 is appropriate, the cor-
responding circularisation and synchronisation periods are
much shorter. This mechanism would then only result in
sufficiently short evolutionary timescales to be astrophysi-
cally relevant if P < 1 d.
If our local model has correctly captured the dissipative
properties of the turbulence, then χ 1 in the astrophysical
regime. This suggests that the instability could play at best a
modest role in the circularisation and synchronisation of hot
Jupiters. In a companion paper, we provide evidence that
the addition of a weak magnetic field is able to qualitatively
change the evolution when  1, and result in a dissipation
scaling as 3, so that the optimistic estimates above may be
appropriate.
7.2 Comparison with previous work
Experiments of the elliptical instability have been performed
within a deformed elastic boundary filled with fluid (e.g. La-
caze et al. 2004; Le Bars et al. 2007, 2010), and this has also
been studied numerically by Ce´bron et al. (2010). The initial
instability involving the exponential growth of inertial waves
is observed, which then become unstable, and the flow col-
lapses to small-scale disorder. Once sufficient energy in the
modes has been dissipated, inertial waves are again expo-
nentially amplified, leading to cyclic behaviour. When the
bulge is stationary, the “spin-over” mode tends to be ex-
cited, which corresponds with a rigid tilt mode of the fluid
(modified by boundary layers). Our local model with peri-
odic boundary conditions is unable to capture the excitation
of this mode. However, it is unclear what is the relevance of
this component for tidal dissipation in fluid bodies, since it
is not excited unless the bulge is stationary in the inertial
frame (or alternatively, if we have a rigid boundary, and the
polar axis is the middle axis). Since the experiments use
an elastic boundary to contain the fluid, this will effectively
impose a no-slip condition, which allows a torque to be im-
posed at the boundary, unlike the free boundary expected
at the surface of a giant planet or star. The boundary is also
“rigid” and not a free boundary. This might overemphasise
the importance of large-scale “spin-over” modes, in which
the fluid is made to rotate about a different axis than the
initial rotation axis.
In this paper we avoided imposing an outer rigid bound-
ary by using periodic boundary conditions in a small patch
of the flow, and we have begun to study the asymptotic
regime in which the deformation is weak, so that the growth
time of the instability is much longer than the dynamical
timescale. In this regime, coherent vortices are produced,
which perturb the phase of the waves, preventing their co-
herent amplification by the strain. This behaviour may not
be captured in the experiments, presumably both because of
the boundary conditions, and because they do not primarily
work in the  1 regime studied in this paper.
The elliptical instability has previously been considered
in the astrophysical literature by Goodman (1993), for the
problem of accretion discs in binary star systems. He found
that tidally perturbed hydrodynamic accretion discs are un-
stable to a local linear parametric instability that excites
inertial waves, which is analogous to the elliptical instabil-
ity considered here. In a subsequent paper, Ryu & Goodman
(1994) studied the nonlinear evolution using 2D numerical
simulations in the meridional plane, which used a shear-
ing sheet approximation, modified to take into account the
large-scale deformation of the disc. This approach is some-
what similar to ours, in principle, though the details differ.
They found that the linear instability resulted in turbulence
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14 A.J. Barker & Y. Lithwick
and continual energy dissipation, implying a secular tidal
torque. Their method would not be able to capture colum-
nar vortices aligned with the rotation axis because they ne-
glected variations of the fluid variables in the azimuthal di-
rection. However, we might not expect such vortices to be
produced in their case because the elliptical deformation
is not much weaker than the rotation, and their problem
contains the additional effect of Keplerian shear. Our sim-
ulations are fully 3D, and we study a wide range of ratios
of strain to rotation, finding sustained turbulence whenever
this ratio is larger than ∼ 0.15, but not when it is much
smaller. It would be of interest to study their problem again
in 3D, perhaps using a similar method to ours, using an ap-
propriate background flow that is linear in the coordinates.
8 CONCLUSION
In this paper we have presented an initial study into the non-
linear evolution of the elliptical instability in a fluid tidally
deformed planet or star, with the aim to determine its rel-
evance for tidal dissipation. We adopted an idealised local
model, whose simplicity permits high-resolution numerical
simulations using a pseudo-spectral method. This allowed us
to study in detail the effects of a time-dependent elliptical
deformation on the evolution of perturbations to a uniformly
rotating unstratified incompressible fluid.
We found that, in the astrophysical regime, in which
the elliptical strain is much weaker than the rotation of
the fluid, the flow organises itself into strong columnar vor-
tices aligned with the axis of rotation (“Proudman-Taylor
columns”), in the presence of which, subsequent excitation
of waves is predominantly suppressed. Therefore, when the
ellipticity is small, the instability saturates by suppressing
the driving mechanism of the instability. This is presumably
because the phases of any potentially unstable modes are de-
tuned, so that they cannot be coherently driven, resulting in
much less dissipation than we might expect if the wave driv-
ing is sustained. On the other hand, if the strain is not much
weaker than the rotation of the fluid, sustained turbulence is
possible, and the dissipation rate is much higher – however,
this is not observed in our simulations in the astrophysically
relevant regime of small ellipticity.
Our main result is that it appears, from our local hydro-
dynamical model, that the turbulence generated through the
nonlinear evolution of the elliptical instability is unlikely to
provide an explanation for the required level of tidal dissipa-
tion in gaseous planets and close-binary stars (the latter was
first proposed as a possibility by Rieutord 2004). However,
our model neglects a number of effects, including magnetic
fields, realistic geometry, and the additional presence of tur-
bulent convection. Whether these can revive the elliptical
instability as a plausible mechanism for tidal dissipation re-
mains to be seen.
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