ABSTRACT
INTRODUCTION
In our previous work (Hamdi, 2005) , we have presented an e-learning system that provides a service to a student that checks whether lecturers are offering information that matches the profile of the student and informs the student of the information found. The student is registered in many courses and seeks course materials from the sites of the different lecturers. These diverse resources can be physically distributed. They also are dynamic so that course materials can be added, updated, or deleted. The student profile, that includes the courses currently attended and possibly much more information, changes also over time because the student can leave a course or register in a new one. All of this means that the customized presentation of information for the student should be updated continuously as new information becomes available. This happens with no user intervention using an autonomous multi-agent system. In this article, following the same long-term objective of providing a complete e-learning environment for students and aiming for the more general goal of information customization, we describe MASACAD (Multi-Agent System for ACademic ADvising; "MASACAD" is also the Arabic word for "courses"), a multi-agent system that advises students by adopting a machine learning paradigm. The decision for employing the multi-agent approach combined with machine learning is supported by the following general arguments (more specific arguments are discussed in Section 3.5).
Humans often deal with problem complexity by organizing teams and cooperating in the search for solutions. Group problem solving techniques have evolved into powerful strategies in areas where any single individual would simply be overwhelmed. AI research has paralleled this approach by developing the distributed problem-solving paradigm. Problem-solving systems can distribute among them the processes needed to accomplish a given task.
Given the amount of problems that can be approached through distributed processing, AI has directed significant effort towards exploring possibilities to develop specialized problem-solving systems that can interact in their search for a solution. One way to embody this approach is represented by the multi-agent system paradigm.
An agent is a collection of knowledge and methods that are intended to embody a well defined functionality. Agents cooperate in solving a problem by contributing various parts of the problem-solving process. Agents can be modified independently and they are well focused on their tasks. Such subsystems are often easier to design, develop, and validate, than their counterparts that combine the equivalent functionality within one system.
Because it is not possible to account for all the aspects of multi-agent problemsolving at development time, a good problem-solver has to be able to compensate autonomously for the dynamic and unpredictable aspects of its execution environment through adaptation. Adaptation is reached by letting the system learn from experience.
In the following, we start with presenting some background material and then introduce the problem of academic advising and argue that a multi-agent system would be a good approach for addressing this problem. The paper then presents the architecture of the proposed system and discusses in detail its individual components. The following section discusses the student evaluation of the system and provides preliminary evidence that it is helpful. Benefits and limitations of MASACAD, future directions of work, and related research are discussed respectively in each of the next sections. The final section presents a short summary of the paper.
BACKGROUND
The MASACAD system makes use of a wide range of technologies. These are discussed briefly in the following paragraphs.
E-Learning:
Several years ago, online education was considered as an experimental approach with more disadvantages than advantages. However, today it should be considered not only a complementary educational resource but also a serious alternative that competes with conventional and now classical methods. The adaptation to the new features and services of the e-learning environment is not immediate and requires experience, time, investment, pedagogical and technical resources, and government or campus administration support. At the UAE University there exists enormous interest in the area of online education. Rigorous steps are taken towards the creation of the technological infrastructure (hardware, software, and communications) and the academic infrastructure (course materials, teacher-student communication) for the improvement of teaching and learning. MASACAD, the academic advising system described in this article is to be understood as a tool that uses network technology to support learning and as part of the e-learning environment at the university. We use it to demonstrate the capability of exploiting the digital infrastructure, enabled by the online mode of teaching and learning, to extract and infer useful knowledge and to point out the potential of computational intelligence in the area of intelligent Web-based education.
Information Customization:
Building software that can interact with the range and diversity of the online resources is a challenge and the promise of information customization (IC) systems is becoming highly attractive. It would be wonderful if an IC system can identify and present the information with little or no user intervention. The system should also be able to update the presentation as new information becomes available. This will release the user from continually observing the resources. This raises, of course, questions about robustness and persistence of the system. An important point in relationship with IC systems concerns therefore their evaluation. The best test of an IC system's ability to help a user is a user trial. In the present work, we evaluate the IC system for academic advising both by standard tests (performance of the learning algorithm) and by user trials (performance of the whole system).
User Modeling: An IC system is a kind of software that acts in accordance with a user's preferences in an environment. To realize an IC system acting in accordance with a user's preferences, user modeling is needed. User profiles are of great importance for information extraction and information customization since they are essential for deciding what kind of information is needed, where this information can be found, how this information can be retrieved, and how this information should be presented to the user. User profiles will therefore have a great influence on the solution to be adopted for implementing an IC system. In our case they will have a strong impact on the multiagent system to be created.
Agent Approach: Agents can be viewed as a new model for developing software to interact over a network. This view has emerged because of the predominance of networks in the world. Information, knowledge, and electronic resources in general, are distributed across a network and programs and methods are needed to access them and present them in a customized manner. Using agents adds a layer of abstraction that localizes decisions about dealing with local peculiarities of format, knowledge conventions, and so on, and thus helps to understand and manage complexity. Agents therefore should be seen as an abstraction that appears to provide a powerful way of conceptualizing, designing, and implementing a particularly complex class of software systems. Multi-agent systems are systems composed of multiple interacting agents, where each agent is a coarse-grained computational system in its own right. The approach of multi-agent systems seems to be a suitable framework for developing IC systems since many of the properties of IC systems or requirements on these systems coincide with those required on multi-agent systems and on agent-based systems in general. The IC system proposed in this article for dealing with the problem of academic advising adopts the multi-agent paradigm.
Machine Learning: Human expertise, needed for solving problems, should be transferred and transformed from some source of knowledge to a program. This transfer is usually accomplished by a series of lengthy and intensive interviews between a knowledge engineer, who is normally a computer specialist, and a domain expert who is able to articulate his expertise to some degree. Unfortunately, the productivity of the interviewing process is typically poor for many reasons (see Jackson, 1999) . This has led researchers to look upon the knowledge acquisition phase as "the bottleneck problem" of expert systems applications (Feigenbaum, 1977) . This dissatisfaction with the interview method has encouraged some researchers to try to automate the process of knowledge acquisition by means of machine learning methods. Artificial neural networks are a particular method for empirical learning. They have proven to be equal, or superior, to other empirical learning systems over a wide range of domains, when evaluated in terms of their generalization ability (Shavlik, Mooney, & Towell, 1991) . Although the almost complete ignorance of problemspecific theory by empirical learning systems may mean that they do not address important aspects of induction, it is interesting to see in the following study, how domain-specific knowledge about academic advising of students can be employed by a domain free neural network learning algorithm.
Web Mining: Current Web mining research aims at creating systems that (semi) automatically tailor the content delivered to the user from a Web site. This is usually done by mining the Web -both the contents, as well as the user's interaction (Cooley, Mobasher, & Srivastava, 1997) . To mine data from the Web is therefore different from mining data from other sources of information. For the prob-lem of academic advising at hand, the Web represents the main source of information. A solution to this problem will therefore mine the Web. The Web mining technique adopted, bases on the multi-agent paradigm combined with machine learning and ideas from user modeling.
THE PROBLEM OF ACADEMIC ADVISING
We will illustrate our ideas using MASACAD, an example consisting of an e-learning application. In this application the focus is on the academic advising for students.
Academic Advising
The general goal of academic advising is to assist students in developing educational plans which are consistent with academic, career, and life goals and to provide students with information and skills needed to pursue those goals. More specifically, advisors will assist students in the following ways:
• Guide students through the university's educational requirements; • Assist in scheduling the most appropriate courses; • Introduce them to pertinent resources; • Promote leadership and campus involvement; • Assist in career development; • Assist students with the timely completion of their degree; and • Help students find ways to make their educational experience personally relevant.
Why is a Software Assistant Needed for Academic Advising?
In order to help the student, improve the advising process and make it easier, and overcome the many problems that may occur, an intelligent assistant in form of a computer program will be of great interest. Such an intelligent assistant will automate the advising process in the university. It will also simplify the task of faculty, staff, students, and professional advisors and make it possible to save time and effort and prevent mistakes. These benefits are added to the many other advantages of any assistant software that is used to solve problems that ordinarily require human expertise.
Restriction of the General Goal of Academic Advising
The goal of academic advising, as stated previously, is too general because many experts are involved and because a huge amount of expertise is needed. Hence, realizing an intelligent software assistant that is able to deal with all the details shown previously will be too difficult, if not impossible. In the following implementation we will therefore restrict academic advising and understand it as just being intended to provide the student with an opportunity to plan programs of study, select appropriate required and elective classes, and schedule classes in a way that provides the greatest potential for academic success.
The task is still interesting and of moderate size since when planning a program of study and selecting classes, there are quite a lot of things to consider such as prerequisites, course availability, effective course sequencing, work load, and instructor-student match-ups. Later, when the major problems are understood, improvements and extensions can be attempted, and attempts can be made to tackle the advising problem in a more general framework.
Resources Needed for Academic Advising
There are a lot of diverse resources that are required to deal with the problem of academic advising (see Table 1 ).
First of all, one needs the student profile that includes the courses already attended, the corresponding grades, the "interests of the student" concerning the courses to be attended, and perhaps much other information. The part of the profile consisting of the courses already attended, the corresponding grades, and so on, is maintained by the university administration in appropriate databases to which the access is restricted to some administrators. The part of the profile consisting of the "interests of the student" concerning the courses to be attended exists actually only in the head of the student and should therefore be asked for from the student before advising is performed. However, attempts may be made to let the system learn the interests, for example, by monitoring the student or/and looking at his profile.
The second resource needed for solving the problem of academic advising are the courses that are offered in the semester for which advising is needed. This information is as well maintained by the university administration in appropriate Web sites and is accessible for everyone.
The third resource needed for solving the problem of academic advising is expertise. Expertise is the extensive, taskspecific knowledge acquired from training, reading, and experience. It is the knowledge that allows experts to make better and faster decisions than non-experts when solving complex problems. It consists of facts, theories, as well as rules and procedures about a problem area.
For the problem of academic advising this type of expertise may be referred to as the university regulations concerning academic advising. They consist of all the The sources of knowledge are many; however, the primary source will be a human expert. A human expert should posses more complex knowledge than can be found in documented sources. This kind of knowledge includes rules (heuristics) of what to do in a given problem situation, global strategies for solving specific problems, and meta-knowledge. Because, as mentioned earlier, knowledge acquisition is the major "bottleneck" in developing expert systems, we will approach a solution to gaining the expertise needed for academic advising by adopting a machine learning paradigm.
Why a Multi-Agent System?
First of all, academic advising is intended to be a good domain and problem to test the adequacy of the multi-agent paradigm for dealing with information customization. It provides a complex and dynamic environment and constitutes a wonderful experimental test-bed for investigating the issue. Conversely, dealing effectively with the problem of academic advising will require a multi-agent system. The multi-agent paradigm seems to be appropriate and even superior to other approaches such as a traditional distributed database approach enhanced with an intelligent user interface for the reasons elaborated in the following.
The resources needed for academic advising are physically distributed and dynamic:
• Their content may change: It is for example frequent that, at the beginning of a semester, some of the offered courses are canceled, and some other ones are added. The profile of the student also changes frequently, for example when the grades of the exams taken are entered. Also the interests of the student concerning the courses to be attended may change. As an example, students usually want to enroll themselves in courses that are attended by some of their friends. Changes to the university regulations, in contrast, especially those concerning the advising process like the curriculums for the different majors, are comparatively less frequent.
• Their form (structure) may change:
They may be available via a Web page, an intelligent agent, a data base, a legacy system, and so on.
• Their location may change: Existing ones may be moved and new ones may be incorporated.
Hence, dedicating a separate intelligent agent to each individual resource for coping with all of its peculiarities will have many advantages such as:
• Reduction of the scope of changes:
There is no need to change the whole system when changes concern only a specific resource. In this case, only the concerned agent is changed.
• Easy incorporation of new resources:
Only one new agent is needed for each new resource.
• Easy extension and improvement of the system: We may think, for example, of a self adjusting system, that is, the system itself searches for appropriate resources and each time a resource is identified, it is wrapped with an appropriate agent.
DETAILS OF THE MULTI-AGENT-BASED SOLUTION
MASACAD, the multi-agent system described in the following, offers a service to a student who needs academic advising, that is, he wants to know which courses he should enroll himself in for the coming semester. The service is currently available only for computer science students. In the current version, no attempt is made to learn the student profile, that is, the part the profile consisting of the interests of the student regarding the courses to be attended. The interests are therefore asked for from the student before advising him. The focus in the current version is on the individual agents of the system, on how they cooperate to solve the problem, and on how one of them, namely, the "Learning Agent", learns to perform the advising process by adopting a supervised learning solution using neural networks (see "Advising Procedure").
As a solution to the problems of network communication, we use Bee-gent (Bonding and Encapsulation Enhancement Agent) (Kawamura, Hasegawa, Ohsuga, & Honiden, 2000) , a communication framework based on the multi-agent model. The Bee-gent framework is comprised of two types of agents. "Agent Wrappers" are used to agentify (i.e., providing an agent interface) existing applications, while "Mediation Agents" support inter-application coordination by handling all communications. The mediation agents move from the site of one application to another where they interact with the agent wrappers. The agent wrappers themselves manage the states of the applications they are wrapped around, invoking them when necessary. MASACAD consists of 3 "Agent Wrappers" (Learning Agent, Data Base Agent, WWW Agent) and one "Mediation Agent" (Searcher).
System Architecture of MASACAD
MASACAD consists of a mediation agent that provides the information retrieving service (Searcher) and of a "User System", a "Grading System", and a "Course Announcement System" that are technically applications, each of them existing within an agent wrapper, that is, they represent different agents of the advising system (see Figure 1) .
The student (user) uses a Graphical User Interface (GUI) to utilize the service of the advising system. When the student enters his identifier and password, the agent wrapper for the "User System" application creates a mediation agent (Searcher), which migrates to the agent wrappers of the "Grading System" application and of the "Course Announcement System" application to retrieve the needed information ("courses successfully taken by the student with the corresponding grades" and "courses offered in the semester for which advising is needed"). After that, the student has to enter his interests by choosing courses among those that are offered in the semester for which advising is needed by checking some boxes showing the course names. When the student finishes entering his interests, he has to just click on the "Get Advice" button to obtain a list of courses sorted in descending order of importance in which he is advised to enroll himself in.
In the following, each of the individual components of the system is be described in detail.
Grading System
The application "Grading System" is a data base application for answering queries about the students and the courses they have already taken. The agent wrapper for the application "Grading System" is responsible for invoking the database by using JDBC (Java DataBase Connectivity), transforming requests for information about the students and courses into queries to the database system, collecting the results of the queries, and finally replying these results to the mediation agent. Table 2 summarizes the steps performed by the agent wrapper of the application "Grading System". 
Course Announcement System
The application "Course Announcement System" is a Web application for answering queries about the courses that are expected to be offered in the semester for which advising is needed. The agent wrapper for the application "Course Announcement System" takes on the invocation of the Web application. It is responsible for initiating communication with the Web application, transforming requests for information about the courses into queries to the Web application, collecting the results of the queries, and finally replying these results to the mediation agent. Table  3 summarizes the steps performed by the agent wrapper of the application "Course Announcement System".
Mediation Agent
The mediation agent realizes services by interacting with the agent wrappers on the basis of conversations (sending and receiving XML [eXtensible Markup Language] messages). When the mediation agent migrates, it carries its own program, data and current state. Frequency of communication is reduced compared to a purely message-based system and network loads are decreased largely because communication links can be disconnected after the launch of the mediation agent. Processing efficiency is improved because the mediation agent communicates with the applications locally. The behavior of the mediation agent is described in Table 4 .
User System
The agent wrapper for the "User System" application creates a mediation agent (Searcher), which migrates to the agent wrappers of the applications "Grading System" and "Course Announcement System" to retrieve the needed information. After that, the "GUI Application" is contacted to give the opportunity to the student to express his interests. The "Advising Procedure" (see next section) is then started and results are sent back to the "GUI Application". The agent wrapper for the "User System" application also monitors changes in the offered courses and in the student profile and alerts the user by sending an e-mail. Table 5 summarizes the steps performed by the agent wrapper of the application "User System".
The Advising Procedure
The "Advising Procedure" is focused on advising computer science students.
Table 3. Agent wrapper for "Course Announcement System"
− Receive request from mediation agent − Initiate communication with the URL − Prepare data to be sent to the Web server (this data consists of the request for information communicated by the mediation agent represented in the appropriate way as expected by the Web application) − Send data to the Web server (the CGI (Common Gateway Interface) program on the server site reads this information, performs the appropriate actions, and then sends information back to the agent wrapper via the same URL) − Read data from the URL − Extract information from this data; that is, extract course identifiers of offered courses − Inform the mediation agent of the result Computer science students, in order to complete their degree, must accomplish during their study a total of 132 credit hours by choosing at each term courses among the 85 courses that are specified by the curriculum. Some of these courses are compulsory, others are elective. The choice should of course occur according to the university regulations and in a way that provides the greatest potential for academic success as seen by a human academic advisor.
Taking into account the adequacy of the machine learning approach for gaining human expertise added to the availability of experience with advising students makes the adoption of a paradigm of supervised learning from examples obvious. Back-propagation is the best-known example of a supervised neural network § Output information concerning the offered courses to the GUI (the "GUI Application" represents this information appropriately (boxes that can be checked by the student)) § When GUI event occurs (student clicks on "Get Advice" button):
• Prepare input (input vector stored in a text file) for "Advising Procedure"
• Invoke "Advising Procedure"
• Process results (the results are found in a text file) and output them to GUI o Else (periodic monitoring): compare retrieved information with old version and alert the user via Email in the case that something has changed training algorithm Patterson (1996) and is therefore used to implement the "Advising Procedure". The known information (input variables) consists of the profile of the student and of the offered courses grouped in a suitable way. The unknown information (output variables) consists of the advice expected by the student. In order for the network to be able to infer the unknown information, prior training is needed. Training will integrate the expertise in academic advising into the network.
Settings of the Neural Network Solution
For the problem of academic advising, information about 250 Computer Science students in different stages of study was collected, which means that 250 examples were available for the learning procedures. The 250 examples were used to form three sets: a training set containing 150 examples, a selection set consisting of 50 examples, and a test set consisting of 50 examples. In an attempt to reduce the number of parameters that should be tuned, we decided to use two hidden layers. To implement the network, a slightly modified version of the package developed by Mark Watson (2005) was used.
Each one of the 250 examples consists of a pair of input-output vectors. The input vector summarizes all the information needed for advising a particular student. It consists of 85 components each of them containing a number for one of the 85 courses in the curriculum. The number consists of the grade earned if the student has already passed the given course.
Otherwise, the number encodes the availability of the course in the semester for which advising is needed and the interest of the student in the course. The output vector encodes the final decision concerning the courses in which the student actually enrolled himself in based on the advice of the academic advisor. This happens by assigning priority values to each of the 85 courses in the curriculum.
Learning Phase
The aim of the learning phase was to determine the most suitable values for the learning rate, the size of the network, and the number of training cycles that are needed for the convergence of the network.
Learning Rate: To determine the most suitable learning rate, experiments with 10 network configurations 85-X-X-85 with X in {3, 5, 7, 9, 20, 30, 50, 85 , 100, 120} were performed (85-X-X-85 represents a network with 85 input neurons, X neurons in each of the two hidden layers, and 85 output neurons). For each of these networks, experiments with the five learning rates: 0.01, 0.25, 0.50, 0.75, and 1.0 were conducted. In each of these 50 experiments, the network was allowed to learn for a period of 1000000 cycles. After each epoch of 50000 cycles the average selection error for the 50 pairs from the selection set was calculated. From the 50 experiments it was clear that the learning rate 0.01 is the most suitable one for this application because it produces the smallest selection error in most of the cases and more importantly, it causes the selection error to decrease continuously which forebodes the convergence of the network.
Network Size: Figure 2 shows the average selection error for the 50 pairs from the selection set plotted as a function of the number of training cycles for the 10 different network configurations 85-X-X-85 with X in {3, 5, 7, 9, 20, 30, 50, 85, 100, 120} . In all 10 cases the network was allowed to learn for a period of 1000000 of cycles and the learning rate was set to 0.01. The network configurations 85-X-X-85 with X in {50, 85, 100, 120} seem to work best in combination with the learning rate 0.01. To determine which one of them is more suitable, a longer learning period is needed. The results for a learning period of 10,000,000 cycles are illustrated in Figure 3 . The configurations 85-100-100-85 and 85-120-120-85 cause the selection error to decrease continuously and reach a very satisfactory level. Both networks have similar performances. However, following the standard scientific precept that, all else being equal, a simple model is always preferable to a complex one, we can also select a smaller network in preference to a larger one with a negligible improvement in selection error. The network configuration 85-100-100-85 is therefore retained as the best network configuration (in terms of selection error). Number of Training Cycles: After a given number of training cycles, when the selection error and consequently the performance reaches a satisfactory level and when the improvement becomes negligible, learning can be stopped and the network producing the smallest selection error can be retained as a solution for the problem of academic advising. In our case, this happens with the learning rate 0.01 and the network configuration 85-100-100-85 after a training period of 8000000 cycles.
Testing Phase
The final model was tested with the test set data. For 42 of the 50 test cases (84 percent) the network's actual output was exactly the same as the target output, that is, the network suggested the same courses in the same order as specified by the test examples. In the remaining eight test cases, the target courses were always present at the beginning of the course list produced by the network. However, the network proposed some additional courses. The courses proposed additionally occur always at the end of the course list. This, in addition to the fact that the system is an advisory one, makes these errors tolerable. In four of the eight cases the additional courses were correct choices. In the other four cases some of the additional courses were wrong choices because the student has not yet taken their prerequisite courses. The research reported showed the applicability of the neural network approach to academic advising. The rewards of a successful "marriage" of neural networks and expert systems are too enticing. The back-propagation network performed favorably and seems interesting and viable enough to be used to automate the process of knowledge acquisition, usually looked upon as "the bottleneck problem" of expert systems applications, and help in extracting human expertise, needed for solving the problem of academic advising. In this vein, a possible way to incorporate neural networks into expert systems was described. This would smooth the way for a real and significant "fusion" of neural networks and expert systems. With a network topology of 85-100-100-85 and systematically selected network parameters (learning rate of 0.01, 8000000 training cycles), the multiple-layered, fully connected backpropagation network was able to deliver a considerable performance.
Despite the promising results demonstrated in various applications, backpropagation network development still requires extensive experimentation, parameters selection, and human judgment. Developing a good neural network is not a trivial task as the technique currently stands. Some interesting research questions about adopting neural networks remain to be answered. For example, can we develop a systematic and simple methodology and blueprint for neural network modeling and analysis? Can we automate the selection of topology and parameters?
Can we let the network "learn" incrementally without major network re-training when new information is discovered (e.g., curriculum changes)? Incremental learning would require the exploration of other neural network models, such as fuzzy ARTMAP (Carpenter, Grossberg, Markuzon, Reynolds, & Rosen, 1992) and ARAM (Tan, 1995) .
SYSTEM EVALUATION
To evaluate the advising multi-agent system in real academic environment, 20 computer science students in different stages of study were involved. Each of them was asked to use the system to get academic advice for the coming term. Most of the problems that occurred at the beginning were of technical nature, mainly concerning the communication over the network. It took a while to deal with this kind of problems and to obtain a relatively stable system.
The advice delivered by the system in each of the 20 cases was analyzed carefully by the concerned student together with an academic adviser with the aim of evaluating its suitability and detecting possible errors. The results were very encouraging. In none of the 20 cases was the advice found to contain errors, that is, to contain courses that, if chosen, will violate the university regulations such as those concerning course prerequisites. Also, all of the results (suggested courses) were judged by the concerned students and academic advisers to be suitable and in most of the cases even very appropriate to be taken by the students. Actually, 15 of the 20 students took during the term for which advising was needed exactly the courses suggested by the advising system. In one of the remaining five cases, the student, because of her poor health, was later (at the beginning of the term) forced to drop three courses and to take only two of the five suggested ones. In another case, the student didn't take any course during the term because of leave of absence for the whole term. In the other three cases, each of the students exchanged a suggested course (the same course in all three cases) with another one. Later, it became clear that the three students were in a clique and that one of them didn't care for the instructor of the course, so they moved all to the other course.
BENEFITS AND LIMITATIONS OF MASACAD
MASACAD, in addition to providing a solution for the problem of academic advising, was also used to demonstrate, on an example, the suitability of the multiagent paradigm for dealing with information customization and personalization. Information customization and personalization provides users with relevant content based on their needs and interests and this is exactly what MASACAD does. It provides the user (student) with an interactive, personal Web experience and customizes the information to the user's desire and needs. The preferences (profile) of the user determine the behavior of the system. Using the multi-agent approach combined with other techniques, we were able to devise an elegant solution to a problem that depends on distributed information existing in differing formats.
Conversely, as mentioned earlier, the distributed and dynamic nature of today's information resources makes the adoption of the multi-agent approach necessary.
However, there are some other important characteristics of information customization systems that were not demonstrated on this example. In general, in an information customization system there should be some strategy for discovering the location of potential useful information for example among the whole Web, among a reasonable part of the Web, among a set of databases, or among any other heterogeneous set of resources. Also it should be possible to automate the creation of the mediation agent and the agent wrappers, that is, the creation of the whole multi-agent system. The multi-agent system to be created depends on the resources to be invoked and on their locations. The automation task may therefore be very difficult: the resources can be numerous and may have very different formats (they may be unstructured Web pages, databases, agents) and this complicates the creation of the agent wrappers (how to wrap an unknown application?), as well as the creation of the mediation agent (which route to take to navigate to the different agent wrappers, how to communicate with the different agent wrappers).
FUTURE DIRECTIONS OF WORK
As mentioned earlier, the MASACAD system in its current version is available only for computer science students. The next step for this work is there-fore to focus on extending the system to cope with all other degrees in the university. This will imply that for each of these degrees, data about advising students should be collected in order to construct the training, selection, and testing sets. Also, for each degree, a neural network should be developed which requires extensive experimentation, parameters selection, and performance judgment.
However, before extending the system to cope with other degrees, the system should be tested on a larger scale to detect possible errors, be convinced of its usefulness, and better assess its power. This will be done by trying to involve all Computer Science students (more than 300) in evaluating the system. Before allowing a student to register to any course, the student should get advice from the system and discuss its appropriateness with his human academic adviser.
Another improvement, necessary to think about, is how can we let the neural networks "learn" incrementally without major network re-training when new information that is suspected to affect the process of academic advising is discovered (e.g., curriculum changes)? This will make the system more flexible and avoid the repeated new development of neural networks each time a change occurs.
Another problem that should be considered is how can the system be made flexible against changes in the location of course announcements and student profiles (where do they reside?) and against changes in the type of application that enables access to this information (is it a Web site, a data base, an intelligent agent, etc.?).
To solve this problem, one can think of automating the multi-agent system, that is, creating the mediation agent and the agent wrappers automatically. This will, of course, require knowing which sites should be wrapped by agent wrappers (i.e., knowing the location of resources), and how this wrapping should be done (based on the type of the site/application).
RELATED RESEARCH
In recent years, the administration of academic advising has undergone radical transformation as technological developments have altered the processes by which information is collected, stored, and accessed; the systems by which communication is enabled; and the structures by which transactions are conducted. Technological innovations have created an abundance of opportunities for new practices and enhanced services "frequently characterized as 'real-time', 'student-centered', and 'any time, any place'" (Moneta, 1997, p. 7). The technological environments on many campuses are evolving rapidly and comprise numerous elements: information dissemination, transactional interaction, communications applications, and educational technologies. Steele and McDonald (n.d.) contains an annotated bibliography compiled by George Steele and Melinda McDonald for research related technology and advising.
The problem of course assignment has been studied in the literature from different angles. Advising tools are usually intended to complement the student-advisor relationship. The course-planning consultant (CPC), for example, is a computer-
