The scalable extension of H.264, known as scalable video coding (SVC) has been the main focus of the Joint Video Team's work and was finalized at the end of 2007. Synchronization between media is an important aspect in the design of a scalable video streaming system. This paper proposes an efficient media synchronization mechanism for SVC video transport over IP networks. To support synchronization between video and audio bitstreams transported over IP networks, a real-time transport protocol/RTP control protocol (RTP/RTCP) suite is usually employed. To provide an efficient mechanism for media synchronization between SVC video and audio, we suggest an efficient RTP packetization mode for inter-layer synchronization within SVC video and propose a computationally efficient RTCP packet processing method for inter-media synchronization. By adopting the computationally simple RTCP packet processing, we do not need to process every RTCP sender report packet for inter-media synchronization. We demonstrate the effectiveness of the proposed mechanism by comparing its performance with that of the conventional method.
I. Introduction
Digital media is becoming an indispensable part of people's daily life thanks to the rapid development and wide adoption of handy digital media capturing devices, rich digital contents, portable media devices, and versatile sharing networks. More and more users show greater demand for digital media services to be provided through various PC-and non-PC devices over the Internet and wireless networks. Such ubiquitous multimedia services pose great challenges to traditional coding techniques, such as the H.264/MPEG-4 AVC coding scheme [1] . Scalable video coding (SVC) is a new scalable coding technique developed to solve the problems of low compression efficiency, unsupportability of combined scalability, and high implementation complexity, which are caused by the conventional layered coding-based scalability attempted in existing H.263, MPEG-2, and MPEG-4 video coding. The SVC technique, also known as the scalable extension of H.264/MPEG-4 AVC, has been standardized by the Joint Video Team (JVT) of the ISO/IEC MPEG and the ITU-T Video Coding Experts Group [2] , [3] . SVC is intended to achieve both high compression performance and adaptation to video delivery over heterogeneous networks. SVC is based on H.264/MPEG-4 AVC and provides three scalability modes, including temporal, spatial, and quality scalability. Unlike the conventional scalability modes supported in the MPEG-2, H.263, and MPEG-4, SVC scalability can combine three scalability modes, which are aggregated to a single bitstream. Figure 1 shows how to construct an SVC combined scalability with two spatial layers and five temporal levels [4] . Each spatial layer consists of a quality base layer and a quality enhancement layer (FGS layer).
The input pictures in spatial layer 0 are created by down-
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Kwang-Deok Seo, Soon-Heung Jung, and Jin-Soo Kim sampling the input pictures in spatial layer 1 by a factor of two. A group of pictures (GOP) with the size of 16 is coded with hierarchical B-picture techniques to obtain four temporal levels in spatial layer 0 and five temporal levels in spatial layer 1. The lowest spatial layer (layer 0) has QCIF resolution and 4 temporal levels with frame rates of 1.875, 3.75, 7.5, and 15 Hz, respectively. The higher spatial layer (layer 1) has a CIF resolution and 5 temporal levels that give the additional maximum frame rate of 30 Hz. The dotted arrow in Fig. 1 designates inter-layer prediction to remove redundancy between spatial layers. In the temporal dimension, each picture belongs to one temporal layer indicated by the number in the middle of each picture.
In combined scalability, a coded picture of a base or scalable enhancement layer is produced as one or more slices at the video coding layer (VCL). The network abstraction layer (NAL) encapsulates each slice generated by the VCL into a typical NAL unit, which forms the basic structure of an SVC bitstream. To transport the SVC bitstream encapsulated in NAL units over Internet Protocol (IP) in real-time, the real-time transport protocol (RTP) and RTP control protocol (RTCP) are usually employed [5] , [6] . RTP carries the payload containing the SVC NAL units with some additional header information, such as sequence number and RTP timestamp, to facilitate the real-time transmission. RTCP controls the quality of the transmitted data. The RTP and RTCP packets run over the same transport layer protocol (namely, UDP [7] ); however, they are usually carried on separate channels, that is, separate UDP ports.
Based on the RTP payload format for SVC, which is under standardization in IETF for loading the SVC NAL units onto RTP payload part, we suggest an efficient RTP packetization mode suitable for layer synchronization among scalable layers of SVC video, as shown in Fig. 1 . Furthermore, for efficient inter-media synchronization between SVC video and audio, we fully exploit the conventional function of the RTCP sender report (SR) packet in a standard compatible manner. Every client involved in the streaming service generates an RTCP receiver report (RR) packet, with information about all senders they have heard from recently (since the last report). An active server also generates an RTCP SR packet, which is just like an RR packet with 20 bytes of additional information about the server. In particular, an SR packet contains timestamps which allow the recovery of an absolute time reference for synchronization. An RTP timestamp in an SR packet begins at a random number and its rate of increment is proportional to its sampling rate [6] . Thus, it does not directly give information on absolute time reference for synchronization. To synchronize audio and video data, we need to utilize RTCP SR packets to find out the absolute time information corresponding to each RTP timestamp carried by each RTP packet. In this paper, we propose an efficient synchronization method for SVC video and audio. In the proposed method, we do not need to process every RTCP SR packet for synchronization. Moreover, the method does not require any floating-point operations or any divisions at all. Obviously, this is a clear advantage for embedded processors used for video streaming devices. As demonstrated through extensive simulations, the proposed method shows notable advantages compared to previous methods, such as Bertoglio's [8] .
II. Suggested RTP Packetization Mode for Layer Synchronization
In order to transport an SVC bitstream over IP networks, a new payload format for RTP is currently being specified in IETF [8] . The Audio/Video Transport (AVT) Working Group of the IETF started in November 2005 to draft the RTP payload format for SVC and the signaling for layered coding structures. As SVC is a backward compatible extension of H.264, the same should be the case for its RTP packetization. In particular, it is possible to transport the base layer utilizing the same packetization scheme as that of RFC 3984 [9] . Thus, RFC 3984-aware legacy devices are still capable of utilizing an SVC base layer in an RTP transport environment.
An RTP stream carrying only one layer would carry NAL units belonging to that layer only. An RTP stream carrying a complete scalable video bitstream would carry NAL units of a base layer and one or more enhancement layers [10] . In the former case, however, the system administrator of the server should open a separate UDP port for each RTP session to carry a single layer. Thus, the server should open a sufficient number of ports to transport all the layers. System administrators would like to avoid opening too many UDP ports in their firewalls because of the security risk and the administrative effort. Moreover, for mass deployment to end terminals, it is desirable to reduce the number of UDP ports in a firewall to the absolute minimum−ideally to a single one [10] . In this respect, the latter approach is much preferred. This line of thought leads to the exemplary service scenario depicted in Fig. 2 , in which the server opens only a single RTP session to carry one or more layers. For each terminal, the server composes a bitstream tailored to the terminal's needs by aggregating NAL units of appropriate layers. A single-RTPsession generator is used to aggregate the extracted contents from potentially more than one scalable enhancement layer into a single RTP stream carrying one or more layers.
To support the service scenario shown in Fig. 2 , it is necessary to support the encapsulation of NAL units from multiple SVC layers into a single RTP packet in the payload format. The IETF specification on RTP payload format for SVC contains four basic mechanisms, including a single NAL unit (SNU), a single-time aggregation packet (STAP), and a multi-time aggregation packet (MTAP) to aggregate more than one NAL unit into a single RTP packet, as well as another mechanism called a fragmentation unit (FU) to split overly large NAL unit into multiple RTP packets [10] , [11] . Figure 3 shows the basic principle of forming the four RTP packet types. As shown in Fig. 3 , the SNU type can load only one NAL unit (NAL1 or NAL2) in one RTP, and the STAP can simultaneously load multiple NAL units (NAL1 and NAL2) that belong to the same time instant in one RTP packet. There are two types of STAP: the STAP-A type that loads NAL units in an RTP packet in the same order as encoding and the STAP-B type that loads NAL units in an RTP packet without considering the encoding order for interleaving purposes. The MTAP can load multiple NAL units (NAL3 and NAL4) belonging to different time instants in one RTP packet at a time and basically supports interleaving. The MTAP-16 type supports a 16-bit time offset, and an MTAP-24 type supports a 24-bit time offset, depending on the size of the time offset field for displaying the difference in presentation time instant between the NAL units. The FU divides an NAL unit (NAL5) into two or more so that it does not exceed the maximum transmission unit (MTU) size and loads the divided units into respective corresponding RTP packets. This prevents packet fragmentation in a router or gateway, which can occur during transmission if the size of one NAL unit exceeds that of the MTU of a network. Three fundamentally different packetization modes of operation are supported in [11] : SNU mode, non-interleaved mode, and interleaved mode. Table 1 summarizes the allowed RTP packet types for each packetization mode [11] .
The SNU mode is able to support only the SNU type that can load only one NAL unit having 1 to 23 NAL_unit_types in an RTP packet, and its application field is restrictive. Thus, the latest Internet-draft document draft-ietf-avt-rtp-svc-02.txt released in July 2007 designates that the SNU mode shall not be used for RTP packetization for SVC video [11] .
In non-interleaved mode, the NAL units should be aggregated in decoding order by adopting STAP-A, whereas in interleaved mode, NAL units belonging to multiple pictures can be aggregated out of decoding order by adopting STAP-B and MTAP. Non-interleaved mode is intended to avoid excessive RTP/UDP/IP header overhead that would result from the encapsulation of small NAL units in each single RTP packets, whereas the interleaved mode provides an error resilience tool against burst errors. STAP-A aggregates NAL units with identical NAL unit times, whereas MTAP aggregates NAL units with differing NAL unit times. Here, NAL unit time is defined as the value that the RTP timestamp would have if that NAL unit was transported in its own RTP packet. As shown in Fig. 1 , pictures belonging to different spatial layers but having the same picture number (or display time) must have the same NAL unit time. Thus, by adopting STAP-A, it is far more feasible to provide synchronization between pictures belonging to different spatial layers but with identical NAL unit times. Therefore, non-interleaved mode is the most suitable mode for systems that require very low endto-end latency and timely synchronization among NAL units from multiple SVC layers aggregated in a RTP packet. Furthermore, as shown in Table 1 , except for the SNU mode, only non-interleaved mode supports the single NAL unit packet type that can contain only a single NAL unit in the RTP payload. As a result, non-interleaved mode can be suggested as a mandatory packetization mode for fast and real-time streaming requiring timely synchronization among SVC layers. Interleaved mode can be considered as an optional mode for error resilience as it provides interleaving function against burst packet loss. As for streaming service over highly error-prone channels, interleaved mode of RTP packetization can be effectively used. However, it incurs additional processing delay due to the de-interleaving process at the client. Therefore, we employ the non-interleaved mode as a basic RTP packetization mode for efficient layer synchronization.
III. Conventional Inter-media Synchronization Method
The next problem to be resolved in relation to the synchronization issue is the need to provide inter-media synchronization between SVC video and audio. For this purpose, the basic idea is to periodically compare audio and video timestamps of RTP packets for the streaming application at well-defined time intervals (synchronization points). However, the intrinsic problem is that audio and video timestamps are coded in different ways so that they cannot be directly compared at all. According to RFC 3550, separate audio and video streams should not be carried in a single RTP session and should be identified based on the payload type or synchronization source (SSRC) fields [6] . However, we cannot directly use RTP timestamps to synchronize data carried by different RTP sessions for two reasons. First, an RTP timestamp should be initialized to random offsets at session startup to minimize the risk of breaking encryption. Second, an RTP timestamp increases in proportion to the sampling rate of media. Usually, the sampling rates of audio and video data are quite different. Thus, the rates of increase in RTP timestamps for SVC video and audio sessions are not the same.
To circumvent these problems, RTCP SR packets carrying both the RTP and the network time protocol (NTP) timestamps are generally employed [6] . In the header structure of an RTCP SR packet, the first timestamp is a 64-bit number that indicates, according to NTP [12] , an absolute (wall-clock) time since UTC 00.00 of January 1, 1900. The most significant word indicates the number of seconds elapsed since that time, while the least significant word defines the elapsed microseconds converted into a 32-bit number. The second timestamp represents the same value, but it is converted into the format of the RTP timestamp just like the ones carried in RTP packets. More precisely, it is calculated (from the NTP timestamp) with the same frequency clock, and with the same initial random offset as the timestamp of RTP packets. These values allow lipsynchronization between audio and video streams originating from the same sender since their clock reference will be the same. By inspecting the relation between RTP and NTP timestamps in an RTCP SR packet, we can find out the reference time corresponding to the RTP timestamp specified for RTP packets [6] .
As such, the IETF standard RFC 3550 specifies mandatory header information of an RTCP packet to recover the absolute time reference at the receiving terminal. The RFC 3550 standard only suggests using the absolute time reference deducible from the RTCP packets for synchronization. The methods used to efficiently recover the absolute time reference and to apply the recovered absolute time reference to synchronize different media streams are absolutely up to the system designer. Bertolio and others proposed a new method to efficiently recover the absolute time reference using RTCP SR packets [8] . Based on the new recovery method, they also proposed a method to synchronize video and audio streams in two different and separate applications, such as VIC and VAT. Figure 4 shows RTP and RTCP streams for audio and SVC video sessions. As shown in the figure, each RTP packet of an SVC video session aggregates NAL units that all share the same NAL unit time. The RTP timestamp of each RTP packet must be set to the NAL unit time of all the NAL units to be aggregated. An aggregation packet, such as a STAP-A type 
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where η + and η − are thresholds used for boundaries of the in-sync region. To apply this decision rule, it is evident that we need to inspect every arriving RTCP SR packet for the computation of (1) through (5). At every synchronization point, the temporal skew, which is the time difference between audio and video is compared to thresholds.
IV. Proposed Inter-media Synchronization Method
In the conventional synchronization method described in (1) to (5), every calculation step involves truncation or rounding effects caused by division and floating-point operation. If the single-step error is irrelevant, after a number of steps, all the truncation errors lead to an increasing and significant error. Therefore, RTCP SR packets become of great importance, because they are used to periodically re-synchronize the algorithm. When a new RTCP SR packet is received, the NTP timestamp it carries is used to replace the current estimate of the absolute time reference value because it is supposed to be more closely tied to the sender clock. Thus, all approximation errors are removed every time an RTCP SR packet is received. The proposed inter-media synchronization method can improve this kind of repetitive and complex process for media synchronization.
We derive the proposed scheme from the conventional method described in (1) to (5) . In this study, we exploit the fact that after a call connection has been setup, the codec type and the sampling rate are usually sustained during the connection.
By canceling out each term in the computation of
in (1) and by using (2), we can simplify (1) as
Assuming that R A is kept as a constant, we can obtain (7) from the NTP and RTP timestamps carried by the 0-th and the I A -th RTCP packet as
Rearranging (7) and substituting it into (6) yields
Similarly, we can apply this procedure to obtain the following relation for the RTP stream of SVC video session:
By subtracting (9) from (8) and applying this result to (5), we can derive the following compact decision rule after some arithmetic: 
Note that we only need to compute d by (11) (1) to (4) . For ARM processors, avoiding division is a great advantage because they do not have any hardware divider. In [8] , it was reported that truncation round-off errors may accumulate, since the method is computed by repeated divisions and summations. However, it is obvious that there is no possibility of error accumulation in the computation of (11) . Note that only two fixed-point multiplications and one subtraction are needed for the computation of d in (11).
V. Experimental Results
To evaluate the synchronization performance and effectiveness of the proposed mechanism, we developed a prototype streaming system, which we implemented on the Internet using two 3.0 GHz Pentium IV PCs running the Windows XP operating system. Performance evaluations were executed between a pair of PCs: one as a streaming server and the other as a client station. Before carrying out the experiment, we set appropriate values for the thresholds η + and η − used in (5) and (10) . For this purpose, prior research results on the lip synchronization between audio and video data were considered. Lip synchronization is a crucial human perception issue for video streaming and video telephony systems.
Previous research shows the following experimental results on lip synchronization [13] . In most cases, people do not detect the synchronization error if the temporal skew, which is the time difference between audio and video is less than 80 ms. However, if the temporal skew becomes greater than 160 ms, every observer detects this error and feels uncomfortable with the video service. If the error is larger than 80 ms but smaller than 160 ms, the detection of the error depends on the communication environment. One interesting result is that people feel more comfortable with the "video ahead of audio" case than the opposite. Therefore, it is reasonable to choose the thresholds of 50 ms η η + − = = for high-quality synchronization.
Note that the suitable values of η + and η − for other multimedia communication systems may be slightly different from the current values, since they depend on the hardware performance, the codec types, and/or user requirements. We carried out an experiment in which stored SVC video and AAC audio were transmitted simultaneously from the server to the client over the Internet. The SVC video and AAC audio were transmitted as two distinct transport streams by RTP, which was implemented on top of UDP. In particular, noninterleaved mode RTP packetization was applied to transport the SVC video data. The transmission bit rate used for the AAC audio was fixed, while the bit rate allocated for SVC video varied with time so that dynamic bandwidth adaptation [14] , [15] by the extraction process of the SVC video could be activated to the SVC bitstream with the GOP structure shown in Fig. 1 .
To evaluate synchronization accuracy between video and audio data, the relative output temporal skew between audio segments and the equivalent video frame outputs was observed [8] . Figure 5 compares the results of the temporal skew between the video and the audio segment when the proposed synchronization and Bertoglio's synchronization methods are applied with 50 ms
To show the importance of the synchronization itself, the results obtained by applying no synchronization are also given in the same plot. In the case without synchronization, the video frame and audio segment are not synchronously output on the client station even though the video frame and audio segment were synchronously transmitted from the streaming server. Since audio and video are carried by different packets through different UDP ports, and since decoding operations take place on two separate codecs, the original inter-media synchronization from the server could be lost. As shown in Fig. 5 , the deviation of the temporal skew from the origin gradually increases. The low deviation at the initial playback time is due to the initial buffering effect of the SVC video and audio codecs. The proposed method and Bertoglio's method result in similar temporal skew behavior. As Fig. 5 shows, the two synchronization methods can provide quite accurate lipsynchronization. Under the same conditions, the video frame and audio segment were correctly synchronized to within 50 ms. However, the proposed method requires far less computation than Bertoglio's method. Only one subtraction, two multiplications, and two comparisons are needed for the first RTCP SR packet in the proposed method, while three subtractions, two divisions, two additions, and two comparison operations are needed for each RTCP SR packet in Bertoglio's method. The total computational complexity of Bertoglio's method proportionally increases with the number of RTCP SR packets arriving at the client. However, the proposed method greatly reduces the necessary number of synchronization points to one and reduces the number of RTCP SR packets to be transmitted and processed to only one with less computation.
The proposed solution does not take into account the huge differences in delay that may be introduced between the different communication points, potentially resulting in jitter in the reconstruction of the audio-visual streams between different receivers. To ensure higher quality in the reconstructed material, priority is given to audio information. If an audio segment anticipates the corresponding video frame which has not arrived at the buffer within the due arrival time, the receiver simply discards the video frame. Conversely, when a video frame is ahead of its corresponding audio information, the video rendering stage is interrupted until the audio information arrives at the buffer. This approach may cause some visual impairment of the reconstructed video.
We evaluated the performance from a subjective point of view, and had human observers verify the degree of synchronization and the possible loss of quality of the reconstructed video. Clearly, a reliable subjective evaluation procedure is quite difficult to achieve. In our subjective experiment, the selected observers were unaware of the synchronization issues and had limited experience in audiovisual communication systems. Overall, 15 observers participated in the experiment and each observer was asked to evaluate the perceptual quality on the basis of an overall impairment score using a mean opinion score test. A sevenlevel impairment-score was used as shown in Table 2 , instead of the traditional 5 levels. The choice of this modified scale allowed the observers to better express their judgment by increasing the quality scale range. It is important to note that each experiment corresponded to a "blind" test: the observers were always unaware of the synchronization method they were asked to observe to reduce any bias in the simulation results. As the value selected by each observer indicates a global perception of quality, it is difficult to discriminate the main factor influencing his/her decision on the perception of synchronization, audio quality, and video quality. However, this allows us to determine whether the proposed solution for synchronization is comparable to Bertoglio's method in terms of perceptual quality. The experiment was carried out with various synchronization methods employing four different thresholds for + η and − η ( = = − + η η 30 ms, 50 ms, 100 ms, and 150 ms). The used threshold value was unknown to the observers. All the evaluation results of this subjective test, based on the impairment score shown in Table 2 , were averaged for each threshold condition. All the averaged scores are presented in Table 3 . All observers always agreed on the threshold condition exhibiting a better synchronization. The observers showed a preference for the test with lower threshold values of 30 ms and 50 ms. Clearly, by lowering the threshold value to some extent, it can be expected that the synchronization process improves the perceptual quality of the transmission in a proportional way. However, we found that when the temporal skew was less than 50 ms, the observers could hardly recognize the difference in perceptual quality. Therefore, the most reasonable threshold value for high quality audio-visual transmission service would be around 50 ms. The overall impairment scores for the two methods show similar results for the various threshold values. The subjective evaluation based on impairment score might not show clear superiority to Bertoglio's method, because the basic approaches of the two synchronization methods based on using the RTCP SR packet are very similar. However, the advantage of the proposed method is that it can achieve accurate synchronization with much less computation and processing than Bertoglio's method.
To demonstrate the computational effectiveness of the proposed method, we compared the required clock cycles for the proposed method and Bertoglio's decision rules. For this comparison, a commercially available TI OMAP 1510 multimedia processor was employed to process RTP and RTCP packets in the ARM 925T processor of the OMAP 1510. While media codecs, such as H.264, SVC, and AAC, could be operated on the TMS320C5510 DSP side of the OMAP processor, protocols like RTP and RTCP are usually operated in the ARM side. The commercial real-time operating system Nucleus was ported on the ARM 925T processor of the OMAP 1510. In the implemented system, RTP and RTCP were processed in a single Nucleus task. Table 4 compares the required clock cycles for each decision rule when applied to a pair of audio and video RTP packets in the ARM 925T processor. As shown in this table, the proposed method requires far less computation than Bertoglio's method. From the proposition in section IV, we can easily find that, in the case of the proposed method, we only need to perform one subtraction, two multiplications, and two comparisons. However, we need to perform three subtractions, two divisions, two additions, and two comparison operations in the case of Bertoglio's method. As shown in Table 4 , we averaged the number of clock cycles for Bertoglio's method. The number of clock-cycles required for a division operation varies, since it is implemented as a numerical software routine in the case of ARM processors. Table 4 compares the number of clock cycles required for the decision rules shown in (5) and (10) . As for the computational complexity to process RTCP SR packets, the proposed method does not require further processing of the RTCP SR packets except the first one. Considering that Bertoglio's method needs to process every RTCP SR packet arriving at the client, the computational savings of the proposed method in RTCP packet processing become greater in proportion to the number of saved RTCP SR packets processed for synchronization.
VI. Conclusion
In this paper, we addressed the problem of synchronization for SVC video transport over IP networks. The synchronization issue includes layer synchronization among scalable layers of SVC video and inter-media synchronization between audio and SVC video. We first discussed the suitability of noninterleaved mode RTP packetization to provide layer synchronization among scalable layers of SVC video. Then, we proposed a computationally simple RTCP packet processing method for inter-media synchronization. The proposed method has three main advantages. First, the decision rule is far simpler than that of Bertoglio's conventional method. Second, it does not require RTCP SR packet processing for synchronization except for the first RTCP packet. Finally, the proposed method does not suffer from the accumulation of round-off errors that are inherent in previous methods such as Bertoglio' s. An important issue as a future work to further improve the performance of the synchronization process is to take into account buffering strategy to cope with packet interarrival jitter.
