The drift time is the traveltime difference at the seismic frequency and the sonic logging frequency in anelastic media. In this abstract, we use dynamic time warping to estimate the drift time. Stationary and nonstationary seismograms are constructed based on well log data and the constant-Q theory. We first use a standard constraint to estimate the drift time and examine the necessity of drift time correction in seismic-to-well ties. Then we use a positive constraint and a smoothing procedure to improve the estimation. We also calculate average Q values from the estimated drift time, compare dynamic time warping with time-variant crosscorrelation and finally analyze the influence of internal multiples on drift time estimation.
Introduction
A density log (black) and a p-wave velocity log (blue) measured from an Alberta well are plotted in Figure 1 . According to the constant-Q theory (Kjartansson, 1979) , velocity is dependent on frequency by
where is the well logging frequency and is the seismic frequency. A hypothetical Q log (green) is constructed from assumed linear relationships between Q and the density and p-wave velocity logs. Assume = 12.5 and = 30 , the p-wave velocity experienced by seismic waves is calculated using equation 1 and plotted in red, which is systematically slower than that measured by the sonic tool. Convert the depth to two-way vertical traveltime at and respectively, and their difference is the theoretical drift time ( ) (Figure 2 ).
In Figure 3 , the reflectivity is calculated from the density and p-wave velocity logs. Convolving the reflectivity with a minimum-phase wavelet whose dominant frequency is 30 , a stationary seismogram ( ) is constructed to simulate the synthetic seismogram. To include Q effects in the seismogram, a synthetic zero-offset VSP model is constructed using the reflectivity, the hypothetical Q log and the wavelet based on the algorithm described by Ganley (1981) . Figure 4 shows the primary-only upgoing wavefield, where the leftmost trace, namely the trace recorded by the surface receiver, is the nonstationary seismogram ( ) with Q effects to simulate the recorded seismic trace and is plotted in red in Figure 5 top panel. In comparison to ( ) (blue), ( ) shows progressive attenuation effects, such as diminishing amplitude, widening wavelets and delaying events, among which the delay is caused by the drift time. The maximum crosscorrelation coefficient between ( ) and ( ) is about 0.42 at a lag of −5 samples (a negative lag indicates ( ) is delayed relative to ( )). The time-variant constantphase difference between ( ) and ( ) is measured in a sliding Gaussian window of 0.1 width and 0.01 increment. As is shown in Figure 5 middle panel, the phase difference roughly increases with traveltime and can be as high as almost 180 degrees. Then the time-variant phase of ( ) is rotated by this phase difference and its time-variant amplitude is balanced relative to ( ) using the same sliding Gaussian window. The final matching of ( ) and ( ) is about 0.69 at a lag of −0.7 samples ( 
Dynamic time warping
In seismic-to-well ties, drift time correction is necessary to match the stationary synthetic seismogram to the nonstationary seismic trace. In industrial practice, calculation of drift time needs knowledge of Q, or a checkshot survey or manually stretching and squeezing the synthetic seismogram. Without this information, dynamic time warping (DTW) is able to estimate the drift time automatically by matching the stationary seismogram and the nonstationary seismogram caused by anelastic attenuation. Dynamic time warping is based on constrained optimization algorithm and is realized by dynamic programming (Hale, 2012) .
In dynamic time warping, the stationary and nonstationary seismograms are expressed in terms of sample number , namely, ( ) and ( ). To estimate the drift time between the two seismograms, the alignment error array ( , ) is calculated according to
where lag is set to be − ≤ ≤ . The alignment error array, computed for the two seismograms in Figure 5 top panel with = 829 and = 50, is shown in Figure 6 , where a darker color indicates a larger alignment error. Representing the continuous theoretical drift time as discrete theoretical drift lag and plotting it in red on top of the alignment error array, we can observe that the alignment error is nearly zero along the theoretical drift lag.
DTW computes a sequence ( ) = [ (1), (2), … , ( )] that approximates the theoretical drift lag sequence by solving the following optimization problem:
where
subject to the constraint
Equation 5 indicates that the possible drift lag sequence (1: ) searched by DTW is constrained to increase or decrease in blocks of samples. That is reasonable for the drift time in the real world, which does not vary rapidly from one sample to the next. Figure 7 shows the estimated drift time by DTW when = 1 (top panel) and = 10 (bottom panel), and the latter is smoother and more approximate to the theoretical drift time due to a further constraint. The estimated drift time is then used to correct the stationary seismogram ( ) by 
Discussion
Positive constraint and smooth drift time In our synthetic model, the drift time is caused by anelastic attenuation and increases monotonically with traveltime. Thus, by assuming the possible drift lag sequence (1: ) can only increase with the sample number , the constraint equation 5 can be modified as a positive one
Numerical tests in figure 9 show that with this positive constraint, appreciable drift time (the black curve) can be estimated with = 1, namely
without choosing a certain value of artificially.
As is shown in figure 9 , a set of knee points are picked where the estimated drift time increases from one sample to next (the red circles). A smooth drift time curve is obtained with a third order polynomial fitting the knee points (the red dotted curve), which is very approximate to the theoretical one (the blue curve). 
Q estimation
The earth is modeled as N-layer medium of equal thickness . For the ℎ layer, the interval Q is ; the interval velocities measured at and are , and , ; the twoway traveltime thickness and the two-way traveltime to the ℎ layer at are and . The two-way traveltime difference to the ℎ layer between and is
).
Substituting , for , by equation 1,
Since 2 , = , equation 10 becomes:
The average value of Q from the surface to the ℎ layer is
Substitute equation 12 into 11
In Figure 10 , the blue curve is the interval Q constructed in Figure 1 and plotted with respect to two-way traveltime. The black curve is the average Q calculated from the interval Q using equation 12. The red curve is the estimated average Q using equation 13 from the smooth drift time calculated by dynamic time warping in Figure 9 . The estimated Q well approximates the theoretical Q. Comparison with time-variant crosscorrelation By matching the stationary and nonstationary seismograms, time-variant crosscorrelation (TVCC) is also able to estimate the drift time, in which a sliding Gaussian window of 0.2 s width and 0.1 s increment is applied to ( ) and the drift time value at the Gaussian window center time is the time shift between the windowed ( ) and ( ) to make their crosscorrelation coefficient maximum. Figure 11 compares drift time estimation by DTW and TVCC in which ( ) is created with three constant Q values. With Q value decreasing, TVCC shows larger error than DTW especially in the shallow and middle parts. Thus, DTW is more sensitive to the rapid-varying time shift than TVCC. Inclusion of internal multiples A more realistic 1D seismogram containing internal multiples is constructed using the VSP algorithm based on the same well logs, Q and wavelet. Figure 12 shows the upgoing wavefield of the synthetic zero-offset VSP with both Q and internal multiple effects. The leftmost trace is the nonstationary seismogram ( ) with both Q and internal multiple effects. In figure 13 top panel, ( ) appears more attenuation than ( ). The drift time of the two nonstationary seismograms is estimated by DTW with positive constraint and a smoothing procedure in Figure 13 bottom panel. As first discussed by O'Doherty and Anstey (1971), short-path multiples cause stratigraphic filtering effects that are indistinguishable from anelastic attenuation, which leads to an apparent Q whose value is lower than the intrinsic Q. Thus, the drift time estimated from ( ) is systematically higher than the theoretical one calculated from the hypothetical Q log and their difference becomes larger at longer traveltime when more internal multiples are produced. Theoretical and estimated drift time (bottom).
Conclusions
Dynamic time warping succeeds in estimating drift time automatically without knowledge of Q or a check-shot survey with a positive constraint and a smoothing procedure. Application of drift time correction results in a much less residual phase and better seismic-to-well ties.
Average Q values can be calculated reliably from the estimated drift time. Dynamic time warping is more sensitive to the rapid-varying time shift than time-variant crosscorrelation. The estimated drift time is associated with apparent Q including both intrinsic and stratigraphic effects.
