In Universal Mobile Telecommunication System (UMTS) Radio Link Control (RLC) losses severely affect the Quality of Service (QoS) due to high error probability. Therefore, for any video quality prediction model, it is important to model the radio-link loss behaviour. In this paper we evaluate the impact of the radio access network on the endto-end QoS for H.264 encoded video. In order to characterize the QoS level, a learning model based on Adaptive Neural Fuzzy Inference System (ANFIS) is proposed that takes into account the RLC loss models to predict the video quality in terms of the Mean Opinion Score (MOS). The RLC loss models considered are 2-state Markov models with variable mean burst lengths. The aim of the paper is two-fold. First, to find the impact of QoS parameters in both the physical and application layer on end-to-end video quality. Second, to propose a prediction model based on ANFIS to predict video quality over UMTS networks. ANFIS is well suited for video quality prediction over error prone and bandwidth restricted UMTS as it combines the advantages of neural networks and fuzzy systems. The ANFIS model is trained with a combination of application and physical layer parameters. The performance of the proposed model is validated with unseen dataset. These studies should help in the understanding of the impact of both the application and physical layer parameters on end-to-end video quality and in QoS control methods and adaptation.
INTRODUCTION
Universal Mobile Telecommunication System (UMTS) is a third generation (3G), wireless cellular network based on Wideband Code Division Multiple Access technology, designed for multimedia communication. UMTS is among the first 3G mobile systems to offer wireless wideband multimedia communications over the Internet Protocol [1] . Multimedia contents on the Internet can be accessed by the mobile Internet users at data rates between 384kbps and up to 2Mbps in a wide coverage area with high user mobility.
Multimedia applications are gaining popularity over mobile terminals and are likely to be a major application in future mobile systems and a key to their success. However, the end-to-end QoS of multimedia services heavily suffers from the characteristics of the underlying wireless network. Therefore, the need for a thorough understanding of the impact of radio link losses on video quality prediction is necessary. Hence, this is the motivation for our study.
The RLC is one of the major radio interface protocols of 3G systems [1] , placed on top of the Medium Access Control, consisting of flow control and error recovery after processing from physical layer. In this paper only RLC Acknowledged Mode (AM) is considered as it offers reliable data delivery and can recover frame losses in the radio access network. Recent work in [2] , [3] , [4] , [5] has focused on the impact of link layer errors on the quality of H.264/MPEG4 encoded videos. Whereas, in [6] the impact of H.264 video slice size on end-to-end video quality is investigated. In [7] authors have shown that the RLC AM mode outperforms the unacknowledged mode and proposed a self adaptive RLC AM protocol. In [8] performance evaluation of video telephony over UMTS is presented. Recently, objective video quality assessment method has been standardized as ITU-T Rec. J.247 [9] . Most of the current work is either limited to improving the radio channel or evaluation of parameters that impact on QoS of video transmission over UMTS networks. However, very little work has been done on prediction of video quality over UMTS networks considering all content types and the impact of RLC loss models on end-to-end quality prediction.
In this paper we have analyzed the impact of RLC losses on end-to-end quality and proposed a prediction model that takes into account the RLC losses. The error rate simulated in the physical layer is employed to generate losses at the RLC level. We employ 2-state Markov model [10] , [11] with three different mean burst lengths in the physical layer. Therefore, in the physical layer we considered the Block Error Rate (BLER) and the Mean Burst Length (MBL) for 2-state Markov model. We have also looked at the impact of application layer parameters of Sender Bitrate (SBR), Frame Rate (FR) and Content Type (CT) on end-to-end quality. Video quality is predicted using ANFIS-based Artificial Neural Networks (ANNs) [12] . ANNs have been widely used in assessing the video quality. There are many parameters that affect video quality and their combined effect is unclear, and their relationships are thought to be non-linear. Artificial Neural Networks (ANNs) can be used to learn this non-linear relationship which mimics human perception of video quality. The advantage of using ANFIS as compared to just ANN is that it combines the advantages of ANN and fuzzy systems. In this paper, we have extended a previous ANFIS-based model given in [13] to UMTS networks. The video codec used was H.264/AVC downloaded from JM software [14] as it is the recommended codec for video transmission over UMTS 3G networks. All simulations were carried out in the OPNET Modeler®[15] simulation platform, BLER modeled with 2-state Markov model within OPNET. Therefore, the main contributions of the paper are twofold:
• to evaluate the impact of both application and physical layer parameters on end-to-end perceived quality for H.264 encoded video.
• to propose a video quality prediction model based on ANFIS combining parameters both in the application and physical layer. The rest of the paper is organized as follows. In section II the ANFIS-based video quality prediction model is introduced along with the training methods. Section III outlines the simulation set-up and parameters, whereas in section IV the impact of QoS parameters on video quality is presented. Section V evaluates the ANFIS-based prediction model. Conclusions and areas of future work are given in section VI.
ANFIS-BASED VIDEO QUALITY PREDICTION MODEL

Introduction to the Model
The aim is to develop a learning model to predict video quality for all content types from both application and physical layer parameters for video streaming over UMTS networks as shown in Fig. 1 . For the tests we selected three different video sequences representing slow moving content to fast moving content as classified in a previous work [13] . 
ANFIS-based Video Quality Prediction Model
The corresponding equivalent ANFIS architecture [12] is shown in Fig. 2 .
Fig. 2. ANFIS architecture
The entire system architecture is made of five layers, consisting of -a fuzzy layer (shown as input-inputmf in Fig.  2 ), a product layer, a normalized layer, a defuzzy layer and a total output layer. Inputs are frame rate, sender bitrate, content type, block error rate and mean burst length. Output is the MOS score. The degree of membership of all five inputs (inputmf in Fig. 2 ) is shown in Fig. 3 below. The number of membership function is two for all five inputs and their operating range depends on the five inputs. For example for input of SBR the operating range is from [50,256].
Training and Validation of the Proposed Models
For artificial neural networks, it is not a challenge to predict patterns existing on a sequence with which they were trained. The real challenge is to predict sequences that the network did not use for training. However, the part of the video sequence to be used for training should be 'rich enough' to equip the network with enough power to extrapolate patterns that may exist in other sequences. The three content types used for training the models were 'akiyo', 'foreman' and 'stefan' whereas, the models was validated by three different content types of 'suzie', 'carphone' and 'football' reflecting similar spatio-temporal activity. Snapshots of the training and validation sequences are given in Fig. 4 . The sequences can be downloaded from [16] . The data selected for validation was one third that of testing. The parameter values are given in Table I . In total there were around 600 sequences for training and around 250 test sequences for validation for the proposed models. The 600 training conditions were formed by a combination of parameters in the application and physical layer with the three training sequences chosen (see Table 1 ). Similarly, the same was done for the 250 validation sequences. 
Network Topology
The UMTS network topology is modeled in OPNET Modeler®. The proposed network scenario is depicted in Fig. 5 . It is made up of a Video Server, connected though an IP connection to the UMTS network, which serves to the mobile user. With regard to the UMTS configuration, the video transmission is supported over a Background Packet Data Protocol (PDP) Context with a typical mobile wide area configuration. The transmission channel supports maximum bitrates of 384 kbps Downlink / 64 kbps Uplink over a Dedicated Channel (DCH). The RLC layer is configured in Acknowledge Mode (AM) and without requesting in-order delivery of Service Data Units (SDUs) to upper layers. The Radio Network Controller (RNC) supports the concatenation of RLC SDUs, and the SDU Discard Timer for the RLC AM recovery function is set to 500ms.
Fig. 5. OPNET network scenario
The implemented UMTS link layer model is based on the results presented in [2] , which analyzes the error traces from currently deployed 3G UMTS connections. Specifically, the error model at RLC layer indicates that, for mobile users, the radio errors can be aggregated at Transmission Time Interval (TTI)-level. This error model leads to possible losses of RLC SDUs, which lead to losses at RTP layer, and finally to frame losses at video layer.
H.264 Encoded Video Transmission
The transmission of H.264 encoded video over UMTS network is illustrated in Fig. 6 . The original YUV sequences are encoded with the H.264/AVC JM Reference Software with varying SBR and FR values. H.264 is chosen as it is the recommended codec to achieve suitable quality for low sender bitrates. The resulting 264 video track becomes the input of the next step, which emulates the streaming of the mp4 video over the network based on the RTP/UDP/IP protocol stack. The maximum packet size is set to 1024 bytes in this case. The resulting trace file feeds the OPNET simulation model. For the aims of this paper, the video application model has been modified to support the incoming trace file (st) and generate the RTP packet traces in the sender module (sd) and in the receiver module (rd). Finally, the last step is in charge of analyzing the quality of the received video sequences against the original quality and the resulting PSNR values are calculated with the ldecod tool included in the H.264/AVC JM Reference Software. MOS scores are calculated based on the PSNR to MOS conversion from Evalvid [17] .
Fig. 6. Simulation methodology
Instead of setting up a target BLER value for the PDP Context, the UE model is modified in order to support the desired error characteristics. The implemented link loss model is a 2-state Markov model and its performance is provided by two parameters: the BLER and the MBL. The 2-state Markov Model is depicted in Fig. 7 . According to this model, the network is either in good (G) state, where all packets are correctly delivered, or in bad (B) state, where all packets are lost. Transitions from G to B and vice versa occur with probability 1-β and 1-α. The average block error rate and mean burst length can be expresses as MBL = (1-α) and BLER = (1-β)/(2-α-β). If α=0, this reduces to random error model.
Fig. 7. Gillbert-Elliot loss model
The MBL=1.75 is selected based on the mean error burst length found in [2] from real-world UMTS measurements. The MBL=2.5 depicts a scenario where more bursty errors are found, while the random uniform error model represents a scenario where no concatenation of errors happens.
Test sequences and variable test parameters
The experiment takes into account six test sequences, divided in two groups: akiyo, foreman and stefan are used for training the model, while carphone, suzie and football are devoted to the validation of results. As the transmission of video was for mobile handsets, all the video sequences are encoded into H.264, with Baseline Profile at 1.2 level, and with a QCIF resolution. The considered frame structure is IPP for all the sequences, since the extensive use of I frames could saturate the available data channel. Further information about the encoding process can be found in [6] . The video sequences along with the combination of parameters chosen are given in Table 1 . 
IMPACT OF QoS PARAMETERS
Impact of Physical Layer Parameters
The impact of BLER on all contents is shown in Fig. 8 . The content type is defined in the range of [0,1] from slow moving to fast moving sports type of content. From Fig. 8 we observe that as the activity of the content increases the impact of BLER is much higher. For example, for 20% BLER, CT of slow to medium type gives very good MOS, whereas as the content activity increases, MOS reduces to 3.
Fig. 8. MOS vs CT vs BLER
The impact of MBL on quality for all contents is given in Fig. 9 . From Fig. 9 we observe that the MBL similar to BLER has greater impact for content types with higher S-T activity. This is because as the S-T activity increases the impact of losses is greater as a loss in I-frame has a greater impact on quality compared to slow moving content types. 
MOS vs SBR vs FR for the three content types
The relationship between MOS, FR and SBR is shown in Fig. 10 . From Fig. 10 we observe that at higher SBRs the video quality degrades rapidly due to the UMTS network congestion at downlink bandwidth. Also, from Fig. 10 we observe that the optimum FR is 10fps and SBR is 80kbps that gives acceptable quality.
ANOVA Analysis
In order to thoroughly study the influence of different QoS parameters on MOS we perform ANOVA (analysis of variance) [18] on the MOS data set. Table 2 shows the results of the ANOVA analysis. We performed five-way ANOVA to determine if the means in the MOS data set given by the 5 QoS parameters differ when grouped by multiple factors (i.e. the impact of all the factors combined). Table 2 shows the results, where the first column is the parameters (Param), the second column is the Sum of Squares (S of S), third column is the Degrees of Freedom (D of F) associated with the model, the fourth column is the Mean Squares (Mean Sqs.) i.e. the ratio of Sum of Squares to Degrees of Freedom. The fifth column shows the F-statistic and the sixth column gives the p-value, which is derived from the cumulative distribution function (cdf) of F [18] . The small p-values (p≤0.01) indicate that the MOS is substantially affected by at least three parameters. Furthermore, based on the magnitudes of p-values, we can make a further claim that CT and SBR (p-value=0) impacts the MOS results the most, followed by FR and then BLER, while MBL has the least influence. Our studies (Figs. 8-10 ) numerically substantiate the following observations of video quality assessment as:
• The optimal combination of SBR and FR that gives the best quality is very much content dependent and varies from sequence to sequence. We found that for slow moving content FR=7.5 and SBR=48kbps gave acceptable quality (Fig. 9) , however as the spatiotemporal activity of the content increased this combination gave unacceptable quality under no network impairment.
• The impact of physical layer parameters of MBL and BLER vary depending on the type of content. For slow moving content BLER of 20% gives acceptable quality (Fig. 8) , however for fast moving content for the same BLER the quality is completely unacceptable. Therefore, the impact of physical layer QoS parameters is very much content dependent.
Therefore, an accurate video quality prediction model must consider the impact of physical layer in addition to application layer parameters.
EVALUATION OF THE ANFIS-BASED VIDEO QUALITY PREDICTION MODEL
The accuracy of the proposed ANFIS-based video quality prediction model is determined by the correlation coefficient and the RMSE of the validation results. The model is trained with three distinct content types from parameter both in the application and physical layers over UMTS networks. The model is predicted in terms of the Mean Opinion Score (MOS). The predicted vs measured MOS for the proposed ANFIS-based prediction model is depicted in Fig. 11 .
Fig. 11. Predicted vs. measured MOS results
The model proposed in this paper is reference-free. The correlation coefficient (R 2 ) of the model was 87.1% and the Root Mean squared error (RMSE) was 0.2412. The training error versus the validation error is given in Fig. 12 . The training error is the bottom line of Fig. 11 (around 0.06) and the validation error is the top line of Fig. 11 (0.2412) .
Fig. 12. Training vs validation error
Compared to a previous work [13] , where the authors proposed three models for the three content types, the model performs very well in terms of the coefficient of correlation. 
MOS-predicted
We feel that the choice of parameters is crucial in achieving good prediction accuracy. Parameters such as MBL in link layer allowed us to consider the case of less bursty or more bursty cases under different BLER conditions. Also, in the application level the SBR and FR are dependent on the type of the content. However, if frame rate is reduced too low e.g. 7.5fps then frame rate has a bigger impact on quality then sender bitrate for faster moving content. This could be due to the bandwidth restriction over UMTS network for faster moving content types. Also contents with less movement require low sender bitrate compared to that of higher movement. Finally, to predict video quality content type is very important.
CONCLUSION
In this paper we have proposed an ANFIS-based video quality prediction model that combines the three RLC loss conditions. The model is trained with a combination of parameters in the physical and application layer. The results demonstrate that it is possible to predict the video quality if the appropriate parameters are chosen. However, we conclude that as long as the IP packet error probability remains unchanged the impact of RLC losses on end-to-end video quality is negligible. We also analyzed the impact of QoS parameters on end-toend quality. We found that as the spatio-temporal activity of the content increases, the video quality becomes more sensitive to the RLC losses. For example, for slower moving content BLER of greater than 30% affects quality due to the error correction of the RLC AM mode. However, for faster moving content BLER of 20% results in a great loss of quality. Future work will concentrate on extensive subjective testing to validate the proposed model. Also, different packet sizes will be modeled and adaptation methods proposed.
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